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Abstract
In the present paper we develop the Virtual Element Method for hyperbolic problems
on polygonal meshes, considering the linear wave equations as our model problem. After
presenting the semi-discrete scheme, we derive the convergence estimates in H1 semi-norm
and L2 norm. Moreover we develop a theoretical analysis on the stability for the fully
discrete problem by comparing the Newmark method and the Bathe method. Finally we
show the practical behaviour of the proposed method through a large array of numerical
tests.
1 Introduction
The Virtual Element Methods (in short, VEM or VEMs) is a very recent technique for
solving partial differential equations. VEMs were lately introduced in [7] as a generalization of
the finite element method on polyhedral or polygonal meshes.
The virtual element spaces are similar to the usual polynomial spaces with the addition
of suitable (and unknown!) non-polynomial functions. The main idea behind VEM is to define
approximated discrete bilinear forms that are computable only using the degrees of
freedom. The key of the method is to define suitable projections (for instance gradient pro-
jection or L2 projection) onto the space of polynomials that are computable on the basis of the
degrees of freedom. Using these projections, the bilinear forms (e.g. the stiffness matrix, the
mass matrix and so on) require only integration of polynomials on the (polytopal) element in
order to be computed. Moreover, the ensuing discrete solution is conforming and the accuracy
granted by such discrete bilinear forms turns out to be sufficient to recover the correct order
of convergence. Following such approach, VEM is able to make use of very general polygo-
nal/polyhedral meshes without the need to integrate complex non-polynomial functions on the
elements (as polygonal FEM do) and without loss of accuracy. As a consequence, VEM is not
restricted to low order converge and can be easily applied to three dimensions and use non
convex (even non simply connected) elements.
An additional peculiarity of the VEMs is the satisfaction of the patch test used by engineers
for testing the quality of the methods. Roughly speaking, a method satisfies the patch test if
it is able to give the exact solution whenever this is a global polynomial of the selected degree
of accuracy.
In [1] the authors introduce a variant of the virtual element method presented in [7] that
allows to compute the exact L2 projection of the virtual space onto the space of polynomials and
extends the VEMs technology to the three-dimensional case. A helpful paper for the computer
implementation of the method is [9]. In [13] the authors construct Virtual Element spaces that
are H(div)-conforming and H(curl)-conforming.
The Virtual Element Method has been developed successfully for a large range of problems:
the linear elasticity problems, both for the compressible and the nearly incompressible case
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[8, 23], a stream formulation of VEMs for the Stokes problem [2], the non-linear elastic and
inelastic deformation problems, mainly focusing on a small deformation regime [16], the Darcy
problem in mixed form [20], the plate bending problem [21], the Steklov eigenvalue problem
[26], the general second order elliptic problems in primal [12] and mixed form [10], the Cahn-
Hilliard equation [3], the Helmholtz problem [29], the discrete fracture network simulations [18],
the time-dependent diffusion problems [32] and the Stokes problem [17]. In [4, 22] the authors
present a non-conforming Virtual Element Space. Finally in [11] the authors introduce the
last version of Virtual Element spaces, the Serendipity VEM spaces that, in analogy with the
Serendipity FEMs, allows to reduce the number of degrees of freedom.
Recently in [25, 15], Mimetic Finite Difference methods [14] (technique having common
features with VEM) have been applied to the space discretization of PDEs of parabolic and
hyperbolic type in two dimension, showing how this technique preserves invariants of the solu-
tion better than classical space discretizations such as finite difference methods. In the present
contribution we develop the Virtual Element Method for hyperbolic problems. We consider as a
model problem the classical time-dependent wave equations. The discretisation of the problem
requires the introduction of two discrete bilinear forms, one being the approximated grad-grad
form of the stationary case [7] and the other being a discrete counterpart of the L2 scalar
product. The latter is built making use of the enhancements techniques of [1]. In the paper we
focus our attention on the bi-dimensional case and we develop a full theoretical analysis, first
analysing on the error between the semi-discrete and the continuous problems and later giving
two examples of fully discrete problems. Finally, a large range of numerical tests in accordance
with the theoretical derivations is presented.
The paper is organized as follows. In Section 2 we introduce the model continuous problem.
In Section 3 we present its VEM discretisation and the analysis of the error for the semi-discrete
problem. In Section 4 we detail the theoretical features of the fully discrete scheme, in particular
we analyse the convergence and the stability properties for the fully discrete problem by using
the Newmark method and the Bathe method as time integrator method. Finally, in Section 5
we show the numerical tests.
2 The continuous problems
We consider the second order evolution problems in time, in particular we study the wave
equations as model hyperbolic problem. Let Ω ⊂ R2 be the polygonal domain of interest. Then
the mathematical problem is given by:
utt −∆u = f in Ω× (0, T ),
u = 0 on ∂Ω× (0, T ),
u(·, 0) = u0, ut(·, 0) = z0 in Ω,
(1)
where u represents the unknown variable of interest, ut and utt denote respectively its first and
second order time derivative. We assume the external force f ∈ L2(Ω× (0, T )) and the initial
data u0, z0 ∈ H10 (Ω). Then a standard variational formulation of Problem (1) is:
find u ∈ C0(0, T ; H10 (Ω)) ∩ C1(0, T ; L2(Ω)), such that
(utt(t), v) + a(u(t), v) = 〈f(t), v〉 for all v ∈ H10 (Ω), for a.e. t in (0, T )
u(0) = u0, ut(0) = z0,
(2)
where
• the derivative utt above is to be intended in the weak sense in (0, T ),
• (· , ·) : L2(Ω)× L2(Ω)→ R denotes the standard L2 scalar product on Ω,
• a(· , ·) : H10 (Ω)×H10 (Ω)→ R denotes the grad-grad form a(u, v) = (∇u, ∇v),
• 〈f(t), ·〉 : H10 (Ω)→ R denotes the duality product in H10 (Ω).
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It is well known (see for instance [30]) that the bilinear form a(· , ·) is continuous and
coercive, i.e. there exist two uniform positive constant a and α such that
a(u, v) ≤ a‖u‖H1(Ω)‖v‖H1(Ω) a(v, v) ≥ α‖v‖2H1(Ω) for all u, v ∈ H10 (Ω),
then Problem (2) has a unique solution u(t) such that(
a(u(t), u(t)) + ‖ut(t)‖2L2(Ω)
) 1
2 ≤
(
a(u0, u0) + ‖z0‖2L2(Ω)
) 1
2 + |f |L1(0,t, L2(Ω)) ∀t ∈ (0, T ).
In the rest of the paper we will make use of the following notation. We will indicate the
classical Sobolev semi-norms (and analogously for the norms) with the shorter symbols
|v|s = |v|Hs(Ω) , |v|s,ω = |v|Hs(ω)
for any non-negative constant s ∈ R, open subset ω ⊆ Ω and for all v ∈ Hs(Ω), while C will
denote a generic positive constant independent of the mesh diameter h and time step size τ
and that may change at each occurrence.
3 Virtual formulation of the wave equations
We here outline the Virtual Element discretization of problem (2). We will make use of
various tools from the Virtual Element technology, that will be described briefly; we refer
the interested reader to the papers [7, 1, 9]) for a deeper presentation. Finally we derive the
convergence estimates in H1 semi-norm and L2 norm.
3.1 Virtual spaces and bilinear forms
In the outline below we focus on the bi-dimensional case d = 2, the three-dimensional one
being analogous but more technical. We start by introducing the Virtual Element space used
in the Galerkin-like discretisation of problem (2); this needs a few steps.
Let Th be an unstructured mesh of Ω into nonoverlapping polygons with flat faces, where
hE := diameter(E) h := sup
E∈Th
hE .
In the following we take on the element E ∈ Th the regularity assumptions listed, for instance,
in [7]. We require that for all h, each element E ∈ Th fulfils the following assumptions:
• A1: E is a simply-connected polygon with boundary made of a finite number of straight
line segments,
• A2: E is star-shaped with respect to a ball of radius greater than γ hE ,
• A3: the distance between any two verteces of E is greater that c hE ,
where γ and c are positive constant independent by h and E.
Under the assumptions A1, A2, A3, according with the classical Scott-Dupont theory
(see [19]) we have the following fundamental approximation result.
Theorem 3.1. Let E ∈ Th and k ≥ 1, then for all u ∈ Hs+1(E) with 0 ≤ s ≤ k, there exists a
polynomial function upi on E of degree less or equal than k, such that
‖u− upi‖0, E + hE ‖u− upi‖1, E ≤ C hs+1E |u|s+1, E . (3)
Let k ∈ N, k ≥ 1, represent the polynomial degree of the method and let us introduce
the following useful notations, for all E ∈ {Th }h:
• Pk(E) the set of polynomials on E of degree ≤ k,
• Bk(∂E) := {v ∈ C0(∂E) s.t v|e ∈ Pk(e) for all edge e ⊂ ∂E },
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where we use the convention P−1(E) = {0}. Let us introduce the local counterparts of the
bilinear form a(·, ·):
a(u, v) =:
∑
E∈Th
aE(u, v) for all u,v ∈ V .
Let now Π∇,Ek : H1(E)→ Pk(E) be the energy projection operator (i.e. the H1- seminorm
projector) defined by {
aE(qk, v − Π∇,Ek v) = 0 for all qk ∈ Pk(E),
P 0,E(v − Π∇,Ek v) = 0 ,
where P 0,E : H1(E)→ R can be taken as
P 0,E(v) := 1|∂E|
∫
∂E
v ds for k = 1,
P 0,E(v) := 1|E|
∫
E
v dx for k > 1.
Moreover let us denote with Π0,Ek : L2(E)→ Pk(E), the L2(E) projection operator onto the
space Pk(E), i.e.
(qk, v −Π0,Ek v)L2(E) = 0 for all qk ∈ Pk(E).
It is clear that Π∇,E and Π0,E correspond to the identity operator on the space Pk(E).
For all E ∈ Th, the augmented virtual local space V̂ Eh is defined by
V̂ Eh =
{
v ∈ H1(E) s.t. v ∈ Bk(∂E), ∆v ∈ Pk(E)
}
.
Now we define the enhanced Virtual Element space, the restriction WEh of V̂ Eh given by
WEh :=
{
w ∈ V̂ Eh s.t.
(
w −Π∇,Ek w, q
)
L2(E)
for all q ∈ Pk(E)/Pk−2(E)
}
, (4)
where the symbol Pk(E)/Pk−2(E) denotes the polynomials of degree k living on E that are
L2−orthogonal to all polynomials of degree k−2 on E. We notice that, in general, for v ∈ H1(E)
it holds that ∫
E
(Π∇,Ek v) q dE 6=
∫
E
v q dE for q ∈ Pk(E)/Pk−2(E).
Moreover we introduce the following set D of linear operators from WEh into R. For all v ∈WEh
we take (see Figure 1):
• D1: the values of v at the nE vertexes of the polygon E,
• D2: the values of v at k−1 distinct points of every edge e ∈ ∂E (for example we can take
the k − 1 internal points of the (k + 1)-Gauss-Lobatto quadrature rule in e, as suggested
in [9]),
• D3: the moments up to order k − 2 of v in E, i.e.∫
E
v qk−2 dx for all qk−2 ∈ Pk−2(E).
The enhanced space WEh has three fundamental properties (see [1] for a proof):
• Pk(E) ⊆WEh , that guarantees the good approximation properties for the space,
• the set of linear operators D1, D2, D3 constitutes a set of degrees of freedom for the
space WEh ,
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Figure 1: Degrees of freedom for k = 1, 2, 3. We denote D1 with the black dots, D2 with the
red squares, D3 with the blue dots.
• the energy projection operator and the L2-projection operator on the space WEh
Π∇,Ek : W
E
h → Pk(E), Π0,Ek : WEh → Pk(E)
are exactly computable (only) on the basis of the degrees of freedom.
Therefore we have that
dim
(
WEh
)
= nE k +
k(k − 1)
2 ,
where nE is the number of vertexes of the polygon E.
Remark 3.1. We note that the operators D1, D2 are sufficient to uniquely define v on the
boundary of E. The degrees of freedom D3 allow to compute the L2 projection of the virtual
space WEh onto Pk−2(E). The condition in the definition (4) allows us to compute the L2
projection onto Pk(E), by using the energy projection Π∇,E .
We have therefore introduced a set of local spaces WEh and, thanks to the properties listed
here above, the associated local degrees of freedom. The global discrete space can now be
assembled in the classical finite element fashion, yielding
Wh =
{
w ∈ H10 (Ω) s.t w|E ∈WEh for all E ∈ Th
}
(5)
and it holds that
dim(Wh) = nV + (k − 1)ne + nP (k − 1)(k − 2)2
where nP (resp. ne and nV ) is the number of elements (resp. internal edges and vertexes) in
Th, and the following constitute the global degrees of freedom for all v ∈ Wh (see Figure
2):
• GD1: the values of v at the nV internal verteces,
• GD2: the values of v at k − 1 distinct points of every internal edge e,
• GD3: the moments up to order k − 2 of v on each element E ∈ Th, i.e.∫
E
v qk−2 dx for all qk−2 ∈ Pk−2(E).
The following useful approximation results hold [26]:
Proposition 3.1. Let u ∈ H10 (Ω) ∩ Hs+1(Ω) with 0 ≤ s ≤ k. Under the mesh assumptions
A1, A2, A3 on the decomposition Th, there exists uI ∈Wh such that
‖u− uI‖0 + h |u− uI |1 ≤ C hs+1 |u|s+1 (6)
where C is a constant independent of h.
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Figure 2: Degrees of freedom for k = 1, 2, 3. We denote GD1 with the black dots, GD2 with
the red squares, GD3 with the blue dots.
The crucial observation is that for all qk ∈ Pk(E) and for all vh ∈ V Eh , the quantities
aE(qk, vh) and (qk, vh)L2(E) are exactly computable on the basis of degrees of freedom D.
However, for an arbitrary pair (u, v) ∈ WEh the quantities aE(u, v) and (u, v)L2(E) are not
computable. We now define a computable discrete virtual local bilinear forms
aEh (·, ·) : WEh ×WEh → R mEh (·, ·) : WEh ×WEh
approximating the continuous form aE(·, ·) and (·, ·)L2(E), in the sense that the following
properties are satisfied:
• k-consistency: for all qk ∈ Pk(E) and vh ∈WEh
aEh (qk, vh) = aE(qk, vh), mEh (qk, vh) = (qk, vh)L2(E)
• stability: there exist positive constants α∗, α∗ and β∗, β∗, independent of h and E, such
that, for all vh ∈WEh , it holds
α∗ aE(vh, vh) ≤ aEh (vh, vh) ≤ α∗ aE(vh, vh) (7)
β∗ (vh, vh)L2(E) ≤ mEh (vh, vh) ≤ β∗ (vh, vh)L2(E). (8)
Following the VEM framework, we can set
aEh (uh, vh) := aE
(
Π∇,Ek uh, Π
∇,E
k vh
)
+ SE
(
(I −Π∇,Ek )uh, (I −Π∇,Ek )vh
)
(9)
mEh (uh, vh) :=
(
Π0,Ek uh, Π
0,E
k vh
)
L2(E)
+RE
(
(I −Π0,Ek )uh, (I −Π0,Ek )vh
)
(10)
for all uh, vh ∈WEh , where we have introduced (symmetric) stabilizing bilinear forms
SE : WEh ×WEh → R, RE : WEh ×WEh → R
that satisfies
c∗aE(vh, vh) ≤ SE(vh, vh) ≤ c∗aE(vh, vh)
for all vh ∈WEh such that Π∇,Ek vh = 0, and
c∗(vh, vh)L2(E) ≤ RE(vh, vh) ≤ c∗(vh, vh)L2(E)
for all vh ∈WEh such that Π0,Ek vh = 0, for two positive constants c∗ and c∗.
We define the global approximated bilinear forms ah(·, ·) : Wh×Wh → R andmh(·, ·) : Wh×
Wh → R by simply summing the local contributions:
ah(uh, vh) :=
∑
E∈Th
aEh (uh, vh) mh(uh, vh) :=
∑
E∈Th
mEh (uh, vh) for all uh, vh ∈Wh.
(11)
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We notice that the symmetry of ah and mh and the stability conditions stated before imply the
continuity of the bilinear forms, i.e.
ah(u, v) ≤ α∗|u|1 |v|1 mh(u, v) ≤ β∗‖u‖0 ‖v‖0 for all u, v ∈Wh. (12)
Finally we introduce the approximated H1 semi-norm and the approximated L2 norm defined
by
|v|21,h := ah(v, v), ‖v‖20,h := mh(v, v) for all v ∈Wh. (13)
For the definition of the method we have to construct a computable approximation of
the right-hand side 〈fh(t), vh〉. We define the approximated load term fh(t) for all t ∈ (0, T )
as
fh(t) := Π0,Ek f(t) for all E ∈ Th (14)
that is is computable directly from degrees of freedom.
The last step in the construction of the virtual method is the definition of suitable discrete
initial data. More precisely, we set uh,0 (resp. zh,0) as the “interpolant” of u0 (resp. z0) in Wh
by imposing
D(uh,0) = D(u0), D(zh,0) = D(z0). (15)
3.2 Virtual semi-discrete problems
We are now ready to state the proposed semi-discrete problem. Referring to (11), (14) and
(15), we consider the virtual element problem:
find uh ∈ C0(0, T ; Wh)) ∩ C1(0, T ; Wh), such that
mh(uh,tt(t), vh) + ah(uh(t), vh) = 〈fh(t), vh〉 for all vh ∈Wh, for a.e. t in (0, T )
uh(0) = uh,0, uh,t(0) = zh,0.
(16)
Let Ndof the number of degrees of freedom of the problem, and let us observe that, for the
symmetry and the stability conditions of the bilinear forms ah and mh, there exist
0 < λ(1)h ≤ · · · ≤ λ(Ndof)h
and {w(n)h }1,...,Ndof orthonormal basis of Wh with respect to mh(·, ·), such that
ah(w(n)h , vh) = λ
(n)
h mh(w
(n)
h , vh) for all vh ∈Wh, for n = 1, . . . , Ndof . (17)
Let µ(n)h :=
√
λ
(n)
h . With this notation we can state the following theorem.
Theorem 3.2. Problem (16) has a unique solution, given by
uh(t) :=
Ndof∑
n=1
(
mh(uh,0, w(n)h ) cos(µ
(n)
h t) +
1
µ
(n)
h
mh(zh,0, w(n)h ) sin(µ
(n)
h t)+
+ 1
µ
(n)
h
∫ t
0
〈fh(s), w(n)h 〉 sin(µ(n)h (t− s)) ds
)
w
(n)
h . (18)
Moreover it holds that(
ah(uh(t), uh(t)) + ‖uh,t(t)‖2h,0
) 1
2 ≤ (ah(uh,0, uh,0) + ‖zh,0‖h,0)
1
2 + |fh|L1(0,t,L2(Ω))
for all t ∈ (0, T ).
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3.3 Error analysis for the semi-discrete problems
In the present section we develop an error analysis for the method for the semi-discrete
problems. We introduce the energy projection P∇ : H10 (Ω)→Wh defined by{
find P∇u ∈Wh such that
ah(P∇u, vh) = a(u, vh) for all vh ∈Wh
(19)
and the L2-projection P0 : L2(Ω)→Wh defined by{
find P0u ∈Wh such that
mh(P0u, vh) = (u, vh)L2(Ω) for all vh ∈Wh.
(20)
The following approximation results hold (see [32] for the proof)
Lemma 3.1. Let u ∈ H10 (Ω) ∩ Hk+1(Ω). Then there exists a unique function P∇u ∈ Wh
verifying
|P∇u− u|1 ≤ C hk |u|k+1. (21)
Moreover, if the domain Ω is convex, the following bound holds
‖P∇u− u‖0 ≤ C hk+1 |u|k+1, (22)
where C is an h-independent constant (depending only on α∗ and α∗).
For the L2-projection we have the following lemma
Lemma 3.2. Let u ∈ Hk+1(Ω). Then there exists a unique function P0u ∈Wh verifying
‖P0u− u‖0 ≤ C hk+1 |u|k+1, (23)
where C is an h-independent constant (depending only on β∗ and β∗).
Proof. For the existence and uniqueness of P0u it is sufficient to observe that P0u is the solution
of the variational problem (20). Since the bilinear form mh(·, ·) is continuous and coercive and
the functional (u, ·)L2(Ω) is continuous on Wh, the previous problem has a unique solution.
Now, let uI the interpolant function of u in the virtual space Wh (see Proposition 3.1) and let
upi the piecewise polynomial approximation of u (see Theorem 3.1). Let us set δh := P0u− uI .
Recalling the stability and consistency properties in Section 3.1, some simple algebra yields
β∗‖δh‖20 = β∗(δh, δh)L2(Ω) ≤ mh(δh, δh) = mh(P0u, δh)−mh(uI , δh)
= mh(P0u, δh)−
∑
E∈Th
mEh (uI , δh)
= (u, δh)L2(Ω) −
∑
E∈Th
(
mEh (uI − upi, δh) +mEh (upi, δh)
)
= (u, δh)L2(Ω) −
∑
E∈Th
(
mEh (uI − upi, δh) + (upi, δh)L2(E)
)
= (u, δh)L2(Ω) −
∑
E∈Th
(
mEh (uI − upi, δh) + (upi − u, δh)L2(E) + (u, δh)L2(E)
)
= (u, δh)L2(Ω) −
∑
E∈Th
(
mEh (uI − upi, δh) + (upi − u, δh)L2(E)
)− (u, δh)L2(Ω)
=
∑
E∈Th
(
mEh (upi − uI , δh) + (u− upi, δh)L2(E)
)
.
Therefore
β∗ ‖δh‖20 ≤ β∗ ‖upi − uI‖0 ‖δh‖0 + ‖u− upi‖0 ‖δh‖0,
8
and thus
‖P0u− u‖0 ≤ ‖P0u− uI‖0 + ‖uI − u‖0 = ‖δh‖0 + ‖uI − u‖0 ≤ C (‖uI − u‖0 + ‖upi − u‖0) .
By bounds (6) and (3) we can conclude that
‖P0u− u‖0 ≤ C hk+1 |u|k+1.
The previous lemma allows us to derive the following error estimate.
Theorem 3.3. Let u be the solution of problem (2) and let us assume that u ∈ C2(0, T ; H10 )
and that u0, z0, ut, utt and f(t) are in Hk+1(Ω). Let uh be the solution of problem (16), then
for all t ∈ (0, T ) it holds that
|uh(t)− u(t)|1 + ‖uh,t(t)− ut(t)‖0 ≤ C (|uh,0 − u0|1 + ‖zh,0 − z0‖0) +
+ C hk
(|u0|k+1 + |ut(t)|k+1 + h |z0|k+1 + h |utt(t)|k+1 + h |f(t)|L1(0,t, L2(Ω))) (24)
Proof. Let us set
uh(t)− u(t) =
(
uh(t)− P∇u(t)
)
+
(P∇u(t)− u(t)) =: ϑ(t) + %(t), (25)
which are then estimated separately. The term %(t) is the error generated by the energy
projection. Using Lemma 3.1, for all t ∈ (0, T ) we easily have
|%(t)|1 = |P∇u(t)− u(t)|1 ≤ C hk |u(t)|k+1
≤ C hk
(
|u0|k+1 +
∫ t
0
|ut(s)|k+1 dx
)
= C hk
(|u0|k+1 + |ut|L1(0,t,Hk+1(Ω))) (26)
in the same way
‖%t(t)‖0 = C hk+1
(|z0|k+1 + |utt|L1(0,t,Hk+1(Ω))) . (27)
In order to bound the term ϑ(t), we observe that, by (2), definition (19) and using that the
derivative with respect to time commutes with the energy projection, for all vh ∈ Wh and for
all t ∈ (0, T ) it holds
mh(ϑtt(t), vh) + ah(ϑ(t), vh) = 〈fh(t), vh〉 −mh
(
d2
dt2
P∇u(t), vh
)
− ah(P∇u(t), vh)
= 〈fh(t), vh〉 −mh(P∇utt(t), vh)− a(u(t), vh)
= 〈fh(t), vh〉 − 〈f(t), vh〉+ (utt(t), vh)L2(Ω) −mh(P∇utt(t), vh)
= 〈fh(t)− f(t), vh〉+
(
(utt(t), vh)L2(Ω) −mh(P∇utt(t), vh)
)
=: 〈ϕ(t), vh〉+ 〈η(t), vh〉.
(28)
Then the function ϑ solves the problem
find ϑ ∈ C0(0, T ; Wh)) ∩ C1(0, T ; Wh), such that
mh(ϑtt(t), vh) + ah(ϑ(t), vh) = 〈ϕ(t) + η(t), vh〉 for all vh ∈Wh, for a.e. t in (0, T )
ϑ(0) = uh,0 − P∇u0, ϑt(0) = zh,0 − P∇z0
(29)
and, for Theorem 3.2, it holds that
(
ah(ϑ(t), ϑ(t)) + ‖ϑt(t)‖2h,0
) 1
2 ≤ (ah(ϑ(0), ϑ(0)) + ‖ϑt(0)‖2h,0) 12 +
+ |ϕ|L1(0,t, L2(Ω)) + |η|L1(0,t, L2(Ω)). (30)
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We can observe that the term ϕ can be bounded as follows
〈ϕ(t), vh〉 = 〈fh(t)− f(t), vh〉 =
∑
E∈Th
∫
E
(Π0,Ek f(t)− f(t)) vh dx
≤
∑
E∈Th
C hk+1 |f(t)|k+1,E ‖vh‖0,E = C hk+1 |f(t)|k+1 ‖vh‖0.
(31)
For the term η, using the consistency and stability properties of the bilinear form mh(·, ·), we
can obtain
〈η(t), vh〉 = (utt(t), vh)L2(Ω) −mh(P∇utt(t), vh) =
=
∑
E∈Th
(
(utt(t), vh)L2(E) −mEh (P∇utt(t), vh)
)
=
∑
E∈Th
(
(utt(t)−Π0,Ek utt(t), vh)L2(E) −mEh (P∇utt(t)−Π0,Ek utt(t), vh)
)
=
∑
E∈Th
(
(utt(t)−Π0,Ek utt(t), vh)L2(E) +mEh (Π0,Ek utt(t)− P∇utt(t), vh)
)
≤
∑
E∈Th
C
(
‖utt(t)−Π0,Ek utt(t)‖0,E + ‖Π0,Ek utt(t)− P∇utt(t)‖0,E
)
‖vh‖0,E
≤ C hk+1 |utt(t)|k+1 ‖vh‖0.
(32)
For the initial data we simply have
ah(ϑ(0), ϑ(0)) ≤ α∗ |ϑ(0)|21 = α∗|uh,0 − P∇u0|21 ≤ C
(|uh,0 − u0|21 + |u0 − P∇u0|21)
≤ C (|uh,0 − u0|21 + h2k |u0|2k+1) (33)
and similarly
‖ϑt(0)‖2h,0 ≤ β∗ ‖zh,0 − P∇z0‖20 ≤ C
(
‖zh,0 − z0‖20 + h2(k+1) |z0|2k+1
)
. (34)
Then, by collecting (31), (32), (33), (34), in (30)
(
ah(ϑ(t), ϑ(t)) + ‖ϑt(t)‖2h,0
) 1
2 ≤ C (|uh,0 − u0|1 + ‖zh,0 − z0‖0) +
+ C
(
hk |u0|k+1 + hk+1 |z0|k+1 + hk+1 |utt(t)|L1(0,t,Hk+1(Ω)) + hk+1 |f(t)|L1(0,t,Hk+1(Ω))
)
.
(35)
Finally, from (26), (27) and (35) we get the thesis.
Remark 3.2. We observe that from the estimate (24), we immediately obtain the H1 semi-norm
estimate of the error between the semi-discrete solution and the continuous solution, i.e.
|uh(t)− u(t)|1 ≤ C
(|uh,0 − u0|1 + hk |u0|k+1 + hk |ut(t)|k+1 +O(hk+1)) . (36)
For the L2 estimate of the error we can state the following theorem.
Theorem 3.4. Under the assumptions of the Theorem 3.3, for all t ∈ (0, T ) it holds that
‖uh,t(t)− ut(t)‖0 ≤ C (|uh,0 − u0|1 + ‖vh,0 − z0‖0) +
+ C hk+1
(|u0|k+1 + |z0|k+1 + |utt|L2(0,t, Hk+1(Ω)) + |f |L2(0,t, Hk+1(Ω))) (37)
Proof. As before in (25), let us set uh(t) − u(t) = ϑ(t) + %(t). The L2 norm of the term %(t)
can be bounded as in (27). Now since ϑ(t) solves the PDE (29), recalling (16), we have that
ϑ(t) =
Ndof∑
n=1
γn w
(n)
h
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where
γn = mh(ϑ(0), w(n)h ) cos(µ
(n)
h t) +
1
µ
(n)
h
mh(ϑt(0), w(n)h ) sin(µ
(n)
h t)+
+ 1
µ
(n)
h
∫ t
0
〈ϕ(s) + η(s), w(n)h 〉 sin(µ(n)h (t− s)) ds. (38)
Considering that {w(n)h }1,...,Ndof is an orthonormal basis ofWh with respect to mh(·, ·) it holds
that
‖ϑ(t)‖20,h = mh(ϑ(t), ϑ(t)) =
Ndof∑
n=1
|γn|2. (39)
Some simple computations yield
0 ≤ µ(n)h ≤ ε then
sin(µ(n)h t)
µ
(n)
h
≤ C t for all t ∈ (0, T ),
µ
(n)
h ≥ ε then
sin(µ(n)h t)
µ
(n)
h
≤ C for all t ∈ (0, T ),
for ε small enough. Therefore, from Jensen inequality, we get
|γn|2 ≤ C(t)
(
mh(ϑ(0), w(n)h )
2 + mh(ϑt(0), w(n)h )
2 +
∫ t
0
(
〈ϕ(s) + η(s), w(n)h 〉
)2
ds
)
,
where C(t) := max{1, t2}. From (39) it follows that
‖ϑ(t)‖20,h ≤ C(t)
Ndof∑
n=1
(
mh(ϑ(0), w(n)h )
2 +mh(ϑt(0), w(n)h )
2 +
∫ t
0
(
〈ϕ(s) + η(s), w(n)h 〉
)2
ds
)
≤ C(t)
(
‖ϑ(0)‖20,h + ‖ϑt(0)‖20,h +
∫ t
0
Ndof∑
n=1
(
〈ϕ(s) + η(s), w(n)h 〉
)2
ds
)
.
(40)
Now, from the definition (20) we can set
〈ϕ(s) + η(s), w(n)h 〉 = mh(P0(ϕ(s) + η(s)), w(n)h )
therefore, since {w(n)h }1,...,Ndof is an orthonormal basis of Wh with respect to mh(·, ·), we get
Ndof∑
n=1
(
〈ϕ(s) + η(s), w(n)h 〉
)2
=
Ndof∑
n=1
(
mh(P0(ϕ(s) + η(s)), w(n)h )
)2
= ‖P0(ϕ(s) + η(s))‖20,h.
It is easy to see that, from (20) and from the equivalence between the discrete and the continuous
L2 norm, we obtain
Ndof∑
n=1
(
〈ϕ(s) + η(s), w(n)h 〉
)2
= ‖P0(ϕ(s) + η(s))‖20,h ≤ C ‖ϕ(s) + η(s)‖20,
therefore from (40), according with estimates (31) and (32) we take
‖ϑ(t)‖20,h ≤ C(t)
(‖ϑ(0)‖20,h + ‖ϑt(0)‖20,h + hk+1 |utt|L2(0,t, Hk+1(Ω)) + hk+1 |f |L2(0,t, Hk+1(Ω))) .
(41)
Collecting (27) and (41), similar argument of Theorem 3.3 give the thesis.
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4 Fully discrete problems
Since the error analysis of the time discretisation follows a standard procedure, we focus
mainly on the error between the continuous problem (2) and the semi-discrete problem (16).
In this section we show an example of analysis for the fully discrete case.
Theoretically, the error generated by a fully discrete scheme has two components: the error
due to the spatial discretization depending on the mesh size h, and the error created by the time
integrator depending on the time step size τ . In particular let {unh }n=0,...,N be the sequence
generated by a time integrator method I for the ODE (16), with unh ≈ uh(·, tn), tn = nτ , for
n = 0, . . . , N and τ = T/N . Then we expect that
‖unh − u(·, tn)‖0 ≤ C1 hk+1 + C2 τp, (42)
where p is the order of the method I, and C1 and C2 are two h and τ independent constants.
As already mentioned, since the novelty of the present paper is the spatial discretisation,
we focus mainly on the first (spatial) source of error, as shown in Theorems 3.3 and 3.4.
Nevertheless, in order to detail the behaviour of the method, we here consider the case of the
Newmark method and the Bathe method coupled with the VEM discretisation (16). The
Newmark method (see [27, 30]) for the ODE (16), is defined by

mh
(
un+1h − unh − τ znh
τ2
, vh
)
+ ah
(
βun+1h +
(
1
2 − β
)
unh, vh
)
= 〈βfn+1h +
(
1
2 − β
)
fnh , vh〉
mh
(
zn+1h − znh
τ
, vh
)
+ ah
(
γun+1h + (1− γ)unh, vh
)
= 〈γfn+1h + (1− γ)fnh , vh〉
u0h = uh,0, z0h = zh,0
(43)
or equivalently
mh
(
un+2h − 2un+1h + unh
τ2
, vh
)
+ ah
(
βun+2h +
(
1
2 − 2β + γ
)
un+1h +
(
1
2 + β − γ
)
unh, vh
)
= 〈βfn+2h +
(
1
2 − 2β + γ
)
fn+1h +
(
1
2 + β − γ
)
fnh , vh〉
mh
(
u1h − uh,0 − τ zh,0
τ2
, vh
)
+ ah
(
βu1h +
(
1
2 − β
)
uh,0, vh
)
= 〈βf1h +
(
1
2 − β
)
f0h , vh〉
u0h = uh,0
(44)
where fnh = fh(tn) for n = 0, . . . , N , while β ≥ 0 and γ ≥ 1/2 are free parameters that still can
be chosen. From the literature, we recall the following facts:
• convergence: The Newmark scheme is at least of order one; the order two is achieved
only for the choice γ = 1/2;
• stability: The second-order Newmark scheme with γ = 1/2 is unconditionally stable for
β ≥ 1/4, whereas for 0 ≤ β < 1/4 the time step τ has to be restricted by the CFL
condition
λ
(Ndof)
h τ
2 ≤ 41− 4β (1− ε), for ε ∈ (0, 1).
It is well known (see [33]) that the widely used Newmark trapezoidal rule (corresponding to
γ = 1/2 and β = 1/4) does not present the numerical dumping, i.e. this technique is affected by
spurious oscillations, especially for high wave numbers, that can severely ruin the accuracy of
the solution. The Bathe method [5, 24, 28, 6] is, indeed, quite effective in the solution of wave
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propagation problems. The Bathe method for ODE (16) has the following linear multistep form
mh
(
72un+1h − 144un+1/2h + 72unh
τ2
, vh
)
+ ah(8un+1h + 5u
n+1/2
h + 5u
n
h, vh) =
〈8fn+1h + 5fn+1/2h + 5fnh , vh〉
mh
(
16un+1/2h − 16uh,0 − τ8zh,0
τ2
, vh
)
+ ah(un+1/2h − uh,0, vh) = 〈f1/2h − f0h , vh〉
u0h = uh,0.
(45)
For the Bathe method we have the following properties:
• convergence: The Bathe method has order two;
• stability: The method has no parameter to choose or adjust, by the analyst, for specific
analysis cases. The scheme is stable even in large deformation and long time response
solutions when the trapezoidal rule fails.
5 Numerical Tests
In this section we present two numerical experiments to test the practical performance of
the method. In the first test we compute the error in the H1 semi-norm and in L2 norm for a
given hyperbolic problem. We investigate also the behaviour of the method when we use a non
stabilized form mh. The second experiment investigates the performance of the Bathe method
in the solution of wave propagation problems compared with the Newmark trapezoidal rule.
Test 5.1. Let us consider the parabolic equation (2) where the load term f , the initial data u0
and z0 are chosen in accordance with the exact solution
u(t, x1, x2) = sin(t2) sin(pix1) sin(pix2). (46)
In this test we consider the time interval [0, 1] and the domain Ω = [0, 1] × [0, 1]. We use the
Voronoi meshes Vh (where h = 152−i, with i = 0, . . . , 3, is the mean value of the mesh size). For
the generation of the Voronoi meshes we used the code Polymesher [31]. The adopted meshes
are shown in Figure 3.
Figure 3: Sequence of the adopted Voronoi meshes.
The convergence of VEM technique is evaluated in the discrete relative H1(Ω) semi-norm
L2(Ω) norm of δh := uI − uh where uI is the interpolant of the exact solution u, evaluate at
the final time T , i.e.
E1h,τ :=
|δh|1,h
|u|1,h , E
1
h,τ :=
‖δh‖0,h
‖u‖0,h .
We implement the fully discrete problem with the Newmark trapezoidal method coupled with
the VEM discretisation for the sequences of polygonal meshes Vh. The orders of approximation
are k = 1 and k = 2. In Tables 1 and 2 we show the values of the relative errors E1h,τ and E0h,τ .
In this test we notice that, recalling (42), the error due to the spatial discretization and the
error generated by the time discretisation has the same weight. In particular, for small values
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τ = 1/5 τ = 1/10 τ = 1/20 τ = 1/40
k = 1
h = 1/5 3.528027e− 02 3.402436e− 02 3.394938e− 02 3.393157e− 02
h = 1/10 2.076253e− 02 1.597628e− 02 1.587273e− 02 1.590796e− 02
h = 1/20 1.650362e− 02 7.653534e− 03 6.847137e− 03 6.841819e− 03
h = 1/40 1.587896e− 02 5.192064e− 03 3.554348e− 03 3.452997e− 03
k = 2
h = 1/5 7.563951e− 02 1.034244e− 01 6.890232e− 02 7.358191e− 02
h = 1/10 1.331417e− 02 2.354252e− 02 1.510415e− 02 1.727028e− 02
h = 1/20 4.521837e− 03 3.786975e− 03 3.367110e− 03 4.267637e− 03
h = 1/40 1.252141e− 03 1.240103e− 03 1.205809e− 03 9.117119e− 04
Table 1: E1h,τ error for the meshes Vh for k = 1 and k = 2.
τ = 1/5 τ = 1/10 τ = 1/20 τ = 1/40
k = 1
h = 1/5 1.525822e− 02 1.097503e− 02 1.123438e− 02 1.139287e− 02
h = 1/10 1.368594e− 02 3.405071e− 03 2.917899e− 03 3.241443e− 03
h = 1/20 1.503495e− 02 3.497376e− 03 7.462431e− 04 7.032843e− 04
h = 1/40 1.550013e− 02 3.881783e− 03 8.608672e− 04 1.784726e− 04
k = 2
h = 1/5 1.737477e− 02 2.310717e− 02 1.513967e− 02 1.647027e− 02
h = 1/10 1.432602e− 03 2.597125e− 03 1.626653e− 03 1.893847e− 03
h = 1/20 2.941979e− 04 2.088662e− 04 1.864353e− 04 2.412417e− 04
h = 1/40 1.679805e− 04 4.656927e− 05 3.446027e− 05 2.578508e− 05
Table 2: E0h,τ error for the meshes Vh for k = 1 and k = 2.
of τ , we can observe that we obtain the expected order of convergence in h. For big values of
h, we have that the error is almost constant in τ .
We consider the same hyperbolic problem (46) and we study the behaviour of the VEM
approximation using a non stabilized bilinear form mh(·, ·) obtained using RE ≡ 0 in (10). We
consider as before the Newmark method coupled with the VEM approximation of order k = 1, 2
for the usual sequences of Voronoi meshes Vh. The results are illustrated in Tables 3 and 4, the
errors being evaluated as usual in the E1h,τ and norm E0h,τ .
τ = 1/5 τ = 1/10 τ = 1/20 τ = 1/40
k = 1
h = 1/5 3.528854e− 02 3.361425e− 02 3.374885e− 02 3.380632e− 02
h = 1/10 2.071838e− 02 1.592896e− 03 1.582944e− 02 1.589366e− 02
h = 1/20 1.650164e− 02 7.648859e− 03 6.843560e− 03 6.838834e− 03
h = 1/40 1.550013e− 02 5.192021e− 03 3.553935e− 03 3.452686e− 03
k = 2
h = 1/5 9.149928e− 02 7.437253e− 02 8.727999e− 02 7.917469e− 02
h = 1/10 2.372960e− 03 1.841401e− 02 1.649658e− 02 2.000535e− 02
h = 1/20 5.509267e− 03 3.211032e− 03 3.362645e− 03 3.816907e− 03
h = 1/40 1.318321e− 03 6.451261e− 04 8.166188e− 04 7.931607e− 04
Table 3: E1h,τ error for the meshes Vh for k = 1 and k = 2.
Comparing the results of Tables 1 and 2 with those of Tables 3 and 4, we can observe
that the errors generated by the VEM method with original and reduced bilinear form are
indeed very close, thus showing the good behaviour of the proposed alternative. However we
remark that, as observed in [32], if we take a non stabilized bilinear form, the maximum discrete
eigenvalue λ(Ndofh is not bounded since the mass matrix is possibly singular. Then we have to
be careful if we use a Newmark method with β < 1/4, in particular if we want to suppress the
high frequency spurious waves.
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τ = 1/5 τ = 1/10 τ = 1/20 τ = 1/40
k = 1
h = 1/5 1.180067e− 02 5.070831e− 03 5.667866e− 03 6.001536e− 03
h = 1/10 1.351103e− 02 2.650216e− 03 1.988189e− 03 2.442523e− 03
h = 1/20 1.502775e− 02 3.467810e− 03 5.932316e− 04 5.383329e− 04
h = 1/40 1.549971e− 02 3.880175e− 03 8.536129e− 04 1.393609e− 04
k = 2
h = 1/5 7.946409e− 03 8.532940e− 03 8.380126e− 03 8.142198e− 03
h = 1/10 5.954846e− 04 6.483602e− 04 5.820595e− 04 6.189287e− 04
h = 1/20 1.649159e− 04 5.905337e− 05 5.288382e− 05 5.507499e− 05
h = 1/40 1.644686e− 04 3.106303e− 05 8.861383e− 06 5.766137e− 06
Table 4: E0h,τ error for the meshes Vh for k = 1 and k = 2.
Test 5.2. Let us consider the parabolic equation (2) where the initial displacement and the
initial velocity are zero, and the load term f is
f(t, x1, x2) :=
{
100 for t < 0.1 and (x1, x2) = (0.05, 0.05),
0 otherwise,
(47)
We consider the final time T = 1.2 and the domain Ω = [0, 1]×[0, 1]. LetCFL = τh , then we test
the VEM technique with k = 1 coupled with the Bathe method and the Newmark trapezoidal
rule with different values of CLF , in particular we use a square decomposition of the domain
with h = 1/100 and we consider τ = 1/20, 1/40, 1/80. In Figure 4, 5 6 we compare the discrete
displacement uh, and the discrete velocity uh,t along the diagonal (0, 0) -(1, 1) calculated using
the Bathe method and the trapezoidal rule at final time. We observe that for small values of
CLF the Newmark trapezoidal rule gives spurious oscillations.
Figure 4: Displacement variations and velocity variations along the diagonal with τ = 1/20.
Figure 7 (8) shows the snapshots of the solution variable u (the time derivative ut) calculated
using the Bathe method and the Newmark method for τ = 1/20. We can observe that the
Bathe method significantly improves the accuracy of the solution and is not is affected by
spurious oscillations also for small values of CLF.
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Figure 5: Displacement variations and velocity variations along the diagonal with τ = 1/40.
Figure 6: Displacement variations and velocity variations along the diagonal with τ = 1/80.
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Figure 7: Snapshots of displacements computed with the Bathe method and the Newmark
method.
Figure 8: Snapshots of velocities computed with the Bathe method and the Newmark method.
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