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ABSTRAKT 
Cílem této práce je navrhnout možné postupy pro simulaci chování protokolu SNMP (Simple 
Network Management Protocol) v simulačním prostředí OPNET Modeler. Práce podrobně popisuje 
jednotlivé postupy řešení, které byly vybrány pro tuto simulaci. Součástí práce  je také stručný úvod 
do problematiky simulačního prostředí OPNET Modeler a dále také nezbytný popis protokolu SNMP, 
modelu  DiffServ  a  databáze  DiffServ  MIB.  Hlavní  část  práce  představuje  podrobný  popis 
naprogramovaných  mechanismů  pro  modelování  funkcí  protokolu  SNMP  a  to  včetně  popisu 
zdrojových kódů, které byly v simulačním modelu použity. Jedná se především o implementaci funkce 
pro  získávání hodnot  z atributů modelu na různých úrovních hierarchické  struktury, dále  vytvoření 
paketu s dynamicky nastavitelnou velikostí uživatelských dat,  implementaci zjednodušené databáze 
DiffServ MIB a v neposlední  řadě vytvoření statistik protokolu SNMP.  Jednotlivé zdrojové kódy  jsou 
popsány  tak,  aby  jim  porozuměl  i čtenář  se  základními  znalostmi  simulačního  prostředí  OPNET 
Modeler.  
KLÍČOVÁ SLOVA 
  OPNET,  OPNET  Modeler,  SNMP,  Simple  Network  Management  Protocol,  komunikační 
protokol, UDP, komunikace, MIB, Agent, Manažer 
ABSTRACT 
The aim of this work  is to propose feasible solution for the simulation of the SNMP (Simple 
Network Management Protocol) protocol in the OPNET Modeler simulation environment. This work 
describes  in  detail  individual  procedures, which were  chosen  for  this  simulation  .  The work  also 
contains  an  introduction  to  the OPNET Modeler  simulation  environment,  the  SNMP protocol,  the 
DiffServ model and the DiffServ‐MIB database. The main part of this work describes the algorithms 
programmed  to  model  the  functions  of  the  SNMP  protocol.  Source  codes  of  the  algorithms 
programmed are  included as well. The work deals especially with the functions for obtaining values 
from  different  levels  of  a multilevel model  attributes,  packet  creation  functions with  dynamically 
changing  length  of  user‐data  field,  for  the  implementation  process  of  a  simplified  DiffServ MIB 
database and with the functions for statistic creation. 
KEYWORDS 
  OPNET, OPNET Modeler, SNMP, Simple Network Management Protocol, communication 
protocol, UDP, communication, MIB, Agent, Manager 
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1  ÚVOD 
  Cílem  této práce  je navrhnout a vytvořit model komunikace protokolu SNMP v simulačním 
prostředí  OPNET  Modeler  (OM1).  Práce  navazuje  na  předchozí  bakalářské  práce  a  semestrální 
projekty zaměřené na základní možnosti  implementace protokolu SNMP [7], [13] a [15] a dále také 
modelu DiffServ2 domény [8] v prostředí OPNET Modeler. V práci je počítáno ze základními znalostmi 
simulačního prostředí OM a programovacího  jazyka C. Pro vytvoření vlastní SNMP komunikace byl 
částečně použit  simulační model  ze  zde  zmíněných prací, proto budou podrobně  rozebrány pouze 
nové funkce a vlastnosti, které mají být  implementovány. Práce obsahuje čtyři hlavní kapitoly. První 
tři kapitoly (Protokol SNMP, Referenční model DiffServ a Databáze MIB) tvoří teoretický rozbor dané 
problematiky,  řešené  v této  práci.  Pátá  kapitola  tvoří  hlavní  část,  jelikož  obsahuje  implementaci 
jednotlivých funkcí potřebných k sestavení celého projektu SNMP v prostředí OM. 
  Kapitola druhá – Protokol SNMP se podrobněji zabývá  rozborem SNMP protokolu. V úvodu 
jsou popsány dva základní prvky (agent a manažer) a jejich význam v modelu protokolu SNMP. Další 
část tvoří popis vývoje protokolu SNMP od verze 1 až do verze 3 s odkazy na jednotlivé standardy a 
normy. Neméně důležitou  část  tvoří  popis  formátu datového  paketu  spolu  s operacemi protokolu 
SNMP. Implementací formátu datového paketu se podrobně zabývá kapitola patá – Opnet Modeler.   
  Kapitola  třetí  –  Referenční model  DiffServ  se  zabývá  jednotlivými  bloky modelu  DiffServ, 
jelikož parametry těchto bloků jsou ukládány popř. vyčítány s databáze DiffServ‐ MIB (kapitola 4).  
  Kapitola čtvrtá – Databáze MIB podrobně popisuje vlastnosti a funkci této databáze. Kapitola 
obsahuje příklad stromové struktury řazení objektů s patřičným popisem. Dále lze nalézt popis, jakým 
způsobem  se  adresují  jednotlivé  objekty  a  instance  objektů.  Součástí  kapitoly  je  stručný  popis 
databáze DiffServ‐MIB a jejich vybraných tabulek. 
  Kapitola  pátá  –  Opnet  Modeler  se  především  zabývá  implementací  vybraných  funkcí 
protokolu  SNMP  v simulačním  prostředí  OM.  Úvodní  část  obsahuje  teoretický  popis  simulačního 
prostředí OM. Další části se zabývají  již  implementací vybraných funkcí. Jde především o dynamické 
vytvoření datového paketu SNMP, získání hodnot z menu modelů OM a vytvoření universální funkce 
pro  získávání hodnot,  implementace databáze DiffServ‐MIB  a  v neposlední  řadě  vytvoření  statistik 
SNMP protokolu pro ověření správné činnosti. 
                                                            
1 OM – Opnet Modeler 
2 DiffServ ‐ Differentiated Services ‐ Diferencované služby 
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2 PROTOKOL SNMP  
Protokol  SNMP3  [1]  je  v překladu  “jednoduchý  protokol  pro  řízení  sítě”,  který  slouží 
pro vzdálené monitorování a řízení síťových zařízení  jako  jsou např. směrovače, brány a další síťové 
prvky. Tento protokol slouží k výměně informací mezi síťovými zařízeními (v SNMP označována jako 
výměna mezi agentem a manažerem) pomocí  transportního protokolu UDP4  (specifikace umožňuje 
i využití  TCP5).  Výměna  informací  probíhá  formou  dotaz  a odpověď.  Aby  byly  zajištěny  aktuální 
informace  na manažerské  stanici,  probíhá  dotazování  agentů  periodicky. Doba  dotazování  je  vždy 
zvolena tak, aby zjištěné údaje byly aktuální, ale také aby časté dotazování zbytečně nezatěžovalo síť. 
V textu byly zmíněny dva základní prvky/komponenty, které definuje protokol SNMP: 
? Agent – odpovídá sledovanému zařízení, na kterém je spuštěn určitý program (agent), který 
ukládá  nebo  čte  data  z MIB6,  což  je  systémová  databáze,  která  předává  zjištěné  údaje 
manažerovi. Podrobnější popis systémové databáze MIB je uveden v další části textu. 
Př.:  nejčastěji  v  roli  agentů  (sledovaných  zařízení)  jsou  používány  směrovače  (routery), 
servery, tiskárny apod. Obecně  lze říci, že  lze použít každé síťové zařízení s podporou SNMP 
protokolu. 
? Manažer – odpovídá  řídícímu zařízení, díky němuž můžeme vzdáleně vyčíst popř.  i nastavit 
parametry na určitém síťovém zařízení (agent).  
Př.: nejčastěji pracovní  stanice, na  které  je  spuštěna  speciální  aplikace pro  sběr dat, popř. 
možnost nastavení nových údajů na sledovaném (řízeném) zařízení. 
Jak  již  v textu  bylo  zmíněno,  důležitým  prvkem  protokolu  SNMP  je  systémová  databáze 
Management  Information  Base.  MIB  je  objektově  orientovaná  databáze,  ve  které  jsou  uložena 
veškerá data zařízení jako např. rychlost rozhraní a IP adresa přiřazená jednotlivým fyzickým portům, 
chybové  stavy apod. Databáze MIB  je přítomna na každém agentu pracujícím  s protokolem SNMP 
a taktéž  je přítomna v manažeru pro  zápis dat od agenta. Dále manažer musí  znát  strukturu dané 
MIB, z důvodu zasílání přesných dotazů agentovi. Pro adresaci jednotlivých parametrů databáze MIB 
se používá  identifikátor objektu označovaný OID7, což  je  jednoznačný  identifikátor daného objektu. 
Název  lze  vyjádřit dvěma  způsoby,  číselně  a  textově.  Číselný popis  je  vhodný pro  automatizované 
zpravování,  ale  na  druhé  straně  textové  vyjádření  je  mnohem  přirozenější  pro  lidskou  obsluhu. 
V systému se může nacházet několik instancí daného objektu. Proto odkaz na konkrétní objekt v MIB 
                                                            
3 SNMP ‐ Simple Network Manager Protocol 
4 UDP – User Datagram Protocol 
5 TCP ‐ Transmission Control Protocol 
6 MIB ‐ Management Information Base 
7 OID – Object Identifier – Identifikátor objektu 
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se  skládá  ze dvou  částí. První  část  je  tvořena  z OID objektu a druhá  část  je  identifikátor  instance. 
Podrobněji je tato problematika rozebrána v kapitole 4. 
 
2.1 Historie protokolu SNMP 
  Ve své dnešní historii  [1] má protokol SNMP  již  třetí verzi  (SNMPv3). První verze protokolu 
SNMP  (SNMPv1)  [4] byla přijata v roce 1990  jako základní sada dokumentů  specifikujících protokol 
spolu  s definicí  struktury  informací  pro  management  [9].  Protokol  SNMPv1  postupně  se  stal 
standardem pro správu sítí založených na sadě protokolů TCP/IP8. Samotný protokol SNMP pro svoji 
činnost využívá standardně protokol UDP.  
  Od  roku  1991  byl  rozpracován  návrh  specifikace  SNMPv2,  který  měl  řešit  nedokonalost 
SNMPv1 v oblasti bezpečnosti. Jednalo se především o nedostatečné zabezpečení (administrace práv) 
pro čtení a zápis dat. Bohužel pracovní skupina, která měla druhou verzi protokolu vyvinout, neměla 
jednotné návrhy na způsob řešení, a proto bylo normalizační řízení zastaveno. 
  V roce 2002 byla schválena SNMPv3  jako RFC9 3411‐3418 a tato verze  je prozatím poslední 
verzí tohoto protokolu. 
2.2 Základní model SNMP 
  Základní model protokolu SNMP  (Obr. 1) používá především dvou metod.  Jednou  z nich  je 
čtení hodnoty z MIB přes agenta pomocí příkazu get a druhá je pro změnu stávající hodnoty, či zápis 
nové proměnné do MIB využitím příkazu set. Tyto dva příkazy jsou tedy základními příkazy protokolu 
SNMP  a  svoji  jednoduchostí  splňují  požadavky  na  jednoduchý  protokol  a  snadnou  implementaci. 
Komunikace  standardně probíhá   formou  žádost – odpověď. Manažer  chce např. vyčíst určitý údaj 
z MIB agenta, proto manažer pošle žádost agentovi. Agent po obdržení žádosti se pokusí vyčíst daný 
údaj  ze  své MIB.  Dále mohou  nastat  dvě  situace.  Agent  najde  požadovanou  hodnotu  a  zašle  ji 
v odpovědi manažerovi, nebo agent tuto hodnotu nenajde a manažerovi vrátí odpověď, ve které  je 
uvedeno, že nastala chyba.  
  Protokol SNMP používá  ještě  jednu metodu  tzv.  trap. Trapy  jsou  jediné zprávy, které může 
agent  poslat manažerovi  bez  předchozí  žádosti.  Trapy  obecně  slouží  k hlášení  vyjímečných  stavů. 
Přesný popis jednotlivých operací, který používá SNMP protokol je uveden v následujícím textu. 
                                                            
8 TCP/IP ‐ Transmission Control Protocol / Internet Protocol ‐ Sada protokolů pro komunikaci v síti 
9 RFC ‐ Request for Comments – Všeobecně uznávaná norma 
4 
 
 
Obr. 1 – Základní model SNMP (komunikace manažer – agent) 
 
Protokol SNMP specifikuje přesněji tyto typy příkazů [1]:  
? Get‐request  –  manažer  žádá  agenta  o  hodnotu  instance  z MIB  dle  číselného 
identifikátoru – OID.  
? Get‐next‐request – manažer žádá o další následující hodnotu, bez znalosti přesného 
identifikátoru (využívá se pro čtení z tabulky s neznámým počtem záznamů). 
? Set‐request – manažer vzdáleně  řídí  síťové  zařízení  změnou hodnot v MIB. Pomocí 
tohoto  příkazu  lze  vytvořit  nebo  zrušit  řízený  objekt  v MIB.  Vzhledem  k možným 
dopadům, pro tuto operaci má klíčový význam zabezpečení, tj. přidělování oprávnění, 
pro zápis hodnot do databáze MIB. 
? Trap  –  jediný  typ  zprávy,  kterou může manažer  dostat  od  agenta  bez  předchozí 
žádosti. Pomocí této zprávy je manažer informován o výjimečných stavech sítě nebo 
síťového zařízení. Z pravidla od manažera se očekává okamžitá reakce na tyto zprávy.  
? Get‐response  –  zpráva,  kterou  předává  agent  manažerovi  jako  odpověď  na  jeho 
požadavek  get‐request,  get‐next‐request  nebo  set‐request.  Tato  zpráva  nese 
hodnoty požadovaných údajů, a dále také požadavek, který manažer zaslal agentovi, 
aby manažer byl schopen přiřadit odpověď ke správnému dotazu.  
Jak  již  v textu  bylo  zmíněno,  přenos  zpráv  mezi  manažerem  a  agentem  probíhá  pomocí 
transportního protokolu UDP a to na portech 161 pro obecné druhy zpráv jako get‐request, get‐next ‐
request, set‐request a get‐response a na portu 162 pro zprávy trap.  
 
5 
 
2.3 Formát zpráv SNMP 
  Klasický formát zprávy SNMPv1 [2] se skládá ze záhlaví protokolu  SNMP a dále z protokolové 
datové jednotky PDU10  (viz Obr. 2).  
Verze  Komunita  Datová jednotka operace (PDU) 
 
 
Typ  Identifikátor 
požadavku 
Identifikátor 
Chyby 
Index 
chyby 
Datové pole 
Formát PDU get‐request, get‐request‐next, get‐response, set‐request 
 
nebo 
 
Enterprise 
Adresa 
agenta 
Obecný  
identifikátor 
Specifický 
identifikátor 
Časová značka  Datové pole 
Formát PDU Trap 
Obr. 2 – Formát zpráv SNMP 
Význam jednotlivých polí zpráv SNMP: 
Formát SNMP záhlaví: 
? Verze – verze protokolu SNMP.  
? Komunita  –  řetězec,  který  slouží  pro  zabezpečení  přístupu  do MIB.  Většinou  je  správcem 
určen jeden řetězec pro zápis a čtení a další řetězec pro přístup omezený pouze na čtení. Při 
odesláni  SNMP  zprávy  agentu,  agent  zkontroluje  toto  pole.  Pokud  najde  agent  řetězec 
odpovídající  určitému  oprávnění,  které  navíc musí  vyhovět  zaslané  žádosti,  požadovanou 
funkci provede. Pokud agent nenajde řetězec, požadavek bude odmítnut.  
Formát  datových  jednotek  SNMP  PDU  pro  zprávy  get‐request,  get‐next‐request,  get‐response      
a set‐request: 
? Typ  –  určuje  typ  PDU,  která  je  přenášena  (get‐request,  get‐next‐request,  get‐response,       
set‐request a trap). 
? Identifikátor  požadavku  –  používá  se  proto,  aby manažer  věděl,  ke  které  žádosti  přísluší 
zaslaná odpověď. 
                                                            
10 PDU – Protocol Data Unit – Protokolová datová jednotka 
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? Identifikátor  chyby  –  slouží pro  indikaci  chyby  a určuje  její  typ.  Toto pole  vyplňuje pouze 
agent při odpovědi manažerovi. Ostatní operace nastavují hodnotu toho pole na 0. 
? Index chyby – upřesňuje chybovou hlášku podrobnější definicí důvodu chyby.  
? Datové pole – slouží jako datová jednotka PDU protokolu SNMPv1.  
Formát datové jednotky zprávy trap: 
? Enterprise – identifikuje autoritu, která implementovala agenta – zdroje zprávy trap.  
? Adresa agenta – IP adresa spravovaného zařízení, které trap vygeneroval. 
? Obecný identifikátor – identifikuje hlavní typ trapu. 
? Specifický identifikátor – identifikuje proprietární typy zpráv trapu. 
? Časová značka – zobrazuje uplynulý čas mezi poslední reinicializací systému a vygenerováním 
zprávy trap. 
? Datové pole – slouží jako datové pole PDU SNMPv1.  
 
2.4  Operace protokolu SNMP 
 
  V této  části  textu  se  zaměřím  na  operace,  které  byly  vybrány  pro  implementaci 
do simulačního modelu komunikace, a proto jejich přesná znalost je velmi důležitá. 
2.4.1 Operace get­ request 
  Operace get‐request [4] je jedna ze základních operací, díky které je možné vyčíst data z MIB. 
Operaci vždy  inicializuje manažer  (agent nemůže,  ten  jenom odpovídá na tyto zprávy). Požadovaná 
data z MIB agenta jsou identifikována pomocí identifikátoru objektu OID. Pomocí OID je adresovaná 
požadovaná  instance  ve  zprávě  get‐request,  jejíž  hodnotu  chceme  zjistit.  Jelikož  konkrétní  objekt 
v MIB může obsahovat  více  instancí,  je OID dělena na dvě  části. První  část OID ukazuje na objekt 
v systému MIB a druhá část ukazuje na konkrétní instanci tohoto objektu.  
Možností  operace  get‐request  je,  že  jedna  zpráva může  nést  dotaz  na  hodnoty  několika 
instancí. Zřejmá výhoda  je patrná v  tom, že šetříme přenosovými prostředky dané sítě, de  facto se 
jedná  o  optimalizaci  protokolu  SNMP. Dalším  neméně  významným  přínosem  je  rychlost,  jakou  je 
možné  získat  data  z databáze MIB.  Tato  funkce  bohužel má  svoji  nevýhodu.  Ta  tkví  v neposlání 
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odpovědi  manažerovi,  pokud  agent  nenajde  ve  své  databázi  MIB  pro  všechny  dotazované  OID 
platnou  hodnotu.  Pokud  tato  situace  nastane,  nastaví  se  hodnoty  pole  v  SNMP  zprávě  tak,  že 
identifikátor chyby se nastaví na genErr a index chyby na chybné OID, které tuto zprávu vyvolalo. 
Po příjmu žádosti mohou nastat tyto další stavy: 
? OID nalezené agentem v datovém poli (Variable bindings) se nenachází v MIB agenta. Agent 
zašle zprávu manažerovi zprávu get‐response, která je totožná s tou, kterou přijal. Navíc ještě 
nastaví ve SNMP zprávě hodnoty pole identifikátoru chyby na noSuchName a index chyby na 
přijaté OID. 
? Pokud agent vloží do odpovědi get‐response více dat než  je povoleno, nastane situace  jako 
v předchozím  případě  s tím  rozdílem,  že  pole  identifikátor  chyby  se  nastaví  na  hodnotu 
tooBig a pole error index na hodnotu null. 
? Pokud nenastala ani jedna z výše uvedených možností, vyplní se SNMP zpráva a to tak, že pro 
dané  OID  v datovém poli  se  nastaví  zjištěná  hodnota.  Dále  se  nastaví  pole  identifikátoru 
chyby na noError . 
2.4.1 Operace get­next ­request  
  Zpráva  get‐request  [4]  slouží  pro  získání  hodnoty  pomocí určitého OID.  Jelikož,  ale  někdy 
nemusíme znát přesně OID (nemusíme znát počet řádků v dynamicky generované tabulce), je dobré 
mít  funkci,  která  může  postupně  procházet  přes  celou  MIB  databázi.  Tímto  nástrojem  je  právě 
operace  get‐next‐request.  Formát  zprávy  get‐next‐request  je  identický  s formátem  zprávy                
get‐request. To  také dokládá obrázek  (viz Obr. 2). Stejně  jako u operace get‐request žádost  tohoto 
typu může poslat pouze manažer. Odpověď na  tuto zprávu  je zaslána manažerovi pomocí operace 
get‐response.  Jediný  rozdíl, který můžeme u  těchto dvou operací nalézt,  je  jiný způsob adresování. 
Opakovanou  operací  get‐next‐request,  lze  procházet  celou  stromovou  strukturu  databáze  MIB 
v lexikografickém pořadí. Pokud  je dosaženo  konce databáze MIB,  je agentem  zaslána manažerovi 
chybová  hláška.  Operace  get‐next‐request  nemusí  nutně  začínat  vždy  u  kořene  hierarchického 
systému MIB, ale lze nastavit výchozí bod, od kterého bude dále procházet databázi. 
Při zpracování této žádosti agentem mohou nastat tyto stavy: 
? Pokud identifikátor objektu v datovém poli (Variable‐bindings) není dostupný v databázi MIB, 
potom agent  zašle manažerovi odpověď,  která  je  stejná  jako  zpráva,  kterou přijal  (žádost) 
8 
 
s tím  rozdílem,  že nastaví pole  identifikátoru  chyby na noSuchName a hodnotu pole  index 
chyby na daný chybný identifikátor. 
? Pokud odpověď get‐response obsahuje více dat než  je povoleno, odešle agent opět zprávu 
stejnou jako přijal s tím rozdílem, že pole identifikátoru chyby se nastaví tooBig a pole index 
chyby na null. 
? Pokud  se  objeví  nějaká  chyba  v datovém poli  (Variable‐bindings)  a  nemůže  být  řešena  již 
jinými pravidly, potom agent opět odešle originální zprávu zpět manažerovi s tím rozdílem, že 
nastaví  pole  identifikátoru  chyby  na  genErr  a  hodnotu  pole  index  chyby  na  daný  chybný 
objekt. 
? Pokud  na  zprávu  nebyla  uplatněna  předchozí  pravidla,  agent  pošle  zprávu  get‐response 
manažerovi a to v podobě, v které ji přijal. Dále do zprávy zapíše hodnoty vyčtené z databáze 
MIB a nastaví pole identifikátoru chyby na noError a pole index chyby na null. 
2.4.2 Operace get­response 
  Jak  již  v textu  bylo  uvedeno,  zpráva  get‐response  slouží  pro  odpovědi  zaslané  agentem 
manažerovi. Formát zprávy get‐response  je stejný  jako u předchozích zpráv get‐request a get‐next‐
request. 
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3 REFERENČNÍ MODEL DIFFSERV 
Tato  kapitola  stručně  popíše  technologii  DiffServ,  tak  aby  čtenář  mohl  pochopit  význam 
jednotlivých  objektů  v kapitole  4.1  –  Databáze  DiffServ‐MIB.  Více  o  této  technologii  a  její 
implementaci  do  simulačního  prostředí  OM  lze  nalézt  v literatuře [8]. Model  DiffServ  domény  se 
skládá  z několika  bloků,  které  jsou  hlavními  stavebními  kameny  celého  mechanismu.  Především 
můžeme zmínit třídič, blok značkování a měřič, kteří tvoří  jeden velký blok – klasifikátor. Další větší 
blok  je  zpracování  provozu,  který  tvoří  přeznačení,  tvarování  a  zahození.  Následující  obrázek 
zobrazuje referenční model technologie DiffServ (Obr. 3).  
 
Obr. 3 – Referenční model technologie DiffServ 
 
3.1.1 Třídič ­ Klasifikátor 
Třídič  [8]  dělí  přicházející  tok  paketů  do  několika  tříd  podle  předdeklarovaných  pravidel. 
Existují dva základní druhy třídičů a to BA11 a MF12. BA třídič patří mezi nejjednodušší DiffServ třídiče. 
Třídí pakety pouze na základě hodnoty pole DSCP13 v hlavičce paketu. BA třídič se používá tehdy, kdy 
je DSCP  určené  (paket  označovaný)  už  dříve. DSCP  hodnota  paketu může  být  označena  v mnoha 
různých cestách. Pokud podporuje zákazníkova síť mechanismus diferencovaných služeb, je žádoucí, 
aby byly pakety označeny již ve vstupním směrovači. U mnoha zákaznických sítí se ale dá očekávat, že 
nebude prováděno toto označení. Takoví zákazníci pak mohou přenechat označování paketů na svoje 
poskytovatele připojení. MF  třídič užívá kombinaci  jednoho nebo více polí z pětic  (zdrojová adresa, 
cílová adresa, zdrojový port, cílový port,  identifikátor protokolu zapouzdřeného do  IP paketu). Tato 
pětice  je  umístěna  v hlavičce  IP  paketu  a  TCP/UDP  datagramu.  MF  třídič  můžeme  použít 
pro komplikovanější zdrojovou alokační politiku u zákazníků. 
                                                            
11 BA ‐ Behavior Aggregate – Združené zacházení 
12 MF – MultiField – Vícepoložkový klasifikátor 
13 DSCP – Differentiated Services Code Point – Značka rozlišné služby 
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3.1.2 Značkování 
Jsou  definovány  dva  typy mechanismů  diferencovaného  zacházení  s  pakety  různých  tříd, 
označované  zkratkou PHB14.  Jinými  slovy PHB označuje  zpracování paketů  směrovačem na  základě 
značky paketu. 
Expedited  forwarding  (EF15)  –  urychlené  předávání  [16],  které  nabízí  absolutní  záruky 
velikosti  kolísání  zpoždění  pro  danou  třídu.  Je  proto  velmi  složité  na  zajištění  a  neefektivní.  Když 
poskytneme  EF  danému  toku  dat,  tak  to  skoro  odpovídá  poskytnutí  virtuálního  okruhu,  což  vede 
k nižšímu využití síťových prostředků. EF lze poskytovat jen omezenému počtu toků. Závěrem lze říci, 
že tato technologie je složitá a může být aplikovatelná na omezený počet toků. 
Assured  forwarding  (AF16) –  zajištěné předávání  [17] –  služba  je navržena  tak, aby  zajistila 
přenos garantovanou rychlostí. AF pracuje na základě stanovení priorit pro různé kategorie provozu. 
V případě  zahlcení  sítě  budou  zahozeny  pakety,  které  patří  nejnižší  třídě  QoS17.  Tato  značkování 
zajišťuje pouze slabší garance QoS. 
Vedle  EF  a  AF  existuje  ještě  služba  základní  BE18,  která  je  vhodná  pro  nenáročné  datové 
přenosy. Při nastavení  této  služby danému provozu, bude datový  tok přenesen nejlepším možným 
způsobem, jakým v daném čase bude mít síť k dispozici. 
Více informací o jednotlivých druzích značkování podá literatura [8]. 
3.1.3 Měřič 
Pro  každou  třídu  změří měřič  [8]  rychlost datového  toku od  zákazníka a  změřené hodnoty 
zkonfrontuje  s jeho  datovým  profilem.  Datovým  profilem  rozumíme  dohodnuté  podmínky  mezi 
zákazníkem a poskytovatelem. Ty pakety, které odpovídají danému profilu, mohou vstoupit do sítě, 
zatímco  na  ty,  které  neodpovídají,  jsou  uplatněny  určité  akce  (tvarování,  přeznačení  a  zahození 
paketů).  Datové  profily  jsou  typicky  popisované  v  rámci  definovaných  token  bucket  parametrů. 
Většina měřičů  je  implementovaná  jako  token  bucket.  Více  o  algoritmu  token  bucket  lze  nalézt 
v literatuře [8] či [15]. 
                                                            
14 PHB ‐ Per Hop Behavior – Zpracování paketů 
15 EF ‐ Expedited forwarding – Urychlené předávání 
16 AF – Assured forwarding – Zajištěné předávání 
17 QoS ‐ Quality of Service – Kvalita služeb 
18 BE – Best Effort – Základní způsob zpracování 
11 
 
3.1.4 Přeznačení 
Přeznačení  [8] provádíme u  těch paketů, které  již předtím byly označené. Označení paketů 
můžeme provádět v různých částech sítě. Pokud zákazník sítě podporuje DiffServ značení, mohou být 
pakety  značené  přepínačem  nebo  směrovačem.  Přeznačení  je  také  akce,  kterou můžeme  použít 
u paketů  nesplňujících  předem  sjednané  limity.  Pakety mohou  projít mnoha  různými  doménami. 
Pakety, které byly předtím označeny, mohou být přeznačeny. Když tok paketů poruší datové profily 
v nějaké  správní  hranici,  poté mohou  být  pakety  přeznačeny  k  různým  DSCP.  Přeznačení  je  také 
nezbytné na rozhraní dvou administrativních domén, které využívají různé DSCP.  
3.1.5 Zahození 
Zahození  [8]  je  další  možná  akce,  kterou  můžeme  použít  na  pakety,  které  nesplňují 
sjednaný datový  profil.  Ve  srovnání  s  tvarováním,  kde  tvarovač  musí  mít  vyrovnávací  paměť,  je 
zahození jednodušší.  
3.1.6 Tvarovač 
Tvarovač [8] má za úkol přenést datový tok do souladu se sjednaným datovým profilem. Rozdíl 
mezi  tvarovačem a  značkovačem  je v tom,  že  značkovač  jednoduše označí paket a nechá ho projít 
do sítě.  Zatímco  tvarovač  zabrání  vstupním  paketům  projít  sítí  do  té  doby,  dokud  se  datový  tok 
nepřizpůsobí danému profilu. Pro nějaké služby je přísná přijímací kontrola nezbytná. Tvarování také 
může  být  potřebné  v  hraničním  uzlu mezi  dvě  DiffServ  domény.  Koncový  uzel může  potřebovat 
upravit odcházející datový  tok,  tak aby odpovídal sjednanému datovému profilu pro další doménu. 
Tvarovací blok má konečnou velikost vyrovnávací paměti a po překročení kapacity  jsou další pakety 
zahozeny. 
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4 DATABÁZE MIB 
Jak  již  bylo  uvedeno  v kapitole  2,  systémová  databáze MIB  [13],  je  důležitým  a  základním 
kamenem  protokolu  SNMP.  Hierarchická  databáze  MIB  slouží  pro  jednoznačné  uspořádání 
jednotlivých  řízených objektů. Pod pojmem objekt,  si  lze představit např.  záznam  rychlosti daného 
rozhraní, IP adresu, masku sítě, počet přijatých, odchozích a zahozených paketů atd. Zpravidla každé 
spravované  zařízení  obsahuje  jednu  databázi MIB, může  však  obsahovat  libovolný  počet  volitelně 
implementovaných větví. Povinné větve by měly být na všech spravovaných zařízeních stejné. 
Standard  RFC  2578  [12]  stanovuje  strukturu  databáze  SMI19,  tzn.  jakým  způsobem  bude 
prováděna  manipulace  s objekty  a  dále  jak  k těmto  objektům  budeme  přistupovat  –  orientace 
v databázi. Přístup k objektům databáze  je  řešen pomocí objektového  identifikátoru OID. Ten může 
mít textovou či číselnou formu. Při číselné formě se OID skládá z celých čísel oddělených tečkou, (při 
textové formě se skládá z textových řetězců taktéž oddělených tečkou), kde každé číslo představuje 
jeden uzel v hierarchickém  stromu. Odkaz na konkrétní objekt v MIB  se  skládá ze dvou  částí. První 
část je tvořena OID objektu a druhá část je identifikátor instance. 
Příkladem číselného zápisu je např. řetězec 1.3.6.1.2.1.1.3.0. První část řetězce (1.3.6.1.2.1.1.3) 
je OID odpovídající  textovému  zápisu  “iso.org.dod.internet.mgmt.mib‐2.system.sysUpTime“.    Jedná 
se  o  identifikátor  objektu,  který  udává  dobu  od  posledního  restartu  systému. Druhá  část  řetězce 
(poslední hodnota  ‐ 0) identifikuje konkrétní objekt v MIB, který nese tuto informaci.  
 
Obr. 4 – Příklad číselného a textového formátu identifikátoru 
Textový  formát  je  pro  lidskou  obsluhu  lépe  rozeznatelný  než  číslicový  formát.  Struktura 
databáze MIB se skládá z objektů kořen, větev a list. Každý z těchto objektů nese dvojí označení a to 
textové a číslicové. Každým jednotlivý výrobce si může zažádat o registraci vlastní větve. V této větvi 
si mohou výrobci daného zařízení vytvářet svoji vlastní strukturu. Tyto nově vytvářené větve výrobců 
jsou zařazeny pod OID začínající 1.3.6.1.4. 
Následující obrázek (Obr. 5) zobrazuje příklad stromové struktury objektů SMI.  
                                                            
19 SMI – Structure of Management Information 
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Obr. 5 – Příklad stromové struktury SMI objektů 
4.1 Databáze DiffServ­MIB 
V další  části  textu  se  zaměřím  na  popis  databáze  DiffServ‐MIB  [13],  který  bude  následně 
implementován.  DiffServ‐MIB  se  liší  v některých  aspektech  od  běžně  používané  databáze  MIB. 
Popisem systémové databáze DiffServ‐MIB se zabývá dokument RFC 3289  [14], který  implementuje 
model DiffServ. Databáze DiffServ‐MIB definuje jednotlivé objekty, které jsou nutné pro implementaci 
modelu DiffServ. Tyto objekty jsou bloky popsané v předešlé kapitole 3. Model DiffServ nemá striktní 
požadavky,  jakým  způsobem  má  být  sestavena  výsledná  databáze  DiffServ‐MIB.  Jednotlivé  bloky 
mohou  být  sestaveny  různými  způsoby  a  mohou  být  použity  k  monitorování,  nebo  konfiguraci 
směrovačů.  
Databáze  DiffServ‐MIB  de  facto  popisuje,  jakým  způsobem  je  sestavena  funkční  cesta 
zpracování dat. Informace uložené v MIB mohou poskytnout prvotní informace o procesu zpracování 
dat, ale mohou být i nápomocny k obnovení poškozené cesty zpracování dat. Databáze DiffServ‐MIB 
obsahuje tzv. RowPointer, což  je speciální ukazatel na  jednotlivé bloky. Ukazatel  je vytvořen tak, aby 
mohl  odkazovat  na  položky  v  jednotlivých  tabulkách.  Zaprvé  RowPointer může  sloužit  pro  spojení 
funkčních bloků, tj. definuje cestu zpracování. Zadruhé RowPointer může sloužit  jako odkaz na sadu 
parametrů pro určitý objekt, tj. slouží pro upřesnění funkce. 
V další části textu budou stručně představeny  jednotlivé tabulky modelové databáze DiffServ‐
MIB. Podrobnější informace k této tématice lze nalézt v literatuře [13]. 
14 
 
4.1.1 Vybrané tabulky databáze DiffServ­MIB 
diffServDataPathTable 
Tato  tabulka  slouží pro  rozlišení  jednotlivých  fyzických  rozhraní na aktivním prvku  (přepínač, 
směrovač)  a  dále  také  jakým  směrem  data  na  rozhraní  přicházejí  (vstupní  data  –  vstupní  data).  
Na základě těchto údajů, pak definuje počáteční funkční blok odpovídající cesty zpracování provozu.  
diffServClfrTable 
Tato  tabulka  slouží pro  klasifikaci provozu  čili  roztřídění datových paketů.  Tabulka obsahuje 
položky, které udávají, jestli paket, který prošel jedním klasifikátorem, vstoupí do dalšího klasifikátoru 
nebo bude klasifikace ukončena a paket postoupí do dalšího funkčního bloku. Klasifikátor identifikuje 
příslušnou  třídu  dle  DSCP,  jedná  se  o  BA  klasifikátor,  nebo  se  použije  MF  klasifikátor,  pokud 
přicházející datový tok není označen, či není důvěryhodný. 
diffServClfrElementTable 
Tabulka  udává  vztah mezi  konkrétním  klasifikačním  pravidlem  a  následujícím  prvkem  cesty 
zpracování provozu. 
diffServMultiFieldClfrTable 
Tabulka vícepoložkových klasifikačních filtrů pro IP datagramy.  
diffServMeterTable 
Tato  tabulka obsahuje seznam  instancí měřičů, které  jsou definovány pro sledování  rychlosti 
datových toků. Měřený datový tok je specifikován předchozími elementy cesty zpracování provozu.  
diffServTBParamTable 
Tato  tabulka definuje parametry Token Bucket měřiče. Každý  řádek v tabulce popisuje  jeden 
měřič Token‐Bucket. Spojením více měřičů lze realizovat víceúrovňové vyhodnocování.  
diffServActionTable 
Tabulka  definuje  způsoby  zpracování  paketů,  které  mohou  být  aplikovány  na  provoz. 
Jednotlivé způsoby zpracování  lze zřetězit do kaskády.  Jednotlivými způsoby zpracování mohou být 
např. blok počítání, označení či zahození paketu. 
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diffServDscpMarkActTable 
Tabulka obsahuje značky DSCP používané pro označení nebo přeznačení paketů využitím pole 
DSCP v hlavičce protokolu IP.  
diffServCountActTable 
Tabulka shrnuje všechny měřiče pro celý provoz, který je zpracován komponentami zpracování 
paketů. 
diffServAlgDropTable 
Tabulka  algoritmických/řízených  zahazovačů  paketů  popisuje  bloky  schopné  zahodit  pakety 
na základě určitého algoritmu. 
diffServQTable 
Tabulka  obsahuje  seznam  všech  front  v  systému.  Systém  front  je  realizován  pomocí 
jednoduchých front, kde každá fronta je přiřazena jedné z tříd. Přitom ve skutečnosti se může jednat 
o vzájemně provázané třídy, obsluhované společným plánovačem odesílání. 
diffServSchedulerTable 
Tabulka  obsahující  všechny  instance  plánovače  odesílání  paketů.  Cesta  zpracování  provozu 
může obsahovat i více plánovačů řazených za sebou.  
Implementace  DiffServ‐MIB  obsahující  výše  zmíněné  tabulky  je  podrobně  vysvětlena 
v kapitole 5.4. Schéma jednotlivých tabulek spolu s obsahujícími atributy lze nalézt v příloze 3.  Bližší 
informace ohledně databáze MIB a DiffServ‐MIB    je možno najít v projektu  [13], který byl vytvářen 
současně s tímto projektem. 
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5 OPNET MODELER 
5.1 Úvod – základní charakteristiky simulátoru Opnet Modeler 
 
Program OPNET Modeler (OM) je simulační prostředí, které vyvinula firma OPNET Technologies 
Inc. sloužící pro návrh, simulaci a analýzu sítí. Tento program dokáže modelovat velmi rozsáhlé sítě 
s vynikajícími vlastnostmi. Hlavní výhodou programu je jeho efektivnost a výkonnost. 
 
Program OM umožňuje modelovat a  zároveň  simulovat  jakékoliv architektury  sítí. Základním 
kamenem OM  je  jeho grafické prostředí, díky kterému  je práce v něm efektivnější a rychlejší. Další 
velmi  důležitou  vlastností  OM  je  široká  možnost  tvorby  různých  statistik  z  dané  simulace.  Tato 
vlastnost nabádá k použití OM všude  tam, kde  je  třeba ověřit  chování  reálného objektu v  různých 
extrémních  podmínkách  (např.  chování  serveru  při  vysoké  zátěži  apod.).  S tím  rovněž  souvisí 
i skutečnost,  že  často  nemůžeme  na  reálném  objektu  ověřit  chování,  které  ani  nemusí  nastat. 
V simulačním  prostředí  OM  si  můžeme  nasimulovat  jakékoliv  stavy  (i  chybové),  abychom  znali 
výsledek  chování  těchto  objektů  v určité  reálné  situaci.  Díky  této  znalosti  můžeme  předcházet 
určitým popř. nežádoucím stavům v síti. 
 
Statistiky ze simulací lze ukládat do souboru ve formátech XML20 nebo HTML21, nebo uložit data 
do  tabulek. Opačně aplikace  také umí z  těchto  formátů načíst vstupní data. Pomocí  integrovaného 
prohlížeče animací, můžeme názorně vidět průběh provedené simulace. 
 
Simulace probíhá  se  zvoleným  zrychlením,  takže  je možné  nasimulovat měsíční  chování  sítě 
v řádu několika hodin. Největší výhoda OM tkví v  jeho objemných knihovnách, které mají dostupný 
zdrojový kód, z čehož plyne, že kód můžeme dále upravovat popř. i implementovat nové funkce. 
 
 
 
 
 
                                                            
20 XML ‐ Extensible Markup Language ‐ Rozšiřitelný značkovací jazyk 
21 HTML ‐ Hyper Text Markup Language ‐ Značkovací jazyk pro web 
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5.1.1 Základní prvky OPNET Modeler 
Opnet Modeler má několik základních prvků a to: 
? subnet  –  podsíť,  která  zahrnuje  stanice,  servery,  rozbočovače,  přepínače  apod. 
propojené fyzickou linkou, 
? node model – model uzlu, který obsahuje blokový model stanice, serveru, rozbočovače, 
přepínače apod., 
? process model – procesní model,  kde  jsou definovány  jednotlivé procesy modelu uzlu 
např. vysílání řídících informací apod. 
5.1.2 Editory 
OM  využívá  objektově  orientovaného  programování  a  grafických  editačních  nástrojů  [8] 
s aktuálními strukturami sítí. OM  je “jednoduchý“ hierarchický editor, který přesně popisuje spojení 
struktur reálné sítě a protokolů. 
OM je tvořen hlavně ze tří základních editorů:  
? Project Editor – editor projektu viz kap. 5.1.3, 
? Node Editor – editor uzlu viz kap. 5.1.4, 
? Process Editor – editor procesu viz kap. 5.1.5. 
 
5.1.3 Editor projektu (Project Editor) 
Editor  projektu  je  grafický  editační  nástroj  umožňující  budování  simulačního  modelu, 
topologii a komunikaci v síti. Na této úrovni modelování je budována síť, která obsahuje uzly (node) a 
odkazy na objekty konfigurovatelné přes dialogový box. Funkce drag and drop (táhni a pusť) editoru 
slouží  k rychlému  sestavení  sítě.  Při  tvorbě  simulačních  scenárií  lze použít objekty  z  knihovny OM 
(Model Libary), nebo si vytvořit vlastní uzly a modely. Editor projektu může mít na pozadí mapu, na 
které může přehledně znázornit fyzické rozložení sítě. Mapa se samozřejmě nemusí použít vždy, ale 
může být užitečná při modelování zapojení kanceláře či celé budovy. Hlavní okno editoru projektu je 
zobrazeno na Obr. 6. 
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Obr. 6 ‐ Síťový model v editoru projektu 
 
V okně editoru projektu, viz Obr. 6,  je několik oblastí, které  jsou důležité pro  sestavení a  simulaci 
chování modelu.  První  oblastí  je  hlavní menu  s  ikonami  označujícími  jednotlivá  tlačítka.  Tlačítka 
představují nejčastěji používané  funkce  jako např. otevření a uložení aktuálního projektu,  spuštění 
simulace nebo zobrazení nasimulovaných statistik. Další neméně důležitou oblastí  je textová oblast, 
která  je umístěna dole v okně editoru projektu. Textová oblast zprostředkovává  informace o stavu 
provedené  akce.  Způsob  ovládání  všech  uvedených  oblastí  se  ničím  výrazně  neliší  od  jiných 
programů. 
5.1.4 Editor uzlu (Node Editor) 
Editor uzlu představuje rozhraní nižší úrovně než editor projektu. Umožňuje definovat např. 
architekturu síťového zařízení nebo systému a vzájemné vztahy mezi  funkčními moduly a volanými 
funkcemi.  Uzel  se  skládá  z modulů.  Moduly  typicky  představují  aplikace,  protokolové  vrstvy, 
algoritmy  a  fyzické  prostředky  takové  jako  jsou  buffery,  porty  a  sběrnice.  Každý  modul  může 
generovat, posílat a přijímat pakety od ostatních modulů uvnitř celého uzlu. Meziuzlová komunikace 
se  využívá  pro  komunikaci  mezi  uzly,  které  jsou  propojeny  pomocí  paketového  proudu  (Packet 
Stream). Na Obr. 7 datové proudy  jsou reprezentovány šipkami mezi uzly. Jejich barvy slouží pouze 
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pro rozlišení směru a lze je jednoduše nastavovat přes dialogový box. Pro meziuzlovou komunikaci je 
v OM připravena knihovna funkcí ICI22 [7]. 
 
Dále  je možné komunikovat mezi uzly  i  jinak než pomocí  znázorněných vazeb  (viz Obr. 7). 
Alternativní  způsob  komunikace  zajistíme  pomocí  signálu  zasílaného  přímo  konkrétnímu  uzlu 
(procesu). Z vlastností OM vyplývá, že prvky všech úrovní  jsou  řazeny v rámci modelu do stromové 
struktury. Proto pokud se posílá zpráva dalšímu procesu, s kterým daný proces není přímo propojen a 
je známé jméno cílového procesu, nejdřív se zjistí ID rodičovského prvku a díky němu pak lze zjistit ID 
prvku, kterému je pak zpráva určena. 
 
 
Obr. 7 – Editor uzlu – model pracovní stanice  
 
Další  důležitou  vlastností,  která  je  užívaná  v OM,  je  předávání  hodnot  atributů  do  vyšších 
úrovní.  Díky  této  vlastnosti mohou  být  klíčové  parametry  simulace  zobrazeny  u  objektů  nejvyšší 
úrovně.  To  vede  k jednoduššímu  ovládání  modelu,  jelikož  není  nutné  složitě  "proklikávat"  až 
                                                            
22 ICI ‐ Interface Control Information 
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k objektu, kterého se daný parametr konkrétně  týká. Takovým atributem může být např.  IP adresa 
definovaná na procesním modelu popisujícím proces IP vrstvy. 
 
Pozn.: Pokud bychom chtěli poslední zmíněnou vlastnost (zobrazení do vyšší úrovně) provést v OM, 
provedeme  následující  postup.  Zvolíme model  v projektovém  editoru  a  dvakrát  na  něj  klikneme. 
Tímto postupem se dostaneme do modelu uzlu. Zde vybere z menu Interfaces –Node Interfaces. Pak 
již stačí najít požadovaný atribut a ten nastavit na hodnotu promoted.  
5.1.5 Editor procesu (Process Editor) 
Editor  procesu  je  určen  pro  nízkoúrovňové  modelování  algoritmů  a  procesů.  Slouží  pro 
tvorbu  konečného  stavového  automatu  FSM23  přizpůsobeného  snaze  specifikovat  všechny  úrovně 
modelu do detailu.  
Stavy a přechody  jsou definovány v grafickém stavovém diagramu, viz Obr. 8. Každý stav a 
proces  modelu  obsahuje  programový  kód  v jazyku  C/C++  podporovaný  rozsáhlou  knihovnou 
s funkcemi vytvořenými pro protokolové programování.  
 
Obr. 8 – Ukázka stavového automatu v editoru procesu 
                                                            
23 FSM ‐ Finite State Machines – Konečný stavový automat 
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5.1.6 Editor procesu – základní pravidla 
Tato  kapitola  definuje  základní  pojmy,  které  jsou  potřebné  znát  pro  pochopení  procesu 
tvorby modelu v editoru procesu. Jedná se hlavně o pojmy stav a přechod.  
Hlavní prvky, editoru procesu jsou: 
 
? Stav  (state)  –  který  představuje  stav  procesu.  Proces může  být  např.  ve  stavu  čekání 
na zprávu od vysílače.  
? Přechod (transition) ‐ je změna stavu v odpovědi na událost. 
 
OM  vždy přidává do  každého  stavového automatu  fragment  kódu C/C++. Máme 3  základní místa, 
kam můžeme vložit C/C++ kód v reprezentaci stavu. A to: 
 
? Vstupní pozice (Enter Executive)  ‐ kód, který  je vykonán  ihned po přechodu do nového 
stavu procesu. 
? Výstupní  pozice  (Exit  Executive)  ‐  kód,  který  je  proveden,  když  proces  opouští  stav 
při přechodu do jiného stavu. 
? Přechodová  pozice  (Transition  Executive)  ‐  kód,  který  je  proveden  v  odpovědi 
na specifickou událost. 
 
 
Obr. 9 – Editor procesu – vstupní a výstupní pozice 
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V prvních dvou případech  je kód vykonán nezávisle na typu události, ale v posledním případě pouze 
při výskytu specifické události. 
Dále definujeme typ stavu procesu. Ten může být dvojího typu:  
• Vynucený (Forced) [v OM ‐ zelený] ‐ při přechodu procesu do tohoto stavu se vykoná kód, 
který tento stav obsahuje (ve vstupní  i výstupní pozici) a automaticky dojde k přechodu 
do dalšího stavu. U tohoto stavu  je  jedno,  jestli kód bude vložen do vstupní  či výstupní 
pozice, protože bude vždy vykonána jak vstupní tak i výstupní část kódu. Pro přehlednost 
je doporučeno vkládat kód u vynuceného stavu pouze do vstupní pozice. 
? Nevynucený  (Unforced)  [v OM  ‐  červený]  ‐ po přechodu do  tohoto stavu v něm proces 
zůstává  tak  dlouho,  dokud  nedojde  k další  události.  Každá  událost  je  definována 
přerušením.  Při  přechodu  do  nevynuceného  stavu,  se  provede  pouze  kód  ze  vstupní 
pozice  a  po‐té  se  vyčká  na  určité  přerušení.  Pokud  přerušení  přijde,  vykoná  se  kód 
z výstupní pozice. 
 
Obr. 10 – Editor procesu – vynucený a nevynucený stav 
 
Dále definujeme přechod procesu. Ten může být taktéž dvojího typu: 
 
? Podmíněný  (Conditional) – kdy  je stanovena podmínka, která určuje pravidla přechodu 
do nového  stavu.  Je‐li  tato podmínka  splněna, uskuteční  se přechod do dalšího  stavu. 
Podmíněný přechod se v editoru procesu vyznačuje přerušovanou čarou a v blízkosti této 
čáry  se  nachází  jméno  podmínky.  Podmínky  pro  jednotlivé  přechody  jsou  vkládány 
do bloku HB24 editoru procesu. 
? Nepodmínění  (Unconditional)  –  kdy  stav  přechází  okamžitě  do  dalšího  stavu. 
Nepodmíněný přechod se v editoru procesu vyznačuje plnou čarou. 
 
Rozdíl mezi podmíněným a nepodmíněným přechodem je možné vidět na obrázku Obr. 8.  
                                                            
24 HB – Header Block – Hlavičkový blok 
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V editoru  procesu  dále  deklarujeme  názvy  jednotlivých  proměnných.  Tyto  proměnné  můžeme 
deklarovat třemi následujícími způsoby [6]: 
? SV  –  State  Variables  (stavové  proměnné)  –  zde  deklarujeme  proměnné,  které  mají 
platnou hodnotu, i když proces přechází z jednoho do druhého stavu. Tyto hodnoty jsou 
dostupné také pro blok FB25. 
Deklarace  stavových  proměnných  lze  provést,  buď  v normálním  módu  tzn.  přímo 
v tabulce  (viz  Obr.  11),  do  které  se  dostaneme  po  klinutí  na  ikonu  SV  v procesním 
modelu, nebo pomocí ASCII26 kódu. Pokud chceme využít editaci v ACSCII kódu klikneme 
v tabulce pro vkládání stavových proměnných na tlačítko Edit ASCII. Editace proměnných 
v ASCII  kódu  je  výhodnější při  vytváření dokumentace  k projektu,  jelikož  lze  jednoduše 
přes  schránku  proměnné  exportovat  či  importovat  do  projektu.  V normální  módu 
(tabulce) musíme všechny proměnné znova vypsat.  
 
Obr. 11 – Editor procesu – deklarace SV proměnných 
 
? TV – Temporary Variables (dočasné proměnné) – zde deklarujeme proměnné, které mají 
svou  hodnotu  platnou  vždy  jen  v rámci  jednoho  procesu.  Na  rozdíl  od  SV  nejsou 
dostupné pro blok FB. 
? HB  –  Header  Block  (hlavičkový  blok)  –  tento  blok  definuje  aktuální  hlavičku  daného 
procesu.  Proměnné  zde  zapsané  lze  využít  pro  blok  FB.  V bloku HB  jsou  obvykle  dále 
definována jednotlivá přerušení pro přechody do různých procesů. 
 
                                                            
25 FB – Function Block – Funkční blok 
26 ASCII ‐ American Standard Code for Information Interchange ‐ americký standardní kód pro výměnu 
informací 
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Zápis  těchto proměnných  je velice  intuitivní,  jelikož pro každý blok  je v editoru procesu vyhrazena 
jedna ikona viz Obr. 8.  Dále lze definovat: 
? FB – Function Block  (funkční blok) – do  tohoto bloku můžeme  zapsat  funkce napsané 
v jazyce C nebo C++, které následně mohou být použity v kódu jednotlivých procesů. 
? DB – Diagnostic Block (diagnostický blok) – tento blok obsahuje funkce, které se zasílají 
diagnostické  informace na standardní výstup zařízení. Často je využívána funkce printf(). 
Diagnostický  blok  má  plný  přístup  k stavovým  proměnným  (SV),  ale  nemá  přístup 
k dočasným proměnným (TV). 
? TB – Termination Block  (ukončovací blok)  – blok  slouží pro dealokaci paměti  zabrané 
dynamicky vytvořenými proměnnými. 
5.1.7 Typy souborů používaných v OM 
Každý  editor  používá  svůj  vlastní  soubor,  do  kterého  ukládá  potřebné  informace.  Znalost 
těchto  jednotlivých souborů a  jejich přípon  je na první pohled nedůležitý. Důležitost znalosti těchto 
souborů poznáme, pokud  chceme  celý projekt uložit a přenést např. na  jiný počítač nebo vytvořit 
zálohu projektu. Na začátku  je nutné podotknout, že pokud zasahujeme do  již vytvořených modelů, 
uzlů  či  procesů  je  dobré  tyto  soubory  uložit  pod  jiným  jménem,  abychom  si  nezměnili  původní 
soubory. Pokud bychom tyto soubory změnili, došlo by k ovlivnění  i  jiných projektů. Opravení takto 
změněných  souborů  je možné,  buď  opětovnou  instalací  nebo  překopírováním  daných  souborů  ze 
zálohy.  
Projektový editor při vytvoření projektu uloží do adresáře  soubor  s příponou “.prj  ‐ Project 
Model“.  Jméno  adresáře,  do  kterého  je  soubor  uložen,  se  skládá  ze jména  projektu  +  popisu 
“.project”  např.  tedy  “novyProjekt.project”.  Soubor  .prj  je  důležitý  pro  otevření  projektu,  jelikož 
v něm  jsou  uloženy  všechny  informace  týkající  se  celého  projektu. Do  stejného  adresáře  jako  byl 
uložen  soubor  .prj  jsou  dále  uloženy  další  dva  soubory  a  to  .seq  (Simulation  Sequence)  a  .nt.m 
(Network Model). Tyto dva  soubory  slouží pro uložení konfigurace  scénáře.  Jména  těchto  souborů 
jsou  složena  z těchto názvů  “jménoProjektu‐jménoScénáře.seq  či  .nt.m”. Pro přenesení  základního 
modelu, který obsahuje pouze modely, které jsou přístupné v každé  instalaci OM, stačí přenést tyto 
tři výše popsané soubory na jiný počítač či je zálohovat pro opětovné otevření projektu. Po spuštění 
simulace  jsou  generovány  další  soubory  jako  např.  *.nt.dll,  .nt.pdb,  .ov,  .ot  a  další,  které  není 
potřebné  zálohovat  či  přenášet,  jelikož  budou  znovu  vytvořeny  při  opětovném  spuštění  simulace 
(bude provedena kompilace celého projektu).  
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Velmi užitečnou vlastností OM je možnost vytvoření vlastního zkomprimovaného archivu. Soubor lze 
takto zabalit prostřednictvím menu v projektovém editoru File – Manage Model Files – Create Project 
Model  Archive.  Zde  se  zobrazí  okno  (viz  Obr.  12),  kde  lze  některé  soubory  z archivu  vyloučit  či 
můžeme ručně nějaké přidat. Práce je intuitivní a velmi jednoduchá. Po vybrání jednotlivých souborů 
a voleb se projekt zabalí do archivu s příponou “.opcfa“. Takto zabalený soubor lze poslat kolegovi, či 
je uložit na disk  jako zálohu. Opětovné rozbalení  lze provést pouze v simulačním prostředí OM, což 
vede  i k určitému bezpečnosti přenášených dat. Rozbalení archivu provedeme pomocí menu File – 
Manage Model Files – Expand Project Model Archive. 
 
Obr. 12 – Vytvoření kompresního balíčku z projektu 
Pokud bychom vytvářeli nový uzlový model (či jej editovali, ale uložili pod jiným jménem), je 
nutné  tyto  soubory  také  přenést  do  zálohy.  Soubor  uzlového  modelu  má  příponu  .nd.m  (Node 
Model),  což  je  binární  soubor.  Každý  uzlový model  obsahuje  dále  odkaz  na  soubory  procesního 
editoru.  Procesní  editor  generuje  binární  soubor  s příponou  .pr.m  (Process  Mode)  a  soubor 
s příponou .pr.c (Process Model C) v němž  je uložen zdrojový kód procesu v jazyce C. Aby byly dané  
soubory zahrnuty do projektu, je nutné je mít umístěné ve správném pracovním adresáři, nebo přidat 
cestu  k těmto  nově  vytvořeným modelů,  uzlům  či  procesům.  Přidání  či  zkontrolování  pracovních 
adresářů  modelů  provedeme  pomocí  menu  v základním  okně  OM  a  to  volbou  položky  Edit  – 
Preferences (Ctrl + Alt +P) a zde klikneme na položku Miscellaneous. V daném okně najdeme položku 
Model  Directories.  Kliknutím  na  položku  Value  se  otevře  nové  okno,  kde  lze  přidat  novou  cestu 
aktuálních  modelů,  nebo  také  cestu  odebrat,  pokud  jsme  projekt  smazali  jako  klasickou  složku. 
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Odebráním dané cesty vyřešíme problém, kdy při spuštění OM nebo při spuštění simulace OM hlásí 
chybu,  že  daná  cesta  k modelům  není  dostupná.  Někdy  se  může  stát,  že  se  vším  předchozím 
nastavením  není  dostupný  procesní model.  Poté  je  dobré  otevřít  projekt  samostatně  v procesním 
editoru a znovu jej uložit. Cesty se aktualizují a do procesního modelu se lze dostat pouze dvojklikem 
na patřičný uzlový model. Následující obrázek (Obr. 13) zobrazuje nastavení cest k modelům.  
 
Obr. 13 – Nastavení aktuální cesty k modelům v OM 
Kompletní popis  typů souborů a  jejich přípon, se kterými se  lze  setkat v OM  je přiložen v příloze 2 
v kapitole 9. 
5.2 Vytvoření paketu SNMP o dynamické velikosti 
  Komunikace  v síti  je  závislá na výměně  zpráv. V našem modelu SNMP komunikace probíhá 
tato výměna mezi manažerem a agentem. Pokud si model komunikace zjednodušíme a v této  části 
řekneme,  že  zprávy  typu  trap  nyní  uvažovat  nebudeme,  dostaneme  model,  kdy  manažer  zasílá 
požadavky agentu a ten na ně pouze odpovídá. 
  OM má pro vytvoření datových jednotek svůj editor, kde lze lehce datovou jednotku vytvořit. 
V editoru paketu můžeme nastavit  celkovou  velikost datové  jednotky a poté  velikost a datový  typ 
jednotlivých  polí.  Jelikož  ale  chceme modelovat  “reálný“  protokol  SNMP,  je  nutné  vytvářet  paket 
dynamicky,  tzn.  že  paket  bude  vždy  jedinečně  vytvořen  a  to  dle  uživatelských  dat,  která  bude 
přenášet.  Dynamicky  se  hlavně  bude měnit  datové  pole  (Variable  Bindings),  ve  kterém  je  např. 
možné přenést buď jeden, nebo i více dotazů agentovi. 
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  Definicí paketu vytvoříme místo v editoru paketu pomocí kódu v jazyce C [5]. Pro tento účel 
je nutné zvolit strukturu SNMP paketu, která je následně vložena do bloku HB. 
typedef struct variablebin{ 
 char *ObjectV;   // OID žádaného objektu 
 char *ValueV;  // Vyčtená hodnota žádaného objektu 
} VARIABLEBIN; 
 
typedef struct snmppdu{ 
 int PDUtype;   // Typ PDU 
 int RequestId;  // Identifikátor požadavku 
 int ErrorStatus;  // Pole identifikátoru chyby 
 int ErrorIndex;  // Pole index chyby 
 VARIABLEBIN *VariableBin; // Struktura VARIABLEBIN 
 
} SNMPPDU; 
 
typedef struct snmppaket{ 
 int Version;  // Verze SNMP paketu 
 char *Community;  // Komunita 
 SNMPPDU *SNMPpdu;  // Struktura PDU SNMP paketu 
} SNMPPAKET; 
 
Nyní máme definovanou strukturu SNMP paketu. Pokud chceme s touto strukturou pracovat, 
je  nutné  pro  tuto  strukturu  alokovat  paměť.  Do  bloku  TV  přiřadíme  následující  kód,  kterým 
jednoznačně  říkáme,  že  proměnná  datapaket  bude  odkazovat  na  námi  vytvořenou  strukturu 
SNMPPAKET. 
 
SNMPPAKET* datapaket;  
 
  Před  samotným  plněním  námi  vytvořené  struktury  je  nutné  pro  tuto  strukturu  alokovat 
paměť. Alokace  paměti  se  v  OM  provádí  pomocí  funkce  op_prg_mem_alloc.  Následující  kód 
zobrazuje dynamickou alokaci paměti pro strukturu SNMPPAKET. 
 
datapaket = (SNMPPAKET *) op_prg_mem_alloc (sizeof (SNMPPAKET)); 
datapaket->SNMPpdu = (SNMPPDU *) op_prg_mem_alloc (sizeof (SNMPPDU)); 
datapaket->SNMPpdu->VariableBin = (VARIABLEBIN *) op_prg_mem_alloc (sizeof 
(VARIABLEBIN)); 
datapaket->Community = (char *) op_prg_mem_alloc (strlen(&community_string_m)); 
datapaket->SNMPpdu->VariableBin->ObjectV = (char *) op_prg_mem_alloc 
(strlen("OBJECT")); 
datapaket->SNMPpdu->VariableBin->ValueV = (char *) op_prg_mem_alloc (strlen("21"));  
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Pozn.: Obsah proměnné community_string_m je vyčten z atributu modelu. Procesem získání hodnoty 
z atributu modelu se zabývá kapitola 5.3. 
 
  Po úspěšné alokaci struktury SNMPPAKET již můžeme tuto strukturu naplnit. Příklad naplnění 
struktury zobrazuje následující kód. 
 
datapaket->Version=1; 
datapaket->Community = &community_string_m; 
datapaket->SNMPpdu->PDUtype=11; 
datapaket->SNMPpdu->RequestId=22; 
datapaket->SNMPpdu->ErrorStatus=33; 
datapaket->SNMPpdu->ErrorIndex=44; 
sprintf (datapaket->SNMPpdu->VariableBin->ObjectV, "OBJECT"); 
sprintf (datapaket->SNMPpdu->VariableBin->ValueV, "");  
 
  Poté co již máme strukturu SNMP naplněnou můžeme tuto strukturu odeslat např. agentovi. 
Nejprve ale musíme vygenerovat model paketu v OM a jemu přiřadit námi vytvořenou strukturu. To 
provedeme  pomocí  funkce  op_pk_fd_set.  Abychom  to  mohli  provést,  musíme  ještě  v  bloku  TV 
definovat proměnou, která bude mít datový typ Packet (datový typ OM). 
 
Packet* send_paket; 
 
Jelikož do pole paketu vkládáme strukturu, musíme použít funkci op_pk_fd_set. Obecně jsou 
tři  funkce op_pk_fd_set, které se  liší typem vkládané  informace a počtem předávaných parametrů. 
Pokud vkládáme strukturu do pole paketu, musíme předat následující parametry: 
 
? ukazatel na paket, se kterým pracujeme, 
? index pole ve vytvořeném paketu, 
? typ pole (pro strukturu je to dle OM OPC_FIELD_TYPE_STRUCT), 
? ukazatel na strukturu přiřazenou do pole paketu, 
? velikost pole v bitech, 
? proceduru kopírování specifikované datové struktury, 
? proceduru dealokace paměti, 
? aktuální velikost datové struktury v bajtech. 
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Nastavení  struktury  SNMPPAKET do pole nově  vytvořeného paketu pro odeslání  zobrazuje 
následující kód.  
op_pk_fd_set (send_paket, 0, OPC_FIELD_TYPE_STRUCT, datapaket, 1024, 
op_prg_mem_copy_create, op_prg_mem_free, sizeof (SNMPPAKET));  
 
Poté  lze  již paket  jednoduše odeslat pomocí příkazu op_pk_send. Zde bych podotknul, že  je nutné 
mít  správně nakonfigurované  rozhraní  ICI,  které  slouží pro meziuzlovou  komunikaci. Více o  tomto 
nastavení najdete v literatuře [7]. 
 
op_pk_send (send_paket, UDPSTRM); 
 
Pozn.:  Konstanta UDPSTRM  je definována  v bloku HB  a udává,  jaký datový  tok má být použit pro 
komunikaci s cílovým uzlem.  
5.3 Vyčtení hodnot z menu Edit Attributes 
  Jelikož  v databázi  MIB  jsou  uloženy  hodnoty  jako  např.  počet  a  rychlosti  jednotlivých 
rozhraní,  IP  adresa, maska  podsítě  apod.  je  nutné  znát  jak  tyto  hodnoty  vyčíst  z modelu  zařízení 
(přepínače,  stanice,  směrovače  apod.).  Každá  položka menu  v OM má  svůj  identifikátor  (Objid  – 
datový  typ  OM).  Pro  vyčtení  dané  hodnoty  musíme  nejprve  zjistit  identifikátor  objektu  (Objid), 
kterého  se  daná  hodnota  týká.  To  zajistíme  pomocí  kliknutí  v editoru  procesu  v  hlavní  menu 
Interfaces ‐> Model Attributes. 
5.3.1 Získání hodnot nacházející se ve stejném uzlu 
  Jednoduší situace nastane, pokud chceme v editoru procesu získat hodnotu z uzlu, ve kterém 
se  právě  pohybujeme.  Nejprve  si  deklarujeme  v bloku  SV  proměnou  my_obj_id  typu  Objid  a 
proměnou do které uložíme vyčtenou hodnotu. Následující kód ukazuje tuto deklaraci v ASCII kódu.  
Objid \my_obj_id; 
char \community_string_a; 
 
Pozn.:    Zpětné  lomítko  před  názvem  proměnné  značí  deklaraci  v ASCII módu  v OM.  Rozdíl mezi 
normálním deklarováním SV proměnných a ASCII, lze nalézt v kapitole 5.1.6. 
Dále si zjistíme ID procesu použitím funkce op_id_self(): 
my_obj_id = op_id_self(); 
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Nyní  již  zbývá  použít  funkci  pro  vyčtení  obsahu  atributu.  Funkci  se  předají  parametry  ID  objektu 
(Objid), ze kterého chceme číst, jméno atributu z daného objektu a ukazatel, kam lze data uložit. 
op_ima_obj_attr_get (my_obj_id, "Community string", &community_string_a); 
Poté již můžeme s vyčtenou hodnotou pracovat. Např. si ji můžeme vypsat v debugeru. 
printf("%s: Community agenta: %s\n",parent_obj_name, &community_string_a); 
5.3.2 Získání hodnot nacházejících se v jiném uzlu 
 Mírně  složitější  situace  nastává  pokud,  chceme  získat  informace  z  jiného  uzlu  (z  uzlu,  ve 
kterém se právě nenacházíme). Pro tento případ použijeme funkci op_id_from_name(). Této funkci je 
nutné předat identifikátor rodiče, který lze zjistit následujícím způsobem: 
parent_obj_id = op_topo_parent(my_obj_id); 
Dále  je nutné předat  typ a  jméno daného objektu. Funkce poté vrátí  identifikátor hledaného uzlu, 
který uložíme do proměnné definované v SV. Definice proměnných v SV v ASCII kódu může vypadat 
následovně: 
Objid \udp_obj_id; 
int \demonstracProm; 
Kód, ve kterém provedeme získání identifikátoru uzlu dle jména je následující: 
udp_obj_id = op_id_from_name (parent_obj_id, OPC_OBJTYPE_PROC, "udp"); 
Nyní  již provedeme  stejný postup  jako v minulém případě. Použijeme  funkci op_ima_obj_attr_get, 
které  předáme  zjištěný  identifikátor  uzlu  “udp”  a  název  požadovaného  atributu.  Jelikož  udp  uzel 
nemá žádný atribut, byl vložen parametr se  jménem pokusudp a hodnotu  int 222 do atributů uzlu 
udp a to pomocí menu Interface‐> Model Attributtes. Vyčtení takto uloženého parametru provedeme 
pomocí následujícího kódu: 
op_ima_obj_attr_get (udp_obj_id, "pokusudp", &demonstracProm);  
printf ("Promenna poskusdp je: %d\n", demonstracProm); 
 
Pozn.: Tato kapitola popisovala postup pro zjištění identifikátoru různého uzlu dle jména, který bude 
následně využíván v další kapitole. 
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5.3.3 Získání hodnot ležících v jiném uzlu a uložených ve vnořeném menu 
(compound) 
  Jelikož mnoho prvků není definováno  již hned na první úrovni menu, ale  i o několik dalších 
hierarchických úrovní níže, musíme  zvolit  jiný  způsob  čtení hodnot  z těchto  zanořených  submenu, 
než v minulém případě. Datový typ těchto submenu je v OM nastaven na compound. Pro názornější 
představu je přiložen obrázek (viz Obr. 14) který ukazuje jednotlivé submenu IP. To se skládá z menu 
IP ‐> ip host parameters ‐> Interface Information ‐> Address. Právě hodnota Address bude vyčtena ze 
simulačního modelu v následujícím příkladě. 
 
 Obr. 14 – Získání hodnot ze submenu 
Nejprve si zjistíme identifikátor uzlu, ze kterého chceme získat hodnotu (v tomto případě IP adresu). 
Pro tento případ je to uzel “ip”. Je důležité dát pozor na přesný název (velikost písmen) jednotlivých 
menu a také atributů. Přesný název pro první menu zjistíme z názvu uzlů (ip, application, tcp apod.). 
Pro první menu  jsou nejčastěji názvy psané malými písmeny. Pro další submenu či atributy zvolíme 
v procesním editoru z hlavního menu položku  Interfaces – Model Attributes. Zde  již můžeme vyčíst 
jméno  atributu,  pokud  je  daný  atribut  typu  int,  char  a  apod.  Pokud  je  typ  atributu  nastaven 
na hodnotu compound  zjistíme další submenu či atributy kliknutím ve sloupci Default Value. Vyčtení 
provedeme pomocí funkce op_id_from_name. Tato funkce již byla vysvětlena v přecházející kapitole, 
proto  bude  dále  předpokládáno,  že  již  máme  identifikátor  cílového  uzlu  uloženo  v proměnné 
ip_obj_id.  Následující  část  kódu  zobrazuje  definice  proměnných  v  SV,  které  budou  dále  použity 
pro vyčtení IP adresy. 
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/* ID IP uzlu*/ 
Objid \ip_obj_id; 
/* ID  atributu "Interface Information" */ 
Objid \if_inf_attr_id; 
/* ID atributu "IP host parameters" */ 
Objid \ip_host_attr_id; 
Do  bloku  proměnných  TV  dále  vložíme  následující  kód,  který  definuje  proměnou  pro  uložení  IP 
adresy. IP adresa je řetězec o velikosti 16 znaků.  
char agentAddress[16]; 
Po  definici  všech  potřebných  proměnných  již  začneme  vyčítat  hledanou  hodnotu.  Nejprve 
potřebujeme  zjistit  identifikátor  atributu  Interface  Information.  Pro  tento  účel  použijeme  funkci 
op_ima_obj_attr_get_objid(). Této funkci předáme identifikátor uzlu, kterého se dané vyčítání týká a 
dále jméno atributu, o který máme zájem. Poslední položkou je ukazatel na proměnnou, která bude 
naplněna získanou hodnotou identifikátoru. To také zobrazuje následující řádek kódu. 
op_ima_obj_attr_get_objid (ip_obj_id, "ip host parameters", &ip_host_attr_id); 
V dalším kroku získáme identifikátor potomka Interface Host Parametrs pomocí následujícího kódu: 
ip_host_attr_id = op_topo_child (ip_host_attr_id, OPC_OBJTYPE_GENERIC, 0); 
Nyní  opakujeme  předcházející  funkce  s tím  rozdílem,  že  nyní  máme  zájem  získat  informace  ze 
submenu Interface Information: 
op_ima_obj_attr_get_objid (ip_host_attr_id, "Interface Information", 
&if_inf_attr_id); 
if_inf_attr_id = op_topo_child (if_inf_attr_id, OPC_OBJTYPE_GENERIC, 0); 
 
Pokud  již  máme  identifikátor  adresy,  získáme  hodnotu  atributu  jednoduše  pomocí  funkce 
op_ima_obj_attr_get. Tato  funkce  již byla popsána v předchozí kapitole. Poté  si  již můžeme danou 
vyčtenou adresou dále použít. Např. vypsat v debugeru.  
op_ima_obj_attr_get (if_inf_attr_id, "Address", &agentAddress); 
printf ("%s: IP Adresa: %s\n",parent_obj_name, agentAddress); 
 
5.3.4 Univerzální funkce pro získání hodnot y libovolného menu či submenu 
V projektu  je  často  potřeba  získat  určitou  hodnotu  z různě  zanořeného  menu.  Z hlediska 
efektivity není vhodné pro každé získání hodnoty z menu vytvářet nové proměnné. To platí také pro 
kopírování  podobné  části  kódu,  čímž  narůstá  nepřehlednost  takto  tvořeného modelu.  Proto  jsem 
vytvořil funkci, které se předá řetězec s následujícím textovým formátem: 
ip|Ip Host Parameters|Interface Information|Address 
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Takovýto  řetězec může  poslat  např. manažer  agentovi  v případě,  že  bude  chtít  získat  adresu 
agenta.    Funkce  je  navržená  tak,  aby  byla  schopná  projít  libovolný  počet  submenu  a  vždy  byla 
schopna  vyčíst  danou  hodnotu  atributu.  To  je  důležité  z důvodu,  že  různé  atributy  jsou  odlišně 
zanořené (mají různý počet submenu). Jak je vidno z předchozího příkladu, je zde použita “rourová” 
notace. Znak roura byla zvolena především ze dvou hledisek a to: 
? Tečkovou notaci nelze použít, jelikož některé názvy atributů mohou obsahovat tečku. 
? Hvězdičkovou notaci lze použít, ale byla záměrně vynechána kvůli použití znaku hvězdičky 
u ukazatelů. 
Navržená  funkce  vychází  z výše  zmíněných  funkcí  a  to  především  v kapitole  5.3.3.  Funkce  je 
vytvořena a uložena ve FB (funkčním bloku) procesního editoru. Klíčovým prvkem navržené funkce je 
funkce  jazyka  C  ‐  “strtok()”[10].  Této  funkci  je  nejprve  předán  řetězec,  který  bude  prohledáván  a 
následně řetězec, který bude vyhledáván. Vyhledáván bude znak roura “|”. Funkce strtok vrátí NULL, 
pokud hledaný znak nebyl nalezen. Pokud znak nalezen byl, funkce vrátí část prohledávaného řetězce 
před hledaným znakem, viz následující příklad: 
//prohledávaný řetězec 
char str1[]="ip|Ip Host Parameters|Interface Information|Address";  
//hledaný znak 
char str2[]="|"; 
result = strtok(str1, str2); // nyní bude do proměnné result uložen řetězec "ip" 
Pokud  bychom  nyní  chtěli  získat  následující  řetězec  (“Ip  Host  Parameters“) musíme  funkci  strtok 
předat místo  řetězce str1 hodnotu NULL, díky které bude prohledávání pokračovat. Pokud bychom 
hodnotu NULL nepoužili a použili znovu hodnotu str1, dostali bychom opět řetězec “ip”. Následující 
část kódu zobrazuje, jak postupně vypíšeme jednotlivé části řetezce. 
while( result != NULL ) { 
    printf( "vysledek je \"%s\"\n", result ); 
    result = strtok(NULL, str2); //zde je nutné vložit NULL místo proměnné řetězce 
}  
Následující část zobrazuje výstup v debuggeru:  
vysledek je "ip" 
vysledek je "Ip Host Parameters" 
vysledek je "Interface Information" 
vysledek je "Address" 
Nyní  pokud  již  dokážeme  přesně  určit  textovou  podobu  jednotlivých  submenu,  lze  spojením  již 
použitých  funkcí  v kapitole  5.3.3  vytvořit  funkci  pro  získání  hodnot. V další  části  textu  tuto  funkci 
přesně  popíši  tak,  aby mohla  být  použita  popř.  i  poupravena  v dalších  projektech  a  následně  tak 
usnadnila  práci  dalším  mým  kolegům  pracujícím  v OM.  Celý  zdrojový  kód  funkce  je  dostupný 
v příloze 1 v kapitole 9. 
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Nejprve, jak již bylo zmíněno, vytvoříme novou funkci QueryAttrgetGet ve funkčním bloku FB. 
char* QueryAttrGet(char* Query) 
{ 
Dále deklarujeme jednotlivé proměnné, které budou ve funkci použity. 
char* p;   // proměnná pro uložení části řetězce 
char* ppomoc;  // pomocná proměnná pro uložení části řetězce 
Objid QueryTemp;  // objid menu 
Objid QueryTempNext; // objid submenu (dalšího menu po QueryTemp) 
char* QueryAttr;     // název Atributu ze kterého budeme číst 
char* QueryString;   // řetězce identifikující submenu v atributech 
Int SmallQuery = 1; // dotaz formátu menu->atribut 
Nyní použijeme makro FIN s čím se označí začátek funkce. Makro FIN se vkládá za deklaraci lokálních 
proměnných.  
FIN   (QueryAttrGet (Query)) 
V dalším kroku si pro kontrolu do konsole vypíšeme přijatý řetězec. 
printf ("Vyctene Query: %s \n",Query); 
Nyní  již  z přijatého  řetězce  zjistíme  první  část  –  první menu.  To  docílíme  pomocí  výše  vysvětlené 
funkce strtok. 
p = strtok(Query, "|"); 
V další části si zjistíme objid tohoto prvního menu pomocí funkce op_id_from_name. Tato funkce již 
byla vysvětlena v předchozích kapitolách. Následně vyčtené objid uložíme do proměnné QueryTemp 
a do debuggeru si vypíšeme pro kontrolu, že jsme získali objid tohoto menu. 
QueryTemp = op_id_from_name (parent_obj_id, OPC_OBJTYPE_PROC, p); 
printf ("Ziskano id uzlu: %s \n",p); 
V další  části  kódu použijeme  cyklus while,  která  slouží  ke  zjištění poslední  části dotazu,  čili  jména 
atributu. Nejprve  v  cyklu while  v podmínce provedeme uložení  zbytku po prvním  vyhledání  funkcí 
strtok.  Tato  podmínka  bude  probíhat  do  té  doby,  dokud  funkce  strtok  nevrátí  hodnotu  NULL. 
Následující část ukazuje první část kódu. 
while ((p=strtok(NULL, "|")) != NULL)  
{  
 ppomoc = p; 
V další  části  kódu  je  nutné  rozhodnout,  jestli  řetězec  uložený  v  proměnné p  (řetězec  bez  prvního 
menu)  obsahuje  další  rouru  (oddělovací  znak).  Pokud  ano,  zjistíme  pomocí  již  známých  funkcí 
(viz kapitola 5.3.3) objid  tohoto dalšího submenu. Pokud  již se v proměnné p nenachází znak  roury 
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víme,  že  se  nejedná  o menu  či  submenu,  ale  o  atribut.  Ve  větvi  else  je  podmínka  if,  která  řeší  
problém  s zjištění  hodnoty  ve  formátu  menu‐>atribut.  Funkce  pro  zjištění  objid  jsou  analogické 
s předchozím případem. Hlavní rozdíl je v předání jiných parametrů těmto funkcím. 
if((p=strtok(NULL, "|")) !=NULL) { 
    op_ima_obj_attr_get_objid (QueryTemp, ppomoc, &QueryTempNext); 
    QueryTempNext = op_topo_child (QueryTempNext, OPC_OBJTYPE_GENERIC, 0); 
    printf ("Ziskano id submenu: %s \n",ppomoc);  
    QueryTemp=QueryTempNext; 
    SmallQuery=0; 
    } 
  
 
 
       else { 
  if (!SmallQuery) { 
    op_ima_obj_attr_get_objid (QueryTemp, QueryAttr, &QueryTempNext); 
     QueryTempNext = op_topo_child (QueryTempNext, OPC_OBJTYPE_GENERIC, 0); 
    printf ("Ziskano id submenu (v else): %s \n",QueryAttr);  
    QueryTemp=QueryTempNext; 
    } 
QueryAttr = ppomoc; 
printf("Exit from ELSE\n"); 
break; 
} 
 
5.4 Implementace DiffServ­MIB 
Při návrhu DiffServ‐MIB bylo vyzkoušeno několik různých řešení její implementace. První kroky 
vedly ke stažení různých zdrojových kódů databáze MIB v jazyce C.  Jednalo se o  jednoduchá  řešení 
pod  licencí open‐source tak  i komerční projekty. Po podrobném zkoušení byl vyvozen závěr a to, že 
jednotlivé  nalezené  projekty  nevyhovují  našim  potřebám  (jednoduchost,  prohledávání  tabulky  a 
možnost  implementace  do  simulačního  prostředí OM).  Proto  tato  cesta  byla  zamítnuta.  V dalším 
kroku přišla na  řadu myšlenka,  že  jednotlivé  atributy modelu,  které  již umíme  vytvářet, by mohly 
sloužit  jako  úložiště  dat  pro  MIB.  Čtení  z atributu  řeší  funkce  “op_ima_obj_attr_get”,  která  je 
podrobně  popsána  v kapitole  5.3.  Zapsání  do  atributu  řeší  podobná  funkce  jako  pro  čtení 
“op_ima_obj_attr_set”.  Tato  funkce  ale nebude  v projektu nikde použita,  jelikož  jsme  rozhodli,  že 
v projektu  budou  de  facto  dvě  databáze.  A  to  z jediného  důvodu,  jelikož  při  vytvoření  databáze 
pomocí atributů nelze efektivně procházet tabulkou,  jak  je to u klasické MIB databáze. Proto  jedna 
databáze  bude  řešena  pomocí  atributů  a  bude  sloužit  pro  inicializaci  (počáteční  nastavení)  druhé 
databáze MIB.  Druhá  databáze MIB  je  napsána  v jazyce  C  a  je  vytvořena  dle  našich  požadavků. 
Součástí této práce je implementace první databáze (inicializační – atributy), vývojem a implementací 
druhé MIB databáze v jazyce C se zabývají další práce viz [18] a [19]. 
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Implementace  inicializační databáze pomocí atributů přináší několik  výhod. Zaprvé podobně 
jako u databáze MIB, lze jednotlivé tabulky hierarchicky řadit, což přispívá k jednoduchosti. Zadruhé 
lze  lehce  jednotlivým  atributům  přiřadit  vhodné  datové  typy  a  dále  pomocí  atributů  je  možno 
vytvářet tabulky v tabulkách. V neposlední řadě je zde také výhoda konfigurace databáze přes menu 
Edit  Attributes,  přes  které  se  provádí  veškeré  nastavení  modelu  (uživatel  nemusí  zasahovat  do 
zdrojového kódu). 
5.4.1 Atributy modelu 
Pod pojmem  atribut  si  lze nejčastěji představit např.  IP  adresu, masku  sítě,  fyzické  rozhraní 
nebo také cokoliv jiného, co se dá na daném modelu konfigurovat. Atributy modelu slouží pro uložení 
určité  informace,  která  je  následně  využita  pro  simulaci.  Editací,  vložením  či  smazáním  hodnoty 
atributu konfigurujeme model. Jednotlivé atributy ukládají různé druhy dat (text, čísla apod.), proto 
atributům vždy nastavujeme  jejich datový typ. Je nutno podotknout, že modely např. PC, přepínač, 
směrovač  a  jiné mají  své  základní  atributy  pro  konfiguraci  již  vloženy  s vhodným datovým  typem. 
V této části práci budeme především pracovat s nově vytvářenými atributy. V následující části textu 
zmíním nejčastěji používané datové typy v OM (mezi lomítky je uveden přesný datový typ jazyka C či 
simulačního prostředí OM).  
? Integer  /int/  ‐  kladné  nebo  záporné  celé  číslo,  jehož  maximální  velikost  nabývá 
hodnoty 231‐64.  Tento datový  typ  se nejčastěji používá pro  identifikátory, počítadla, 
ukazatele spojení, priority apod. 
? Double  /double/  ‐  kladné  nebo  záporné  číslo  s plovoucí  čárkou,  jehož  maximální 
velikost nabývá hodnoty 10100. Nejčastěji se využívá pro vyjádření velkého čísla, nebo 
také k přesnému vyjádření čísla (např. zpoždění apod.). 
? Compound  /Objid/  –  je  speciálním  datovým  typem  používajícím  ke  konstrukci 
stromového systému atributů. Tento datový typ je používán pro tvorbu tabulek. Každý 
řádek tabulky může obsahovat další vnořený objekt a  jednotlivé sloupce reprezentují 
atributy vnořeného objektu. 
? Toogle  /int/  –  jedná  se o  tzv. booleanovský datový  typ.  Proměnná  toho  typu může 
nabývat pouze  stavu TRUE nebo  FALSE.  Často  v atributech  lze nalézt  jako  "enabled" 
nebo"disabled". Využívá se tam, kde  jsou pouze dvě možnosti. Typicky stav nějakého 
objektu. 
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? String /char[]/ ‐ datový typ pro uložení řetězce. Nejčastěji se používá pro pojmenování 
jednotlivých objektů apod. 
Toto  jsou  nejčastěji  používané  atributy.  Z dalších  můžeme  jmenovat  např.  Icon,  Color, 
Enumerated či TextList. Bližší podrobnosti a úplný seznam lze nalézt v literatuře [6]. 
5.4.2 Vlastnosti atributů  
V mnoha aplikacích se můžeme setkat s atributy, které  jsou přítomny na více objektech. Není 
pohodlné definovat všechny stejné atributy zvlášť na každém objektu. Proto simulační program OM 
implementuje  funkci  nazvanou  sdílení  atributů.  Tato  vlastnost  nám  dovolí  sdílet  definici  atributu 
s jinými  objekty.  Následující  obrázek  (Obr.  15)  zobrazuje  názorné  schéma  sdílení  atributů  mezi 
objekty.  Atributy  objektu  C  jsou  sdíleny  objektům  A  i  B.  Sdílení  atributu  provedeme  nastavením 
vlastnosti atributu na hodnotnou “public” (viz Obr. 16). 
 
Obr. 15 – Sdílení atributů 
 
 
Jak  již  bylo  uvedeno  v kapitole  5.4.1,  lze  vytvářet  stromovou  strukturu  atributů  pomocí 
speciálního datového typu “compound”. Jak získat hodnotu z takto vytvořeného menu je vysvětleno 
v kapitole 5.3.3. Každému atributu v OM  je při spuštění simulace přidělen  jednoznačný  identifikátor 
(Objid). Pokud má atribut nastaven datový typ na “compound” je tzv. rodič dalších atributů, který leží 
ve stromové struktuře pod ním. Získání Objid atributů ležících pod rodičovským atributem lze provést 
pomocí  funkce OM op_topo_child(). Zpětně z těchto atributů  lze získat Objid rodiče pomocí  funkce 
op_topo_parent(). Při implementaci inicializační databáze bude hlavním stavebním kamenem atribut 
datového typu “compound”. 
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Obr. 16 – Nastavení sdílení atributů hodnotou public 
 
5.4.3 Definice atributů DiffSev­MIB 
V této  části provedeme definici  atributů potřebných pro  inicializaci databáze DiffServ‐MIB. 
Jedná se především o nastavení jména atributu a jeho datového typu (vytvoření stromové struktury). 
Dále  lze  samozřejmě volit další důležité parametry atributů, které představí  také  tato podkapitola. 
Pro definici jednotlivých atributů zvolíme v procesním modelu z menu Interfaces – Model attributes. 
Při  zvolení  tohoto menu  se nám otevře nové okno  (viz Obr. 17),  ve  kterém  již můžeme definovat 
jméno  atributu,  skupinu,  datový  typ,  jednotku  a  počáteční  hodnotu.  Jak  je možné  z následujícího 
obrázku  (Obr.  17)  vidět,  definoval  jsem  nový  atribut  se  jménem  diffServMib,  skupiny  SNMP  a 
datového typu compound. Tento atribut můžeme nazvat kořenovým pro ostatní tabulky a atributy, 
které budeme následně definovat.   
39 
 
 
Obr. 17 – Definice atributů 
 
  Pokud označíme atribut Local Port na obrázku  (Obr. 17) a poté klikneme na Edit Properties 
dostaneme  se do podrobnějšího okna  (viz Obr. 16). Po označení atributu diffServMib a kliknutí na 
tlačítko Edit Properties na obrázku (Obr. 17) se dostaneme do podrobnějšího okna (viz Obr. 18), kde 
můžeme  nastavit  další  atributy,  ležící  hierarchicky  pod  atributem  diffServMib.  V této  úrovni  jsem 
vytvořil atributy pro jednotlivé vybrané tabulky. Seznam vybraných tabulek lze nalézt v kapitole 4.1.1 
a také jako schéma v příloze 3. Jednoduše přepíšeme jména vybraných tabulek do položky Attribute 
Name a datový typ nastavíme na compound. 
 
Obr. 18 – Definice atributů atributu compound 
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  V dalším kroku provedeme definici jednotlivých atributů první tabulky diffServDataPathTable  
a  dále  také  výchozí  nastavení  této  tabulky.  Zde  vysvětlený  postup  definice  jednotlivých  atributů 
tabulky  je analogický a platí také pro zbylé tabulky. Nejprve proto označíme první vloženou tabulku 
diffServDataPathTable  (viz Obr. 18)  a poté  klikneme na Edit Properties. Opět  se nám otevře nové 
okno,  ve  kterém  nadefinujeme  jednotlivé  položky  (atributy)  tabulky.  Jména  jednotlivých  atributů 
vybraných  tabulek  lze  nalézt  v příloze  3.  Následující  obrázek  (Obr.  19)  ukazuje  příklad  nastavení 
tabulky  diffServDataPathTable  a  jejich  jednotlivých  atributů.  Lze  si  všimnout,  že  opět  zde  volíme 
jméno atributu a  jeho datový typ. Dále  je možné nastavit výchozí hodnotu atributu (Default Value), 
která  je na obrázku  (Obr. 19) nastavena pro názornější představu o obsahu proměnné.  Je důležité 
neplést si výchozí nastavení hodnoty atributu s výchozím nastavením tabulky, které bude v další části 
textu vysvětleno a implementováno do modelu.  
 
Obr. 19 – Definice atributů 
 
Nyní  již máme definované  jednotlivé atributy, a proto přejdeme k nastavení výchozího rozsahu 
a výchozí  hodnoty  počtu  řádků  tabulky.  Jak  je  vidět  z  Obr.  20  rozsah  začíná  hodnotou “1“.  Toto 
nastavení  je zde proto, že pokud rozsah začíná hodnotou “0” nastává problém se získáním hodnoty 
z kódu.  To  je  zřejmě  z důvodu,  že  objekt  při  rozsahu  od  “0“  neexistuje.  Dále  nastavíme  výchozí 
hodnotu  počtu  řádků  na  “1”  tak,  aby  tato  tabulka  vždy  měla  alespoň  jeden  řádek  atributů. 
Po nastavení všech potřebných atributů pro danou tabulku klikneme na OK.  
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Obr. 20 – Definice výchozího rozsahu a výchozího počtu řádků 
 
V další části textu vysvětlím jak provést výchozí nastavení dané tabulky a jak jej využít při chybné 
editaci hodnot v menu Edit Attributes modelu. Nyní se nacházíme na okně (viz Obr. 19), kde klikneme 
na tlačítko Edit Compound Attribute Properties. Opět se nám otevře nové okno (Obr. 21), ve kterém 
si můžeme zvolit zástupný symbol pro různé hodnoty atributů. 
 
Př.: Ve zdrojovém kódu označujeme vstupní směr číslem “1“, výstupní číslem “2”. Pro uživatele, 
který chce pouze simulovat určitý model,  jsou  to nic neříkající  čísla. Proto zvolíme zástupný  textový 
symbol, kterým  lze jasně říci, co danou hodnotou nastavujeme. Tento zmíněný příklad,  lze použít jak 
na atribut (např. diffServDataPathDirection) či na celou tabulku viz dále. 
 
Pomocí  výše  uvedeného  postupu  vytvoříme  zástupný  symbol  “Default”.  Poté  klikneme 
na položku  Value.  Znovu  se  nám  otevře  nové  okno  (Obr.  21  –  spodní  část),  ve  kterém  již 
nakonfigurujeme  výchozí  hodnoty  dané  tabulky.  Opět  je  možné  vidět,  že  pro  atribut 
diffServDataPathDirection  je  použit  zástupný  symbol  (input  =  1).  Po  nakonfigurování  výchozích 
hodnot dané tabulky klikneme na tlačítko Ok. Dále v okně (Obr. 21) nastavíme položku Default Value 
na  námi  vytvořený  zástupný  symbol  Default.  Tím  přiřadíme  zástupný  symbol  Default  výchozímu 
nastavení dané tabulky. 
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Obr. 21 – Okno Edit Compound Attribute Properties  
 
  Vytvoření  zástupného  symbolu Default  a  nakonfigurování  výchozích  hodnot má  také  další 
výhodu.  Především  při  rekonfiguraci  atributů modelu může  dojít  k chybě  a  chceme  se  vrátit  zpět 
k výchozímu nastavení. Pokud  jsme nastavili  tabulky dle výše uvedeného postupu, pak  stačí pouze 
u tabulky kliknout na položku Value a nabídne se nám zástupný symbol Default (výchozí nastavení). 
To  také zobrazuje následující obrázek  (Obr. 22). Po zvolení hodnoty Default se nám atributy naplní 
výchozí konfigurací. 
 
 
Obr. 22 – Zástupný symbol v okně Edit Attributes  
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Stejný  postup,  který  je  vysvětlen  výše,  aplikujeme  na  zbylé  tabulky.  Vyčtení  daných  hodnot 
atributů  provedeme  pomocí  vytvořené  univerzální  funkce,  která  je  detailně  vysvětlena 
v kapitole 5.3.4. 
 
5.5 Nastavení sledovaných parametrů – statistiky 
  Nastavení  sledovaných  parametrů modelu můžeme  provést  pro  předpřipravené  aplikace, 
protokoly nebo  jiné  implicitně dostupné všeobecné parametry. Jelikož  jsme vytvořili nový protokol, 
potřebujeme získat pro sledování tohoto protokolu nové statistiky. 
Pokud  bychom  chtěli  využít  již  předdefinovaných  statistik, musíme  nejprve  přes  položku 
Choose  Individual  DES  Statistic  vybrat  jednotlivé  sledované  parametry.  Tyto  parametry  můžeme 
nastavovat dvěma způsoby: 
? Globálně  –  pokud  vybereme  statistiky  v této  sekci,  budeme  sledovat  vybrané  parametry 
na každém  objektu  v sítí,  který  má  co  dočinění  s touto  statistikou.  Výsledkem  je  po‐té 
průměrná hodnota ze všech naměřených hodnot daných objektů. 
? Lokálně ‐ pokud vybereme statistiky v této sekci, budeme sledovat vybrané parametry jen na 
určitém objektu v sítí. 
Nyní vytvoříme nové statistiky pro naši SNMP komunikaci. To provedeme v editoru procesu 
daného modelu. Nejprve si vytvoříme  jednotlivé proměnné, do kterých později zapíšeme naměřená 
data. Proměnné vytvoříme v SV bloku. Následující kód ukazuje tuto deklaraci v ASCII kódu. 
Stathandle \bits_rcvd_stathandle;  //počet přijatých bitů (lokálně) 
Stathandle \bitssec_rcvd_stathandle; //počet přijatých bitů za sek. (lokálně) 
Stathandle \pkts_rcvd_stathandle; //počet přijatých paketů (lokálně) 
Stathandle \pktssec_rcvd_stathandle; //počet přijatých paketů za sek. (lokálně) 
Stathandle \ete_delay_stathandle; //zpoždění (lokálně) 
Stathandle \bits_rcvd_gstathandle; //počet přijatých bitů (globálně) 
Stathandle \bitssec_rcvd_gstathandle; //počet přijatých bitů za sek. (globálně) 
Stathandle \pkts_rcvd_gstathandle; //počet přijatých paketů (globálně) 
Stathandle \pktssec_rcvd_gstathandle; //počet přijatých paketů za sek. (globálně) 
Stathandle \ete_delay_gstathandle; //zpoždění (globálně) 
 
  Dalším důležitým krokem  je nastavení  statistik přes menu  Interface –  Local Statistics popř. 
Global  Statistics.  Zde  především  nastavujeme  položku  Start  Name  (startovací  jméno)  pro  každou 
statistiku  a hlavně Capture Mode  (mód  zachytávání),  ve  kterém můžeme  volit  z několika  způsobů 
zachytávání. Jednotlivé položky, které můžeme nastavit, jsou následující: 
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? Start Name –  jméno, které nejlépe vystihuje danou měřenou hodnotu.  Je doporučeno, 
aby do závorek byly vloženy jednotky týkající se velečiny. 
? Mode – Lze generovat vícerozměrné statistiky (dimensioned‐mode) nebo pouze závislost 
jedné  veličiny  na  druhé  (single‐mode).  V našem  projektu  si  vystačíme  se  skalární 
veličinou. 
? Count – počet dimenzí (rozměr), pokud je použit dimensioned‐mode. 
? Description – popis dané veličiny. 
? Group – skupina, do které přiřadíme danou statistiku. 
? Capture Mode  –  zde můžeme  volit,  jestli  daná  veličina  odpovídá  součtu  hodnot  nebo 
např. součtu hodnot za  čas,  tj.  časový průměru, nebo pouze nějakému vzorku. Dále  lze 
volit, jak často dojde k aktualizaci této statistiky. 
? Draw Style – udává, jakým způsob bude vykreslena statistika. 
? Low Bound – nejnižší hodnota, která bude v grafu ještě vykreslena. 
? High Bound – nejvyšší hodnota, která bude v grafu ještě vykreslena. 
Pozn.: Pro podrobnou editaci Capture Mode, je nutné zatrhnout políčko Advanced.  
Následující obrázek (viz Obr. 23) zobrazuje nastavení statistik pro model využitý v simulaci. 
 
Obr. 23 – Deklarace lokálních statistik v editoru procesu 
 
Dále  v  konkrétním  stavu  procesního  modelu  (nejčastěji  ve  stavu  INIT)  zaregistrujeme 
jednotlivé  proměnné.  To  provedeme  pomocí  funkce  op_stat_reg.  Této  funkci  předáme  potřebné 
parametry. Mezi  tyto parametry patří  jméno  skupiny  a název  statistiky, pro  kterou bude hodnota 
získána. Dále číselný index statistiky nebo konstanta OPC_STAT_INDEX_NONE pokud statistika nemá 
rozměr. Posledním argumentem  je typ statistiky a to buď OPC_STAT_GLOBAL pro globální statistiky 
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nebo  OPC_STAT_LOCAL  pro  lokální  statistiky.  Následující  kód  zobrazuje  registrace  statistik,  pro 
proměnné uvedené v bloku SV. 
// Registrace lokálních statistik 
 
bits_rcvd_stathandle = op_stat_reg ("SNMP Agent.Traffic Received (bits)", 
OPC_STAT_INDEX_NONE, OPC_STAT_LOCAL); 
bitssec_rcvd_stathandle  = op_stat_reg ("SNMP Agent.Traffic Received (bits/sec)", 
OPC_STAT_INDEX_NONE, OPC_STAT_LOCAL); 
pkts_rcvd_stathandle = op_stat_reg ("SNMP Agent.Traffic Received (packets)", 
OPC_STAT_INDEX_NONE, OPC_STAT_LOCAL); 
pktssec_rcvd_stathandle = op_stat_reg ("SNMP Agent.Traffic Received (packets/sec)", 
OPC_STAT_INDEX_NONE, OPC_STAT_LOCAL); 
ete_delay_stathandle = op_stat_reg ("SNMP Agent.End-to-End Delay (seconds)", 
OPC_STAT_INDEX_NONE, OPC_STAT_LOCAL); 
 
// Registrace globálních statistik 
 
bits_rcvd_gstathandle = op_stat_reg ("SNMP Agent.Traffic Received (bits)", 
OPC_STAT_INDEX_NONE, OPC_STAT_GLOBAL); 
bitssec_rcvd_gstathandle = op_stat_reg ("SNMP Agent.Traffic Received (bits/sec)", 
OPC_STAT_INDEX_NONE, OPC_STAT_GLOBAL); 
pkts_rcvd_gstathandle = op_stat_reg ("SNMP Agent.Traffic Received (packets)", 
OPC_STAT_INDEX_NONE, OPC_STAT_GLOBAL); 
pktssec_rcvd_gstathandle  = op_stat_reg ("SNMP Agent.Traffic Received 
(packets/sec)", OPC_STAT_INDEX_NONE, OPC_STAT_GLOBAL); 
ete_delay_gstathandle = op_stat_reg ("SNMP Agent.End-to-End Delay (seconds)", 
OPC_STAT_INDEX_NONE, OPC_STAT_GLOBAL); 
Po  tomto  kroku  již  můžeme  do  vytvořených  statistik  zapsat  naměřené  údaje.  To  provedeme 
v procesu, ve kterém máme k dispozici dané hodnoty (např. pokud model zařízení má zapisovat data, 
která  přišla  na  daný  uzel,  zapíšeme  je  v procesu,  který  dané  pakety  zpracovává  např.  stav RECV). 
Zapsání statistik provedeme pomocí  funkce op_stat_write(), které se předají dva parametry a to  již 
zaregistrovanou proměnnou a dále hodnotu, která má být uložena. Následující kód zobrazuje nejprve 
spočtení  velikosti  jednotlivých  paketů  v bitech,  zpoždění  jednolitých  paketů  a  následné  zapsání 
hodnot  do  statistik.  Podobný  zápis  se  použije  pro  zapsání  jednotlivých  globálních  statistik  s tím 
rozdílem, že se zapisuje do proměnných vytvořených pro globální statistiky. 
/* Spočtení velikosti paketu v bitech a zpoždění */ 
pk_size = (double) op_pk_total_size_get (recv_paket); 
ete_delay = op_sim_time () - op_pk_creation_time_get (recv_paket); 
/* Uložení lokálních statistik    */ 
//zápsání hodnoty velikosti paketu v bitech 
op_stat_write (bits_rcvd_stathandle, pk_size);  
//zápsání hodnoty počtu paketů 
op_stat_write (pkts_rcvd_stathandle, 1.0); 
//zápsání hodnoty zpoždění 
op_stat_write (ete_delay_stathandle, ete_delay); 
 
//zápsání hodnoty velikosti paketu v bitech za sekundu 
op_stat_write (bitssec_rcvd_stathandle,  pk_size); 
op_stat_write (bitssec_rcvd_stathandle, 0.0); 
46 
 
//zápsání hodnoty počtu paketů za sekundu 
op_stat_write (pktssec_rcvd_stathandle, 1.0); 
op_stat_write (pktssec_rcvd_stathandle, 0.0); 
 
Pro zobrazení jednotlivých statistik je nutné na zvoleném modelu zahrnout tyto statistiky do sestavy 
sledovaných. To provedeme přes položku Choose Individuall DES Statistic. 
Pozn.:  Jelikož manuál  simulačního prostředí OM neudává příklady  jak  zacházet  s nově vytvořenými 
statistikami  (zde vysvětlenými) byl ukázkový zdrojový kód pro  lepší porozumění přebrán z uzlu sink 
simulačního prostředí OM. 
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6 ZÁVĚR 
Jak  již  bylo  zmíněno  v úvodní  části,  tato  práce  je  součástí  většího  projektu  a  navazuje 
na některé  vytvořené  práce  uvedené  v seznamu  použité  literatury.  Cílem  diplomové  práce  bylo 
zdokonalovat simulační model SNMP komunikace v prostředí OPNET Modeler.  
Práce  obsahuje  část  shrnující  teoretické  informace  o  protokolu  SNMP,  které  bylo  nutné 
nastudovat  pro  pokročilejší modelování  protokolu  SNMP  v simulačním  prostředí  OPNET Modeler. 
Hlavní  část předloženého dokumentu  se zabývá  realizací komunikace mezi manažerem a agentem. 
Vytvořený model agenta a manažera  lze  jednoduše  implementovat do  jakéhokoliv prvku v OM a to 
prostřednictvím  rozhraní  ICI.  V projektu  lze  pomocí  dynamicky  vytvářené  struktury  zaslat  SNMP 
zprávu od manažera k agentu. Agent dokáže přijmout danou zprávu a dále s ní pracovat. 
Další  část  práce  je  věnována  vyčtení  hodnot  z atributů  jednolitých modelů.  To  je  důležité 
pro následné naplnění databáze MIB (inicializace MIB agenta). Jednotlivé kroky procesu vyčítání jsou 
popsány velice podrobně, aby příslušné funkce mohl každý použít bez rozsáhlých znalostí simulačního 
prostředí  OM.  Vyčítání  hodnot  je  realizováno  pomocí  příslušných  funkcí  OM,  které  jsou  taktéž 
podrobně popsány. Součástí  této kapitoly  je  také vytvoření univerzální  funkce pro vyčítání hodnot 
z libovolně  zanořeného  menu.  Tato  funkce  je  následně  využita  v další  části  projektu  a  to 
pro inicializaci databáze DiffServ. Inicializační databáze  je vytvořena pomocí atributů tak, aby mohla 
být  vždy  na  počátku  simulace  konfigurovatelná.  Jednotlivé  kroky  a  postupy  tvorby  inicializační 
databáze jsou zdokumentovány tak, aby čtenář mnou vytvořený model mohl editovat popř. doplnit či 
využít i k jiným účelům.  
Poslední  část  práce  se  zabývá  problematikou  nastavení  statistik  v modelu  nově 
implementovaného protokolu SNMP. Ty byly nutné navrhnout a  realizovat,  jelikož nově  vytvořený 
protokol  není  součástí  standardních  statistik.  Jednotlivé  postupy  jsou  přesně  zdokumentovány  a 
popsány tak, aby mohly být využity i pro realizaci jiného protokolu.   
  Závěrem lze říci, že plánovaná SNMP komunikace mezi manažerem a agentem byla úspěšně 
naprogramována a nasimulována. V rámci vytvořeného simulačního modelu manažer pošle agentovi 
SNMP  paket  a  ten  jej  dokáže  zpracovat.  Pomocí  vytvořené  inicializační  databáze  a  vytvořené 
univerzální  funkce  pro  vyčtení  hodnot  z atributů  lze  naplnit  databázi  DiffServ‐MIB.  Pro  sledování 
parametrů SNMP komunikace byly úspěšně vytvořeny nové SNMP statistiky.  
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9  PŘÍLOHY 
Příloha 1 ­ Univerzální funkce pro získání hodnot z libovolného menu či 
submenu  
char* QueryAttrGet(char* Query) 
{ 
 
int   SmallQuery = 1; 
char* p; 
char* ppomoc; 
Objid QueryTemp; 
Objid QueryTempNext; 
char* QueryAttr;   // Nazev Atributu z ktereho budeme cist 
char* QueryString; // Retezce identifikujici submenu v atributech 
FIN   (QueryAttrGet (Query)) 
 
 
printf ("Vyctene Query: %s \n",Query); 
p = strtok(Query, "|"); 
QueryTemp = op_id_from_name (parent_obj_id, OPC_OBJTYPE_PROC, p); 
printf ("Ziskano id uzlu: %s \n",p); 
 
while ((p=strtok(NULL, "|")) != NULL)  
{  
 ppomoc = p; 
 if((p=strtok(NULL, "|")) !=NULL) { 
    op_ima_obj_attr_get_objid (QueryTemp, ppomoc, &QueryTempNext); 
    QueryTempNext = op_topo_child (QueryTempNext, OPC_OBJTYPE_GENERIC, 0); 
    printf ("Ziskano id submenu: %s \n",ppomoc);  
    QueryTemp=QueryTempNext; 
    SmallQuery=0; 
    } 
 else { 
  if (!SmallQuery) { 
    op_ima_obj_attr_get_objid (QueryTemp, QueryAttr, 
&QueryTempNext); 
    QueryTempNext = op_topo_child (QueryTempNext, 
OPC_OBJTYPE_GENERIC, 0); 
    printf ("Ziskano id submenu (v else): %s \n",QueryAttr);
  
    QueryTemp=QueryTempNext; 
    } 
  QueryAttr = ppomoc; 
  printf("Exit from ELSE\n"); 
  break; 
  } 
 QueryAttr = p; 
} 
printf ("QueryAttr = %s\n",QueryAttr); 
 
QueryString = (char*) op_prg_mem_alloc(sizeof(char[1024])); /* Max 1024 znaku */ 
op_ima_obj_attr_get (QueryTemp, QueryAttr, QueryString); 
 
FRET (QueryString) 
}  
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Příloha 2 ­ Typy souborů a jejich přípon v OM  
Jelikož neexistuje v nápovědě seznam typů souborů a jejich přípon byl tento seznam převzat z [11]. 
Typ přípony  Popis  Formát dat 
.ac    Analysis Configuration   binární soubor 
.ad.m                 Public Attribute Description       binární soubor 
.ah                     Animation History                 binární soubor 
.as               Animation Script          ASCII data 
.bkg.i              Background Image           binární soubor 
.cds               Cartographic Data Set  binární soubor 
.cml               Custom Model List   ASCII data 
.csv  Comma Separated Values  ASCII data 
.ef  Environment File  ASCII data 
.em.c              Ema C code C  kódová forma 
.em.cpp            Ema C++ code C++  kódová forma 
.em.o               Ema code object   kódová forma 
.em.x            Ema Application   spustitelná forma 
.ets  External Tool Support File  ASCII data 
.ets.c              External Tool Support C code  kódová forma jazyka C 
.ets.o              External Tool Support object  objektová kódová forma 
.ets.cpp           External Tool Support C++ code  kódová forma jazyka C++ 
.ex.c  External C Code  kódová forma jazyka C 
.ex.cpp  External C++ Code  Kódová forma jazyka C++ 
.ex.h  External Code Include File C/C++  hlavičkový soubor 
.ex.o             External Code object  kódová forma 
.fl.m  Filter Model binary  data / editovatelná forma 
.fl.x  Filter Model binary   data / spustitelná forma 
.gdf  General Purpose Data File  ASCII data 
.h             Hlavičkový soubor   text 
.hlp  Help File ASCII  text 
.ic.m  ICI Format   binární soubor 
.icons               Icon Database   binární soubor 
.imp.log           Import Log   ASCII text 
.lk.d  Derived Link Model   binární soubor 
.lk.m               Link Model   binární soubor 
.map.i               Image Map   binární soubor 
.md.m               Modulation Function   binární soubor 
.nd.d  Derived Node Model   binární soubor 
.nd.m  Node Model  binární soubor 
.nt.m  Network Model   binární soubor 
.nt.so    Network Repository   sdílená knihovna 
.of               Output Fragments   binární soubor 
.orba               Satellite Node Orbit   binární soubor 
.os               Output Scalars   binární soubor 
.ov               Output Vectors   binární soubor 
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Typ přípony  Popis  Formát dat 
.ovd               Output Vector Dictionary   text 
.path.d              Derived path object   binární soubor 
.path.m           Path object   binární soubor 
.pa.ma              Antenna Pattern   binární soubor 
.pb.m               Probe List   binární soubor 
.pd.m               PDF   binární soubor / editovatelná forma 
.pd.s               PDF   binární soubor / zaveditelná forma 
.pk.m               Packet Format   binární soubor 
.pr.c               Process Model C   C kódová forma 
.pr.cpp           Process Model C++   kódová forma jazyka C++ 
.pr.m              Process Model   binární soubor form 
.pr.o               Process Model   objektová kódová forma 
.prj          Project Model   objektová kódová forma 
.ps.c               Pipeline Stage Model C   C kódová forma 
.ps.cpp           Pipeline Stage Model C++   Kódová forma jazyka C++ 
.ps.o               Pipeline Stage Model   objektová kódová forma 
.scfa               Satellite Configuration   binární soubor 
.pbs.m               Service Level Agreement Description   binární soubor 
.sd               Simulator Description   text 
.scr               M3UI Script   ASCII data 
.seq               Simulation Sequence   ASCII data 
.si.a               Simulation Archive   objektový kódový archiv 
.si.c               Simulation Main Procedure C   kódová forma 
.si.o               Simulation Main Procedure   objektová kódová forma 
.sid.so           Standard Repository   sdílená knihovna 
.sio.so             Optimized Repository (used when kernel type is optimized)     
.sim               Simulation Executable   spustitelný program 
.trja               Mobile Node Trajectory   ASCII data 
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Příloha 3 ­ Schéma vybraných tabulek a atributů DiffServ­MIB  
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Příloha 4 – Obsah přiloženého CD 
Přiložený CD disk obsahuje tyto soubory: 
? book/ 
DP‐ZEMAN‐IMPLEMENTACE_ZJEDNODUSENE_DATABAZE_DIFFSERV‐MIB.pdf 
metadata.pdf 
predloha_desky.pdf 
smlouva.pdf 
? model/ 
DP‐Zeman‐Otto‐balicek‐OM.opcfa 
info.txt 
