ABSTRACT In this paper, a fractional calculus operator for image denoising is constructed based on the characteristic of local entropy and the gradient feature, and an adaptive fractional calculus image denoising algorithm is proposed. First, the effects on the entropy and gradient by noise are analyzed, respectively. Second, the noise points are regarded as small probability events in an image, and the noise points, edges, texture regions, and smooth regions are divided combining with the local structure. Finally, for improving the image denoising effect, we consider employing different fractional orders to deal with different pixels and a piecewise function is constructed to make the differential order to be adaptive. The function is with respect to the local entropy and gradient on the pixel. The experimental results show that the peak signal-to-noise ratio and the entropy (ENTROPY) of the proposed adaptive fractional calculus image denoising algorithm are higher than that of the other algorithms compared in this paper. The proposed algorithm can not only preserve image edges and texture information while removing the noise, but also obtain a good visual effect.
I. INTRODUCTION
At present, fractional calculus is rapidly developing in many fields of science and engineering. As a result, differential equations with arbitrary orders have been widely investigated for different applications in physics, fluid mechanics, physiology, engineering, potential theory and elasticity, etc [1] - [4] . In recent years, employing differential equation to image processing has become a hot research topic, and a large number of research results have been reported [5] - [12] . Compared with integer order calculus, fractional calculus method can enhance the edges and make the texture more clear while preserving the details information of smooth regions in the process of image denoising [13] . The traditional fractional calculus method employs the same order to deal with the image edges, texture and smooth regions. When a high fractional order is used to process the image noise, the weak texture and smooth regions will be ignored, for using a low fractional order, the image edges will be weakened. Therefore, the image denoising effect is not very good in practice by only using integer fractional calculus order. To cope with this problem, some combining with improved fractional calculus denoising algorithms are proposed.
Images are easy to be blurred by all kinds of noises in its proceeding of acquisition or transmission. Gaussian noise, impulse noise and speckle noise are usually met in the practice. Among them, the impulse noise is a kind of typical image noise, which including salt and pepper noise and random valued noise. Salt and pepper noise has a great impact on various image processing. For the salt and pepper noise denoising, the traditional filtering methods mainly include the linear mean filtering [14] and the non-linear median filtering [15] . At present, there are many methods have been developed to treat the salt and pepper noise. Fan et al. [16] regarded appearance of a noise point as a small probability event, and changed the noise point to be an objective or background pixel by replacing its gray level with its neighborhood average gray level. Li and Xie [17] also regarded the appearance of a noise point as a small probability event, and segmented the noises from the edges and weak textures by using the improved two-dimensional Otsu algorithm, and constructed an adaptive fractional order function. Karthikeyan [18] proposed an efficient decision based algorithm for the removal of high density salt and pepper noise. For salt-and-pepper noise denoising, Nnolim [19] proposed an effective anisotropic diffusion mean filter which is robust to the impulse noise ranging from low to high density levels. Kannan [20] proposed an adaptive weighted fuzzy mean filter based on cloud model. Wang et al. [21] proposed a novel adaptive fuzzy switching weighted mean filter. In [22] , a support vector machine classification based fuzzy filter is proposed. Lu et al. [23] proposed a novel three-values-weighted method. Deng et al. [24] presented an adaptive filtering method by using the multilayered pulse coupled neural network.
Since the traditional order of the fractional calculus is usually obtained by carrying out a large number of experiments, it can not achieve automatically and is not conducive to the practical application of the fractional calculus. In this paper, a fractional calculus operator for image denoising is constructed based on the characteristic of the local entropy and gradient feature, and an adaptive fractional calculus image denoising algorithm is proposed. Based on the quantitative assessment criteria of image denoising effect, such as peak signal to noise ratio(PSNR), information entropy(ENTROPY) and structural similarity index measurement (SSIM), the denoised performance is analyzed. The experimental results show that the proposed adaptive fractional calculus image denoising algorithm can not only preserve the image edges and texture, and image smoothing areas details while removing the noise, but also obtain a better visual effect.
The paper is organized as follows. In Section II, the construction of the fractional order denoising model is presented. In Section III, the realization of the adaptive fractional order calculus operator is described. In Section IV, the experimental results and their analysis is given. Finally, some conclusions are drawn in Section V.
II. FRACTIONAL ORDER DENOISING MODEL
For an arbitrary square integrable signal f (t) ∈ L 2 (R), its α order differential is represented as
According to the basic theory of signal processing, its Fourier transform is defined as where D α is the differential operator with order α, ω is the angular frequency, (iω)
is the filter function of fractional calculus filter, and sgn(·) represents the numeric symbol of the integer part. According to formula (2), we can draw the amplitude frequency characteristic curves with different fractional orders of ω as shown in Figure 1 .
From Figure 1 , it can be obviously seen that in the low frequency field with 0 < ω < 1, which corresponding to the image of the smooth regions, the fractional integral operator enlarges the amplitude values. However, in the intermediate frequency and high frequency part with ω > 1, the fractional integral operator acts as an attenuation function, and the attenuation amplitude will be stronger as the fractional order or frequency increasing. This characteristic shows that the fractional integral operator can enhance the low frequency signal while attenuating the high frequency signal, and has a certain denoising effect on the noised images.
Taking into account the frequency characteristics of the fractional calculus, the calculus definition can be extended order from integer order to fraction order by using Gamma function (t). The fractional calculus formula with α-order of Grumwald-Letnikov(for short: G-L) definition [25] , [26] is
where [·] represents the integer portion, the duration of the signal f (t) is [a, t], α is an any real number (including fraction), D α G−L represents the fractional calculus operator defined by G-L, is the Gamma function. When α > 0, D α G−L is the fractional differential operator with α order, when α < 0, D α G−L is the fractional integral operator with α order [13] .
It is known that the shortest distance of grey intensity changes in a two-dimensional digital image is between its two adjacent pixels [27] , so the duration time of a two-dimensional digital image on the direction of x axis and y axis could only be measured in the pixel unit.
. Therefore, according to G-L fractional calculus expression, we can get the differential expression with α order of signal f (t) as:
For any function f (x, y) ∈ L 2 (R 2 ), the differential expressions for the partial calculus with α order with respect to x and y are as follows respectively:
With formulas (5) and (6), we can get a 5 × 5 fractional integral mask as shown in Figure 2 . The mask is obtained by superimposing the partial fractional integral in eight directions, so it is rotation invariant. Where w 1 , w 2 and w 3 are the first, second and third coefficient respectively of formulas (5) or (6) , and w 1 = 1, w 2 = −α and w 3 = (−α)(−α + 1)/2. In practice, the coefficients are divided by 8 − 12α + 4α 2 for normalization. Now, we can get the image processed by α order fractional integral by considering airspace filtering of this mask convolution. 
III. IMPLEMENTATION OF THE ADAPTIVE FRACTIONAL CALCULUS OPERATOR A. ANALYSIS OF IMAGE LOCAL FEATURES AFFECTED BY NOISE 1) GRADIENT
The gradient of an image reflects the spatial variation rate of the image. The gradient on the region with image edges and the texture rich is relatively large, and that on the regions with smoothing is small [28] . The gradient at pixel (x, y) of image u 0 (x, y) can be expressed as
The formula of the gradient modulus is defined as
where mag(·) represents the gradient modulus,
In order to analyze the influence of noise on the gradient of an image, for the original image (a) and the noise image (b) shown as in Figure 3 , we calculate their gradients and get the gradient image as shown in Figure 3 (c) and Figure 3 (d) respectively, where the density of the salt and pepper noise is set to be 0.03. From Figure 5 (a), it can be seen that the change of the gradient value in the smooth region is relatively smooth. From Figure 5 (b), it can be seen that the change of the gradient value of the noise polluted region is severe. In summary, we know that the image gradient value has a local mutation in the noise point, so it can be considered that the gradient value of the image is affected by the noise greatly. The stronger intense the noise is, the larger the gradient value is, and also the larger the attenuation amplitude of the image should be. Therefore, when doing denoising on a heavy noise point, the smaller (negative) the value of the adaptive operator should be taken to effectively suppress the image noise.
2) LOCAL ENTROPY
We know that the entropy plays an important role in the analysis of anomalous diffusion processes and fractional diffusion equations, some novel entropy indices and fractional operators are used to implement the complex dynamical systems [29] , [30] . Entropy (ENTROPY) represents the probability of a particular information occurrence. The formula to calculate the entropy is defined as
where p(g) is the probability of occurrence of the image gray value g, i.e. p(g) =
is the local region with size of s × s, we take s = 9 in our experiments. Since the change of the grayscale value of the texture rich regions is larger than that of the smooth regions in the image, the value of entropy is relatively larger at the edges and the texture rich regions of the image.
In order to analyze the influence of noise on the local entropy of the image, we calculate the local entropy of the original image Figure 6 (a) and the noise image Figure 6 (b) respectively, and get the three-dimensional graphs as shown in Figure 6 (c) and Figure 6(d) , where the density of the salt and pepper noise is set to be 0.03. Figure 6 (e) shows the histogram of residual error of the local entropy values between the original image and the noised image. Form Figure 6 (e), we can see that the difference value is mainly ranging on −0.05∼0.15, so we can conclude that the noise points have a little effect on the local entropy value of the image. In summary, we know that the noise points have a little effect on the local entropy of the image, and the value of the local entropy can reflect the distribution of edges and texture regions in image. Therefore, the adaptive order used in the image denoiding should be constructed related to the local entropy of the image edges and texture regions. The larger the local entropy is, the richer the texture in the image is, the higher the order of the adaptive operator should be taken to enhance the boundaries and texture and to preserve more the texture detail information.
B. SEGMENT IMAGE COMBINED WITH SMALL PROBABILITY STRATEGY
Generally speaking, if we want to preserve or enhance the texture information of the image in the process of image denoising, we need to distinguish the noise points from the texture regions. We regard the appearance of the noise points in the image as a small probability event, and combine with the local structure to segment out the noise points, edges, texture regions and smooth regions.
Considering the pixel value range and the complexity of the local structure, we use a 3×3 region to analyze the image structure information as shown in Figure7, where P or P i is the pixel.
The domain gray distance is defined as [31] : where I (P) is the gray value of pixel P. The minimum gray distance is: The minimum absolute gray distance is:
According to the analysis of literature [17] , we know that the gradient amplitudes of the image edges and noise points are relatively larger. But the edge pixels are mostly continuous, so the minimum absolute distance AD min of the edge pixels in the eight directions are small. The noise points are generally random isolated points, so the minimum absolute distance AD min in the eight directions are generally larger. For the noised image with low intensity salt and pepper noise, the occurrence of the noise points can be regarded as small probability events. Therefore, the minimum absolute distance AD min of the pixels in the eight directions is arranged in descending order, and then the salt and pepper noise points can be segmented according to their probabilities.
Small probability event refers to the event that its occurrence is in an extremely small probability, this probability generally locates in the range of 0.01∼0.05 [16] . Assume that the occurrence of the noise point is a random event ξ , and the probability P noise of occurrence of ξ is small, then for an image with size of M ×N , the mathematical expectation value of the number of noise points is
Arranging the value AD min of all the pixel of the image in a descending order as {H (j)}, if j ∈ [1, E], we determine the corresponding (P x , P y ) is a noise point, i.e. the point (P x , P y ) which satisfying formula (13) should be regarded as a noise point,
Assume that the average value of the gray distance in each of the eight directions in the current pixel u 0 (x, y) is M (x, y), then
Here, the minimum value M (x, y) of the divided noise points is selected as the threshold value T of the image noise points. When M (x, y) ≥ T , the corresponding pixel (x, y) is regarded as a noise point, and the larger the value of M (x, y) is, the stronger of the noise is. Therefore, the amplitude of the gray should attenuate greatly when this pixel has been polluted by noise. When 1 < M (x, y) < T , the corresponding pixel (x, y) is regarded as a point in the edges or texture regions, and it need to be enhanced in the denoising process. When 0 ≤ M (x, y) ≤ 1, the pixel (x, y) is regarded as a point in the smooth regions, and the gray value of this pixel should remain unchanged during denoising. Figure 8 shows several examples of the three basic structure type pixels classified by local structure.
C. CONSTRUCTION OF ADAPTIVE FUNCTION
From Figure 1 , we can see that the high frequency image noise can be effectively attenuated when the fractional differential order being taken as α ∈ [−1.5, −0.5], but it is too small to suppress noise satisfactorily. Therefore, for a pixel with different local characteristics such as the noise, edge and texture region, and smooth region, we should choose a different fractional order to do denoising to achieve a better effect. From above analysis, it is known that the noise affects the gradient value, and the image edges and the texture regions make the different value of the local entropy and gradient. Therefore, we will devote to find a function mapping between the fractional order α and the value of the local entropy and gradient of the image, to adaptively generate the order α depending on the local entropy and gradient. According to the characteristics of the different image regions, as formula (15) we construct an adaptive fractional order function respect to the local entropy and gradient.
where, M (x, y) can be calculated by formula (14) , M max is the maximum value of M (x, y), λ 1 , λ 2 are the adjusting parameters, EN (x, y) is the value of local entropy, meane is the mean of local entropy, max e is the maximum value of the local entropy, T is the threshold of the image noise points segmentation for the small probability strategy. VOLUME 5, 2017 If M (x, y) is larger than or equal to the noise points segmentation threshold T , then we can consider the corresponding pixel as a noised point. Therefore, the order should be taken as a negative value in the process of image denoising, and the value of the order is related to the value of M (x, y). From the above analysis we can know that for a pixel, the larger the value of M (x, y) is, the greater noise is, and the larger the attenuation amplitude is. Therefore the absolute value of the order is proportional to the value of M (x, y). According to the experiment and analysis, we set the adaptive order for the corresponding noised point to be α = (−1. ,y) . By selecting such an adaptive fractional order, if the noise is great, the value of the adaptive integral order (negative) will be small, and amplitude of the grey will be attenuated greatly.
If M (x, y) is smaller than the segmentation threshold T but larger than 1, then the pixel can be regarded as a point in the image edges or texture regions. Therefore, in the process of image denoising, the fractional differential order should be taken as a positive value, and the value of the order is related to the value of M (x, y) and EN (x, y). From the above analysis we can conclude that if the value EN (x, y) is large, the local area of the image will be a texture rich one, and the amplitude of the image should be enhanced when doing denoising. On the other hand, the noise points have little effect on the local entropy, so the value of the order is proportional to the value of M (x, y) and EN (x, y). According to the experiment and analysis, we construct the adaptive order for such points to be
EN (x,y)−meane max e . According to the visual characteristics of the human eyes, we set the segmentation threshold for the image smooth regions to be 1. Therefore, if M (x, y) is smaller than 1, then the pixel should be regarded as a point in the image smooth regions, and the gray value should remain unchanged in the process of image denoising.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, the effectiveness of the proposed adaptive fractional order calculus denoising algorithm (EN-AFC) will be verified by comparing it with that of Median filtering [15] (MF), the traditional filter with order α = −1.1, SPS [16] , GAFIA [17] , AFC-SPS [17] . In the SPS algorithm, the noise point is changed to be an objective or background pixel by using its neighborhood average gray value to instead its gray value. The GAFIA algorithm uses the fractional integral to process each pixel and finds the best order according to the global adaptive fractional function. In the AFC-SPS algorithm, the noise is divided based on that the appearance of the noise points are regarded as small probability events, and the image edges and weak textures are segmented by an improved two-dimensional Otsu algorithm. Thus they contructed a function of adaptive fractional order. The experimental simulation is run with software of MAT-LAB R2012a on a computer with 2.40GHz Intel Core i7 with 4GB RAM. The images employed in the experiments are of size 256×256 with different textures, including Barbara image, Lena image, and Boat image. In this paper, we set λ 1 = 0.4, λ 2 = 0.6. As described above, small probability event generally locates in the range of 0.01∼0.05, so we take their average as the experimental noise intensity, which is the density of the salt and pepper noise set to be 0.03. The denoising results with EN-AFC, Median filtering, the traditional filter with order α = −1.1, SPS, GAFIA, AFC-SPS on above three images are shown respectively as in Figure 9 , Figure 10 , Figure 11 . 
A. EVALUATION BY VISUAL EFFECTS
Here, we will evaluate the performance of image denoising algorithms by comparing their visual effects.
The best effect of image denoising is that the details of image boundaries and texture regions can be preserved while removing the image noise. From Figure 9 to Figure 11 , we can see that Median filtering, SPS, GAFIA, AFC-SPS and EN-AFC can remove the image noise in a certain extent. Median filtering method almost eliminates all points of salt and pepper noise, but in the same time, it makes the edges and texture regions of the image blurred, and a lot of texture details information are lost, especially in Figure 9 (c) and Figure 10 (c), the textures are blurred seriously. The traditional order α = −1.1 makes the image blurred, and makes the brightness of the image decreased at the same time. In order to further perform the advantage of our proposed method, in Figure 12 we present the denoising results of a small patch of the original noisy image.
From Figure 12 (c), we can clearly see that Median filtering removes the noises, but makes the edges and texture regions blurred, and a lot of texture details information are lost. From Figure 12 (e)- Figure 12 (h), we can see that although the noises in the textures are not completely removed, but the edges and texture regions are clear. It shows that the algorithms can remove the noises and preserve the details information of the image edges and texture regions.
B. EVALUATION BY INDEXES
Here, different from section 4.1, we will objectively evaluate the performance of image denoising with quantitative evaluation indexes.
For an image denoising algorithm, its denoising effect can be evaluated with the peak signal to noise ratio (PSNR). The higher the value of PSNR is, the better the denoising effect of the algorithm is. PSNR is an engineering term that affects the fidelity of image representation [5] . It is the ratio of the maximum possible power of a signal to the destructive noise power and measured in decibels (dB). The peak signal to noise ratio is defined as:
where, the size of the original image is M × N , u 0 (i, j) represents the original image, and u n (i, j) represents the denoised image. The comparison results of PSNR of four different algorithms are shown as in Table 1 . Structural similarity index measurement (SSIM) is mainly used to inspect the similarity between two images [32] . The higher the SSIM value is, the closer the image content is. Structural similarity index measurement is defined as:
where a and b are two different images, µ a and µ b are the mean of a and b, respectively. σ 2 a and σ 2 b are the variance of a and b, respectively. σ ab is the covariance of a and b, c 1 , c 2 are constants used to maintain stability. The comparison results of SSIM of four different algorithms are shown as in Table 2 , and of ENTROPY in Table 3 .
We can carry on the objective evaluation for the image edges enhancement and image weak textures retention, by analyzing the peak signal to noise ratio, the structural similarity index measurement and the entropy of the denoised images. Form Figure 9 (c) - Figure 11 (c), we can see that Median filtering method can almost eliminate all of salt and pepper noises. However, from Table 3 , we can see that the Median filtering obtains the lowest value of ENTROPY of the denoised image, which means that Median filtering makes the denoised image lost the details information. From Table 1 and Table 3 , we can see that the values of PSNR of the denoised image with the SPS, GAFIA, AFC-SPS and the proposed adaptive denoising algorithm are higher, and the values of ENTROPY are also higher at the same time. The values of PSNR and ENTROPY of the proposed adaptive denoising algorithm are slightly higher than that of the other compared algorithms. It shows that the proposed algorithm has a stronger ability to enhance the edges, the texture regions of the image, and preserve the smooth regions of the image while removing the noise.
V. CONCLUSIONS
In this paper, an image denoising algorithm based on entropy and adaptive fractional calculus is presented. In the proposed algorithm, the noise points are regarded as small probability events, and the noise points, edges, texture regions and smooth regions are segmented combined with the local structure. Thus a fractional order function is constructed with entropy and the gradient to improve the image denoising effect. With the comparison results, it can be seen that the proposed image denoising algorithm can effectively overcome the drawbacks of losing contrasting information and texture information. It can achieve improvement on keeping texture detailed image information, boundary information, and get a good visual effect, high values of PSNR and ENTROPY.
