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We investigate the information processing in an adaptive behavior of a chaos 
cellular neural network. In our model， we assume that the cellular neural 
network controls a car and gets a suitable adaptive behavior to chase a moving 
target. We confirm that the cellular neural network gets a chasing behavior 
through the characteristic adaptive mechanism. Our adaptive mechanism is that 
the cellular neural network explores a suitable ordering state by changing the state 
of the system. In the adaptive behavior， an analysis of the dynamics of the 
system is investigated from the relationship between input and output signals. 
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l.はじめに
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ここ数年、複雑系に関する研究が多数見られるようになったo こうした研究分野では、
CML[l]、GCM[2]などのように複雑なシステムの普遍的な現象(時空間欠カオス、カオス的遍歴な
ど)が調べられてきた白このような現象は、生命系や脳神経系において観測されておりその重要性
が示唆されている o
本論分では、こうした複雑なシステムが示す現象の機能的側面を考察する。我々はカオス
ニューロンを局所的に結合したセルラーニューラルネットワーク (CNN)を用い、 CNNの外部環
境への適応モデルを構築する。このモデルでは、ある移動するターゲツトを CNNによってコント
ロールされた車が追跡するものである。 CNNはターゲットを感知する入力ニユーロンを持ってお
り、このニューロンはターゲツトが近いと強い入力を受け、また遠いと弱い入力を受けるo ターゲ
ツトから受けた入力は CNN内部のダイナミクスにより変換され、出力ニューロンが車の方向を変
える事により移動して行く。 CNNの学習方法として、我々は教師なし学習であるへツプの学習則
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を用いる。このような条件により、 CNNが内部でターゲットを追跡できるような内部ダイナミク
スを自己組織的に創る事を我々は確認した。
我々の CNNは入力を受けると秩序化し、入力がないと無秩序化する特性を持っている o
その特性の為 CNNはターゲットから離れると、内部ダイナミクスは無秩序状態になり、車はラン
ダムウオークのような運動をする。反対に、 CNNがターゲットに近づくと、内部ダイナミクスは
何らかの秩序状態に陥り、車は規則的な運動をするようになるロこのように CNNは秩序状態と無
秩序状態の聞を選移して行く中で、最終的に安定な秩序状態に陥り、車は追跡を行うようになる白
我々はこの追跡行動において、 CNNが内部でどのような情報処理を行っているのかを報告する。
第2章では、セルラーニューラルネットワークの構成と追跡モデルの説明をする。第3章
では、適応行動の結果を示し、 CNNの適応メカニズムとその情報処理能力を調べる。そして第4
章において、それらの結果に対する考察をおこなう o
2.モデル
我々はカオスニューロン[31を用いた CNN[4]を用いる白その時開発展は以下の通りである。
rl=KEC'n-df+2ぺjxj十円
、 ? ? ? ??
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?
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各セルは内部状態 Yと出力状態 Xとを持つ。(1)式は、ニューロンの内部状態変化を表わす。第
一項は内部状態の保持を示し、その強さが K (O~K~ l) である o 第二項は出力に対するフィード
パックを表わし、その強さがαであるロそして第三項は他のニユーロンからの出力の重み付き和で
あり、その時 jのニューロンとの結合の強さの変数が W'j，j であるo 第四項は外部入力 Fが入力ニ
ユーロンmへνという重みで入ることを意味する。また各ニュー口ンは、第三近傍のニューロンま
で結合している o 次に(2)、(3)、(4)式では、時系列信号の学習則として時間的な重みを加えた Hebb
の学習が用いられており、 Cがその学習効率である。また、 Bω4〆♂FP'Ui
に規格化される o そして(5)、(6)式では，内部状態が出力状態へシグモイド関数により変換される。
この時シグモイド関数の傾きを決めるパラメーターとして εがある。ここで、 CNNのパラメータ
ーを K=0.75，ε=0.08、C=0.014、γ=0.75、α=1.1、ν=0.7とし、 20X20ニューロンを用いる。ま
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た入力ニユーロンはそれぞれ (7，7)， (7， 14)， (14， 7)， (14， 14)に配置されている口
次に追跡モデルの構成を示す。ターゲットの運動は、二次元空間上で半径 5の円周上を
20，000ステップの周期で移動しているものである。このターゲットから CNNは入力を次のように
受ける o
[n = exp[ー(dn/ a)2]， (η 
ここで dnはnステップでのターゲットからの距離をしめし、 σ(=4.0)は車がターゲットから入力を
受ける有効な範囲を示す。車の進む方向は CNNの出力ニューロンによりコントロールされ、その
時間発展を以下に示す。
on =on-l +AOn， 
AOn = Jr(X: -X;)， 
(8) 
(9) 
ここで出力ニューロン aとbはそれぞれ (10，3)、(11，3)である。この出力ニューロンにより車は
以下の式に従って移動する。
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ここで、 X，y， VX' Vy はそれぞれ車の位置と速度をあらわし、 F(=50)は車に掛かる力である。このモ
デル構成において、 CNNによってコントロールされた車がターゲットを追跡する為にどのような
適応行動をするかを次の章で示す。
3.結果
3.1.追跡モデル
CNNの適応行動を示す前に、まずターゲットからの距離だけから追跡する為の一般的な
方法を説明する o その方法は、自ら回転してターゲットを追跡するものである o その角度調整方法
を以下の式で示す。
A(r =ω+sIn4， (12) 
ここでωはーステップ当たりに回転する角度で、 Sは入力依存の強さを与え、 Tは入力が伝わるま
での時閣を与える。この単純な方法において、 ω S，Tのパラメーター空間において追跡できる領
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図1:ターゲットを追跡するパラメーター領域。灰色で塗られた領域が追
跡領域である。 (γ=0)
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図2 車がターゲットを回転しながら追跡している様子。
(r=o，ω=0.05， s=0.05 ) 
域が決まっている。図 1において、 τ=0に固定したときの追跡領域を示す。また、この領域にお
いてターゲットをどのように追跡しているかを図 2に示す。
このように(12)式で適当なパラメーターを選べば、車はターゲットを回転しながら追跡するのであ
る。つまり CNNがターゲットを追跡する為には、これらのパラメーター空間内で追跡できるパラ
メーターセットを探索するという事になる。
3.2.適応メカニズム
次に CNNによってコントロールされた車を実際に走らせた結果をしめす。ここで、我々
は CNNの状態の無秩序さをエントロビーで定量化する。エントロビーは以下の式によって定義さ
53 
2.6 
?
?
、 、 ， ，???
1.0 
0 50 100 150 200 250 300 
ステップ
図 3:ターゲヅトを追跡するまでの平均エントロビー (H)の時開発展。
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図 4:ターゲットを追跡するまでの平均距離 (d)の時開発展。太線はσ=4.0の基準ラインである。 (d)
がσ以内に入っていたら、車は完全に追跡しているとみなした。
れる。
H-}: p;均p;， (13) 
ここで Pjはニューロンの出力時系列データに対から求めた状態確率であるo 各ニューロンに対し
てこのエントロビーを計算し、全体で平均したものを図 3に示す。また、ターゲットからの距離
の時間発展を図 4に示す。図 3、4から分かるように、車がターゲットに近い時にエントロビーは
低く、遠い時にはエントロビーが高くなっている。そして最終的に車とターゲットからの平均距離
はUより低くなり、エントロビーも低い値で安定になる。
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様々な秩序状態
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図 5:CNNが適応行動を行うメカニズム。丸で描かれているものは、それぞれ CNNの状態を示し
ており、エントロビーが高い方向にあるものが無秩序状態で、低いほうが秩序状態である。また、
秩序状態の中で、灰色で塗られたものが最終的に安定な秩序状態である。無秩序状態から秩序状態
へ向かう矢印は、 CNNがターゲットに近づく事を意味し、逆方向の矢印は CNNがターゲットか
ら離れていく事を意味する。安定秩序状態では、ターゲツトを追跡しているので矢印は一つだけで
ある。
この結果より、 CNNがターゲットを追跡するという適応行動を行うメカニズムを理解することが
出来る。その概念図を図 5に示す。 CNNの状態は、ターゲットに近づくと秩序化してエントロビ
ーが低くなる o その秩序状態が安定でないと、ターゲットから離れていき、無秩序化する。 CNN
の状態は、この二つのプロセスを繰り返していく中で、最終的に安定な秩序状態を見つけるのであ
る。その安定な秩序状態における追跡行動を図 6に示す。
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図6:CNNが最終的に獲得した追跡行動。
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図 6 からわかるように、この追跡行動はターゲットの周りを I~I転しながら更に同転するというよ
うな非常に而白い行動をする o この行動を理解する為に、この CNNの入出力関係から先の追跡正
デルのパラメーターとの比較を行う o まず、出力信号/).fJと入力信号 Iから線形相関をとり、 ω、
s、7を求める o その結果、 T=22で出力は最大の相関を示し、その時、 ω=5.GX 10.2、s=6.2X10.:3 
である。このパラメーターを追跡モデルに当てはめると、図 6で描-かれるような追跡行動を行う
事を我々は確認した。つまり、 CNNは追跡を行うために、パラメーター空間内を、先の適応メカ
ニズムを通して見つけたという事が言える。
3.3.内部ダイナミクス
それでは、これらのパラメーターはどのようにして調整されたのであろうか?それを知る
ために、出力二ユーロン a、bのダイナミクスを考える o まず、各ニュー口ンは入力依存性を持っ
て時開発展していると考えられるので、出力ニユーロンのダイナミクスは少なくとも以下のような
関係があると考えられるロ
Xa =l1a{τJ +sa(τa )1"-九 (14) 
Xb=町b(τb)+Sb(τb)1"む (15) 
ここで我々は、各ニューロンのω、 Sが時間差τに対する関数形で書いたが、この関数の形の差が
非常に重要な役割をする。この関係から、/)，8は以下のようになる o
A8 = l町a{τJ一ωb(τb)]+Sa(τa)1"ー らー ら(τb)In-rb (16) 
ここでまず、車の回転角を決める項から調べる o 図7に各ωの時間差 γによる変化を示す。
この図から分かるように、全ての γに対して、ニユーロン aの方が bよりも大きな値を取っている o
これりより、車は正の方向に回転するのである。
1.35 
αJ 1. 
図 7・出力ニユーロンにおける、 ωのT依存性。白い点、黒い点はそれぞれ、ニユーロン a、bに対
応する。
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図8:出力ニユーロンにおける、 sのT依存性。白い点、黒い点はそれぞれ、ニューロン a、bに対
応する。
次に、 sに対して T依存牲を調べるo 図 8から分かるように、全体的にニューロン aの方
が大きな傾きを持ち、おおよそ 14ステップ辺りで入力信号が伝わっていることが分かる o しかし
ここで注意したい事は、出力信号d.8の入力に対する時間差は 22ステップであった事である。こ
の差はどこから生まれるのであろうか?その答えは、 5 の時間差 γに対する変化の仕方が互いに平
行しておらず、微妙にずれている事に起因する。 lH:hd. 8はニューロン a と b の差で定義される
為、d.8の時間差 Tは、 Sa(，) -Sb( ，)の値が最大となる Tである。この為、もし二つのニユーロン
が入力信号に対してまったく同じ反応をしているならば、各ニューロンの時間差がそのまま出力信
号の時間差になる。しかし、二つのニュー口ンの反応が違っているならば、各ニューロンの時間差
と出力信号の時間差にずれが生じるのである。つまり、 CNNはこのずれを利用して時間差τの調
整も巧妙に行っていたのである。
4.まとめ
この論文では、カオスセルラーニューラルネットワークが示す現象の機能的な側面を追跡
モデルを用いて調べてきた。このモデルから得られた結果から、我々の CNNには外界に対して適
応する能力がある事を確認した。その適応メカニズムは、 CNNが無秩序状態と秩序状態の聞を遷
移していく中で、外界に対して有効な秩序状態を見つけるものであった。具体的には、 CNNが出
力ニユーロンのωと S の値をコントロールすることによって追跡できるようなパラメーターセット
を見つけるのである。さらに、出力の入力に対する時間差 Tは、入力に対するこユーロンの反応の
差を利用して、異なる時間差τを生み出されるのであるロ
我々は、ここで取り上げた CNNの追跡行動の他に、様々な面白い行動を確認している。
こうした事実から、 CNNの適応メカニズムを力学的な観点から考察する。まず、無秩序状態はカ
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オス状態で、秩序状態はリミットサイクルであると考えられるロまた様々な追跡行動があることか
ら、 CNNは非常に多くのリミットサイクルを持っていると考えられる。つまり、 CNNは外界に
対して適応できない状態になると、カオスを発生させ、適応出来るようなリミットサイクルを探し
回っているのであるロこのような機構は、脳のにおいの情報処理と非常によく似ていると思われる。
フリーマンはウサギに知っているにおいと知らないにおいを嘆がせて脳の波形を観測する実験を行
った[5]0その結果、知っているにおいに対して、脳の波形はリミットサイクルを生じるのだが、
知らないにおいの場合にはカオス状態になるo また、知らないにおいに対しても、何回も同じにお
いを唄がせると、学習してリミットサイクルを生じると報告している o この実験と我々のモデルの
比較をすると、「ウサギが知っているという認識がリミットサイクルを生む」という事実は rCNN
が追跡できる場合にはリミットサイクルを生む」という事に対応し、「ウサギが知らないという認
識がカオスを生む」という事実は rCNNが追跡できない場合にはカオスを生む」という事と対応
していると考えられる o このように、複雑なシステムの機能的な側面を考えた場合に、カオスとリ
ミットサイクルとの聞の関係が非常に重要な要素となると思われる。
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