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Abstract
Let (Sn)n¿0 be a Zd-random walk and (x)x∈Zd be a sequence of independent and identically
distributed R-valued random variables, independent of the random walk. Let h be a measurable,
symmetric function de0ned on R2 with values in R. We study the weak convergence of the
sequence Un; n∈N, with values in D[0; 1] the set of right continuous real-valued functions
with left limits, de0ned by
[nt]∑
i; j=0
h(Si ; Sj ); t ∈ [0; 1]:
The walk steps will be essentially assumed centered and the space dimension d = 2 or ¿ 3.
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1. Introduction
Let (Xi)i¿1 be a sequence of independent and identically distributed Zd-valued
random vectors, d¿ 1, centered with a 0nite nonsingular covariance matrix Q. We
de0ne
S0 = 0 and Sn =
n∑
i=1
Xi for n¿ 1:
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Throughout the paper we assume that (Sn)n¿0 is strongly aperiodic in the sense given
by Spitzer (1976), that is: for every x∈Zd, the subgroup generated by the set
{y∈Zd|y = x + z; where P(X1 = z)¿ 0}
is Zd itself. Furthermore, let (x)x∈Zd be a sequence of independent and identically
distributed R-valued random variables with a probability distribution , independent of
the random walk (Sn)n∈N: Let h be a measurable, symmetric function de0ned on R2
with values in R. We are interested in the sequence
Un =
n∑
i; j=0
h(Si ; Sj); n¿ 0:
This study will give information on the statistical properties of the random walks in a
random scenery (Sk )k¿0: The following sum
Zn =
n∑
k=0
Sk ; n¿ 0
was studied by many authors. For d=1, Kesten and Spitzer (1979) proved that when X
and  belong to the domains of attraction of diFerent stable laws of indices 1¡6 2
and 0¡6 2, respectively, then there exists a ¿ 12 such that n
−Z[nt] converges
weakly as n→∞ to a self-similar process with stationary increments,  being related
to  and  by  = 1 − −1 + ()−1. The case 0¡¡ 1 and  arbitrary is easier;
they showed then that n−1=Z[nt] converges weakly, as n → ∞, to a stable process
with index . Bolthausen (1989) gave a method to solve the more diGcult case = 1
and  = 2 and especially, he proved that when (Sn)n∈N is a recurrent Z2-random
walk, (n log n)−1=2Z[nt] satis0es a functional central limit theorem. For arbitrary transient
random walk, n−1=2Zn is asymptotically normal (see Spitzer, 1976, p. 52).
In general, in the theory of U -statistics (of order 2), the classical object for study
is the sequence
1
n(n− 1)
∑
16i =j6n
h(i; j);
where (k)k¿1 is a sequence of independent and identically distributed random variables
and we usually assume that
E(h(1; 2)) = 0 and E(h2(1; 2))¡∞:
When E(h(1; 2)|1) = 0, the U -statistic is called degenerate. The U -statistics were
introduced by HoeFding (1948) who obtained many properties of the U -statistics and
its generalizations, in particular their asymptotic normality. De0nitions, results and ap-
plications of the U -statistics can be found in the SerKing’s book (SerKing, 1980) and
also in the more recent Lee’s book (Lee, 1990). The study of the U -statistics is quite
important because they permit us to construct statistical tests, to estimate integral. Con-
sequently, the asymptotic study of the random variable Un is natural and it gives us
information about the statistic of the sample (Sk )06k6n. Moreover, the model we con-
sider should be of some relevance in the study of sequences with missing data; more
precisely, results presented here could be used in the construction of statistical tests for
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a sequence of observations sampled along a transient random walk, in particular in the
case when the distribution of X1 is Bernoulli B(p); p∈ ]0; 1[. Another motivation for
studying this model is that the sum Un appears in the study of a polymer represented by
the random walk (Sk)k¿0 evolving in a disordered media which creates random electri-
cal charges on the polymer. These random electrical charges correspond to the random
variables i; i∈Zd. We are interested in the total electrical energy
∑
i; j h(Si ; Sj) de-
scribing the interactions of the polymer with itself. This physical model is quite realistic
as the considered proteins are very long charged molecules and their stereochemical
shape is the one minimizing the total electrical energy. The results obtained in this
paper constitute a 0rst step for the study of this problem (see BuFet and Pule, 1997;
Martinez and Petritis, 1996).
We assume that h is L4-integrable with respect to the product measure  ×  and
0rstly degenerate, i.e.
E(h(0; x)) = 0; ∀x∈R:
The kernel h induces a symmetric bounded linear operator
Th :L2()→ L2();
f → Thf(x) = E(h(0; x)f(0));
which has eigenfunctions (i)i¿1 and eigenvalues ( i)i¿1 (see Neuhaus, 1977)
satisfying for every i¿ 1,
E(i(0)) = 0; E(2i (0)) = 1 and E(i(0)j(0)) = 0; ∀i 
= j:
Furthermore, the function h can be represented by
h(x; y) =
∞∑
i=1
 ii(x)i(y); ∀x; y∈Zd (1)
and for every k¿ 2, for all distinct points x1; : : : ; xk in Zd, we have
Ik = E(h(x1 ; x2 )h(x2 ; x3 ); : : : ; h(xk ; x1 ))
=
∞∑
i=1
 ki :
Moreover, we assume that E(h4(0; 0))¡∞ and then
I1 = Eh(0; 0) =
∞∑
i=1
 i ∈ ]−∞;∞[:
Theorem 1.1. Let (Sn)n∈N be a Z2-random walk and let (B(i)t )t∈[0;1]; i¿ 1 be a
sequence of independent Brownian motions. Then;
Un =
{
#(detQ)1=2
n log(n)
U[nt]; t ∈ [0; 1]
}
D→
{ ∞∑
i=1
 i(B
(i)
t )
2; t ∈ [0; 1]
}
;
where D→ means the weak convergence in D[0; 1] with the Skorohod J1-topology.
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Remark. (1) The convergence of the series de0ning the above limit process is almost
sure in the space C([0; 1]) the set of continuous functions de0ned on [0; 1] with the
norm ‖:‖∞. This result was proved by Neuhaus (1977).
(2) It will be clear from the proof of this theorem that the convergence of the 0nite
dimensional distributions holds if the function h is only assumed square integrable with
respect to ×  and E(h2(0; 0))¡∞. The L4-integrability of the function h is only
used to prove the tightness of the sequence Un.
In the second section, we prove and recall some results concerning the Z2-random
walk which will be useful to prove Theorem 1.1 in Section 3. Then, we study the case
of nondegenerate U -statistics indexed by a Z2-random walk and establish a functional
limit theorem for the sequence Un with a normalization quite diFerent from the previous
one and describe the limit process. Then, the case of transient random walks in any
dimension d¿ 1 is considered. We conclude with some open problems.
2. Preliminary results
Let Vn be the number of self-intersections of a Z2-random walk (Sn)n∈N up to time
n de0ned by
Vn =
n∑
i; j=0
1{Si=Sj}
and for every x∈Z2, we de0ne the time passed by the random walk (Sn)n∈N at the
point x by
Nn(x) =
n∑
i=0
1{Si=x}:
Proposition 2.1.
E(Vn) ∼ 1#(detQ)1=2 n log(n) as n→∞
and Var (Vn) = O(n2):
Proof. See Lemmas 2.3 and 2.4 in Bolthausen (1989) or Chapter 6 in Lawler (1991).
Proposition 2.2.
Vn
E(Vn)
→ 1 a:s: as n→∞:
P. Cabus, N. Guillotin-Plantard / Stochastic Processes and their Applications 101 (2002) 143–160 147
Proof. Let )¿ 1 and nm = [)m]; m∈N∗. For every +¿ 0;
P
(∣∣∣∣ VnmE(Vnm) − 1
∣∣∣∣¿+
)
6
Var(Vnm)
+2E(Vnm)2
6
C
log(nm)2
using Proposition 2.1. Then;∑
m∈N∗
P
(∣∣∣∣ VnmE(Vnm) − 1
∣∣∣∣¿+
)
6C
∑
m∈N∗
1
m2
¡∞:
By Borel–Cantelli Lemma; we conclude that
lim
m→∞
Vnm
E(Vnm)
= 1 a:s:
Then for every n¿ 1; there exists m such that
nm6 n¡nm+1
and since the sequence Vn is increasing in n; we have
Vnm
E(Vnm)
E(Vnm)
E(Vnm+1)
6
Vn
E(Vn)
6
Vnm+1
E(Vnm+1)
E(Vnm+1)
E(Vnm)
:
Using Proposition 2.1; we get
1
)
6 lim inf
n→∞
Vn
E(Vn)
6 lim sup
n→∞
Vn
E(Vn)
6 ) a:s:
Since )¿ 1 is arbitrary; the proposition follows.
Proposition 2.3. For every 06 a¡b;
[an]∑
i=0
[bn]∑
j=[an]+1
1{Si=Sj} = o(n log n) a:s:
Proof. We evidently have
2
[an]∑
i=0
[bn]∑
j=[an]+1
1{Si=Sj} = V[bn] − V[an] −
[bn]∑
i; j=[an]+1
1{Si=Sj}:
Let us denote c=1=#(detQ)1=2; then; by Propositions 2.1 and 2.2; for every 06 a¡b;
V[bn]
cn log(n)
→ b a:s:
and
V[an]
cn log(n)
→ a a:s:
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So we only have to prove that∑[bn]
i; j=[an]+1 1{Si=Sj}
cn log(n)
→ b− a a:s:
Let )¿ 1 and nm = [)m]; m∈N∗. For every n¿ 1; there exists m such that
nm6 n¡nm+1:
Then; we have the following inequalities:∑[bnm]
i; j=[anm+1]+1 1{Si=Sj}
E(
∑[bnm]
i; j=[anm+1]+1 1{Si=Sj})
× E(
∑[bnm]
i; j=[anm+1]+1 1{Si=Sj})
E(
∑[bnm+1]
i; j=[anm]+1 1{Si=Sj})
6
∑[bn]
i; j=[an]+1 1{Si=Sj}
E(
∑[bn]
i; j=[an]+11{Si=Sj})
and ∑[bn]
i; j=[an]+1 1{Si=Sj}
E(
∑[bn]
i; j=[an]+11{Si=Sj})
6
∑[bnm+1]
i; j=[anm]+1 1{Si=Sj}
E(
∑[bnm+1]
i; j=[anm]+11{Si=Sj})
× E(
∑[bnm+1]
i; j=[anm]+1 1{Si=Sj})
E(
∑[bnm]
i; j=[anm+1]+11{Si=Sj})
:
The 0rst term of the two bounds converges a.s. to 1 using the same reasoning as in
the beginning of the proof of Proposition 2.2 and the fact that by Markov property;
[bn]∑
i; j=[an]+1
1{Si=Sj} =
∑
x∈Z2
(N[bn](x)− N[an](x))2
has the same distribution as V[bn]−[an]−1. Using the 0rst result of Proposition 2.1; the
second term in the two bounds is respectively equivalent to (b − a))=(b) − a) and
(b)− a)=(b− a)) taking ) strictly between 1 and b=a. Since ) is arbitrary and close
to 1; we get the result.
Proposition 2.4. For every p¿ 1; for every ¿ 0;
Q(p)n =
1
(n log n)1+
∑
x∈Z2
Nn(x)p → 0 a:s: as n→∞:
Proof. For every p¿ 1; we de0ne
Q˜
(p)
n =
∑
x∈Z2
Nn(x)p:
Then;
Q˜
(p)
n 6p!
∑
06i16i26···6ip6n
1{Si1=Si2=···=Sip}
6p!
n∑
i1=0
n−i1∑
j1=0
· · ·
n−i1−···−jp−2∑
jp−1=0
1{Si1=Si1+j1}
×1{Si1+j1=Si1+j1+j2} × · · · × 1{Si1+j1+···+jp−2=Si1+j1+···+jp−1}
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and;
E((Q˜(p)n )2)1=26p!
n∑
i1=0
E



n−i1∑
j1=0
· · ·
n−i1−···−jp−2∑
jp−1=0
1{Si1=Si1+j1}
× 1{Si1+j1=Si1+j1+j2} × · · · × 1{Si1+j1+···+jp−2=Si1+j1+···+jp−1}


2


1=2
6p!nE(Nn(0)2(p−1))1=2:
Now; we have
E(Nn(0)p) =
n∑
i1 ;:::; ip=0
P(Si1 = · · ·= Sip = 0)
6p!
∑
06i16···6ip6n
P(Si1 = · · ·= Sip = 0) = p!b(n):
Let us de0ne for every 06  ¡ 1;
B( ) =
∞∑
n=0
b(n) n:
Then;
B( ) =
1
1−  
( ∞∑
n=0
P(Sn = 0) n
)p
∼ 1
1−  
(
1
2#(detQ)1=2
log
(
1
1−  
))p
as  → 1−:
By Tauberian Theorem; as n goes to in0nity; b(n) ∼ C(log n)p. So; there exists C1¿ 0
such that
E(Nn(0)2(p−1))6C1(log(n))2(p−1)
and there exists C2¿ 0 such that
E((Q˜(p)n )2)6C2n2(log(n))2(p−1):
Let )¿ 1 and nm = [)m]; m∈N∗. For every +¿ 0;
P(Q(p)nm ¿ +)6
1
+2(nm log(nm))2(1+)
E((Q˜(p)nm )
2)
6C
log(nm)4(p−1)−2
n2m
:
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By Borel–Cantelli Lemma; we conclude that
lim
m→∞Q
(p)
nm = 0 a:s:
For every n¿ 1; there exists m such that
nm6 n¡nm+1
and since
∑
x∈Z2 Nn(x)
p is an increasing sequence in n;
06Q(p)n 6Q
(p)
nm+1
(
nm+1 log(nm+1 + 1)
n log(n)
)1+
and the proposition follows.
Proposition 2.5. For every p¿ 1;
E(Vpn ) = O((n log n)p):
Proof. Let us remark that the result is evident if p = 1 because of Proposition 2.1.
We have
Vn = n+ 1 + 2
n−1∑
i=0
n−i∑
j=1
1{Si=Si+j}:
Let us de0ne
Wn =
n−1∑
i=0
n−i∑
j=1
1{Si=Si+j}:
Then; by Markov property;
E(Wpn )1=p6
n−1∑
i=0
E(Nn(0)p)1=p
6 nE(Nn(0)p)1=p:
Also; by Proposition 2.4; there exists C1¿ 0 such that
E(Nn(0)p)6C1(log(n))p:
3. Proof of Theorem 1.1
First we prove the convergence of the 0nite dimensional distributions. Let 01; : : : ; 0m
∈R and 0 = t0¡t1¡ · · ·¡tm6 1,
m∑
j=1
0jU[ntj] =
∑
x =y

 m∑
j=1
0jN[ntj](x)N[ntj](y)

 h(x; y)
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+
∑
x∈Z2

 m∑
j=1
0jN[ntj](x)
2

 h(x; x)
=Wn + Tn (say):
Let A be the 1-0eld generated by X1; X2; : : : :
Lemma 3.1. Conditioned on A; the sequence (Tn=(cn log n))n¿1 converges in
probability to I1(
∑m
j=1 0jtj) as n goes to in=nity.
Proof. Since
Vn =
∑
x∈Z2
Nn(x)2;
we have
Tn =
∑
x∈Z2

 m∑
j=1
0jN[ntj](x)
2

 (h(x; x)− I1) + I1 m∑
j=1
0jV[ntj]
= T (1)n + T
(2)
n :
Using Propositions 2.2 and 2.1; for every 16 j6m;
lim
n→∞
V[ntj]
cn log n
= tj a:s:
and
E

( T (1)n
cn log n
)2∣∣∣∣∣∣A

 = 1
(cn log n)2
∑
x∈Z2

 m∑
j=1
0jN[ntj](x)
2


2
E((h(x; x)− I1)2)
6
C
(cn log n)2
∑
x∈Z2
N[ntm](x)
4 = o(1) a:s:
using Proposition 2.4.
Lemma 3.2. For every k¿ 1; the conditional moment E((Wn=(cn log n))k |A) con-
verges almost surely to the moment of order k of the random variable
m∑
j=1
0j
∞∑
i=1
 i((B
(i)
tj )
2 − tj):
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Proof. Firstly; E(Wn|A) = 0 and for every k¿ 2;
E
((
Wn
cn log n
)k ∣∣∣∣∣A
)
=
1
(cn log n)k
∑
(xi ;yi); xi =yi

 k∏
i=1

 m∑
j=1
0jN[ntj](xi)N[ntj](yi)




×E
(
k∏
i=1
h(xi ; yi)
)
:
As the kernel is degenerate; the terms where only one index occurs vanish. On the
other hand; if we assume that h is bounded by a constant M; terms with less than k
distinct indices are bounded by
CMk
(cn log n)k
∑
x1 ;:::;xk−1
Nn(x1)p1Nn(x2)p2 · · ·Nn(xk−1)pk−1 ;
where C is a positive constant which only depends on 0j; 16 j6m and pi;
16 i6 k − 1 are integers ¿ 2 such that p1 + · · · + pk−1 = 2k. By Propositions 2.2
and 2.4; the above terms converge almost surely to zero as n goes to in0nity.
So we only need to consider the terms containing exactly k distinct indices, appearing
exactly twice. We de0ne in a natural way a cycle of order n the sequence of distinct
points of Z2(x1; x2; : : : ; xn; x1) and we have to estimate
(n)k =
1
(cn log n)k
∑
I
I e1n1 · · · I ernr
∑ m∑
j=1
0jN[ntj](x1)N[ntj](y1)


2
· · ·
×

 m∑
j=1
0jN[ntj](xk)N[ntj](yk)


2
;
where I denotes pairs (ni; ei); 16 i6 r of positive integers such that 1¡n1¡ · · ·¡nr
6 k, and n1e1 + · · · + nrer = k and the second sum is over all the sets of pairs
(xi; yi); xi 
=yi, 16 i6 k; in which each index appears twice and which can be written
as a succession of e1 cycles of order n1; : : : ; er cycles of order nr . Given a con0gu-
ration (ni; ei), 16 i6 r, the terms in the second sum are all the same and equal to
(J (n)n1 )
e1 · · · (J (n)nr )er where
J (n)ni =
∑
x1 =···=xni

 m∑
j=1
0jN[ntj](x1)N[ntj](x2)


2
· · ·

 m∑
j=1
0jN[ntj](xni)N[ntj](x1)


2
;
16 i6 r:
So, we just have to count the number of ways of choosing the indices and rearranging
them in order to get such a con0guration which means choosing n1 indices among the
k distinct indices, then n1 among the last k − n1; : : : and nr indices among the last nr .
For each choice of ni indices, there are (ni − 1)!=2 undirected cycles of order ni; this
number has to be multiplied by 2ni due to the permutations of xi and xi+1, 16 i6 k−1
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and of xk and x1. Moreover cycles with same order are clearly overrepresented and we
have to divide by the factor e1! : : : er!, so
(n)k =
2k
(cn log n)k
∑
I
(
(n1 − 1)!
2
In1J
(n)
n1
)e1
· · ·
(
(nr − 1)!
2
Inr J
(n)
nr
)er
× 1
e1! · · · er!C
n1
k C
n1
k−n1 · · ·Cnrnr
=
2kk!
(cn log n)k
∑
I
(
In1J
(n)
n1
2n1
)e1
· · ·
(
Inr J
(n)
nr
2nr
)er
1
e1! · · · er! :
Then, by Propositions 2.2–2.4, for every 16 i6 r, as n→∞,
J (n)ni
(cn log n)ni
→ Jni =
m∑
j1 ;:::; jni=1
0j1 · · · 0jni (tj1 ∧ tj2 ) · · · (tjni−1 ∧ tjni )(tjni ∧ tj1 ) a:s:
Then, for every k¿ 2, (n)k converges almost surely to
k = 2kk!
∑
I
1
e1! · · · er!
(
In1Jn1
2n1
)e1
· · ·
(
Inr Jnr
2nr
)er
:
The moment generating function of the limit random variable is then
(u) =
∞∑
k=0
k
k!
uk
=
∞∏
k=2
∞∑
j=0
(
2k IkJk
2k
)j
ujk
j!
= exp
( ∞∑
k=2
(
2k IkJk
2k
)
uk
)
:
Let us prove that the series in the exponential term has a positive radius of conver-
gence. By integrating the integrand of Ik with respect to the distribution of the random
variables k ; k−1; : : : and using Cauchy–Schwarz inequality at each step, we get for
every k¿ 2,
|Ik |6 I k=22 : (2)
Then, the series in the above exponential term converges if u2¡ 1=CI2 where C is a
positive constant only depending on 01; : : : ; 0m: Now we have to prove that  is the
moment generating function of the limit random variable given in the lemma. Yoshihara
(1993) proved the following functional limit theorem:
2n
∑
06i¡j6[nt]
h(i; j); t ∈ [0; 1]

 D→
{ ∞∑
i=1
 i((B
(i)
t )
2 − t); t ∈ [0; 1]
}
:
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Using the method developed above it is clear that the moment of order k of the random
variable
2
n
m∑
j=1
0j
∑
06i¡l6[ntj]
h(i; l)
converges to k and the sequence of moments (k)k¿2 characterizes a unique proba-
bility distribution which is necessarily this of the random variable
m∑
j=1
0j
∞∑
i=1
 i((B
(i)
tj )
2 − tj):
When the function h is not necessarily bounded, but always degenerate, we de0ne,
for a constant M, hM (x; y) = h(x; y)1{|h(x;y)|6M} which is bounded but nondegenerate,
and
fM (x; y) = hM (x; y)− EhM (x; R(1;1))− EhM ( R(0;0); y) + EhM ( R(0;0); R(1;1));
where R(0;0); R(1;1) are independent random variables with probability distribution .
The function fM is a bounded degenerate kernel so
1
cn log n
∑
x =y

 m∑
j=1
0jN[ntj](x)N[ntj](y)

fM (x; y)
converges in distribution to a random variable whose moment generating function is
given by
exp
( ∞∑
k=2
2k I (M)k Jk
2k
uk
)
:
Now, for all k¿ 2,
I (M)k = E[fM (x1 ; x2 )fM (x2 ; x3 ) · · ·fM (xk ; x1 )]→ Ik
since fM → h a.s. as M →∞ and
|fM (x; y)|6 |h(x; y)|+ E|h(x; R(1;1))|+ E|h( R(0;0); y)|+ E|h( R(0;0); R(1;1))|
= F(x; y)
and using (2), F(x1 ; x2 )F(x2 ; x3 ) · · ·F(xk ; x1 ) is integrable since F is square
integrable with respect to  × .
Now let us show that, conditioned on A,
Qn=
1
cn log n
∑
x =y

 m∑
j=1
0jN[ntj](x)N[ntj](y)

 (h−fM )(x; y) P→0 as n; M→∞:
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Since h and fM are degenerate kernels, we have E(Qn|A) = 0 and
E(Q2n|A) =
1
(cn log n)2
∑
x =y; z =t

 m∑
j=1
0jN[ntj](x)N[ntj](y)



 m∑
j=1
0jN[ntj](z)N[ntj](t)


×E[(h− fM )(x; y)(h− fM )(z; t)]
=
2
(cn log n)2
∑
x =y

 m∑
j=1
0jN[ntj](x)N[ntj](y)


2
E[(h− fM )2(x; y)]
6C
(
Vn
cn log n
)2
E[(h− fM )2(x; y)]:
Finally, for 0xed M , let n tend to ∞ and use Proposition 2.2, then h−fM → 0 a.s. as
M →∞ and |h−fM |6 |h|+ |F | which is square integrable with respect to the product
measure  × . Lemmas 3.1 and 3.2 imply the convergence of the 0nite dimensional
distributions.
It remains to prove that the sequence Un is tight in D[0; 1]. By Theorem 15.6 of
Billingsley (1968), it suGces to prove that there is a strictly positive constant C such
that for every 06 t1¡t¡ t26 1,
E((U[nt2] −U[nt])2(U[nt] −U[nt1])2)6C(t2 − t1)
with  strictly greater than 1. First of all,
E((U[nt2] −U[nt])2(U[nt] −U[nt1])2|A) =
1
(cn log n)4
∑
(xi ;yi);16i64
2∏
i=1
Dt; t2 (xi; yi)
×
4∏
i=3
Dt1 ;t(xi; yi)E
(
4∏
i=1
h(xi ; yi)
)
;
where
Ds; t(x; y) = N[nt](x)N[nt](y)− N[ns](x)N[ns](y):
Using twice Cauchy–Schwarz inequality, the above expectation is 0nite. As before,
terms where one of the indices appears only once vanish and terms where an index
appear more than twice are negligible using Propositions 2.2 and 2.3. So we only need
to consider terms where each index appears exactly twice and remarking that for every
x; y∈Z2,
Ds; t(x; y) = (N[nt](x)− N[ns](x))(N[nt](y)− N[ns](y))
+N[ns](x)(N[nt](y)− N[ns](y)) + N[ns](y)(N[nt](x)− N[ns](x))
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and that Dt; t2 (x; y) and Dt1 ;t(x; y) are majorized by Dt1 ;t2 (x; y), only two kinds of terms
have to be considered: 0rst
A(1)n (p; q) =
(∑
x∈Z2
N[nt1](x)
2
)p∑
y∈Z2
(N[nt2](y)− N[nt1](y))2


q
with p; q such that 26 q6 4 and p+ q= 4 and
A(2)n ( Rp; Rq)=
(∑
x∈Z2
N[nt1](x)(N[nt2](x)−N[nt1](x))
)Rp∑
y∈Z2
(N[nt2](y)−N[nt1](y))2


Rq
with Rp; Rq such that Rp, Rq¿ 0 and Rp+ Rq= 4. By Markov property,∑
y∈Z2
(N[nt2](y)− N[nt1](y))2
is independent of V[nt1] and has the same distribution as V[nt2]−[nt1]−1, then
(cn log n)−4E(A(1)n (p; q)) = E
((∑
x∈Z2 N[nt1](x)
2
cn log n
)p)
×E
((∑
y∈Z2 (N[nt2](y)− N[nt1](y))2)
cn log n
)q)
6Ctp1 (t2 − t1)q6C(t2 − t1)2
using Proposition 2.5. Now we come to the second kind of terms: by Cauchy–Schwarz
inequality,
(cn log n)−4E(A(2)n ( Rp; Rq))6 E
((
V[nt1]
cn log n
)Rp=2)
E
((
V[nt2]−[nt1]−1
cn log n
)Rq+ Rp=2)
6Ct Rp=21 (t2 − t1) Rq+ Rp=26C(t2 − t1)2
using Proposition 2.5 and Rq+ Rp=2 = 2 + Rq=2¿ 2.
Remark. (1) It is worth remarking that the moment generating function of the random
variable
m∑
j=1
0j
∞∑
i=1
 i(B
(i)
tj )
2
is equal to
exp
( ∞∑
k=1
(
2k IkJk
2k
)
uk
)
;
where Ik and Jk are de0ned above. We did not 0nd such a formula in the literature.
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(2) The tightness criterion used here is not suGcient to prove the result for h square
integrable. In case of random walks in random scenery (see Bolthausen, 1989) a
maximal inequality was obtained using the fact that conditioned on A, (Sk )k¿0 is
a sequence of associated random variables. It does not work at all in our case.
4. Case of nondegenerate kernel
In this section the kernel h is not assumed degenerate, except this we keep the same
hypotheses as in Theorem 1.1.
Theorem 4.1. Let us denote m= Eh(0; (0;1)) and 12 = Eh(0; (0;1))h(0; (1;0)); then{
U[nt] − m[nt]2
21[nt]
√
cn log n
; t ∈ [0; 1]
}
D→{Bt; t ∈ [0; 1]}:
Proof. Using HoeFding decomposition; for x 
=y;
h(x; y) = m+ (g(x)− m) + (g(y)− m) + (x; y);
where g(x) = E(h(x; y)|x) and  is a degenerate kernel.
Now using this decomposition, we get:
U[nt] =m([nt] + 1)2 − mV[nt] +
∑
x∈Z2
N[nt](x)2(h(x; x)− 2(g(x)− m))
+2([nt] + 1)
∑
x∈Z2
N[nt](x)(g(x)− m) +
∑
x =y
N[nt](x)N[nt](y)(x; y)
=m([nt] + 1)2 − mV[nt] +
∑
x∈Z2
N[nt](x)2(h(x; x)− 2(g(x)− m))
+2([nt] + 1)
[nt]∑
k=0
(g(Sk )− m) +
∑
x =y
N[nt](x)N[nt](y)(x; y):
Now, using results of Section 3, it is easy to prove that
1
n
√
n log n

∑
x =y
N[nt](x)N[nt](y)(x; y)+
∑
x∈Z2
N[nt](x)2(h(x; x)−2(g(x)−m))


converges in probability to 0 as n → ∞. Using Bolthausen’s Theorem (Bolthausen,
1989),{√
#(detQ)1=4
1
√
n log (n)
[nt]∑
k=0
(g(Sk )− m); t ∈ [0; 1]
}
D→{Bt; t ∈ [0; 1]};
then the result follows.
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5. Transient case
In this section we consider the particular case when (Sn)n¿0 is a transient Zd-random
walk keeping the same hypotheses on the random scenery and the kernel h as in the
introduction. Let us denote
G(0; 0) =
∞∑
k=0
P(Sk = 0)
and we de0ne the random variables Un; n¿ 1, with values in D[0; 1], by
Un(t) =
1
<n
U[nt];
where <= 2G(0; 0)− 1.
Theorem 5.1. Let (B(i)t )t∈[0;1]; i¿ 1 be a sequence of independent Brownian motions.
Then;
Un =
{
1
<n
U[nt]; t ∈ [0; 1]
}
D→
{ ∞∑
i=1
 i(B
(i)
t )
2; t ∈ [0; 1]
}
:
The proof of this theorem is similar to the proof of Theorem 1.1, the only thing we
need to prove is a strong law of large numbers for the self-intersection local time Vn.
There are many ways of proving it, the proof of the next proposition is inspired of the
one given in Lewis (1993). Another proof using BirkhoF’s Theorem can be found in
Kesten and Spitzer (1979).
Proposition 5.2. As n→∞;
Vn
n
→ 2G(0; 0)− 1 a:s:
Proof. Since the walk is assumed transient; as n→∞;
E(Vn)
n
→ 2G(0; 0)− 1:
Now; for every 06m¡n; let us de0ne the process
Wm;n =−
n∑
i; j=m
1{Si=Sj}
Then; for all 06 l¡m¡n;
Wl;n6Wl;m +Wm;n
and (Wm;n)m;n is a subadditive sequence which satis0es all the conditions of Theorem
5 of Kingman (1968). Then;
lim
n→∞
Vn
n
= 2G(0; 0)− 1 a:s:
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Remark. Following the ideas developed in the previous section and using Remark 3
in Kesten and Spitzer (1979) about transient random walks in a random scenery; we
obtain a functional limit theorem for a nondegenerate U -statistics indexed by a transient
Zd-random walk; i.e.{
U[nt] − m[nt]2
21[nt]
√
<n
; t ∈ [0; 1]
}
D→{Bt; t ∈ [0; 1]}
where m and 1 are de0ned as in Theorem 4.1.
6. Open problems
Kesten and Spitzer (1979) especially proved the following result: let (Sk)k¿0 be a
simple random walk on Z and (x)x∈Z a sequence of independent and identically dis-
tributed random variables, centered with 0nite variance. They assumed that the random
scenery and the random walk are independent of each other. Then, the process
1
n3=4
[nt]∑
k=0
Sk
converges weakly to a non-Gaussian process. If we now consider a U -statistic as
de0ned in the 0rst section indexed by a simple Z-random walk, we conjecture that
1
n3=2
[nt]∑
i; j=0
h(Si ; Sj)
converges weakly to the nondegenerate process
=t =
∞∑
i=1
 i
(∫ ∞
0
Lt(x) dB
(i)
+ (x) +
∫ ∞
0
Lt(−x) dB(i)− (x)
)2
;
where Lt(x) is the local time at the point x∈R of a Brownian motion (Wt)t¿0 and for
every i¿ 1, (B(i)+ (t))t¿0 and (B
(i)
− (t))t¿0 are two sequences of independent Brownian
motions independent of each other and independent of (Wt)t¿0.
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