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Abstrakt
Tato práce se věnuje problematice klasifikace modelu automobilu z obrazu. Popisuje několik
metod, jako konvoluční neuronové sítě, metody omezené na přední/zadní pohled a metody
využívající 3D CAD modely. Z těchto přístupů si vybírá konvoluční neuronové sítě, kterým
se dále věnuje. Práce obsahuje popis jednotlivých vrstev, ze kterých se taková síť skládá. V
praktické části je popsán postup, jakým byl vytvořen klasifikátor, který má přesnost 80,7 %.
Pro účely ověření funkčnosti byla vytvořena datová sada obsahující 1 034 fotografií. Práce
dále experimentuje s různými architekturami a vyhodnocuje jejich přesnost. Součástí práce
je program, který díky detektoru automobilu najde ve videu vozidla a v daném videu je
označí čtverečkem a popisem modelem automobilu.
Abstract
This thesis deals with classification of a car model from an image. It describes several
methods, such as convolutional neural networks, methods limited to the fron/rear view and
methods using 3D CAD models. From these approaches it chooses convolutional neural
networks, which it further deals with. The work contains a description of the individual
layers of which such a network consists. The practical part describes the procedure by
which the classifier, that has an accuracy of 80.7 %, was created. A dataset containing 1 034
photos was created to verify functionality. The work further experiments with different
architectures and evaluates their accuracy. The work contains a program which, thanks to
the car detector, finds the vehicle in the video and marks it with a square and a description
of the car model in the given video.
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Cílem této práce je vytvořit klasifikátor, který na základě fotografie automobilu určí, o
který model automobilu se jedná. Takový klasifikátor se dá použít např. ke zjišťování sta-
tistik o vozovém parku, nebo může být používán bezpečnostními složkami k automatické
kontrole zákazu vjezdu různým typům vozidel (např. SUV do center měst nebo kamio-
nům na dálnice). Tato práce se zaměřuje na fotografie z dohledové kamery, které jsou dnes
běžně umístěny na mýtných branách nebo na stožárech lamp. Pro využití tohoto řešení tedy
nebude nutné instalovat dodatečné kamery nebo jiná zařízení, je plně funkční při využití
dnešní infrastruktury a s běžnými výpočetními kapacitami. Výsledný klasifikátor by měl
rozlišovat mezi výrobcem a modelem automobilu.
Musel jsem se vypořádat s hledáním existujících přístupů ke klasifikaci modelu auto-
mobilu. Potřeboval jsem najít takový způsob, který bude umět rozlišovat mezi co největším
množstvím tříd s co největší přesností. Ruku v ruce s hledáním vhodných přístupů jsem
hledal vhodnou datovou sadu, která by obsahovala fotografie aut, jež se podobají pohledu
z dohledových kamer na stožárech podél silnic. Dalším kritériem pro hledanou datovou
sadu bylo, že by měla vzniknout v Evropě, protože složení vozových parků v Evropě a
například v USA je značně odlišné. Volbu přístupu ke klasifikaci a volbu datové sady jsem
nevnímal jako dva samostatné procesy, nýbrž pro každou metodu jsem hledal vhodné da-
tové sady. Po nalezení vhodné datové sady a vybrání přístupu, který použiji, jsem hledal
technologie, na kterých tento klasifikátor postavím. Použité technologie jsem vybíral tak,
aby byly dostatečně vysokoúrovňové a aby mi, jakožto vývojáři, co nejvíce usnadnily práci.
Po vybrání technologií jsem hledal prostředky, na kterých tyto technologie spustím. Tréno-
vání klasifikátoru je obecně výpočetně náročné, obzvlášť pro obrazová data. Nejprve jsem
zkoušel trénování na běžném notebooku, poté jsem přidal akceleraci pomocí grafické karty.
Vyzkoušel jsem cloudové výpočetní zdroje komerčních firem a nakonec i národní grido-
vou infrastrukturu – Metacentrum. Po vybrání přístupu, datové sady i technologií jsem
klasifikátor navrhl a natrénoval. Navrhl jsem vlastní architektury, ale taky jsem přebíral
architektury již existující. Provedením mnoha experimentů jsem se snažil dosáhnout co
nejlepší úspěšnosti mého řešení. Povedlo se mi dosáhnout úspěšnosti 80,7 %.
V rámci této práce jsem vytvořil vlastní dílčí datovou sadu, která obsahuje 1 034 fo-
tografií automobilů z 36 různých tříd. Tato datová sada je vhodná pro ověření schopnosti
generalizace klasifikátoru. Mé řešení mělo na této vlastní datové sadě Top-5 úspěšnost
93,5 %. Data jsem získával z videozáznamu, který jsem pořídil v Brně. Fotografie automo-
bilů jsem získal automaticky díky detektoru vozidel. Jednotlivým fotografiím jsem následně
ručně přiřadil třídu.
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První dvě kapitoly této práce se věnují teoretické části. Zbývající kapitoly popisují mé
řešení a vyhodnocení úspěšnosti. V kapitole 2 rozebírám existující přístupy k problému
klasifikace modelu automobilu z obrazu. Uvádím tři možnosti: konvoluční neuronové sítě,
metody omezené na přední/zadní pohled a metody založené na 3D CAD modelech. Ve
zbytku této práce se zaměřím na práci s konvolučními neuronovými sítěmi. V kapitole 3
popisuji jednotlivé části, ze kterých se taková síť skládá. Kapitola 4 obsahuje popis, jak
jsem postupoval při tvorbě a trénování mého klasifikátoru. V této kapitole se mimo jiné
zabývám použitými technologiemi, které jsem si pro tvorbu klasifikátoru vybral (Python,
Tensorflow, OpenCV. . . ). Tvorbou vlastní datové sady se zabývám v kapitole 5. V této
kapitole se zabývám také vyhodnocením úspěšnosti mého výsledného klasifikátoru na vlastní
datové sadě. Na závěr v kapitole 6 provádím experimenty, během kterých se zaměřuji na
architekturu konvoluční neuronové sítě a úpravy trénovacích dat.
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Kapitola 2
Existující přístupy k rozpoznání
modelu automobilu v obraze
V následující kapitole budou nastíněny známé možnosti, jak se s problémem klasifikace mo-
delu automobilu můžeme vypořádat. Pod pojmem klasifikace modelu automobilu myslíme
rozpoznání výrobce, modelu a generace (roku výroby) daného automobilu. Tato kombinace
je také někdy označována jako „jemnozrnná“ klasifikace.
Úkol jemnozrnné klasifikace modelu automobilu se oproti jiným klasifikačním úlohám
může opřít o to, že všechny automobily mají určité společné vlastnosti. Některé metody
se spoléhají na detekci registrační značky a klasifikaci objektů kolem ní, jiné metody se
spoléhají na světlomety a názarníkovou oblast. Na druhou stranu přístupy nezávislé na
úhlu pohledu se nemohou spolehnout na detekci těchto částí automobilu.
Problémem při klasifikaci modelu automobilu je to, že jsou si mnohé modely automobilů
vizuálně velmi podobné.
2.1 Konvoluční neuronové sítě
Konvoluční neuronové sítě jsou systémy, na jejichž vstupu je obrázek a na výstupu je pre-
dikce třídy. V porovnání s tradičními způsoby, které jsou závislé na ručně navržené extrakci
příznaků, konvoluční neuronové sítě provádí extrakci příznaků automaticky.
Práce Fine-Grained Vehicle Model Recognition Using A Coarse-to-Fine Convolutional
Neural Network Architecture [12] ke klasifikaci modelu automobilu používá konvoluční neu-
ronové sítě a SVM klasifikátor [11]. Tento model je omezen na čelní pohled. Nejprve se na
vstupním obrázku identifikují části pomocí konvoluční neuronové sítě. Další dvě konvoluční
sítě slouží ke klasifikaci světlometů a nárazníkové zóny. Výstupy těchto tří neuronových sítí
slouží jako vstupy do SVM klasifikátoru, který tvoří finální predikci. Autoři této metody
dosáhli úspěšnosti 98,29 % při rozlišování 281 tříd automobilů.
Metoda popsaná v článcích [34] a [36] ke klasifikaci využívá konvoluční neuronové sítě.
Vylepšením tohoto postupu je úprava fotografie před samotným vstupem do neuronové sítě,
kdy se provádí operace unbox. Nejprve se kolem automobilu sestaví 3D kvádr (bounding box),
tyto boxy umožní identifikovat přední/zadní (F), boční (S) a střešní stěnu (R) vozidla.
Stěny tohoto 3D bounding boxu jsou v operaci unbox použity k normalizaci fotografie
automobilu, během které se tyto stěny „rozbalí“ do roviny (U). Horní levá podmatice je
vyplněna nulami. Ukázka této metody je na obrázku 2.1.
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Obrázek 2.1: Příklad vstupní fotografie (vlevo), 3D bounding box (uprostřed) a normalizo-







Konstrukce 3D bounding boxu okolo automobilu na původní fotografii je kritické pro
správné fungování této metody. Práce Automatic Camera Calibration for Traffic Understan-
ding [10] přináší způsob, jak tyto bounding boxy automaticky získat na základě informace
o konturách vozidla.
Ve výše zmíněných článcích [34, 36] autoři dosáhli zlepšení úspěšnosti klasifikace u
určitých architektur konvolučních neuronových sítí až o 12 procentních bodů.
2.2 Metody omezené na přední/zadní pohled
Metoda popsaná v článku Multi-class Vehicle Type Recognition System [8] je omezená na
fotografie přední nebo zadní strany automobilu. Principem této metody je detekce pozná-
vací značky automobilu a extrakce příznaků v okolí kolem poznávací značky. Tyto příznaky
(jako světla, nárazník, obrysy výdechu chladiče atd. . . ) se ukázaly jako dostatečně diskri-
minativní.
Tato metoda pracuje pouze s černobílými obrázky. Každý model automobilu má svůj
prototyp (obrázek přední/zadní strany). Všechny prototypy mají předem daný rozměr, v
tomto případě 600 × 252 pixelů. Na trénovacím obrázku se nejprve detekuje poznávací
značka. Pozice značky je popsána čtveřicí bodů (rohů značky) {𝐴,𝐵,𝐶,𝐷}. Poté je na
obrázek aplikována transformace, po které budou rohy značky na požadovaných bodech
{𝐴′, 𝐵′, 𝐶 ′, 𝐷′}. Příklad prototypu je na obrázku 2.2. Na tento prototyp se použijí Sobe-
lovy filtry k získání směru a velikosti gradientu v každém bodě. Pro klasifikaci modelu
automobilu je použitý algoritmus nejbližšího souseda.
Přistup popsaný v článku Vehicle model recognition using geometry and appearance of
car emblems from rear view images [26] je omezen na pohled na zadní stranu automo-
bilu. Metoda nejprve detekuje poznávací značku automobilu a normalizuje fotografii po-
mocí transformace popsané výše. Postup se skládá ze tří kroků. V každém kroku se výběr
možných tříd omezuje, až nakonec v posledním kroku je vybrána jedna třída. Nejprve se
klasifikuje výrobce automobilu podle loga, poté je určen model automobilu omezený výbě-
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Obrázek 2.2: Příklad vstupní fotografie a jeho prototypu. Převzato z článku Multi-class
Vehicle Type Recognition System [8].
rem modelů daného výrobce, nakonec se určí generace (rok výroby) podle geometrie. Tato
metoda používá k extrakci příznaků histogram orientovaných gradientů (HOG) [9] a ke kla-
sifikaci používá lineární SVM [11] klasifikátor. Autoři dosáhli úspěšnosti 94 % na datasetu
obsahujícím 8 výrobců, 28 modelů a 52 různých generací (tříd).
2.3 Metody založené na 3D CAD modelech
Lin a kolektiv ve své práci Jointly Optimizing 3D Model Fitting and Fine-Grained Clas-
sification [24] navrhli iterativní algoritmus skládající se z následujících kroků (viz obrázek
2.3):
1. Nový obrázek na vstupu
2. Detekce částí automobilu pomocí DPM (Deformable part model) [13]
3. Odhad orientačních bodů v obraze vytvořený předtrénovaným regresním modelem
na základě odhadnutých částí z bodu 2, inicializace 3D modelu predikované třídy
náhodným 3D modelem
4. Porovnání orientačních bodů z 3D modelu s orientačními body z obrazu
5. Extrakce příznaků s využitím histogramu orientovaných gradientů (HOG) [9] a Fisher
vektoru [28]
6. Nový odhad třídy podle Support Vector Machine (SVM) [11], načtení 3D modelu nově
predikované třídy, skok na bod 4, dokud model nekonverguje
Tato metoda je použitelná pro fotografie pořízené z libovolného úhlu, což je podstatná
změna oproti metodám založených na detekci poznávací značky automobilu (viz kapitola
2.2). Problémem této metody je náročné vytváření datasetu, který je potřeba k vytvoření
dostatečně robustního modelu. Dataset vytvořený pro tento výzkum (FG3DCar) [24] ob-
sahuje 300 obrázků ze 30 tříd. Na každém obrázku bylo ručně vyznačeno 64 orientačních
bodů. Pro každou třídu musí být dostupný odpovídající CAD model. Vytváření datasetu
pro konvoluční neuronovou síť (viz kategorie 3) je snazší, protože stačí zařadit fotografii do
jedné z tříd.
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(1) Vstupní obrázek (2) Detekce částí (3) Odhad orientačních bodů
(4) Porovnání 3D modelu (5) Extrakce příznaků (6) SVM klasifikace
Predikovaná třída
Obrázek 2.3: Princip iterativního modelu založeném na 3D CAD modelech. Převzato z




Pro klasifikaci obrazu jsou vhodné konvoluční neuronové sítě [27]. Projekt ImageNet [21]
vytvořil databázi pro klasifikaci obrázků do 22 000 různých tříd. Databáze ImageNet1 ob-
sahuje více než 14 milionů lidmi kategorizovaných obrázků, které jsou reálné a ve vysokém
rozlišení (průměrně 482×418 px2). Od roku 2010 se každoročně koná soutěž The ImageNet
Large Scale Visual Recognition Challenge (ILSVRC) [30], které se pravidelně zúčastňují
zástupci významných vědeckých i průmyslových institucí. Jedním z problémů, které se na
ILSVRC řeší, je klasifikace obrazu. Všechny týmy dostanou určitou podmnožinu ImageNet
databáze, na které trénují své modely. Každým rokem se úspěšnost vítězného modelu zlep-
šuje a dnes je přesnost těchto modelů dokonce lepší než přesnost člověka [17]. V roce 2012
byl v klasifikaci obrazu poprvé nejlepší model, který používal konvoluční neuronové sítě.
Tento model – AlexNet [18] – i vítězové v letech následujících (jako VGG [33], GoogLeNet
[39], ResNet [19] a další. . . ) používají konvoluční neuronové sítě. Úspěšnost vybraných mo-
delů spolu s úspěšností člověka (5 %) je zobrazena na obrázku 3.1, který zobrazuje Top-5
chybovost, což je pravděpodobnost, že daný model nezařadil správnou třídu mezi 5 neprav-
děpodobnějších tříd. Pro vyjádření pravděpodobnosti, že model nedal správné třídě nejvyšší
skóre, se používá pojem Top-1 chybovost.
V konvolučních neuronových sítích se vstupní vektor posílá do konvoluční vrstvy, kde
probíhá 2D konvoluce. Výsledek konvoluce se po aplikaci aktivační funkce (typicky ReLu)
dále posílá do tzv. pooling vrstvy, kde se snižuje velikost dimenzí. Bloky tvořené konvoluční
vrstvou, aktivační funkcí a pooling vrstvou se typicky několikrát opakují. Výsledek poslední
konvoluční vrstvy se převede do 1D vektoru (Flatten vrstva) a tato data jsou vstupem
do plně propojené vrstvy následované aktivační funkcí. Plně propojených vrstev spolu s
aktivační funkcí může být více. Poslední plně propojená vrstva je následovaná aktivační
funkcí Sigmoid a má takový počet neuronů, kolik existuje různých tříd v klasifikační úloze.
Detailní popis jednotlivých vrstev najdete níže v této kapitole.
V kapitole 4 se budeme zabývat právě použitím konvolučních neuronových sítí pro úlohu
klasifikace modelu automobilu v obraze. Budeme postupovat obdobně, jako kdybychom





























































Obrázek 3.1: Chybovost vybraných konvolučních sítí. Zdroj dat: edge-ai-vision.com [5]
3.1 Konvoluce pro počítačové vidění
Konvoluční vrstva slouží k vytvoření mapy příznaků (feature map). Konvoluce přibližuje
princip klasifikace obrazu tomu, jak lidský mozek klasifikuje obraz. [15] Člověk většinu dat
zahodí a pracuje pouze s příznaky. (Při identifikaci obličeje to může být nos, ústa, oko a
podobně. . . ) Matematický zápis 2D konvoluce najdeme v rovnici 3.1, kde I je výška a J je
šířka konvolučního jádra.









ℎ[𝑚,𝑛]𝑥[𝑘 −𝑚, 𝑙 − 𝑛] (3.1)
𝐻 =
⎛⎝ 1 2 10 0 0
−1 −2 −1
⎞⎠ (3.2)
Příkladem matice konvolučního jádra je matice H z rovnice 3.2. Tato matice je tzv.
Sobelův operátor a slouží jako detektor horizontálních hran. Příklad aplikace Sobelových
operátorů je na obrázku 3.2. Úpravou vah v konvolučním jádru můžeme získat detektor
hran v libovolném směru. Pokud se posuneme hlouběji do konvoluční neuronové sítě, násle-
dující vrstvy se mohou aktivovat pouze, pokud detekují určitý vzor. Např. určitá množina
hran, která tvoří daný vzor. Tyto vzory pak jsou vstupem pro další vrstvy neuronové sítě,
které z těchto vzorů mohou tvořit komplexnější vzory, nebo rovnou celé objekty. Takto se
tvoří příznaky, které jsou poté vstupem do plně propojené vrstvy. V kontextu konvolučních
neuronových sítí se někdy o konvolučním jádru hovoří jako o detektoru příznaků.
V konvolučních neuronových sítích se v konvolučních vrstvách používá vícero konvoluč-
ních jader. Výstupem této vrstvy je několik příznakových map (pro každé konvoluční jádro
jedna). Během procesu trénování (vit kapitola 3.6) se konvoluční jádra mění podle potřeb.
Běžným příkladem rozměru konvolučního jádra používaným v konvolučních neuronových
sítích je filtr o rozměru 3 × 3 × 3, který představuje 3 × 3 filtr přes všechny 3 barevné
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Obrázek 3.2: Lenna a aplikace detektoru horizontálních hran (uprostřed) a vertikálních
hran (vpravo). Převzato z článku Introduction to Convolutional Neural Networks [43].
složky najednou. Konvoluční jádra s takovým rozměrem můžeme najít třeba v síti ResNet
[19], která obsahuje desítky takovýchto konvolučních vrstev. Dalšími běžnými rozměry jsou
5 × 5 a 7 × 7. S konvolučními jádry větších rozměrů se v konvolučních neuronových sítích
setkáváme výjimečně. Konvoluční vrstvy typicky bývají následované aktivační funkcí ReLU
[25] kvůli potlačení linearity.
Konvoluční vrstva může taky snižovat rozměry dat. Pokud nastavíme krok (strides)
vyšší než 1, výrazně zredukujeme rozměry. Pro krok 2 se výška i šířka sníží na polovinu.
Této vlastnosti se ale spíše využívá u následující pooling vrstvy.
3.2 Pooling vrstva
Pooling vrstva (někdy též subsamplingová vrstva či sdružovací vrstva) v konvolučních neu-
ronových sítích zajišťuje invarianci vůči posunu a do velké míry je zodpovědná za schopnost
generalizovat při klasifikačních úlohách. Pooling vrstva redukuje množství parametrů prou-
dících v síti, což je vidět na obrázku 3.4.
Na vstupu pooling vrstvy je výstup předchozí vrstvy (zpravidla konvoluční vrstvy –
příznaková mapa). Pooling při každém kroku pracuje pouze s odpovídající podmaticí pří-
znakové mapy, z ní vybere maximální hodnotu a tuto hodnotu pak uloží na odpovídající
místo na výstupní matici mapy sdružených příznaků. Poolingu existuje více druhů. V praxi
se nejvíce používá max pooling, který vybírá maximální hodnotu z dané podmatice. Dal-
ším typem je average pooling, který počítá aritmetrický průměr hodnot v dané podmatici.
Sum pooling vyrobí z dané podmatice součet všech hodnot (sumu). Názorný příklad max
poolingu je na obrázku 3.3.
Velikost masky je často 2×2 (např. pro síť ResNet [19]). Dalším parametrem této vrsty
je krok (strides), se kterým se tato maska „posouvá“ po vstupní matici. Výhodou poo-
ling vrstvy je, že zachová informaci o výskytu příznaků, které nás zajímají. Tento výskyt
příznaků je ve výstupní matici reprezentován vysokými hodnotami. Zároveň se použitím
pooling vrstvy zbavíme většiny informací o příznacích, které nehledáme, což je dobrá pre-
vence proti přetrénování.
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Obrázek 3.3: Příklad max poolingu. Převzato z computersciencewiki.org [2].
Obrázek 3.4: Ukázka zmenšení toku dat v síti díky pooling vrstvě. Převzato z computer-
sciencewiki.org [2].
3.3 Plně propojená vrstva
Po poslední pooling vrstvě je nutné data transformovat tak, aby mohla být použita jako
vstup do plně propojené vrstvy. Toto nám zajistí tzv. Flatten vrstva (zplošťující vrstva),
která hodnoty z příznakových map umístí do jednoho vektoru.
Výstup flatten vrstvy jde do klasické neuronové sítě. Ta se skládá ze vstupní vrstvy,
plně propojené vrstvy (někdy tzv. skrytá vrstva) a výstupní vrstvy. Schéma neuronové sítě
je na obrázku 3.5. Úkolem těchto vrstev je vytvořit predikci třídy na základě informací o
příznacích, které byly zjištěny v konvolučních vrstvách. Každá vrstva se skládá z předem
daného počtu neuronů. Každý neuron je propojený se všemi neurony v předchozí vrstvě.
Výstupní vrstva má tolik neuronů, kolik tříd požadujeme klasifikovat. Za výstupní vrstvou
bývá ještě aktivační funkce softmax, která zaručí, že součet výstupů z těchto neuronů bude
roven 1 a tyto výstupy tedy můžeme brát jako pravděpodobnosti. Výslednou hodnotu pak
bereme jako pravděpodobnost, že obrázek na vstupu odpovídá právě té třídě, kterou daný
neuron reprezentuje. Za ostatními plně propojenými vrstvami bývá aktivační funkce ReLU
[25] kvůli potlačení linearity.
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Obrázek 3.5: Ukázka plně propojené vrstvy (vlevo) a stejná síť po aplikaci dropout (vpravo)
3.4 Dropout
Dropout vrstva je aktivní při trénování sítě a jejím účelem je ignorovat určitá data s pře-
dem danou pravděpodobností. Na výstupu dropout vrstvy jsou stejné informace jako na
jejím vstupu, ale při každém stádiu trénování se vyberou informace, které se „zakryjí“ pro
následující vrstvu. Ukázku použití dropout vrstvy můžeme vidět na schématu z obrázku
3.5 (vpravo). Dropout vrstva se vkládá mezi jednotlivé plně propojené vrstvy, ale v konvo-
lučních neuronových sítích se často vkládá také za pooling vrstvu, kde tvoří šum v obraze.
Smyslem použití dropout vrstvy [37] je zabránění přetrénování (overfitting). Pokud se
při trénování použije dropout, tak neuronová síť má tendenci rozpoznat více robustní pří-
znaky, které jsou užitečné při použití s mnoha náhodně vybranými podmnožinami zbylých
neuronů. Použití dropout vrstvy může až zvojnásobit počet iterací potřebných ke konver-
genci. Na druhou stranu proces trénování je pro jednotlivé etapy rychlejší, než při použití
všech neuronů z předchozí vrstvy [7]. Dropout vrstva má jeden parametr a tím je pravdě-
podobnost, se kterou dojde k „zakrytí“ daného neuronu.
3.5 Global average pooling vrstva
Global average pooling vrstva [23] (zkráceně někdy GAP) je vrstva použitá v architekturách
GoogLeNet a jiných z ní vycházejících (viz kapitola 4.4.2). Jedná se o vrstvu, která se
nachází místo plně propojených vrstev (tzn. za poslední konvoluční vrstvou nebo za poslední
pooling vrstvou). Nevýhodou plně propojených vrstev na konci konvenčních konvolučních
neuronových sítí je, že mají příliš mnoho parametrů, je výpočetně (a časově) náročné je
natrénovat a navíc mají tendenci způsobovat přetrénování.
Hlavní myšlenkou použití global average pooling vrstvy je vytvoření jedné mapy pří-
znaků pro každou třídu. V konvenčních architekturách (jako VGG16, ResNet, AlexNet. . . )
je výstup poslední konvoluční vrstvy (vektor map příznaků) vstupem do plně propojených





























Obrázek 3.6: Ukázka architektury konvoluční neuronové sítě s využitím plně propojené








Obrázek 3.7: Ukázka architektury konvoluční neuronové sítě s využitím global average poo-
ling vrstvy (bez využití plně propojené vrstvy)
znaků vznikne jeden skalár. Tyto sklaláry jsou seřazeny do vektoru a tento vektor průměrů
příznakových map slouží jako vstup do vrstvy, která aplikuje aktivační funkci softmax.
Výhodou použití global average pooling vrsty je, že tato vrstva nemá žádný parametr,
který by se optimalizoval. Oproti tomu plně propojené vrstvy na konci konvenčních ar-
chitektur mají podstatný počet parametrů. Např. v klasické VGG 16 architekruře (která
používá plně propojené vrstvy na konci, viz kapitola 4.4.2) tvoří parametry plně propoje-
ných vrstev 89, 4% všech parametrů. Tím, že snížíme počet parametrů sítě, zlepšíme její
schopnost generalizace a snížíme náchylnost k přetrénování. Architektura ResNet k tomuto
problému přistupuje kompromisně tak, že používá global average pooling vrstvu a za ní je
jedna plně propojená vrstva, která má pro každou třídu jeden perceptron s aktivační funkcí
softmax.
Na obrázku 3.6 najdete schéma architektury konvoluční neuronové sítě, která používá
plně propojenou vrstvu pro porovnání s obrázkem 3.7, který znázorňuje síť, která pou-
















Obrázek 3.8: Schéma fungování global average pooling vrstvy
3.6 Trénování
Pod pojmem trénování neuronové sítě myslíme proces, při kterém se upravují parametry
neuronové sítě (váhy, biasy) tak, abychom minimalizovali ztrátovou funkci loss function
na daném trénovacím datasetu, který se skládá z trénovacích fotografií a jím odpovídají-
cích označení tříd (label). Trénování neuronové sítě je iterativní proces, který se zkládá z
dopředné propagace (forwardpropagation) a zpětné propagace (backpropagation) .
Dopředná propagace je proces, při kterém jsou neuronové síti předložena nová data.
Jednotlivé neurony berou informaci z neuronů v předchozí vrstvě, aplikují svou transformaci
spolu s aktivační funkcí a posílají data do neuronů v další vrstvě. Jakmile se data dostanou
až do poslední vrstvy, tak v této poslední vrstvě vznikne predikce jejich třídy. [40]
K vyčíslení toho, jak dobré nebo špatné jsou predikce neuronové sítě, se používá ztrátová
funkce. Tato funkce měří to, jak „vzdálené“ jsou predikované třídy od tříd skutečných. Tyto
skutečné třídy známe, protože se jedná o učení s učitelem a skutečné třídy jsou součástí
trénovacího datasetu. Trénování neuronové sítě je optimalizační úloha a naším cílem je,
aby hodnota ztrátové funkce byla rovna 0 (tzn. aby nebyl rozdíl mezi predikovanými a
skutečnými třídami).
Po spočítání ztrátové funkce se hodnota této funkce propaguje zpátky do jednotlivých
neuronů. Směrem od výstupní vrstvy, přes skryté vrstvy, až do vstupní vrstvy. Do různých
neuronů ve skrytých vrstvách se dostane různá hodnota ztrátové funkce podle toho, jak velký
podíl na původní ztrátové funkci měl daný neuron. Takto se informace o chybě dostane skrz
všechny vrstvy. Každý neuron má informaci o tom, jak velkým dílem se podílel na původní
hodnotě ztrátové funkce.
Nyní, když každý perceptron (model neuronu) má informaci o svém podílu na hodnotě
ztrátové funkce, nastává čas pro algoritmus zvaný gradient descent [29]. Tento optimalizační
algoritmus mění parametry v neuronové síti malými kroky opačným směrem, než je gradient
ztrátové funkce. V tomto směru se očekává globální minimum ztrátové funkce. Tato úprava
parametrů probíhá pro každou dávku dat (batch) podaný neuronové síti při trénování. Při
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každé dávce se směr gradientu (a tudíž i posunu argumentů sítě) může měnit. Toto se děje
iterativně pro všechny dávky dat ve všech iteracích.
Trénování probíhá na trénovacích datech. Pro ověření úspěšnosti na neviděných datech
slouží validační data. Validační data jsou typicky části datasetu, která neslouží pro trénování
sítě, ale po každé iteraci se pošlou k vyhodnocení. Úspěšnosti na těchto neviděných datech se
říká validační úspěšnost. V ideálním případě trénovací i validační úspěšnost rostou v každé
iteraci a jejich hodnoty jsou podobné. Reálně ale často dochází k přetrénování, které se
vyznačuje tím, že testovací úspěšnost je znatelně lepší než validační úspěšnost. Přetrénování
je známkou toho, že model nedokáže dobře generalizovat. Zabránit přetrénování se dá např.
zjednodušením modelu, rozšířením trénovacích dat, použitím data augmentation metod




Návrh řešení pro klasifikaci
modelu automobilu
Cílem této práce je implementovat klasifikátor pro klasifikaci modelu automobilu. Tento
systém na vstupu dostane fotografii automobilu (pořízenou z libovolného úhlu) a na výstupu
určí výrobce automobilu a jeho model.
Tato práce je zaměřena na klasifikátory implementované pomocí konvolučních neuro-
nových sítí v programovacím jazyce Python 3. Pro tvorbu těchto neuronových sítí budeme
používat knihovnu Tensorflow, která zpřístupňuje vysokoúrovňové rozhraní. Výpočty bu-
deme provádět ve výpočetních centrech Google Colab a Metacentrum.
4.1 Datová sada
Mít vhodnou datovou sadu je klíčové pro úlohy v oblasti strojového učení. Existuje několik
datových sad, které jsou určené pro detekci vozidel, nebo pro klasifikaci modelu automobilu
pomocí různých metod (viz kapitola 2). Např. dataset FG3DCar [24] obsahuje 300 foto-
grafií automobilů, které jsou patřičně označeny typem automobilu pro jemnozrnnou klasi-
fikaci. Tento dataset je ale vytvořený pro klasifikaci na základě 3D CAD modelů. Obsahuje
mimo jiné ručně označené orientační body, které jsou použity při klasifikaci s využitím 3D
CAD modelů. Dataset vytvořený ke článku Exploiting effects of parts in fine-grained ca-
tegorization of vehicles [22] je zaměřený na čelní pohled na automobil, což je k trénování
klasifikátoru schopného klasifikace na fotografiích z libovolného úhlu nevhodné.
Dataset Cars1, který byl vytvořený k článku 3D Object Representations for Fine-
Grained Categorization [20], obsahuje přes 16 tisíc fotografií automobilů z různých úhlů.
Yang [44] zveřejnil dataset CompCars2, který obsahuje přes 136 tisíc fotografií rozdělených
do 1 700 tříd.
Dataset BoxCars116k [35] je zaměřený na pohled z dopravních kamer, které mohou
být umístěny např. na lampách nebo mýtných branách. Tento pohled je specifický vyšší
výškou kamery a relativně malým rozlišením automobilu. Fotografie zachycují automobily
z různých úhlů pohledu (zepředu, zboku i zezadu). Fotografie byly pořízeny z videozáznamu
více než 100 dopravních kamer v Brně a okolí. Zachyceno na videu bylo přes 27 tisíc vozidel.





Obrázek 4.1: Série náhodně vybraných fotografií z datasetu BoxCars116k
Pro účely trénování neuronové sítě byla data rozdělena do množiny trénovacích dat a
validačních dat. Každá z 137 kamer byla náhodně přidělena do množiny trénovací nebo
validační. Do trénovací množiny se kamera přidala s pravděpodobností 60 %, do validační
množiny s pravděpodobností 40 %. Třídy byly vytvořeny tak, abychom byli schopni určit
výrobce a model vozidla. Příkladem takovéto třídy je Škoda Fabia. Vyřazeny byly ty třídy,
které měly v trénovacích datech méně než 15 fotografií, nebo ve validačních datech neměly
ani jednu fotografii. Celkem zbylo 99 tříd. V trénovacích datech bylo 68 775 fotografií a ve
validačních datech bylo 24 388 fotografií.
4.2 Použité technologie
4.2.1 Python
Python3 je programovací jazyk, který má široké možnosti využití. Je to multiplatformní
skriptovací jazyk s vysokou mírou abstrakce. Je silně dynamicky typovaný. Pro strojové
učení v Pythonu existuje velké množstí knihoven, které usnadňují práci programátorovi
(např. Keras, Pytorch, Scikit-Neural Network. . . ). Klasifikátor popsaný v této práci je im-
plementován v jazyce Python 3.6.
4.2.2 Tensorflow
Tensorflow4 je open source knihovna pro strojové učení. Tato knihovna využívá systém
grafů datových toků, kde uzly daného grafu představují jednotlivé matematické operace,
zatímco hrany představují data (tenzory). Tato data „proudí“ (flow) mezi danými opera-
cemi. Knihovna Tensorflow byla původně vyvíjena společností Google, ta ji však v roce 2015
vydala veřejně jako open source projekt. Na Tensorflow je třeba nahlížet jako na výpočetní





Conv2D(16, 3, padding=’same’, activation=’relu’, input_shape=(64, 64 ,3)),
MaxPooling2D(),
Conv2D(32, 3, padding=’same’, activation=’relu’),
MaxPooling2D(),











Výpis 4.1: Příklad použití knihovny Tensorflow pro vytvoření konvoluční neuronové sítě.
Převzato z tensorflow.org [1].
rozhraní existují pro Python a jazyk C. Bez zpětné kompatibility existují rozhraní např. pro
C++, Java, Javascript a mnoho dalších. . . Tensorflow podporuje distribuované učení na více
jádrech procesoru zároveň. Pokud máme k dispozici grafickou kartu s architekturou CUDA
(grafické karty Nvidia), tak nám Tensorflow umožňuje snadno akcelerovat výpočty na GPU.
Google také vyvíjí speciální koprocesory TPU (Tensor processing unit), které jsou speciali-
zované na akceleraci strojového učení. Tyto TPU koprocesory jsou veřejně dostupné online
na platformě Google Colab (viz kapitola 4.3.2). Knihovna Tensorflow podporuje akceleraci
pomocí TPU koprocesorů.
V ukázce kódu 4.1 je příklad použití knihovny Tensorflow pro vytvoření konvoluční
neuronové sítě, která na vstupu přijímá obrázky o rozměru 64 × 64 pixelů s hloubkou 3
kanálů. Na tento vstupní obrázek je aplikována 2D konvoluce (viz kapitola 3.1). Při této
konvoluci je použito 16 konvolučních jader. Šířka i výška konvolučních jader je 3. Krok je
nastaven na 1. Na závěr je v této vrstvě aplikována aktivační funkce ReLU. V další vrstvě
probíhá max pooling (viz kapitola 3.2). Použitá velikost mapy pro max pooling je 2 × 2.
Krok je nastaven na 2, takže se výška i šířka výstupních dat sníží na polovinu. Předchozí
kombinace konvoluční vrstvy a max pooling vrstvy se opakuje ještě 2x s tím rozdílem, že
se v každé další konvoluční vrstvě zdvojnásobí počet konvolučních jader. Za poslední max
pooling vrstvou se nachází Flatten vrsta, která vstupní data umístí do jednoho vektoru.
Po ní následuje plně propojená vrstva (viz kapitola 3.3) s 512 neurony a aktivační funkcí
ReLU. Poté následuje poslední vrstva, ve které je jeden neuron, který udává výsledné skóre.
Tento model je vhodný pro binární klasifikaci, protože ve výstupní vrstvě je jeden per-
ceptron. Ve výsledném klasifikátoru použijeme pro každou třídu jeden perceptron v poslední
plně propojené vrstvě, který bude udávat pravděpodobnost dané třídy.
Knihovna Tensorflow mimo jiné usnadňuje implementaci data augmentation (viz kapi-












Výpis 4.2: Příklad použití knihovny Tensorflow pro aplikaci vybraných data augmentation
technik. Převzato z tensorflow.org [3].
převrácení, náhodná změna saturace, náhodná změna jasu, náhodná rotace nebo náhodné
oříznutí obrazu.
V ukázce kódu 4.2 je příklad použití vybraných technik data augmentation. Použití
tohoto objektu třídy ImageDataGenerator umožní načítání trénovacích fotografií a rovnou
aplikaci náhodných transformací na ně. V tomto případě se jedná o normalizaci dat na
hodnoty z intervalu < 0; 1 >, náhodnou rotaci obrazu až o 40∘, náhodný posun obrazu až
o 20 %, zkosení až o 20 %, zoom obrazu až o 20 % a náhodné horizontální převrácení. Více
informací o data augmentation najdete v kapitole 4.5.
4.2.3 NumPy
NumPy je knihovna pro jazyk Python, která implementuje práci s vektory, maticemi a
vícerozměrnými poli. Veškerá data, se kterými pracuji, jsou NumPy pole. Toto usnadňuje
například implementaci vlastních metod data augmentation, knihovna Tensorflow navíc
podporuje práci s NumPy.
4.2.4 OpenCV
OpenCV je knihovna pro usnadnění práce s počítačovou grafikou. Jedná se o open-source
knihovnu, která byla původně vyvíjena společností Intel. Knihovna OpenCV je implemen-
tována v jazyce C++, ale poskytuje rozhraní pro Python i Octave.
4.3 Výpočetní hardware
4.3.1 Vlastní hardware
V rané fázi vývoje klasifikátoru jsem používal vlastní notebook ke trénování neuronové
sítě. Notebook má procesor Intel Core i5 7200U Kaby Lake (2,5 GHz) a grafickou kartu
NVIDIA GeForce GTX 950M. Později jsem vlastní výpočetní hardware používal pouze pro
ověření funkčnosti a vizualizaci trénovacích dat před spuštěním na vzdálených výpočetních
clusterech. Výhodou používání vlastního hardware je, že se nemusí čekat na spuštění úlohy,
jak je tomu na Metacentru (viz kapitola 4.3.3), ale úloha se spustí okamžitě. Další výhodou
je, že data zůstávají uchována na disku a velikost disku v principu není omezena, což byl
problém u Google Colab (viz kapitola 4.3.2).
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4.3.2 Google Colab
Google Colab5 je online služba od společnosti Google pro vývojáře. Služba je zdarma a
umožňuje akceleraci výpočtů pomocí grafických karet Tesla K80 GPU. [14] Google Colab
spouští Python kód, který je ve napsán ve formátu Jupyter Notebook (soubory .ipynb). Tento
formát souboru umožňuje elegantně kombinovat kusy Python kódů a textových poznámek.
Kód je spouštěn na virtuálním stroji, který má kapacitu disku 108 GB a kapacitu RAM
paměti 13 GB. K dispozici jsou předem nainstalované knihovny jako Keras, Tensorflow,
PyTorch nebo OpenCV. V případě potřeby je možno spustit bash příkazy a např. pomocí
příkazu pip nainstalovat další knihovny.
Google Colab poskytuje služby zdarma a je určený především pro studenty. Aby se
zabránilo nezamýšlenému použití této služby, tak každý Google účet může mít najednou
spuštěný maximálně jeden virtuální stroj, uživatel musí být aktivní, maximální doba spuš-
tění každého virtuálního stroje je 12 hodin a data uložená na disku nejsou perzistentní. Pro
trénování klasifikátoru to znamená, že je třeba pokaždé stáhnout a rozbalit datovou sadu.
Na druhou stranu je Google Colab velmi intuitivní a všechny ovladače a verze knihoven i
Pythonu jsou předem vyladěné.
4.3.3 Metacentrum
Ve fázi, kdy jsem měl připravenou datovou sadu a měl jsem vyzkoušenou práci s knihovnami
na zmenšených fotografiích, jsem začal využívat zejména výpočetní výkon poskytovaný
Metacentrem6. Nejprve je nutné vyplnit přihlášku (a prokázat příslušnost k akademické
instituci v České republice) a počkat na její schválení. Poté se na výpočetní klastry přihlašuje
přes SSH.
Na Metacentru existují dva hlavní typy úložišť:
∙ Diskové pole se nachází v /storage. Tento prostor funguje jako primární úložiště
souborů. Toto úložiště je trvalé a soubory zde uložené jsou uloženy permanentně. V
tomto úložišti se nacházejí domovské adresáře, je to vhodné úložiště pro datové sady
a skripty. Pro diskové pole je důležitá především kapacita.
∙ Scratch úložiště se nachází v /scratch. Toto úložiště bývá uloženo na rychlých SSD
discích. Scratch úložiště slouží výhradně jako úložiště pro dočasné soubory během vý-
počtů. Každá úloha má vlastní scratch úložiště a jeho velikost je daná požadavky
uživatele při vkládání nové úlohy. Po spuštění úlohy je dobrým zvykem si zkopíro-
vat datovou sadu z diskového pole do scratch úložiště, protože načítání jednotlivých
souborů je výrazně rychlejší, což má podstatný vliv na celkovou rychlost. Před ukon-
čením úlohy je vhodné si výsledky uložit na diskové pole, protože výsledky zůstanou
perzistentní. Po skončení úlohy se obsah scratch úložiště smaže.
Plánování a spouštění jednotlivých úloh má na starosti software Portable Batch System
(PBS). Tento systém má dva základní typy úloh:
∙ Interaktivní úloha umožňuje alokaci potřebných zdrojů (počet CPU, GPU, ve-
likost RAM, velikost scratch úložiště. . . ) a zbytek je na uživateli, který úlohu řídí




a hledání chyb. Pro běžné spouštění výpočtů ale moc vhodné nejsou, protože uži-
vatel musí čekat, dokud jeho úloha nebude spuštěna a poté se musí čekat na vstup
uživatele. Zároveň je třeba mít po celou dobu běhu úlohy spuštěný terminál s SSH
připojením. Pokud se připojení přeruší, celý běh úlohy se zastaví a výpočetní zdroje
budou uživateli odebrány.
∙ Dávková úloha je reprezentována jako batch script. Jedná se o klasický shell script,
který obsahuje informace pro PBS interpret, ve kterých jsou uvedeny nároky na po-
třebné zdroje, název úlohy a jiné informace. Po spuštění úlohy se vykoná obsah tohoto
scriptu. Výhodou dávkových úloh je možnost automatizace a možnost běhu na po-
zadí. Na druhou stranu se v dávkových úlohách hůře hledá chyba a nejsou vhodné






Výpis 4.3: Příklad scriptu pro dávkovou úlohu v PBS
4.4 Architektura konvoluční neuronové sítě
4.4.1 Vlastní architektury
Z počátku jsem se snažil vytvořit vlastní architekturu konvoluční neuronové sítě. Pracoval
jsem s jednotlivými vrstvami, optimalizoval jejich počet, pořadí a parametry. Používal jsem
sekvenční model neuronové sítě, což znamená, že výstup předchozí vrstvy slouží jako vstup
do vrstvy bezprostředně následující.
Vlastní architektury se skládají z bloků tvořených konvoluční vrstvou, pooling vrstvou
a dropout vrstvou. Konvoluční vrstvy jsou následované aktivační funkcí ReLU. Popis jed-
notlivých vrstev najdete v kapitole 3. V některých případech byla pooling vrstva v každém
sudém bloku vynechána. Těchto bloků bylo za sebou několik (typicky 4 až 10). Po po-
sledním bloku následovaly 1 až 2 plně propojené vrstvy s aktivační funkcí ReLU. Poslední
plně propojená vrstva byla následovaná aktivační funkcí Sigmoid a měla 133 perceptronů,
protože dataset obsahuje 133 různých tříd (viz kapitola 4.1).
Největší úspěšnost dosahovala architektura na obrázku 4.2. Jedná se o architekturu,
která obsahuje 9 výše zmíněných bloků. Každý druhý blok nemá pooling vrstvu. Po posled-
ním bloku jsou dvě plně propojené vrstvy, každá z nich má 4 096 perceptronů. Následuje
plně propojená vrstva se 133 perceptrony. Tato architektura dosahuje Top-1 úspěšnosti 56 %
na validačních datech. Těchto výsledků bylo dosaženo bez data augmentation metod.
4.4.2 Převzaté architektury
Protože úspěšnost na vlastních architekturách nebyla dostačující, přistoupil jsem k převzetí
cizích architektur konvolučních neuronových sítí. Parametry těchto převzatých architektur
neuronových sítí byly inicializovány hodnotami, které pochází z trénování těchto architektur
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Obrázek 4.2: Schéma vlastní architektury konvoluční neuronové sítě
na datovou sadu ImageNet popsanou v kapitole 3. Při trénování se tyto parametry upravují
tak, aby neuronová síť dobře klasifikovala modely automobilů, ale tvary křivek běžně se
vyskytujících v přírodě již neuronová síť zná, na rozdíl od situace, kdy jsou parametry sítě
inicializovány náhodně. Experimentování s těmito neuronovými sítěmi probíhalo převážně v
nastavení parametrů plně propojených vrstev, které za převzatými architekturami následují
a v použití metod data augmentation (viz kapitola 4.5).
VGG16
Architektura konvoluční neuronové sítě VGG16 [33] je vytvořena pro klasifikaci fotografií o
rozměru 224× 224 px. Architektura VGG16 vychází z architektury AlexNet [18], ale místo
použití konvolučních jader o rozměrech 11× 11 a 5× 5 používá více konvolučních vrstev s
jádry o rozměrech 3× 3. Na vstupní RGB obrázek o rozměrech 224× 224× 3 je aplikováno
celkem 13 konvolučních vrstev s aktivační funkcí ReLU a 5 max pooling vrstev. Po poslední
max pooling vrstvě následují dvě plně propojené vrstvy po 4 096 perceptronech s akti-
vační funkcí ReLU a výstupní plně propojená vrstva se 133 perceptrony a aktivační funkcí
softmax. Schéma VGG 16 architektury je na obrázku 4.3. Tato síť měla Top-1 úspěšnost
70,4 %.
ResNet
Architektura ResNet [19] je navržena pro klasifikaci fotografií o rozměru 224 × 224 px.
Architektury jako AlexNet [18], VGG 16 nebo GoogLeNet [39] se nemohou neomezeně
„prohlubovat“ (přidávat další vrstvy), protože při velkém počtu vrstev v sekvenčním modelu
může nastat problém nekonečně malého gradientu [16] během algoritmu zpětné propagace
(viz kapitola 3.6), což činí trénování takové neuronové sítě skoro nemožným.
Resnet se tomuto problému vyhýbá tím, že přidává zkratky (identity shortcut connecti-
ons), přes které se data mohou vyhnout daným vrstvám. Tato data jsou pak přičtena k
výstupu daných vrtev. Díky tomu může mít ResNet desítky vrstev, nejvíce se jich používá
v architektuře ResNet 152, kde je 152 skrytých vrstev [32]. Schéma Residual bloku je vidět
na obrázku 4.4. Tato síť měla Top-1 úspěšnost 77,1 %.
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Obrázek 4.3: Schéma architektury VGG16. Převzato z neurohive.io [6].
GoogLeNet
GoogLeNet [41] (někdy také jako Inception v1) je architektura, která ovládla The ImageNet
Large Scale Visual Recognition Challenge (ILSVRC) 2014. Základem GoogLeNet architek-
tury je Incpetion blok, který je znázorněn na obrázku 4.5. V dříve zmíněných architekturách
byly rozměry konvolučního filtru pevně dané. V Inception bloku je na stejné úrovni použito
několik různých velikostí konvolučních filtrů spolu s 3 × 3 max pooling vrstvou. Výsledky
těchto operací se konkatenují ve výstupní vrstvě Inception bloku. Konkrétně v GoogLeNet
architektuře se používají konvoluční filtry o velikostech 1 × 1, 3 × 3 a 5 × 5. Toto umožní
neuronové síti hledat různě velké příznaky v každé vrstvě a až během trénování se rozhod-
nout, které příznaky (a jak velké) hledá. V každé vrstvě si neuronová síť podle hodnot vah
daného příznaku rozhodne, zda jsou důležité rozměrově větší nebo menší příznaky.
Výše popsaný Inception blok má velký počet parametrů a je velmi náročný na výpočty.
Proto GoogLeNet používá konvoluční vrstvy s rozměrem filtru 1× 1. Tyto vrstvy slouží ke
snížení počtu dimenzí, což snižuje počet parametrů sítě (zrychluje trénování) a zabraňuje
přetrénování. Tyto 1×1 konvoluční vrstvy jsou vloženy před 3×3 a 5×5 konvoluční vrstvy
a po 3 × 3 max pooling vrstvě. Tyto 1 × 1 konvoluční vrstvy pro snížení počtu dimenzí
představují žluté bloky na obrázku 4.5.
Výsledná síť GoogLeNet obsahuje celkem 22 vrstev, což je více, než u VGG16 archi-
tektury, ale méně než u ResNet architektury. Celkově se skládá z několika Inception bloků,
které jsou poskládané sekvenčně za sebou. Síť s touto architekturou měla Top-1 úspěšnost
78,6 %.
Inception-Resnet-V2
Koncept Residual bloku z architektury ResNet i koncept Inception bloku z GoogLeNet
architektury jsou přelomové a v době svého představení vědecké komunitě vykazovaly tyto
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Obrázek 4.4: Schéma Residual bloku z architektury ResNet. Převzato z towardsdatas-
cience.com [31].
architektury nejlepší úspěšnost v soutěži The ImageNet Large Scale Visual Recognition
Challenge. Architektura Inception-Resnet-V2 [38] přebírá jak koncept Residual bloku z
architektury ResNet, tak koncept Inception bloku z architektury GoogLeNet. Schéma této
architektury je na obrázku 4.6. Tato architektura se ukázala jako nejpřesnější v Top 1
přesnosti i Top 5 přesnosti. Na datové sadě ImageNet dosahuje Top 1 úspěšnost 80,4 %.
Pro úlohu klasifikace modelu automobilu se mi povedlo tuto architekturu natrénovat s
validační úspěšností 80,7 %.
4.5 Data augmentation
Neuronové sítě potřebují často poměrně hodně trénovacích dat, abychom zamezili přetréno-
vání klasifikátoru. Přetrénování klasifikátoru je pojem, který znamená, že daný klasifikátor
podává dobré výsledky na trénovacích datech, ale znatelně horší výsledky na validačních
(neviděných datech). Ukázku trénovacích křivek najdete na obrázku 4.7. Vlevo vidíme pro-
ces trénování, při kterém dochází k přetrénování. To poznáme tak, že se chybovost na
validačních datech začne zvyšovat, zatímco chybovost na trénovacích datech stále klesá.
Graf napravo na rozdíl ukazuje proces trénování, kdy nedochází ke znatelnému přetréno-
vání klasifikátoru.
Data augmentation metody jsou mocným nástrojem, který může pomoct zabránit pře-
trénování neuronové sítě. Nejedná se o určitou konkrétní techniku nebo algoritmus. Prin-
cipem data augmentation je umělé zvětšování původní trénovací datové sady. Jedná se
například o techniky jako obrácení původní fotografie, rotaci, přiblížení, úpravu barev,
přidání šumu, vynechání části fotografie či kombinování různých trénovacích fotografií. . . V
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Obrázek 4.5: Schéma Inception bloku v GoogLeNet architektuře.
∙ Úprava saturace
∙ Úprava jasu
∙ Vypuštění části obrazu – technika zvaná Image drop navržená v článku [35]
∙ Přidání náhodného šumu
Na obrázku 4.8 je vidět ukázka fungování metod data augmentation vypsaných v se-
znamu výše. Obrázek vlevo nahoře je původní, ostatní jsou vytvořeny aplikací náhodných
úprav ze seznamu výše.
4.6 Shrnutí výsledného řešení
Výsledné řešení je implementováno v jazyce Python a používá knihovnu Tensorflow. Tré-
novací datová sada byla vybrána datová sada BoxCars116k [35]. Trénování proběhlo na
výpočetních prostředcích Metacentra. Klasifikátor je implementován jako konvoluční neu-
ronová síť. Vstupní obrázky mají velikost 299× 299 px. Je použita architektura Inception-
Resnet-V2, za kterou následuje plně propojená vrstva se 133 perceptrony. Za touto plně
propojenou vrstvou následuje aktivační funkce softmax. Při trénování byly použity tech-
niky data augmentation jako rotace, přiblížení, vypuštění části obrazu a další. . . Výsledný
klasifikátor rozlišuje mezi 133 různými modely automobilů. Na validačních (neviděných)
datech má úspěšnost 80,7 %.
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Obrázek 4.6: Schéma Inception-Resnet-V2 architektury. Převzato z ai.googleblog.com [4].
Obrázek 4.7: Učící křivky s přetrénováním (nalevo) a učící křivky s požadovaným vztahem
trénovací a testovací křivky (napravo)
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Obrázek 4.8: Ukázka fungování vybraných data augmentation metod. Obrázek vlevo nahoře




Tato kapitola vznikla proto, aby ukazovala, že výsledný model (popsaný v kapitole 4) je
použitelný pro klasifikaci modelu automobilu na reálných datech. V kombinaci s vhodným
detektorem automobilu je toto řešení aplikovatelné na záznam reálného dopravního provozu
pořízený na běžný mobilní telefon (se stativem).
Pro vyhodnocení úspěšnosti vytvořeného klasifikátoru byla vytvořena vlastní dílčí da-
tová sada. Tato datová sada obsahuje 1 034 fotografií celkem ze 36 tříd. Klasifikátor dosáhl
úspěšnosti 93,5 % (Top-5).
5.1 Pořízení vlastní datové sady
Datová sada vznikla nahráváním dopravního provozu v Brně. Nahrané video má rozlišení
1920 x 1080 px (30 FPS). Videozáznam byl nahrán na dálničním mostě, provoz je zachycen
z několika různých úhlů (včetně předního, zadního i bočního).
Z nahraného video záznamu jsem vybíral jednotlivé snímky (s frekvencí 6 FPS). Na tyto
snímky jsem aplikoval detektor automobilů (viz kapitola 5.2). Tyto snímky automobilů jsem
ručně třídil mezi třídy odpovídající původní datové sadě (viz kapitola 4.1). Ukázka fotografií
z této datové sady je na obrázku 5.1.
5.2 Detekce automobilu
Na snímky (které obsahují vozovku i její okolí) byl aplikován detektor automobilů. Tento
detektor je implementován pomocí OpenCV (viz kapitola 4.2.4). Vybrané příznaky pro
automobily jsou předem natrénované a byly převzaty z repozitáře od Abhishek Kumar
Annamraju1. Jedná se o tzv. Haarovy příznaky [42], které fungují na principu konvoluce.
5.3 Vyhodnocení úspěšnosti
Vyhodnocení úspěšnosti klasifikátoru, jehož vznik byl popsán v kapitole 4, proběhlo po-
rovnáním odhadovaných tříd a skutečných tříd. Výsledná Top-5 přesnost je 93,5 %, což se
výrazně neliší od validačních dat získaných během trénování (viz kapitola 4.6). Používám
zde Top-5 metriku, protože datovou sadu jsem vytvořil pravděpodobně ne zcela přesně. Je
možné, že označení některých automobilů není správné, ale označuje model automobilu,
1https://gist.github.com/199995/37e1e0af2bf8965e8058a9dfa3285bc6
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Obrázek 5.1: Série náhodně vybraných fotografií z vytvořené datové sady
který je vizuálně podobný (např. modely Hyundai i20 a Hyundai i30). Metrika Top-5 tuto





6.1 Úspěšnost jednotlivých modelů automobilů
Tabulka 6.1 ukazuje Top-5 úspěšnost výsledného modelu na nově vytvořené datové sadě. Z
ní lze vypozorovat jisté tendence. Přesnost na některých modelech je vyšší, než na jiných.
Např. modely výrobce Škoda mají všechny úspěšnost přes 90 % a počet vozidel Škoda

















Obrázek 6.1: Úspěšnost klasifikátoru na jednotlivých třídách
6.2 Úspěšnost na převzatých architekturách
Na obrázku 6.2 je graf Top-1 úspěšnosti na vybraných převzatých architekturách. Jedná se
o trénování na stejných datech, jako v kapitole 4.5. Na grafu je zřetelný rozdíl v přesnosti
mezi VGG a ResNet architekturou a dále mezi ResNet a Inception-Resnet-V2 architekturou.















































Tato práce obsahuje popis existujících přístupů k problému klasifikace modelu automobilu.
Z nich se zaměřuje na klasifikaci pomocí konvolučních neuronových sítí. Práce také obsahuje
popis jednotlivých částí, ze kterých se taková konvoluční neuronová síť skládá a je zde
popsán proces, během kterého došlo k vytvoření a natrénování vhodného klasifikátoru.
V této práci bylo navrhnuto a implementováno řešení, které dokáže na videozáznamu
najít automobily a poznat jejich výrobce a model s přesností 80,7 %, což je podobná úspěš-
nost, ke které dochází autoři ostatních klasifikátorů. [34] [36]
K této práci je mimo jiné vytvořena dílčí datová sada, která souží k ověření, že vytvořený
model je schopen fungovat i na jiné, než na trénovací datově sadě. Datová sada obsahuje
1 034 fotografií ze 36 různých tříd. Výsledný model na této dílčí datové sadě dosáhl Top-5
úspěšnosti 93,5 %. Výsledkem je program, který dokáže na videozáznamu nalézt automobily
a přiřadit k nim jméno výrobce a modelu automobilu.
Bylo provedeno několik experimentů, které popisují, jak se mění úspěšnost klasifiká-
toru za různých okolností. Nakonec byl vytvořen plakát a ukázkové video, které předvádí
funkčnost systému.
Navázání na práci popsanou v této zprávě je možné například rozšířením trénovací
datové sady o nové modely automobilů. Pro zlepšení přesnosti bych se zaměřil na normali-
zaci dat před vstupem do klasifikátoru. Metoda Unpack (viz kapitola 2.1) přináší razantní
zlepšení při použití jednodušších architektur (jako AlexNet, VGG16 a další. . . ), ovšem při
použití složitějších architektur (jako ResNet) její přínos slábne. Pomoct by mohlo také vyu-
žívání informací z videozáznamu, pokud bychom sledovali trajektorii vozidla během celého
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na fotografii najde automobily a určí jejich model
konvoluční neuronová síť
rozlišuje 99 různých modelů automobilů
trénováno na 68 775 fotografiích
přesnost 80%








∙ code/ – Zdrojové kódy obsahující stahování, rozbalování a přípravu datové sady, vy-
tváření a trénování modelu, vyhodnocení modelu a zpracování videa, které ve video-
záznamu najde automobily, označí je čtverečkem a popiskem modelu automobilu.
∙ dataset/ – Vytvořená datová sada pro ověření funkčnosti klasifikátoru.
∙ latex/ – Zdrojové soubory pro vytvoření textové zprávy.
∙ plakat/ – Plakát shrnující tuto práci.
∙ saved_model/ – Natrénovaný model.
∙ video/ – Video shrnující tuto práci a výstup programu na reálném záběru silnice.
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