We consider Bessel-potential spaces modelled upon Lorentz-Karamata spaces and establish embedding theorems in the super-limiting case. In addition, we refine a result due to Triebel, in the context of Bessel-potential spaces, itself an improvement of the Brézis-Wainger result (super-limiting case) about the "almost Lipschitz continuity" of elements of H 1+n/p p (R n ). These results improve and extend results due to Edmunds, Gurka and Opic in the context of logarithmic Bessel potential spaces. We also give examples of embeddings of Besselpotential type spaces which are not of logarithmic type.
Introduction
This paper is a continuation of [19] , where we established (limiting) embeddings of Bessel-potential spaces modelled upon appropriate Lorentz-Karamata (LK) spaces X = L p,q;b (R n ) into either LK spaces or Orlicz spaces.
Here we deal with the super-limiting case. For Sobolev spaces W k p (Ω), the Sobolev classical embedding theorem asserts that if p > n/k and Ω ⊂ R n is a domain with a sufficiently smooth boundary, then W k p (Ω) → C(Ω), where C(Ω) is the space of scalar-valued bounded continuous functions on Ω. However, in this case more can be said, as embeddings in Hölder spaces C 0,α Ω are possible. For example, W k p (Ω) → C 0,α Ω , for all α ∈ (0, 1), when k = 1 + n/p ∈ N and Ω ⊂ R n is a domain with a sufficient smooth boundary, cf. e.g. [1, Lemmas 5.17] . In the particular case k = 1 + n and p = 1, the previous embedding can be improved as the Sobolev space is embedded into the Lipschitz space. Therefore, we may ask if an embedding into a Lipschitz space for p > 1 and k = 1 + n/p ∈ N would be possible. The answer is negative; see [8, Theorem 3.3] where a more general result is established, which deals with the sharpness of embeddings of logarithmic Bessel potential spaces into general Hölder spaces. This result for Sobolev spaces is common knowledge, but as remarked in [8] it is hard to find a precise argument in the literature: [ for all f ∈ H 1+n/p p (R n ) and x, y ∈ R n such that 0 < |x − y| < 1 2 . When the more general space H 1+n/p p X, with 1 < p < +∞, where for example X = L p (log L) a (R n ) is a Zygmund space (a ∈ R), is considered, Edmunds, Gurka and Opic [7] X and x, y ∈ R n such that 0 < |x−y| < 1 2 . The same authors also dealt with the case a = 1 p , where the target space for the embedding is a double logarithmic Lipschitz-type space. We refer to [7] for more general embedding results of the Bessel-potential spaces modelled upon generalised Lorentz-Zygmund spaces into generalised Hölder spaces. Nevertheless, these results can be improved for a ≤ 
which is smaller in the sense of inclusions than the space Lip
, improving in this way the result mentioned due to Edmunds, Gurka and Opic; the case a = 1 p is also covered by the appearance of a double logarithmic Lipschitz-type space as a target space smaller than that considered in [7] ; see Corollary 5.18 and Remark 5.19 (ii) . This is a consequence of our more general result given by Theorem 5.16, which concerns embeddings of Bessel-potential spaces modelled upon Lorentz-Karamata into spaces of Lipschitz type.
In Section 2 we present some notation. Section 3 deals with some properties of slowly varying functions and results about Lorentz-Karamata spaces. In Section 4, the Besov-Lipschitz-Karamata spaces Λ
and b a slowly varying function, are considered.
In the last section we consider Bessel-potential spaces modelled upon LK spaces, and referred in what follows as Bessel-Lorentz-Karamata (BLK) spaces, and we establish embeddings theorems in the super-limiting case, where the main result is given by Theorem 5.16. We also present examples of embeddings of BLK spaces which are not of logarithmic type. These examples have not been considered before in the literature, as far as we are aware.
Notation and preliminaries
As usual, R n denotes Euclidean n-dimensional space. Let (R, Σ, µ), usually denoted by (R, µ), be a totally σ-finite measure space, referred to in the sequel only as a measure space. When R = R n we shall always take µ to be the Lebesgue measure µ n . The family of all extended scalar-valued (real or complex) µ-measurable functions on R will be denoted by M(R, µ); M 0 (R, µ) will stand for the subset of M(R, µ) consisting of all those functions which are finite µ-a.e.; and M + (R, µ) M + 0 (R, µ) will stand for the subset of M(R, µ) (M 0 (R, µ)) consisting of all those functions which are non-negative µ-a.e.
For general facts about (rearrangement-invariant) Banach function spaces with Banach function norm (or simply a function norm) ρ over a measure space (R, µ) we refer to [2, Chap. 1, Chap. 2]. Nevertheless, let us recall the concept of absolutely continuous norm, for the convenience of the reader. If X is a Banach function space over (R, µ), a function f of X is said to have absolutely continuous norm in X if f χ En X → 0 for every sequence {E n } n∈N of subsets of R such that E n → ∅ µ-a.e. (that is, χ En → 0 µ-a.e.); if every element f of X has absolutely continuous norm, X is said to have absolutely continuous norm. Proposition I.3.2 in [2] , shows us that regarding the absolutely continuity of a function in a Banach function space it is enough to restrict our attention to decreasing sequences {E n } n∈N .
Let p ∈ (0, +∞]. We denote by L p (R) the Lebesgue space endowed with the (quasi-) norm . p;R .
The space of all scalar-valued (real or complex), bounded and continuous functions on R n is denoted by C(R n ) and it is equipped with the L ∞ (R n ) norm. By C R n we mean the subspace of C(R n ) of the uniformly continuous functions, whereas C 1 R n denotes the space of all the functions f ∈ C R n such that the n partial derivatives of order 1, ∂f ∂xj (j = 1, . . . , n), are also in C R n and it is endowed with the norm
Let S(R n ) be the Schwartz space of all scalar-valued rapidly decreasing infinitely differentiable functions u on R n (usually we write S instead of S(R n )).
n . In what follows we use the notation The Bessel kernel g σ , σ > 0, is defined as that function on R n whose Fourier transform is
where the Fourier transformf of a function f is given byf (ξ) = (2π)
−n/2
It is known that g σ is a positive, integrable function which is analytic except at the origin.
Let m ∈ N. Given α = (α 1 , . . . , α m ), β = (β 1 , . . . , β m ) ∈ R m and σ ∈ R, we shall use the convention
we denote α by 0. We write β ≺ α, or α β, if either β 1 − α 1 < 0 or there exists k ∈ {2, . . . , m} such that β k − α k < 0 and β j = α j , j = 1, . . . , k − 1. We use the symbol β α, or α β, to mean that either β ≺ α or β = α.
Let
In the sequel, we let c denote a positive constant. In a chain of inequalities c may stand for several different constants if it is not important to distinguish between them, otherwise we use c with subscripts. [3] , [9] and [19] . The following functions are s.v. on [1, +∞).
(ii) b(t) = exp(log α t), with 0 < α < 1. 
, endowed with the (quasi-)norm f p,q;α;R . We remark that in [7] , the generalised Lorentz-Zygmund (GLZ) space L p,q;α (R) and the quasi-norm . p,q;α;R defined above are denoted by L p,q;α1,...,αm (R) and . p,q;α1,...,αm;R , respectively. We use the notation in [7] only when we are considering particular cases. Let us observe that when we consider α = (0, . . . , 0), we obtain the Lorentz space L p,q (R) endowed with the (quasi-)norm . p,q;R , which is just the Lebesgue space L p (R) endowed with the (quasi-)norm P r o o f. The proof is like that of [7, Lemma 3.10] , where a similar result was established but for generalised Lorentz-Zygmund spaces. Let f ∈ X. Then Lemma 3.7 of [19] gives
This entails f * (t) < +∞ for all t ∈ (0, +∞), and together with Lemma 3.1 (i) yields lim t→+∞ f * (t) = 0. Let {E n } n be an arbitrary decreasing sequence of subsets of R such that 
as n → +∞, and the result now follows.
We are going to need a variant of the Marcinkiewicz interpolation theorem for the Lorentz-Karamata spaces defined on R n . We refer to [7, Theorem 3.14 & Corollary 3.15] for the case of generalised Lorentz-Zygmund spaces; see [10] for an exhaustive treatment of this for generalised Lorentz-Zygmund spaces for the case m = 2 and with the spaces defined over a finite measure space with non-atomic measure.
Suppose
, by which we mean that Σ is the line segment with endpoints
For each g ∈ M + (0, +∞) and each t ∈ (0, +∞) the Calderón operator S Σ associated with the interpolation segment Σ is given by
Now let T be a quasi-linear operator with values in M(R n , µ n ) and defined for all those f in M 0 (R n , µ n ) for which
(We recall that T is called quasi-linear if there is a positive constant κ ≥ 1 such that for all f and g in the domain of T , and all scalars λ,
The main interpolation result which we shall need is the following:
and let b be a slowly varying function on [1, +∞) . Suppose that θ ∈ (0, 1) and let p, q given by
Let T be a quasi-linear operator of joint weak type (p 1 , q 1 ; p 2 , q 2 ) and suppose
where is given by (3.3) and b is the slowly varying function on
P r o o f. It follows that of Theorem 3.4 in [7] by taking into account that 
Corollary 3.4 Let T be a quasi-linear operator such that for all
is bounded. Let 1 < p < +∞, 1 ≤ r ≤ +∞ and let b be a slowly varying function on [1, +∞). Then
is bounded. 
Besov-Lipschitz-Karamata spaces
We start by introducing the Besov-Lipschitz-Karamata spaces Λ
and b a slowly varying function on [1, +∞). The indices λ and b are called the first and the second indices of smoothness, respectively. These spaces are a particular case of the general Besov-Hölder-Lipschitz spaces considered in [17] .
Let 1 ≤ p ≤ +∞ and 0 < q ≤ +∞. Let λ ∈ (0, 1] and let b be a slowly varying function on [1, +∞).
p,q is finite, where
Remark 4.1 It is easy to see that if we take in the previous definition the range of t to be (0, δ), for some δ ∈ (0, 1], instead of (0, 1), we obtain an equivalent quasi-norm. Note also that
the Lipschitz functions and is denoted by
Remark 4.2 If either λ > 1 or λ = 1 and t
is finite if, and only if, either α 1 q + 0 and 0 < q < +∞ or α 0 and q = +∞; see [19, Remark 3.6] . We shall denote the space Λ
give rise to the spaces Lip [14] . We refer to [17] , where the general Besov-Hölder-Lipschitz spaces Λ ρ p,q (R n ), with ρ a q-admissible function, are considered.
Extentions of Besov and Lipschitz spaces have been studied in great detail by the Russian school, mainly Gol'dman [11] , [12] , [13] and Kalyabin [15] . [1, +∞) . Suppose that t 
It is straightforward by taking into consideration Lemma 3.1 (i). 
and only if,
.
We refer to [18, Sub-section 3.1.2] for sufficient conditions on the indices λ, q and on the slowly varying functions b in order to have embeddings between Besov-Lipschitz-Karamata spaces. Alternatively, the proof of these results follow that of embeddings concerning Lorentz-Karamata spaces by taking into consideration that ω(f, .) p is equivalent to a non-increasing function, see [19] . We refer to [14, Proposition 16] for embeddings between the spaces Lip
Bessel-potential-type embedding theorems
In this section we deal with embedding results for certain Bessel-potential spaces modelled upon LorentzKaramata spaces in the super-limiting case. Thus when p is in the limiting case, i.e., p = n σ , where σ ∈ (0, n), and the slowly varying function satisfies a super-limiting condition (see (5.8)), H σ X is embedded in C(R n ), where C(R n ) denotes the space of bounded and continuous scalar-valued functions defined on R n ; when p is in the super-limiting case, i.e., p > n σ , where σ ∈ (0, +∞), H σ X is again embedded in C(R n ). However in this case more can be said. Embeddings in Besov-Lipschitz-Karamata spaces are possible. These results extend those of Edmunds, Gurka and Opic [7] in the context of logarithmic Bessel potential spaces. Moreover, when p = 
and is equipped with the (quasi-)norm u σ;p,q;b := f p,q;b .
, endowed with the (quasi-)norm u σ;p,q;b , considered in [7] . Note that if α = (0, . . . , 0),
and equip this space with the (quasi-)norm |α|≤k D α u p,q;b .
First we are concerned with the relation between H σ L p,q;b (R n ), when σ is a natural number k, and the space 
P r o o f. By Theorem 3.1 of [19] and Lemma 3.2, L p,q;b (R n ) is a rearrangement-invariant function space with absolutely continuous norm. The proof of (i) and (ii) follows by [7, Remark 3.13] , where it is observed that parts (i) and
which is rearrangement-invariant with respect to Lebesgue measure on R n and which has absolutely continuous norm. Let us now prove part (iii). We start by proving that, under our conditions,
On the other hand,
From (5.1), with m = 0, we have f * (t) ≤ c 0 for all t ∈ (0, +∞). Then
From (5.1), with m ≥ 1 to be chosen later, we have
where ω n is the volume of the unit ball in R n . Then 
The density now follows from part (i). +∞) and let b be a slowly varying function on [1, +∞) . The promised result now follows directly
Lemma 5.2 Let
σ ∈ [1, +∞), p ∈ (1, +∞), q ∈ (1,Then f ∈ H σ L p,q;b (R n ) if,
Theorem 5.3 Let k ∈ N, p ∈ (1, +∞), q ∈ (1, +∞) and let b be a slowly varying function on [1, +∞). Then
and the corresponding (quasi-)norms are equivalent. We shall be concerned now with the embedding results to which we referred above. We start by recalling some results needed in the sequel.
The next Lemma, which is a combination of two results due to Edmunds, Gurka and Opic, cf. [6, Lemma 3.5] and [7, (4.23) in Corollary 4.6], provides us estimates for the non-increasing rearrangement of the Bessel Kernel. 5) and such that
Lemma 5.4 Let σ ∈ (0, +∞). Then there exists a constant B ∈ (0, +∞) such that
We shall make use of the following result due to Edmunds, Gurka and Opic. 
The next result extends [7, Corollary 4.6 & Remark 4.7] , concerning the logarithmic Bessel potential space.
Proposition 5.6 Let q ∈ [1, +∞) and let b be a slowly varying function on [1, +∞). Suppose that either
σ ∈ (0, n) , p = n σ and t 
Thus by (5.10), (5.8) and (5.5),
q ;(0,+∞)
where
. Plainly I 2 < +∞, due to the exponential factor and because b is a slowly varying function on [1, +∞). Since t
< +∞, it also follows that I 1 ≤ t
Now suppose that (5.9) holds. Then, by [19, Theorem 3 
Once more, due to the exponential factor and because b is a slowly varying function on [1, +∞) it is clear that J 2 < +∞. Since our assumptions imply that
To deal with the case in which σ ∈ [n, +∞), we use the estimates (5.6). Therefore, we obtain
and
Again, due to the exponential factor and because b is a slowly varying function on [1, +∞), it is easy to verify that K 2 < +∞. As for K 1 , let us observe the following. Let b 1 be the slowly varying function defined by
for each t ∈ (0, +∞) and
, if σ = n ,
, if σ > n .
Therefore, since 
Although a direct proof of Theorem 5.9 is given in [19] , note that the result is also a consequence of Theorem 3.3, because the operator T defined by T f = u = g σ * f is of joint weak type (p 1 , q 1 ; p 2 , q 2 ), with 1/q 1 = (n − σ)/n, p 1 = 1, q 2 = +∞ and 1/p 2 = σ/n; see the proof of Theorem 4.8 in [7] for more details. 
Theorem 5.10 Suppose that
Moreover, 
P r o o f. In view of Lemma 5.1 and Proposition 5.6, it is enough to prove (5.12) for any u ∈ S(R n ). Let x, y ∈ R n and suppose x = y, otherwise the result is trivial. Let ρ ∈ (0, +∞) such that 0 < |x − y| = ρ. Then there is a cube Q ρ of edge length ρ such that x, y ∈ Q ρ . Given any u ∈ S(R n ) and z ∈ Q ρ , we have
This implies
Hence,
where for each t ∈ (0, 1) the symbol Q x tρ denotes a sub-cube of Q ρ with faces parallel to those of Q ρ , with side length tρ, and which is given by Q 17) and because
for each t ∈ (0, 1). 18) where
which together with (5.14) and (5.18) ensure
for all x, y ∈ R n and the proof of (5.12) is complete.
Let us now prove (5.13
for all x, y ∈ R n such that 0 < |x − y| < 1, where b 1 is the slowly varying function on [1, +∞) defined by 
P r o o f. In view of Lemma 5.1 and Proposition 5.6, it is enough to prove (5.21) for any u ∈ S(R n ). Let x, y ∈ R n and suppose x = y, otherwise the result is trivial. Let ρ ∈ (0, +∞) such that 0 < |x − y| = ρ. Then we have (5.14). In view of (5.15) and Proposition 5.6 (with σ − 1 instead of σ), it follows that ∂u ∂xi ∈ L ∞ (R n ). Also, with the same notation as in the proof of Theorem 5.10, Hölder's inequality yields Suppose 1 ≤ q < +∞ and let ∈ (0, 1) to be chosen later. Let f ∈ C 1 R n . By (5.26) from Proposition 5.13, we have
and, since ω(f, .) ∞ is equivalent to a non-increasing function on (0, +∞), we have
So from (5.28), (5.29), (5.30) and by the change of variables τ = t 2n−1 , we obtain 
This is the counterpart of (12.102) in [22] . Now under the additional condition := 0 , we have from (5.31) and (5.32) that
Since ω(f, .) ∞ is equivalent to a non-increasing function and = 0 < 1, it follows by the change of variables τ = t that
From (5.33) and (5.34) we then obtain
On the other hand, from the Hardy-type inequality (3.6) in [19, Lemma 3.2] with ν = −1 < 0, we have
By the simple inequality |∇f | * (t) ≤ |∇f | * * (t) for each t > 0, we have
Now (5.27) is a consequence of (5.35), (5.36) and (5.37), when 1 ≤ q < +∞. The proof with q = +∞ is analogous.
We shall need the following lemma. and either
and there is a positive constant c such that
is finite, where
As promised, we are now in a position to present the last embedding results. These results improve and extend [7, Theorem 4.11] and that of Brézis-Wainger about "the almost Lipschitz continuity" of the elements of 
∞,q (R n ) is a complete space, cf. Theorem
Now, Proposition 5.6, the trivial embedding Λ 1,b3 
where ν = α − δ 1;m,k . The first embedding follows from the previous corollary with q = p. Since δ 1;m,k = δ p;m,k + δ p ;m,k and ν = α − δ 1;m,k , the second embedding follows from [18, Theorem 3. The next corollary presents embeddings of Bessel-Karamata spaces with slowly varying functions different from the ones of the previous corollary, i.e. of logarithmic type. This result has not been considered before in the literature, as far as we are aware. 
