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Abstract
State-of-the-art analysis and protocols in wireless
mesh networks typically assume an independent
packet loss channel for each receiver of a trans-
mission. Although this is usually transparent for
single-path protocol design, this assumption may
severely degrade the performance of opportunis-
tic and/or multi-path routing approaches as well
as network coding (NC) subgraph selection prob-
lems (routing in NC). This paper proposes simple
channel models to incorporate the effect of correla-
tion between receivers in a parametric fashion and
supports them with a measurement campaign that
leverages various commercial devices and network
conditions. Finally, we illustrate the effect of corre-
lation in the design and performance of the PlayN-
Cool network coding protocol introduced by the
authors in prior work. Our results show that the
modified PlayNCool protocol decreases the over-
head by a factor of 2.5x.
1 Introduction
Recently, the use of opportunistic protocols and
multipath protocols that rely on the broadcast na-
ture of the wireless channel to transmit information
have improved the performance of wireless mesh
networks. This trend has been bolstered by the
introduction of network coding, a technique that
allows to transmit linear combinations of the data
packets and which inherently simplifies protocols
and increases the potential of overhearing in wire-
less mesh networks.
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Figure 1: Routing protocol find different paths
from the source to the the destination. The bold
lines correspond to standard protocols, while the
dashed ones are potential options due to oppor-
tunistic approaches.
ExOR is the first implementation of an oppor-
tunistic routing protocol [2], with the caveat that
nodes should coordinate their action to avoid trans-
missions of redundant packets. To address this
problem, MORE [3], CCACK [6], GeoCode [11],
CORE [7], exploit random linear network coding
(RLNC) to reduce the coordination between nodes.
Modeling the characteristics of packet reception
across multiple receivers is paramount to under-
standing and characterizing the impact of these
novel protocols. Most of the protocols are assumed
that the propagation channels between each pair of
transmit and receive antennas is statistically inde-
pendent and identically distributed. In practice,
the channels between different antennas are often
correlated [8].
To the best of our knowledge, simple and useful
channel models that capture correlation are miss-
ing in the literature. In this paper, we introduce
a new channel model that captures the effect of
correlation across various receivers. The proposed
model parameterizes the channel properties to cal-
culate the correlation of the channel. The parame-
ters of this model can be used to design and develop
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Figure 2: Example of a a channel with high (a) and low (b) packet loss correlation. For (a) both receivers
predictably get a similar subset of the data packets. For (b) the receivers may collect different subsets of the
transmitted data packets.
new network protocols. We validate our model
by following a measurement campaign using com-
mercial devices. Then, we modify a network cod-
ing protocol called PlayNCool [11] based on the
new model parameters. The modified version of
the PlayNCool protocol considers the correlation
between channels. Our measurement results in a
Raspberry Pi test-bed show that considering the
correlation in our design, the transmission of the
linear dependent packets will be decreased by a
factor of 2.5x, thus increasing the efficiency of the
overall scheme.
The remainder of the paper is organized as fol-
lows. In Section 2, we describe the motivation and
the need to consider the correlation in the channel.
Then, we illustrate our channel model in Section 3.
Section 4 provides the modification of the PlayN-
Cool protocol considering the new channel model.
The measurement of the modified PlayNCool and
its performance comparison are presented in sec-
tion 4. Finally, Section 6 concludes the paper.
2 Motivation
Traditional routing protocols use a single path to
transmit packets from the source node to the des-
tination node in wireless mesh networks such as
DSR [4], AODV [12], and BATMAN [9]. In Fig. 1,
solid lines show the single path from the source to
the destination. The path is selected based on dif-
ferent criteria such as number of hops, delay, and
jitter. This approach is similar to the wired net-
works and it does not exploit the broadcast prop-
erty of the wireless networks. However, in the wire-
less networks, the nodes can overhear the transmit-
ted packets from other nodes. The overhearing of
a packet offers interesting potential to each nodes
to forward received packets opportunistically.
Recently, the opportunistic routing protocol
(OR) has exploited the broadcast property of the
wireless network to boost the performance of the
communication in wireless networks. In this ap-
proach, each neighbor can overhear the packets
and forward the overheard packets to the next hop
opportunistically. In Fig. 1, the dashed lines are
potential options due to opportunistic approaches.
Neighbors of the main path build the extra path
by overhearing the packets and transmitting them
to the next hop.
The advantage of the opportunistic overhearing
and forwarding is dependent on the channel cor-
relation factor. Let us use an example to illus-
trate the effect of correlation of the channels to the
throughput of the wireless networks. In Fig. 2, the
source broadcasts 10 packets to two destinations.
Each destination receives five of them. Fig. 2a
shows the case of correlated channel where most of
the received packets are the same for both destina-
tions. However, Fig. 2b shows the case of low cor-
related channel where most of the received packets
in both destinations are different. Considering that
one of the destination in the Fig. 2 is the relay of
the main path of the data flow in Fig. 1, In the case
of the high correlation, the neighbor of that node
must transmit less number of packets to the des-
tination. However, in the case of low correlation,
the neighbor has more transmission options. Thus,
opportunistic overhearing benefits more from low
correlated channels. When the network is dense
and the channels are highly correlated, the source
knows that by receiving one packet to one of the
destination, the others also received the same pack-
ets with high probability. So it reduces the need
of the feedback mechanism in the nodes. In any
cases, the network coding reduces the coordination
overhead between the neighbor and the relay.
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3 Channel Model
In this section, we introduce a model to parame-
terize correlated channels. Fig. 3 shows the basic
topology of the model. The source S is broad-
casting packets to D1 and D2.We define X and
Y as a random variable of successful transmission
from S to D1 and D2, respectively. They have
Bernoulli distribution property because P (X =
1) = 1−P (X = 0). This topology has three imag-
inary channels for transmission. The first channel
is dedicated to transmit to D1 and not to D2, the
second channel is dedicated to transmit to D2 but
not to D1, and the third channel is dedicated to
transmit to both D1 and D2 at the same time. We
define pc, p1, and p2 are the three parameters to
model success probability of transmission to each
channel. Fig. 3 shows the probability of success-
ful transmission for introduced imaginary channels
which is pc · p1 · (1 − p2), pc · p2 · (1 − p1), and
pc · p2 · p1, respectively. Thus, the probability of
successful transmission to D1 is pc ·p1 and the prob-
ability of successful transmission to D2 is pc · p2.
In a sense, pc indicates the dependency of the
reception to D1 and D2. The closer pc is to 0,
the stronger dependency between reception of two
nodes. As pc approaches to one there is less of a
dependency between two nodes.
The correlation ρ(x, y) for two random variables
X and Y with expected values µX and µY and
standard deviations σX and σY is defined as [1]:
ρ(x, y) = corr(X,Y ) =
cov(X,Y )
σXσY
, (1)
where cov(X,Y ) is the covariance of two random
variables. By using cov(X,Y ) = E[X,Y ]−µX ·µY :
ρ(x, y) = corr(X,Y ) =
E[X,Y ] − µX · µY
σXσY
. (2)
The standard deviation of Bernoulli random vari-
able for X is equal to√
pc · p1 · (1 − pc · p1) and for Y is equal to√
pc · p2 · (1 − pc · p2), the mean value is equal to
pc · p1 for X and pc · p2 for Y , and E is the expec-
tation which is equal to:
E[X,Y ] =
1∑
i=0
1∑
j=0
p(x, y) = pc · p1 · p2. (3)
By using the Eq. 3 and Eq. 2 the correlation is
equal to:
corr(X,Y ) =
p1 · p2 · (1 − pc)√
p1 · p2 · (1 − pc · p1) · (1 − pc · p2)
.
(4)
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Figure 3: The channel model. There are three
imaginary channel between the source and the des-
tinations.
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Figure 4: The topology of the test-bed. The source
broadcasts the packets to the four destinations.
S
Figure 5: The Raspberry Pi devices deployment
in a Aalborg University building. The red spot
indicates the source location and the blue spot in-
dicates the the destination location.
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Figure 6: Correlation variation over time for dif-
ferent pairs of the nodes.
Figure 7: Comparison of the measured correlation
value with proposed model.
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Figure 8: PlayNCool topology.
Correlation value comparison
In order to validate our channel model, we com-
pare the correlation value obtained by our chan-
nel model with the measured correlation using the
Pearson model. The value of p1, p2, and pc are
a function of different parameters in the network
such as the antenna and transmission environment.
We used Raspberry Pi devices to create real de-
pendency between channels. The topology of the
test-bed includes one source and four destinations
as shown in Fig. 4. The measurement is taken in
the Department of Electronic System of the Aal-
borg University with the placement as given in
Fig. 5. The red point is the source node and the
blue points are all the destinations. The source
broadcasts the packets to the all of the destina-
tions. Each destination records the information
about the received packets and then it delivers all
recorded information to a master computer. The
recorded information later is used to calculate the
correlation value.
As it shown in Fig. 7, the measured correlation
value using Pearson model is as same as the new
model. Thus, the proposed model can predict the
channel dependency very well. Fig. 6 shows the
evolution of the channel correlation over time for
three pair of channels. The measurement divided
into 20 blocks over a period of time. As it shown
in this figure the correlation value is quite stable
and it is not fluctuating a lot over time.
4 Effect of Channel Correla-
tion in the PlayNCool pro-
tocol
In order to evaluate the impact of correlated chan-
nels errors, we apply our findings at the PlayNCool
protocol. In [10, 5], we proposed the PlayNCool
protocol to improve the performance of communi-
cation by selecting a local helper between nodes to
fortify the quality of each link. The PlayNCool pro-
tocol increases the end-to-end gain by factor of two
to four folds in the wireless mesh network. How-
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ever, PlayNCool does not consider the correlation
between channels. Each node may transmit linear
dependent packets when the correlation between
channels is high. The value of error correlation
between the helper and the destination has a sig-
nificant impact on the gain. Specially, when the
helper is close to the destination, the probability
of receiving a packet in the helper and the desti-
nation is highly correlated. In fact, by increasing
the distance between the helper and the destina-
tion, the error correlation between the helper and
the destination decreases. Having the high value
of the error correlation makes the helper inefficient
because the helper receives the same DOFs 1 as the
destination with high probability.
4.1 System Model
The basic topology of the PlayNCool is shown in
Fig. 8 including a source, a helper, and a destina-
tion. The source (S) transmits coded packets to
the destination (D). The helper H overhears the
coded packets from S and stores them for generat-
ing new coded packets. The packet loss probabil-
ities of the different links are illustrated in Fig. 8,
where the successful transmission between S and
H, H andD, and S andD are represented by pc·p1,
1−e2, and pc·p2, respectively. The source generates
coded packets by linear combination of generation
of g packets using coefficients drawn uniformly at
random from the elements of the finite field of size
q, i.e.,GF (q). We assumed that q is large enough so
that any RLNC packet received from the source is
independent from previously received packets with
very high probability.
The helper H accumulates the coded packets by
overhearing transmissions from the source. When
it has accumulated enough coded packets, it gen-
erates coded packets by recoding, i.e., by creating
linear combinations of the buffered coded packets,
and transmits them to the destination. At this
point, both the source and the helper continue to
transmit coded packets to the destination until the
destination acknowledge that it has all g DOF.
Then, the source stops transmitting the current
generation and starts transmitting the new gen-
eration.
The destination includes a bit map of the re-
ceived packet into the header of the acknowledg-
ment packet. The bit map shows the received pack-
ets and lost packets in the destination. The size of
1Degrees of freedom corresponds to the number of inde-
pendent linear combinations received or available to a node
in the network.
the bit map is equal to the number of transmit-
ted packets from the source. For example, when
the source has transmitted 200 packets to deliver a
generation of 100 packets, the size of the bit map
would be 100 bits which is negligible. The helper
uses the bit map information to compute the chan-
nel correlation between the source to the helper
and the source to the destination. As we showed
in Fig.6, the correlation of the channel is stable
for long period of time. Thus, the helper can use
the bitmap information for long period of the time
without updating.
4.2 Helper waiting time
In this section we calculate the number of accum-
lated packets in the helper before it starts helping.
The helper should receive enough innovative pack-
ets before start sending. The number of received
DOF must be large enough that the receiver does
not receive any non–innovative packets from the
helper. Given that the desired outcome is for the
number of received coded packets to be equal to g,
then g = r · pc · p2 + k · (1 − e2) + k · pc · p2, and
thus,
k = (g − r · pc · p2)/(1 + ·pc · p2 − e2). (5)
The number of received DOF in the helper should
be at least equal to the number of transmitted
DOF from helper. Therefore, the subtraction of
received DOF and transmitted DOF is considered
to be zero:
r ·pc ·p1 ·(1−p2)+k ·pc ·p1 ·(1−p2)−k ·(1−e2) = 0.
(6)
By combining Eq. 5 and Eq. 6 we can calculate
as a following:
k =
g · p1 · (1 − p2)
(1 − e2) · (p2 + p1 · (1 − p2)) (7)
r =
g · ((1 − e2) − pc · p1 · (1 − p2))
pc · (1 − e2) · (p2 + p1 · (1 − p2)) (8)
5 Performance evaluation
In this section, we compare the performance of
modified version of the PlayNCool with the orig-
inal PlayNCool protocol. The recorded informa-
tion of Raspbery Pi devices is used to illustrate
the performance modified version of PlayNCool in
the presence of correlated losses. We demonstrate
that by considering the channel dependency in the
design of the PlayNCool protocol, the number of
transmission of the linear dependent packets will
be decreased.
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Figure 10: Total number of transmitted packet for
standard PlayNCool and correlation based PlayN-
Cool.
The modified PlayNCool protocol
We used packet reception trace of Fig. 5 test-bed to
illustrate the performance of the modified PlayN-
Cool protocol. Node D0 is chosen as the helper and
node D1 as the destination from Fig. 4. The error
probability for the channel between the helper and
the destination is 0.1. As it shown in Fig.9a, the av-
erage number of linear dependent packets received
in the destination is less when the modified ver-
sion of PlayNCool is used. The reason is that the
modified-PlayNCool takes the dependency of the
channels into account, therefore the helper trans-
mits less number of linear dependent packets to the
destination.
Fig. 10 shows the total number of transmissions
for both original and modified version of the PlayN-
Cool approach for different e2. As shown in this
figure, the number of the modified version of the
PlayNCool is less than the original PlayNCool for
higher e2. The reason is that the lower success
probability between the helper and the destination,
the higher number of transmissions from the helper
to the destination. Thus, the effect of the correla-
tion in the total number of transmission for higher
error probability is more tangible.
6 Conclusion
In this paper, we introduced a new channel model
to incorporate the effect of correlation of losses be-
tween receivers in a parametric fashion. We sup-
ported our model with a measurement campaign
that leverages commercial devices and various net-
work conditions. We also presented the effect of
correlation in the design of the PlayNCool proto-
col. The implementation and measurements using
Aalborg University’s Raspberry Pi test bed proved
that the modified PlayNCool protocol decreases
the transmission of the linear dependent packets.
Our future work will focus on the using more nodes
and also the effect of geographical position of the
nodes on the correlation.
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