ABSTRACT Multipath interference is considered as one of the dominant error sources for high-precision positioning systems. Multipath estimation plays a significant role in eliminating multipath error to improve the positioning precision. In this paper, a category of information theoretic learning (ITL)-based multipath estimation algorithms are studied in non-Gaussian noise. Apart from the previously proposed ITL-based multipath estimation algorithms, the minimum error entropy criterion-based algorithm and the centered error entropy criterion-based algorithm, a new multipath estimation algorithm using survival information potential (SIP) is also proposed. For the SIP-based multipath estimation algorithm, the SIP criterion is adopted as an index to measure the performance of estimation results. The goal of applying SIP in multipath estimation is to solve the problem that the previously proposed algorithms based on ITL are time consuming due to the calculation of multi-dimensional Gaussian kernel function. The comparisons of the three ITL-based algorithms are comprehensively analyzed in theory at first. Then, a case study of multipath environment in non-Gaussian noise is given to further demonstrate the effectiveness of the proposed algorithm in terms of estimation accuracy, randomness, and the calculation complexity for multipath estimation.
I. INTRODUCTION
With the advance of global navigation satellite systems (GNSS), the demand of high-precision positioning increases dramatically not only in military applications but also in civilian applications [1] , [2] . There are many kinds of error sources that jeopardize the positioning precision. Most of them can be removed by a differential technology or reasonable design of a receiver [3] , [4] . However, multipath interference, the delayed replica of direct signal, caused by obstacles such as buildings, hills and trees, is one of the dominant error sources due to its occurrence uncertainty and irrelevance at different positions [2] , [5] . The existence of multipath causes a positioning error, known as the multipath error. Many technologies and algorithms are proposed to remove multipath error [6] - [16] . These technologies and algorithms can be sorted as three categories according to the stage of signal processing: the antenna-based methods, the delay lock loop (DLL)-based methods and the data processing-based methods. The antenna-based methods, such as array antenna, remove multipath error through reducing the reception of multipath signals [6] , [7] . This kind of methods can eliminate multipath at the front making the following signal tracking and processing much easy. However, it tends to be hardware consuming since much more hardware is needed to improve the antenna's anti-multipath performance. The delay lock loop (DLL)-based methods, such as the narrow correlator DLL and the strobe correlator DLL, eliminate multipath error by changing the shape of the discriminator function or the correlation function in DLL [8] - [11] . This kind of methods are widely used in traditional receivers.
In recent years, the data processing methods have drawn much attention in multipath estimation because of the development of software receiver and the improvement of processing ability of digital signal processor (DSP). The main idea is to estimate multipath parameters before removing the multipath error [12] - [16] . The reasonability lies in that a signal can be depicted by several parameters. Once the multipath parameters are estimated, the multipath signal can be reconstructed. Then, its influence on the direct signal can be removed by subtracting the reconstructed multipath signal from the received signal. The well-known methods belonging to this category are maximum likelihood (ML)-based multipath estimation algorithms [17] , the least square (LS)-based multipath estimation algorithms [18] , and the particle filter (PF)-based multipath estimation algorithms [19] . Basically, the ML-based methods and the LS-based methods adopt the same criterion, the mean square error (MSE) criterion, to assess the estimation results in Gaussian noise. However, MSE criterion is not suitable for the multipath estimation in non-Gaussian noise since it only takes the mean and the variance of estimation error into consideration.
For non-Gaussian noise, higher-order statistics needs to be used to depict the probability distribution of the estimation error. A commonly used method for non-Gaussian noise is particle filter (PF) which adopts a number of delta functions to approximate the posteriori probability density function (PDF) of the estimation error [19] . Nevertheless, PF has its own limits as PF's performance is determined by the choosing of importance density function (IDF) used to determine the positions of the delta functions [20] . The IDF cannot be acquired optimally in most cases and the problem of particle degeneracy and particle impoverishment also restricts PF's application to multipath estimation.
In the last two decades, information theoretic learning (ITL) was widely used in stochastic distributed control for the controller design [21] - [24] . ITL uses various kinds of entropy to measure the randomness of error. Minimizing entropy means minimizing the randomness of error. Based on this principle, many error entropy criteria, such as minimum error entropy criterion (MEEC) [25] , maximum correntropy criterion (MCC) [26] and centered error entropy criterion (CEEC) [27] , are proposed. The authors of this paper have also done much work on this topic [15] , [16] , [24] , [28] , [29] . Recently, we introduced ITL, particularly MEEC and CEEC, to solve the multipath estimation problem in non-Gaussian noise environments and got some promising results [15] , [16] . In the previous work, the multidimensional Gaussian function needs to be calculated to obtain the error entropy, which tends to be time consuming. For positioning systems, it is essential that the calculation can be carried out in real-time, meaning that there must be a limit on the complexity of the algorithm. To this end, reducing algorithm complexity is always our goal. On the other hand, entropy cannot be used when the error PDF does not exist for a discrete variable. Besides, entropy can be a negative value which has no practical meaning for real application.
To solve the problems existing in traditional entropy, survival information potential (SIP) is proposed by Chen et al. [30] . In SIP, a survival function is used to replace the Gaussian kernel function in entropy function to reduce the calculation complexity. Meanwhile, SIP is always positive and it suits for wider cases compared with entropy. In this paper, SIP is used to solve the multipath estimation problem.
The paper is organized as follows. In Section II, the multipath estimation problem is formulated. The previous work using ITL for multipath estimation is reviewed in Section III. A multipath estimation algorithm using SIP is proposed in Section IV. A case study is given to verify the effectiveness of the proposed algorithm through the comparison with MEEC and CEEC in Section V. In Section VI, some conclusions and future study are discussed.
II. MULTIPATH ESTIMATION PROBLEM A. SIGNAL DESCRIPTION
With the existence of multipath, the received signal can be modeled as one direct signal plus M -multipath and noise. Assume the frequency tracking has been achieved by a frequency lock loop (FLL). Then, the base-band signal model can be expressed as
where r d (t) represents the direct signal part, r m (t) represents the multipath signal part. c (·) denotes the C/A code of the GNSS signal with the value of c (·) = ±1. α 0 and α m represent the amplitude of the direct signal and the amplitude of the m-th multipath, respectively. τ 0 and τ m stand for the time delay of the direct signal and the m-th multipath time delay relative to the direct signal, respectively. τ m is called the multipath relative time delay in short, hereafter. θ 0 is the direct signal phase, θ m is the m-th multipath phase delay relative to the direct signal. θ m is called the multipath relative phase delay in short. n (t) is the noise term.
The signal model in (1) can be written in a digital format as
where i denotes the i-th instant, l 0 and l m are the digital expressions of τ 0 and τ m , respectively. The noise term, n (i), is normally assumed to be Gaussian distributed, which may not always be true. For example, an impulsive noise is often encountered for positioning systems in indoor and outdoor environments [31] .
Theoretically, there can be an infinite number of multipath signals present at any given time in GNSS. For simplicity, single multipath case is discussed in this paper. Multi-multipath case can be easily extended. 
B. SYSTEM MODEL
The structure of signal tracking in GNSS is shown in Fig.1 . The correlator output vector,
be obtained by correlating the received signal, r (i), with the local C/A code vector over an observation period. Define
T as the vector of multipath parameters. x k can be estimated according to y k if enough correlator outputs are available [32] . Then, the multipath part, r m (k), can be reconstructed according to the estimation of x k and the direct signal can be obtained by subtracting the multipath part from the received signal. The estimated time delay at the next observation period,l 0,k+1 , can then be calculated to tune the local code generator to synchronize the received signal with the local punctual code. The relationship between the i-th instant and the k-th observation can be illustrated by Fig. 2 , where the i-th instant corresponds to the sample interval, T s , the k-th observation refers to the observation period, GT p . Here G is an integer, T p is the period of C/A code and K = GT p T s .
The output of the s-th correlator in Fig.1 is
where γ k =l 0,k −l 0,k . G = 1 is used in this paper, which indicates that the observation interval between the k-th correlation and the (k + 1)-th correlation is 1ms for the GPS C/A code.
are the composite amplitudes of the direct signal and the m-th multipath at the k-th observation period, respectively. A 0,k and A m,k are assumed to be unchanged during observation period. R (·) is the ideal autocorrelation function with the following format.
where l 0,k and l m,k are the direct signal time delay and the m-th multipath relative time delay at the k-th observation, respectively. T c is the C/A code chip duration. T c = 1/1023 ms for GPS signal, 1023 is the number of C/A code chips in a period. It can be seen from (3) that the parameters to be estimated at the k-th observation period can be grouped into
T based on the assumption that the phase delay is not changed during the observation period and the phase estimation can be obtained as [33] .
where A I m,k and A Q m,k are the amplitudes estimated from the in-phase channels and that from the quadrature channels.
Assume x k can be formulated as a first-order Markov process [14] .
where x k ∈ R D×1 denotes the state vectors, D = 2 (M + 1). A(·) is the system matrix depending on the state vector x k . w k is assumed to be Gaussian distributed noise with zero mean and the covariance matrix Q. y k is the observing vector with
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depending on x k , v k is the measurement noise with zero mean and it can be Gaussian distributed or non-Gaussian distributed. Denotingx k as the estimate of x k , the state estimation error is defined as e x,k = x k −x k . Since x k cannot be measured directly for multipath estimation problem, the measurement vector, y k , which is a function of x k , is used to estimate x k . In this work, it is aimed to recursively estimate x k according to the observation vector, y k . If the initial estimation is given asx 0 along with the initial gain matrix L 0 , the estimation problem described by (6) and (7) can then be solved by the following filter step.
where L k is the gain matrix of filter at the k-th iteration. Denote e k = y k −ŷ k .
III. PREVIOUS WORK REVIEW
In traditional MSE-based multipath estimation methods, MSE is usually taken as an objective to be minimized for Gaussian noise case. A typical form of MSE measure is
where e is the estimation error of multipath parameters, E (·) denotes the expectation operator. E e T e is the secondorder central moment of the estimation error, also known as variance. J can be minimized by various algorithms, such as ML-based algorithm, LS-based algorithm. Among these algorithms, the extended Kalman filter (EKF) has been widely preferred to solve multipath estimation problem. These MSE-based algorithms try to minimize the variance of multipath estimation error. Thus, for MSE criterion only the second-order statistics is taken into consideration, which is usually enough for Gaussian noise. However, for non-Gaussian noise case it is much more complicated since mean and variance cannot fully describe the error distribution and higher order statistics of estimation error needs to be introduced to get a better estimation results.
In the authors' previous work, two ITL-based algorithms, the MEEC-based multipath estimation algorithm and the CEEC-based multipath estimation algorithm, are explored to estimate multipath parameters in non-Gaussian noise. Both algorithms are reviewed briefly since their performance will be compared with the following proposed algorithm.
A. MEEC-BASED MULTIPATH ESTIMATION ALGORITHM
The MEEC-based multipath estimation aims to minimize the entropy of the multipath estimation error and hence decreases the uncertainty in estimation. In MEEC, the second-order Renyi's entropy is used as a measure of randomness. Assume a random variable e with PDF f (e), then the second-order Renyi's entropy can be defined as [34] 
For a continuous random variable e ∈ R S , with its sample points {e i } N i=1 , the PDF of e can be estimated using Parzen window method to givê
where N is the number of samples and the kernel parameter matrix. G (e − e i ) is a multi-dimensional Gaussian function written as follows.
is assumed to be a diagonal matrix with the s-th diagonal element being the variance δ 2 s for e s in e. −1 is the inverse matrix of . S is the dimension number of e. The kernel parameter is a free parameter that must be chosen by user. In this paper, is set experimentally.
Using KDE, the Renyi's quadratic entropy can be formulated as follows [25] .
where
is called the information potential (IP) of e and 2 = √ 2 . Thus, minimizing the Renyi's entropy, H 2 (e), is equivalent to maximizing the IP, V (e). Usually, the instantaneous information potential, V k (e), instead of V (e), is used as the objective function, i.e.
Then, the maximization problem can be transformed into a minimum optimization problem by considering the following index
The objective function in (16) is used for multipath estimation for MEEC.
B. CEEC-BASED MULTIPATH ESTIMATION ALGORITHM
CEEC-based multipath estimation algorithm is proposed to overcome the problem that MEEC is shift-variant. CEEC is a combination of MEEC and MCC to balance the randomness and the estimation accuracy of the parameters by integrating the similarity measure correntropy into MEEC. Under CEEC, the performance index can be expressed as
where λ is a weighting constant between 0 and 1. Obviously, J k represents MEEC when λ = 0 and MCC when λ = 1.
IV. MULTIPATH ESTIMATION ALGORITHM USING SIP
In this section, an alternative measure of uncertainty SIP is used as the performance index to measure the randomness of the multipath estimation error. First, the definition of SIP is given.
A. SURVIVAL INFORMATION POTENTIAL
Definition: For a random vector e in R S , the SIP of α-order (α > 0) is [30] : (18) where F |E| (e) = P (|E| > e) = E [I (|E| > e)] is the multi-dimensional survival function of the random vector |E|, R S + = e ∈ R S : e = (e 1 , . . . , e S ) , e s ≥ 0, s = 1, . . . , S , |E| > e means |E s | > e s , s = 1, . . . , S, I (·) is the indicator function. Particularly, the SIP is called quadratic survival information potential (QSIP) when α = 2. Two important properties of SIP, which will be used in the implementation of the algorithm, are given as follows.
Property 1: S α (E) ≥ 0, with equality if and only if P (E = 0) = 1.
Property 2: S α (E) = S α (|E|) when α = 2. Remark: SIP has some advantages over IP: (1) It has consistent definition in the continuous and discrete domains; (2) it is not shift-invariant (i.e., its value would vary with the location of distribution.); (3) it can be computed more easily from the sample data (without kernel computation and the choice of the kernel width.), and the estimation asymptotically converges to the true value; (4) it is a more robust measure since the distribution function is more regular than the density function. (Note that the density is computed as the derivative of the distribution.); (5) the smaller the SIP the smaller the randomness of the variable is [30] .
The following empirical SIP is usually used to calculate SIP [23] (19) where N is the sample number,
I (e (k) > e) (20) when e is a scalar, i.e. S = 1, sorting N samples as 0 ≤ e (1) ≤ e (2) ≤ . . . ≤ e (N ), we can getŜ α (E) aŝ
Assume e (0) = 0, then a simple form ofŜ α (E) can be obtained:
From (22) we can see that the SIP of scalar e is the weight sum of e (i), i = 1, 2, . . . , N . The weight factor λ j (j = 1, 2, . . . , N ) is determined by the sample number N and the order of SIP α. Obviously, λ j ≥ 0, N j=1 λ j = 1 and λ j can be calculated offline in advance.
However,Ŝ α (E) is unsmoothed at e (j) = 0 according to (22) . To overcome this problem, the square of sorted sample e(i), i.e. 0 ≤ e 2 (1) ≤ e 2 (2) ≤ . . . ≤ e 2 (N ), is used to calculate the empirical SIP aŝ
For multi-dimensional vector e (s >1), two methods are mentioned to calculate SIP in [23] , a simple and low complexity method is chosen in this paper since we try to reduce the calculation complexity to make sure the algorithm can work in real-time. So, for a s-dimension vector e, its SIP is calculated asŜ Then, the updating formula for filter gain, L k , can be got according to the gradient descent method for QSIP,
where µ is the learning rate. The convergence of the proposed algorithm can be guaranteed when a proper learning rate is chosen. The filter convergence proof can be got similarly as that in [16] .
B. IMPLEMENTATION OF MULTIPATH ESTIMATION USING SIP
The empirical QSIP is used as the performance index for multipath estimation. The pseudo code of the proposed algorithm is given in Table I .
C. COMPARISON WITH MEEC AND CEEC IN THEORY
The multipath estimation algorithm based on MEEC is an application of error entropy theory in multipath estimation. Error entropy is a global measure of error randomness, which can be used to guarantee the minimum randomness of estimation result by minimizing a specified error entropy function. However, the error entropy can be same even when the error means are different, which indicates even the error mean is not zero the error entropy can be the minimum. This property is called shift-invariance. Consequently, specific kernel parameters of MEEC should be chosen carefully to guarantee the zero mean of estimation error.
The multipath estimation algorithm based on CEEC integrates MCC into MEEC to overcome the shift-invariance of MEEC by fixing the peak point of error entropy at zero. However, the calculation of error entropy needs not only the error entropy but also the correntropy, which leads to a more complicated calculation and tends to be time consuming.
The multipath estimation algorithm using SIP is mainly used to overcome the disadvantages of the shift-invariance in MEEC and being time consuming in CEEC. Compared with MEEC-based multipath estimation algorithm and the CEECbased multipath estimation algorithm, it is much easier to calculate the performance index for the proposed multipath algorithm using SIP. Meanwhile, SIP is shift-variant and it can only reach the peak point when the error is zero. Furthermore, SIP does not need to choose the kernel parameters and calculate the multi-dimensional Gaussian kernel function. Besides, the weight parameter of SIP can be calculated in advance. These advantages of SIP make it is a feasible performance index to replace MEEC and CEEC.
V. CASE STUDY OF MULTIPATH ESTIMATION
In this section, a single multipath environment is constructed for simulation. A direct GPS signal plus one multipath signal is structured to serve as the signal source. The assumptions, that the received signal is unchanged during the observation period and the frequency tracking of the received signal has been achieved by a FLL, are taken in this case study. The parameters of this simulation are set as follows. M = 1, the sample interval is T s = T c /10, T c is a chip period. An impulse noise with the form, f n = λ 1 N (µ 1 , σ 1 ) + λ 2 N (µ 2 , σ 2 ), is served as a non-Gaussian noise. N (µ, σ ) is a Gaussian function with mean µ and variance σ , and in particular, λ 1 = 0.9, µ 1 = 0, σ 1 = 10, λ 2 = 0.1, µ 2 = 0, σ 2 = 100 is set for this case.
The true values of the parameters to be estimated are set as: 
T , and the correlator spaces between each correlator and the punctual local code are grouped into a
The root mean square error (RMSE) of 1000 independent simulations is used to evaluate the performance of the proposed algorithm along with the multipath estimation algorithms based on MEEC and CEEC.
In this simulation, the initial estimate is set as the true value, i.e. From Fig.4 we can see that SIP has the best estimation performance in terms of estimation accuracy and convergence speed. CEEC can achieve a better estimation accuracy compared with MEEC as iteration goes on but has a larger randomness at the initial stage, which is consistent with the results in [16] . To have a close inspection of the estimation results, the error PDF of SIP is also offered in Fig.5 , we can see that the error PDF curve becomes more and more concentrated around zero and more and more sharp, which means a better estimation accuracy has been achieved and the randomness has been reduced. Similarly, the error PDFs of MEEC and CEEC are given in Fig. 6 and Fig. 7 . Comparing them with Fig.5 , we can see SIP has the maximal peak and it also has the most concentrated error PDF at the same iteration, which demonstrates the estimation results in Fig.4 from the view of error PDF.
Apart from the accuracy and randomness analysis, the algorithm complexity is also analyzed from the perspective of actual time consuming. Three algorithms are performed on an ASUS laptop (inter core (TM) i5-2450m CPU 2.50GHz) with the same observation data. Three algorithms are run 100 times independently over 1000 iterations. The VOLUME 6, 2018 running results show that each iteration needs 0.29 ms for SIP, 1.73 ms for MEEC and 4.39 ms for CEEC. We can see the complexity has been reduced significantly for SIP compared with MEEC and CEEC. This improvement is mainly because the calculation of Gaussian kernel function has been removed in SIP. The improvement in terms of algorithm complexity is crucial for navigation and positioning systems, especially for the systems working in real time applications.
VI. CONCLUSIONS
Aiming to solving the multipath estimation in non-Gaussian noise, a multipath estimation algorithm using SIP was proposed in this paper. The current work is the extension of the previous study on multipath estimation based on ITL. The main contributions of this paper are two folds: (1) SIP is applied to multipath estimation to overcome the problems of MEEC and CEEC based algorithms proposed previously; (2) the comprehensive comparison of the proposed algorithm with the MEEC algorithm and the CEEC algorithm are offered in terms of estimation accuracy, randomness and calculation complexity. The theory analysis and the simulation results verified the effectiveness of the proposed algorithm. However, the static multipath case is considered in current work and the dynamic case will be studied in the future work.
