Abstract| The main contribution of this paper is to present simple and elegant podality-based algorithms for a variety of computational tasks motivated by, and nding applications to, pattern recognition, computer graphics, computational morphology, image processing, robotics, computer vision, and VLSI design. The problems that we address involve computing the convex hull, the diameter, the width, and the smallest area enclosing rectangle of a set of points in the plane, as well as the problems of nding the maximum Euclidian distance between two planar sets of points, and of constructing the Minkowski sum of two convex polygons. Speci cally, we show that once we x a positive constant , all instances of size m, (n 1 2 + m n) of the problems above, stored in the rst d m p n e columns of a mesh with multiple broadcasting of size p n p n can be solved time-optimally in ( m p n ) time.
I. Introduction
The mesh has emerged as the platform of choice for implementing a variety of tasks in pattern recognition, image processing, computer vision, path planning, and digital geometry. Its regular and intuitive topology makes the mesh suitable for VLSI implementation, with several models built over the years. Examples include the ILLIAC IV, the STARAN, the MPP, and the MasPar, among others 3], 4], 28]. At the same time, the mesh is notoriously ine cient when it comes to handling non-spatially organized data. In an attempt to address this problem, the mesh has been enhanced with various types of bus systems 18], 20].
One such enhanced architecture that is commercially available is obtained by endowing the mesh with row and column buses 27]. In 18] an abstraction of such a system is referred to as mesh with multiple broadcasting. A mesh with multiple broadcasting of size M N consists of MN identical SIMD processors positioned on a rectangular array with processor P(i; j) located in row i and column j.
Every row and every column is endowed with its own bus, as illustrated in Figure 1 . We assume that the processors in the leftmost column serve as I/O ports.
The processors know their position within the mesh and have a constant number of registers of size O(log MN).
Unit time operations are limited to arithmetic or boolean operations, communication with one neighbor, or a bus operation and involve handling at most O(log MN) bits.
Only one processor is allowed to broadcast on a given bus at one time. By contrast, all the processors on the bus can simultaneously read the value being broadcast. In accord with other workers 2], 18], 23], 27], we assume ideal bus communications. Recent experiments with the DAP 27], the YUPPIE 20] , and the PPA 23] seem to indicate that this is a reasonable working hypothesis. 4 4 Being of theoretical interest as well as commercially available, the mesh with multiple broadcasting has attracted a great deal of attention. Applications ranging from image processing 19 The main contributions of this work is to present podality-based time-optimal algorithms for a variety of computational tasks on meshes with multiple broadcasting. The problems that we address involve computing:
1. the convex hull of a set of points in the plane; 2. the diameter, the width, and the smallest area enclosing rectangle of a set of m points in the plane; 3. the maximum Euclidian distance between two mpoint sets;
4. the Minkowski sum of two m-vertex convex polygons.
All these problems are motivated by, and nd applications to, pattern recognition, computer graphics, computational morphology, image processing, computer vision, and VLSI design. For example, one of the fundamental heuristics in pattern recognition, image processing, hando management, cellular system design, mobile computing, and robot navigation, involves approximating real-world objects by convex sets. For obvious reasons, one is typically interested in the smallest convex region that contains some object in the space of interest. The convex hull of a set of points is the smallest convex set that contains the original set 29], 32]. Being central to many application areas, the convex hull problem has been extensively studied in the literature, both sequentially and in Instances of size n of the problems above can be solved in ( p n) time on a mesh of size p n p n. Furthermore, this is known to be time-optimal not only for unenhanced meshes, but also for enhanced meshes. This somewhat counter-intuitive result motivated us to look at the following problem: Suppose that we are given a mesh, or enhanced mesh, of size p n p n and the goal is to solve instances of size m ( p n m n) of the problems mentioned, stored in the rst d m p n e columns of the machine.
How fast can this task be performed? Clearly, ( p n) is a time lower bound for the mesh, even if m 2 o(n). Can one do better on the mesh with multiple broadcasting? We prove that any algorithm that correctly solves instances of size m of these problems on such a platform must take at least ( m p n ) time. Our next contribution is to show that this lower bound is tight by providing podality-based, time-optimal algorithms for the problems mentioned. In this direction, we show that once we x a constant > 0, all instances of size m, 11] . However, the algorithm in 11] does not use copodality and, as a result, is rather involved. By contrast, the time-optimal convex hull algorithm developed in this paper is copodality-based and o ers much more insight than the algorithm in 11].
Section II presents preliminaries and establishes terminology and notation; Section III discusses our copodalitybased convex hull algorithm; Section IV presents novel results concerning the antipodality of a convex polygon; Section V presents our time-optimal diameter-nding algorithm; Section VI discusses our time-optimal algorithm for the width and the smallest-area enclosing rectangle; Section VII addresses the problem of computing the maximum Euclidian distance between two sets of points; Section VIII discusses the problem of computing the Minkowski sum of two convex polygons. Finally, Section IX o ers concluding remarks and open problems.
II. Background and Terminology
In this section we review basic geometric de nitions and concepts, along with data movement techniques for implementing algorithms on meshes with multiple broadcasting.
A. Geometric Preliminaries
Specifying an n-vertex polygon P in the plane amounts to enumerating its vertices in clockwise order as p 1 ; p 2 ; : : : ; p n (n 3), in such a way that p i p i+1 (1 i n?1) and p n p 1 de ne the edges of P. This is also known as vertex representation of P. The vertex representation can be easily converted into an edge representation, where P is speci ed as a sequence e 1 ; e 2 ; : : : ; e n of edges, speci ed in clockwise order, with e i (1 i n ? 1) having p i and p i+1 as its endpoints, and e n having p n and p 1 as its endpoints.
A polygon is termed simple if no two of its nonconsecutive edges intersect. Recall that the Jordan Curve Theorem 29] guarantees that a simple polygon partitions the plane into two disjoint regions, the interior (bounded) and the exterior (unbounded), separated by the boundary of the polygon. A simple polygon is convex if its interior is a convex set 29]. A simple polygon P = p 1 ; p 2 ; : : : ; p n is in standard form if the following conditions are satis ed: p 1 is the rightmost vertex with least y-coordinate; all the vertices are distinct; no three consecutive vertices are collinear; the vertices are speci ed in clockwise order. We assume that all the polygons are in standard form. The convex hull of a set S of points is de ned as the smallest convex set that contains S. It is well known 34] that the convex hull of a set S of points in the plane is a convex polygon having some of the points in S as vertices. 
Fig. 2. Illustrating far and near vertices
A line passing through a vertex of a simple polygon P is a supporting line for P if the interior of P lies completely in one halfplane determined by . Two polygons are said to be separable if there exists a line such that their interiors lie in opposite halfplanes determined by .
Consider two convex polygons P and Q and refer to Figure  2 . A line supporting for both P and Q and such that their interiors lie in the same halfplane determined by will be referred to as a common tangent. It is well known that two separable polygons admit exactly two common tangents 29] . For further reference, we note that in case P and Q are separable in the x-direction, the two common tangents are referred to, in the obvious interpretation, as the upper tangent and the lower tangent. This terminology will be used henceforth without further explanation.
A directed supporting line for P is said to be positive if the interior of P lies in the right halfplane determined by (see also 29]). A directed supporting line for P is said to be positive with respect to Q, if Q lies in the positive halfplane determined by . For example, in Figure 2 , the supporting line through p 3 is positive with respect to Q.
A vertex p i of P will be called far with respect to Q (or, simply, far if no confusion is possible) if all supporting lines for P passing through p i are positive with respect to Q. As an illustration, vertex p 3 in Figure 2 is far with respect to Q. A vertex p j is said to be near with respect to Q (or, simply, near if no confusion is possible) if no supporting line for P passing through p j is positive with respect to Q.
The reader should be in a position to con rm that vertex p 6 in Figure 2 is near with respect to Q. Finally, a vertex that is neither far nor near with respect to Q will be said to be critical with respect to Q or, simply, critical. Referring again to Figure 2 , vertices p 2 ; p 3 are far, p 4 is critical, p 5 and p 6 are near and, nally, p 1 is critical.
We now state a number of geometric results that will prove to be useful in designing our convex hull algorithm.
In Lemmas 2.1 and 2.2 we assume two convex polygons P and Q; to simplify the exposition, far, near, and critical are meant with respect to Q. Proof. First, if the vertex p i is a tangency vertex then it is easy to see that there always exists a positive supporting line of P through p i and that not all the supporting lines through p i are positive. Therefore, p i is a critical vertex.
Conversely, let p i be a critical vertex of P and refer to Figure 3 . The fact that p i is critical is con rmed by two supporting lines: a positive supporting line and a second supporting line 0 which is not positive. Consider rotating clockwise, about p i , a supporting line , initially collinear with , until is coincides with 0 . As changes status from positive to non-positive, it must pass, for the rst time, through some vertex q j of Q. At this precise moment, the interiors of both P and Q must lie in the same halfplane determined by , con rming that is a common tangent of P and Q. Figure 4 .
Consider two convex polygons P and Q. Toussaint 32] proposed to call vertices p i of P and q j of Q copodal if P and Q admit positive directed lines of support at p i and q j having the same direction. For an illustration of this concept we refer the reader to Figure 5 where vertices p 3 and q 3 are copodal, as the polygons P and Q admit positive parallel lines of support of the same direction at p 3 and q 3 . For later reference, we now state an important geometric result about copodal vertices in convex polygons. Consider two separable convex polygons P and Q and let be a directed line intersecting both P and Q, as illustrated in Figure 6 . Let p i and q j be copodal vertices of P and Q, lying in the negative halfplane determined by , and admitting lines of support P and Q , parallel and with the same direction as . Assume, without loss of generality, that p i is further away from than q j . Let p k be the last vertex on the chain p i ; p i+1 ; : : : ; that lies in the same halfplane determined by Q as p i . (In Figure 6 , p 6 plays the role of p i , while p 8 plays that of p k .) The following result, in addition to being interesting in its own right, will turn out to be key in our convex hull algorithm. Lemma 2.3. Vertex p i is far or critical with respect to Q, while p k is near or critical with respect to Q. Moreover, if p i and p k coincide, then they are both critical.
Proof. The assumption that p i is further away from than q j guarantees that P does not intersect Q and so P must be positive, as the interiors of both P and Q lie in the 
B. Data Movement Preliminaries
We review basic data movement results that are key in our convex hull algorithm. To begin, we describe the details of a very simple data movement that allows to compact a list by eliminating some of its elements. Consider a mesh with multiple broadcasting of size p n p n and suppose that the processors in the rst row store a sequence a 1 , a 2 , : : :, a p n of items with some items marked. Assume further that every marked item knows its rank among the marked items. We wish to obtain an ordered sublist consisting of the marked items, stored in order, in the leftmost positions of the rst row. This task can be performed as follows.
Suppose that a i is the k-th marked item in the sequence. P(1; i) will broadcast a i vertically to P(k; i) which, in turn, will broadcast a i horizontally to P(k; k). Finally, P(k; k) will broadcast a i vertically to P(1; k), as desired. Thus, we have the following result (see also 5] This amounts to saying that the line through ! parallel to qv j intersects the wedge w(v j ), as claimed. cast to all the processors in the mesh. By Lemma 2.6, to check whether the line qv i is a supporting line for V , the processor storing v i needs to check whether the line parallel to qv i through ! intersects the wedge w(v i ). Clearly, exactly two processors will detect that the vertex they store achieves a supporting line. As an illustration, in Figure   8 the processor storing v j detects that qv j is a supporting line; the processor storing v k nds out that the line through ! parallel to qv k does not intersect the wedge w(v k ) and so qv k is not a supporting line. Finally, taking turns, the two processors that detect the tangency condition report to P(1; 1). We summarize by stating the following result.
Lemma 2.7. Let V be an n-vertex convex polygon stored one vertex per processor in a mesh with multiple broadcasting of size p n p n and let q be a point outside V .
The task of nding the supporting lines from q to V can be performed in O(1) time. We proceed as follows. First, having chosen an arbitrary point ! in the plane, processor P(1; 1) broadcasts ! to all the processors in the mesh. Next, using vertical buses, the vertices of V are replicated in all rows of the mesh. Similarly, using horizontal buses, the vertices of U are replicated in all columns of the mesh. As a result of this data movement, every processor P(i; j) (1 i; j p n) stores two vertices, namely u i and v j . Next, in constant time, each processor P(i; j) computes the wedges w(u i ) and w(v j ) centered at !, as described previously. To detect whether the line collinear with u i v j processor P(i; j) only has to apply Lemma 2.6 twice. Finally, using a simple data movement similar to the one discussed in Lemma 2.5 allows us to compact the vertices in the resulting convex hull into the leftmost positions in the rst row of the mesh, at most two points per processor. Thus, we have the following result. 
III. Computing the Convex Hull
In this section we exhibit a copodality-based timeoptimal convex hull algorithm for points in the plane.
We assume a mesh with multiple broadcasting R of size p n p n. Fix an arbitrary constant > 0. The input is a set S of m planar points, with m in the range n 1 2 + m n:
The input is distributed in some order, one point per processor, in the leftmost m p n columns of R. We assume, without loss of generality, that the points in S are in general position with no two having the same x-coordinate and no three of them collinear. Our goal is to compute the convex hull of S and to return it in column-major order in the leftmost m p n columns of R, from where it can be output in O( m p n ) time. We propose to show that the task at hand can be performed time-optimally in ( m p n ) time. Note that our convex hull algorithm features a very attractive property, namely that the time to input the data, the time to compute the convex hull, as well as the time to output the result are essentially the same.
The algorithm proceeds by divide and conquer. We begin by sorting the input by increasing x-coordinate. The motivation for the preprocessing is that in subsequent steps we deal with convex hulls separable in the x-direction. From a bottom-up perspective, the divide and conquer strategy is tantamount to merging separable convex hulls into larger and larger ones until the desired convex hull is obtained.
Since we do not have enough bandwidth to merge two convex hulls directly, we reduce the task of merging, in stages, to that of merging sparse instances of the problem. A classic way of transforming a \dense" problem into a sparse one is achieved through sampling. We devise a sampling strategy that is both easy to implement and well adapted to the platform at hand. In outline, then, the convex hull algorithm is partitioned into four stages. Stage 1 is a preprocessing stage in which the input points are sorted by increasing x-coordinate; a second goal of this stage is to partition R into a number of submeshes of size m p n m p n . Finally, the sorted sequence of points is moved to these submeshes for further processing. The main goal of Stage 2 is to compute the convex hull in each of these submeshes. The second goal of this stage is to establish a number of properties that will become basic invariants in our algorithm. Stage 3 proceeds to repeatedly combine the convex hulls produced in Stage 2, to obtain the convex hull of S. Finally, Stage 4 compacts the convex hull in column-major order into the rst m p n columns of the mesh, from where the result can be output in O( m p n ) time. The remainder of this section is devoted to a detailed description of each of these stages. p n . We refer to the submeshes R i;i as diagonal (see Figure 9 ). The diagonal submeshes are independent since the same task can be performed, in parallel, in all of them without broadcasting con icts. For this purpose, the convex hulls in adjacent diagonal submeshes are merged, in pairs, as described below. Specifically, in the k-th step of the merging process the convex hull contained in the submeshes R 1;1 ; R 2;2 ; : : : ; R 2 k?1 ;2 k?1 is merged with the convex hull contained in the submeshes R 2 k?1 +1;2 k?1 +1 ; R 2 k?1 +2;2 k?1 +2 ; : : : ; R 2 k ;2 k , and so on.
To simplify the notation, we refer to the submesh of R delimited by R 1;1 and R 2 k?1 ;2 k?1 as M 1 and to the submesh delimited by R 2 k?1 +1;2 k?1 +1 and R 2 k ;2 k as M 2 . Refer 2 i.e. its relative position, in clockwise order, on the convex hull, speci ed in standard form 3 For simplicity we assume that n m is an integer.
to Figure 9 for an illustration: here, k = respectively. It is important to note that P and Q are separable in the x-direction; moreover, the points of M 1 and M 2 continue to be stored in the diagonal submeshes where they were moved in Stage 1. The points belonging to P and Q are marked, but they may not be physically adjacent. We also assume that the invariants (H) and (S) hold just prior to merging P and Q. Speci cally, we assume that the samples A of P and B of Q contain the rightmost hull vertex, if any, in every row of M 1 and M 2 , respectively. Trivially, the assumption about the layout of P and Q guarantees that each row of R i;i (1 i 2 k?1 ) contains at most one sample point of P. Similarly for Q. In this context, our task is to compute the upper and lower tangents of P and Q, while preserving the invariants (H) and (S). We now describe the computation of the upper tangent of P and Q. ner as (H). As before, assume that sample point b 1 has a smaller y-coordinate than a 1 . Note that every sample point on the chain from b 1 to q 0 is still a sample point in the merged hull; the vertex q 0 becomes a sample point (this is because, q 0 is now the rightmost hull vertex in its own row in the mesh); similarly, every sample point of P on the chain from p 0 to p remains a sample point in the new hull. Just like q 0, p becomes a new sample point. Finally, every sample point of Q on the chain from q to b 1 remains a sample point in the new hull. Thus, the only sample points that change are those in the same row as q 0 and p , being replaced by q 0 and p , respectively. Up to now, we have showed that all sample points on the new convex hull can be correctly identi ed. Next, we show that all of them can correctly update their ranks in the new sample. The rst task in this direction is for every sample point to identify its two sample neighbors. As argued before, the only sample points that acquire new neighbors are those for which q 0 and p are the new neighbors. Now, in two broadcast operations these sample points can correctly nd their neighbors. In a similar way, the rank of every sample point within the new sample set can be computed. Therefore, the invariant (S) is also preserved, and the process of updating the sample information takes O (1) time. Thus, the convex hulls P and Q can be merged in O(1) time, while preserving the invariants (H) and (S). The merging process continues until the convex hull of S is determined. Since there were initially n m convex hulls and they were combined in pairs, the whole process runs in O(log n m ) time. Thus, we state the following result. 
Proof. Observe that (1) 
and also n m p n :
Now ( 
Using the well-known fact that for every positive x, log x < x, (6) yields log n m 2 m p n (7) implying (2) It is important to note that r(w) and c(w) denote the row and the column where w has to be moved in the compacted version of the convex hull. Further, note that the processor storing w can compute r(w) and c(w) in O(1) time. In every R i;i the convex hull vertices are sorted in rowmajor order by increasing r-value. By using an optimal sorting algorithm for meshes 24] this takes O( m p n ) time. Further, using vertical buses, the convex hull vertices in the rst row of every submesh R i;i are moved to the row of the mesh corresponding to their r-value (refer to Figure  13 .a). Speci cally, a generic convex hull vertex w stored by a processor P(i; j) will be broadcast vertically to processor P(r(w); j). It is crucial to note that since the convex hull vertices are sorted in row-major order by their r-values no broadcasting con icts can arise. Proceeding sequentially, all the m p n rows of the R i;i 's are processed as described.
Thus, in O( m p n ) time all the convex hull vertices will be broadcast to the row of the mesh corresponding to their r-value. Since there are at most m p n convex hull vertices sharing the same r-value, no processors in the same column of an R i;i can contain convex hull vertices with the same r-value. Therefore, no processor will receive more than one convex hull vertex in the above data movement. Recall that given given a convex polygon P=p 1 , p 2 , : : :, p n and a point ! in the plane, there is a one-to-one map between the vertices of P and some wedges about !. This map is obtained by considering every edge p i?1 p i of P as a vector originating at p i?1 and by translating this vector parallel to itself until the origin becomes !. This map associates with every vertex p i of P a unique wedge w i centered at ! and delimited by the vectors p i?1 p i and p i p i+1 . The antipodality matrix A associated with a convex polygon P is a 0/1 matrix of size n n having its rows and columns labeled by the vertices of P and such that A i; j] = 1 if and only if vertices p i and p j are antipodal. Since antipodality is symmetric, the matrix A itself is symmetric. By Proposition 4.2, the 1's in every row of A occur consecutively in cyclic order. We shall refer to a row of A as dense if the number of 1's it contains is larger than 3; otherwise the row is called sparse. (In Figure 14 , rows 3 and 4 of the matrix are dense, the others sparse.) The following result is key in obtaining our time-optimal algorithms. with at most two vertices and so its corresponding row in the antipodality matrix must be sparse. For algorithmic purposes, it is of interest to investigate antipodality properties of the vertices of convex polygons.
The following crucial observation shows that if a vertex v i is antipodal with \many" other vertices of the polygon, then information about most of these pairs will be recorded in sparse rows of the corresponding antipodality matrix. This is a key property that will be exploited in our antipodalitybased algorithms. Speci cally, we have the following result. Proof. By Lemma 4.3, the row of the antipodality matrix corresponding to vertex p l is sparse, and so, information about (p i ; p l ) is stored in the sparse row l. . . . The sparse antipodality matrix is obtained from A by removing in every dense row all the 1's except for the leftmost and rightmost, as illustrated in Figure 17 . We continue to refer to the sparse antipodality matrix as A.
Let p i be an arbitrary vertex of P. A wedge w j (i 6 = j) is said to be left (resp. right) with respect to the wedge w i if w j stays in the left (resp. right) halfplane determined by a directed line through ! that sweeps w i . A wedge which is neither left nor right is termed mid. For an illustration, the reader is referred to Figure 18 . Here, the wedges w 6 ; w 7 ; w 8 , and w 1 are right with respect to w 5 , as they all lie in the right halfplane of a directed line that sweeps w 5 . Consequently, from now on, we concentrate on the task of computing the diameter of P.
To understand the motivation for the next stages of the algorithm, recall that by Corollary 4.5, in every dense row of the antipodality matrix we can safely ignore from further processing all vertices with the exception of those corresponding to the leftmost and rightmost 1. We abuse the terminology a bit referring to a vertex of P as dense or sparse depending on whether or not the corresponding row in the antipodality matrix is dense or sparse. The task of identifying and processing dense and sparse vertices will be carried out in the next two stages. Stage 2. We select a set of sample vertices of P by retaining every m p n -th vertex of P. The assumed layout of P guarantees that the vertices in the sample occur in topdown order in the m p n -th column of R 1 , as illustrated in Figure 19 . Note that by Proposition 4.2 if s t and s u are sample vertices antipodal to vertex p i , then all vertices of P between s t and s u are antipodal (in P) to p i . The reader is referred to Figure 19 for an illustration. This observation motivates the task speci c to Stage 2, namely to determine, for every vertex p i of P, the sample vertices which are antipodal (in P) to p i . For this purpose, we replicate the set of samples in all rows of R. This is achieved by rst moving the samples to the processors on the main diagonal of R, from where they are replicated in all rows using vertical buses. We describe the processing that takes place in the rst row of the mesh, all the other rows being handled, in parallel, in the same way. Begin by broadcasting p 1 to the entire rst row. Upon receiving p 1 , every processor P(1; j) As a consequence of our previous data movement, these sample wedges are stored by consecutive processors P(1; j); P(1; j + 1); : : : ; P(1; k). It is easy to identify the rst and last processor storing such a wedge. Taking turns, P(1; j) and P(1; k) broadcast (j,mid) and (k,mid) back to P(1; 1). Case 2. Exactly one sample wedge is mid wedge with respect to w 1 .
Let processor P(1; j) detect that the sample wedge it holds is mid with respect to w 1 . As in Case 1, P(1; j) broadcasts the packet (j,mid) back to P(1; 1).
Case 3. No sample wedges are mid wedges with respect to w 1 .
In this case, Lemma 4.6 guarantees the existence of a unique processor P(1; j) with the property that the sample wedge wjm p n is right and the wedge w(j+1)m p n is left with respect to w 1 . Processor P(1; j) broadcasts the packet (j,right) back to P(1; 1). Upon receiving the packet(s) of information, P(1; 1) will take the following action. In Case 1, Proposition 4.1 combined with our way of choosing the samples guarantee that p 1 is dense. Note that Lemma 4.4 along with our way of selecting the set of samples imply that the leftmost and rightmost vertices antipodal to p 1 can only occur in rows j and k + 1, respectively. Accordingly, the candidate set C 1 is set to j; k + 1]. In Case 2, by Proposition 4.2, the only vertices that can be antipodal to p 1 lie in rows j and j + 1. Now the candidate set C 1 is described implicitly by j; j + 1]. In Case 3, by Lemma 4.4, the only vertices that may be antipodal to p 1 lie in row j. Accordingly, the candidate set C 1 is denoted by j; j]. Clearly, the processing of p 1 takes O(1) time. The remaining vertices of P in the rst row of R 1 are handled similarly, one after the other.
Since there are only m p n convex hull vertices in the rst row, Stage 2 runs in O( m p n ) time.
Stage 3. The goal of this stage is to re ne the sets C i computed in Stage 2 into A i . For this purpose, we replicate in O( m p n ) time the contents of R 1 , column by column, to all the R j 's (2 j n m ). The main reason for this data movement is to use the processors in R j to handle the convex hull vertices originally stored in R j;1 . The reader will not fail to observe that by the previous data movement these vertices have been replicated in the diagonal submesh R j;j . Moreover, as illustrated in Figure 20 , the submeshes R j;j are independent submeshes with multiple broadcasting. For de niteness, we discuss the processing that takes place in R j , all the other R k 's being processed similarly. Recall that for a convex hull vertex p i in R j;j the candidate set C i involves vertices from at most two rows of R j .
We refer to the smallest index of such row as low row-rank of p i . The second row index, if any, will be referred to as high row-rank of p i . The processing begins by sorting the vertices in R j;j in row-major order of their low row-rank. Further, the rows of R j;j will be termed pure or impure depending on whether or not their vertices have the same low row-rank. Pure and impure rows are handled di erently as we are about to describe. For an illustration, the reader is referred to Figures 21 and 22 below.
We begin by identifying every row of R j;j as pure or impure. For this purpose, every processor in the last column of R j;j broadcasts the low row-rank of the vertex it holds horizontally. Upon receiving this information, every processor in the rst column of R j;j has enough information to determine whether the corresponding row is pure or impure. Next, we process pure rows with low row-ranks at most p n, as follows. Let r 1 ; r 2 ; : : : ; r t be the low row-ranks of the pure rows in R j;j . By broadcasting one by one the rows r 1 ; r 2 ; : : : ; r t of R j vertically we ensure that row r k will be replicated in every pure row with low row-rank r k . Since there are at most m p n pure rows in R j;j , this data movement takes O( m p n ) time. Figure 21 illustrates the broadcasting of row r to all the pure rows with low row-rank r.
Further, in every pure row, the vertices received are moved horizontally, in lock step. This data movement ensures that every vertex in a pure row determines whether it is dense or sparse. In case they are sparse, they also retain the identity of (at most three) vertices to which they are antipodal. In case they are dense, they retain the identity of the leftmost and rightmost vertex in their antipodality interval. Thus, the overall processing time of pure rows is bounded by O( m p n ). O( m p n ) time. Our previous observation guarantees that no processor stores, as a result of this data movement, more than two vertices. Now using a simple data movement, whose details are omitted, in each row of R j , the vertices determine whether they are dense or sparse. In case they are sparse, they retain the identity of (at most three) vertices to which they are antipodal. In case they are dense, they retain the identity of exactly two vertices: the leftmost and rightmost vertex to which they are antipodal.
The same processing is repeated for the high row-rank of vertices in R j;j . As a result, all the dense and sparse vertices have retained the identity of at most three vertices of P to which it is antipodal. Furthermore, the running follows that any algorithm that correctly returns the diameter of the input must take at least ( m p n ) time. The fact that information about all (m) pairs that can achieve the diameter is needed follows from the observation that if one of them is ignored, one can change it and invalidate the algorithm.
VI. Computing the Width and the Smallest
Enclosing Rectangle
The width of a set of points in the plane is de ned to be the least distance between pairs of antipodal pairs of its convex hull 17]. This suggests the following simple algorithm to compute the width of a set S of points. Begin by computing the convex hull of S. Once this is available, the algorithm is identical to the diameter algorithm, except that instead of the maximum distance, the minimum distance between antipodal pairs is retained. The timeoptimality can be established by an information transfer argument. Thus, we have the following result. Furthermore, this is time-optimal on this architecture. The problem that we address in this section is stated as follows: given two m-point sets of points in the plane, compute the largest Euclidian distance between a point in the rst set and a point in the second set. We assume that m satis es (1) and that the points of the two sets are stored in the leftmost m p n columns of a mesh R with multiple broadcasting of size p n p n, two points per processor.
Our goal is to show that the problem at hand can be solved time-optimally on our platform.
Let S 1 and S 2 be the two sets. To begin, we compute the convex hull P of S 1 and Q of S 2 by using the time-optimal algorithm of Section 3. The motivation is provided by the following result which reduces the problem of computing the maximum Euclidian distance between S 1 and S 2 to the problem of computing the maximum Euclidian distance between the vertices of P and Q. By Lemma 7.3, the algorithm for determining the maximum Euclidian distance between antipodal pairs of vertices of P and Q is identical to the algorithm for computing the diameter whose details were discussed in Section 5. To summarize our ndings, we state the following result. Proof. The correctness follows immediately from Propositions 7.1 and 7.2. The running time follows directly from Lemma 7.3. Therefore, we now turn to the time-optimality of the algorithm. We rely on the following technical result. Consider two convex polygons P and Q in the plane. For an arbitrary pair of vertices p i of P and q j of Q, the vector sum of p i and q j is a point s i;j in the plane de ned by s i;j = (x(p i ) + x(q j ); y(p i ) + y(q j )) ; (8) that is, the coordinates of s i;j are precisely the sums of the x-and y-coordinates of p i and q j . The Minkowski sum P L Q of P and Q is the convex hull of the set of points s i;j in the plane obtained as vector sums of pairs of vertices of P and Q. The reader is referred to Figure 25 for an illustration. The algorithm for determining the copodal pairs of vertices of P and Q is identical to the algorithm for computing the diameter whose details were discussed in Section 5. We summarize by stating the following result. The main contributions of this work is to present podality-based time-optimal algorithms for a variety of computational tasks on meshes with multiple broadcasting. The problems that we addressed involve computing: (1) the convex hull, (2) the diameter, the width, and the smallest area enclosing rectangle of a set of m points in the plane; (3) the maximum Euclidian distance between two m-point sets; (4) the Minkowski sum of two m-vertex convex polygons. All these problems are central to pattern recognition, computer graphics, computational morphology, image processing, morphology, computer vision, and VLSI design.
We have shown that once we x a constant > 0, instances of size m, (n interesting to see what other computational problems nd elegant solutions using the concept of podality. Second, it would be of interest to see whether podality can help with solving similar problems in higher dimensions. As pointed out in 32] the \rotating calipers" technique that provides an elegant sequential solution to these problems in two dimensions does not immediately extend to higher dimensions. It would be interesting to see if our technique of handling dense and sparse rows in the corresponding antipodality matrix can be of help in those contexts.
