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Introduction 
Problématique 
Depuis quelques années, notre société est marquée par un certain nombre 
d'évolutions sur le plan industriel. Parmi celles-ci, trois faits fondamentaux nous 
intéressent particulièrement : ce sont le développement de nouvelles technologies 
de communication, l'arrivée de l'informatique à tous les niveaux dans les systèmes 
industriels et l'évolution dans des mesures importantes, de la complexité de ces 
systèmes. La concomitance de ces trois faits impose dorénavant pour un certain 
nombre de ces systèmes, la prise en compte au niveau logiciel des aspects liés à 
la distribution, à la décentralisation ou à l'autonomie comme nous allons le voir 
(cf. chapitre 1) mais aussi des aspects liés à la dynamique, à l'évolutivité et à la 
flexibilité (cf. chapitre 2) pour pouvoir répondre à de nouveaux problèmes relatifs 
au contrôle, à la surveillance ou à la simulation, par exemple. Plus précisément, le 
développement d'applications informatiques coopératives (réseaux d'entreprises. 
entreprises virtuelles, e-business ... ) prend de plus en plus d'importance. Il de,·ient 
ainsi crucial de disposer de méthodes et d'outils logiciels bien adaptés aux ca-
ractéristiques de tels systèmes afin de pouvoir les modéliser aussi fidèlement et 
précisément que nécessaire. De plus, dans le cadre d'environnements etjou de sys-
tèmes industriels très dynamiques, il s'avère souvent nécessaire de pouvoir prendre 
en compte de manière explicite les aspects temporels à l'intérieur des différentes 
composantes de telles applications logicielles. 
Motivations 
La résolution de ces problèmes se révélera cruciale pour les entreprises du 
XXIieme siècle qui évolueront dans un environnement en constant changement et 
deviendront encore plus dépendantes du temps. Cette nécessité croissante pour res-
ter compétitives face au monde entier (et non plus seulement "localement"), d'être 
très réactives (voire même innovant es) donc de maîtriser la dimension temporelle, 
situe notre cadre applicatif au sein de ces entreprises. En effet, pour celles-ci, le 
besoin d'outils adaptés capables de prendre en compte tous ces aspects, va devenir 
une priorité. Cette problématique intéresse fortement l'industrie. Nos recherches 
sont d'ailleurs liées à deux projets issus du milieu industriel. En effet, comme nous 
allons le voir, bien que les systèmes multi-agents (SMA) soient bien adaptés pour 
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représenter ce type de systèmes, peu de travaux sur les SMA offrent une prise 
en compte explicite du temps, encore moins différencient plusieurs niveaux dans 
cette prise en compte. Enfin, il n'existe pas à notre connaissance, de proposition ou 
de modèle de SMA spécifiquement temporel permettant de modéliser de manière 
satisfaisante les aspects temporels des systèmes qui nous intéressent. 
Objectifs 
L'objectif principal de nos travaux est la représentation explicite de la compo-
sante temporelle au sein de systèmes multi-agents évolutifs. L'objectif secondaire 
est ensuite d'essayer de tirer profit de cette prise en compte du temps au sein des 
divers niveaux que nous différencions dans un système multi-agents pour mettre 
en œuvre une coordination temporelle. Nos travaux ont donc porté sur deux do-
maines très distincts avec d'une part, les systèmes multi-agents qui offrent des 
techniques pour développer des applications coopératives pour des systèmes dé-
centralisés et ouverts, et d'autre part, le raisonnement temporel qui permet de 
modéliser le temps en informatique. 
Les différents résultats ont été implémentés sur la plate-forme multi-agents 
existante (MAST) au sein du laboratoire SMA de l'ENSM.SE. Deux applications 
issues du milieu industriel illustrent ces résultats ainsi que le fonctionnement des 
outils développés et proposent des possibilités de validation de l'approche choisie. 
Organisation du document 
Le présent document est organisé en trois parties. La première est consacrée 
à un état de l'art relatif au temps dans les SMA. La seconde partie décrit nos 
propositions issues de l'analyse faite en première partie. Enfin la troisième et 
dernière partie concerne la réalisation de ces propositions. 
Première partie : Temps dans les systèmes multi-agents 
Dans cette première partie, nous nous intéressons à une problématique parti-
culi<'r<' qui est la prise en compte des aspects temporels dans les systèmes multi-
agents. 
" Chapitre 1 : Systèmes multi-agents 
Ce chapitre présente les systèmes multi-agents à travers l'approche Voyelles (ap-
pelée également AEIO) sur laquelle nous nous appuyons. Cette présentation est 
organisée selon deux Yisions que nous distinguons pour un même système multi-
agents, une vision "macro" concernant le SMA lui-même et une vision "micro" au 
niveau de l'agent. 
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Nous complétons cette vision par une description plus précise des concepts 
d'interaction et d'organisation utiles pour appréhender la notion de coordination 
au sein d'un SMA que nous abordons ensuite. 
Chapitre 2 : Raisonnement temporel 
Nous consacrons ce chapitre à l'étude de la dimension temporelle en informatique. 
Nous présentons différentes représentations et techniques de raisonnement tempo-
rel. Ce chapitre présente notamment les notions temporelles évoquées ou utilisées 
dans le cadre de ce mémoire. 
Chapitre 3 : Temps dans les systèmes multi-agents 
Nous nous intéressons ici à la prise en compte du temps dans les SMA. Cette 
analyse porte sur des travaux existants et pour la plupart bien connus. Elle s'ap-
puie sur l'approche Voyelles permettant de mettre en exergue un certain nombre 
d'aspects temporels propres à chacune des dimensions susceptibles d'apparaître 
au sein d'un SMA. 
Deuxième partie : Modèle de SMA temporel 
Nous présentons dans cette partie, notre modèle de SMA temporel permettant 
la prise en compte du temps dans les différentes dimensions d'un S~IA, exhibées 
par l'analyse AEIO effectuée dans la partie précédente. 
Chapitre 4 : Outils pour représenter et manipuler le temps 
Ce chapitre présente les fondements sur lesquels s'appuient les autres chapitres. 
Nous décrivons pour commencer, le langage d'expressions temporelles permet-
tant d'expliciter des contraintes liées au temps; ce chapitre présente également 
un gestionnaire de relations entre intervalles (GRIS) qui nous permet ensuite de 
manipuler les différentes expressions temporelles explicitées. 
Chapitre 5 : Interactions temporelles dans les SMA 
Ce chapitre décrit le langage d'interaction temporel TACL permettant aux agents 
de communiquer en exprimant des contraintes temporelles; il présente également 
une structure de protocoles temporels TIP et la gestion des conYersations associées 
permettant notamment de contrôler de manière temporelle les communications 
entre agents. 
Chapitre 6 : Organisations temporelles dans les SMA 
Nous proposons également la prise en compte de la dimension temporelle au sein 
de l'organisation par le biais d'un langage de structures organisationnelles tempo-
relles TOSL décrit dans ce chapitre. 
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Chapitre 7 : Modèle d'agent temporel : TAG 
Nous proposons dans ce chapitre, un modèle d'agent temporel TAG offrant la 
possibilité de prendre en compte les différents aspects temporels et d'intégrer les 
modèles décrits dans les chapitres 5 et 6 précédents. 
Troisième partie : Applications temporelles 
Dans cette troisième partie, nous commençons en abordant l'implémentation 
du modèle d'agent et des outils développés. Nous présentons ensuite deux instan-
ciations du modèle précédent :l'une dans un objectif de simulation et l'autre dans 
une optique de résolution distribuée de problèmes. 
Chapitre 8 : Implémentation des modèles 
Nous commençons cette partie en présentant une implémentation du modèle 
d'agent temporel (décrit au chapitre 7), des langages TACL et TOSL (décrits 
aux chapitres 5 et 6) ainsi que du Gestionnaire de Relations entre Intervalles 
GRIS. 
Chapitre 9 : Gestion d'alliance d'ateliers d'impr:ession 
Ce premier exemple concerne le développement d'une infrastructure logicielle pour 
la gestion d'alliances et pour l'aide à la négociation et à l'exécution de contrats 
entre différents ateliers d'impression. Nous décrivons les aspects temporels de ce 
projPt f't donnons des exemples illustrant un fonctionnement temporel eentré in-
tf'raction. 
Chapitre 10 : Simulation d'entreprise fonctionnant par projet 
Ce df'uxièmf' exemple concerne la simulation d'une entreprise fonctionnant par 
projf't. CP chapitre décrit l'entreprise, son fonctionnement par projet ainsi qu'un 
exf'mplP dP projet issu d'un cas réel. L'instanciation du SMA temporel et des 
exemplPs sont ensuite présentés illustrant un fonctionnement temporel centré or-
ganisation. 
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L'objectif de cette partie est d'analyser la prise en compte du temps dans les 
systèmes muti-agents. Cette partie comportera trois chapitres : 
- le premier chapitre décrit les systèmes multi-agents en mettant l'accent sur 
les aspects qui sont importants dans le cadre de notre problématique tels 
que l'approche AEIO, la coordination ... 
- le second chapitre est consacré à une présentation de l'étude de la dimen-
sion temporelle dans le domaine de l'Intelligence Artificielle. Ce chapitre 
s'attachera à présenter différentes techniques liées au raisonnement tempo-
rel permettant de représenter et de manipuler le temps. 
- enfin, le dernier chapitre s'appuiera sur les deux précédents pour définir une 
grille d'analyse permettant d'étudier comment le temps est actuellement pris 
en compte dans les SMA. Cette analyse nous permettra de faire apparaître 
une vue globale de la prise en compte du temps au sein des systèmes multi-
agents. 
7 
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1.1 Introduction 
Awc If' développement de nouvelles technologies de communication, la dis-
tanet'. l"Noignement entre différentes entités de\·ant communiquer. ne se posent 
plus commf' des problèmes insurmontables comme ils pouvaient l'être auparaYant. 
Les s~·st<>mcs industriels suivant évidemment cette évolution, se révèlent de plus 
en plus complexes et leurs composants deviennent de plus en plus hétérogènes 
et distribués. A ce stade d'évolution, il est devenu nécessaire de développer des 
applications informatiques coopératives capables de prendre en compte les ca-
ractéristiques de tels systèmes. Le domaine de recherche "systèmes multi-agents" 
(SMA) j\\~a98J [BDaülJ propose des modèles et des techniques bien adaptés pour 
modéliser et développer de telles applications. 
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1.1.1 Définitions 
Comme dans de nombreux domaines, il est difficile d'obtenir une définition 
consensuelle. La définition reconnue au sein de notre laboratoire est la suivante : 
"Un système multi-agents est un ensemble de processus autonomes 
organisés appelés agents plongés dans un environnement commun et 
capables d'interagir afin de réaliser des tâches complexes". 
Il faut reconnaître que cette définition est assez fortement connotée par les 
recherches menées au sein de notre laboratoire (voir section 1.2 pour plus de 
détails) aussi nous donnerons quelques autres définitions : 
- Research in multiagent systems (MAS) is concerned with the behavior of a 
collection of (possibly preexisting) autonomous agents aiming at solving a 
given problem1 [MCd96]. 
- un système multi-agents peut être défini comme a loosely-coupled network 
of problem solvers that work together ta solve problems that are beyond their 
individual capabilities2 [DLC89]. 
- On appelle système multi-agents (ou SMA), un système composé des élé-
ments suivants [Fer95} : 
1. Un environnement E, c'est-à-dire un espace disposant généralement 
d'une métrique. 
2. Un ensemble d'objets O. Ces objets sont situés, c'est-à-dire que, pour 
tout objet, il est possible, à un moment donné, d'associer une position 
dans E. Ces objets sont passifs, c'est à dire qu'ils peuvent être perçus, 
créés, détruits et modifiés par les agents. 
3. Un ensemble A d'agents, qui sont des objets particuliers (A Ç 0), 
lesquels représentent les entités actives du système. 
4. Un ensemble de relations R qui unissent des objets (et donc des agents) 
entre eux. 
5. Un ensemble d'opérations Op permettant aux agents de A de percevoir, 
produire, consommer, transformer et manipuler des objets de 0. 
6. Des opérateurs chargés de représenter l'application de ces opérations et 
la réaction du monde à cette tentative de modification, que l'on appel-
lera les lois de l'univers. 
:\"ons remarquerons seulement à propos de ces définitions que la dernière est très 
orient{'e "conception" voire même "spécification de génie logiciel". L'embryon d'al-
gèbre opérationnelle esquissé ici, laisse imaginer l'utilité d'un langage de spécifi-
cation multi-agent qui permettrait éventuellement à la communauté de se mettre 
d'accord sur une définition suffisamment "ouverte" pour englober les particulari-
tés de chacun et suffisamment "coercitive" pour cadrer les notions utilisées. Cette 
1 La recherche dans les systèmes multi-agents concerne le comportement d'un ensemble 
d'agents autonomes (éventuellement préexistants) visant à résoudre un problème donné. 
2 Un réseau faiblement couplé de "résolveurs de problème" travaillant de concert pour résoudre 
des problèmes au-delà de leurs capacités individuelles. 
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volonté d'uniformisation est également présente dans les efforts de standardisation 
entrepris par la FIPA (Foundation for Intelligent Physical Agents, [FIPOO]), orga-
nisme de normalisation qui vise à l'interopérabilité d'agents logiciels hétérogènes 
entre eux et également de systèmes à agents. 
Le terme agent (ou problem sol ver) apparaissant dans ces définitions nécessite 
également d'être défini de manière précise. Le problème est identique à celui de la 
définition du SMA puisque les définitions sont également nombreuses et variées3 . 
Là encore, l'objectif n'est pas de disserter sur chacune des définitions proposées 
par l'un ou l'autre pour trouver la meilleure mais plutôt de donner un aperçu de ce 
que peut-être un agent. Par conséquent, il nous paraît plus intéressant de donner 
quelques définitions et celle que nous retenons dans le cadre de notre travail. 
Un agent peut donc être défini par : 
- un processus informatique ayant un unique mécanisme de contrôle et/ ou 
d'intention [BG88]. 
- une entité réelle ou abstraite qui est capable d'agir sur elle-même et son 
environnement, qui dispose d'une représentation partielle de cet environne-
ment, qui, dans un univers multi-agents peut communiquer avec d'autres 
agents, et dont le comportement est la conséquence de ses observations, de 
sa connaissance et des interactions avec des autres agents [Fer87]. 
- a computer system, situated in some environment, that is capable of flexible 
autonomous action in order to meet its design objectives4 [JSW98]. 
Pour notre part, nous reprenons comme définition d'agent, celle énoncée dans 
[I3oi01]. qui décrit un agent comme : 
"Un programme informatique autonome, plongé dans un environne-
ment (médium commun aux agents du système) qu'il est capable de 
percevoir et sur lequel il est capable d'agir". La définition s'affinera an•c la 
d('scription de l'approche sur laquelle nous nous appuyons (cf. section 1.2 pour 
plus d<' détails). 
DPux types d'agent sont classiquement différenciés : 
L<•s agents dits "réactifs" qui possèdent uniquement des mécanismes ba-
siques de réaction aux événements. Généralement, un unique agent de ce 
t~·1w n'est pas considéré comme intelligent mais 1<' système constitué d'un 
PIISPmbl<' de ces agents se réYèle aYoir un comportement émergent intelligent 
IDF9-t]. 
L<•s ag<>nts "cognitifs" ou "délibératifs" qui possèdent des connaissances, sont 
capables d'adapter leur réaction et de choisir un comportement parmi plu-
si<•urs possibilités. Ils peuvent ainsi poursuivre un ensemble de buts ou faire 
d<• la planification de leur tâches par exemple. 
::\ ous t rounms aussi parfois les agents dits "hybrides" qui possèdent à la fois des 
:
1L<· lPrtPur intéressé pourra trouver dans [Ld95] [FG96] une revue de différentes définitions 
du t{'fllJ<' agPnt. 
4
"Cn systhne informatique situé dans un environnement, qui est capable d'action flexible 
autonomP afin de satisfaire ses objectifs conceptuels. 
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caractéristiques ou des comportements relevant des agents réactifs et délibératifs 
permettant éventuellement de passer de l'un à l'autre. Ce troisième type d'agents 
recouvre évidemment toutes les gradations possibles entre agent réactif et agent 
délibératif. Là encore, les définitions peuvent être sujettes à caution; aussi, nous 
nous contenterons de préciser que dans le cadre de notre travail, nous nous 
intéressons à des agents de type délibératifs. 
1.1.2 Domaines d'application et problématiques 
Les systèmes multi-agents (modèles et techniques) sont appliqués à de nom-
breuses branches de l'informatique (robotique, systèmes experts, systèmes dis-
tribués, commerce électronique, télécommunications, Internet, etc.) et concerne 
notamment les systèmes industriels complexes comme entreprises en réseaux ou 
les entreprises virtuelles par exemple. Mais nous retrouvons également les SMA 
dans des applications plus spécifiques : en médecine [Doj94] [HRWHH89] [HJF95] 
[MCHR97], en contrôle de processus [All98] [Gab96] [PHR87], etc. Plus précisé-
ment, les SMA s'intéressent à des systèmes présentant généralement les caracté-
ristiques (non exclusives et non exhaustives) suivantes : 
- distribution spatiale et fonctionnelle : les différentes composantes du s~·st<'m<' 
ainsi que leurs fonctionnalités associées peuvent être situées à dPs PIHlroits 
séparés. 
- décentralisation : un contrôle centralisé permettant de gérer tous ks trait<'-
ments du système n'existe pas (ou n'est pas souhaité). 
- hétérogénéité : les données qui sont traitées et les décisions qui sont prisPs 
peuvent concerner différents domaines complètement différents et ind('pen-
dants les uns des autres. 
et éventuellement : 
- ouverture : des entités peuvent s'insérer ou se retirer du système à tout 
moment en cours de fonctionnement. 
La complexité d'un système est généralement liée à sa taille et ainsi à la quan-
titf> d'interactions qui peuvent exister entre les différents éléments qui le eom-
posPnt. La distribution peut être un facteur qui complexifie (communic-ation, lo-
calisation, etc) alors que la décentralisation généralement simplifie la modélisation 
ou l'exécution des traitements. Cependant ces deux facteurs sont à l'origine d'un 
thème central de recherches dans les SMA : la coordination d'applications répar-
ties. Nous reviendrons sur ce sujet par la suite. 
De manière générale, les grandes problématiques abordées par les SMA, sont la 
coopération [DL87] [DL91], la négociation [RG85] [ZR89] [FarOO], le contrôle distri-
bué comme la supervision de systèmes industriels [All98), l'apprentissage [Wei93] 
[HLS96), la planification distribuée [Pol86) [GK93] [Gab96), etc. 
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1.1.3 Objectifs de développement d'un SMA 
Les SMA peuvent être utilisés pour poursuivre différents objectifs. Actuelle-
ment, nous en dénombrons trois principaux : 
1. la résolution distribuée de problèmes (RDP) qui est issue de l'Intelligence 
Artificielle. En effet, certaines tâches nécessitent l'intervention d'un ensemble 
de spécialistes pour être résolues : le concept "Multi-Agents" permet de 
mettre en œuvre une solution logicielle adaptée pour ce type de problèmes 
où la distribution est justement l'une des clés de leur résolution . 
2. la simulation décentralisée de systèmes complexes. Les SMA permettent no-
tamment de prendre en compte les aspects liés à la distribution et la décen-
tralisation (cf. section 1.1.2) et ainsi d'être très proche du modèle réel. Nous 
pouvons citer, par exemple, à ce sujet, le système DASCh (Dynamic Ana-
lysis of Supply Chains) [PSRC98] qui s'intéresse aux moyens de modéliser 
une chaîne de production. 
3. l'intégration de systèmes préexistants comme par exemple l'exploitation et 
la gestion de systèmes d'informations [Fer97]. Avec le regroupement, l'évo-
lution des entreprises ou de différents systèmes centralisés, des logiciels exis-
tants sont amenés à coopérer. Ainsi, la définition d'une infrastructure grâce 
à laquelle ils peuvent coopérer s'avère nécessaire. Cette infrastructure dena 
être capable de gérer et coordonner le fonctionnement simultané de diffé-
rentes entités : les SMA par leurs méthodes et leurs techniques peuvent être 
vus comme un moyen bien adapté pour réaliser ce genre d'intégration. 
Les deux premiers cas présentent des approches radicalement différentes puisque 
le premier postule la donnée d'un problème avec un système a priori inconnu alors 
que le second part de la donnée d'un système existant et opérationnel. Le troisième 
cas peut appartenir à l'une ou l'autre des approches selon le contexte : 
- L'intégration de systèmes existants peut être vue comme le problème distri-
bué à résoudre et il peut également être spécifié de résolution distribuée de 
problème distribué 1Fer95]. 
- Le système est considéré comme existant et le Sl\IA à réaliser est sensé 
reproduire aussi fidèlement que possible le fonctionnement de chacune de 
ses entités autonomes et ainsi être vu dans un esprit "simulation". 
Les systèmes multi-agents relatifs aux applications décrites dans la troisième partie 
de ce rapport ont été développés chacun avec une finalité différente et permettront 
d'illustrer les deux premiers objectifs. 
Comme nous l'avons vu, il existe différentes façons de définir un SMA et de 
présenter un SMA. Notre travail s'appuie sur une approche particulière que nous 
allons décrire à présent : l'approche Voyelles. 
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1.2 Approche Voyelles 
L'approche Voyelles [Dem95] [DemOl] distingue 4 dimensions Agent(A), En-
vironnement(E), Interaction(!) et Organisation(O) pour analyser, concevoir 
et décrire un SMA. Par la suite, nous nous référerons à cette approche voyelles 
également avec le terme AEIO qui dénote chacune des dimensions que nous allons 
décrire à présent. 
1.2.1 Dimension Environnement 
La dimension E (Environnement) concerne la représentation de l'environne-
ment dans lequel sont plongés les agents. Les modèles manipulés dans cette di-
mension représentent et gèrent par exemple, l'ensemble des ressources, ainsi que 
les possibilités de perception et d'action disponibles pour un agent dans l'environ-
nement. Comparativement aux autres, cette dimension a été peu étudiée hormis 
quelques travaux particuliers comme [Mag96], [DL93] ou [PSRC98]. Diverses rai-
sons peuvent être à la base de ce désintérêt : 
- Cette dimension est très dépendante du domaine d'application et de l'appli-
cation elle-même. Il est donc très difficile d'en avoir une vue générale et de 
proposer des modèles d'environnements. 
- Les applications étudiées et modélisées jusqu'à présent, possédaient un envi-
ronnement très pauvre ou peu intéressant à modéliser. Les domaines où l'en-
Yironnement est important voire fondamental, utilisent surtout des agents 
réactifs comme par exemple, en aménagement du territoire. écologie, étho-
logie. 
- L 'enYironnement parce qu'il est trop simple ou trop complexe, a plutôt été 
intégré dans le raisonnement interne de l'agent sous forme de connaissances, 
comme paramètre par exemple. 
Nous reYiendrons au chapitre 3 sur quelques exemples au sujet de l'environnement 
dans les Sl\IA. 
1.2.2 Dimension Interaction 
La dimension I (Interaction) représente l'ensemble des possibilités et moyens 
offerts aux agents pour interagir. Les modèles manipulés dans cette dimension 
concernent à la fois les langages d'interaction et les messages associés, les proto-
coles d'interaction disponibles pour les agents, ainsi que les mécanismes liés aux 
conversations et à leur gestion. Ces notions étant fondamentales dans le cadre 
d(, notre traYaiL nous allons essayer d'expliciter ce que peut recou\Tir ce terme 
d'interaction. 
Nous commencerons par en donner une définition parmi le grand nombre que 
l'on peut trouver dans la littérature. Celle qui est proposée ci-après, reste générale 
mais a le mérite d'être axée sur les systèmes multi-agents. Ferber définit l'inter-
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action comme la mise en relation dynamique de deux ou plusieurs agents par le 
biais d'un ensemble d'actions réciproques [Fer95]. 
On peut distinguer deux classes d'interactions : avec ou sans communication. 
Dans notre étude, nous nous intéressons plus précisément aux interac-
tions avec communication. 
Niveaux de communication 
Il existe essentiellement 3 types d'interaction avec communication 
1. Les communications primitives de type signaux. Dans celles-ci, nous retrou-
vons par exemple les travaux relatifs aux agents réactifs où l'interaction 
correspond à un comportement stimulus-réponse [Dro93] [DF94] [Dem95]. 
D'autres travaux [Geo83] utilisent les signaux uniquement à des fins de syn-
chronisation. Le rôle des signaux est déterminé à la conception au sein des 
agents. 
2. La communication par échange de messages, de plans. Ce type de commu-
nication, très utilisé en Intelligence Artificielle Distribuée (DVMT [LC83], 
Langages acteurs [Hew77]), tend avec les travaux actuels et les nouvelles 
techniques disponibles à s'orienter vers les communications sophistiquées (en 
complétant le message en lui-même ("brut") par des informations annexes 
plus complexes). 
3. Les communications sophistiquées. Ces travaux issus au départ des recherches 
sur le traitement de la langue naturelle, sur le dialogue hommP ·machin<' Pt 
sur les intentions dans les communications sont maintenant rPpris dans dr 
nombreux domaines. En effet, le développement des réseaux dr communi-
cation et les possibilités croissantes offertes par les communications dr type 
sophistiquées incitent des branches de l'informatique axées jusqu'alors sur 
des solutions "centralisées" à se tourner vers des solutions "distribuées". 
Plus concrètement, la fiabilité ainsi que le débit des media de communiea-
tion actuels ne sont plus un frein au développement de solutions basf>es sur 
des systèmes communiquant de manière complexe. 
Dans le cadre de ce travail, nous nous intéressons à ce dernier type 
de communication. 
Langages 
Les communications sophistiquées nécessitent l'élaboration d'un langage évo-
lué. Les langages d'interaction sont basés pour la plupart sur la théorie des actes 
de langage que l'on présentera plus tard. Il en existe un grand nombre, chacun avec 
ses propres caractéristiques liées à son utilisation et au contexte applicatif dans 
lequel il sera utilisé. Pour illustrer cette diversité, nous pouvons en citer quelques 
uns : 
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1. le langage du système ASIC [BD94] qui offre une implantation des actes de 
langage dans le cadre d'un système multi-agents pour un système intégré de 
vision. 
2. Le langage du système DASEDIS [BHS93] est également basé sur des états 
mentaux avec une forte étude sur la notion d'engagement et une approche 
très orientée "protocole". 
3. KQML (Knowledge Query and Manipulation Language) [LF94] qui est l'un 
des langages dont on entend le plus parler. Les nombreux travaux qui le 
font évoluer ou qui s'en inspirent l'impose un peu comme le précurseur d'un 
standard. Il existe une évolution de KQML appelé COOL (COOrdination 
Language) [BF95] qui permet en plus de gérer des conversations. 
4. ACL FIPA (Agent Communication Langage) [FIPOO] s'appuyant sur AR-
COL [Sad91] pour la sémantique et étendant KQML. Ce langage utilise des 
états mentaux issus de la logique BDI. 
Comme nous le voyons, diverses solutions ont été imaginées et développées afin 
d'utiliser un langage riche, puissant ou rapide et simple ... Une tentative d'unifor-
misation est en cours de réalisation par la FIPA [FIPOO] avec le langage ACL 
mais la grande diversité des langages (KQML [LF94] [MLF96], ARCOL [Sad91], 
ASIC [BD94], COOL [BF95], etc) existants et leurs liens avec des applications ou 
des plates-formes internes aux laboratoires laissent penser que l'apparition d'un 
langage d'interaction universel n'est pas encore pour demain. 
Protocoles 
Ces langages permettent la mise en place de conversations qui font som·ent 
apparaître des schémas typiques. Ainsi, à certains moments d'une conversation, 
certaines srquences de message sont attendues. Ces schémas typiques de messages 
sont appel{•s "protocoles" [FIP97]. Dans ces langages, l'enchaînement des messages 
est grrè par des protocoles d'interaction. 
SPmhlahlement aux langages, on trouve une multitude de protocoles d'inter-
action qui ont Hé proposés lors de divers travaux sur l'interaction. 
Afin d<' miPux comprendre, cette notion de protocole, nous allons présenter le 
"Fipa-Contraet:\et-Protocol" [FIPOO] (cf. figure 1.1). 
CP protocoh• est spécifié en langage AUML (Agent UML) [B~IOOlJ. Chaque 
côtr corrt>spond à un agent différent : la partie gauche correspond à un agent qui 
demandP UIH' information et la partie droite sont les réponses possibles de l'agent 
ayant reçu lP nwssage. 
Dans cP protocole, nous constatons que l'envoi du message cfp ("call for pro-
posai") pour proposer un contrat, ne peut être suivi en retour que de trois possi-
bilités : 
1. not-understood si l'agent recevant le message ne peut en déchiffrer le sens, 
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FIP A-ContractN et-Protocol 
Initiator Participant 
cfp (action, precondition) 
refuse (reason-1) 
not -understood 
propose (precondition-2) 
failure (reason-3) 
dead 
line 
FIG. 1.1 - FIPA-ContractNet Protocol 
2. propose si l'agent fait une proposition avec de nouvelles préconditious. 
3. refuse si l'agent recevant le message refuse de répondre avec la raison pour 
laquelle il refuse. 
On peut citer divers protocoles mis en place selon des objectifs hi<'ll sp{•ci-
fiques :la coopération, l'échange de connaissances [CD90] ou encorr la nègociation 
avec, par exemple, le "contract net protocol" [Smi80]. 
Comme nous le verrons, langage et protocole sont étroitement lié>s mais dans 
Ir cadre de notre travail, nous nous sommes focalisés principalement sur !"aspret 
langage. 
Lr paradigme majeur que l'on retrouve dans les communications awc les sys-
tèmes multi-agents est la théorie des actes de langage. En effet, cette théorie 
permet une modélisation précise de l'interaction par comJilunication. 
Théorie des actes de langage 
La plupart des travaux existants cités précédemment prennent pour base une 
théorie de la communication appelée théorie des actes de langage (ou "Speech Acts 
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Theory") [Sea69a]. Cette théorie, très utilisée, reprise et enrichie par le monde 
informatique bien après sa formulation, est l'objet et l'origine de nombreuses re-
cherches actuelles. Elle mérite donc d'être présentée ou rappelée. 
Historique En 1962, le philosophe Austin se penche sur l'énonciation [Aus62] 
("le fait de produire un énoncé") et définit celle-ci comme un acte qui sert avant 
tout à produire des effets sur son destinataire. Les approches antérieures du lan-
gage se bornaient à l'étude de la véracité d'une proposition alors que par les actes 
de langages, Austin désigne l'ensemble des actions intentionnelles effectuées au 
cours d'une communication. La communication est donc considérée comme une 
action dans laquelle on trouve un locuteur qui émet un message et un allocutaire 
qui le reçoit. Cet acte de communication se situe dans un contexte de communi-
cation. 
Austin et ses successeurs ([Sea72], [Van88]) définissent un acte de langage 
comme une structure complexe composée de trois composantes que nous allons à 
présent détailler. 
Composantes d'un acte Un acte de langage est défini comme la réunion de 
trois composantes qui sont : 
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1. La composante locutoire qui correspond au mode de production (oral, écrit, 
etc). Dans le cadre de notre travail, nous ne nous étendrons pas plus sur cet 
aspect considérant que tout message est transmis au travers d"un réseau de 
communication. 
2. La composante illocutoire représente l'intention de l'acte effectué par 1<> lo-
cuteur sur le destinataire de l'énoncé. Elle est généralement exprimée sous 
la forme F(p) avec F symbolisant la force illocutoire et p représentant le 
contenu propositionnel. Le type d'acte est souvent marqué par un verbe 
appelé performatif. Par exemple, la phrase "Ferme la porte!" peut être ex-
primée par "Commander(Fermer la porte)" dans laquelle "commander" est 
le performatif et "fermer la porte" correspond au contenu propositionnel. 
De même, les phrases "Il fait beau." et "Fait-il beau?" ont le même cont<>nu 
propositionnel mais pas le même performatif : "affirmer" dans le pr<>rnier 
cas et "questionner" dans le deuxième. 
Cette composante a été particulièrement étudiée et définie de manière beau-
coup plus pointue par d'autres chercheurs (1Sea72J, !SV85J, !Van88J. !BB81J) 
qui ont repris les travaux d'Austin. Nous présenterons une partie de ces tra-
vaux dans le paragraphe suivant. 
3. La composante perlocutoire porte sur les effets que les actes illocutoires 
peuvent avoir sur l'état du destinataire, ses actions, ses croyances et conduire 
à une modification de l'environnement dans lequel le locuteur et l'allocutaire 
sont immergés. 
Ainsi le performatif "persuader" vise à modifier un des états mentaux de 
1.2. Approche Voyelles 
l'allocutaire. Dans l'exemple précédent "Commander(Fermer la porte)", le 
locuteur s'attend à ce que l'allocutaire ferme la porte. 
Composante illocutoire et composante perlocutoire Un acte de langage 
est une intention d'action impliquant que les mots véhiculés par le message dé-
crivent un état qui doit être mis en relation avec le monde. Cinq directions d'ajus-
tement ont été définies afin de représenter l'intention de faire une correspondance 
entre les mots et le monde. Un classement des verbes correspondant à chaque di-
rection d'ajustement, a été proposé ([Sea79], [SV85] puis [Van88]). Nous trouvons 
donc 5 catégories ( assertifs, directifs, promissifs - ou engageants, expressifs et dé-
claratifs). Afin de mieux comprendre, nous allons nous arrêter quelques instants 
sur ces 5 classes : 
Une proposition contenant un verbe ayant le but : 
- Assertif décrit un état du monde (ajustement des mots avec le monde}. 
Ex : Dire que la porte est fermée. 
- Directif consiste à faire une tentative linguistique pour amener l'allocutaire 
à faire une action future (ajustement du monde aux mots). Ex : Demander 
de fermer la porte. 
- Promissif vise à engager le locuteur à faire une action future (ajustement 
du monde aux mots à la différence que c'est le locuteur qui va réaliser l'ajus-
tement). Ex : Promettre de fermer la porte. 
- Déclaratif permet d'accomplir une action par le seul fait de l'énonciation; 
c'est la raison pour laquelle ce but a la double direction d'ajustement. Ex 
Déclarer la séance ouverte. 
- Expressif décrit des états mentaux du locuteur et a la direction d'ajuste-
ment vide. Ex : Aimer la couleur bleue. 
Cependant cette liste suscite beaucoup de critiques (certains verbes allemands 
ne peuvent être classés facilement [BB81]) et n'est donc pas considérée comme 
définitive. A titre d'exemple, on trouve parfois les verbes directifs divisés en 2 
parties : interrogatifs et exercitifs [Fer95]. 
Dans notre étude, nous n'avons pas jugé utile de faire cette distinc-
tion et nous nous sommes limités au classement en 5 catégories citées 
précédemment. Par ailleurs, dans ces 5 catégories nous nous sommes 
uniquement intéressés aux trois premières. 
La composante perlocutoire prend deux aspects selon que l'on se place du côté 
du locuteur ou de l'allocutaire : 
- du côté du locuteur, une attente sur l'état du monde et sur l'allocutaire est 
exprimée : on attend la réalisation d'une action future pour un acte directif 
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ou un nouvel état mental de l'allocutaire pour les autres types d'actes : as-
sertif, engageant, déclaratif ou expressif. Il faut donc être capable d'exprimer 
ces attentes afin d'obtenir le résultat souhaité. 
- du côté de l'allocutaire, il doit être capable de reconnaître l'intention du 
locuteur pour produire l'effet escompté. De plus, la reconnaissance de l'acte 
peut permettre à l'allocutaire de déduire certaines croyances du locuteur et 
donc d'enrichir ses états mentaux (cf. section 1.2.4). 
La composante perlocutoire est souvent représentée par le biais de conditions 
de succès qui permettent à l'allocutaire de reconnaître sans ambiguïté l'intention 
du locuteur et de conditions de satisfaction qui vont permettre au locuteur de 
raisonner sur l'état du monde résultant de l'énonciation de son acte et de vérifier 
s'il a été satisfait [CdV98] [Van88]. 
Actes de langage en SMA 
La théorie des actes de langage a été source d'inspiration pour le dévelop-
pement et l'implantation de différents langages d'interaction. Evidemment, cette 
théorie a suscité également nombre de critiques. L'une des critiques formulée à 
juste titre, est qu'elle ne considère que l'acte isolé et ne traite absolument pas de 
la séquence d'interactions entre les intervenants d'une discussion [Bra93]. Cohen 
et Levesque pensent que l'important est la reconnaissance de l'intention du locu-
teur et non la reconnaissance de la force illocutoire d'un acte de langage pour la 
communication [CL90b] [CL90c]. C'est la raison pour laquelle les méthodes dé-
finies à partir de la théorie des actes de langages pour les langages d'interaction 
p<>rmettent de repré.c;enter de façon explicite l'intention dans la communication. 
L ïnt<>raction dans les systèmes multi-agents prend de multiples formes. Comme 
on ra YU. il existe différents axes de recherche et diverses solutions ont été propo-
sées. ::'\ous reviendrons sur des exemples de langages d'interaction au chapitre 5. 
Dans le cadre de notre travaiL nous nous sommes focalisés sur des communications 
sophistiquées aYec notamment le déYeloppement d'un langage basé sur la théorie 
des actPs de langages. 
1.2.3 Dimension Organisation 
La dinH'nsion 0 (Organisation) est liée aux moyens de structuration du Sl\IA 
incluant les règles df' fonctionnement et de comportement, les relations entre les 
agents. 
, En effet, beaucoup de recherches dans le domaine de l'organisation se sont ins-
pirées des phénomènes observés dans les sociétés humaines pour définir et mettre 
en place une structure organisationnelle. Nous retrouvons ainsi à des degrés divers 
(analogie avec la société humaine) de nombreux termes bien connus. Nous allons 
donc préciser la (ou les) définition( s) que nous reconnaissons concernant le terme 
organisation 
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L'Organisation regroupe les représentations et les mécanismes nécessaires à la 
structuration des agents dans le système. On peut définir également l'organisation 
comme l'ensemble des relations entre agents dans lesquelles nous distinguons les 
liens issus de la structure organisationnelle [HBSS'üü] [PCL87] et les dépendances 
calculées [CMC92b] [All98] [SD95] [LCd97] à partir des actions, ressources, plans 
et buts qu'ont chacun des agents par exemple. 
Relations de dépendances 
Ces dernières années, de nombreux travaux ont été menés sur la construction 
de mécanismes de raisonnement social dans les SMA et plus précisément sur la 
théorie des dépendances [CMC92b]. Une relation de dépendance existe entre deux 
agents si pour atteindre son but l'un des agents doit nécessairement avoir recours 
aux services offerts par le deuxième agent. En réalité, les relations peuvent être 
relatives aux agents mais aussi aux tâches et aux ressources définissant ainsi des 
dépendances tâche-tâche, agent-tâche, ressource-agent, tâche-ressouce, etc [All98] 
[Dec96] [LCd97]. L'étude des relations de dépendances a été complétée [CMC92a] 
en distinguant de nombreux qualificatifs : et-dépendance (plusieurs actions né-
cessaires pour atteindre un but ou plusieurs agents différents doivent intervenir 
par exemple), ou-dépendance (alternatives de partenaires ou d'actions), unilaté-
rale , bilatérale (deux agents dépendent l'un de l'autre par rapport à un même 
but ou non), négative (entre tâches :la réalisation de l'une empêche la réalisation 
de l'autre), positive, etc. Ainsi pour entreprendre une action, les agents peuvent 
aYoir d'abord besoin de déterminer les relations de dépendances existant entre eux 
afin de déterminer leur degré d'autonomie [Cas90]. Ces relations constituent un 
moyen de mettre en place un raisonnement social et sont donc importantes pour 
la coopération. 
Cn autre moyen de prendre en compte l'organisation est de s'appuyer sur une 
structure organisationnelle au moyen d'un modèle organisationnel. 
Modèle organisationel MOISE 
::\ons allons présenter ici le modèle organisationnel l\IOISE sur lequel nous 
nous appu~·ons. Ce modèle [HBSSOO] distingue trois niveaux pour représenter 
l'organisation : 
1. l(' niveau individuel qui permet de spécifier ce qui doit être fait par un agent 
<'Il introduisant la notion de rôles. Ces rôles permettent de spécifier les tâches 
Pt lPs responsabilités de l'agent. Les rôles sont définis par les caractéristiques 
dPs problèmes auxquels nous nous intéressons. Ces caractéristiques que nous 
rPtrom·ons à plusieurs niveaux d'un SMA (agent, interaction, organisation, 
etc) sont les buts à réaliser (goals), les plans à suivre (plans) et les actions 
et ressources qui apparaissent dans ces plans. La notion de tâche ( task) re-
couvre un ensemble composé d'un but, d'un ou plusieurs plans (avec les ac-
tions et ressources associées) qui permettent d'accomplir ce but. Le concept 
21 
Chapitre 1. Systèmes multi-agents 
de mission est associé à une tâche qui doit être accomplie; ainsi un rôle est 
un ensemble de missions. 
2. le niveau social qui spécifie comment et avec qui interagir. Cela est réalisé 
en définissant des liens organisationnels qui correspondent à des relations 
de coopération entre les agents. Un lien organisationnel est une relation 
orientée entre deux rôles (rôle source et rôle cible). Il existe trois types 
de liens : les liens d'autorité, de communication et d'accointances qui per-
mettent notamment de contraindre et limiter les échanges entre les membres 
de l'organisation. 
3. le niveau collectif qui permet de regrouper des agents dans la structure en 
définissant des groupes et ainsi spécifier qui regrouper ensemble. 
Ainsi la Structure Organisationnelle peut être définie comme un graphe dont 
les liens et les rôles sont respectivement les arcs et les nœuds. Cette structure 
instanciée sur un SMA réel avec des agents associés aux rôles permet de définir 
l'Entité Organisationnelle (ensemble des agents sur lequel une structure organisa-
tionnelle est imposée). Découlant des différents types de liens, on définit un graphe 
de contrôle avec les liens d'autorité, un graphe de communication avec ceux de 
communication et un graphe d'accointances à partir des liens d'accointances. Ces 
notions permettent de spécifier de manière explicite ce qui doit être fait, comment 
et avec qui. La sémantique du modèle MOISE peut-être trouvée dans [Han02]. 
Nous présenterons au chapitre 6.3, nos travaux qui s'appuient sur ce modèle; 
r'est pourquoi nous introduisons brièvement ici la syntaxe utilisée pour définir 
unP structure organisationnelle dans ce modèle : 
(os) : := (os :name (osname) :roles ( (rname)* ) :links ( (lname)* ) 
:groups ( (gname)* ) ) 
Les rôles organisationnels sont un ensemble de missions obligatoires (0) ou per-
mises (P). 
(role) : :=(role :name (rname) :missions ( (0 1 P (mname) )* ) 
U nP mission est définie comme un ensemble de permissions sur les buts, plans, 
actions ou rPssources correspondants : 
(mission) : :=(mission :name (mname) :goals ( (goal)* ) :plans ( (plan)* ) 
:actions ( (action)* ) :resources ( (resource)* ) ) 
Trois typ<'S dP liens organisationnels sont utilisés afin de définir : la structure dP 
contrôlP ( authority links (A ut)), la structure d'échange de données (communication 
links (Corn)) et la structure d'accointances ( acquaintance links (Acq)). 
(link) : :=(link :name (lname) :type (type) :source (context) :target (context) 
:constraint (constraint) ) 
(type) : := Aut 1 Corn 1 Acq 
( constraint) : := Protocols 1 Acts 
(context) : :=( :role (rname) :missions ( (mname)* ) ) 
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En fonction du type de liens, il est possible de définir des contraintes en termes 
de protocoles ou d'actes sur la manière dont les agents jouant le rôle source et le 
rôle target (cible) interagiront. Un groupe est défini par 
1. un ensemble de rôles, 
2. un ensemble de missions appartenant aux missions qui définissent ces rôles 
et qui peuvent être activées dans le contexte du groupe, 
3. un ensemble de liens qui est un sous-ensemble de liens dont les rôles "source" 
et les rôles "cible" appartiennent à l'ensemble des rôles prédéfinis ci-dessus 
(dans la définition du groupe). 
(group) : :=(group :name (gname) :roles ( (rname)* ) :links ( (lname)* ) 
:missions ( (mname)* ) ) 
Un exemple concret de structure organisationnelle relatif à une application sur 
lequel nous travaillons, sera donné au chapitre 6.3. De plus, nous reviendrons plus 
précisément sur les aspects organisationnels qui nous intéressent en section 3.3. 
1.2.4 Dimension Agent 
La dimension A (Agent) désigne l'ensemble des fonctionnalités de raisonne-
ment interne d'un agent. Elle peut concerner les méthodes de planification, d'in-
trospPction, ainsi que celles relatives au raisonnement sur ses propres compétences 
Pt connaissances. 
LPs méthodes, techniques et modèles existants sont nornbr<'UX et généralement 
adapt{'s en fonction du contexte. Il n'existe pas de modèle ou d<' concept uniformé-
uwnt ace<'pté sur la dimension agent. Cependant le modèle 1<' plus connu et le plus 
utilisé. servant de base à de nombreux travaux est sans aucun doute le modèle BD! 
IRG95hl. Pour clarifier les idées au sujet de ce qui peut être regroupé derrière la 
diuH'nsion Agent, nous allons décrire ce modèle dans ce qui suit. D'autres travaux 
plus sp{'eifiques seront présentés au chapitre 3. 
Le modèle BDI 
Dans liiH' architecture BDI, l'état d'un agent est représenté par trois structures 
appi'U'!'S attitudes mentales : ses croyances (Relief), ses désirs (Desire) et ses 
intPnt ions (Intention) : 
1. )('s noyances correspondent à son modèle du domaine: les informations qu'il 
poss<'cle. 
2. I<'S d<''sirs définissent ses motivations et sont aussi appelés goals. 
3. les intentions regroupent les états délibératifs de l'agent : ce qu'il a décidé 
de faire. 
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Les intentions des agents peuvent être définies à différents niveaux d'abstrac-
tion et sont éventuellement raffinées jusqu'à aboutir à des actions primitives; c'est 
à dire directement exécutables. Les attitudes mentales sont fondamentales car elles 
déterminent le fonctionnement de l'agent et donc du système. La particularité du 
modèle est de mettre ces trois notions au même niveau. Un agent BD! fonctionne 
de la manière suivante (cf. figure 1.2) : une liste de possibilités (options) est géné-
rée afin de satisfaire les intentions courantes et vient s'ajouter à celles préétablies 
à partir des croyances et des désirs de l'agent. Les intentions représentent le sous-
ensemble de ces options qui ont été sélectionnées pour adoption; toujours sur la 
base des croyances et des désirs de l'agent. Enfin lorsqu'une action atomique au 
niveau de cette structure intentionnelle peut être réalisée, elle est exécutée. Si une 
intention est satisfaite ou ne peut plus l'être, elle est abandonnée et les croyances 
sont mises à jour pour recommencer le cycle. 
,- gene rate 
alternatives 
desires 
---< options 
beliefs 
L.._. select 
options 
intentions 
intention refinement 
structure 
~ 
actions 
FIG. 1.2- Architecture BDI selon [NL96a]. 
Cn schéma de l'architecture BDI comparée à l'architecture d'agent motivé, est 
proposé> dans INL96a). Dans cet exemple, le modèle est un peu plus complexr car 
il fait apparaître les différentes étapes de raffinement successifs qui permettent 
d'aboutir à des intentions simples et des actions directement exécutables. 
Cette architecture a connu un certain nombre de critiques auxquelles les au-
teurs ont répondu dans [RG95a). Ces critiques portaient sur l'intérêt en pratique 
de distinguer ces trois niveaux ou au contraire sur l'insuffisance de trois niveaux 
pour formaliser l'état d'un agent ou encore sur l'utilité de logiques BDI multi-
modales qui ne sont pas directement exécutable ou suffisamment efficaces en pra-
tique. Il existe d'autres théories et formalisations sur la notion d'intentions parmi 
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lesquelles nous pouvons citer [Bra87] [BIP88] [CL90a]. Nous compléterons cette 
vue de la dimension Agent en précisant que cette architecture est générale et que 
de nombreux travaux sont une spécialisation de cette architecture BDI. Comme 
nous l'avons dit précédemment, nous verrons au chapitre 3 quelques exemples 
illustrant ces propos. 
Il existe une grande diversité d'architectures d'agents proposées. S'appuyant 
sur l'approche Voyelles, trois types d'architectures sont différenciées dans [Boiül] : 
1. l'architecture d'agent autonome qui correspond à un agent possédant des 
capacités d'action et de perception sur son environnement mais aucune ca-
pacité explicite de coopération avec d'autres agents. 
2. l'architecture d'agent interagissant qui fournit en outre, à l'agent des capa-
cités d'interaction avec les autres agents du système. 
3. l'architecture d'agent social qui complète l'architecture d'agent interagissant 
avec des capacités de gestion des relations entretenues avec les autres agents 
du système. 
Des architectures existantes ont ainsi été classées en s'intéressant d'une part 
aux capacités offertes aux agents comme décrit ci-dessus et d'autre part à la 
dimension de raisonnement qui sépare agent réactif, délibératif ou hybride (cf 
section 1.1.1). Le classement de ces architectures ainsi que de plus amples infor-
mations sur les architectures d'agents peuvent être trouvés dans [Boiül]. 
Dualité SMA/ Agent 
Comnw nous le voyons, l'approche Voyelles, en plus de posséder d'indéniables 
qualités méthodologiques (voire même pédagogiques) permet d'avoir unr ,·ue glo-
bale du système multi-agent en mettant en lumière successivement chacun des 
aspects importants du SMA. Nous complétons cette vision en précisant qu'il est 
possible de se placer à deux niveaux pour étudier un SMA ; au niveau du système 
lui-mèmr : l(' Sl\IA ou birn au niveau de l'entité de base qui agit : l'agent. l\ous 
allons ainsi voir qu'il est possible d'affiner cette approche en spécifiant ces deux 
m\·eaux. 
Lorsqu(' l'on sïntér('ssr à un système multi-agent suivant l'approche AE/0, chaque 
dinwnsion est eonsid(•r(•p au niveau du SMA. Cependant, nous pouvons voir der-
rièrP k t<>rme Agent : la dimension A ou bien l'entité autonome et ses spécificités 
propr<>s (capaeit<•s de raisonnement, langages et protocoles dïnteraction utilisés, 
connaissances organisationnelles, capacités de perception, etc). Nous constatons 
donc qu'il est possible de retrouver les composantes AEIO à l'intérieur même de 
ragent (entité autonome) [Boiül]. Afin de lever toute ambiguïté, nous appelerons 
facettes les composantes AE/0 que nous pouvons distinguer au sein d'un agent, 
et réservons dimensions pour les composantes AEIO que nous situons au niveau 
du SMA5 • Nous noterons les facettes par les lettres minuscules a, e, i et o pour 
5 Cette vision facettes est une vision d'analyse et de conception du niveau agent. Elle peut dé-
boucher sur de multiples implémentations comme montré dans [Boiül]. Actuellement, rares sont 
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bien les distinguer des dimensions d'analyse du niveau SMA. 
Facettes Agent, Interaction, Organisation et Environnement 
- La facette a (agent) représente la partie Agent au sein de l'agent (entité 
logicielle). Pour des raisons évidentes, nous l'appellerons dans la suite rai-
sonnement interne. Sa définition est la même que pour la dimension (cf. 
Dimension Agent) mais concernera cette fois un agent ou un modèle d'agent 
particulier. Cette nuance est particulièrement utile dans le cas d'un système 
multi-agent avec des agents hétérogènes et donc possédant des mécanismes 
de raisonnement interne différents les uns des autres. Cette dernière précision 
est évidemment valable pour les connaissances et mécanismes appartenant 
à chacune des autres facettes. 
- La facette e (environnement) concerne tous les mécanismes de perception et 
d'action que l'agent est capable d'utiliser pour interagir avec l'environnement 
exclusivement. 
- La facette i (interaction) regroupe tout ce que l'agent est à même de mettre 
en œuvre pour interagir avec les autres agents. Cela rassemble les langages 
d'interaction et les protocoles dont il dispose, ainsi que les mécanismes de 
gestion de conversations. 
- La facette o (organisation) rassemble les mécanismes et les connaissances de 
fonctionnement et de comportement vis à vis des autres agents . 
.:\'ous pouvons donc voir un agent comme un ensemble de facettes qui coopèrent 
et sP coordonnent soulignant ainsi le problème du contrôle de.c; facettes. 
1.3 Coordination dans les SMA 
L'aspect coordination tel qu'il est évoqué généralement en Sl\1A s'intéresse au 
syst<'IIH' global (relatif aux problématiques spécifiques d'un SMA : décentralisa-
tion. distribution, cohérence, etc). Comme nous l'avons déjà signalé en introduc-
tion. la monlination est un problème important du domaine Sl\1A !DL95JIDL87] 
I.JenD31 . .:\'ous allons, pour commencer, essayer de définir ce terme. 
1.3.1 Définitions de la coordination 
Dans IP langage courant, le terme coordination correspond à l'agencement des 
élément.-; pour obtenir un ensemble cohérent selon le dictionnaire Larousse, ce qui, 
rapport{• à tm S:.IA peut se décliner sous la définition suivante : 
"Spécification du comportement et définition de la structure et des interaction.<; de.c; 
celles qui correspondent directement à ces facettes. Nous pouvons citer celle proposée récemment 
dans [RicOlJ awc les notions de briques et inter-briques. Dans le chapitre 8, nous proposerons 
également une implémentation de ces facettes dans l'architecture d'agent TAG. 
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agents afin que le système reste toujours dans un état cohérent, c'est à dire qu'ils 
concourent de manière générale à la réalisation d'un ou plusieurs buts communs". 
Dans les applications des SMA, des dépendances de différentes natures existent 
entre les modules qui composent le système : accès simultané à une imprimante 
ou à une entité dans une base de données (partage de ressources), capacité de 
réaliser un ordonnancement dans un module, capacité de lancer des ordres de 
fabrication dans un autre module (partage de compétences), objectifs complé-
mentaires ou incompatibles (partage d'objectifs), par exemple. Parmi différentes 
définitions existantes, nous retiendrons la suivante : la coordination correspond à 
l'activité de gestion de ces différentes dépendances [MC91]. 
Selon la manière dont elle est assurée, la coordination peut conduire à différents 
modes de fonctionnement comprenant, entre autres, la coopération6 , la compé-
tition ou la collaboration. L'expression notamment de cette coordination est un 
problème crucial et de nombreux moyens ont été développés permettant de mettre 
en place cette coordination. 
1.3.2 Moyens de mise en œuvre 
Les moyens de mise en œuvre de la coordination peuvent être aussi divers que 
le respect d'une structure hiérarchique, la mise en place de réglementation (règles 
de comportement des entités du système) ou même la spécification d'une entité 
sp{'eialisée appelée généralement coordinateur qui se chargera de gérer cette co-
ordination. Ferber distingue quatre formes de coordination d'actions [Fer95] qui 
sont la synchronisation, la planification, la réglementation et la coordination rè-
actiw qtii est mise en pratique justement par des agents de type réactifs capables 
dP r{•agir rapidement. Plus récemment, on peut trouver dans jLCd9ïj un état de 
l'art sur la coordination aboutissant à la description d'une approche basée sur la 
gE'stion des dépendances entre activités. Avec ces différentes formes de coordina-
tion. dE' nombreuses techniques (et à divers niveaux d'un Sl\IA) ont été dévelop-
p{•ps (BDI JRG95b], communication explicite, stigmergie7 [BCBK99j. blackboard 
[HR85j. jGHJ+86J, [Dec91J, etc). 
La diwrsité des aspects recounant la notion de coordination a fait apparaîtrE' 
la n{•c(•ssit{• de mieux la caractériser. Ainsi par exemple. dans [Fer94J dE'ux per-
cPpt ions dP la coordination sont distinguées : 
au niveau externe si elle est indépendante de l'intention des membres de 
la soeif>té d'agents et ainsi perçue par un observateur extérieur, de manière 
émergente. 
6 Selon les auteurs, les termes coordination et coopération sont parfois utilisés l'un pour 
l'autre: dans ce mémoire, nous considérons que nous utiliserons coordination comme terme 
générique. 
7 Le nom stigmergie est utilisé en biologie pour "décrire l'influence sur le comportement 
d'effets environnementaux persistants provenant de comportements antérieurs" [Gra59]. 
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- au niveau interne quand la coopération est une attitude intentionnelle des 
agents qui cherchent à résoudre un problème de manière distribuée. 
Dans ce mémoire, nous nous limiterons à présenter une perception de la coor-
dination au niveau interne (définie précédemment) en considérant une couche 
de contrôle propre à chacun des agents : ce sont les agents qui se coor-
donnent. 
Lors de la résolution d'un problème global, les agents accomplissent un certain 
nombre de tâches qui les concernent, constituant une résolution partielle du pro-
blème global. Il peut arriver que l'accomplissement de ces tâches individuelles 
sans concertation avec les autres agents ait un effet négatif sur la résolution du 
problème global. Les agents doivent donc d'une part interagir afin de coordonner 
leurs tâches et d'autre part respecter une organisation. Cette remarque souligne 
l'intégration de la coordination au sein de plusieurs dimensions AEIO et donc la 
nécessité de différents outils dédiés à chacune des dimensions. 
La définition de ces outils dépend des caractéristiques des systèmes qui nous inté-
ressent. Comme nous l'avons dit, ces systèmes sont (1) distribués : chaque entité 
doit donc pouvoir prendre connaissance des actions des autres pour se coordon-
ner avec ces dernières; (2) décentralisés : chacune des entités agit de manière 
autonome quitte éventuellement à devoir négocier certaines de ces actions pour 
maintenir cette coordination; (3) ouverts : la coordination consiste également à 
pouvoir prendre en compte le fait que des entités peuvent s'insérer ou disparaître 
du système. 
1.4 Discussion 
Dans ce chapitre, nous avons décrit brièvement notre vision du domaine S.:\IA, 
Yision particulière puisqu'elle s'appuie fortement sur l'approche Voyelles : nous 
distinguons quatre dimensions dans un SMA qui sont l'agent, l'interaction, l'or-
ganisation et l'environnement. Les dimensions Agent, Organisation et surtout 
Interaction ont été décrites plus précisément car elles présentent des théories et 
des techniques qui sont utilisées en deuxième partie. Nous avons complété cette ap-
proche en ~· distinguant les niveaux SMA et agent. Pour synthétiser notre contexte 
de traYail, nous rappelons que nous nous intéressons à des systèmes multi-agents 
distribu(•s, décentralisés, ouverts et dynamiques dont les agents sont de type déli-
brratif.'> et hétérogènes8 . 
L'accent a été également mis sur la problématique de la coordination. Nous 
a\·ons \'U qu'elle peut être considérée comme transversale à l'approche Voyelles 
puisqu'elle peut être exprimée à l'aide de différentes dimensions. 
Nous n'avons pas encore évoqué l'aspect dynamique des systèmes que nous étu-
dions mais dès à présent, son lien avec la problématique de la coordination est 
facile à comprendre :le choix du moment pour effectuer une action n'est pas ano-
8 Les agents ne sont pas obligatoirement semblables : ils possèdent chacun des capacités ou 
des fonctionnalités propres, par exemple. 
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din par exemple. Au contraire, la place et l'influence de la composante temporelle 
dans un SMA est moins évidente à appréhender mais elle sera analysée en détails 
dans le chapitre 3 grâce à l'approche Voyelles. Pour le moment, l'omniprésence 
des aspects temporels dans les SMA dits évolutifs ou dynamiques, nous incite à 
nous intéresser plus précisément à la dimension temporelle en informatique. 
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2.1 A propos de la dimension temporelle 
Il est une dimension incontournable qui nous domine et même nous empri-
sonne, omniprésente dans notre vie, nous servant tour à tour de référence globale, 
locale ou commune à la société : le temps. Depuis l'antiquité, la philosophie 
s'est attachée à essayer de définir, représenter et comprendre le concept temporel 
par l'intermédiaire de Platon qui voyait le temps comme image mobile de l'éter-
nité [Pla60], Saint-Augustin qui constatait : Qu'est-ce que le temps, ? Si personne 
ne me le demande, je le sais; mais si on me le demande et que je veuille l'expliquer, 
je ne le sais plus [SA97] ou même Héraclite avec le concept de mobilisme univer-
sel [Her50]. Plus contemporains, nous pouvons également citer Bergson [Ber07], 
Heidegger [Hei27] et Kant [Kan81] parmi les nombreux philosophes qui se sont 
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penchés sur cet épineux problème. En fait, les scientifiques de toute discipline 
sont confrontés au temps. Le mathématicien Pythagore n'hésitait d'ailleurs pas 
à conseiller : Avec de l'ordre et du temps, on trouve le secret de tout faire et 
de tout bien faire ... Le temps est également une des quantités fondamentales du 
monde physique, qui pour sa part, propose un milieu indéfini, homogène, un temps 
unique et absolu dans ces différentes disciplines. Que ce soit en astronomie où les 
cosmologistes sont en quête perpétuelle du début -voire de la fin- du temps, en mé-
canique avec la définition de Newton : Le temps absolu, vrai et mathématique, en 
lui-même et de sa propre nature, coule uniformément sans relation à rien d'exté-
rieur [New87], ou bien en thermodynamique, en cinétique, en physique quantique 
ou nucléaire [Ein21], la Physique a dû, dans ses différentes spécialités, apprendre 
à composer avec cette dimension particulière. Cet état de fait se retrouve dans la 
plupart des domaines sujets à étude et la Littérature, elle-même, (au sens propre 
du terme), témoigne de la fascination et du pouvoir qu'exerce cette dimension sur 
le monde. Pour ne prendre qu'un exemple : le thème de la fuite du temps est à 
l'origine de nombreuses œuvres poétiques (Le lac de Lamartine [Lam49], Le goût 
du néant de Beaudelaire [Bea57], etc.) ou littéraires avec La Bruyère [LB89] ou 
Proust [Prol3]. 
De la même manière, dans le domaine particulier qui nous intéresse, l'étude 
du temps est bien plus récente. En effet, si, comme dans certains domaines cités 
précédemment, le temps a d'abord été nié, l'étude du temps en informatique se 
révèle très riche et toujours d'actualité. Diverses raisons peuvent être données 
pour justifier cette négation première : 
1. b('soin inexistant dû à l'étude de certaines classes de problèmes uniquement 
quP l'on pourrait qualifier de "statiques" ou "intemporels". 
2. difficulté de modélisation liée à la limitation des machines. 
Dans ce chapitre, nous verrons ainsi les problématiques relatives à l'étude 
du temps en informatique. en nous intéressant aux définitions et aux aspects 
théoriques. ~ous ferons la distinction pour cela entre Représentation du temps et 
Raisonnement Temporel. 
2.2 Etude du temps en informatique 
I\lalgrr un certain nombre de limites (cf. section 2.1 ci-dessus), la nécessité 
dr prendrC' en compte des aspects de plus en plus complexes (et notamment les 
aspects dynamiques), a permis de faire émerger des traYaux sur le temps. En 
l'occurrence, ces travaux sont issus de l'informatique dite temps réel [AYSHR90], 
des systèmes répartis [Lam78], du parallélisme [Pat96][EAdC89], du multimédia 
(dans un domaine très récent) [LSI96][Lay62][DK95] et plus particulièrement de 
l'Intelligence Artificielle (IA) [Say90], [Hay95] . 
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2.2.1 Introduction à l'étude du temps en Intelligence Arti-
ficielle 
Dans ce chapitre, nous nous limiterons à présenter différents moyens de ca-
ractériser le temps en lA. Il convient de préciser que certains aspects du temps 
en informatique nous éloignent de la notion de temps irréversible du monde réel 
comme certains travaux considérant plusieurs passés ou plusieurs futurs que nous 
évoquerons dans ce qui suit; cependant il faut garder à l'esprit que les éventuelles 
entorses, conventions ou simplifications qui sont utilisées pour le représenter n'ont 
pour but que de nous permettre de manipuler plus aisément et même tirer profit 
(à des fins de : diagnostic, prédiction, simulation, etc., comme nous le verrons 
plus tard) de cette composante temporelle. 
2.2.2 Représentation et manipulation du temps 
L'étude de la composante temporelle est caractérisée par la diversité des pro-
blèmes à traiter et leur complexité. Omniprésent dans le langage naturel, de ma-
nière explicite ou implicite, le temps peut souvent être source d'ambiguïtés lorsque 
le contexte est peu ou mal défini. Nous commencerons donc par présenter et définir 
les termes plus ou moins couramment employés pour décrire les notions tempo-
relles. Dans ce rapide tour d'horizon, nous essaierons de faire référence aux travaux 
clés dans le domaine. Le lecteur intéressé pourra également se reporter aux articlPs 
cit{•s dans jSay90J et jHay95J. 
Cett<' partie sépare les deux aspects distingués dans l'étude du temps : nous com-
mencerons par nous intéresser à sa représentation d'une part puis nous verrons sa 
manipulation appelée généralement Raisonnement Temporel (RT) d'autre part. 
Par abus de langage, il semble que le terme raisonnement temporel soit parfois 
utilisl> de manière générale, c'est à dire sous une acception englobant les deux 
aspects. 1'\ous essaierons autant que possible de maintenir la distinction dans ce 
chapitre. :\ous allons donc commencer par nous intéresser à la représentation du 
t<'mps en lA. 
2.3 Représentation du temps 
Comme dans le langage naturel, il existe plusieurs possibilités de représenter la 
composante temporelle. En effet, celle-ci peut être implicite ou explicite. Nous ver-
rons ensuite sa topologie et sa structure, les différentes propriétés qui peuvent être 
représentées et nous terminerons ce parcours rapide de différentes représentations 
possibles du temps par quelques approches formelles. 
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2.3.1 Représentation implicite/explicite 
La représentation implicite met en exergue les relations de causalité et les mé-
canismes d'évolution entre les événements du système que l'on souhaite étudier. 
Ainsi dans ce type de représentation, nous expliciterons les événements par une 
relation les liant entre eux; avec l'utilisation par exemple, de relations de pré-
cédence temporelle se traduisant dans le langage par les prépositions : "avant", 
"après", "jusqu'à" : l'arrivée de la nuit après le coucher du soleil. Nous pouvons 
également utiliser une relation de causalité : le fait que "le soleil se couche" sera 
à l'origine de la tombée de la nuit. 
La représentation explicite permet d'appréhender le temps dans sa globalité 
comme une variable particulière, l'attribut d'un événement ou d'une action. La 
caractéristique générale de cette représentation est de considérer un temps me-
surable (quelle que soit l'échelle choisie ou la "granularité"). La définition des 
liens entre le temps et les événements considérés permet de maintenir une vision 
cohérente d'un ensemble de phénomènes étudiés. Pour reprendre l'exemple cité 
précédemment, nous dirions à présent que : "le 01/01/01, le soleil se couche à 
18h00 et la nuit tombe de 18h00 à 19hOO". En toute rigueur, il conviendrait de 
préciser le lieu, ce qui nous permettrait d'évoquer l'incontournable dualité espace-
temps mais ce n'est pas notre propos ici. Apparemment, dans la littérature ces 
différentes représentations (implicite/explicite) semblent souvent liées à l'approche 
choisie pour représenter le temps : 
1. descriptive en s'attachant à représenter les différents états du monde et les 
modifications entre eux (correspondant plus à une représentation explicite). 
2. relationnelle mettant en exergue les liens de causalité entre les actions ou les 
événements et leurs conséquences sur le monde (correspondant généralement 
à une approche implicite). 
2.3.2 Topologie du temps 
La richesse du domaine temporel mène à s'interroger sur la manière et l'objet 
de la représentation du temps appelés aussi topologie. A ce niveau, il convient de 
distinguer la structure générale du temps pris dans sa globalité (la ligne de temps) 
et la structure de l'entité de base ou primitive temporelle qui sera manipulée. Sur 
lP plan général, le temps peut être considéré comme : 
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1. Linéaire : une seule ligne de temps, un seul passé et un seul futur séparés 
par le présent. C'est la nature du temps des processus et des événements 
réels, ainsi que celui des univers déterministes. 
2. Ramifié :soit vers le passé, si nous connaissons le présent (unique) et que l'on 
cherche à déterminer des déroulements passés permettant de l'expliquer; soit 
vers le futur, si nous imaginons plusieurs déroulements possibles comme dans 
les problèmes de simulation ou de planification par exemple. Il est possible 
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éventuellement, de combiner un temps ramifié à la fois dans le passé et le 
futur. 
3. Parallèle :qui permet de représenter le temps linéaire ou ramifié de différents 
agents et ainsi d'établir des corrélations entre ces différents temps. 
4. Circulaire : permet de représenter des phénomènes périodiques. 
5. Infini ou borné : un temps borné permet d'ajouter les notions de commen-
cement et/ou de fin offrant par exemple, des bornes de référence. 
Comme nous l'avons évoqué ci-dessus en fonction du problème et du domaine à 
représenter, il faut choisir une structure de temps adéquate. Ainsi un temps ra-
mifié dans le passé sera bien adapté pour faire du diagnostic comme par exemple 
pour certaines applications médicales ; à l'inverse pour faire de la prédiction ou de 
la simulation, le choix d'un temps ramifié dans le futur pourra s'avérer pratique. 
En histoire ou en géologie, il est courant et pratique d'utiliser un temps borné 
permettant de se positionner par rapport à des événements clés ou de référence .. 
D'autre part, comme nous l'avons dit, il faut préciser la structure de l'entité 
temporelle de base qui constituera les éléments de la ligne de temps précédem-
ment spécifiée (la structure de l'entité de temps correspond à la nature de l'unité 
temporelle choisie) : la primitive choisie peut être l'instant ou bien l'intervalle. 
Cependant la représentation obtenue possède des propriétés différentes et il est 
parfois possible de passer d'une représentation à l'autre (VB83] [Tsa87]. 
A présent que nous avons une représentation globale avec ces deux aspects (ligne 
de temps et primitive temporelle), cette représentation temporelle peut également 
être complétée par certaines propriétés. Nous pouvons ainsi nous demanÙ<'r si lP 
temps doit être : mesurable? dense ou discret? continu, homogène. isotrop<' (pro-
priétés identiques dans le futur, le présent et le passé)? Là aussi l>Yidc>mBH'nt. lPs 
choix dépendront du domaine et du type de problème abordé. 
Cette définition du concept temporel montre la difficulté et la richPssp du 
problème abordé. Pour parvenir à maîtriser un concept complexe, la formalisation 
est un des moyens couramment utilisés. Intéressons nous à présent aux approehes 
formelles du temps. 
2.3.3 Théories du temps et approches formelles 
Afin de lever l'ambiguïté du temps, différentes approches formelles ont l>té 
proposées mais elles ne représentent souvent seulement qu'une formalisation d'une 
certaine notion de temps parmi celles que nous avons pu présenter ci-dessus. Parmi 
les théories les plus représentatives, qui ont été développées pour représenter le 
temps nous pouvons citer les travaux suivants : 
- I\Iac Carthy et Hayes [MH69] ont développé leur calcul de situation qui est 
un formalisme logique permettant de représenter sous le terme de situation, 
un état de l'univers à un instant de temps. Ce fut une des premières ten-
tatives pour prendre en compte les aspects dynamiques d'un système en 
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Intelligence Artificielle. Dans ce travail, une situation n'a pas de durée. La 
transition d'un état à un autre est causée par les événements et les actions 
qui se produisent. Le calcul de situations s'avère inadapté dans un contexte 
multi-agent car il est impossible de représenter des actions simultanées ainsi 
que des changements continus [LS92). 
- Mc Dermott [McD82) propose une logique temporelle du premier ordre avec 
une structure ·à base d'instants et un temps infini, continu, ramifié dans 
le futur et discret. Chaque état est caractérisé par sa date d'occurrence. 
Un ensemble totalement ordonné d'états allant jusqu'à l'infini (ou histo-
rique possible du monde) constitue une chronique. Une chronique admet 
toujours des branchements vers des futurs possibles. Un intervalle est défini 
comme un ensemble d'états totalement ordonné et convexe. Enfin les états 
et les chroniques représentent des périodes pendant lesquelles des proposi-
tions peuvent changer de valeur de vérité et des événements peuvent se pro-
duire. Une proposition est définie par l'ensemble des états pendant lesquels 
la proposition admet la valeur de vérité vraie. Un événement est identifié 
par l'ensemble d'intervalles durant lesquels il se produit. Le plus petit inter-
valle dans cet ensemble correspond à l'occurrence de l'événement. La logique 
qu'il définit est une logique temporelle du premier ordre, le temps intervient 
grâce aux prédicats spécialisés OCCURS et HOLDS. Ainsi, OCCURS(e, t) 
et HOLDS(p, i) signifient respectivement "e survient à t" et "p est vrai 
pendant i". Cette logique a été ensuite critiquée pour son inadaptation à la 
représentation des changements dans le monde par Allen. Il soulignait qu'un 
modèle à base d'instants n'est pas intuitif pour représenter un événement 
(qui, dans la pratique, peut lui-même toujours être décomposé en une suite 
d'événements). 
- Allen [All83] [All84] a défini la théorie de l'action et du temps basée sur 
la notion d'intervalle avec un temps linéaire, continu et infini. Le choix de 
l'intervalle comme unité de temps est plus intuitif et mieux adapté à la re-
présentation des états du monde. Allen propose un ensemble de 13 relations 
sur les intervalles (cf. figure 2.1). 
Ces 13 opérateurs sont disjonctifs exclusivement. Ils représentent l'ens{'mblr 
des positions relatives possibles de deux intervalles. Il est intéressant de no-
ter que ces 13 relations sont exprimables à partir de la seule relation meets 
("touche"). L'ensemble des opérateurs de cette théorie souvent utilisée est 
parfois complété par d'autres afin de simplifier certaines expressions [1Iou92] 
[CPB99]. Par exemple, Allen lui-même définit de nouvelles relations comme 
IN qui correspond à la relation DURING en ajoutant la possibilité pour les 
deux intervalles tl et t2 d'avoir la même borne origine ou la même borne 
finale : 
IN( tl, t2) {:} (DURING(tl, t2) v STARTS(tl, t2) v FINISHES(tl, t2)). 
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I 1------l I H 
I égal J (e) I finit J (f) 
J 1------l J 1------l 
I H I 1------l 
I avant J (b) I recouvre J (o) 
J H J 1------l 
I H I H 
I rencontre J (m) I pendant J ( d) 
J H J 1------l 
I H 
I débute J (s) 
J 1------l 
FIG. 2.1- Les treize relations entre deux intervalles I et J : e, b, m, s, j, o, d et 
leurs inverses : bi, mi, si, ji, oi, di. 
Nous pouvons noter également que l'ensemble des relations entre intervalles 
muni de l'intersection et de la composition forme une algèbre [Dra98]. 
- Kowalski et Sergot [KS86] proposent le calcul des événements basé sur une 
architecture de programmation logique permettant de raisonner sur les évé-
nements et le temps. La notion d'événement est différenciée du temps, ce 
qui permet de représenter des événements ayant des temps inconnus ainsi 
que des événements qui sont partiellement ordonnés et concurrents. Un évé-
nement est formalisé dans le sous-ensemble de clauses de Horn de la logique 
classique complété par la négation. La formalisation qui en résulte est exécu-
table comme un programme logique. La différence entre le calcul des situa-
tions présenté plus tôt et le calcul des événements est surtout conceptuelle : 
L(' calcul de situations considère des états globaux alors que l(' calcul des 
éYénements s'int{>resse aux événements locaux et aux intervalles de temps. 
Sur ce point d(' Yue. l'approche est très semblable à celle d'Allen. 
Il exist(' beaueoup d"autres travaux [Dou94] [PGS90], notamment différentes 
logiques formelles spécialisées sur un aspect particulier du temps, sortant ici de 
notre problématique. Le lecteur intéressé pourra trouver dans [GGTOO] des in-
formations sur les différentes logiques modales liées au temps comme la logique 
temporelle des propositions, logique temporelle linéaire, non transitive, à plusieurs 
dimensions, etc. Une revue de différentes théories temporelles peut être consulté 
dans [Lon89] ainsi que dans [Hay95]. 
A présent que nous possédons une idée globale sur les possibilités et les pro-
blématiques liées à la représentation du temps, nous pouvons à présent, nous 
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intéresser à sa manipulation : le raisonnement temporel (RT) en lui-même. 
2.4 Raisonnement temporel 
L'autre difficulté lorsque l'on s'intéresse à la composante temporelle est liée à 
la manipulation de ces représentations afin de pouvoir faire des calculs, conduire 
des raisonnements à partir de celles-ci. Cet aspect est généralement appelé le 
raisonnement temporel : il recouvre un aspect très informatique de l'étude du 
temps. En Intelligence Artificielle, le raisonnement temporel peut être défini par 
raisonner sur ce qui change au cours du temps ce qui correspond au raisonne-
ment sur le temps mais il convient également de souligner l'existence dans des 
domaines spécifiques et spécialisés (systèmes temps réel, parallélisme, etc.) d'un 
raisonnement dans le temps qui permet de s'intéresser au temps nécessaire 
pour le calcul (Dzi90]. Nous rappelons que nous ne nous intéressons pas au rai-
sonnement dans le temps dans ce travail puisque le temps de calcul n'est pas la 
préoccupation primordiale des systèmes auxquels nous nous intéressons. Différents 
problèmes très souvent issus du milieu industriel sont associés au raisonnement 
temporel : la planification, l'ordonnancement de tâches, le suivi de processus, le 
diagnostic, la prédiction. Certains nécessitant éventuellement une représentation 
du temps particulière comme nous l'avons vu précédemment. 
2.4.1 Dimensions de raisonnement 
Enfin de la même manière que pour le choix d'une représentation. en fonc-
tion du problème et du domaine à représenter, il faut choisir une dimension de 
raisomwment. Ce choix devra en outre être adapté à la représentation choisie 
pr(•c(•d<'mnwnt. Ainsi, il est possible de s'orienter vers un raisonnement à visée 
pragmatique (résultats utilisés pour engendrer des objectifs d'actions, produire des 
plan.o; 1 R ic90J)ou à Yisée épistémique (résultats utilisés pour construire des inter-
prétations (Ric90J), un raisonnement inductif ou déductif; il faudra choisir entre 
un raisomu·m<'rlt sur le temps ou bien dans le temps comme éYoqué précédemment 
ou <•nfin i•tr<' capable de traiter le problème du cadre ("frame problem") (Sho86] 
qui consist<' à d<'terminer ce qui persiste d'un moment à un autre lorsque ceci n'est 
pas <>xplidtt•ment spécifié (81188]. 
2.4.2 Outils pour manipuler le temps 
QuC'lqu<>s outils ont été développés en lA permettant de conduire un raison-
nement temporel. Nous distinguerons les approches dites classiques basées sur 
différentes logiques et les approches par graphes avec une méthode généralement 
de propagation de contraintes. Dans le cas des approches classiques, les logiques 
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temporelles exécutables offrent la possibilité de mettre en œuvre un raisonnement 
temporel (faire des déductions et raisonner sur le temps). 
Approches dites "classiques" 
Nous proposons deux exemples principaux (Allen et Ferguson puis Morgens-
tern et Stein) qui sont à l'origine de nombreux travaux dans le domaine. 
- Allen et Ferguson [AS95] ont proposé un formalisme qui intègre à la fois 
le temps, l'action et les événements. Ces travaux ont été utilisés au sein du 
projet TRAINS [TA91] que nous présenterons par la suite (cf. section 2.4.3). 
Ces travaux s'orientent plutôt vers un raisonnement à visée pragmatique et 
de type déductif Le langage formel développé par Allen et Ferguson est un 
langage du premier ordre dans lequel le temps n'est plus représenté comme 
une modalité mais comme un argument. Pour la mise en place d'un raisonne-
ment temporel, les auteurs ont envisagé plusieurs niveaux de raisonnement : 
- La logique des intervalles qui assure la cohérence des relations entre inter-
valles (cf. section 2.3.3) 
- La structure du temps dans les liens qui unissent intervalles et prédicats. 
- La résolution du problème du cadre (frame problem) dont la solution 
appelée fermeture par les explications ("explanation closure") consiste à 
affirmer que les changements en cours ont une explication, une origine. 
Cette solution nécessite une ontologie temporelle suffisamment riche pour 
exprimer la causalité; en l'occurrence ils utilisent Iïnt<'rYall('. l<'s (>yf>ne-
ments et l'action. 
:\Iorgenstern et Stein ont développé une théorie du raisonnement causal 
I:\IS88] appelées théorie de l'action motivée ("11otivated Action Theory", 
A/AT) permettant également d'élaborer des solutions au problème du cadre. 
Lf's auteurs distinguent pour leur part, deux parties dans le raisonnement 
t <'Ill po rel : 
1. Cne description particulière de l'état du monde et des hénements. qui 
sera appelée chronique ("chronicle description"). 
2. Cn ensemble de connaissance c.ausale de base qui sera appelé(' théorie. 
Ces deux parties réunies forment une théorie instancif>e. Pour résumer, nous 
dirons que la notion de motivation est définie de la façon suiYante : une 
proposition est dite motivée si et seulement si elle est une conséquence lo-
gique de la théorie instanciée. Le principe de raisonnement temporel proposé 
est alors le suivant : Préférer les états futurs qui minimisent le nombre de 
propositions non motivées. 
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Les approches classiques (Allen, Ferguson, Morgenstern) Stein) permettent géné-
ralement d'utiliser différents mécanismes déductifs comme les méthodes à base 
de tableaux sémantiques [PGS90], la résolution ou bien l'algorithme de Davis-
Putnam. Cependant les preuves logiques et la complétude de ces travaux sont 
excessivement difficiles à mettre en œuvre dans une solution opérationnelle. En 
effet l'implémentation nécessite de faire des choix afin de satisfaire des critères 
d'efficacité comme une terminaison dans des temps acceptables. 
Approches par graphes 
Les systèmes mettant en œuvre une telle approche sont usuellement appelés 
gestionnaires de graphes temporels ("Time Map Managers", TMM) et s'inté-
ressent à la gestion d'informations temporelles, c'est à dire la façon d'organiser 
la mise à jour et la recherche dans une mémoire temporelle. Dans cet objectif 
par exemple, Gerevini, Schubert et Schaeffer ont développé un ensemble d'algo-
rithmes pour la gestion efficace de bases de relations temporelles [GSS94]. Ces 
gestionnaires de graphes temporels peuvent être classés en deux catégories : 
1. les approches symboliques où les relations entre objets temporels sont sym-
boliques. Certains gestionnaires ayant choisi cette approche reposent sur 
une structure du temps à base d'intervalles (MATS [KL91]), d'autres sur la 
notion d'instants (IxTet [MG89] [DGG93], TimeGraphl-11 [GSS93]). 
2. les approches numériques dans lesquelles les relations entre objets sont nu-
mériques. Dans ce cas également, la structure temporelle choisie peut être à 
base d'intervalle (S.A.Vere [VerSO]) ou basé sur l'instant (MT:t\fl\1 IGro93]). 
Sur le plan technique, un gestionnaire de graphes temporels ne s'intéresse qu'aux 
relations existant entre les objets temporels (succession, simultanéité) et aux mo-
ments où les événements se produisent [Het91]. Il gère également la cohérence et la 
complétude du graphe en vérifiant que les relations temporelles sont consistantes. 
Il infère également les relations déductibles de celles qui sont déjà connues. Cela si-
gnifie qu'il est nécessaire de posséder un langage support du raisonnement capable 
d'exprimer les relations entre objets temporels et des méthodes de propagation de 
contraintes pour conduire le raisonnement (satisfaisabilité, clotûre). 
2.4.3 Travaux issus du domaine multi-agents 
D'autres travaux sont issus plus précisément du domaine multi-agents avec 
une approche plus proche de la spécification formelle de logiciel en exprimant les 
propriétés dynamiques de systèmes multi-agents. 
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- Ainsi le langage concurrent MetateM [BFG+sg] [Fis94] est un langage de 
programmation orienté agents. Il est accompagné d'une logique proposi-
tionnelle et multi-modale permettant d'exprimer à la fois le temps et les 
croyances pour raisonner sur les programmes. L'objectif de ces travaux est 
également de servir de support à un raisonnement (vérification de certaines 
propriétés) sur les propriétés dynamiques d'un SMA. Deux procédures de 
décision ont été développées s'appuyant sur des modèles (Konolige [Kon84] 
et sémantique des mondes possibles) et des techniques (méthode à base de 
tableaux et méthode à base de résolution) issues de l'lA. La topologie du 
temps choisie est linéaire. 
- Le modèle formel de SMA développé par Singh [Sin94] a également pour 
but de spécifier des agents, des sociétés d'agents et d'en vérifier les proprié-
tés. Ce formalisme incorpore le temps au moyen d'un langage formel noté L 
qui est une extension de la logique modale propositionnelle temporelle CTL 
[Eme90] enrichie de quelques opérateurs temporels. Le langage L adopte un 
temps ramifié dans le futur et les connaissances temporelles sont formulées 
par rapport à l'instant présent. Cependant aucune méthode de raisonne-
ment n'est donnée si ce n'est la proposition d'utiliser éventuellement des 
techniques de "Model Checking" afin de vérifier certaines propriétés. 
- Dans ILCOO], est proposée une approche permettant de combiner une pro-
grammation à la fois impérative et déclarative pour spécifier et simuler des 
Si\IA. L'approche sépare les aspects temporels et non temporels notammC'nt 
dans les contraintes (conflits et priorités). Nous laisserons les aspC'cts tC'mpo-
rels d'implémentation pour nous concentrer sur la spécification. LC' temps est 
pris en compte dès le niveau des actions avec la mise en œuvr<' d<' contraintes 
temporelles sur les actions réalisées par les agents engagés dans un<' collabo-
ration. L'utilisation d'une logique temporelle pour la conception est justifiée 
par d'une part, l'intérêt d'un langage de haut-niveau pour spécifier 1<' com-
portement des agents et les mécanismes de collaboration <'t d'autre part. 
la possibilité de vérification de cohérence des différentes contraintes induit<'s 
par les actions des agents. Nous reviendrons plus précisément sur ces travaux 
par la suite. 
D'autres voies ont été explorées dans les Sl\1A, en incorporant le temps à 
différents niveaux comme nous allons le voir dans la partie suivante. Le domaine 
du raisonnement temporel est très riche et les possibilités nombreuses, surtout 
en mettant l'accent sur une ou plusieurs propriétés particulières du temps: les 
travaux menés dans le domaine le sont tout autant. Ils sont évidemment difficiles 
à comparer; cependant l'approche Voyelles que nous avons vue (cf. section 1.2) 
peut nous aider à atteindre cet objectif. 
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2.5 Discussion 
Ce chapitre nous a permis de faire un tour d'horizon des travaux existants sur 
le temps en IA. Il apparaît clairement que la prise en compte explicite du temps 
est un objectif complexe car le domaine est très riche. Les travaux à ce sujet sont 
d'ailleurs nombreux. Il ressort de cette étude qu'il est nécessaire de faire des choix 
aussi bien pour la représentation du temps que pour le raisonnement tem-
porel. Ces choix sont évidemment liés. Les travaux sur les logiques notamment 
nous mettent en garde sur les difficultés pour passer du théorique à l'opération-
nel. Ainsi, de nombreux écueils se présentent aux personnes souhaitant travailler 
sur la composante temporelle. La complexité et la richesse du domaine se révé-
lant très vaste, nous avons limité les recherches au détriment de certains aspects 
(événements récurrents, algèbre de processus concurrents comme Temporal LO-
TOS [Reg93) par exemple). Ces aspects restent en marge du cadre de ce travail 
qui concerne à la fois le domaine temporel et le domaine multi-agent et pourront 
éventuellement s'inscrire dans les perspectives. Nous avons ensuite cherché à relier 
ces deux aspects; ainsi, dans le chapitre suivant, nous nous intéressons à la prise 
en compte de la composante temporelle dans les SMA. 
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3.1 Introduction 
Les trayaux dans le domaine des systèmes multi-agents qui s'intéressent à la 
composante temporelle s'appuient naturellement sur les techniques décrites dans 
le chapitre précédent. Il aurait été possible de reprendre certaines caractéristiques 
énoncées plus haut liées aux choix de représentation, au contexte voire aux mé-
thodes de raisonnement pour les comparer. Mais il nous a semblé plus intéressant 
de les comparer à partir d'une problématique transversale propre aux SMA : la 
coopération d'entités autonomes organisées interagissant au sein d'un 
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même environnement. Nous allons donc essayer de classer la prise en compte du 
temps de différents travaux en fonction des dimensions proposées par l'approche 
Voyelles. Les choix de représentation et de manipulation du temps restant un axe 
secondaire d'analyse. 
En utilisant cette grille, nous allons présenter quelques travaux qui nous pa-
raissent significatifs. Nous nous intéresserons précisément à la manière dont le 
temps est représenté et est utilisé au sein de chacune de ces dimensions. Nous 
ne prétendons pas être exhaustifs et certains travaux sont évidemment à l'ori-
gine de nombreuses études et extensions ultérieures n'apparaissant pas ici. Nous 
commencerons donc par voir comment le temps est pris en compte au sein de la di-
mension Interaction, puis nous nous intéresserons aux travaux mettant en œuvre 
le temps dans l'Organisation. Enfin, nous terminerons par la dimension Agent 
en étudiant la prise en compte du temps au sein même du raisonnement interne 
de l'agent. Un grand absent de ce parcours est le temps dans l'Environnement; 
nous donnerons cependant quelques mots à ce sujet et les raisons pour lesquelles 
nous n'avons pas présenté cette étude. Nous proposerons dans la section 3.6, un 
tableau récapitulatif des travaux présentés permettant de les classer suivant notre 
grille d'analyse mais aussi en fonction des choix effectués sur la représentation du 
temps et le raisonnement temporel. 
~ous commençons par sélectionner des travaux qui prennent en compte la 
composante temporelle au niveau de l'interaction. 
3.2 Interactions temporelles 
Dans les Sl\1A, la distribution géographique et fonctionnelle de certains sys-
t{•nws impose la mise en place d'interactions par le biais de langages, de protocoles 
et. m<•me dans certains cas, de mécanismes de gestion de conversations (cf. cha-
pitn• 1 ). Ces contraintes associées à une forte dynamique du système lui-même 
ou de• l'c•B\"Îronnement dans lequel il se trouve plongé (places de marché, Internet, 
etc.) u{•ePssitent en outre la prise en compte explicite des caractéristiques tempo-
rellc•s qui ~· sont associées. 
Dans )ps traYaux sur l'interaction dans les SMA, deux composantes sont souvent 
distiBp;u{•(•s au sein d'un message :force illocutoire et contenu propositionnel (cf. 
la t h{•ori«· d<'s actes de langage ISe.a69aJ, chapitre 1.2). De ce fait, les informations 
temJH>r<'IIPs J><'UYent apparaître au sein de chacune d'elles : 
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- l'<•xplidtation des informations temporelles au sein du contenu proposition-
nd rc•joint les problématiques de définitions d'ontologies. Nombreuses sont 
celles qui proposent des représentations explicites d'informations temporelles 
(TOYE !Lab93J, ontolingua IFFR96J, KADS (méthodologie pour construire 
des ontologies), etc.). Ces informations ont peu d'incidences sur la gestion 
de l'interaction elle-même si ce n'est la définition de traducteurs de langages 
3.2. Interactions temporelles 
d'expression de contraintes temporelles d'un langage commun aux agents 
à celui propre au raisonnement interne de l'agent ou à un logiciel externe 
qu'encapsule l'agent, comme celui décrit dans [BDSF97] par exemple. 
- d'autres travaux, en revanche, explicitent la composante temporelle au ni-
veau de la force illocutoire et la gèrent explicitement dans les interactions 
entre agents. C'est le cas, par exemple, de l'architecture d'agents proposée 
par [BF96] au travers d'une couche interaction, indépendante de l'applica-
tion, gérant les informations temporelles imposées par le protocole de conver-
sation. Nous allons illustrer rapidement ce besoin au travers de l'exemple 
suivant. Imaginons deux questions classiques : 
- Pouvez-vous me donner l'heure? 
- Pouvez-vous me donner votre emploi du temps de la semaine prochaine? 
En dehors du contenu propositionnel (ici "donner l'heure" et "donner l'em-
ploi du temps de la semaine prochaine"), certaines informations portant sur 
le séquencement des messages, importantes pour le processus de coopération., 
sont implicites : la première question attend une réponse rapide alors que 
pour la suivante, le locuteur est moins impatient. Si ces notions sont impli-
cites en langage naturel, elles nécessitent d'être explicitées dans un langage 
artificiel. 
Les travaux que nous avons retenus dans cette section ont utilisé cette dernière 
démarche. Comme nous allons le voir, certains se sont intéressés essentiellement 
aux langages de communication agent [FIP97], [SJNP98]. D'autres ont proposé 
des protocoles temporels [AGJ+94], [NJFl\.197] (ADEPT), [Ca99] ou encore ont 
enYisagé la mise en œuvre du temps dans les conversations entre agents permettant 
ainsi de contraindre, par exemple, les temps de conversation [Tra96]. Parmi ces 
traYaux, certains ont été également retenus parce qu'ils mettent en œu\Te des 
techniques ou formalismes spécifiques comme les logiques ([LCOO][PAC96]) ou les 
réseaux de Pétri pour représenter le temps [Ca99]. 
3.2.1 Langages de communication temporels 
Comme nous allons le voir, les informations temporelles représentées au sein 
des langages de communication ont différentes finalités. Nous commencerons par 
le langage ACL FIPA qui permet d'expliciter une contrainte temporelle sur la 
réponse, puis nous verrons un langage orienté vers la négociation dans lequel le 
temps est utilisé comme information pour la gestion de l'historique de la conver-
sation. Et nous terminerons par divers langages proposés par les plates-formes 
SMA. 
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ACL FIPA 
Le langage de communication agent de la FIPA (ACL) [FIPOO] est basé sur la 
théorie des actes de langages. Les spécifications proposent un ensemble de types 
de messages et la description de leurs champs. Chaque acte de communication 
est décrit sous forme narrative et présente une sémantique formelle basée sur une 
logique modale. Ces spécifications fournissent également une description norma-
tive d'un ensemble de protocoles d'interaction. Parmi les paramètres prédéfinis 
des messages, le champ reply-by dénote un temps ou une expression temporelle 
qui spécifie l'échéance maximum pour la réponse. Le format temporel spécifié est 
basé sur le format ISO 8601 [WW98], avec des extensions pour pouvoir exprimer 
des durées en millisecondes et un temps relatif. A notre connaissance, aucune 
autre information particulière n'est spécifiée pour le choix de la représentation du 
temps. 
Les contraintes temporelles explicitées sur le délai de réponse ne nous paraissent 
pas suffisantes et doivent être complétées. En effet, nous pensons que la prise en 
compte du temps dans l'interaction concerne l'acte de langage lui-même et peut 
éventuellement être liée au contenu propositionnel. 
Argumentation temporelle pour la négociation 
Un domaine d'étude relativement récent en SMA, étroitement lié à l'interac-
tion est la négociation. Bien qu'il soit difficile de concevoir une négociation sans 
date limite, les aspects temporels, indéniables, sur le sujet ne sont pas toujours 
pris en compte et encore moins explicités. Une étude sur la négociation basée sur 
l'argumentation a été proposé dans [SJNP98J. Elle présente un langage de commu-
nication entre agents comportant un argument temporel. Cet argument porte sur 
l'aspect illocutoire (cf. théorie des Speech Acts [Sea69bJ) et est considéré comme 
une estampille temporelle. Il est utilisé notamment pour définir un historique du 
dialogue de négociation. Le temps est considéré comme discret et comme un en-
semble entièrement ordonné d'instants. 
Ce traYail fournit un support pour la négociation incluant une prise en compte 
explicite des aspects temporels mais ne proposant pas une gestion de contraintes 
temporelles complexes. Cependant l'argument temporel est utilisé pour conduire 
la négociation. Le raisonnement peut également être étendu avec des conditions 
qui changent en fonction du temps. En d'autres termes, la mise en place de règles 
(temporaires) telles que "ligne de conduite BT (British Telecom}=24h":::} "pré-
voir une équipe complète" permet de modifier le comportement dépendant de la 
négociation en fonction de contraintes temporelles : dans cet exemple, le fait de 
poursuivre la ligne de conduite BT même la nuit (24h) impose de maintenir une 
équipe complète même en service nocturne et donc d'être "intransigeant" dans le 
cadre de la négociation afin de respecter le niveau de qualité exigé par la conduite 
"BT". 
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Autres travaux 
Pour terminer avec les aspects temporels dans les langages de communication 
agent, nous évoquerons les différentes plates-formes de développement SMA qui 
offrent souvent une prise en compte de la composante temporelle comme c'est 
le cas, par exemple, dans la plate-forme ZEUS [NNLC99] où une date sur les 
messages (émission et réception) permet de définir des "timeouts" au niveau des 
communications pour traiter un message. Cette estampille temporelle ne concerne 
donc pas l'interprétation du message (au sens contenu propositionnel). Le lan-
gage utilisé est du type ACL décrit précédemment. Dans T .lEMS [DL94] [Dec96] 
[WSXL99], des messages de type temporel comme "requires delay", "causes" ou 
"inhibits" permettent de coordonner des agents ayant des tâches en commun en 
introduisant des types de messages spécifiquement temporels. 
La plupart de ces langages sont basés sur la théorie des actes de langages, pos-
sèdent des arguments temporels mais aucun n'est explicitement dédié à la repr~­
sentation du temps. 
3.2.2 Protocoles et gestion de conversations 
Au delà des capacités d'expression d'informations temporelles au sein des mes-
sages échangés entre les agents, certains travaux se sont intéressés à 1· expression 
des contraintes temporelles dans les protocoles d'interaction conduisant ainsi à 
une gestion temporelle de conversations. Les travaux qui suivent. sïnt{'r<'SSPnt 
principalement à ces aspects temporels liés aux protocoles et à la g<'stion dPs 
conversations. Nous présenterons dans un premier temps, le s~·stf''nH' "GOAL" 
[PAC96) pour lequel la conversation et les contraintes temporell<'s sont uniqn<'-
ment contrôlées par un protocole. Nous décrirons ensuite le systèm<' ADEPT an'<" 
l'ensemble des travaux sur la négociation décrit dans [FarOO] où la g<'stion dPs 
conversations fait l'objet de raisonnement temporel dédié via l'utilisation de stra-
tégies ainsi que le système TRAINS [ASF+95] qui propose un agent spécialPnwnt 
dédié à la conversation. 
GOAL 
L<' Project GOAL [PAC96] vise à développer des outils génériques pour sup-
portPr un nouveau paradigme de gestion par projet. Les auteurs sc sont intéressés 
à la normalisation d'interactions entre agents autonomes en spécifiant des mes-
sages et des protocoles pour la coopération et la communication inter-agent. Le 
langage de spécification proposé dont beaucoup de caractéristiques sont héritées 
d'un langage de programmation logique, permet de spécifier différents mécanismes 
de communication. On retrouve ce type d'approche dans [LCOO] (dont nous avons 
parlé en section 2.3). 
Ce travail propose un champ "timeout" mesuré sur l'horloge de l'agent émetteur 
qui permet de s'assurer de la terminaison de l'instruction liée à l'envoi du message 
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si certaines réponses n'arrivent pas (comme par exemple sur un appel d'offres). 
De même, certaines contraintes temporelles peuvent être explicitées dans le cadre 
d'une négociation (date de début, timeout, date de réponse, durée de réalisation 
de la proposition, etc.). Les auteurs soulignent que les spécifications proposées 
établissent ce que les agents doivent faire et non comment cela devrait être fait. 
Pendant le déroulement de conversations, l'agent connaît à la fois la spécification 
du protocole et l'historique des messages échangés lors d'une conversation. Cela 
permet de valider les messages arrivant et respectant les spécifications du proto-
cole et de pouvoir faire une analyse des services proposés, des besoins et des offres 
à partir des messages reçus. Seuls les messages considérés comme valides (respect 
du protocole dont notamment les aspects temporels) sont enregistrés dans l'his-
torique de la conversation. 
Cette étude lie la notion de temps au niveau spécification (définition des proto-
coles) avec son instanciation (gestion des conversations) où est vérifiée la validité 
des messages et l'historique. 
Nous allons voir à présent l'utilisation de protocoles dans la négociation avec 
le projet ADEPT. 
ADE PT 
Dans ADEPT [AGJ+94J, les auteurs se sont intéressés à la gestion de négo-
ciation dans le cadre d'offre de services. De manière générale, deux niveaux sont 
mnsidérés au sujet du temps dans la négociation : 
- le temps nécessaire pour obtenir un accord. Ce temps doit être raisonnable. 
- le temps pendant lequel les services négociés doivent être exécutés. Cr temps 
est important dans la plupart des cas et crucial dans d'autres . 
.l\ous retrouvons ainsi les deux niveaux évoqués en introduction dans le cadre de 
la gestion de conversation : le temps relatif à l'interaction et le temps véhiculé 
par les messages ayant une répercussion sur le fonctionnement de l'agent. 
48 
Dans le cadre d'ADEPT. nous distinguons : 
- le temps relatif au contenu des messages échangés et qui fait l'objet de la 
conversation est le temps auquel les services négociés doivent être exécutés. 
Les protocoles de négociation comportent des propriétés temporelles rela-
tives à la gestion des contrats : la durée représente le temps maximum que 
l'offreur peut prendre pour terminer le service, les dates de début et de fin 
représentent le temps pendant lequel l'accord est valide. Les agents doivent 
ainsi se mettre d'accord sur une fenêtre temporelle n'entrant pas en conflit 
avec les plannings propres de chacun des agents participant à la négociation. 
le temps relatif à l'interaction elle-même est lié à la gestion des conversa-
tions. Des stratégies sont mises au point pour spécifier un comportement 
particulier de l'agent au cours de la négociation. Ces stratégies se basent sur 
3.2. Interactions temporelles 
trois critères principaux qui sont :le temps (échéance de la négociation), les 
ressources (de manière à ce que l'agent ne dépense pas plus de ressources que 
la valeur du contrat) et le comportement de l'adversaire (pour que l'agent ne 
soit pas exploité pendant la négociation). En fonction de la stratégie mise en 
place, différentes tactiques peuvent être utilisées. Par exemple, si le temps est 
important, deux types de tactiques existent : boulware qui consiste à main-
tenir son offre le plus longtemps possible et à faire des concessions juste au 
dernier moment, et conceder qui se déplace rapidement vers la valeur limite 
correspondant par exemple, au prix maximum que peut proposer l'agent. 
La répercussion des informations temporelles sur les plans de l'agent et cette 
gestion des stratégies permet de mettre en évidence la relation entre les aspects 
temporels dans le raisonnement interne (stratégies choisies par exemple) et dans la 
partie interaction (comportement pendant la négociation, etc.). Aucune informa-
tion n'est donnée sur la représentation du temps choisie. Les exemples présentent 
un temps mesurable à base d'instants. 
TRAINS 
Le système TRAINS [Tra96] [ASF+95] propose un SMA pour la gestion de 
conversations avec des êtres humains. Nous évoquerons uniquement les parties 
liées à la conversation du système TRAINS dont le gestionnaire de dialogue est 
impll>menté par un agent hybride. En effet, l'auteur justifie l'utilisation d'une par-
ti<' rl>aetiw de ragent par l"aspect critique que peut réYéler un retard ou un délai 
dans k comportement relatif à une réponse : la même réponsf' peut aYoir une 
connotation différente si elle est retardée. Sans rentrer dans les détails, il nous a 
sf'mbl{> intéressant de relever que l'auteur définit la notion de plans de eom·ersa-
tions comportant trois types de contraintes : les contraintes sur les agents, sur 
lPs ohjf'ts manipulés dans le cadre de la conversation et les contraintes tempo-
rPllPs. OP plus, les ensembles de contraintes formés sont estampillés en fonction 
dP lPur date de validité permettant ainsi de limiter les informations manipulées à 
1111 momf'nt donné. Cela reYient à définir une fenêtre temporelle de validité pour 
la plupart des contraintes évoquées. 
L<'s trm·aux décrits ici soulignent également l'existence de contraintes tempo-
rPll(•s n•latiws aux protocoles et à la gestion de conwrsations et lïmportanee d'ex-
plidt('r n•s contraintes. A présent, intéressons-nous à des aspects plus techniques 
COIH"N!lant la mise en œu\Te de raisonnement temporel au sein de l'interaction. 
3.2.3 Mise en œuvre du Raisonnement temporel 
Dans les travaux suivants, nous nous intéressons à la mise en œuvre du rai-
sonnenwnt temporel pour prendre en compte le temps au sein de l'interaction. 
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Travaux de P. De Loor et al. 
Il serait incomplet de présenter des travaux sur le temps sans citer de travaux 
mettant en œuvre une logique temporelle. Comme nous l'avons décrit en 2.3, dans 
[LCOO], une approche est proposée permettant de combiner une programmation à 
la fois impérative et déclarative pour spécifier et simuler des SMA. Le langage dé-
claratif est ainsi basé sur la logique temporelle d'Allen qui a l'avantage de fournir 
ce langage de haut-niveau pour décrire l'interaction. Comme nous l'avons souligné 
en section 2.4.2, les logiques temporelles exécutables offrent en outre, la possibilité 
de mettre en œuvre un raisonnement temporel (faire des déductions et raisonner 
sur le temps). La partie qui nous intéresse particulièrement dans ce travail, cor-
respond à la définition des messages (adresses et moments d'émission) assurant le 
respect des contraintes temporelles. Ainsi des messages spécifiques (start(), stop(), 
mustStart() et mustStop()) sont envoyés quand une contrainte temporelle impose 
de donner la priorité a l'action courante sur les autres actions. Cela permet de 
forcer ces actions à démarrer ou s'arrêter. 
Les contraintes temporelles sont définies à la spécification et semblablement à 
[SJNP98], des messages spécifiquement temporels se chargent d'empêcher un blo-
cage à l'exécution. D'autres méthodes peuvent être utilisées pour gérer le dérou-
lement de l'interaction et les contraintes temporelles. Parmi elles, les réseaux de 
Pétri comme nous allons le voir dans ce qui suit. 
Travaux de Chen et al. 
Dans le cadre de la gestion de chaîne de production, un S:tviA à bas(' d<' n<·go-
ciation par Réseau de Pétri Coloré (référencé par la suite par NRPC) a ét(• dNini 
dans [Ca99]. Les performatifs utilisés pour définir la négociation sont issus d"un 
sous-ensemble d'ACL FIPA mais cet ensemble peut être étendu. Le processus de 
négociation est modélisé par le biais d'un réseau de Pétri coloré. Ce dernier est 
utilisé comme un outil de modélisation pour des systèmes dans lesquels la commu-
nication, la synchronisation et le partage des ressources jouent un rôle important. 
En effet, le réseau de Pétri (et ses extensions) fournit les primitives pour traiter 
le processus d'interaction : il offre des possibilités relativement simples pour rP-
présenter et contrôler des communications (parcours d'un jeton spécifique). pour 
synchroniser différentes actions (spécification d'états, de places et de transitions 
pour y accéder) et enfin partager des ressources (accès, quantification contrôlés par 
des jetons spécifiques). Dans ce SMA, le déroulement des interactions et notam-
ment du protocole est contrôlé par un "timer" générant un jeton (token) spécial. 
Il existe trois sortes de places : Inactive, Waiting, and Thinking qui correspondent 
aux états possibles d'un agent durant le processus de négociation. Par exemple, 
quand l'acheteur décide de démarrer un processus de négociation, il passe de l'état 
Inactive à Waiting en prenant l'action Send Messages (CFP). Le type de réponse 
est codé par une couleur spécifique (proposa[, accept-proposal, reject-proposal ou 
terminate). A la réception du message, l'acheteur passe à l'état Thinking. En 
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cas de non-réponse, le Timer génère un jeton spécial (non-coloré) qui contrôle la 
continuité du déroulement. 
Ces quelques travaux donnent un bon exemple de la prise en compte actuelle 
des aspects temporels au sein des différentes composantes de l'interaction comme 
le langage de communication, les protocoles et les conversations. Cependant, nous 
pouvons remarquer qu'il n'existe pas de langage d'interaction ni les autres aspects 
relatifs à l'interaction (protocoles, gestion de conversations) spécifiquement tem-
porels; c'est à dire adapté à l'explicitation de ces contraintes temporelles. 
Les travaux suivants concernent la prise en compte du temps dans l'organisation. 
3.3 Organisations temporelles 
Avec l'accroissement de la complexité des applications construites, la dimen-
sion organisationnelle dans les systèmes multi-agents est devenue de plus en plus 
nécessaire. Quelques travaux se sont intéressés aux aspects temporels dans cette 
dimension. Nous considérons dans un premier temps, des travaux ayant explicité 
la composante temporelle dans les relations sociales entre agents, calculées par les 
agents eux-mêmes (réseaux de dépendance notamment) puis nous verrons la prise 
en compte du temps dans une structure organisationnelle. Certains ont même 
introduit le temps dans la formalisation d'obligations et de permissions IDK97J 
qui sont deux notions fondamentales pour formaliser et spécifier des structures 
organisationnelles. 
3.3.1 Relations sociales temporelles 
Nous présenterons tout d'abord le système STARS IAll98JIABSOOJ qui met eu 
place un raisonnement social temporel entre les agents à partir de calcul de dé-
pendances. Nous nous arrêterons ensuite sur la description des travaux de J\Ioulin 
IBBI\I97J et Rousseau 1Rou95J. 
STARS 
Dans STARS IAll98J, l'accent est mis sur un raisonnement temporel social au 
travers de la définition de réseaux de dépendances temporelles et de mécanismes 
adaptés. Devant exécuter leurs tâches tout en restant cohérents avec les exécutions 
des tâches mises en œuvre au sein d'autres agents du système, chaque agent essaie 
de tirer partie des différentes relations existant entre les tâches (complémentarité, 
opposition). Celles-ci sont utilisées pour calculer des réseaux de dépendance ISD95J 
entre les agents. Exploitant les contraintes temporelles existant entre tâches, les 
aspects dynamiques sont explicitement introduits dans ces réseaux. Ainsi, trois 
types de relations de dépendance temporelle sont calculés : concurrence, besoin, 
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et aide. Les contraintes temporelles sont exprimées en utilisant le calcul des in-
tervalles d'Allen [All84]. Le réseau de dépendances complet est représenté par un 
graphe statique qui est mis à jour dynamiquement et partiellement (seules les 
relations actives sont représentées) pendant le fonctionnement, tout au long de 
l'exécution des tâches. Une fenêtre temporelle est définie pour chaque agent lui 
permettant de savoir quelles sont les relations de dépendances actives à un mo-
ment donné. Cela permet à un agent de connaître, à n'importe quel moment, quels 
sont les agents qu'il doit contacter pour que ses tâches et éventuellement celles 
des autres agents soient réalisées correctement. 
Les règles de raisonnement temporel social (sur les différents types de dé-
pendance) génèrent ainsi les interactions des agents (besoin de contacter un autre 
agent pour réaliser une tâche ou une partie de la tâche, par exemple). Nous voyons 
ainsi apparaître des relations entre les différentes facettes au sein même de l'agent. 
Ces règles s'appuient simultanément sur des relations temporelles entre agents 
mises à jour via une exécution locale ou via les interactions qui se déroulent entre 
les agents. 
Travaux de MOULIN et ROUSSEAU 
Dans le modèle d'agent développé par Anne-Claire Boury-Brisset et Bernard 
.:\loulin (référencé par la suite par MAT), des informations temporelles sont expli-
citl>es dans les relations sociales entre agents. 
Ce modèle intégre des mécanismes de raisonnement multiples [BBM97] et certains 
termes relevant de l'organisation comme le rôle ou les relations entre agents sont 
complétés par une durée représentant une période de validité. La prise en compte 
du temps peut être à la fois explicite (intervalles temporels de validité) ou implicite 
(prédicats logiques) mais vue de manière globale : il n'y a pas de distinction entre 
ce qui reléve de l'organisation, de l'environnement ou d'une autre dimension. En 
effet, les faits et les croyances manipulés par les agents sont des prédicats marqués 
temporellement et cette prise en compte concerne donc tout type de fait ou de pré-
dicat. La notion d'organisation n'est ainsi pas explicite mais se retrouve aisément 
au sein des prédicats. La représentation du temps choisie est uniforme et utilise les 
intervalles de temps pour exprimer les différentes situations. Une version étendue 
des relations d'Allen [Mou92] est utilisée pour représenter les relations temporelles 
entre les états mentaux. Un historique est généré par chaque agent pour garder 
une trace des connaissances périmées. Les connaissances relatives aux relations de 
l'agent avec les autres sont appelées relations interpersonnelles. 
Dans la continuité de ces travaux, nous trouvons la thèse de D. Rousseau qui 
s'intéresse à la modélisation et la simulation de conversations dans un univers 
multi-agent [Rou95]. L'approche multi-agent est basée sur la négociation et la 
coopération pour modéliser et simuler des conversations entre des planificateurs 
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intelligents. L'aspect organisationnel est représenté par la capacité des agents à rai-
sonner à la fois sur le contenu de leur modèle mental et sur celui des autres agents. 
Les agents manipulent ainsi des informations temporelles et des contraintes. Le 
temps est géré dans leur approche à l'aide d'une horloge [Liz88] pour déterminer le 
temps présent. Les états mentaux sont séparés en deux catégories : les états men-
taux de base et les états mentaux de nature sociale. Nous nous intéresserons par-
ticulièrement à cette dernière catégorie qui regroupe les aspects organisationnels 
de l'agent. A l'intérieur de cette catégorie, nous retrouvons la notion de relations 
interpersonnelles qui permettent aux agents de jouer un rôle social. L'intervalle 
de temps associé à chacune des relations correspond à la période pendant laquelle 
l'état mental est effectif. Par exemple, Relation-INT(rel-int1, Dartagnan, [1,100], 
Collègues de travail(Dartagnan, Atos)) est une relation inter-personnelle simpli-
fiée, spécifiant à Dartagnan qu'Atos est "collègue de travail" pendant l'intervalle 
[1, 100]. D'autres contraintes ou relations temporelles peuvent être ajoutées et 
spécifiées par les opérateurs d'Allen [All84] [All83]. Là encore, une structure orga-
nisationnelle n'est pas définie de manière explicite mais elle peut éventuellement 
être retrouvée (extraite) des connaissances sociales de l'agent. 
Ces dernières approches (Moulin et Rousseau) ont le mérite de choisir une 
représentation uniforme du temps permettant d'expliciter les aspects temporels 
relevant de l'organisation et de les rendre "manipulables" par le raisonnement 
interne de l'agent. 
3.3.2 Structures organisationnelles 
Cne autre manière de voir l'organisation est de s'intéresser à la structure or-
ganisationnelle qui spécifie la partie sociale du comportement des agents les uns 
avec les autres. Nous nous intéresserons à Team Planned Activity jKLR+92J puis 
nous verrons le travail de Jonker, Treur et de Vries IJTdOlJ. 
Team Planned Activity 
Dans Team planned activity IKLR+92J, les auteurs sïntéressent à la représen-
tation de plans communs pour des équipes d'agents situés dans des endronnements 
dynamiques, et plus précisément à la manière dont les agents s"organisent pour 
former des équipes adaptées à une activité complexe et synchronisée. Les auteurs 
visent à la définition d'un langage pour décrire l'activité d'une équipe. 
Du point de vue organisationnel, les notions de rôles et d'équipes sont positionnées 
gràce à des opérateurs temporels particuliers (séquence, choix non déterministe 
et parallélisme) mais une dimension précise et explicite du temps n'est pas expri-
mée. On ne trouve donc qu'un positionnement relatif de notions entre elles mais 
aucune notion numérique ou de positionnement par rapport au temps global n'est 
permise. 
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Organisation comme outil de spécification des besoins 
Jonker, Treur et de Vries [JTdOl] (référencé par la suite JTV) s'intéressent à 
la manière dont les spécifications de la dynamique d'une organisation en termes 
de groupes, de rôles à l'intérieur d'un groupe et d'interactions entre rôles peuvent 
constituer un lien entre les spécifications des besoins d'un SMA d'une part et celles 
des agents individuels d'autre part. L'objectif est de permettre aux agents d'anti-
ciper le comportement futur des agents à partir des comportements prévus pour 
un rôle ou à partir des motivations personnelles des autres agents. Ils s'appuient 
sur le fait que d'un point de vue dynamique, une structure organisationnelle ap-
porte des spécifications de contraintes sur les interactions et le comportement des 
rôles. Le modèle de structure organisationnelle est similaire à celui proposé dans 
MadKit [FGJ+oo]. 
Les contraintes temporelles qu'ils définissent sont principalement basées sur les 
relations temporelles entre les "entrées" et les "sorties" des instances de rôles, que 
ce soit pour les spécifications de comportement de rôle, d'interactions au sein de 
groupes ou d'interactions inter-groupes. La référence au temps est faite de manière 
formelle : le temps est discret et borné et la primitive temporelle est l'instant. Le 
langage temporel défini se rapproche du calcul de situation [MH69] par son forma-
lisme logique. Le raisonnement temporel s'appuie également sur l'approche BD! 
IRG95b] pour représenter l'état des agents. 
L'objectif du travail mené dans JTV est d'améliorer l'étendue de la coordination 
par la prise en compte de la composante temporelle au sein de la dimension Or-
ganisation. 
Ces trm·aux soulignent l'existence d'aspects temporels dans l'organisation qu'elle 
soit bas(•p sur des relations sociales ou sur une représentation à partir de structures 
organisationnelles. Il existe donc peu de travaux permettant de prendre en compte 
de mani<'re explicite les aspects temporels dans l'organisation or dans le cadre de 
syst<'nH'S dynamiques, le respect des aspects temporels liés à l'organisation peut 
se n;vél<>r crucial. La définition et l'utilisation d'outils adaptés pour expliciter et 
tenir compt<' dP la dimension temporelle permettrait de résoudre une partie du 
probl<1IIH' qui nous intéresse. Pour compléter cette analyse, nous allons nous arrê-
ter à pr(•s<>nt sur la dimension Environnement bien qu'elle ait été peu abordée dans 
eett<> Nud<'. L(• paragraphe suivant justifie ce choix et donne cependant quelques 
pistes à <"<' propos. 
3.4 Temps et Environnement 
Pour que la grille d'analyse corresponde intégralement à l'approche AEIO, il 
conviendrait de s'attacher à l'étude de la dimension environnement (qui regroupe 
les fonctionnalités liées aux capacités de perception et d'action de l'agent sur son 
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environnement). Cependant, cette dimension est encore assez peu étudiée principa-
lement à cause de sa forte dépendance à la fois avec l'application et avec l'objectif 
du SMA (cf. section 1.1.3. Nous estimons que la diversité des rares travaux dans ce 
domaine ne serait pas représentative d'une prise en compte du temps globalement 
au niveau de l'environnement. Il est possible cependant de trouver des travaux 
où le temps de l'environnement prend une place particulière comme dans DVMT 
[LC83] [LC87] [DHL89] ou plus généralement dans des travaux relevant plus de 
la robotique où la modélisation de l'environnement s'avère incontournable. Nous 
intégrerons au sein du raisonnement interne (cf. section suivante 3.5) des aspects 
temporels pouvant éventuellement relever de l'environnement comme par exemple, 
les lois d'évolution du monde que l'on trouve dans (ActeM) ou le sous-système de 
perception ( Guardian) que nous verrons dans la section suivante. Pour terminer 
notre analyse, nous allons maintenant voir comment la composante temporelle a 
été prise en compte au sein du raisonnement interne de l'agent. 
3.5 Agents temporels 
Nous allons présenter ici des travaux dont la composante temporelle apparaît 
au sein de la dimension Agent. 
De nombreux travaux existent. Nous complétons cette vision de l'agent temporel 
en revenant sur l'approche AEIO et la prise en compte du temps à ce niveau :nous 
a\·ons choisi de nous intéresser plus particulièrement à des architectures d'agents 
apparaissant dans des systèmes où le temps était pris en compte. ::\ous allons donc 
Yoir quPlles facett<'s peuwnt être considérées comme temporellPs <'t essayPr d<• fair<' 
apparaîtr<' la mani<'r<' dont le temps est géré non seulenwnt au sein du raisonn<'-
rnent intenw de rAgent avec l'agent Guardian mais aussi au niveau de l'interaction 
avec ADEPT [AGJ+94] et de l'organisation avec l'agent STAx [ABSOO]. 
:\ons nommerons dans la suite, une facette raisonnement interne capable de 
gén•r lP tPmps : a(t) et. c(t), i(t) et o(t) respectivement les autres facettes qu<' 
nous aYons mises <'Il exergue à partir de l'approche AEIO. 
3.5.1 Temps au sein de la dimension Agent 
DP uomhn•ux travaux proposent des agents comportant UIH' gestion du temps 
uniquPmPnt au sein du raisonnement. Dans ces systèmes, cette gestion du temps 
nlÏsP Pn plan• au sein du raisonnement se révèle généralement propre à l'utilisa-
tion des compétences et des stratégies de l'agent. l\ous présenterons à ce sujet 
Guardian [HR90] [HR\YA +92] qui présente l'ayantage d'expliciter clairement la 
prise en compte des aspects temporels au sein de la structure d'un agent. l\ous 
pouvons également citer le système Alarms [NL96b] architecture d'agent abstraite 
appelée "motivated agency" [NL95] qui a pour but de compléter et d'étendre les 
architectures BD! (cf. section 1.2.4 et qui propose une spécification temporelle 
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très complète de la notion de but ou le modèle ActeM [LM90] qui propose un 
planificateur temporel spécifique et manipule le temps de manière explicite. 
L'architecture d'agent intelligent Guardian proposée dans [HR90] [HRWA +92] 
aborde les problèmes d'exécution temps-réel dans le cadre de systèmes à base de 
connaissances en interaction avec un environnement dynamique. Il n'existe pas de 
communication entre agents mais seulement des perceptions d'événements et des 
actions au niveau de l'environnement. 
Mise en œuvre du raisonnement Le raisonnement de l'agent se fait sur ses 
connaissances (buts, contraintes, tâches, ressources et environnement). Du point 
de vue de l'aspect temporel, les informations perçues s'inscrivent dans une chro-
nologie et sont donc périssables. L'utilité des traitements se dégrade en fonction 
du temps et l'efficacité des actions dépend de leur synchronisation avec les événe-
ments externes. Ces aspects, particulièrement sensibles dans le cadre temps-réel 
peuvent également apparaître et avoir leur importance dans une prise en compte 
de la composante temporelle plus générale; c'est pourquoi nous les soulignons ici. 
L'agent Guardian est constitué principalement de trois sous-systèmes appelés 
cognition, perception et action (cf. 3.1). En se replaçant dans l'approche voyelles, 
1 
Scheduler 
Cognition [ ~;§"\ 
genda f Next o"'Îration 
KnowledgeJ 
( Reasoning Results) 
lr:::===::----l--_:~1\0ogrutive & i/ Agenda Manager 'W/0 EvelllS' 1 Executor 
Communication ~~--~ 
Interface 1 
Perceptio?-:'-n----t.. 
( 110 Buffers 'J ActiOD( 110 Buffers ! Â ) 
1 T 
J Preprocessor 1 r 1 1 Driver l '1 
• ' _., Sensor r:;> Effector r 
Environment 
FIG. 3.1 -Architecture d'agent Guardian 
1 
les sous-systèmes perception et action correspondent à la facette Environnement 
puisqu'ils permettent de capter les informations provenant de l'environnement et 
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agir dessus. Nous considérons que le temps est géré au sein de la facette environ-
nement dans cette architecture d'agent à deux niveaux : 
1. le temps est géré au sein du sous-système de Perception par l'intermédiaire 
du preprocessor. Ce sous-système capte et interprète les événements prove-
nant de l'environnement. Les événements sont estampillés au moment où ils 
sont perçus. 
2. le sous-système d'Action utilise le Driver pour envoyer aux effecteurs ap-
propriés les commandes successives aux moments opportuns et joue ainsi le 
rôle de Timer. 
Selon notre point de vue, le sous-système Cognition correspond à la facette Agent 
qui gère le raisonnement, les connaissances et les décisions de l'agent. Cette ar-
chitecture est une extension de l'architecture très connue "BBl" [Hr84]. L'archi-
tecture comporte un sous-système cognitif qui gère le raisonnement temporel au 
moyen d'un ordonnanceur (scheduler). Celui-ci manipule des échéances ("dead:-
lines") pour la génération des plans de l'agent. Une présélection des actions réa-
lisables est effectuée par le "gestionnaire d'agenda". La composante temporelle 
est ainsi utilisée pour sélectionner les différentes actions à effectuer directement 
au cœur de la partie cognitive de l'agent, le moteur de raisonnement temporel 
est l'ordonnanceur. L'agenda et surtout le scheduler permettent de prendre en 
compte le temps au niveau du raisonnement interne de l'agent. 
Nous pouvons donc synthétiser de la manière représentée sur la figure 3.2. 
Nous exprimons ainsi une prise en compte explicite du temps dans une facette 
a(t) e(t) 
FIG. 3.2- Prise en compte du temps dans l'architecture d'agent Guardian 
"environnement" (e(t)) qui est ensuite transmis vers (l'équivalent d') une facette 
"agent" (a( t)). Le trajet réciproque concerne les informations temporelles rela-
tives aux actions planifiées par la facette "agent" qui sont ensuite envoyées vers 
la facette "environnement" pour être exécutées au bon moment. L'expression du 
temps dans la facette "environnement" correspond à deux aspects particuliers : 
1. une estampille temporelle pour dater les événements captés dans l'em·iron-
nement, 
2. une date pour exécuter les actions planifiées. 
Bien qu'aucun exemple de prise en compte des aspects temporels ne soit expli-
citement présenté dans l'article étudié; l'application médicale implémentée laisse 
penser que le temps semble être manipulé à la fois sous forme d'instants et d'in-
tervalles. Des informations sont données sur la granularité en présentant des ap-
plications implémentées nécessitant des contraintes de l'ordre de la minute ou de 
l'heure et d'autres de l'ordre de la seconde. 
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Ce sont les deux types d'aspects temporels (cf. ci-dessus) qui seront respective-
ment utilisés et produits par la facette "agent" .Il paraît ainsi évident que ces deux 
facettes sont dépendantes l'une de l'autre. Ceci offre un faible degré de flexibilité 
quant à la prise en compte du temps puisque les aspects temporels provenant des 
différentes facettes ne peuvent être traités indépendamment. 
Nous allons voir à présent des modèles où le temps est pris également en compte 
au niveau de l'interaction. 
3.5.2 Temps exprimé également au sein de l'interaction 
Certaines architectures apparaissent dans des systèmes capables en outre de 
gérer des interactions. Cependant, même si des informations temporelles sont vé-
hiculées entre les agents, via les messages, celles-ci ne sont généralement pas prises 
en compte dans la gestion même de l'interaction. Par exemple, AOP [Sho90] qui 
s'appuie sur une logique épistémique temporelle, présente également une prise en 
compte explicite du temps non seulement au sein de la dimension Agent mais 
également au niveau de l'Interaction. Pour mettre en exergue une véritable prise 
en compte du temps dans l'interaction, nous allons revenir sur le modèle ADEPT 
(cf. section 3.2.2.0). 
Le modèle ADEPT [AGJ+94j présenté précédemment, propose également une 
prise en compte du temps au niveau de l'interaction. Nous ne reviendrons pas ici 
sur la description des aspects temporels mais nous allons plutôt mettre en exergue 
les particularités de l'architecture pour cette prise en compte. 
L'architecture d'agent ADEPT est composée de cinq modules (cf.figure 3.3). 
A la différence de l'architecture précédente (Guardian), l'agent est capable de 
prendre en compte le temps dans l'Interaction : en effet, le module !MM de 
gestion de l'interaction est capable de gérer les contraintes temporelles liées à la 
négociation par exemple ou les problèmes provenant du module de communication 
(CM); ces modules représentent ce qu'on appelle la facette "Interaction" (i(t)). 
Le temps est pris en compte à deux niveaux dans l'interaction : 
1. dans la négociation awc les contraintes temporelles associées, 
2. dans la communication puisque les contraintes liées à cette négociation 
doiwnt êtrr transmises. 
Pour la facette "Raisonnement Interne", un module spécifique est dédié à l'ordon-
nâncement des actiYités de l'agent : le Situation Assessment Module (SAM). 
L'architecture d'agent ADEPT permet donc une prise en compte du temps à 
la fois au niveau du raisonnement interne (a(t)) et de la facette interaction (i(t)) 
(cf. figure 3.4). 
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FIG. 3.3 - Architecture d'agent ADEPT 
a(t) i(t) 
FIG. 3.4- Prise en compte du temps dans l'architecture d'agent ADEPT 
Ces informations sont échangées avec le raisonnement interne et plus parti-
culièrement utilisées ou spécifiées lors de l'ordonnancement des actiYités. Eneor<' 
un<> fois, peu d'informations sont données quant à la pris<> en compte du temps 
(représentation) au sein de l'interaction. 
A présent, nous allons voir une architecture d'agent tenant compte des aspects 
temporels également au sein de l'organisation. 
3.5.3 Temps pris en compte dans les facettes "aio" 
Peu de travaux s'intéressent en outre au temps dans l'organisation. Parmi ceux 
que nous avons vu, nous pouvons tout de même citer le modèle d'agent propos{' 
par l\1oulin et Boury-Brisset. Cependant, l'aspect organisationnel n'est pas clai-
rement défini ou séparé des autres aspects. L'architecture d'agent STAx que nous 
présentons ici, propose, elle, chacune des dimensions clairement explicitée. 
Le système STARS propose un modèle d'agent temporel spécifique appelé 
STAx. Dans ce système, les agents STAx [ABSOOJ ont été développés pour la su-
pervision de systèmes industriels et évoluent dans un environnement dynamique, 
le système supervisé. Ce dernier émet au fil de son exécution différents événements 
que les agents intéressés captent et interprètent. Selon les déductions réalisées, ils 
coopèrent entre eux pour construire un état cohérent de l'exécution du système. 
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De manière similaire à ce que nous avons vu dans Rousseau [Rou95], deux niveaux 
sont distingués au sein du raisonnement interne de l'agent : le niveau individuel 
et le niveau social. Au sein du raisonnement interne, les contraintes temporelles 
sont prises en compte à la fois au niveau de l'exécution des différentes tâches et 
aussi plus précisément au niveau de la gestion des buts. Les deux aspects de la 
composante temporelle (absolu : durée d'une tâche, ancrage dans le temps global; 
relatif : positionnement par rapport aux autres) sont pris en compte. 
L'architecture de l'agent temporel comporte une structure d'état mental qui 
désigne toute la partie dynamique des différentes représentations et connaissances 
de l'agent. A chaque type de structure mentale (croyance, but, engagement social, 
plan, tâche, etc.) est associé un (ou plusieurs) champ temporel spécifique ( estam-
pille, durée, délai, date, etc.). La granularité dépend du domaine d'application. En 
l'occurrence, l'exemple d'application réalisée porte sur la reconnaissance de scé-
narios pour la supervision d'une flotte de bus. Ces scénarios sont exprimés sous 
forme de graphes de contraintes temporelles entre des événements qui devraient 
être émis par le système supervisé dans un contexte de fonctionnement correct. 
L'architecture de l'agent est basée sur un gestionnaire de tâches qui génère des 
contraintes temporelles ( deadlines) et vérifie leur satisfaction pour des scénarios 
actiYés. Un planificateur construit les plans pour la reconnaissance des scénarios 
dans le raisonnement interne et la structure du temps est linéaire à base d'ins-
tants. 
Sur le plan organisationnel, les agents doivent exécuter leurs tâches tout en res-
tant cohérents avec les autres agents du système. Comme nous l'ayons vu aYec le 
s~·st<'m<' STARS (cf. section 3.3.1), l'approche propose une représentation explicite 
dPs asp<'cts dynamiques dans un réseau de dépendance et offre des moyens pour 
utilisPr <"<'S aspects dans un cadre de raisonnement temporel social. Les règles de 
raisolllH'nwnt tempo rel social (sur les différents types de dépendances) génèrent 
ainsi les interactions des agents. Du point de vue de l'interaction, un protocole 
d<' coop(•ration particulier est associé à chaque type de dépendance. Le langage 
dïntPraction permet d'exprimer des contraintes temporelles (le délai à ne pas dé-
pass<'r pour la réponse par exemple). 
ComiiH' nous l'avons souligné précédemment, l'agent STAx prend en compte 
la dim<'nsiou t<'mporelle au sein des facettes a, e, i et o. La facette Environnement 
corn•spoud au module perception (cf. figure 3.5) qui gère la détection des change-
ments dP l"Nat des ressources dans l'environnement et génère en sortie le type de 
l"évén<'Ill<'llt qui s'est produit ainsi que sa date d'observation. Ce module est donc 
capabl<' dP prPndr<' en compte de manière explicite le temps. La facette interaction 
est représ<'ut('(' par le module de Réception et celui de Communication. Sur le plan 
du raisomH'ment interne, le temps est pris en compte au sein d'un Gestionnaire de 
Tâches et du système de Planification qui est notamment chargé de l'exécution 
des plans en utilisant les délais générés par le gestionnaire de tâches. Enfin pour 
terminer, le temps est pris en compte au niveau de la facette organisation, par le 
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FIG. 3.5 - Architecture d'agent STAx 
biais du système de raisonnement social avec la gestion du temps dans les relations 
d<' dépendances. 
Dans le cadre de cette architecture, nous pourrions représenter la prise en 
compte du temps de la manière représentée sur la figure9 3.6. 
la facette agent (a(t)) s'appuie sur les informations temporelles des facettes 
organisation (o(t)) et interaction (i(t)) pour gérer les aspects temporels relatifs au 
raisonnement interne. 
a(t) i(t) 
~ o(t) 
FIG. 3.6- Prise en compte du temps dans l'architecture d'agent STAx 
0• mod<1le d'agent temporel présente donc une prise en compte assez com-
ph1t<• du tPmps dans l'agent. Nous pouvons cependant remarquer que le langage 
temporPI Pst limité (des dates ou des délais), que la dimension organisationnelle 
corr<'spond à la gestion des dépendances temporelles mais ne propose pas de struc-
ture organisationnelle temporelle. 
9 Nous ne reprenons pas la facette e(t) sur cette figure car son fonctionnement est peu décrit. 
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L'étude des architectures d'agents temporels que nous avons esquissée dans 
cette section nous permet de montrer qu'il est possible de reprendre la classifi-
cation des différentes architectures d'agents proposée dans [BoiOl] (cf. fin de la 
section 1.2.4) pour la compléter par la prise en compte de la dimension temporelle 
et distinguer ainsi trois types d'agents temporels : 
1. le premier type d'agent pouvant posséder une composante temporelle serait 
un agent autonome, c'est à dire un agent comportant uniquement les facettes 
"a" et "e". Un agent autonome temporel est donc un agent susceptible de 
gérer le temps dans deux facettes "a(t)" et/ou "e(t)". Dans les systèmes 
décrits ci-dessus, Guardian ou ActeM relèveraient de cette appellation, 
2. les agents interagissants sont des agents possédant la facette "i". Ainsi un 
agent interagissant temporel serait un agent dans lequel l'une des facettes au 
moins gère le temps "a(t) ", "e(t)" et/ou "i(t) ". Concernant la facette "i(t) ", 
cela peut se concrétiser par la prise en compte d'un langage d'interaction 
temporel, la mise en place et le suivi de protocoles d'interactions tempo-
rels et/ou à un niveau supérieur par la gestion de conversations en tenant 
compte des contraintes temporelles qui en émanent. L'architecture d'agent 
d'ADEPT ou d'AOP est un exemple de ce type d'agent (même si, pour ce 
dernier, il n'y a pas de raisonnement lié à l'interaction), 
3. un agent social correspond à un agent interagissant présentant en outre 
des capacités de gestion des relations entretenues avec les autres agents du 
système et des capacités de structuration entre eux. Ainsi un agent social 
temporel présente des capacités de gérer et représenter le temps dans rnn<' 
au moins des facettes "a(t)", "e(t)", "i(t)" et/ou "o(t)". Comme nous ranms 
vu, l'architecture d'agent STAx relève de cette dernière catégorie. 
En outre, chacune des architectures décrites propose une façon particulièr<> d<' 
prendre en compte le temps dans l'agent et conforte ainsi les différents asp<'cts 
explicités par le biais de l'approche AEIO. 
3.6 Synthèse-Discussion 
Dans ce chapitre, grâce à la grille AEIO que nous nous étions définie. nous 
avons pu faire apparaître la diversité des travaux temporels au sein d'un S~IA. 
Comme nous l'avons décrit au chapitre 1, en projetant les dimensions A, E, I et 
0 en facettes a, e, i, o au sein de l'agent, nous avons pu compléter cette approche, 
en nous arrêtant sur quelques architectures d'agents. Nous avons ainsi pu en faire 
ressortir la prise en compte du temps par facettes selon notre point de vue ainsi 
que la manière dont est géré le temps. Chacun de ces travaux présente une manière 
particulière de représenter et raisonner sur le temps ou un aspect particulier de la 
composante temporelle. 
L'approche AEIO se révèle donc très utile et il devient ainsi beaucoup plus clair 
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de voir comment le temps a été pris en compte jusqu'à présent dans les SMA. 
Forts de cette étude, nous pouvons à présent en faire une synthèse et élaborer 
une proposition de prise en compte de la composante temporelle dans les SMA 
adaptée à notre cadre de travail et notre contexte d'étude. 
Dans ce paragraphe, nous rassemblons les différents travaux cités dans le tableau10 
ci-dessous. Nous en aurons une vue plus générale mais évidemment réductrice de 
la prise en compte des aspects temporels dans les SMA. Les systèmes sont classés 
suivant la prise en compte du temps au sein de chaque dimension (AIO). Nous 
avons également fait apparaître en gras, les systèmes dans lesquels le temps était 
pris en compte dans d'autres dimensions que celle que nous avons choisie de mettre 
en exergue. 
Place du temps Systèmes. étudiés 
Temps dans A Guardian, Alarms, Actem 
Temps dans 1 ACL FIPA, AOP, ADEPT, DeLOO, NRPC, GOAL, TRAINS 
Temps dans 0 TeamPian, STAx, MAT, JTV 
L'état de l'art que nous venons de réaliser met en lumière plusieurs points. 
Certains concernent les SMA de manière générale : 
- le temps dans les SMA est une composante complexe. Nous pensons que les 
dimensions A, E, I et 0 sont un outil d'analyse intéressant pour l'appréhen-
der plus facilement. 
d'autres, les dimensions AEIO : 
- différentes catégories d'agent existent selon leur capacité à prendre en eompt<> 
la composante temporelle issue de chacune des dimensions I, 0 ou E. A notr<> 
connaissance, il n'existe pas d'agent temporel capable de gérer le temps ex-
plicitement exprimé dans ces quatre dimensions au sein du Sl\IA. 
- de plus, nous n'avons pas trouvé d'outils pour prendre en compte le temps 
explicitement dans 1 'interaction (comme par exemple un langage d 'interac-
tion temporel) ni dans l'organisation, 
enfin. les autres points concernent la théorie et le raisonnement : 
- dans la plupart des travaux dans les SMA où le temps est présent, ce dernier 
est considéré comme un paramètre quelconque au même titre que pourrait 
l"être d'autres paramètres comme le coût, la qualité, la fiabilité, etc. :\ous 
1wnsons cependant qu'il est possible de tirer profit de l'ajout de la com-
posante temporelle à des fins de coordination comme nous le verrons au 
chapitre 7. 7, 
- à la lumière de ces travaux, la théorie du temps utilisée semble avoir peu 
d'importance puisque ces derniers s'appuient sur diverses théories apparem-
10Une description plus complète de certains systèmes (seulement évoqués ici) peut être trouvée 
dans [CBS02]. 
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ment indifféremment. En outre, lorsque le temps est abordé dans les dif-
férentes dimensions, généralement une représentation uniforme est utilisée. 
Nous pouvons en déduire qu'il est possible d'utiliser la même théorie dans 
les différentes dimensions afin d'avoir une représentation uniforme du temps 
dans l'agent, 
- enfin, les descriptions que nous avons faites, soulignent que, même si la com-
posante temporelle n'est pas prise en compte au sein de toutes les dimen-
sions, elle n'est pas non plus indépendante, au sein de la dimension où elle 
existe, des autres dimensions. Elle apparaît souvent tributaire d'une autre 
dimension (agent généralement). 
Ces remarques nous ont incités à nous demander ce que pourrait être un SMA 
temporel dans lequel le temps serait présent dans chacune de ces dimensions. Il 
apparaît qu'afin de pouvoir expliciter le temps au sein de chacune des dimensions, 
des outils spécifiques (utilisant si possible une même représentation du temps) 
doivent être développés et créés en s'appuyant sur des techniques ou des théo-
ries existantes. Dans la partie suivante, nous proposons donc un modèle de SMA 
temporel où le facteur dynamique est pris en compte explicitement au sein de l'in-
teraction, de l'organisation et offrant la possibilité de mettre en place différents 
types d'agent temporel. 
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temporel 
65 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
Introduction 
Dans ce qui suit, nous allons présenter à partir des conclusions des travaux pré-
cédents quelques propositions permettant de mettre en œuvre un SMA temporel. 
Cette partie est divisée en 4 chapitres qui proposent chacun un aspect particulier 
de la composante temporelle dans un SMA : 
- nous proposons dans le chapitre qui suit, un langage d'expressions tempo-
relles qui sera l'outil de base pour expliciter le temps dans le SMA ainsi qu'un 
gestionnaire de relations entre intervalles qui offrira un premier moyen pour 
la mise en place d'un raisonnement temporel. 
- le second chapitre définira un modèle d'interaction temporel en présentant 
un langage d'interaction temporel. La composante temporelle sera également 
prise en compte explicitement au niveau des protocoles d'interaction et des 
conversations qu'ils contrôlent. 
- le troisième chapitre développera un modèle d'organisation temporelle basé 
principalement sur la spécification d'un langage de structures organisation-
nelles temporelles s'appuyant sur le modèle organisationnel MOISE. 
Ir quatrième et dernier chapitre de cette partie présentera un modèle d'agent 
trmporel permettant d'intégrer et de mettre en œuYrr les modèles précédem-
ment spécifiés. Ce modèle d'agent s'appuie sur une architecture a, e, i, o 
pour intégrer le temps dans toutes les facettes que nous avions décrites en 
prrmière partie . 
.\ ous avons vu précédemment qu'en fonction des besoins (domaines d' appli-
c-ations. objectifs, etc.), cette composante temporelle peut intervenir de manières 
tn>s dh·rrses et que les modèles et outils à ce sujet, manquaient dans les Sl\IA. 
L 'ohj(•et if dr cette partie est de proposer des modèles temporels qui permettent 
cl(' dNiuir un s~·stème multi-agent temporel où la composante temporelle peut être 
Pxplicit (•(' quelle que soit les dimensions dans laquelle elle va intervenir. 
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4.1 Introduction et Hypothèses 
Comme nous l'avons vu précédemment au chapitre 2, la prise en compte de la 
dimension temporelle nécessite auparavant une définition précise des aspects tem-
porels que l'on souhaite pouvoir représenter et éventuellement manipuler. ~ous 
décrirons donc dans ce chapitre, les différents' outils que nous avons été amenés 
à élaborer dans notre contexte de travail. En l'occurrence, nous présenterons un 
langage d'expressions temporelles et un gestionnaire de relations entre intervalles. 
Afin de bien comprendre les choix qui ont été faits, nous allons pour commencer 
décrire un certain nombre d'hypothèses que nous avons posées. 
Tout d'abord, certaines particularités des systèmes multi-agents par rapport aux 
systèmes "classiques" imposent de nouvelles contraintes. Lorsque l'on s'intéresse à 
la composante temporelle, il est fondamental que les différents agents manipulent 
le même temps. En d'autres termes, nous faisons l'hypothèse que les horloges 
des différents agents du système sont synchronisées. En effet, suivant la 
granularité du temps considérée ( millisecondes, minutes, jours, mois, etc.), un 
écart plus ou moins important entre les horloges de deux agents peut se révéler 
catastrophique. Ce problème est très complexe en lui-même puisque nous sommes 
actuellement incapables de prédire absolument le temps du parcours d'un mes-
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sage sur le réseau du fait de l'architecture même et des protocoles bas-niveau 
d'Internet. Heureusement, il existe un certain nombre de logiciels permettant de 
synchroniser des machines avec une précision satisfaisante. Dans le cadre de notre 
travail, nous ferons l'hypothèse que nous obtenons cette prècision (cf. chapitre 8 
sur l'implémentation). A titre informatif, de tels logiciels permettent d'obtenir des 
précisions de l'ordre du millième voire du millionième de seconde sur les horloges 
de référence (Los alamos, Paris, etc) mais au prix d'une consommation réseau et 
mémoire très lourde. Dans le cadre de notre étude, le centième de seconde sera 
déjà amplement suffisant. 
Une autre hypothèse que nous faisons, concerne les fuseaux horaires puisque nous 
nous intéressons à des systèmes industriels dont les diverses unités peuvent éven-
tuellement se trouver dans des pays différents. Cette fois-ci encore, bien qu'il soit 
bien moins difficile à résoudre, nous ne prenons pas en compte ce problème mais 
nous précisons juste que des outils logiciels permettent de s'en affranchir ou du 
moins de le gérer de manière transparente pour l'utilisateur. 
Pour terminer avec les hypothèses que nous posons, nous compléterons cette intro-
duction en précisant que nous considérons des agents "bienveillants" ( benevolent) ; 
c'est à dire qu'ils ne cherchent pas à tromper délibérément les autres agents que 
ce soit d'ailleurs, au niveau du temps ou à tout autre sujet. 
4.2 Langage d'expressions temporelles 
Dans les systèmes fortement dynamiques, le temps peut prendre différents as-
pects. Comme nous l'avons vu précédemment, cette composante peut se retrouwr 
au s<'in des Agents. de l'Environnement, des Interactions et de l'Organisation. 
Pour être en mesure d'exprimer les contraintes temporelles susceptibles d'appa-
raître dans le cadre des systèmes que nous étudions, il est nécessaire de définir 
un langage temporel. A ce sujet, il est important de bien spécifier notre contexte 
de travail au sujet de la composante temporelle pour définir nos besoins. Ainsi le 
langage temporel que nous avons défini, s'appuie sur les éléments 11 suivants : 
- pris<' en compte explieit<' de la composante temporelle afin de pouvoir ensuite 
manipuler facilenwnt l<'s données temporelles et tirer profit de l'ajout de 
e<'tte composante. 
- uniformisation des éU'ments d'un SMA susceptibles d'être complétées par 
une composante temporelle afin que des informations temporelles puissent 
être échangées et manipulées quelle que soit leur dimension (AEJO) de pro-
venance. Par exemple, les contraintes temporelles issues du raisonnement 
interne seront au même format que celles qui seront utilisées par l'interac-
tion. 
- approche plutôt descriptive que relationnelle (cf. section 2.3.1) permettant 
11 Certains de ces besoins sont directement déduits du domaine d'application (les systèmes 
industriels) auxquels nous nous intéressons. 
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une manipulation plus intuitive des données mais en contrepartie évidem-
ment moins concise. 
- utilisation d'un temps linéaire, continu, infini (cf. section 2.3.2) qui nous 
permet de simplifier sa manipulation et qui convient pour l'instant, aux 
systèmes auxquels nous nous intéressons. 
- raisonnement sur le temps car le temps nécessaire au calcul n'est pas crucial 
dans le cadre des systèmes auxquels nous nous intéressons. 
- raisonnement à visée pragmatique car les résultats seront utilisés pour en-
gendrer des objectifs d'actions, produire des plans. 
Sur la base de ces hypothèses, nous avons donc choisi, afin d'expliciter et re-
présenter les dimensions temporelles dans un SMA, de nous appuyer sur le calcul 
des intervalles d'Allen (cf. chapitre 2) [All84]. La primitive temporelle est donc 
l'intervalle. Ce choix est justifié par le fait que l'intervalle est plus expressif et 
mieux adapté à la représentation des états du monde. De plus, la théorie d'Allen 
fournit une algèbre des intervalles qui permet de manipuler plus aisément et de 
manière plus intuitive des expressions temporelles complexes. 
Nous rappelons ou précisons que l'objectif n'est pas d'élaborer une nouvelle tech-
nique de raisonnement temporel puisque celle-ci peut différer en fonction de l'ob-
jectif de l'application définie mais de proposer un langage sur lequel différentes 
techniques de raisonnement existantes pourraient être adaptées. Nous présente-
rons en section 4.3, un outil pour manipuler les expressions temporelles construites 
awc ce langage. 
4.2.1 Expressions temporelles 
Ce langage étant susceptible d'être utilisé pour exprimer le temps dans diffé-
rentes dimensions d'un Sl\1A, nous faisons apparaître dans sa définition, différents 
termes issus d'autres langages dédiés à : 
- l'expression d'actions (nommé La) : actions dans l'environnement, actions 
internes à l'agent (cf. chapitre 7), actions de communication (speech act) 
telles que nous pourrons les définir plus loin (cf. chapitre 5), actions de 
réorganisation. 
- l'expression de formules de description du monde et des états mentaux des 
agents (appelé Lt/J)· Ce langage s'inspire de la théorie BD! (cf. section 1.2). 
Une définition précise de ce langage est donnée ci-après. 
- l'expression de composantes organisationnelles (nommé Lw) telles que rôle, 
lien, groupe que nous introduirons au chapitre 6. 
Nous allons donc commencer par décrire les langages La et Lt/J. 
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Actions 
Le langage d'actions, La, permet d'exprimer les actions qu'un agent est capable 
de réaliser. Le langage d'actions est défini par les forniules BNF suivantes 
a ::= Q 1 sa 1 a 1; a2 1 a1&a2 1 a1 V a2 1 •a 1 any 1 any( cp) 
g_ E Lact et sa E Lspeech· 
Lact est l'ensemble de toutes les actions atomiques que les agents peuvent échanger 
et exécuter localement. Lspeech sera décrit dans le chapitre suivant. 
La signification de a 1; a 2 est l'exécution séquentielle des actions a 1 et a 2 ; de 
a 1&a2 est l'exécution en parallèle des deux actions; a 1 V a 2 correspond au choix 
entre les actions a 1 et a 2 . L'expression •a signifie la non-exécution de l'action a 
afin de pouvoir interdire une action. L'action any est une action universelle. Enfin, 
l'action any( cp) correspond à l'utilisation de n'importe quelle action qui conduit à 
l'état du monde décrit par cp. A ce niveau, nos travaux s'inspirent de ceux menés 
par [DW95], bien que cet aspect ne soit pas aussi explicite dans ces-derniers. 
Formules 
Afin de décrire le monde et les états mentaux des agents, nous définissons le 
langage Lep. Ce langage utilise des opérateurs semblables à ceux que l'on peut' 
trouver dans la théorie BD! ("Belief-Desire-Intention") (cf. section 1.2) [GL87]. 
Cependant certaines modalités diffèrent puisque nos travaux s'appuient également 
sur 1<' plan temporel sur les travaux de Allen et de Shoham entre autres. Ils 
nous p<'rmettent de compléter la description du monde au moyen d'un opérateur 
d'mgagPment social et de capacité [Sho88]. Une formule de Lep est définie de la 
mani<'r<' sui,·ante : 
cp ::=P._ 1 G(x,exp,cp) 1 B(x,exp,cp) 1 I(x,exp,a) 1 S_C(x,y,e.rp,a) 
a wc c:rp E Lr (cf. section Temps ci-dessous). 
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CJ est une formule du premier ordre, a E La. 
::- La signification de G(x, exp, cp) est que l'agent x possède le but cp à n'importe 
qn<'l moment t tel que exp est vérifié à t. La sémantique est semblable à 
la notion de désir (desire) définie par la théorie BD! [RG95bJ. Selon cette 
dPrni<'n'. un agent possède un Goal G à l'instant t si et seulement siG est vrai 
dans tous les mondes dans lesquels l'agent désire se trouver (Goal-accessible 
Wodd,.;) à lïnstant t. S'étant inspirés de ce modèle, nous considérons que le 
but s"(•t<'Bdant sur un intervalle de temps i représente l'état du monde qu'il 
souhait<' atteindre, tout au long de cet intervalle i. 
- La sig11ification de B(x, exp, cp) est que l'agent x croit cp à n'importe quel 
monH•nt f tel que exp est vérifié à t. Selon la théorie BDJ[RG95b], un agent 
possède u11e croyance cp, dénotée Bel( cp), à l'instant t si et seulement si cp est 
vraie da11s tous les mondes "Belief-accessible" de l'agent à l'instant t. 
- I(x, exp, a) signifie que l'agent x a l'intention de réaliser a afin que l'expres-
sion temporelle exp soit satisfaite. 
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- S _ C(x, y, exp, a) signifie que l'agent x est engagé auprès de l'agent y à 
exécuter l'action a de manière à ce que exp soit vérifiée. 
Nous définissons la modalité Gan afin d'exprimer la capacité d'un agent à 
exécuter une action comme suit : Can(x, exp, a). 
Temps 
Le langage Lr définit des expressions temporelles exp. La sémantique de ce 
langage est semblable à celle définie par Allen (cf. section 2.3.3) puisqu'il s'appuie 
sur son algèbre. Pour cela, nous utilisons un raccourci implicite : une expression 
temporelle est considérée comme un intervalle complexe et non pas comme une 
valeur booléenne. Le calcul de cet intervalle est réalisé de telle sorte que 1 'interpré-
tation de cette expression temporelle soit égale à vraie. Les expressions temporelles 
peuvent être simples exp ou composées avec des opérateurs de conjonction 1\ ou 
disjonction V : 
exp ::=exp 1 exp1 1\ exp2 1 exp1 V exp2 
exp ::= Tï [a] 1 [cf>] 1 [w] 1 exp1 R exp2 1 (a 1 cf> 1 w) periodic exp2 exp3 
Une expression temporelle simple exp correspond à une expression temporelle de 
base (i, [a], [cf>], [w]) ou au positionnement relatif de deux expressions temporelles 
simples à l'aide d'opérateurs temporels. 
Les expressions temporelles de base sont 
- un intervalle temporel i qui peut être une durée d ou un inter\"all<' awc un 
instant de début ts et un instant de fin te : 
i ::= [d] 1 [ts, te] 
L'expression [d] est équivalente à l'intervalle suivant [t?, t? + d] où f·? est un 
instant indéterminé. Nous utiliserons tnaw pour désigner le temps courant 
et i+ pour dénoter l'intervalle [tnaw, +oo[. Le format d'implémentation du 
temps correspond au format iso8601 dans les exemples qui suiHont. Ce-
pendant, afin de simplifer ces derniers, nous présenterons le temps dans un 
format restreint (c'est à dire ne reprenant pas systématiquem<'Ilt l"anu{>e. 
le mois, etc) ou bien de manière explicite afin de lever des ambiguÏH's en 
fonction des besoins. 
- les intervalles [a], [cf>] ou [w] dont les limites sont le point de début et dP 
fin de, respectivement, l'exécution de l'action a (a E L 0 ), de l'état vrai 
de la proposition cf> (cf> E Ll/1), ou de la va.lidité du terme organisationnel w 
(w E Lw) concerné (validité d'un rôle, d'un lien, etc). 
Les relations temporelles sont celles définies dans [All84] : 
n ::=< 1 > 1 1 rn 1 mi 1 o 1 oi 1 d 1 di 1 s 1 si 1 f 1 fi 1 beg 1 end 1 in 
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La signification de <, >, =, rn, mi, o, oi, d, di, s, si, f, fi est la même que 
celle définie par Allen, (avant, après, égal, rencontre (meet), rencontre-inverse, 
recouvre, recouvre-inverse, pendant, pendant-inverse, débute, débute-inverse, ter-
mine, termine-inverse). 
Pour des raisons de commodités, nous avons également défini l'opérateur triadique 
periodic qui requiert une action o:, une formule </J ou un terme organisationnel w 
comme premier terme. Cet opérateur est utilisé pour spécifier une exécution pério-
dique visant à satisfaire l'expression du premier terme avec une fréquence exprimée 
dans le second terme et pendant un intervalle spécifié dans le troisième terme. 
Nous illustrons l'utilisation de ce langage dans la section suivante. 
4.2.2 Exemples 
Les exemples qui suivent, permettent d'avoir une idée de l'utilisation de ce 
langage. Ces exemples sont issus du domaine de l'imprimerie car nous travaillons 
sur une application portant sur des alliances d'ateliers d'impression que nous pré-
senterons dans la troisième partie. 
- "[Print] in [10, 20]" signifie que l'action Print doit être exécutée à l'intérieur 
de l'intervalle temporel [10, 20], 
- "[ink filled up to 75%] = [10, 20]" signifie que l'état "ink filled up to 75%" doit 
être maintenu pendant un intervalle égal à [10, 20]. 
Des expressions plus complexes peuvent être écrites. Imaginons que l'action Fillln 
pour obtenir l'état "ink filled up to 75%", doive être exécutée pendant l'interYalle 
[10, 20], et qu'aussitôt que cette action se termine, l'état "ink filled up to 75%" doit 
être maintenu pendant 20 (cf. figure 4.1). Nous écrirons : 
([Fillln(ink filled up to 75%)] in [10,20]) A ([ink filled up to 75%] = [20])A 
( [Fillln(ink fi lied up to 75% )] rn [ink fi lied up to 75%]) 
Afin d'être plus clairs, nous m·ons spécifié dans l'exemple ci-dessus, à la fois l'action 
et l'état qui en découle. 
D'autres exemples apparaîtront par la suite illustrant des notions plus spéci-
fiques à chacune des dimensions prises en compte (c'est à dire relatives à l'inter-
action, à 1 'organisation, à l'agent). 
Les expressions temporelles pouvant rapidement devenir complexes, nous avons 
développé [Gau99] un gestionnaire de relations entre intervalles nous permettant 
de réduire et simplifier ces expressions. 
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+---~-.--------~------------------~--~ 
0 ' w: 
Début de 
remplissage 
20 
Fin de 
remplissage (75%) 
40 
Maintenance de l'état pendant une durée de 20. 
Temps 
FIG. 4.1 -Exemple de solution illustrant les contraintes définies ci-dessus 
4.3 Gestionnaire de relations entre intervalles: GRIS 
Comme nous l'avons vu en première partie (cf. section 2.4), la manipulation 
de données temporelles ou raisonnement temporel nécessite la définition d'ou-
tils adaptés. Nous avons défini un outil permettant de manipuler les expressions 
temporelles spécifiques écrites dans le langage Lr décrit précédemment. Nous ne 
donnerons ici que les grandes lignes relatives à la définition de cet outil mais ces 
caractéristiques précises sont disponibles dans [Gau99J. Pour conduire le raison-
nement temporel à partir des choix de représentation du temps décrits dans ce 
qui précède, nous distinguons trois niveaux : 
1. La gestion des relations entre intervalles qui consiste à assurer la co-
hérence et la complétude d'un ensemble de relations qui sont les éléments de 
base menant à un raisonnement plus évolué. Ces relations sont contraintes 
par la logique des intervalles d'Allen. 
ex : La relation "L'intervalle I est avant l'intervalle J" permettra de dé-
duire "L'intervalle J est après l'intervalle l" en utilisant la connaissance "les 
relations avant et après sont inverses dans l'algèbre d'Allen". 
2. La gestion des objets temporels. Ces objets temporels correspondent 
aux actions, aux propositions, aux propriétés et de manière générale aux 
objets définis par les langages L0 , Lep et Lw. Dans le formalisme d'Allen et 
Ferguson, ces objets sont représentés dans un langage du premier ordre avec 
des prédicats. Ce niveau correspond donc à la vérification des contraintes 
associées à chaque type d'objet temporel. 
ex : "L'imprimante est indisponible ce week-end" permettra de déduire que 
"L'imprimante est indisponible dimanche" grâce à la connaissance "Un fait 
vrai sur un intervalle l'est également sur tous ses sous-intervalles". 
3. Le raisonnement causal. L'objet temporel "retard inattendu dans les 
impressions, ce matin" signifie "panne de machine avant ce matin" à partir 
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de connaissance causale du type : "lorsque retard inattendu alors panne de 
machine avant". 
Le raisonnement temporel est complété par la prise en compte de la granularité 
qui se fait en amont du premier niveau puisqu'elle modifie les relations entre les 
intervalles. 
Par exemple, un intervalle I de 2 minutes 30 secondes et un intervalle J de 2 
minutes et 01 seconde seront égaux à une granularité égale à la minute mais I 
sera supérieur si l'on descend à une granularité de l'ordre de la seconde. 
Ces trois niveaux ont constitué les trois étapes de la mise en œuvre de chacun 
des modules de l'outil développé. L'architecture pour le raisonnement temporel 
proposée par [Gau99] est décrite sur la figure 4.2. 
connaissances 
atemporelles 
FIG. -L2 - Cm• architecture pour le raisonnement temporel 
La fonction de gestion de relations entre intervalles est réalisé par un gestion-
naire de graphes temporels inspiré des travaux de IGSS94] sur TimeGraph. Ce 
gestionnaire est capable de tenir compte d'une granularité et d'exprimer des in-
formations qualitatiws et quantitatives. En effet, l'approche est symbolique mais 
offre la possibilité de traiter des données métriques et de gérer des relations entre 
intervalles. Le fonctionnement du gestionnaire de relations entre intervalles ( ap-
pelé GRIS) comporte trois étapes : 
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1. La traduction intervalle-instant et instant-intervalle puisque le gestionnaire 
adopte pour la représentation en interne des informations temporelles, l'ins-
tant et les relations usuelles entre instants ( <,~,= ). 
2. La construction du graphe temporel qui constitue la représentation structu-
rée de l'ensemble des relations données en entrée. 
3. L'interrogation du graphe qui est nécessaire car la structure de graphe choisie 
est non-entièrement connectée (la totalité des informations n'est pas expli-
citement représentée) permettant ainsi de gagner en temps de calcul et en 
espace mémoire. 
Pour la mise en œuvre de la gestion des objets temporels et du raisonnement 
causal, un démonstrateur est utilisé. Le démonstrateur automatique choisi est 
SPASS (Synergetic Prover Augmenting Superposition with Sort). Ce démons-
trateur de théorèmes du premier ordre a été développé au Max-Planck-Institute 
für Informatik [Wei98]. Des informations complémentaires notamment sur son 
fonctionnement peuvent être trouvées dans [Gau99] mais un schéma de l'architec-
ture d'implémentation du gestionnaire de relations entre intervalles est présenté 
(cf. figure 4.3). 
FIG. -1.3 
COilCPpt ti<' li<' 
connaissances 
causales 
connaissances 
connaissances 
temp<relles 
Interface SP ASS-GRIS 
GRIS 
L'architecture de l'implémentation superposée m·ee l'architecture 
DP plus amples informations ainsi que des exemples de fonctionnement et 
l'interfacP dl>Yeloppée afin de pouvoir l'utiliser indépendamment du S:l\IA sont 
présentés Pll annexe A. 
A présent, que nous avons défini des outils pour représenter et manipuler les 
expressions temporelles qui nous intéressent, nous présentons dans le chapitre qui 
suit notre proposition pour la prise en compte du temps au sein de l'interaction. 
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5.1 Introduction 
LP modèle d'interaction temporelle que nous présentons ici reprend succes-
siYenwnt les principales composantes que nous avons évoquées précédemment : 
langagP principalement, mais aussi protocole et conversation (cf. section 1.2.3). 
L'objectif de ce chapitre est de décrire les moyens de communication permettant 
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l'expression explicite de la composante temporelle dont disposent les agents pour 
exprimer leurs besoins d'une manière compréhensible par l'ensemble des agents. 
La principale contribution de ce chapitre concerne la définition du langage 
d'interaction temporel TACL avec une sémantique basée sur des actes de langage 
temporels. La première ébauche de ce langage a été défini en DEA [Car98]. Il a 
ensuite été spécifié de manière formelle, clarifié et complété en thèse. En étudiant 
les langages existants, nous avons pu mettre en exergue différentes expressions 
de la sémantique de l'acte de langage : la spécification opérationnelle [BD94] qui 
correspond à une implémentation directement dans le code, la spécification logique 
[LF94] qui propose une formalisation logique des actes en laissant l'interprétation 
libre et l'interprétation logique [Sad91] qui utilise une spécification logique ainsi 
qu'un moteur d'inférence pour les interpréter. La syntaxe quant à elle, est souvent 
directement dépendante de la sémantique associée mais il est intéressant de remar-
quer que certains choix permettent de séparer différents niveaux d'informations 
afin de distinguer les différentes couches relatives à l'interaction. La sémantique 
du langage TACL s'appuie sur une interprétation logique et la syntaxe associée 
au langage est semblable à celle du langage qu'utilise ASIC [BD94]. Ils seront 
présentés dans la section suivante. 
Afin de contrôler l'échange de messages, nous complétons le modèle d'interaction 
temporel en décrivant et en spécifiant des protocoles d'interaction temporels ainsi 
qu'en présentant des aspects temporels liés à la gestion de conversations qui en 
découlent. 
5.2 Langage d'interaction temporel : TACL 
Afin que les agents puissent communiquer de manière explicite, ils doiwnt uti-
liser un langage commun. Dans le contexte de nos recherches, ce langage d'interac-
tion doit en outre permettre d'expliciter les aspects temporels. Nous considérons 
que des agents évoluant dans un environnement dynamique, doivent communi-
quer à la fois dans le temps et au sujet du temps. Concrètement, les contraintes 
temporelles échangées par les agents doivent être structurées selon trois niveaux 
différents : le premier est relatif au routage des messages, le second au processus 
de coopération entre les agents que mettent en place les échanges et le dernier au 
contenu proprement dit des messages. Nous avons montré (cf. section 3.2) qu'en 
dPhors du contenu propositionnel, certaines informations portant sur le séquence-
ment des messages, importantes pour le processus de coopération, sont implicites. 
Si ces notions sont implicites en langage naturel, elles nécessitent d'être explicitées 
dans un langage artificiel. D'autre part, l'exécution d'une action peut être liée à 
l'acte de communication : exécuter cette action 10 minutes après la réception de 
ce message. 
80 
1. Le premier niveau (communication noté :corn, cf. Figure 5.1) correspondant 
au routage des messages, comporte les dates d'envoi ou de réception des 
5.2. Langage d'interaction temporel: TACL 
messages (estampilles), d'éventuelles contraintes temporelles de validité ou 
de synchronisation dépendant du middleware (infrastructure de communi-
cation) utilisé. 
2. Le niveau suivant (multi-agent noté :mas, cf. Figure 5.1) contraint le proces-
sus de coopération entre les agents proprement dit. Dans le contexte d'un 
langage s'appuyant sur la théorie des actes de langage, cela correspond entre 
autres choses, à s'intéresser aux aspects temporels relevant de la force illo-
cutoire qui exprime l'intention du message. Nous reviendrons plus en détails 
sur ce niveau dans ce qui suit. 
3. Enfin le troisième et dernier niveau relève de l'application et correspond 
au contenu (noté :content, cf. Figure 5.1) du message lui-même. Les infor-
mations qu'il contient seront interprétées par le raisonnement interne du 
receveur du message. 
Message 
Contenu 
Multi-Agent 
1 Communication 
FIG. 5.1 - Structure des contraintes temporelles dans l'interaction 
:'\ous commencerons donc par présenter le langage La permettant de décrire 
les actions ainsi que celui dédié à la description du monde et des états mentaux 
des agents L<P (cf. section 4.2). 
Le langage TACL (Temporal Agent Communication Language) est basé sur les 
actes de langage qui sont considérés comme des actions de communication paramé-
trables par unr expression trmporelle. Notre approche sépare les aspects temporels 
et atemporels dans l<' langage. TACL s'appuie sur le langage d"expressions tempo-
relles Lr qur nous aYons décrit dans le chapitre précédent. Nous allons à présent, 
di>crire un sous-<'nsemhlr du langage dédié La décrit lors de la présentation de Lr 
qui permet de définir des actions de communication. l\ous poursuinons par la 
définition de la sémantique associée aux actes de langage puis nous présenterons 
la syntaxe du langage TACL. 
5.2.1 Actions de communication 
Nous distinguons au sein du langage d'actions, La décrit précédemment (cf. 
section 4.2.1), deux types d'actions qu'un agent est capable de réaliser celles 
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que l'agent peut exécuter (.q_) et celles qui sont des actions de communication 
(sa : speech act). Lspeech est l'ensemble de toutes les actions de communication 
(performatifs) qui peuvent être utilisées par les agents pour communiquer. 
Lspeech=inform, command,propose, refuse, accept, etc. 
Dans le cadre de notre travail, nous avons été amenés à définir les cinq actes de 
langage ci-dessus mais cette liste n'est pas exhaustive, le langage Lspeech peut être 
enrichi facilement puisque d'autres types d'actes peuvent être définis et utilisés en 
fonction des besoins liées aux applications. 
5.2.2 Sémantique des actes de langage 
Une sémantique a été définie pour ces actes de langage temporels avec des pré-
conditions, des post-conditions et un effet perlocutoire (effet sur le receveur). Dans 
le cadre de nos travaux, les aspects illocutoire et perlocutoire (cf. section 1.2.3) 
sont importants car la composante illocutoire permet de représenter de façon 
explicite l'intention dans la communication, limitant ainsi toute inférence pour 
sa reconnaissance alors que la composante perlocutoire permet de s'assurer que 
l'allocutaire répond bien aux attentes du locuteur. 
Au niveau sémantique, nous nous sommes orientés vers une approche similaire 
à celle du langage ARCOL [Sad91] repris dans les spécifications de la FIPA et 
correspondant à une interprétation logique (cf. introduction de ce chapitre). Une 
telk formulation est intéressante dans notre cas pour exprimer le temps dans 
1 ïntPraction comme nous allons le voir par la suite. Notre travail se situe dans le 
m<•nu• courant que [Sad91] et [FIPOO]. Dans cette section, nous allons décrire la 
s<"mantique des différentes actions de communication qui sont définies dans Lspeech· 
CettP s(•mantique n'a pas d'autre objectif que de nous permettre d'exprimer les 
dinH'nsions temporelles dans la force illocutoire. Elle ne prétend pas notamment 
dNiuir une nouvelle sémantique pour les actes de langage. 
Cu acte de langage est une action de communication qui est paramétrée par 
mu• <'XJH'('ssion temporelle (exp E Lr) et une action (a E La) ou une formule 
du J>I'<'IIIÏ('r ordre (cp E Let>) : 
sa : := (name)( (sender),(receiver),(exp),c/J) (name)( (sen der), (receiver), (exp) ,a) 
(sendPr) ('t (rPeciver) correspondent aux identifiants des agents qui, respective-
ment euvoil'llt <'t reçoivent l'action de communication. Le receveur (receiver) peut 
éventuell<'IIH'llt f>tre un groupe dans le cas d'un broadcast. 
Une action de communication sa doit correspondre à un état mental de l'agent 
afin de savoir si elle est possible. Il faut également définir explicitement les mo-
difications à faire sur cet état mental lorsque l'acte de langage est réussi. C'est 
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pourquoi nous définissons une action de communication comme un triplet ( Pree, 
Post, Pe ) où Pree, Post et Pe sont respectivement les pré-conditions, les post-
conditions et l'effet perlocutoire. Chacun d'entre eux est exprimé à partir des 
définitions ci-dessous. 
- Pree : ensemble des conditions nécessaires pour déclencher l'action. Elles 
correspondent aux conditions sur le contenu propositionnel, aux conditions 
préparatoires et aux conditions de sincérité décrites dans [Van88]. 
- Post : ensemble des postconditions. Il est composé s'une liste d'ajouts ( +) 
et d'une liste de retraits(-), qui doivent être effectués sur l'état mental de 
l'émetteur. 
- Pe : description de l'état mental souhaité au niveau du receveur. 
Actes de langage temporels 
Dans la suite, afin de simplifier la présentation, nous utiliserons i, j, k, variables 
existentielles, pour exprimer les expressions temporelles telles que celles définies 
précédemment (cf. section 4.2). Un "prime" est ajouté à une expression i, afin 
d'exprimer que i' est calculée à partir de i, de tnow et de la durée d'envoi du mes-
sage. En effet, différentes stratégies peuvent être définies pour intégrer un état 
mental comportant une composante temporelle. Par exemple, si un agent envoie 
un message spécifiant qu'il croit qu'il fait beau à t=10 unités de temps; si le temps 
de transport sur le réseau prend 2 unités de temps, l'agent recena l'information 
à t- 12. il pourra donc en fonction de sa stratégie d'intégration soit considérer 
quïl fait beau depuis l'envoi du message (10) ou depuis sa réception (12). Des 
<'X<'mples et des commentaires sur ces stratégies ou algorithmes de mises à jour 
d<'s Nats mentaux correspondants sont donnés en annexe B. Présentons mainte-
nant. quelques exemples d'actes de langages. Cet ensemble correspond aux actes 
dont nous avons besoin pour les applications que nous présenterons en troisième 
parti<>. Il n ·a pas été nécessaire de spécifier des actes de type déclaratif et expressif 
plus sp{•cifiques au traitement du langage naturel (cf. section 1.2). Cependant la 
formalisation d'autres actes peut être trouvée dans [Car98]. 
Actes Assertifs 
L ·ac-tion de communication inform est un acte assertif qui est utilisé par 
l"agPnt x pour informer l'agent y de la vérité de <Jy. 
inform(;r. y, i, <P) 
Pree : B(:r, i, <P) 1\ B(x, j, -.B(y, k, <P)) 1\ tnow E in j n k 
Post:(+) B(x,i',B(y,i",<P)) (-) B(x,j,-.B(y,k,<Jy)) 
Pe: B(y,i",<Jy) 
Pour déclencher un acte inform, l'agent doit croire un fait et croire que ce fait 
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n'est pas connu de l'autre agent. Cet état du monde correspond aux pré-conditions 
(Pree). 
Aprés l'envoi du message de type inform, l'état mental de l'agent est modifié de 
la manière suivante : la croyance sur le fait inconnu par l'autre agent est retiré 
pour être remplacé par la croyance, qu'à présent, l'autre agent connaît le fait. Les 
postconditions (Post) définissent cette mise à jour. 
Enfin l'agent receveur possédera un nouvel état mental correspondant à l'effet 
perlocutoire (PE) : la croyance sur le fait pendant l'instant spécifié. 
Actes Directifs 
- L'action communicative eommand est un acte directif qui engage le receveur 
à exécuter l'action exprimée dans les paramètres. 
eommand(x, y, i, n) 
Pree : I(x, i, n) 1\ B(x,j, Can(y, k, n)) 1\ (k in i) 1\ tnow E in j n k 
Post:(+) B(x,i',S_C(y,x,i",n)) (-) I(x,i,n) 
Pe: S_C(y,x,i",n) 
Les préconditions spécifient que pour envoyer un acte de type directif, l'agent 
doit avoir l'intention qu'une action soit faite et croire que cette action 
peut être réalisée par l'autre agent. Les postconditions et l'effet perlocu-
toire concernent ensuite l'engagement par l'autre agent à effectuer l'action. 
- L'acte propose est un acte directif permettant à l'émetteur de demander au 
receYeur d'exécuter l'action Œ dans le futur avec la possibilité de refuser. 
Les post-conditions et l'effet perlocutoire sont modifiés par rapport à l'acte 
"command" puisque l'allocutaire y ne devra possèder que l'intention d'ac-
complir la tâche mais sans y être formellement engagé vis à vis de x. 
propose(x, y, i, n) 
Pree : I(x, i, n) 1\ B(x,j,Can(y, k,n)) 1\ (kin i) 1\ tnow E i nj n k 
Post:(+) B(x,i',I(y,i",S_C(y,x,i",n))) (-) I(x,i,n) 
Pe: I(y,i",S_C(y,x,i",n)) 
Actes Commissifs 
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- L'acte aeeept est un acte commissifpermettant à l'émetteur de s'engager Yis 
à vis du receveur à exécuter une action dans le futur. 
aeeept(.r. y, i, n) 
Pree : B(x, k,I(y, j, S _ C(x, y, i, n))) 1\ B(x, l, S _ C(x, y, i, n)) 1\ tnow E k n l 
Post : (-) B(x,k,I(y,j,S_C(x,y,i,n))) 
Pe: B(y,l',S_C(x,y,i,n))) 
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Les préconditions spécifient que, pour envoyer un acte de type commissif, 
l'agent x (émetteur) doit savoir que l'agent y (allocutaire) a l'intention que 
l'agent x s'engage auprès de l'agent y pour réaliser une action a et que 
l'agent x (émetteur) doit croire qu'il s'engage à réaliser l'action a. Les post-
conditions et l'effet perlocutoire concernent ensuite le retrait de l'intention 
d'engagement chez l'agent x (émetteur) et l'ajout de la connaissance d'en-
gagement chez l'agent y (allocutaire). 
- L'acte refuse est un acte commissif permettant à l'émetteur de refuser de 
s'engager vis à vis du receveur à exécuter une action dans le futur. 
refuse(x, y, i, a) : 
Pree: B(x,k,I(y,j,S_C(x,y,i,a)))I\B(x,l,•S_C(x,y,i,a))l\tnow E knl 
Post:(-) B(x,k,I(y,j,S_C(x,y,i,a))) 
Pe: B(y,l',•S_C(x,y,i,a)) 
La définition de l'acte refuse est semblable à la précédente (acte accept) mais 
l'agent x (émetteur) possède la connaissance qu'il ne s'engage pas à exécuter 
l'action a. 
Exemples 
En revenant sur les exemples d'interactions temporelles donn{•s dans la sPc-
tion 3.2, nous allons montrer comment nous pouvons en exprimPr cPrtains awc 
les définitions ci-dessus. 
Supposons que l'agent A utilise un acte de type command pour demander à 
l'agent B l'heure actuelle ou ce qu'il fera la semaine prochaine. Pour simplifier, 
nous restreignons le format temporel à heure/minutes/secondes (hh :mm :ss). 
1. Le premier cas s'écrira de la manière suivante : 
command(A, B, [inform] in [tnaw.tnow+O :0 :10], inform(current_time)) 
A demande à B de l'informer dans les 10 secondes au sujet de l'heur<' ac-
tuelle : L'action communicative inform doit se situer à l'intérieur de l'inter-
valle [tnaw,tnaw+O :0 :10]. 
2. Le second cas sera écrit : 
command(A, B, [inform] in [tnaw.tnaw+48 :0 :0]. inform(about next_ week)) 
A demande à B de l'informer dans les deux jours au sujet de ce qu'il fera 
la semaine prochaine : l'action communicative inform (correspondant à la 
réponse demandée) doit se situer dans l'intervalle [tnow,tnaw+48 :0 :0]. 
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Nous donnons, maintenant, un exemple, où la contrainte temporelle ne porte 
plus sur une action ou un prédicat donné dans le quatrième paramètre de l'acte 
de langage mais sur l'acte de langage lui-même. Imaginons que l'agent A veuille 
demander à l'agent receveur B de réaliser l'action Fillln dans le futur, en lui lais-
sant la possibilité de refuser (utilisation de l'acte propose). Il veut le prévenir, 
également, qu'il enverra le même message périodiquement toutes les 5 minutes et 
pendant un jour. De plus, il veut que l'action démarre aussitôt que le message est 
reçu. Ces contraintes temporelles sont spécifiées de la manière suivante : 
propose(A, B, ([propose] periodic [0 :5 :0] [24 :0 :0]) 1\ [Fillln] mi [propose], Fillln) 
A la réception d'un tel acte, le receveur B saura que A lui enverra périodique-
ment le même acte. Ainsi le receveur peut utiliser cette information pour anticiper 
cette demande et être prêt à exécuter l'action en fonction des contraintes spécifiées 
dans le message. 
5.2.3 Syntaxe du langage 
Sur le plan syntaxique, nous nous sommes inspirés du langage du s~·stf>me 
.-\SIC IBD9-l] dont la séparation des différentes parties indépendantes du message 
est tn>s intéressante puisqu'elle nous permet de séparer et d'expliciter chaque 
aspect de la composante temporelle apparaissant dans l'interaction. 
Le langage TACL est composé de trois champs, qui rendent explicites les trois 
sortes d'information liées aux couches qui ont été présentées au début de cette 
section : 
1. :comm pour la couche communication, 
2. :mas pour la couche système multi-agent, 
3. :content pour la couche application. 
Dans le cadre de notre travail, nous ne décrirons en détails que le champ :mas 
puisque les autres champs ne sont pas spécifiques aux systèmes multi-agents. 
(message) : :=( :comm ( (communication) ) 
:mas ( (mas) ) 
:content ( (application) ) ) 
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Le champ (communication) comprend la totalité des informations relatives au 
routage du message. Il contient entre autres, l'identité de l'émetteur et du receveur, 
la date d'émission. 
Le champ (mas) comprend la totalité des informations nécessaires pour la 
gestion d'une conversation entre les agents, comme les informations nécessaires 
à l'interprétation du message. Nous reviendrons plus précisément sur les aspects 
protocoles et gestion de conversations par la suite. Pour commencer ici, nous le 
décrirons simplement avec les sous-champs qui suivent 
(mas) : := :act (act) 
:time (time) 
:nature (descriptor) 
:protocol (protocol) 
:conversation (conversation) 
- (act) définit l'ensemble des actes de langages qui seront utilisés. La séman-
tique de ces actes correspond à celle qui a été décrite dans la section précé-
dente. 
(act) : := inform 1 command 1 propose 1 accept 1 refuse 
- (descriptor) permet d'interpréter correctement le contenu du champ :content 
comme une ressource, un plan, une action ou un but12 (goal). 
(descriptor) : := resource 1 plan 1 action 1 goal 
- le champ (time) est directement défini à partir du langage temporel Lr 
(time) : := ( (expr)) 
(expr) : := (texp) 1 (expr) AND (expr) 1 (expr) OR (expr) 
(texp) : := A 1 P 1 Ss 1 Sr 1 (inte) 1 (texp) (rel) (texp) 
(texp) periodic (texp) (texp) 
(inte) : := [duration] 1 [ (t), (t)] 
(t) : := now 1 ? 1 infty 1 real 
OÙ: 
- (rel) est défini en fonction des relations temporelles n (cf. section 4.2). 
- duration correspond à une valeur exprimée dans un format temporel, 
- now correspond à tnow,? à t? et infty à +oo, 
- A, P, respectivement, dénotent l'action et la formule contenue dans le 
12une définition ainsi qu'une description de ces notions seront décrites dans le chapitre 7.5 
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champ :content. Ils sont utilisés pour construire les expressions temporelles 
de base telles que [o:] et [<f>]. 
- Ss dénote l'acte de langage qui est exprimé dans :act (pour l'émission). 
Sr dénote l'acte de langage qui est spécifié dans l'étape suivante (l'état 
suivant) du protocole (il est équivalent au reply-by de la FIPA (FIPOO]). 
Les deux sont utilisés pour construire des expressions temporelles de base 
telles que [sa]. 
- Le champ (protocol) et (conversation) sont utilisés pour la gestion, respecti-
vement, du protocole et de la conversation. Ils seront décrits plus tard. 
Le champ (application) concerne l'intégralité des informations utilisables par 
l'application. Comme nous l'avons dit en introduction, la dimension temporelle 
est explicitée à l'intérieur du champ (mas). Nous pouvons cependant noter que 
rien n'empêche ce champ (application) de contenir un composant temporel inter-
prétable par l'application. 
Comme nous l'avons souligné, le langage comporte un champ "protocole" dans 
lequel la composante temporelle apparaît également. Ces protocoles temporels sont 
décrits dans la section suivante. Il faut également préciser que le langage TACL 
n'est pas "FIPA compliant" (c'est à dire qu'il ne respecte pas la totalité des spécifi-
cations proposées par la FIPA) puisqu'il propose des spécifications temporelles qui 
pourraient compléter les propositions de la FIPA. Il est cependant relativement 
prodt<' dans sa conception de FIPA ACL et pourrait être adapté pour reprendre 
notamment tous les champs spécifiés par la FIPA. 
5.3 Protocoles temporels : TIP 
Certaines parties du travail décrit précédemment sont directement réutilisables 
dans les autres composantPs relatives à l'interaction (protocole, conversation). 
Sans approfondir aussi compl<'tement l'étude, nous nous sommes penchés sur le 
cas des protocoles pour montrer que le langage d'expression temporel peut égale-
ment sen·ir à eontraindn' d<'s protocoles. 
Pour illustrer ces propos, nous décrivons ici un langage de description pour ex-
primer des protocoles dans lequel la composante temporelle est explicitée. Ces 
protocoles sont basés sur les actes de langage décrits précédemment. Nous rap-
pt:lons que les protocoles sont utilisés afin de contrôler et structurer les échanges 
d'informations entre les agents. Comme nous l'avons évoqué au chapitre 1, de 
nombreuses études concernent les protocoles. Nos travaux s'inspirent de ceux me-
nés par la FIPA (FIPOO] et le formalisme est basé sur des recherches menées en 
parallèle au sein de notre laboratoire. L'objectif dans cette section n'est pas de 
redéfinir de nouveaux protocoles mais d'expliciter les aspects temporels suscep-
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tibles d'apparaître dans la description d'un protocole qui sera alors appelé TIP 
pour Temporal Interaction Protocol. 
Dans ce mémoire, nous considérons qu'une structure de base du protocole met 
en jeu exclusivement deux agents : l'initiateur et le participant. Les protocoles 
d'interaction temporels sont des graphes état-transition dans lesquels les tran-
sitions expriment des contraintes sur le processus de conversation lui-même (cf. 
champ :condition) et sur le contenu du message lui-même (cf. champ :value). Les 
expressions utilisées dans ces deux champs sont exprimées sur le langage Lr. 
5.3.1 Langage de description de protocole temporel 
Pour commencer nous allons donner une définition des termes utilisés dans la 
description du langage que nous présenterons ensuite. 
Définitions des termes 
Cette section distingue 2 parties 
1. la première correspond à la description du format permettant l'explicitation 
d'un protocole. 
2. la seconde partie présente deux exemples de protocoles simples instanciés 
le protocole inform (I) et le protocole request_ refuse-accept (R-RA). 
Un protocole est défini par : 
- un nom de protocole, 
- un initiateur correspondant à l'agent commençant le protocole, 
- un participant : agent recevant le message de l'initiateur, 
- un but initiateur (qui permet de déclencher 1 'utilisation du protocole), 
- un champ "body" (permettant de spécifier l'arbre du protocole "état-transition", 
aYPC des opérateurs du type séquence, parallélisme, choix exclusif), 
- un champ "transition" (définissant chaque transition : nom, état cible, 
condition d'activation, etc.). 
:'\ous proposons ci-dessous une esquisse de langage de description (grammaire) 
de protocole temporel afin d'illustrer les aspects qui nous intéressent 
(protocol) : :='(' protocol :name (prname) 
:initiator (varld) 
:participator (varld) 
:goal (goal) 
:body (body) 
:transitions '(' (transition)* ')' ')' 
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(prname) représente le nom du protocole. 
Le champ (body) décrit les différentes séquences de messages constituant le 
protocole. Il permet de décrire l'arbre complet du protocole; c'est à dire l'enchaî-
nement de chaque étape ("transitions") possible du protocole. 
(body) : :=(transiD) l'('(body)(operator)(body)')' 
(operator) : := ';'l 'l' 1 'EB' 
Les différents opérateurs permettant de spécifier la structure du protocole sont 
la séquence (;),le parallélisme (Il) et le choix exclusif (ffi). 
Par exemple : (trl; (tr21tr31tr4); (tr5ltr6); (tr7ltr8)) correspond à l'arbre du 
protocole FIPA ContractNet que nous avons décrit au chapitre 1. Il est repré-
senté avec les transitions étiquettées par les actes de langage correspondant par 
la figure 5.2. Nous considérons que le nom d'une transition correspond à l'acte de 
langage utilisé. 
Initiateur 
Participant 
Initiateur 
Participant 
tri cfp (cali for proposai) 
_ffi 
rer proie tr~®nt~ 
A re posai 
FIG. 5.2- Arbre de description du protocole ContractNet de la FIPA 
(transition) : := :name (transiD) 
:target (stname) 
:condition (transition-condition)* 
:value (msg-constraints) 
Une transition est décrite par un nom ( (transiD) ), un état cible (target), des 
conditions sur la transition ainsi qu'éventuellement des contraintes sur le message 
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lié à l'utilisation de cette étape du protocole. 
(stname) : := 'init' 1 'success' l'fail' 1 string 
Le champ "state" permet de décrire l'état courant du protocole. 
Les différents états du protocole que nous utilisons, sont "init" pour la phase d'ini-
tialisation, "successful" s'il a réussi et "failed" s'il a échoué. D'autres possibilités 
d'états peuvent être spécifiées en fonction des besoins du protocole. 
(prname) : := string 
(transiD) : := string 
Les noms représentant les protocoles et les transitions et les différents identifiants 
sont de simples chaînes de caractères. 
(transition-condition) : := 'true' 1 (condlang) 
Dans la définition du langage de conditions ( (condlang) ), nous incluons un champ 
time afin d'exprimer des conditions sur le déclenchement de la transition relative à 
des expressions temporelles. Ces transitions doivent être vérifiées pour déclencher 
la transition et faire évoluer la conversation représentée par l'exécution du proto-
cole. La mention "true" permet de ne préciser aucune condition particulière. Des 
conditions sur les transitions peuvent être éventuellement directement spécifiées 
dans le langage de programmation. 
(msg-constraints) : := (TACLmessage) 
Dans la définition des contraintes sur le message ( (msg-constraints)). nous trou-
vons à nouveau la définition d'un message TACL. Les contraintes sur l<' nwssag<> 
définissent un "gabarit" (template) dans lequel le message envoyé (ou reçu) doit 
correspondre. La différence, ici, est que les champs sont optionels (si un champ 
n'est pas spécifié, l'agent a toute liberté pour le remplir). De cette manii'rc, lPs 
contraintes temporelles qui sont données, définissent le cadre pour spécifier les 
autres contraintes. 
Afin d'illustrer ce langage, nous avons spécifié quelques protocoles qu<' nous 
utilisons dans les applications présentées en troisième partie. A présent. nous allons 
eu décrire deux exemples. 
5.3.2 Exemples pour deux protocoles simples 
Le premier protocole décrit correspond à l'émission d'un message d'informa-
tion tout simple (sans attente de réponse ou de confirmation). Cet exemple per-
met de voir et comprendre la spécification d'un protocole dans le langage de 
description précédemment décrit. Les aspects temporels spécifiques aux proto-
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coles apparaîtront dans l'exemple suivant. Tous les champs précédemment décrits 
n'apparaissent pas systématiquement dans ces exemples puisqu'ils sont issus de 
l'implémentation. 
5.3.3 Protocole 1 
Le protocole 1 (pour "Inform") est décrit de la façon suivante 
(prOtOCOI :name IIJII :initiator 11 X 11 :participatOr 11 Y 11 
:goal "BxnotBy(Z)" 
) 
:body (t_inform) 
:transitions ( :transition :name t inform :target successful 
:condition TRUE 
:value"" ) 
Le second exemple décrit un protocole un peu plus complexe : un agent fait 
une proposition (acte de langage propose) et le receveur doit répondre soit par une 
acceptation (acte de langage accept) soit par un refus (acte de langage refuse). 
Cet exemple permet de mettre en exergue des contraintes temporelles dans la 
définition du protocole. 
5.3.4 Protocole P-RA 
Le protocole P-RA (pour "Propose-Refuse ou Accept") est décrit de la façon 
suiYante : 
(protocol :name 11 P _RA 11 :initiator 11 X 11 :participator 11 Y 11 
:goal "1 xSCyDone(Z)" 
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· :body (propose) ; (refuse EB accept) 
:transitions ( ( :transition :na me propose :target P 
:condition TRUE 
) 
:value "time = SRin[tn0 w,tnow+00: 01 : 00] 11 ) 
( :transition :name refuse :target successful 
:condition TRUE 
:value"") 
( :transition :name accept :target successful 
:condition "A <= 08 : 00 : 00" 
:value "") 
Cet exemple présente deux contraintes temporelles 
1. l'activation de la transition "propose" impose une contrainte sur le message 
TACL qui sera envoyé :le champ "time" de ce message spécifiera que l'agent 
attend une réponse (SR : Speech Reply) dans la minute. 
5.4. Gestion de conversations 
2. une condition sur la transition "accept" qui vérifiera que la durée de la tâche 
acceptée (A) liée à la proposition reçue, n'excède pas 8 heures. 
Nous avons vu que nous pouvons spécifier une contrainte sur la réponse au 
moyen du langage TACL. La prise en compte du niveau supérieur ("protocole") 
permet de contraindre temporellement tout l'enchaînement des messages liés à un 
protocoles en en spécifiant explicitement les contraintes temporelles. Cette section 
montre que ce qui a été défini dans le cadre du langage d'interaction temporel 
est applicables aux protocoles. Nous rappelons que ce langage de description de 
protocole est une ébauche et nécessite d'être complété. Cet état de fait est le même 
pour la section qui suit : nous préciserons ces perspectives en conclusion. 
L'instanciation d'un protocole donne lieu à une conversation. La gestion des 
conversations est un problème que nous avons eu l'occasion d'évoquer précédem-
ment (cf. chapitre 3). La prise en compte de la composante temporelle au niveau 
de l'interaction peut également concerner la gestion des conversations comme nous 
allons le voir à présent. 
5.4 Gestion de conversations 
Nous définissons une conversation comme l'instanciation d'un protocole. Cette 
instanciation comme nous allons le souligner, soulève ses propres problèmes. Bien 
souvent, dans de nombreux travaux traitant des protocoles, les aspects relatifs à la 
gestion des conversations sont négligés ou non-évoqués. Cependant, la réalisation 
concrète d'un SJ\IA ou tout simplement la validation de ces recherches (la mise 
en œune des protocoles) impose de prendre en compte ces notions. Dans le cadre 
de notre travail, nous avons défini une structure de conversation correspondant 
à l'instanciation d'un protocole temporel décrit précédemment et permettant de 
suivre une filiation entre conversations. Nous avons choisi de mettre en exergue 
deux problématiques liées à la gestion de conversation : 
1. identifier de manière unique chacune des conversations mises en place. Pour 
cela. l'identifiant ('St composé d'une estampille temporelle permettant de 
dater chaqu(' conwrsation à sa création. Cet identifiant peut également être 
utilisé afin de g{'n'r temporellement une conversation ou éventuellement un 
historique des eonYersations. 
2. suin(' la filiation entre les conversations afin de pouvoir supprimer en cas 
de fin (échec, succès, annulation, etc.) d'une conversation toutes ses descen-
dantes. Cela permet notamment de simplifier et réduire les messages qui 
n'aboutiront pas en mettant en place un mécanisme de ce type. La prise en 
compte de l'aspect temporel et notamment la définition de contraintes telles 
que des échéances ("deadlines") offre un moyen simple pour constater une 
"fin" (cf. plus haut) de conversation. C'est pourquoi nous avons choisi de 
décrire cette problématique. 
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Avant de se pencher sur ces problèmes, nous introduisons auparavant la struc-
ture de conversation que manipule un agent. Nous définissons une conversation 
avec les champs suivants : 
- conv-ID : qui correspond à l'identifiant de conversation. Nous reviendrons 
sur son élaboration dans ce qui suit, 
- initiator : initiateur de la conversation, 
- participant : allocutaire de la conversation, 
- current state : étape courante de la conversation, 
- current protocol : protocole actuellement utilisé 
- time : date limite d'existence de la conversation, 
- status : waiting, successful, failed, ? : état de la conversation permettant 
de spécifier son activité. Les significations sont respectivement "en attente", 
"réussie", "échouée" et "inconnu" pour un état indéterminé. 
Une conversation est définie par l'ensemble de ces paramètres. Nous nous at-
tarderons ici sur l'identifiant de conversation ( conv-ID) qui doit être unique. Cet 
identifiant contient donc une estampille temporelle qui est générée au moment de 
la création de la conversation. 
5.4.1 Identifiant de conversation 
C n identifiant de conversation ( conv-ID) est composé de trois champs et est 
d{•crit sous la forme suivante : 
(conv-ID): :=(date) 'l' (AgtX)'-'(AgtY) 'l' '('(conv-ID-up) 1 'MAIN")' 
1. (datC') : une estampille temporelle qui date la conversation à sa création. 
2. (.-\gtX)-(AgtY) : les interlocuteurs qui correspondent aux identifiants des 
ap;pnts impliqués : l'agent initiateur et l'allocutaire. 
3. (nnn·-10-up) :un identifiant de "conversation-mère" permettant de spécifier 
la <"onwrsation dont elle dépend ou que la conversation est la première et 
m• d(•p<'nd d'aucune autre. Dans ce dernier cas, ce champ est rempli avec la 
Yal('ur "~IAII\". 
La conjonction de l'estampille temporelle et de l'information concernant les 
interloeutPurs rend cet identifiant unique13 . 
Un<' eonwrsation possède le format suivant : DateJAgtX-AgtYJConv-IDup 
13Nous faisons l'hypothèse que les agents ne sont pas multiprocesseurs et donc ne peuvent 
créer chacun qu'une conversation à la fois. 
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5.4.2 Filiation entre conversations 
Une conversation entre deux agents peut engendrer d'autres conversations dé-
pendantes de la précédente. Par exemple, lorsqu'un agent reçoit une proposition, 
il peut demander à un autre agent de réaliser une partie de la proposition et ainsi 
créer une nouvelle conversation dépendante de la précédente. 
Concrètement si un agent A envoie à un agent B un message au moment 
t=12h30m12s (format simplifié), il initie une conversation dont l'identifiant en 
interne sera : 
Conv-ID : "12 :30 :12IA-BIMAIN" 
L'agent B choisissant d'initier une nouvelle conversation avec l'agent B dépen-
dante à t=12h32m10s de la conversation "12 :30 :12IA-BIMAIN" créera une conver-
sation dont l'identifiant sera : 
Conv-ID :"12 :32 :10IB-CI12 :30 :12.A-B.MAIN" 
Pour des soucis de confidentialité, dans un message TACL, le champ (conversation) 
(cf. section 5.2) ne reprend que les deux premiers champs et ainsi ne divulgue pas 
certains aspects comme l'existence, la date et les interlocuteurs d'une "conversation-
mère". Comme expliqué plus haut, cette filiation permet d'éviter en cas d'échec 
que de nombreuses sous-conversations restent en attente ou tout simplement soient 
poursuivies inutilement. L'annulation d'une conversation impose toutefois l'en-
Yoi d'un message. L'aspect temporel permet également de contraindre l'existence 
d "une conYersation et ainsi supprimer une conversation dont la limite temporelle 
est df>passée. Cette valeur est calculée à partir des informations temporelles rela-
tiws au protocole utilisé mais pourrait éventuellement être transmise par lïnitia-
t('ur au moyen d'un champ supplémentaire dans l'identifiant de conYersation (ou 
en eomplétant le champ (date) avec une date de fin, par exemple). 
C('tte structure reste basique et est uniquement décrite ici à titre indicatif des 
possibilités offertes par la composante temporelle sur la gestion de conYersation. 
C('tf(' partie des travaux reste exploratoire et nécessite de plus amples recherches 
afin d"appr{'hender la dimension temporelle au sein de conversations complexes: 
nous ~· n•Yiendrons dans les perspectives. 
Tous l('s aspects de l'interaction ayant été définis, nous illustrons l'échange df' 
IIH'ssagp TACL dans ce qui suit. 
5.5 Exemples récapitulatifs d'échanges de messages 
TACL 
Nous allons maintenant présenter un exemple complet mettant en œuvre cha-
cun des aspects précédemment décrits. Il concerne la proposition d'une tâche d'im-
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pression par un agent que l'on appellera manager (M) à deux agents imprimeurs 
(Il et I2). Nous illustrerons plusieurs scénarios différents permettant de souligner 
chacune des particularités temporelles que ce modèle d'interaction offre. Nous ne 
décrirons pas tous les mécanismes aboutissant à la construction du message mais 
uniquement ceux liés aux aspects temporels. 
5.5.1 Premier message : proposition 
Nous considérons que le manager souhaite voir effectuée une tâche d'impres-
sion avant 1 mois et connaît deux imprimeurs Il et I2 capables de réaliser ce type 
de tâche; c'est à dire qu'il possède les états mentaux correspondants. L'agent ma-
nager choisira donc un protocole dont le but initiateur correspond à l'un des états 
mentaux, en l'occurrence le protocole "P-RA", et initiera une conversation avec 
ce protocole en envoyant le message suivant spécifié en langage TACL 
(message :corn ( :sender manager :receiver imprimeur _Il 
:priority 5 
:date 2000 : 08 : 16 
:sndDate 2000 : 08 : 16Tl8 : 17 : 01 ) 
:mas ( :act propose 
:time (SR in [tn0 w,tnaw+00 : 00: 30] 
1\ done(A) b [tn0 w,2000 : 09 : 16]) 
:nature Action 
:proto col P - RA 
:conversation "18 : 17 : 06imanager - Il" 
:content (realizecontract(printdocumentX, lOOp, col or) ) 
La définition du protocole utilisé (P-RA) correspond à celle définie précédem-
ment. Le message spécifie que l'action doit être réalisée avant un mois et que la 
réponse est attendue dans les 30 secondes spécifiant ainsi une contrainte tempo-
relle plus stricte que celle spécifiée par le protocole (P-RA) mais n'enfreignant pas 
celui-ci. En cas de conflit entre les contraintes spécifiées dans le message et celles 
du protocole. l'agent recevant le message peut refuser d'accomplir l'action parce 
qU{' ragent émetteur ne respecte pas le protocole prévu. 
Pour simplifier, nous ne décrirons que le suivi de protocole géré par le manager. 
Ces informations liées au protocole en cours que nous appelons "conversation" 
auront le format suivant : 
- conv-ID = "18 :17 :06lmanager-11IMAIN" 
- initiator = "manager" 
- participa tor= "Il" 
- current state = "init" 
- current protocol = "P-RA" 
- status = "waiting" 
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La conversation se met en état d'attente ("waiting") de la réponse qui corres-
pondra au prochain état du protocole utilisé. 
5.5.2 Second message : réponse 
A la réception du message, l'agent imprimeur Il interprète le message, évalue 
sa faisabilité et envoie sa réponse dans les trente secondes par rapport à la date de 
réception (18h17m04s par exemple). Le suivi du protocole offre deux possibilités 
de réponse "accept" ou "refuse". 
Acceptation 
En cas d'acceptation la réponse aura la forme suivante 
(message :corn ( :sender imprimeur _Il :receiver manager 
:priority 5 
:date 2000 : 08 : 16 
:sndDate 2000: 08: 16T18: 17: 25 ) 
:mas ( :act accept 
:time (done(A)b[tnow.2000: 08: 31]) 
:nature action 
:protocol P-RA 
:conversation "18: 17: 06lmanager- Il" 
:content contract(printdocumentX, 100pages, col or) ) 
L'agent imprimeur Il accepte en précisant que la tâche sera effpetu{,e dïci k 
31/08/2000; cette réponse comporte le même identifiant de conwrsatiou pour qu<' 
l'agent manager identifie à quoi correspond cette réponse. 
Refus 
Imaginons à présent que la réponse soit négative. Ce fait peut être lié à diffé-
rents cas de figure : 
- son plan de charge ne lui offre pas la possibilité de réaliser la tâche. 
- l'agent est incapable de répondre dans le temps imparti car il a d'autrps 
tâches à traiter pour le moment. 
Les raisons ci-dessus sont relatives à deux aspects temporels particuliers, le premier 
lié à la réalisation de la tâche et le second au déroulement du protocole. En cas 
de refus, la réponse aura la forme suivante : 
(message :èom ( :sender imprimeur _Il :receiver manager 
:priority 5 
:date 2000 : 08 : 16 
:sndDate 2000 : 08 : 16T18 : 17 : 12 ) 
:mas ( :act refuse 
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:time (SR in [tnow.tnow+OO: 00 : 30] 
1\ done(A) b [tn0w,2000 : 09 : 16]) 
:nature action 
:protocol P-RA 
:conversation "18: 17: 06imanager- Il" 
:content contract(printdocumentX, 100pages, color) ) 
A la réception du message, la conversation du manager passera dans l'état 
"successful". Si aucune réponse n'arrive dans le temps imposé, le gestionnaire 
de conversations la fera passer dans l'état "failed" et le comportement ensuite 
de l'agent dépendra des stratégies mises en place dans ce cas de figure. Nous y 
reviendrons lorsque nous décrirons le modèle d'agent par la suite (cf. section 7.9. 
Les exemples proposés ci-dessus mettent en exergue la richesse de la compo-
sante temporelle au niveau de l'interaction et soulignent différents moyens de la 
prendre en compte. 
5. 6 Discussion 
Dans ce chapitre, nous avons proposé un modèle permettant de prendre en 
compte les aspects temporels relatifs à l'interaction. Notre objectif était de pou-
voir 'exprimer les aspects temporels au sein de la force illocutoire au moyen d'un 
langage d'interaction dont la sémantique et la syntaxe sépare les aspects temporels 
et atemporels. Ces objectifs sont réalisés au moyen du langage TACL qui nous per-
met de faire porter le temps à la fois sur l'acte de communication et sur le contenu 
propositionnel. Nous utilisons également TACL pour définir des protocoles tempo-
rels ( TIP) ainsi que pour mettre en place une structure de conversation pouvant 
servir de base au développement ultérieur d'un raisonnement temporel plus évolué 
concernant l'interaction. 
Tous les aspects temporels peuvent être explicités au moyen du langage Lr per-
mettant une représentation uniforme de la composante temporelle au sein de l'in-
teraction. Ce langage d'expressions temporelles est basé sur la théorie et l'algèbre 
d'Allen offrant un important pouvoir expressif et une représentation du temps 
intuitiw. 
A pré•sPnt. tournons-nous vers la dimension sociale et intéressons-nous plus 
partieuli<'n•nH•nt aux aspects temporels dans l'organisation. 
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6.1 Introduction 
Comme nous l'anms précisé dans le premier chapitre, différentes modélisa-
tions d<' l'organisation sont possibles. L'une d'entre elles consiste à prendre en 
compte les dépendaiH'PS Pntre agents. Un modèle d'organisation temporelle basé 
sur les relations d<' d{•p<'ndances a été proposé par IAll98J (cf. section 3.2). Dans 
ee mod<1le. le fact<•ur temporel est pris en compte dans le raisonnement social des 
ag<•nts pour f>tre appliqué à la supervision de systèmes industriels. Dans le cadre 
de ce traYail. nous nous sommes intéressés à une modélisation à base de structure 
organisationnelle (plus adaptée à notre domaine d'application). Notre traYail se 
situe dans la même veine que IJTdülJ que nous avons évoqué en section 3.3.2. 
Ce chapitre concerne l'ajout de la dimension temporelle dans l'organisation, et 
plus particulièrement la définition d'un langage de structures organisationnelles 
temporelles. Cette présence se retrouve dans l'organisation sous de nombreux as-
pects tels que la durée d'un rôle, les relations entre les entités, l'expression de 
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contraintes temporelles ... 
6.2 Dimensions temporelles d'une structure orga-
nisationnelle 
En réalité dans notre société, de nombreuses organisations sont définies et 
restreintes avec des contraintes temporelles : l'organisation, ses rôles, ses missions 
ou ses liens possèdent une durée spécifique et commencent ou finissent à des 
instants particuliers. 
Par exemple, le rôle de président de la république a une durée de 5 ans en France, le 
lien d'autorité d'un directeur sur un de ses employés est limité à un intervalle bien 
défini (cependant généralement implicite) et à des tâches spécifiques, une mission 
peut en contraindre une autre, etc. Dans le cadre de notre travail par exemple, 
l'objectif est de pouvoir également spécifier qu'une tâche de reliure suit toujours 
la tâche d'impression du job concerné. Autre exemple, il peut être nécessaire 
d'exprimer que l'autorité d'un manager (gestionnaire d'atelier d'impression) sur 
un imprimeur augmente à mesure que le temps restant pour réaliser l'impression 
diminue. 
Cependant, comme nous l'avons vu (cf. section 3.3.2), ces aspects ne sont que 
rarement pris en compte explicitement dans la représentation de l'organisation 
dans lf's S~IA. 
:\ons rappelons que les termes spécifiques à l'organisation (comme par exemple 
lrs notions de rôles, de groupes et de liens) sont regroupés dans un langage or-
ganisationnel que nous appelons Lw 14 • l\'ous le décrirons plus précisément dans la 
srction suiYante. Afin de pouvoir exprimer la composante temporelle au sein d'une 
structur<> organisationnelle, nous avons choisi de compléter chacun des termes de 
L ..... par d<'ux attributs : 
1. le.<; pmpriétés temporelles ( tp) qui regroupent tous les aspects externes à 
la structure organisationnelle; c'est à dire l'ancrage dans le temps global 
d<•s diff"Prents termes organisationnels. Cet ancrage peut être relatif ou réel 
(absolu). Les propriétés temporelles ne sont en relation qu'avec des entités 
externes à la structure organisationnelle temporelle ( tos pour "temporal 
or).!.auizational structure"). 
Par ('X<'mple, chaque terme organisationnel possède une durée prévue qui 
l><'llt {•tn• exprimée comme une contrainte au niveau de la structure organi-
sa t ionn<'ll<' (os) : quand un agent joue un rôle, ce dernier a généralement 
UIH' dat<• d<> début et une date de fin. Comme nous l'avons précisé, cette date 
p<>ut Nn• relative : par exemple, un agent "manager" ne peut pas délivrer 
les impressions reliées pour vérification de qualité la nuit quand l'entreprise 
responsable du contrôle de qualité est fermée. Ainsi, la configuration tempo-
14Les éléments de ce langage dépendent évidemment du modèle organisationnel utilisé. 
100 
6.3. Langage organisationnel 
relie du rôle de manager est contrainte par les heures classiques et habituelles 
de travail de société et cela s'applique également dans le cadre d'agents in-
formatiques. Les propriétés temporelles peuvent être appliquées sur tous les 
termes d'une os. Il peut s'agir également de caractéristiques temporelles spé-
ciales comme la répétition ou la périodicité permettant d'ancrer différents 
termes dans le temps global commun. 
2. les contraintes temporelles (tc) qui permettent d'exprimer les aspects tem-
porels internes à la structure comme le positionnement d'une mission par 
rapport à une autre, par rapport à un rôle, etc. Ces contraintes sont ex-
clusivement internes à une structure organisationnelle. A l'intérieur d'une 
structure organisationnelle, il est généralement possible de spécifier la posi-
tion d'un rôle par rapport à un autre. 
Pour illustrer simplement ces propos, dans le cadre d'un contrat d'impres-
sion, nous pouvons imaginer que le premier rôle joué est le rôle "Client" puis 
temporellement parlant, le suivant est le rôle "Manager" du contrat et enfin 
le rôle "Printer" qui correspond à l'exécuteur du contrat. Ce champ per-
met par exemple, d'exprimer les contraintes temporelles entre les missions 
(tâches) d'impression et de reliure dont nous avons parlé précédemment. 
Pour prendre en compte ces aspects temporels dans l'organisation, nous avons 
choisi de définir un langage de structures organisationnelles temporelles mettant 
en œuvre les attributs temporels proposés ci-dessus. Ce langage s'appuie sur le 
modèle de structure organisationnelle MOISE [HBSSOO] décrit au chapitre 1 ; il 
utilise également le langage d'expressions temporelles Lr présenté au chapitre 4 
en le combinant avec le langage dédié : Lw. Nous allons pour commencer revenir 
sur ces deux aspects. 
6.3 Langage organisationnel 
Le langage d'organisation, Lw, évoqué au chapitre 4, est l'ensemble des termes 
organisationnels qui sont nécessaires pour définir une organisation. Ce langage 
organisationnel est défini par : 
w ::= os 1 role 1 link 1 mission 1 group 
avec os signifiant "organizational structure"; c'est à dire la définition complète 
d'une organisation spécifique. La syntaxe d'une structure organisationnelle a été 
donnée au chapitre 1 (cf. section 1.2.3). 
Afin de comprendre plus concrètement ce qu'est une structure organisationnelle 
(os), l'exemple suivant propose une os représentant un contrat d'une alliance 
d'ateliers d'impression. Cet exemple se base sur un projet particulier sur lequel 
nous reviendrons en troisième partie. A ce stade du mémoire, nous dirons simple-
ment que plusieurs ateliers d'impression doivent se regrouper dans une alliance 
afin de traiter différentes tâches d'impression. Nous spécifions les règles de mise 
en place de cette alliance au moyen d'une structure organisationnelle. 
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Exemple de structure organisationnelle 
Cette os "contract" (cf. Figure 6.1) possède deux rôles : un Manager et un 
Printer (Imprimeur). Un lien nommé lMP est défini entre ces deux rôles. Pour 
simplifier, aucun groupe n'est spécifié. 
(os :na me contract :roles (Manager Printer) :links (ZMP) :groups () ) 
Manager 
missions: 
Omm 
mm: mission de management 
mp: mission d'impression (printing) 
mb: mission de reliure (binding) 
Lmp Prin ter 
(Authority Link) 
missions: 
p mp 
Pmb 
FIG. 6.1 -Exemple de structure organisationnelle : contract 
Le rôle "Manager" possède une mission obligatoire "mm" qui satisfait un but 
("gm") et un plan unique "pm". Ce plan consiste à réaliser les buts d'impression 
(printing) "gp" et de reliure (binding) "gb". Aucune action ni ressource n'est per-
mise. Ainsi, lorsqu'un agent jouera le rôle "Manager", il aura l'obligation d'activer 
la mission "mm" et ensuite de réaliser le but "gm" en déléguant l'exécution des dif-
férentes composantes du plan "pm" (car les deux buts apparaissant dans le corps 
du plan n'appartiennent pas à l'ensemble des buts autorisés pour cette mission). 
(role :name Manager :missions ((0 mm))) 
(mission :name mm :goals (gm) :plans (pm) :actions () :resources () ) 
Le rôle "Printer" possède deux missions permises "mp" et "mb", consistant res-
pectivement à la réalisation de la tâche d'impression "gp" ainsi que celle de reliure 
'•gb". 
(role :name Printer :missions ((P mp) {P mb) )) 
(mission :na me mp :goals (gp) :plans (pp) 
:actions (print) :resources () ) 
(mission :na me mb :goals (gb) :plans (pb) 
:actions (bind) :resources () ) 
Le lien "lMP" correspond à un lien d'autorité du rôle "Manager" sur le rôle 
"Printer" dans le contexte des missions : "mm", "mp", "mb". 
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(link :name lMP :type Aut 
:source ( :role Manager :missions (mm) ) 
:target ( :role Printer :missions (mp mb) ) 
... ) 
Cependant, comme nous l'avons dit, dans le contexte de systèmes dynamiques, 
il est crucial pour une organisation d'être flexible; c'est à dire capable de s'adap-
ter à des circonstances en perpétuelle évolution et donc, comme nous allons le 
voir maintenant, une des voies est d'avoir une composante temporelle clairement 
explicitée au sein de la structure organisationnelle. 
Ce constat montre la nécessité de définir un langage de structures organisa-
tionnelles temporelles. Un langage a donc été défini afin de spécifier les contraintes 
temporelles de la structure organisationnelle que les agents doivent respecter. 
6.4 Langage de structures organisationnelles tem-
porelles : TOSL 
La syntaxe du langage de structures organisationnelles temporelles ( TOSL) 
est déduite du modèle MOISE décrit précédemment (cf. section 1.2). 
Comme nous avons vu précédemment (cf. section 6.2), nous avons choisi d<' 
compléter chacun des termes de Lw par deux attributs : les propriétés t<'mpor<'ll<'s 
( tp) et les contraintes temporelles (tc). 
La définition sous forme BNF de ces deux champs temporels est la suiYant<• 
:tp ( (exp) ) 
:tc ( (exp) ) 
avec exp correspondant à une expression temporelle définie dans le langag<' Lr 
présenté précédemment (cf. section 4.2). 
A 1 'intérieur de chaque champ, les termes organisationnels (cf. [w] dans la df>-
finition de Lr) qui peuvent apparaître sont ceux qui sont accessibl<'s dqmis la 
définition du champ lui-même. La référence au champ dans lequel les proprif>tés 
ou lPs contraintes temporelles sont définies est faite en utilisant self 
Un niveau supérieur (otos) a été ajouté pour organiser différentes structures 
organisationnelles temporelles entre elles. Ce niveau pourrait être utile lorsqu 'un 
système utilise plusieurs tas changeant pendant le fonctionnement (voire suscep-
tibles de se succéder, se superposer, etc.). 
(otos) : :=(otos :name global :os ( (osname)* ) 
:tp (exp) :tc ( (otostempconst)* ) ) 
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6.4.1 Validité temporelle 
Une structure organisationnelle peut se révéler très complexe en fonction du 
système qu'elle représente. 
Dans MOISE, la cohérence structurelle peut être vérifiée lors de la spécification 
grâce à un outil [Han02) basé sur le calcul des dépendances ajoutées sur l'organi-
sation. Il permet de vérifier que les rôles intervenant dans la définition d'un lien 
existent bien, qu'un lien d'autorité n'existe que dans un unique sens entre deux 
rôles, qu'il existe bien un rôle permettant de réaliser une mission spécifique, etc. 
Dans le contexte de ce mémoire, nous allons décrire les aspects liés à la validité 
temporelle par suite des propriétés temporelles que nous avons explicitées. 
Une tas présente une hiérarchie qui permet de délimiter ces propriétés in-
hérentes à la structure et ainsi ne nécessitant pas d'être redéfinies chaque fois .. 
Ainsi, une tas est définie par un ensemble de rôles, de liens et de groupes. Par 
conséquent, la durée de chacun des "sous-termes" doit être contenue dans celle 
de ceux de plus haut niveau et évidemment dans la durée de la structure orga-
nisationnelle temporelle elle-même. Ces contraintes conditionnent l'existence de 
ces termes. Ces propriétés sont considérées comme existantes par défaut afin de 
maintenir des contraintes de validité temporelle sur la structure; c'est à dire par 
exemple, qu'une mission ou un rôle ne doit pas être activé si leur structure orga-
nisationnelle temporelle (tas) associée n'existe plus ou du moins n'est plus active. 
Par exemple, l'arbre hiérarchique d'une tas (cf. figure 6.2) permet de déterminer 
ainsi que la durée d'une mission est associée à un rôle dont elle ne peut dépasser 
la durée. 
Group 
in min{role duration} 
in 
Mission 
in: relation d'Allen 
FIG. 6.2 - Arbre hiérarchique d'une structure organisationnelle temporelle 
Nous utilisons une notation pointée si nécessaire pour parcourir la struc-
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ture. Ainsi pour exprimer une "mission!" appartenant au "rolel", nous écrirons 
rolel.missionl afin de supprimer toute ambiguïté. Ces propriétés peuvent s'expri-
mer au moyen de la relation in, pour chacun des termes de la structure organisa-
tionnelle temporelle : 
- [role] in [tos] , [link] in [tos] ,[group] in [tos] 
- [role.mission] in [role] 
Nous précisons que ces règles ne fournissent qu'une vérification "faible" de la 
validité temporelle par rapport à ce que serait une vérification complète de la va-
lidité. Cette dernière vérification nécessiterait une prise en compte exhaustive de 
toutes les entités (au sens large) du processus étudié : c'est à dire les buts, plans, 
actions, ressources définissant chaque mission entre autres. Cette vérification ne 
peut être effectuée ici puisqu'elle dépend notamment d'informations liées en par.: 
ticulier aux applications concernées ainsi qu'au modèle organisationnel utilisé. 
D'autres contraintes implicites sont moins évidentes à mettre en exergue. Ainsi, 
comme nous l'avons dit dans la section précédente, la durée d'un lien est considé-
rée par défaut correspondre à la durée du plus court des deux rôles associés à ce 
lien : en effet, si l'un des rôles se termine, les liens correspondants n'existent plus 
non plus. 
D<' la même manière, nous considérons qu'un groupe est conditionné par l'exis-
tC'm·p de l'ensemble complet des rôles qui définissent ce group<' et c'est pourquoi 
la duri><' d'un groupe ne peut dépasser la durée du plus court de ses rôles. Par 
<'X<'mple. un groupe "classe" peut être composé d'un rôle "professeur" et d'un rôle 
"Nudiant". Dans l'entité organisationnelle, cela n'aura pas de sens d'aYoir une 
dassp sans étudiant et vice-versa. Cette contrainte permet d'éyiter ce genre de 
prohli>me mais l'hypothèse peut être différente en fonction de chaque groupe. Ces 
proprii>t{•s par défaut peuvent être exprimées de la façon suiYante 
(Link] in min((Link.SourceRole],[Link.TargetRole]) 
(Group] in min((Group.Roles]) 
:\{•anmoins, afin d'offrir plus de flexibilité, d'autres propriétés peuvent être pré-
cis{•ps il lïntérieur de la définition de la tas dans la mesure où elles ne remettent 
pas ('Il catiS<' la cohérence. Cela signifie que les propriétés précédentes expriment 
dPs contraintes temporelles sur la durée maximale d'un terme mais il est possible 
de r{•duirc• ces contraintes au moyen de prérequis plus spécifiques et plus restric-
tifs si J'application l'impose. Par exemple, la durée d'un lien peut être restreinte 
(comnH' nous l'avons montré dans le deuxième exemple de la section précédente) 
à la dur{•p d'une mission particulière ou même d'un rôle externe. 
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Comme nous l'avons évoqué au chapitre 3, l'organisation peut également être mo-
délisée par des opérateurs déontiques tels que ceux que nous retrouvons dans la 
définition des missions (permises ou obligatoires). Ceux-ci peuvent être également 
complétés par des contraintes temporelles. 
A présent que le langage TOSL a été défini, reprenons l'exemple de structure 
organisationnelle "contract" complétée par ses composantes temporelles. 
6.4.2 Exemples de spécification TOSL 
Nous rappelons que l'exemple qui suit propose une structure organisationnelle 
représentant un contrat pouvant se mettre en place dans un groupement d'entre-
prises comme évoqué en section 6.3. Cette fois-ci la structure est temporelle ( tos) 
et s'avère plus complexe pour les besoins de l'exemple. Le contrat concerne des 
ateliers d'impression et de reliure. Dans cet exemple, cette tos "contrat" possède 
quatre rôles un "Manager", deux imprimeurs respectivement noir&blanc et couleur 
"bwPrinter" et "cPrinter", et un relieur "Binder". Un lien d'autorité relie le "Ma-
nager" avec chacun des autres rôles nommé ("lMbP", "lMcP", "lM8 "). Le "Binder" 
a également de l'autorité sur les imprimeurs avec les liens ("lBbp", "lBcP"). Pour 
simplifier, là encore, aucun groupe n'est défini mais la spécification est similaire. 
FIG. 6.3- Exemple 2 de structure organisationnelle : contract. 
Premier exemple 
Imaginons pour commencer, que l'une des règles relatives au fonctionnement de 
l'alliance impose un contrôle-qualité pour chacune des tâches réalisées par le Ma-
nager du contrat. Si la qualité n'est pas satisfaisante, certaines tâches peuvent 
nécessiter d'être refaites. Cette règle va contraindre la durée de chacun des rôles 
ainsi que la durée des liens d'autorité : 
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- la durée des liens d'autorité associés du "Manager" sur les autres agents sont 
maintenus pendant la totalité du temps de réalisation du contrat. 
Les propriétés temporelles spécifiées permettent de situer l'exécution de ce 
"contrat" entre le 23 et le 30 juin (cf. figure 6.4) alors que les contraintes tem-
porelles permettent d'imposer que les rôles Imprimeur et Manager se finissent en 
même temps (cf. figure 6.5) : 
Contract 
début de possibili®• 0 Fin du délai pour une so "contract" 
de mise en place * . \"' . * 
d'une so "contract": : b : 
23/06: 
v 
exemple de mise en place 
de laso 
so : structure organisationnelle 
30/06 
v 
fin de laso 
Temps 
FIG. 6.4 - Propriétés temporelles concernant de la structure organisationnelle 
contract. 
(tos :name contract :roles (Manager bwPrinter cPrinter Binder) 
:links (lMbP lMcP lMB lsbP lscP) :groups() 
:tp (self d [06/23 06/30]) 
:tc ((bwPrinter f Manager) 1\ (cPrinter f Manager) 1\ (Binder f Manager)) 
) 
Les contraintes temporelles sur les rôles ont été exprimées de mamere à ce 
quïls ne se terminent qu'aussitôt que le manager a terminé, afin de permettre 
une réactivation de l'exécution au cas où le contrat ne se serait pas terminé avec 
succès: même si par exemple, l'échec se situe au niveau du relieur lors du processus 
de reliure. Le manager peut ainsi décider de commander à nouveau la réalisation 
du travail aux imprimeurs. Comme nous le voyons ci-après, les rôles "bwPrinter" 
et "cPrinter" ne possèdent pas de propriétés ni de contraintes temporelles. Par 
défaut, ils ont la même durée que celle de la tas. C'est la raison pour laquelle le 
lien d'autorité entre le "Manager" et ces deux rôles existe encore. Nous avons vu 
que par défaut (cf. section 6.4.1 :validité temporelle), la durée des liens correspond 
à la durée du plus court des rôles qui les définissent. 
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Temps 
: role duration 
FIG. 6.5 - Contraintes temporelles entre les différents rôles de la "tos" : contract. 
Le rôle "Manager" possède deux missions obligatoires. La première definit ce 
qui est permis dans le contexte de la gestion du contrat (mission "mm"). La seconde 
est dédiée au contrôle-qualité (mission "mq"). Elles seront précisées ci-dessous. Les 
contraintes temporelles de ce rôle (cf. figure 6.6) précisent que : 
- la mission "mq" suit immédiatement (m=meets) la mission "mm", 
- l'instant de début de ce rôle est égal à l'instant de départ de "mm" et enfin, 
- son instant de fin correspond à la fin de "mq". 
1 1 
:-=::( __ mm ____ }:::::-::::{~-m...;;.q __ ~ 
Temps 
: role duration 
~ : mission duration 
FIG. 6.6 - Contraintes temporelles dans la définition du rôle Manager et de ses 
missions associées. 
(role :name Manager :missions ((0 mm) (0 mq)) :tp () 
:tc ((mm rn mq) 1\ (self f mq) 1\ (self s mm) )) 
where 
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(mission :name mm :goals (gO) :plans (pO) 
:actions () :resources () :tp () :tc ()) 
(mission :name mq :goals (g4) :plans (p4) 
:actions ( qc) : resources () :tp () :tc ()) 
La mission "mm" est composée d'un but permis "gO" et d'un plan permis "pO" 
qui réalise "gO". Aucune action ni ressource n'est permise dans cette mission. Le 
but "gO" correspond à l'exécution complète du job d'impression. Le plan "pO" 
définit une manière d'exécuter le job, en autorisant par exemple, une exécution 
parallèle de la réalisation des quatre sous-buts suivants 
1. bwPrinting 30 before 03/25 ("gl"), 
2. cPrinting 15 before 03/28 ("g2"), 
3. Binding 45 before 03/30 ("g3"), 
4. quality control 45 before 03/30 ("g4"). 
Ainsi, l'agent qui jouera ce rôle, devra déléguer l'exécution du plan "pO". La mission 
"mq" est composée du but permis "g4", ainsi que du plan permis "p4" permettant 
de réaliser "g4" avec l'action permise "qc" ( quality control). 
quality control (qc) 
bwPrinting :~. ~: Binding ~ 
. cPrinting :~:; ~ 
:~:::; 
Temps 
~ :mission duration 
FIG. 6. 7 - Illustration d'un exemple d'ordonnancement en accord avec les 
contraintes spécifiées. 
De la même manière, dans ce qui suit, nous définissons les rôles et les missions 
relatifs au "bwPrinter", "cPrinter", "Binder" (cf. figure 6.8). Nous pouvons noter quP 
la mission "mql'" pour le "Binder" est uniquement permise mais pas obligatoire. 
Aucune propriété temporelle n'est spécifiée. Un exemple de propriétés temporelles 
est donné avec les définitions des missions "mml", "mm2" et "mm3". I\ous pou-
vons observer que ces propriétés imposent que la réalisation de la mission ·'mmf' 
pendant les heures de nuit alors que la mission "mm3" doit être réalisée pendant 
les heures du jour. 
(role :name bwPrinter :missions ((0 mml)) :tp () :tc ()) 
(role :name cPrinter :missions ((0 mm2) :tp () :tc ()) 
(role :name Binder :missions ((0 mm3) (P mql)) :tp () 
:tc ((self s mm3)/\ ((self f mql) V (self f mm3))) 
(mission :name mml :goals (gl) :plans (pl) :actions () :resources () 
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mql 
~ 
""""?""""1 
mm3 ~~------------------~ 
? 
? fin du role avec 
~ : mission duration 
la fin de la mission mql 
oumm3 
: role duration 
FIG. 6.8- Contraintes temporelles du relieur (Binder). 
:tp (self d [8 :OOpm 8 :OOam]) :tc ()) 
(mission :name mm2 :goals (g2) :plans (p2) :actions () :resources () 
:tp (self d [12 :OOam 8 :OOam]) :tc ()) 
(mission :name mm3 :goals (g3) :plans (p3) :actions () :resources () 
:tp (self d [8 :OOam 8 :OOpm] :tc ()) 
(mission :name mql :goals (g4) :plans (p4) :actions (qc) :resources () 
:tp () :tc ()) 
mm3 
mml 
O:OOam 8:0oam 12:00am 8:0opm 12:00pm 
O:OOpm 
.__ __ ---JI : intervalles possibles d'exécution des missions 
Temps 
Temps 
FIG. 6.9 - Ex<'mples de propriétés temporelles explicitant les intervalles autorisés 
pour réalisPr lPs missions. 
Dans eP pr<>mier exemple, aucune expression temporelle ne positionne tempo-
rellement les liens. Comme nous l'avons dit, nous verrons dans la section suivante 
(cf. 6.4.2) que leur durée est limitée par défaut par celle du plus court des rôles 
associés. 
(link :name lMbP :type Aut 
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:source ( :role Manager :missions (mm mq)) 
:target ( :role bwPrinter :missions (mml) ) ... 
:tp () :tc () ) 
(link :name lMcP :type Aut 
:source ( :role Manager :missions (mm mq) ) 
:target ( :role cPrinter :missions (mm2) ) ... 
:tp () :tc () ) 
(link :name lMB :type Aut 
:source ( :role Manager :missions (mm mq) ) 
:target ( :role Binder :missions (mm3) ) ... 
:tp () :tc () ) 
(link :name lBbP :type Aut 
:source ( :role Binder :missions (mm3) ) 
:target ( :role bwPrinter :missions (mml) ) ... 
:tp () :tc () ) 
(link :name lBcP :type Aut 
:source ( :role Binder :missions (mm3) ) 
:target ( :role cPrinter :missions (mm2) ) ... 
:tp () :tc () ) 
Le second exemple que nous allons présenter maintenant, permet de montrer 
que la modification d'une règle temporelle a un impact sur la définition de la 
structur<> organisationnelle. 
Second exemple 
Supposons, à présent, que les règles aient changé, et que le contrôle de qualité doit 
être délégué par le manager au relieur (binder), par exemple. Cette modification 
de la règle a des consèquPnces sur la spécification temporelle de la structure or-
ganisationnelle, elle-mf•mP. Les liens d'autorité du "Manager" sur les imprimeurs 
existent toujours mais }pur durée est contrainte uniquement au traitement de la 
sous-tâche (bwPrinting. cPrinting) elle-même. Un lien d'autorité du "Binder'· sur 
les imprinwurs ( "bwPrinter" '·cPrinter") existe durant le traitement et durant le 
contrôlP-qualité. LPs rôlPs imprimeurs peuvent être arrêtés après le contrôle de 
qualit{• <>t aYant la rPliure. 
Ces aspects mènent à la définition d'une nouvelle structure organisationnelle 
temporelle .. contract02"', en grande partie semblable à la précédente définition. Les 
changements sont exprimés dans le champ :tc où la mission "mql" apparaît 
(tos :name contract02 :roles (Manager bwPrinter cPrinter Binder) 
:links (lMbP lu cP lMB lBbP lBcP) :groups () 
:tp (self d [03/23 03/30]) 
:tc ((bwPrinter f Binder.mql) 1\ (cPrinter f Binder.mql) 1\ (Binder f Manager)) 
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) 
mql (quality controlj 
~
~ :mission duration 
: role duration 
Temps 
FIG. 6.10- Nouvelles contraintes temporelles sur la définition de la tos contract2 
L<'s nouvelles contraintes sont exprimées sur les rôles d'imprimeurs qui doivent 
S<' t<'rminer aussitôt que le contrôle-qualité réalisé par le rôle relieur ("Binder") est 
ach<'vf>. Comme nous pouvons le voir, la définition de la mission "mq" a changé : 
l"aetion d!' contrôle-qualité n'est plus autorisée. L'agent concerné doit par consé-
qm'nt d{•léguer l'exécution du contrôle de la qualité. 
(role :name Manager :missions ((0 mm) (0 mq)) :tp () 
:tc ( (mm rn mq) 1\ (self f mq) 1\ (self s mm) ) ) 
(mission :name mm :goals (gO) :plans (pO) 
:actions () :resources () :tp () :tc ()) 
(mission :name mq :goals (g4) :plans () 
:actions () :resources () :tp () :tc ()) 
La modification de la règle n'impose aucune modification sur la définition des 
autres rôl<•s. 
En cas d"échec lors du processus de reliure par l'agent jouant le rôle "Binder", 
l'agent jouant le rôle "Manager" peut lui ordonner de renégocier les jobs d'impres-
sions, puisqu'à partir du moment où les imprimeurs ont achevé leur contrat : le 
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manager n'a plus d'autorité sur eux. L'agent jouant le rôle "Manager" peut impo-
ser une telle pénalité sur l'agent jouant le rôle "Binder" tant qu'aucun des deux 
rôles n'est terminé. Ceci sera exprimé au niveau des liens "lMbP" et "lMcp'' au 
moyen de nouvelles contraintes spécifiant que le lien doit se terminer aussitôt que 
les missions d'impressions sont achevées. 
(link :name lMbP :type Aut 
:source ( :role Manager :missions (mm mq)) 
:target ( :role bwPrinter :missions (mml) ) ... 
:tp () :tc (self f mml)) 
(link :name lMcP :type Aut 
:source ( :role Manager :missions (mm mq) ) 
:target ( :role cPrinter :missions (mm2) ) ... 
:tp () :tc (self f mm2) ) 
Le contexte d'utilisation des liens d'autorité entre le relieur ("Binder") et les 
imprimeurs a été étendu à la mission "mql". 
(link :name IBbP :type Aut 
:source ( :role Binder :missions (mm3 mql) ) 
:target ( :role bwPrinter :missions (mml) ) ... 
:tp () :tc () ) 
(link :name IBcP :type Aut 
:source ( :role Binder :missions (mm3 mql) ) 
:target ( :role cPrinter :missions (mm2) ) ... 
:tp () :tc () ) 
Ces contraintes sont plus restrictives pour la définition des liens ainsi elles 
ne risquent pas d'imposer une durée excessive ou inacceptable à la structure. En 
d'autres termes, elles ne rompent pas la validité temporelle globale de la structure 
organisationnelle temporelle que nous avons présentée dans la section précédente. 
6. 5 Discussion 
Les modèles et techniques que nous avons présentés dans ce chapitre, per-
mettent de prendre en compte de manière explicite la composante temporelle au 
sein de l'organisation. En fonction des applications, certains sont mieux adap-
tés que d'autres. Le modèle proposé est appliqué à un modèle organisationnel 
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spécifique mais devrait aisément pouvoir être transposé à tout autre modèle or-
ganisationnel. Notre choix sur un modèle s'appuyant sur la notion de structure 
organisationnelle a été influencé par les applications concrètes sur lesquelles nous 
avons travaillé. En effet, ces applications que nous verrons en troisième partie, pré-
sentent un aspect organisationnel (dynamique) se modélisant facilement à l'aide 
de structures organisationnelles. Le langage TOSL (CBOl] permet d'expliciter les 
aspects temporels internes et externes d'une structure organisationnelle et pré-
sente l'avantage de s'appuyer sur le langage d'expressions temporelles Lr défini 
au chapitre 4 complété par le langage Lw. Par rapport aux différentes approches 
présentées au chapitre 3, nous avons fait le choix de séparer explicitement les 
aspects temporels de l'organisation par rapport aux autres dimensions d'un sys-
tème multi-agents. Ces aspects temporels sont représentés eux-mêmes de manière 
explicite mais dans un format commun aux autres dimensions. Le résultat de 
ces choix nous a permis de développer un langage de spécification de structures 
organisationnelles temporelles directement interprétable au sein de l'agent. 
Par conséquent, pour utiliser et prendre en compte ces techniques et modèles 
relatifs à 1' organisation (présentés dans ce chapitre) et à 1 'interaction (cf. cha-
pitre 5) selon les besoins, il est nécessaire de définir une structure d'agent per-
mettant de gérer l'une ou l'autre indépendamment voire les deux simultanément. 
Nous proposons un modèle d'agent adapté à ces besoins dans le chapitre suivant. 
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7.1 Différents niveaux de prise en compte du temps 
dans l'agent 
Nous allons voir à présent où et comment différents aspects temporels décrits 
précédemment peuvent s'intégrer dans une architecture d'agent. Pour commencer, 
mettons l'accent principalement sur les types de temps qui peuvent intervenir dans 
un agent du fait de son fonctionnement au sein d'un SMA temporel. 
En fonction de la dimension concernée et de sa provenance, nous nous sommes 
penchés sur la nature du temps manipulé au sein de l'agent et nous distinguons 
quatre "types de temps" différents. Si nous considérons un agent constitué des 
quatre facettes a, e, i, o, ces différents temps de l'agent interviennent principale-
ment à différents endroits de l'architecture de l'agent (cf. figure 7.1). 
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msg 
a 
"Temps des 
autres" 
0 
"Temps de 
l'agent" 
"Temps 
structurel" 
FIG. 7.1 -Les temps de l'agent TAG 
Dans le contexte de travail où nous nous situons, les agents évoluent au sein 
d'un environnement très dynamique et doivent être à même de prendre en compte 
cette composante temporelle à la fois dans : 
- l'interaction pour pouvoir échanger des messages temporels. Si l'on sou-
haite caractériser ce type de Temps, cela correspond au temps des autres 
qui regroupe les aspects temporels provenant des autres agents. Il recouvre 
principalement les aspects du temps liés aux messages reçus par l'agent et 
plus généralement relatifs à l'interaction, 
1' organisation pour mettre en place et suivre une structure organisationnelle 
temporelle. Nous appelons donc ce temps le temps structurel : nous consi-
drrons que ce temps concerne tous les aspects temporels qui permettent de 
structurer le système, 
le raisonnement interne pour gérer l'ordonnancement de ses propres tâches. 
Nous appelons ce type de Temps le temps de l'agent puisqu'il concerne le 
temps qui est pris en compte uniquement au sein du raisonnement interne de 
ragent. Il constitue la partie de la composante temporelle qui est utilisée par 
ragent pour gérer son comportement en générant et déclenchant ses actions, 
1· environnement en agissant aux moments opportuns et en percevant des 
informations utiles provenant de l'extérieur. C'est à dire être capable de 
les datPr et d'effectuer un "filtrage temporel" pour vérifier et retenir ce 
qui a un sens pour l'agent. Nous distinguons donc dans cette dimension, 
1(> tempH global lié à l'environnement, c'est à dire par exemple, les aspects 
d(' la composante temporelle relatifs aux événements qui adviennent dans 
r(>nYironncment, à l'évolution des ressources, etc. 
Nous pensons que cette approche du temps peut aider à avoir une vision plus 
aisée de la composante temporelle dans un agent de la même manière que l'ap-
proche AEIO offre une vision synthétique d'un SMA. 
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Les systèmes que nous avons décrits, mettent chacun l'accent sur un aspect par-
ticulier. Cette explicitation de quatre types de temps peut offrir un angle pour 
aborder le problème temporel et s'affranchir d'une partie de la complexité et de 
la richesse de ce problème en délimitant plus clairement les aspects que nous sou-
haitons traiter. 
Le modèle d'agent a été construit et motivé à partir de nos observations issues 
de la première partie de ce mémoire. Il est également adapté aux modèles que 
nous avons définis précédemment. Enfin, afin d'être plus précis et de ne pas res-
ter à un niveau trop abstrait, certains aspects sont relatifs aux applications que 
nous présenterons en troisième partie. Cela nous permet en outre, de définir plus 
concrètement les aspects temporels. 
7.2 Architecture de l'agent : TAG 
L'architecture d'agent temporelle ( TAG : Temporal Agent) que nous propo-
sons, comporte quatre modules périphériques s'articulant autour d'un cinquième 
central (cf. figure 7.2). Les quatre modules représentent les différentes facettes 
a, e, i, o et le cinquième rassemble les mécanismes relatifs au contrôle et à la 
coordination des facettes ainsi que les états mentaux (MS) propres à chacune des 
facettes de l'agent. Ces facettes fonctionnant de manière autonomes et indépen-
dantes, il est nécessaire de mettre en place un contrôleur permettant de s'assurer 
qu"<'lles n'interfèrent pas entre elles en prenant des décisions irrationnelles ou ne 
pron>quent pas d 'interblocages. 
Internai reasoning 
a 
Environment 
Control 
MS 
0 
Organization 
FIG. 7.2 - Architecture d'agent temporel : TAG 
:\"ons m·ons orienté notre architecture vers un fonctionnement des facettes au-
tononw Pt indépendant des autres facettes. Chacun des modules15 sera défini plus 
151\ous utilisons le terme "module" plutôt que "composant" dans le sens où cette architecture 
n'est pas une architecture d'agent à base de composants comme on peut le trouver dans [MBOl] 
[Ricül]. 
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précisément dans ce qui suit mais pour commencer, nous décrirons les aspects 
généraux. Ainsi, la totalité de l'agent (chacun des modules présentés ci-dessus) 
utilise une base de connaissance propre à l'agent. 
Etats mentaux de l'agent 
Comme nous l'avons dit, nous nous intéressons à des agents de type délibéra-
tifs. Notre modèle d'agent s'inspire du modèle BDI (cf. chapitre 1.2) et utilise une 
base de connaissance qui gère des états mentaux. Cette base de connaissance est 
structurée également selon les facettes : les états mentaux goal, belief, intention et 
s-commit pour la notion d'engagement (cf. section 4.2.1) sont classés en fonction 
de la facette ( a,e,i ou o) à laquelle ils appartiennent. Ce classement permet de 
simplifier les traitements ainsi que les recherches au sein de la base de connais-
sance de l'agent. Les états mentaux possèdent une estampille temporelle spécifiant. 
leur validité. La maintenance de la base de connaissance se trouve plus aisée car 
chacune des facettes peut retirer un état mental devenu désuet16 . Tous les aspects 
temporels sont spécifiés avec le langage d'expressions temporelles Lr 
Ces choix nous permettent d'avoir une représentation uniforme et donc un 
modèle unifié d'expression et manipulation du temps au sein de l'agent. 
A présent, nous allons compléter la description de notre modèle d'agent en pré-
sentant chacun des modules de l'architecture. 
7.3 Facette Interaction 
La facette interaction de l'agent fonctionne de manière indépendante et auto-
nome en suivant un cycle spécifique. Pour décrire le fonctionnement, nous adop-
terons une approche descendante. Ce cycle comporte trois phases principales qui 
sont : 
1. la réception de messages consistant à vérifier si des messages ont ét<" reçus 
et restent en attente d'être traités. 
2. le traitement des messages qui concerne l'interprétation des nouveaux mes-
sages, la vérification et la mise à jour des états mentaux liés à l'interaction 
et la préparation des messages à émettre. 
3. l'émission des messages en attente d'être envoyés. 
La phase intermédiaire traitement des messages est évidemment la plus com-
plexe et se décompose en différentes sous-phases. Prenons le cas de réception de 
message et de message à émettre : 
16Il est possible d'intégrer à ce niveau un gestionnaire d'historique permettant de garder une 
trace au besoin des états mentaux qui sont retirés au lieu de les supprimer directement. Notre 
contexte d'application ne nous a pas amené à spécifier un tel gestionnaire. 
118 
7.3. Facette Interaction 
Réception Traitement Emission 
des messages des messages .. des messages 
: ~ .. 
····· ··-.. 
• ·'. Connaissana:; •• 
:. ~ternes ~liées à) 
•. 1 Interaction) •• ~ .. 
•• .......... •• uilli.i:·.. Conversation 
............ ··. . ... ·t::::.... ,--------j 
: Connaissances •. tilise Protocole 
:. & Informations ,:<::1· · · ~ · · · · · · · ,-------1 
• •• externes • ·' Message 
............... · 
FIG. 7.3- Fonctions de traitement de l'interaction 
Message reçu : 
Le message est interprété en traitant chacune des parties relatives à l'interaction 
1. L'identifiant de conversation est confié à la partie gestion de conversation (cf. 
fig 7.4) qui contient et active les mécanismes de gestion de conversations. 
En l'occurrence, une structure de conversation est mise à jour ou est créée 
si on se trouve en début de conversation. 
2. Les informations liées au protocole sont interprétées comme par exemple la 
mise en place d'une garde temporelle pour envoyer la réponse, la vérifica-
tion du respect du protocole et la proposition de transitions possibles. Les 
informations au sujet du protocole sont situées dans une base de protocoles 
(cf. fig 7.4) . 
3. Le message en lui-même est interprété en reconstruisant l'état mental corres-
pondant à l'intention du locuteur à partir des champs mas (sma) et content 
(contenu) du message. 
Message à énaettre : 
Le message est construit en réutilisant un identifiant de conversation à partir d'une 
conversation existante ou en en créant une nouvelle si nécessaire (cf. chapitre 5.4). 
Ensuite le message est construit en sélectionnant l'état suivant du protocole en 
cours (cf. chapitre 5.3) ou un protocole satisfaisant dans le cas d'une nouvelle 
conversation. Enfin chacun des champs du message en lui-même sont complétés 
(cf. chapitre 5.2). Le temps est géré par l'intermédiaire d'états mentaux de type 
interaction et cette gestion s'appuie sur le gestionnaire de relations entre inten·alles 
GRIS pour vérifier le respect des contraintes temporelles comme une date limite 
de réponse. 
Cette description brève permet d'avoir une idée du fonctionnement mais des 
exemples concrets seront donnés en troisième partie. 
119 
Chapitre 7. Modèle d'agent temporel : TAG 
Message TACL 
Couche 
bas-niveau 
(TCP-IP) 
Base d'états mentaux 
FIG. 7.4- Interprétation des trois niveaux du message 
7.4 Facette Organisation 
Le fonctionnement de cette facette consiste à maintenir valide une entité orga-
nisationnelle instanciée à partir d'une structure organisationnelle. Chronologique-
ment, l'agent dispose d'un ensemble de structures organisationnelles spécifiées en 
langage TOSL (chargées à l'initialisation de l'agent) qui lui permettent de mettre 
en place une entité organisationnelle temporelle. Cette entité est mise à jour à 
partir des informations parvenant à la facette organisation (vérification des états 
mentaux concernant l'organisation) et maintenue à jour sur le plan temporel par 
le gestionnaire organisationnel. 
Par exemple, si une structure organisationnelle de type "contract" (cf. exemples 
du chapitre 6) est mise en place dans le SMA, les agents chargent la structure 
correspondante et l'instancient (créant ainsi une entité organisationnelle) à mesure 
que les informations organisationnelles leur arrivent. Ces informations peuvent 
être par exemple : "l'agent X joue le rôle Manager pendant l'intervalle de temps 
T", "l'agent X cherche un agent Imprimeur", etc. 
Le gestionnaire d'organisation s'appuie sur le gestionnaire de relations entre 
intervalles GRIS pour traiter et maintenir les aspects temporels de la structure 
organisationnelle active (ou entité organisationnelle). 
Cette facette fonctionne de manière autonome et indépendante dans le sens où 
elle gère uniquement les informations organisationnelles sous forme d'états men-
taux temporels, la disparition ou l'apparition d'une croyance se fait de concert avec 
la mise à jour de l'entité organisationnelle correspondante. Cette facette s'appuie 
uniquement sur ses connaissances organisationnelles pour vérifier la cohérence des 
informations provenant de l'extérieur. 
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Cycle du gestionnaire d'organisation Le cycle lié au gestionnaire d'organi-
sation est également simple (cf. figure 7.5). Deux types de tâches sont distinguées : 
1. l'instanciation de la structure organisationnelle, qui permet de spécifier quel 
agent joue quel rôle et éventuellement quelle mission. Cette instanciation 
se fait à partir de l'arrivée d'états mentaux liés à l'organisation. Lorsque 
l'agent lui-même décide de prendre part à la structure organisationnelle, il en 
informe les autres agents (pour l'instant, un message de type "broadcast" est 
envoyé) ce qui entraînera une instanciation de la structure organisationnelle 
par ces agents. 
2. la maintenance temporelle de la structure17 qui concerne la mise à jour de 
la structure à partir des informations temporelles disponibles : un rôle qui 
est terminé est "retiré" de la structure, par exemple. 
Gestionnaire de 
relations entre 
intervalles (GRIS) 
Gestionnaù'e d'organisation 
[mmnœnance 
temporelle 
~ 
Strucwre organisationnelle 
instanci6e. 
Bibliothèque de structures 
organisationnelles temporelles 
Base d'états mentaux 
II<:ÙS 
venant de 
l'cxtbicur 
(autres facettes) 
FIG. 7.5 - Fonctionnement du gestionnaire de structure organisationnelles tem-
porelles 
7.5 Facette agent ou raisonnement interne 
La fae<'tte agent (ou raisonnement interne) contient les mécanismes de l'agent 
pour g{'I'<'l' et ordonner ses actions. Notre architecture reprend un modèle rela-
ti\'<'m<'nt classique (s'appuyant sur la hiérarchie Goal, Plan, Action) mais qui a 
donni' li<'u à de nombreuses variantes. Ce modèle est issu du monde industriel qui 
distingu<' les trois niveaux : 
1. stratégique correspondant à la notion de but (Goal) 
2. tactique qui concerne les moyens concrets, les "recettes" de réalisation (Plan) 
permettant d'atteindre les buts du niveau stratégique. 
17Nous utilisons ici également le terme de "structure" organisationnelle pour uniformiser la 
dénomination des traitements mais cette structure étant instanciée, le terme adéquat est "entité 
organisationnelle". 
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3. opérationnel est relatif aux actions primitives qui sont directement exécu-
tables et qui constituent les plans du niveau tactique. 
Notre modèle manipule donc des buts, satisfaits au moyen de plans qui cor-
respondent à une séquence d'actions directement exécutables par les agents. La 
forte dépendance avec l'application explique pourquoi nous ne pouvons donner 
beaucoup de précisions ici. Ces aspects seront précisés et complétés au chapitre 8. 
Cycle de traitement interne 
Le cycle de traitement du raisonnement interne comporte quatre opérations 
différentes qui sont l'adoption, le raisonnement, la décision et l'engagement (cf. 
figure 7.6). 
,' 
,' 
Comitting 
FIG. 7.6 - Les phases du raisonnement de l'agent TAG 
Le raisonnement interne d'un agent sélectionne parmi les buts qu'il peut pour-
sui\Te (qui ont été adoptés: phase d'adoption), certains buts réalisables (phase de 
raisonnement). Il sélectionne ensuite un plan (phase d'engagement) permettant 
d'atteindre ce but parmi ceux disponibles (phase de décision). Le plan est ensuite 
suiYi et réalisé action par action. De nombreuses études et méthodes (GANTT, 
PERT, etc.) et même des logiciels (Ilog Solver, Ilog Planner, Ilog Scheduler, mo-
dules spécialisés de SAP, etc.) permettent de s'affranchir des problèmes relatifs 
aux notions d'ordonnancement et de planification, c'est pourquoi nous ne revenons 
pas dessus dans le cadre de ce mémoire. Sur le plan temporel, les "savoir-faire" de 
l'agent sont spécifiés avec une durée de réalisation maximale permettant de s'as-
surer en cas de réalisation qu'il est au moins réalisable dans le temps demandé. 
La figure 7.6 souligne également l'intervention possible de la facette contrôle que 
nous présenterons en section 7.7. 
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7.6 Au sujet du traitement de l'environnement 
Comme nous l'avons vu, la composante temporelle est peu exploitée au niveau 
de l'environnement dans les SMA. Dans le cadre de notre travail, cet aspect est 
également peu développé car les applications sur lesquelles nous avons travaillé ne 
nécessitaient pas un modèle d'environnement temporel explicite. 
Cependant, nous proposons une description sommaire de la facette environne-
ment qui est avec la facette interaction, la seule facette de l'agent possédant des 
entrées/ sorties avec l'extérieur de l'agent (cf. figure 7. 2). 
Le fonctionnement de la facette environnement peut être similaire à ce qui est 
proposé dans l'architecture présentée par Barbara Hayes-Roth pour Guardian (cf. 
section 3) avec deux fonctions principales : 
1. une fonction d'" entrée" (perception) permettant de percevoir et sélectionner 
des événements provenant de l'environnement, de les estampiller temporelle-
ment afin d'en faire des connaissances accessibles et utilisables par les autres 
facettes. 
2. une fonction de "sortie" (action) qui se charge d'interpréter "l'agenda" (ac-
tions ordonnancées) prévu par la facette raisonnement interne et d'exécuter 
au bon moment chacune des actions demandées. 
7. 7 Contrôle des facettes 
:\ous avons vu au chapitre 3 que la composante temporelle peut concerner 
d<> nombreux aspects; certains relevant directement de l'application ( ordonnan-
c<>ment des tâches), d'autres plutôt relatifs à l'aspect "multi-agent" (gestion tem-
por<>lles des communications, respect des protocoles et d'une structure organisa-
tiomwlle. etc.). Tous ces aspects doivent pouvoir être pris en compte au sein du 
nwdE'•lP d'agent. Cependant, selon les applications ou les objectifs du SMA (cf. 
chapitrP 1), tous ces aspects ne doivent pas obligatoirement être pris en compte 
sinmltan{•merlt. Pourtant bien qu'étant très complexe à gérer, une vision complète 
dPs asp<•ets temporels peut éventuellement imposer la combinaison de tous ces 
aspPcts. CP chapitre propose ainsi une possibilité d'intégrer et de généraliser les 
llHHli>IPs dïnteraction et d'organisation temporels présentés dans les chapitres qui 
pr{•c<~d<•nt. L'agent servant alors de "creuset" récoltant les outils nécessaires pour 
poumir prendre en compte tel ou tel aspect de la composante temporelle. Nous 
prù·isons que le modèle d'agent proposé ici n'est qu'"un" creuset possible permet-
tant d<• dïntégrer et éventuellement rassembler les outils définis dans les autres 
chapitrPs ( -1, 5 et 6) de cette partie. 
Le modèle en facettes décrit précédemment permet de pouvoir prendre en 
compte chacune des dimensions du temps mises en exergue au début de ce cha-
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pitre : 
- le temps dans l'agent avec la facette raisonnement interne (a(t)), 
- le temps dans l'environnement avec (e(t)), 
- le temps dans l'interaction avec (i(t)), 
- le temps dans l'organisation avec (o(t)). 
Cependant, comme nous l'avons souligné en conclusion du chapitre 3, les ar-
chitectures d'agent existantes (cf. section 3.5) imposent une gestion particulière 
du temps au sein de l'agent : généralement, une des facettes, souvent le raison-
nement interne de l'agent (a(t)) est prépondérante sur les autres. Cette gestion 
particulière est souvent accompagnée d'une propagation unidirectionnelle au sein 
des autres facettes. Notre modèle propose un fonctionnement "indépendant" des 
facettes ou du moins, permet à chacune des facettes de fonctionner même en l'ab-
sence de l'une ou l'autre des autres facettes. Par exemple, nous pouvons définir 
un agent social temporel et passer à un agent temporel interagissant en inhibant 
o(t) ou encore à un agent autonome temporel en désactivant également i(t). 
Nous avons également pu remarquer que, lorsque le temps était pris en compte 
dans différentes facettes, il n'était pas possible de modifier dynamiquement l'ordre 
dans lequel il était pris en compte. Ces deux limitations sont un frein à un vé-
ritable raisonnement temporel intégrant l'ensemble des dimensions qu'apportent 
les modèles manipulés au sein des SMA. En effet, selon les applications, il pPut 
être intéressant de pouvoir privilégier la contrainte temporelle issue d'une r('lation 
avec un autre agent ou liée au rôle dont l'agent est responsable, par rapport aux 
contraintes temporelles relatives au plan qu'il est en train d'exécuter (possibilités 
de "procrastination"). Dans d'autres cas, l'inverse pourra être plus intéressant. De 
même, pour interaction/raisonnement interne ou même interaction/ organisation. 
De manière générale, il est donc nécessaire de définir un mécanisme offrant 
la possibilité de privilégier une facette par rapport aux autres et pouvoir ainsi 
spf>cifier des comportements d'agents dirigé par l'organisation (comportement que 
nous appelons o-driven) ou par l'interaction ( i-driven ), par exemple. Le contrôleur 
que nous présentons dans cette section, peut jouer ce rôle. 
7. 7.1 Fonctionnalités du contrôleur 
La composante contrôle du modèle TAG a trois fonctions 
1. une fonction de vérification pour répondre à des questions du type "ai-je le 
droit" de jouer tel rôle, d'effectuer telle action, etc. 
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2. une fonction de contrôle (au sens "maîtrise") qui s'appuiera sur des stratégies 
pour valider des choix dans la sélection des buts, des plans, etc. De manière 
pragmatique, cette fonction permettra de répondre à une question de type : 
"quelles sont les autres possibilités disponibles?". 
3. une fonction de comportement "pathologique" qui spécifiera le comportement 
de l'agent en cas de problème. Ces problèmes peuvent être le non respect de 
règles organisationnelles, de contraintes temporelles spécifiées ou n'importe 
quel type d'infraction susceptible d'entraîner un comportement incohérent 
de l'agent (et donc du SMA). Cette dernière fonction consiste à offrir une 
réponse à la question : "que dois-je faire en cas d'infraction?". 
La composante contrôle peut se révéler très riche et très complexe et dans le 
cadre de ce travail, nous illustrons uniquement des aspects relatifs au respect 
des aspects temporels. Dans ce mémoire, nous considérons que la fonction de 
vérification s'appuie sur la structure organisationnelle pour vérifier le respect des 
règles. La fonction de contrôle s'appuie sur des règles stratégiques simples comme 
"priorité à la rapidité d'exécution" qui permettra de choisir le plan le plus rapide à 
exécuter ou bien "fiabilité maximale" qui consistera à choisir le plan qui imposera 
à l'agent de déléguer le moins de tâches possibles par exemple donc de choisir un 
plan dont il est capable de réaliser un maximum d'actions sans devoir faire appel à 
d'autres agents. Ces aspects relèvent du contrôleur puisqu'ils peuvent être relatifs 
à différentes facettes : la stratégie "fiabilité maximale" par exemple peut être 
imposée par l'organisation : un agent échouant à réaliser les tâches pour lesquelles 
il s'est engagé, peut ensuite être évincé d'une alliance interorganisationnelle. 
7. 7.2 Spécification de comportement 
La fonction de contrôle décrite ci-dessus se prête bien à la mise en œuvre d'un 
comportement comme évoqué précédemment. En effet, il suffit de mettre en place 
(éventuellement temporairement) une stratégie privilégiant une facette particu-
lière : si l'on souhaite mettre en place un comportement "o-driven", le contrôleur 
appliquera une stratégie permettant de respecter les aspects organisationnels avant 
tout autre. 
Les différents comportement que l'on peut spécifier sont les suivants : 
1. o-driven qui privilégie les aspects organisationnels. Ce comportement peut 
être schématisé de la manière présentée sur la figure 7.7. 
i(t) 
a(t) ...... .__ ...... ~ o(t) / 
" 
e(t) 
FIG. 7. 7- Le comportement o-driven 
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2. i-driven qui satisfait avant tout les contraintes liées à l'organisation. Le 
comportement i-driven se symbolise de la manière présentée sur la figure 7.8. 
o(t) 
a(t) ...... .._ .... ~ i(t) / 
"" 
e(t) 
FIG. 7.8 - Le comportement i-driven 
3. a-driven qui permet de s'assurer que l'agent respecte son plan de charges en 
ignorant les informations provenant des autres facettes. Nous symbolisons 
ce fonctionnement avec la figure 7.9. 
o(t) 
i(t) ~a(t)/ 
"" 
e(t) 
FIG. 7.9 - Le comportement a-driven 
4. e-driven qui privilégie les aspects relatifs à l'environnement et se peut se 
schématiser de la manière présentée sur la figure 7.10. 
o(t) 
i(t) ~e(t)/ 
"" 
a(t) 
FIG. 7.10- Le comportement e-driven 
Il est ainsi possible de particulariser le fonctionnement de l'agent en fonction 
du déroulement des échanges entre facettes. Nous allons à présent illustrer ces 
différents échanges. 
7. 7.3 Echanges de messages entre les facettes 
Nous avons évoqué à plusieurs reprises précédemment, que différentes infor-
. mations transitent entre les facettes. Afin d'illustrer nos propos, nous présentons 
quelques exemples concrets de messages susceptibles d'être échangés : 
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- de la facette interaction vers la facette organisation : lors de la réception 
d'un message, la facette interaction peut interroger la facette organisation 
afin de vérifier si un lien d'autorité impose une réponse positive au message. 
- de la facette organisation vers la facette interaction : lorsque l'agent décide 
de jouer un rôle; il en informe les autres en envoyant un message par le biais 
de la facette interaction. 
- de la facette raisonnement interne vers la facette organisation : lorsqu'un 
agent souhaite exécuter un plan avec une action qu'il n'est pas capable de 
réaliser lui-même, il interroge la facette organisation pour obtenir un agent 
capable de réaliser l'action à qui il pourra déléguer la tâche. 
- de la facette agent vers la facette interaction : pour déléguer une tâche, le 
raisonnement interne passe les informations à la facette interaction pour que 
cette dernière envoie un message à l'agent concerné. 
Comme nous l'avons vu, le contrôle offre une possibilité de gérer ces "interac-
tions" entre les facettes permettant ainsi mettre des priorités sur l'une ou l'autre 
des facettes. 
L'intervention du contrôle dans le fonctionnement normal est dépendant des 
choix faits au niveau de l'application. En effet, il n'est pas toujours nécessaire 
d'avoir un contrôle omniprésent à chaque étape de raisonnement de l'agent. Nous 
présentons cependant dans la section suivante, un exemple de fonctionnement 
global de l'agent permettant de comprendre l'intervention de chacune des facettes. 
D'autres exemples seront proposés dans la troisième partie. 
7.8 Exemples de fonctionnement 
Pour terminer, nous allons voir différents exemples de fonctionnement afin 
d'illustrer les notions abordées dans ce chapitre. 
Imaginons qu'un agent reçoive un message lui spécifiant de réaliser une impression 
dans 1 'heure avec une réponse dans la minute. 
Le fonctionnement "classique" pourrait être le suivant (cf. figure 7.11) : 
1. le message est traité par la facette i(t), une garde est mise en place pour 
respecter le délai sur la réponse, 
2. le contenu est décodé et mis à jour sous forme d'état mental concernant 
la facette a(t) qui va évaluer en fonction de son plan de charge et de ses 
capacités si l'impression est réalisable dans le délai demandé, 
3. la facette o( t) vérifie le respect de la structure organisationnelle (que le rôle 
de l'agent, par exemple, autorise l'exécution d'une mission d'impression), 
4. la facette i(t) élabore ensuite la réponse et l'envoie avant que l'échéance soit 
passée. 
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5. la facette e(t), enfin, génère l'action correspondant à l'impression demandée 
au moment prévu. 
MsgTACL: 1. arrivée d'un 
message demandant 
l'exécution d'une 
tache. 
""0111[----------
4 réponse en accord - - - -
avec les contraintes 
du protocole 
2 vérification des savoir-faire, 
du plan de charges, etc ... 
e 
-+--5--~ Exécution de la tache 
au moment prévu 
3 vérification du respect 
de la structure organisationnelle 
temporelle. 
FIG. 7.11- Exemple de fonctionnement de TAG 
Ce déroulement ne précise pas l'intervention du module de contrôle qui comme 
nous l'avons dit, peut être configuré pour donner son accord à chaque étape. A 
présent, imaginons que le module de contrôle de l'agent spécifie un comportement 
spécifique : 
- l'agent est a-driven, il possède un plan de charge très lourd, le message ne 
sera pas traité pour privilégier les traitements liés au raisonnement interne. 
- l'agent est o-driven, le contrôleur empêche toute action enfreignant la struc-
ture organisationnelle par exemple , 
- l'agent est i-driven, tous les messages sont traités et si la réponse n'est pas 
prête dans les délais, le contrôle privilégie le respect des aspects relatifs à 
lïnteraction en imposant l'envoi d'une réponse négative. 
- l'agent est e-driven, le contrôleur privilégie les traitements liés à la facette 
e(t) comme par exemple, les informations captées dans l'environnement pro-
wnant de l'imprimante (manque de papier, manque d'encre, etc.). 
7.9 Discussion 
Le mod<'IP d'agent que nous avons décrit, peut intégrer les modèles liés à l'in-
teraction Pt à l'organisation que nous avons proposés dans les chapitres précédents. 
Il perm<'t Ull<' représentation uniforme des aspects temporels dans toutes les fa-
cettes eu autorisant un fonctionnement indépendant de chaque facette et ainsi 
la définition dP différents types d'agent temporel. Cela nous permet de définir 
un agent t<'mporel A(t) par le sextuplet suivant correspondant à quatre facettes 
temporelles. uu mécanisme de contrôle (®(t)) et une structure d'états mentaux 
(AIS) : 
A(t)= {a(t), e(t), i(t), o(t), ®(t), MS} 
Cette flexibilité quant à la définition du type d'agent est renforcée par la 
mise en place d'un module de contrôle permettant de spécifier un comportement 
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particulier et gérer une coordination temporelle au sein de l'agent. Cela nous 
permet de définir également le fonctionnement d'un agent temporel (FA(t)) par 
une combinaison entre les différentes facettes temporelles et un module de contrôle 
temporel ( ® ( t)) gérant les interactions entre ces facettes : 
FA(t)=®(t) (a(t), e(t), i(t), o(t)) 
Le fonctionnement d'un agent temporel correspond à la combinaison des quatre 
facettes temporelles possibles (a(t), i(t), e(t) et o(t)) contrôlées temporellement 
par le contrôleur (®(t)) qui spécifie le comportement de l'agent. La focalisation 
de notre étude sur les aspects temporels dans les SMA nous a amené à envisa-
ger de se servir de la dimension temporelle pour aborder au niveau de l'agent, la 
problématique de la coordination sous l'angle temporel. En effet, nous avons vu 
que la prise en compte du temps peut faciliter la coordination des facettes puis-
qu'elle permet de s'assurer que les agents agissent au bon moment et en accord 
avec ce qui a été définis (règles d'interaction : protocoles, règles d'organisation : 
structures organisationnelles). 
Ce modèle a été instancié sur deux applications qui sont décrites dans la partie 
suivante. 
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Troisième partie 
Applications temporelles 
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Introduction 
Dans cette partie, nous abordons des aspects plus concrets tels que l'implé-
mentation des modèles proposés et leur application et mise en œuvre sur des cas 
d'application. 
Cette partie commence avec un chapitre consacré à l'implémentation du modèle 
sur la plate-forme multi-agent MAST qui est développée au sein du laboratoire .. 
Nous présentons ensuite deux applications permettant de valider notre modèle de 
prise en charge explicite du temps dans un SMA : 
1. la première application est relative à la gestion d'alliances d'ateliers d'im-
pression permettant de mettre en exergue un fonctionnement i-driven ainsi 
qu'un comportement o-driven selon les phases de l'application. 
2. la seconde application concerne une entreprise fonctionnant sous un mode 
de gestion par projet. Nous verrons que l'on peut considérer que cet exemple 
nous permet de mettre en place une gestion orientée par l'organisation ( o-
driven). 
Ces deux applications sont développées dans des objectifs différents : elles 
illustrent la résolution distribuée de problèmes pour la première et la simulation 
décentralisée de problèmes pour la deuxième. 
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('p chapitre concerne l'implémentation des modèles et les techniques utilisées. 
Il <·ompl<'t<' notamment le chapitre précédent sur le modèle agent en décrivant 
lPs dwix qui ont été faits pour le mettre en œuvre. Dans le cadre de notre tra-
\ëtil. lPs stations de travail sont synchronisées grâce au logiciel rdate [rda94] et 
au protocole ntp [l\1il01] mais d'autres possibilités sont disponibles (" timed" sys-
t<'m<' dimt-serveur sous forme de package java [Sch98]). Nous commencerons par 
pr{•s<'!lt<•r la plate-forme sur laquelle nous avons implémenté les modèles propo-
sés pr<•c<·demment. Nous compléterons la description du gestionnaire de relations 
entr<' intPrvalles GRIS pour montrer son intégration au sein de la plate-forme. 
Nous dE'crirons ensuite les aspects liés à la mise en œuvre de TAG puis nous nous 
intéresserons à ceux concernant les langages TACL et TOSL. 
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8.1 Plate-forme multi-agents MAST 
Pour commencer, nous précisons dès à présent que cette plate-forme est ac-
tuellement en cours de développement. La plate-forme MAST (Multi-Agent 
System Toolkit) est un environnement de développement et de programmation 
orientée multi-agents. Elle a deux objectifs : 
1. fournir un environnement de développement pour construire des applications 
multi-agents (analyse, conception et programmation), 
2. fournir une infrastructure d'exécution répartie et de test des applications 
multi-agents développées (validation, test, exploitation). 
Aucun type d'application n'est a priori privilégié. Ainsi, le travail décrit dans ce 
mémoire a également pour objectif spécifique d'offrir et d'intégrer des moyens de 
prendre en compte des applications dans lesquelles la dimension temporelle doit . 
être explicitée. 
8.1.1 Services offerts 
La plate-forme MAST a pour objectif de proposer les services suivants au 
programmeur : 
1. un environnement d'exécution répartie des agents et de différents logiciels 
intempérant au travers de la plate-forme (module appelé "Del\IAS"), 
2. des outils d'observation, de mise au point et de test tant pour les agents 
que pour le système, ainsi que des outils d'administration d'une application 
multi-agents ("AdMAS") 
3. des modèles réutilisables permettant d'organiser les traitements, de défi-
nir la structure d'échange commune, de définir les schémas de contrôle en 
termes de modèles d'Agent, d'Environnement, d'Interaction, d'Organisation 
("GeMAS"), 
4. des interfaces de développement d'applications multi-agents selon une mé-
thodologie d'analyse et de conception ("MeMAS"). 
Cependant, au stade de développement actuel, par rapport aux plates-formes 
existantes (Madkit, JADE, ZEUS, Volcano ), MAST est avant tout un enYironne-
ment de développement avant d'être un environnement d'exécution. 
8.1.2 Outils génériques 
Au sein de la composante GeMAS, différents outils sont disponibles sur la 
plate-forme afin de développer un SMA. A propos des applications mises en place 
dans ce travail, deux outils sont utilisés 
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d'administration et 
de monitoring 
FIG. 8.1 -La plate-forme MAST 
1. dans le cadre des études menées sur la dimension temporelle, nous avons 
ainsi développé un Gestionnaire de Relations en IntervalleS (GRIS) (cf. sec-
tion 4.3) qui est basé sur le gestionnaire de graphes temporels Timegraphl-11. 
GRIS est un outil à part entière, adapté sur la plate-forme MAST et ca-
pable de fonctionner de manière indépendante. Il offre en outre un éditeur 
de graphes, une interface homme/machine permettant à l'utilisateur de ren-
trer des contraintes temporelles, de générer le graphe correspondant ainsi 
que toutes les relations temporelles possibles (ou souhaitées) qui peuvent 
en être déduites. Les relations entre objets temporels sont symbolique mais 
ce moteur peut traiter également des données numériques. Ce gestionnaire 
est codé en langage java et peut être utilisé par les agents pour déduire de 
nouvelles contraintes temporelles à partir d'un ensemble d'intervalles donné. 
La gestion du temps se fait de manière explicite avec le choix d'un temps 
linéaire, discret. La structure est basée sur la théorie d'Allen avec un temps 
manipulé sous forme d'intervalle traduit ensuite sous forme d'instants pour 
être utilisé dans les algorithmes de TimeGraph. Des copies d'écran illustrant 
ces fonctionnalités annexes sont présentées en annexe A. 
2. un autre outil permettant de faire du raisonnement à base de règles a été 
adapté pour l'environnement MAST, il s'agit de JESS (Java Expert System 
Shell). Ce moteur d'inférence a été développé en Java et interprète les règles 
écrites en langage CLIPS. Des agents raisonnant à base de règles et utilisant 
ce moteur peuvent donc être développés sur MAST. Les règles peuvent être 
chargées à partir d'un fichier permettant de spécialiser le comportement d'un 
agent ou bien être ajoutées et modifiées en fonctionnement. 
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8.1.3 Ressources diverses liées à l'interaction et l'organisa-
tion 
Actuellement, seul le langage d'interaction temporel TACL permet de prendre 
en compte la dimension temporelle dans les interactions. Quelques protocoles tem-
porels (issus des besoins applicatifs) initient une bibliothèque de protocoles (cf. 
dans la suite section 8.4) qui s'étoffera avec le temps et étendra ainsi les possibi-
lités d'interactions offertes aux agents. Quant à l'organisation, quelques exemples 
de structures organisationnelles temporelles (tas) ont été développées (issues éga-
lement des besoins des applications sur lesquelles nous avons travaillé). Il faut 
reconnaître qu'à la différence des protocoles définis, ces différentes tas sont étroi-
tement liées à l'application et donc difficilement réutilisables dans d'autres SMA. 
Cependant, le "canevas" sous-jacent peut être utilisé pour redéfinir ou adapter ra-
pidement une nouvelle tas en attendant la finalisation d'outils s'appuyant sur les 
grammaires respectives définies (structure organisationnelle, protocole temporel). 
Après avoir décrit la plate-forme sur laquelle ce travail a été implanté. Intéressons 
nous plus particulièrement à sa mise en œuvre effective. 
8.2 TAG · Description et schémas d'implémenta-
tion 
:'\ous présentons dans cette section, la mise en œuvre du modèle d"agent tem-
porC'l (cf. figure 8.2) et le schéma d'implémentation de l'agent à raide d'un dia-
grallllll(' de classes18 (cf. figure 8.3). Afin de rendre la structure du code plus claire, 
nous m·ons également essayé de suivre et de faire apparaître pour l'implémenta-
tion rapproche a, e, i, o. 
- La facette interaction utilise une base de connaissances sur l'interaction (KI), 
}(' langage TACL et la structure de protocoles temporels TIP. 
La facPtte organisation utilise des connaissances liées à l'organisation (KO), 
1(' langage TOSL pour charger une structure organisationnelle temporelle. 
La fac<>tte de raisonnement interne (RI) intègre des connaissances sur le 
raisomwment (KR) (connaissances sur ses propres compétences). 
La fac·ptte environnement n'apparaît pas dans notre implémentation car elle 
Pst J><'U développée dans notre cadre d'application. Ainsi les connaissances 
sur l"c•nvironnement (lois d'évolution par exemple) sont intégrées à la facette 
RI. 
18Notation Ul\IL, les cardinalités, les noms de rôles, etc. sont omis 
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FIG. 8.2- Architecture d'agent temporel social TAG 
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FIG. 8.3- Diagramme de classes de TAG 
8.2.1 Structure des différentes entités mentales manipulées 
Xous allons passer en revue chacune des entités mentales utilisées par les fa-
C<'tt('s d<:' l"agent. 
But 
:\ous adoptons pour la description un point de vue "structure de donnée". 
(goal) : := :id (goal-id) 
:facet (facet) 
:time (time) 
:content (content) 
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:status (status) 
:has-subgoal (has-subgoal) 
:has-plan (has-plan) 
- (goal-id) correspond à l'identifiant du but. 
- (facet) spécifie l'ensemble des facettes auxquelles peut appartenir le but. La 
mention undefined permet de prendre en compte le cas où un but ne pourrait 
être attribué à une facette particulière comme par exemple un but imposant 
uniquement une sécurité maximale. 
(facet) : := a 1 e 1 i 1 o 1 undefined 
- (time) permet de spécifier des contraintes temporelles sur un but. Il peut 
contenir les valeurs min et max qui correspondent respectivement à une 
date au plus tôt (respectivement tard) de début, et une évaluation de la 
durée nécessaire pour accomplir ce but. Les champs sont spécifiés sous forme 
d'expressions temporelles dans le langage Lr (cf. chapitre 4). 
(time) : := (min, max, duration) 
- (content) correspond au contenu du but en spécifiant son type (champ relatif 
à l'application) comme le fait qu'il soit "dépendant du domaine" ou relatif 
à une phase spécifique de traitement comme nous le verrons au chapitre 10 
par exemple et son expression dans le champ value. 
(content) : := ( :type (type) :value (value)) 
- (status) spécifie l'ensemble des états qu'un but peut prendre pendant le fonc-
tionnement de l'agent. Le cycle de vie d'un but est précisé dans la figure 8.4 
ci-dessous. 
(status) : := new 1 chosen 1 activated 1 rejected 1 failed 1 done 
Kous considérons qu'un but est satisfait ( done cf. figure 8.4) lorsque toutes 
les actions décrites dans l'un des plans du but, ont été accomplies avec 
succès. 
- (has-subgoal) permet de préciser si le but se décompose en sous-buts en 
donnant la liste de ses sous-buts. 
(has-subgoal) : := '('(goal-id)*')' 
- (has-plan) spécifie l'ensemble des plans permettant de réaliser ce but. Ce 
champ correspond à une liste d'identifiants de plans. 
(has-plan) : := '('(plan-id)*')' 
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FIG. 8.4 - Le cycle de vie d'un but 
Plan 
Une structure de plan contient 
- l'identifiant du but qu'il permet de réaliser la liste des identifiants des actions 
qui doivent être réalisées, 
- le langage utilisé est semblable à celui de description des arbres de proto-
coles (cf. chapitre 5.3) permettant de spécifier si besoin est la séquence, la 
concurrence ou l'alternative, 
- le temps nécessaire à l'exécution complète du plan. 
- l'état actuel du plan. 
(plan) : := :goal (goal-id) 
:content-list '(' (action-id)* ')' 
:time (time) 
:status (status) 
(status) spécifie l'ensemble des états qu'un plan peut prendre pendant le fonc-
tionnement de l'agent. 
(status) : := running 1 failed 1 done 
L'échec (Jailed) ou la réussite (done) d'un plan génère une mise à jour de 
l'état du but associé (champ status décrit ci-dessus) 
Action 
Une action est décrite par un identifiant. 
(action) : := :id (action-id) 
Nous décrivons l'action de manière la plus simple possible car certaines ca-
ractéristiques de réalisation de ces actions ne peuvent être spécifiées de manière 
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abstraite. En effet, en fonction de capacités propres à chaque agent, la réalisation 
d'une action peut prendre des durées différentes, peut nécessiter des conditions 
particulières pour être exécutées, etc. C'est la raison pour laquelle l'agent possède 
en outre un ensemble de savoir-faire spécifiant justement l'ensemble des actions 
que l'agent est capable de réaliser. Nous utiliserons parfois dans la suite le terme 
de "tâche" à la place du terme action avec la même signification. 
Savoir-faire 
La description des savoir-faire de l'agent permet de spécifier la manière dont 
un agent est capable de réaliser ses actions. Un savoir-faire est constitué d'un 
identifiant, d'un champ temporel précisant la durée pour effectuer l'action ainsi 
que des conditions permettant de contraindre l'utilisation de cette action à certains 
contextes bien précis. 
(savoir-faire) : := :id (id) 
:time (time) 
:condition (content) 
La spécification des états mentaux tels que les croyances, les intentions, les enga-
gements, etc. est très proche de leur définition formelle (cf. chapitre 4) et n'est 
pas redonnée ici. 
8.2.2 Le choix du parallélisme par threads java 
Afin d'avoir une implémentation en rapport avec le modèle proposé, lui-même 
adapté à l'approche choisie (cf. section 7.2), nous avons proposé de définir des 
modules spécifiques à chaque facettes, implémentés sous forme de "threads jaYa" 
(processus autonomes). Ce choix d'implémentation permet d'obtenir le fonction-
nement (d'agent ou de ses modules) le plus proche du "parallélisme". Ce choix 
se révèle éventuellement critiquable car difficile à mettre en œuvre d'une part et 
encore plus difficile à gérer ensuite d'autre part. Cependant comme nous l'avons 
évoqué au début de ce paragraphe, il est tout à fait dans l'"esprit" du modèle pro-
posé. Pour pallier les difficultés relatives à ce "parallélisme", nous avons complété 
le modèle par un "contrôleur" implémenté par un thread "père" qui peut servir à 
synchroniser les différents threads et servir de garde-fou. 
Sur un plan purement technique, la gestion de threads ou du moins du "temps-
machine" alloué à l'exécution d'un thread est différente selon les systèmes d'ex-
ploitation et nécessite une bonne connaissance en système pour comprendre des 
comportements différents d'un même agent en fonction de la machine sur laquelle 
il est lancé. 
D'autre part, des contraintes liées à l'implémentation, nous incitent à manipuler 
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un temps borné plutôt qu'infini mais ce ne sont que des artifices de programma-
tion qui ne remettent pas en cause l'hypothèse plus réaliste et satisfaisante d'un 
concept de temps infini. 
8.2.3 Extrait de code 
Ces aspects peuvent éventuellement paraître complexes. Cependant, comme 
nous l'avons dit, l'approche AEIO nous permet de bien séparer les différents as-
pects. Ainsi, à chaque étape (gestion de l'interaction puis gestion des messages, 
des protocoles, etc.), la portion de code dédiée reste très simple. Pour illustrer nos 
propos et donner une idée de la simplicité du code lié à l'interaction au niveau de 
la classe Agent (écrit en JAVA), la boucle utilisée est donnée ci-dessous. Toutes 
les méthodes relatives à l'interaction sont regroupées dans une classe spécifique 
appelée "CommunicationHandler" (comm). Les aspects "traitement du message11 
sont appelés au sein de la méthode receiveMessage dans la classe "Communica-
tionHandler". 
void treati nteraction()throwsGemasException { 
} 
while (comm.hasMessagesToSend() Il comm.hasNewMessages()){ 
DisplayTools.step(" Sendmessage"); 
comm.sendM es sage( this); 
DisplayTools.step(" Receivemessage" ); 
comm.receiveM essage(); 
} 
System.out.println(" Finished sending and receiving messages"); 
Cet exemple donne une idée de l'architecture du code puisque l'on voit d'ores 
et déjà qu'en s'appuyant sur l'approche AEIO également pour l'implémentation, 
il est possible de rendre "transparent" (privé) l'appel de méthodes spécifiques 
dédiées au traitement d'une facette particulière pour le concepteur d'un agent 
temporel de type TAG. 
8.3 TACL, TOSL : des fichiers de configurations 
et de structures 
Au niveau de l'implémentation, un des objectifs est de fournir des méthodes 
et des techniques permettant de bâtir des SMA temporels. Nous avons choisi de 
spécifier les différents langages développés au moyen de fichiers au format DTD. 
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8.3.1 Définition de DTD 
La DTD correspond à la définition type du document (Document Type Definition). 
Le standard XML dont nous parlerons à la section suivante (cf.section 8.3.3.0), 
fournit un moyen de vérifier la syntaxe d'un document grâce aux DTD. Ces fichiers 
permettent de décrire la structure des documents y faisant référence grâce à un 
langage adapté. Ces standards sont actuellement surtout utilisés dans le cadre des 
documents produits sur Internet. A titre indicatif, un document XML possédant 
une DTD et étant conforme à celle-ci est appelé document valide. 
Cependant les agents devant manipuler des structures communes comme les pro-
tocoles ou les messages dans un langage particulier par exemple, nous allons voir 
que ces standards peuvent être applicables à l'implémentation d'agents logiciels. 
8.3.2 Applications aux agents 
Nous utilisons ces standards afin de s'assurer de la validité des structures reçus 
et émises par l'agent afin qu'ils soient également compréhensibles par les autres 
agents. Ce format permet de spécifier les grammaires correspondantes de manière 
"manipulable" par l'agent. Un ensemble de fichiers sont chargés au démarrage de 
l'agent permettant de s'assurer du respect des grammaires spécifiant les différentes 
entités (protocoles, messages, structures organisationnelles ... ) utilisées. Cela per-
met en outre de bénéficier pour les concepteurs de facilités pour la réalisation d'un 
Sl\IA puisqu'ils disposent : 
- d'outils spécifiques d'aide à la spécification ou de vérification de validité des 
"documents" produits, 
- de la flexibilité offerte par ces normes pour définir leur propre format, 
- d'un format très intuitif, lisible et reconnu, 
- de possibilités de réutilisation d'anciennes spécifications avec un minimum 
de modifications, 
- de mécanismes de validation et de vérification déjà implémentés sur la plate-
forme et réutilisables sans avoir à modifier le code en lui-même. 
Dans le cadre de ce travail, pour les raisons expliquées plus haut, nous avons 
choisi de définir les DTD sous forme externe (en appelant un fichier contenant 
la grammaire) 19 . Les exemples de grammaires utilisées pour l'implémentation des 
applications sont données en annexe D. 
8.3.3 Vers des bibliothèques de protocoles, d'organisations 
Après avoir défini la grammaire pour représenter des protocoles temporels au 
format DTD (cf. ci-dessus), la norme XML nous permet de spécifier des protocoles 
spécifiques. 
19Il est également possible d'inclure la grammaire au sein même du fichier XML, c'est la 
définition sous forme interne. 
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XML : Langage à balises extensibles 
Le langage XML (eXtensible Markup Language) est un "méta-langage" per-
mettant de définir d'autres langages. A la différence de HTML, il permet de décrire 
des données s'intéressant au contenu plutôt qu'à leur représentation. Depuis 98, 
XML est un langage reconnu puisque les spécifications XML 1. 0 sont recomman-
dées par le W3C. Des outils existent pour extraire des données encodées au format 
XML, ces outils sont appelés "parseur" (parser ). Certains parseurs sont dits "vali-
dants" c'est à dire qu'ils permettent en outre de vérifier la validité d'un document 
en s'appuyant sur la DTD. C'est le type de parseur20 que nous utilisons dans les 
applications que nous avons décrites précédemment. 
Bibliothèques chargeables par les agents 
La définition de protocoles par le biais de fichiers XML nous permet ainsi de 
disposer d'un ensemble de protocoles que l'on peut charger à loisir à l'initialisation 
d'un agent. Ainsi de manière très simple, nous pouvons préciser les protocoles 
"connus" ou disponibles pour chacun des agents dans le système. L'objectif est 
de disposer à terme de bibliothèques de protocoles adaptables pour chacune des 
application développées. En plus des avantages cités dans la section DTD ci-
dessus, le langage XML présente de nombreux atouts pour cela : 
- autodescriptif et extensible (cf. ci-dessus), 
- universalité et portabilité (texte uniquement sans caractères particuliers), 
- intégrabilité (utilisable dans n'importe quel agent disposant d'un parser). 
Nous avons réutilisé ce principe pour spécifier différents types de structures 
organisationnelles temporelles pouvant être mises en place au sein d'un système. 
Des exemples d'utilisation du format XML sont présentés en annexe D. 
8.4 Discussion 
La difficulté en systèmes multi-agents réside dans la séparation de ce qui dé-
pend de l'Agent et de l'Application. C'est d'ailleurs la "méthodologie" propo-
sée' par les auteurs de la plate-forme Zeus [NNLC99), pour développer un S~IA. 
l\ous pouYons distinguer cet objectif dans l'implémentation. Certaines parties sont 
presque directement réutilisables pour élaborer un SMA temporel (les structures 
TACL, TOSL, TAG et l'outil GRIS) alors que d'autres nécessitent d'être adaptées 
à l'application (savoir-faire, protocoles disponibles, structures organisationnelles). 
Les choix qui ont été faits, permettent tout de même de simplifier le travail d'im-
plémentation en limitant la grande partie de la conception à la définition de fi-
chiers de configuration dans un format standard. Nous pensons qu'il manque pour 
l'instant au domaine SMA, les structures logicielles permettant de développer des 
20Le parseur que nous utilisons est : OpenXML Public Licence 1.0 et est gratuit. 
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SMA en se consacrant uniquement à la partie analyse de la conception et non sur 
des parties récurrentes de l'implémentation comme il est encore nécessaire. Nous 
pouvons voir les propositions et les outils développés dans ce chapitre comme un 
élément de réponse à cet état de fait concernant la conception de SMA. 
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9.1 Introduction 
~otre objectif avec cette application, est de valider l'approche présentée ainsi 
que les modèles dans le cadre d'une application fortement dynamique. Ceci sera 
illustré d'une part, par la mise en évidence des caractéristiques temporelles de 
l'application structurées selon les modèles proposés, à savoir A, E, I et 0; et 
d'autre part, par la réalisation d'un SMA temporel montrant deux manières de 
prendre en compte et de gérer le temps (i-driven et o-driven). 
L'application que nous avons retenue, est celle d'alliances d'ateliers d'impres-
sion. 
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9.2 Description du projet E-Alliance 
Nous nous sommes intéressés à la mise en place d'alliances inter-organisationnelles. 
Plus précisément, nous avons pris comme application un projet concernant la ges-
tion d'ateliers d'impression. 
Le cas d'application relève du domaine de l'impression numérique où des grou-
pements d'ateliers d'impression peuvent coopérer via l'utilisation de l'infrastruc-
ture développée dans ce but. Notre travail se situe en marge du projet principal 
intitulé E-Alliance. 
Ce dernier inclut deux laboratoires de recherche (LLP /CESALP et SMA/ 
SIMMO) et un partenaire industriel XRCE (Xerox Research Centre Europe, 
groupe CT). Le projet est soutenu par la région Rhône-Alpes et les résultats· 
obtenus pourront aisément être appliqués à d'autres domaines de l'industrie de 
services, aux applications de commerce électronique et de e-business. 
L'objectif d' E-Alliance concerne le développement d'une infrastructure logicielle 
pour la gestion d'alliances d'une part, et pour l'aide à la négociation et à l'exécu-
tion de contrats entre les différents partenaires du groupement d'autre part. Pour 
ce faire les techniques des SMA sont bien adaptées pour élaborer une infrastruc-
ture non intrusive, c'est à dire respectant l'autonomie des différents partenaires 
tout en les obligeant à respecter un ensemble de règles de fonctionnement définies, 
prenant en compte les contraintes d'hétérogénéité des partenaires du groupement. 
Pour notre part, nous nous sommes intéressés particulièrement à la prise en compte 
et la gestion des multiples aspects temporels qui sont naturellement présents dans 
de telles applications. 
Nous allons, dans un premier temps, revenir sur le cadre d'application retenu 
en en précisant l'implantation SMA formulée et en en faisant ressortir les carac-
téristiques temporelles. 
Dans un second temps, nous présenterons le déroulement d'un scénario au sein de 
ce système. 
Ayant décrit les aspects génériques des modèles développés dans le chapitre pré-
cédent, nous ne soulignons ici que les aspects principaux mis en œuvre. 
9.3 Définition d'une infrastructure logicielle multi-
agents 
Nous allons voir, à présent, que cette application est un système dynamique 
qui peut se modéliser par un SMA temporel. Pour cela, nous décrivons la manière 
dont le SMA constitue l'infrastructure logicielle support de cette application en 
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mettant plus particulièrement en évidence la gestion du temps et le raisonnement 
temporel mis en œuvre. 
Si l'on reprend l'approcheAEJO, les différents ateliers d'impression fonctionnent 
de manière autonome (dimension A), communiquent entre eux pour se déléguer 
des tâches (dimension I) et doivent respecter des règles lorsqu'ils agissent dans le 
cadre d'une alliance (dimension 0). En précisant l'analyse multi-agent, nous pou-
vons mettre en exergue les aspects temporels au sein de chacune des dimensions : 
- dimension A : L'organisme, les responsables des ateliers et chacun des ate-
liers d'impression sont assistés par autant d'agents logiciels qui coopèrent 
entre eux. Les compétences des agents ateliers d'impression correspondent à 
la capacité d'impression (vitesse, coût, nature du travail : couleur ou noir et 
blanc, qualité, etc.). En cas de proposition de nouvelle tâche par le respon-
sable, l'atelier d'impression doit, pour accepter, être capable de la réaliser 
dans les temps demandés sans, pour autant, remettre en cause les tâches 
pour lesquelles il s'est déjà engagé. 
- dimension I : Chacun des agents doit être capable de prendre en compte 
ses éventuelles dépendances avec d'autres agents pour réaliser une tâche. 
Par exemple, s'il partage une machine avec un autre agent, il doit s'assurer 
qu'elle sera disponible pendant le temps nécessaire à la réalisation de la 
totalité ou d'une partie de la tâche. Ainsi, en plus des contraintes locales, 
l'agent doit être à même de prendre en compte les contraintes provenant des 
autres partenaires. Pour cela, ils doivent communiquer sur le plan temporel 
et utiliser des protocoles particuliers tels que ceux définis dans le chapitre 5. 
dimension 0 : Les contrats à réaliser sont des structures organisationnelles 
temporelles (cf. exemples du chapitre 6). Nous constatons également, au 
niveau des aspects organisationnels, que l'agent doit connaître et prendre en 
compte ses dépendances temporelles avec d'autres agents. 
dimension E : Pour compléter il convient de s'intéresser aux contraintes 
fournies par l'environnement dans lequel les agents sont immergés : en l'oc-
currence, dans le cadre de tâches d'impression, les agents doivent répondre 
avec les délais imposés par les contraintes issues du marché. Nous n'ayons 
pas pris en compte ces aspects dans le cadre de notre étude. 
Dans le cadre de ce mémoire, nous distinguerons en particulier deux parties 
dans lesquelles l'aspect temporel nous concerne précisément : 
1. la partie relative aux aspects temporels dans la négociation d'un contrat qui 
induit un comportement i-driven. 
2. l'exécution du contrat en lui-même, avec le respect des règles de l'alliance, 
induisant un comportement o-driven. 
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9.3.1 Aspects temporels dans la négociation 
Comme nous l'avons dit, la composante temporelle intervient à différents ni-
veaux au sein d'un tel système. L'organisme propose à l'agent du responsable, 
un contrat qui comporte une échéance pour le réaliser. Cette échéance doit être 
connue et comprise des deux agents. La réponse (positive ou négative) attendue 
pour cette proposition comporte elle-même une limite temporelle. En effet, si le 
client ne reçoit pas la réponse souhaitée, il peut essayer de négocier ou choisir de 
s'adresser à un autre groupement. Nous voyons donc qu'au niveau des interactions, 
le langage (expression de l'échéance) et les protocoles (temps limite de réponse) 
doivent exprimer des caractéristiques temporelles. Dans cette première partie de 
l'application, nous voyons ainsi que le fonctionnement du SMA est orienté par 
l'interaction et notamment par les aspects temporels pris en compte dans cette 
dimension. 
9.3.2 Aspects temporels dans l'exécution du contrat 
Au moment de l'exécution du contrat, l'agent doit avoir planifié l'ordonnance-
ment de ses tâches et doit gérer son plan de charges. A ce niveau, pour prendre ses 
décisions, l'agent s'appuie principalement sur ses connaissances sur la structure or-
ganisationnelle pour déterminer son comportement (rôle qu'il joue, missions qu'il 
exécute .... ). Dans une alliance, le respect des règles définies dans le contrat est pri-
mordial. c'est pourquoi dans cette partie, nous considérons que le S?\IA est plutôt 
g{•r{• par l'organisation ou du moins les aspects temporels relatifs à l'organisation. 
A partir de ces obserYations, nous avons plus précisément retenu un scénario 
particulier. 
9.4 Description du scénario 
Imaginons un orgauisnu• (t~l>{' organisation gom·ernemental{' comme 1'0:\C) 
a~·aut dP grosses d('mandPs <'Il impression de documents. Cet organism{' s'adresse 
à un groupemPut d'ateli<•rs d'impression pour sous-traiter les diff{•rents traYaux. 
Ceux-ci Yout coopérer entr{' eux pour pouYoir répondre à cette demande en fonc-
tion d(' l{'urs plans de charge respectifs. A la suite de différentes négociations 
conduitPs dans un temps limité, entre le client et le responsable du groupement 
d'une part. ('ntre lP responsable du groupement et les ateliers d'impression d'autre 
part, un contrat est proposé. Ce contrat, pour des raisons éYidentes, comporte, 
entre autres, une date limite et diverses contraintes temporelles d'exécution se 
répercutant sur les ateliers. Les négociations elles-mêmes ont dû intégrer en cours 
de route les évolutions du marché, les évolutions des plans de charge de chacun des 
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ateliers. En cours d'exécution, chaque atelier d'impression doit gérer ses propres 
contraintes temporelles pour respecter la partie du contrat sur laquelle il s'est 
engagé. 
Les fichiers de configuration ont permis d'adapter simplement la structure 
d'agent temporel à cette application. Ces fichiers de configuration concernent l'en-
semble des compétences propres à chaque agent du système et relatives au domaine 
de l'application, l'ensemble des protocoles disponibles pour chaque agent désirant 
communiquer avec les autres agents du système ainsi que les connaissances struc-
turelles regroupées dans la définition d'une structure organisationnelle temporelle 
définissant l'alliance. Quelques exemples ont déjà été présentés pour illustrer la 
définition dans la deuxième partie de ce mémoire. Des informations plus détaillées 
sur ces fichiers peuvent être consultées en annexe C. 
9.5 Exemples illustrant les priorités dans la ges..: 
tian du temps 
Au stade actuel du projet, les différents protocoles et les règles de l'alliance 
ne sont pas tous spécifiés, nous les avons donc définis dans le cadre du scénario 
de manière à illustrer les aspects précédemment décrits. Les exemples qui suiYent, 
complètent ceux déjà présentés tout au long du mémoire. 
La structurf' d'une alliance est composée de trois rôles possibles qui sont Ma-
nager. Imprimeur et Relieur complétée par un Client qui propose dPs contrats. 
Exemple de contrat proposé 
Le client souhaite voir réalisée d'ici la fin de l'année, la tâche dïmprPssion sui-
vante :imprimer puis relier 1 500 000 liYrets d'information sur le passagP à l'Euro 
awc 50 000 supplémentaires en langues étrangères dans chacun des df>partemPnts 
limitrophes de pays dont la langue n'est pas le français. Ce type dP contrat n{•-
CPssitera l'appel de nombreux ateliers d'impression dont éventuelleruPnt rcrtains 
situés en Italie, en Espagne ou en Allemagne. La possibilité de déléguPr la tàchP 
à une alliance permettra de s'affranchir d'un grand nombre de difficultôs. 
Pour simplifier la formalisation du contrat, nous ne précisons pas les contraintes 
de langues et de qualité, et considérons qu'il y a 2 000 000 de linets à réaliser. Le 
linet est disponible sous forme numérique dans le format "EüRO.liv". 
Le client proposera donc le contrat suivant 
contra ct( ex : 2 000 000, fi : euro.liv) 
Il s'accorde une semaine pour trouver un groupement capable de réaliser la 
tâche. Les contraintes temporelles sont spécifiées grâce au langage TA CL. Le client 
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enverra donc vers les managers d'ateliers d'impression dont il a connaissance, le 
message suivant : 
(message :corn ( :sender client :receiver manager 
:priority 5 
:date 2000 : 08 : 16 
:sndDate 2000: 08: 16T18: 17: 01 ) 
:mas ( :act propose 
:time (SRin[tnow, 2001 : 08: 25TOO: 00: 00] 
1\done(A)b[tnow, 2002: 01 : 01]) 
:nature Action 
:proto col P - RA 
:conversation "18 : 17 : 06/client- manager" 
:content realizecontract(ex: 2000000, fi: euro.liv) ) 
Sans décrire à nouveau tout le contenu d'un message TACL (voir pour cela le 
chapitre 5.2), nous pouvons remarquer que le message est envoyé le 16 août 2001, 
que la réponse est attendue entre l'instant présent et le 25 août 2001 minuit et 
enfin que l'action demandée doit être réalisée d'ici le 1er janvier 2002. 
La phase de négociation 
A la r{'eeption du message (18/07 /2001 en fonctionnement classique), la facette 
int<•rac-tion met en place une garde temporelle permettant d'imposrr rem·oi d"mw 
r{•pons<' dans les délais (25/08/2001 maximum), puis le manager analyse le contenu 
(content) pour éYaluer les besoins. Ceci se fait à partir de ses compétences propres : 
il en di•duit que la réalisation du livret se décompose en une phase d'impression 
coul<'ur pour la couverture, une phase d'impression noir et blanc pour le contenu 
et um• phas<' de reliure. Il contactera donc les agents concernés pour leur proposer 
resp<'etiwm<'Ilt la réalisation de la partie du contrat qui les concerne. l\"ous passons 
sur l"c•xplicitation de ces messages qui relèvent des mêmes techniques que celles 
f>yoqu{•c•s jusqu "à présent. 
SuiYant l<'s stratégies mises en œuvre, le manager enverra sa réponse au client 
aussitôt quïl a une réponse ou bien il attendra d'avoir toutes les possibilités pour 
propos<'r tm di<'nt la meilleure (la moins chère, la plus rapide, etc.). La garde 
tempor<'ll<· <>st n•lâchée pour cette conversation. 
Par <'X<'lllpl<•. si le manager parvient à obtenir une réalisation pour le 1er dé-
eembrP 2001. il <'m·erra le message suivant : 
(message :corn ( :sender manager :receiver client 
:priority 5 
:date 2000: 08 : 19 
:sndDate 2000: 08 : 19T18: 17: 01 ) 
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:mas ( :act accept 
:time (done(A)b[tnaw, 2001 : 12 : 01]) 
:nature Action 
:protocol P-RA 
:conversation "18: 17: 06lclient- manager" 
:content realizecontract( ex : 2000000, fi : euro.liv) ) 
Au contraire, si l'échéance arrive avant d'avoir pu trouver des partenaires pour 
la réalisation complète du contrat, la facette interaction envoie une réponse avec 
un refus. 
(message :corn ( :sender manager :receiver client 
:priority 5 
:date 2000 : 08 : 24 
:sndDate 2000 : 08 : 24T18 : 17 : 01 ) 
:mas ( :act refuse 
:time (done(A)b[tnow, 2001: 01 : 01] ) 
:nature Action 
:proto col P - RA 
:conversation "18 : 17 : 06lclient - manager" 
:content realizecontract(ex: 2000000, fi: euro.liv) ) 
D'autres phases de négociation peuvent apparaître entre les diff{•n•nts ag<•nts. 
Par exemple, les imprimeurs peuvent éventuellement négocier entn· PliX pour s<' 
déléguer des tâches ou partie de tâches :l'imprimeur acceptant (ou ayant ëHT<'pt{•) 
une tâche peut ensuite essayer de négocier avec un autre imprimeur sa r{•alisation 
afin de soulager son plan de charge par exemple. 
A la réception de la confirmation du contrat par le manag<'r. la phase cl<' 
réalisation (exécution du contrat) commence pour chacun des ag<'nts concPrn{•s. 
Exécution du contrat 
Chacun des agents réalise la tâche qui lui incombe en respectant les règlPs dP 
l'alliance fixée dans la structure organisationnelle. Au un moment de la réalisation. 
le manager, par exemple, possède une vision particulière (cf. figure 9.1) de la 
structure organisationnelle (semblable à celle définie au chapitre 6.4) mise ne place 
pour la réalisation de ce contrat : 
Comme on le voit sur le schéma (cf. figure 9.1), il connaît les agents jouant les 
rôles d'imprimeurs (bwPrinter et cPrinter), relieur (Binder) et évidemment mana-
ger, différents liens ainsi que les contraintes temporelles associées (les contraintes 
153 
Chapitre 9. Gestion d'alliance d'ateliers d'impression 
Al, A2, A5 et Self: identifiant d'agent 
([tnow,02:25]) intervalle de validité du role 
FIG. 9.1 - Une instanciation de la structure organisationnelle contract vue par le 
manager 
t<'mporelles sur les liens ne sont pas mentionnées sur la figure). En l'occurrence, 
l'agent jouant le rôle d'imprimeur couleur est actuellement en train d'effectuer la 
mission "imprimer". A ce même instant, la vision de la structure organisationnelle 
des autres agents est différente (et également partielle) puisque son instanciation 
cU•p<'nd des informations communiquées à ces mêmes agents. 
9. 6 Discussion 
Dans ce chapitre, nous avons montré une possibilité d'application de notre tra-
vail pour la définition d'alliances inter-organisationnelles. Le scénario décrit nous 
a permis de montrer l'aspect prédominant d'une facette par rapport à une autre et 
que cette prédominance peut varier pendant le fonctionnement. En l'occurrence, 
la pr<'mière partie s'appuie surtout sur l'interaction liée à la négociation d'un 
contrat (comportement i-driven) alors que la seconde partie concernant l"exécu-
tion du contrat privilégie la facette organisation et le respect des règles de l'alliance 
(comportement o-driven). 
L'implémentation a été faite de manière à instancier une structure d'agent tem-
porel social TAG autorisant l'utilisation à la fois des modèles d'interaction et 
d'organisation temporels. Kous allons voir dans le chapitre suivant un autre type 
d'application mettant en œuvre un autre objectif de réalisation d'un S~IA tem-
porel. 
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10.1 Introduction 
Dans le cadre de notre travail, nous avons également défini un partenariat 
avec le laboratoire LGPP (Laboratoire de Gestion et Procédés de Production) de 
l'Ecole Polytechnique Fédérale de Lausanne (EPFL) 21 nous offrant la possibilité 
de valider nos travaux en les appliquant à un cas concret. Nous avons donc ins-
tancié le modèle TAG précédemment décrit (cf. chapitre 7) à partir d'une étude 
d'entreprise fonctionnant par projet. 
21 Département de génie mécanique 
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Motivations 
Ce mode de fonctionnement nécessite une forte flexibilité ainsi qu'une maî-
trise importante de la dimension temporelle, c'est pourquoi notre travail est bien 
adapté à la simulation de telles entreprises. Nous pouvons distinguer deux objectifs 
dirigeant ces travaux : 
1. industriel : du point de vue de l'entreprise, l'objectif de ce travail est l'ex-
plicitation du déroulement complet d'un projet notamment sur le plan des 
contraintes temporelles (jusqu'à présent plus ou moins implicites). Le but 
étant à terme, d'avoir une représentation précise des "compétences" et "savoir-
faire" de chacun afin d'éviter une perte lors de la cessation d'activité d'une 
personne intervenant dans le déroulement d'un projet. 
2. technologique : au sein du laboratoire, l'objectif étant de mettre en pratique 
et valider les outils définis pour prendre en compte le temps au sein d'un 
SMA. 
10.2 Description de l'entreprise 
Plus précisément, nous nous sommes intéressés à une entreprise orientée par 
projet, spécialisée dans la conception et la réalisation de wagons de chemin de fer. 
Les productions varient de wagons dédiés au transport de fret jusqu'aux voitures 
dP transport de passagers ou même aux rames de tramway. Il est évident que la 
conc<>ption et la réalisation de chaque véhicule est spécifiqu<> aux besoins du client 
final Pt à ses obj('ctif.<; propres (capacité, qualité, confort, etc.). Afin dP s'adapter 
rapidement aux besoins des clients, l'entreprise fonctionne entièrement par projet. 
L 'NudP de cas a été réalisée sur une branche située en Suisse mais cette entreprise 
possèdP des secteurs ainsi que de nombreux sous-traitants localisés dans d'autres 
pays. 
10.3 Fonctionnement d'une gestion par projet 
On pPut d(,finir qu'mw Pntreprise s'appuie sur une gestion par projet lorsque 
les commandPs dP ses diPnts nécessitent une adaptation de ses productions et d(' 
sPs sPrvic<'s par rapport à un(' commande précédente. La caractéristique princi-
palP dP œs entrPprises est donc d'être à même de répondre rapidement aux besoins 
des cliPnts. Pour df>crire l'application en question, nous nous appuierons sur un 
scénaTio correspondant à un projet spécifique qui a été l'objet d'une étude me-
née directement au sein de l'entreprise et nous illustrerons donc le déroulement 
du projet par différentes phases susceptibles d'apparaître pendant son exécution. 
L'analyse de cette étude nous a permis de décrire un scénario complet correspon-
dant à la mise en place et au suivi d'un projet dans lequel les caractéristiques 
temporelles sont explicitées. 
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10.4 Caractéristiques temporelles et multi-agents 
Nous allons, dans un premier temps décrire les.aspects temporels globaux d'un 
projet (différentes phases) puis nous essaierons dans un deuxième temps, de les 
caractériser plus précisément dans un SMA selon A, E, I et O. 
10.4.1 Description d'un projet 
Chaque projet se décompose en différentes phases; elles-mêmes décomposées 
en sous-phases. Chacune des phases peut se dérouler de manière différente en fonc-
tion de contraintes diverses inhérentes au contenu du projet (besoins du client, 
délais, coûts, etc). Ces projets bien que différents pour chaque cas s'appuient 
cependant sur un ensemble de "règles" prédéfinies qui définissent le fonctionne-: 
ment d'une entreprise utilisant ce type de gestion. L'étude menée sur l'entreprise 
a permis de mettre en exergue les différentes étapes de la réalisation d'un projet. 
Ainsi, nous avons décrit un scénario comportant 3 phases dont la dernière est 
décomposée en 4 sous-phases 
1. Phase : Initialisation 
2. Phase : Evaluation de projet 
3. Phase : Suivi de projet : 
(a) Sous-phase : Enclenchement de projet 
(b) Sous-phase : Définitions des contrôles 
(c) Sous-phase : Réalisation 
(d) Sous-phase : Contrôle de qualité 
L<>s diagrammes de séquences bâtis selon un point de vue temporel sont présen-
t{>s <'li aur1<>xe C. Cette modélisation permet de représenter les aspects dynamiques 
qui Bous intrressent particulièrement. 
Simulation par scénario 
L<> se{,nario correspondant à la réalisation de ce projet est issu d'un contrat 
lir à la r{•alisation de rames de tramway mais dans le cadre de ce traYail, nous ne 
rentrProlls pas dans les détails liés à la conception d'une rame. l'ous ne mettrons en 
exergu<' qm• les aspects relatifs à la gestion du projet en lui-même. Nous précisons 
cependant qu'inévitablement, certaines phases sont étroitement liées au contenu 
du contrat et peuvent ne pas être nécessaires dans un autre scénario ou au contraire 
de nouYelles peuvent éventuellement être ajoutées. 
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10.4.2 Définition du SMA 
Nous pouvons ainsi voir une "entreprise orientée projet" comme un réseau 
d'entités interagissantes qui peuvent aussi bien être des individus, des groupes 
de personnes, des machines de toutes sortes, que des systèmes informatiques ou 
même d'autres entreprises. Toutes ces entités doivent donc coopérer d'une manière 
particulière et spécifique à chaque projet. Si l'on se penche sur les objectifs de ce 
type d'entreprises, nous retrouvons des caractéristiques proches des SMA 
- Flexibilité ou capacité de (ré)organisation. 
- Adaptativité en fonction de la demande du marché. 
- Réactivité (ou Proactivité) pour répondre rapidement à des changements de 
l'environnement. 
- Intégration d'entités hétérogènes. 
- Interactions entre ces entités pour échanger des informations. 
Nous avons donc implémenté un SMA permettant de mettre en œuvre chacun 
des aspects qui nous intéressaient. Nous avons créé des agents selon le modèle 
TAG présenté dans la partie précédente. Chacun des agents est particularisé par 
la configuration de ses connaissances propres et ses compétences (savoir-faire dans 
le modèle TAG). Pour s'adapter aux besoins de l'application, de nouveaux champs 
peuvent apparaître afin d'être plus proches des termes utilisés en réalité : repré-
senter les "savoir-faire" plus fidèlement par exemple (cf. annexe C). 
Onz<> tn>es d'agents différents ont été définis pour les besoins de l'application. 
Les parties relatives aux connaissances internes propres à l'application 
ont été simulées (compétences techniques comme l'émission d'un rapport d<> uou 
conformité par exemple). L'objectif de notre travail était d'appliquer les modf>les 
temporels (agent, interaction et organisation) pour expliciter et simuler les aspects 
t<>mporels de la gestion d'un projet; ainsi chacun des agents communique en lan-
gag<> TA CL. s'appuie sur une structure organisationnelle temporelle et possède 
un<> structur<> en facettes de type TAG. Trois types d'agents sont "extérieurs" 
à l'<>ntr<>pris<>. ce sont les types "client, fournisseur et contremaître-contrôleur". 
Les autr<>s agents sont de type "décideur, responsable projeL responsable t<>ch-
uiqu<>. rPsponsable qualité, responsable achat, responsable méthode. responsable 
planning Pt contremaîtres-exécuteurs". En fait, ces types d'agents correspondent 
aux onz<' rôles définis clans l'application. Les agents possèdent un certain nombr<> 
d<> compétences propres qui leur permettront de jouer les rôles spécifiés dans la 
structur<> organisationnelle. 
Aspects temporels 
Les descriptions précédentes décrivent l'application et plus précisément lages-
tion d'un projet de manière globale mais l'objet de notre travail est de pouvoir 
158 
10.5. Description de déroulement des phases 
représenter de manière explicite tous les aspects temporels susceptibles d'interve-
nir dans le déroulement du projet. Comme nous l'avons vu, nous avons décrit le 
projet sous forme de diagrammes de séquence nous permettant de voir clairement 
l'enchaînement des actions et des messages tout au long de ce déroulement. Il 
nous reste à spécifier les contraintes temporelles associées à chacune des actions. 
En effet, une gestion de projet conventionnelle basée sur un processus de planifi-
cation déterminé à l'avance est inenvisageable dans ce contexte car trop rigide et 
des modifications seraient trop lourdes à mettre en place. Pour un fonctionnement 
du type "gestion par projet", un modèle de SMA permettant de spécifier explici-
tement des contraintes temporelles dans chacun des "domaines" où elles peuvent 
intervenir, se révèle donc bien adapté. 
10.5 Description de déroulement des phases 
Les phases décrites en annexe C sont relativement complexes alors nous allons 
décrire ce déroulement de manière d'abord globale avant de rentrer ensuite plus 
précisément dans les détails avec la présentation des aspects temporels liées à ces 
phases. L'annexe C présente des schémas illustrant la mise en œuvre du Sl\lA dans 
la cadre du scénario décrit ci-après. Nous nous concentrerons à ce niveau sur un 
fonctionnement normal, les comportements "pathologiques" (conflits divers) ont 
éti' évoqués précédemment dans la description du contrôleur (cf. chapitre 7). 
10.5.1 Déroulement de la phase "Initialisation" 
Le démarrage d·un projet est initialisé par la proposition d'tm nom·eau contrat 
par un client à un décideur. Ce dernier crée alors une équipe "superYiseurs" consti-
tu{•p d·un responsable projet et d·un responsable technique. Cn projet lié au contrat 
Pst dNini en même temps. Ces actions correspondent à la phase appelée "Initiali-
sation". 
Explicitation des aspects temporels 
L ·al-!,Pilt Décideur rPçoit une offre de contrat d'un agent Client à lïnstant t =01 
(unit{• d<• t<•mps) dont le contenu est "realize contract". L'offre précise un délai 
pour r{•aliser la tâche t=1000 et un autre pour enYoyer l'accord ou le refus de 
rù1lisat ion de ce contrat t=30. Le contenu correspond à une de ses compétences. 
L ·<·xploit at ion de cette compétence (connaissance de la facette Agent) conduit à la 
erf>ation d·une équipe Superviseurs ("groupe" dans le modèle MOISE) constituée 
d'un n•sponsable projet et d'un responsable technique, et à la création d'un projet 
lié au contrat, un nouveau but est généré et adopté (cf. chapitre 7.5) concernant 
l'évaluation du projet. C'est le début de la phase "Evaluation de projet". 
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10.5.2 Déroulement de la phase "Evaluation de projet" 
Le décideur envoie donc au responsable projet, le projet pour évaluation. Une 
"équipe projet" est créée avec un responsable achat, un responsable qualité et un 
responsable technique pour évaluer la faisabilité respectivement en termes de coût, 
de qualité et technique. En fonction de leur réponse, le projet est soit accepté par 
le décideur qui en informe le client, soit refusé et les équipes correspondantes sont 
dissoutes. 
Explicitation des aspects temporels 
Imaginons que nous nous situons à l'instant t=02, à présent. L'agent Décideur ne 
possédant pas les compétences requises, confie alors l'évaluation de la faisabilité 
du projet au responsable projet avec un délai de réponse de t=l5 et attend la 
réponse. Le nom de l'agent à contacter ainsi que ses compétences ont été trou-
vés à partir des connaissances organisationnelles (cf. structure organisationnelle 
temporelle 6.4). Le responsable projet utilise sa compétence pour créer l'équipe 
nécessaire à l'évaluation et délègue à chacun le soin d'évaluer la faisabilité du 
projet. Pour pouvoir répondre dans les temps demandés (t=15), il impose une 
réponse à ses interlocuteurs (responsable qualité, responsable méthode et respon-
sable achat) avant t=l2. Une fois qu'il a les différentes réponses (3), il envoie la 
réponse à l'agent décideur. Nous nous trouvons par exemple à l'instant t= 10. Le 
décideur envoie sa réponse à l'agent client et confirme l'équipe projet. 
10.5.3 Déroulement de la phase "Suivi de projet" 
La troisième phase se produit en cas d'acceptation du projet dans la phas<' 
précédente. L'enclenchement du projet se fait en créant les autres équipes né-
cessaires ainsi qu'en réservant les ressources dont on va avoir besoin. Ensuite les 
pièces nécessaires sont commandées par l'intermédiaire du responsable achat aux 
différents fournisseurs et vérifiées par le responsable qualité avant la réalisation en 
elle-même. A ce niveau, le respect du planning est primordial avant un dernier 
contrôle qualité de chacune des parties avant la livraison au client. 
Explicitation des aspects temporels 
A pri>s<'nt, nous décrivons les aspects temporels de la phase "suivi de projet" qui 
est relativement complexe et qui a été décomposée en quatre sous-phases. 
Sous-phase Enclenchement de projet 
La phase "enclenchement de projet" commence par la négociation avec les 
autres responsables projet pour l'allocation des ressources. Chacun des interlocu-
teurs de cette négociation l'informe des ressources disponibles, des délais associés 
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et de la main d'œuvre nécessaire. Nous n'avons pas détaillé cette partie propre à 
chaque projet mais elle aboutit à la mise à jour du plan de charge de chaque agent. 
Chaque agent sait donc qu'il fera telle tâche utilisant telle machine à tel moment. 
Cette négociation utilise également les informations liées à la structure organisa-
tionnelle comme les contraintes et propriétés temporelles (cf. tc et tp chapitre 6.4) 
des missions concernées (comme par exemple envoyer dessins et plans de fabrica-
tion). Le responsable qualité crée ensuite l'équipe de "contremaîtres contrôleurs". 
L'étude de l'entreprise a montré que le responsable planning se charge de contrô-
ler le déroulement des tâches au moment prévu, cet aspect peut éventuellement 
être shunté avec la mise en place du SMA temporel car les différentes prises en 
compte du temps (interaction, organisation et raisonnement interne) sont censées 
s'assurer du respect du planning prévu. 
Sous-phase Définition des contrôles 
Les résultats de l'analyse des dessins et des plans de fabrication donnent lieu à 
l'émission d'un rapport de non-conformité ("RNC") qui est envoyé au responsable 
technique et au responsable projet par le responsable qualité. Il envoie ensuite 
le plan de contrôle du projet. Ce plan de contrôle est également transmis au 
responsable méthode. Le pourcentage de tâches à sous-traiter est communiqué à 
chacun des agents par le responsable projet. La liste des achats qui en découlent 
est ensuite finalisée et évaluée pour être envoyée aux différents fournisseurs. A la 
rf>ception, une Yérification et un contrôle de certaines pièces sont réalisés donnant 
à nouypau lieu à l'émission d'un rapport de non-conformité afin d'autoriser le 
passagP en phasP de réalisation. 
Sous-phase Réalisation 
Cette sous-phasP coHcernP la réalisation avec la création pour commencer d'une 
l>quipe de "contremaîtrPs Px{•cuteurs" par le responsable méthode. Ce dernier leur 
demande alors la r{•alisation d'un ordre de fabrication concernant le projet ("OF 
projPt"). La suite dP la rl>alisation concerne les échanges entre les "contremaîtres-
ex{•cutPurs" et le "n•sponsable planning" pour le contrôle des délais relatifs à la 
fabrication. 
Sous-phase Contrôle de qualité 
Les "contremaîtres exécuteurs" demandent ensuite au "responsable qualité" 
d(•yaluPr la conformité des traYaux réalisés dans le cadre du projet qui renvoie 
en retour un rapport de non-conformité ("RNC"). Cne partie de cette tâche de 
contrôle de conformité est déléguée à des contrôleurs spécialisés : les "contrôleurs 
qualité". En cas de non-conformité, les travaux incriminés doivent être refaits 
jusqu'à une conformité totale permettant alors au responsable qualité d'autoriser 
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la libération du produit fini pour livraison de la part des contremaîtres exécuteurs. 
10.6 Discussion et perspectives 
Cette application met en lumière différents points 
- l'omniprésence des aspects temporels dans une application concrète issue 
directement du milieu industriel et de la nécessité de les prendre en compte. 
- l'intérêt indéniable des industriels pour la mise en place d'un outil logiciel 
permettant l'explicitation de ces aspects temporels 
- l'adéquation de notre modèle de SMA temporel pour simuler de manière 
précise dans un premier temps la gestion d'un projet et ensuite un fonction-
nement de gestion par projet. 
Nous voyons que dans ce type d'application, tout le déroulement d'un projet est 
basé sur la mise en place et le respect d'une structure organisationnelle tempo-
relle. Nous pouvons considérer que le SMA temporel mis en place est dirigé par 
l'organisation ("o-driven"). L'implémentation a été faite de manière similaire à 
l'application décrite dans le chapitre précédent. Les fichiers de configuration (cf. 
"XJ\IL" dans le chapitre 8) ont permis de l'adapter simplement à cette nouvelle 
application. 
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Dans ce mémoire, nous nous sommes intéressés à la prise en compte de la 
dim('nsion temporelle dans les Sl\IA. Nous nous sommes pour eela. appu~·és sur 
l'approche AEIO. Cette étude nous a amenés à proposer diflh('nts modèles per-
nwttant de prendre en compte le temps de manière explicite dans l'interaction 
('t dans l'organisation. Nous avons également défini un modèl(' d'agent temporel 
offrant la possibilité d'intégrer les autres propositions. 
11.1 Principales contributions de la thèse 
~ons aYons abordé le problème du temps sous différents aspects ce qui nous 
a JH'rtnis d'ayoir une \'Ue relativement complète du temps dans un Sl\IA et de 
proposPr Ull(' prise en compte explicite du temps à la fois au sein d'un S1IA et 
<k l'ap;Pnt. ~os trayaux correspondent à une vision du temps à trawrs l'approche 
AEJO <'<' qui nous a amené à définir principalement : 
un modèle d'interaction temporel avec la spécification d'un langage 
dïnt<>rartion temporel (TACL). Ce langage est basé sur la théorie des actes 
d<• langage et est défini par une sémantique basée sur l'interprétation logique 
d'aetPs de communication temporels. La syntaxe permet de séparer différents 
niwaux de communication. 
- un modèle d'organisation temporel qui permet de prendre en compte 
explicitement les aspects temporels relatifs à l'organisation. Il a été appliqué 
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au modèle organisationnel MOISE et a donné lieu à un langage de structures 
organisationnelles temporelles (TOSL). 
Ces aspects ont été complétés par la proposition et la définition d'un modèle 
d'agent temporel (TAG) permettant éventuellement d'intégrer les modèles tem-
porels précédents et de définir ainsi différents types d'agents temporels selon leur 
prise en compte ou non des aspects temporels dans l'organisation etjou l'interac-
tion. 
De plus, un langage d'expressions temporelles basé sur la logique d'Allen a été 
spécifié et est utilisable dans chacun des modèles proposés, offrant ainsi une re-
présentation uniforme du temps et un modèle unifié pour une représentation du 
temps explicite dans tous les niveaux de l'agent. 
De manière plus théorique, nous pouvons maintenant donner une réponse à 
1 'une des questions que nous nous sommes posée : 
"Qu'est-ce qu'un SMA temporel?" 
Un SMA temporel correspond à la prise en compte du temps dans l'une ou l'autre, 
Yoire la totalité des dimensions du SMA : 
SMA(t) : :=< A(t), I(t), O(t), E(t) > 
En effeL notre étude a montré que le temps interYient dans les différentes 
dimensions d'un Sl\1A et dans les interelations (temporelles) entre ces différentes 
dimensions. Un "opérateur de combinaison" permet de gérer ces interdépendances 
entre les dimensions et de les coordonner temporellement. Nous pensons que cha-
cune des combinaisons que l'on peut trouver, représente un fonctionnement de 
S:\IA t<'mporel particulier. 
Du point de yue de la mise en œuvre, nous nous sommes penchés sur la dimen-
sion Ag('Ilt pour mettre en exergue de manière similaire différents types d'agents 
t<:'mporels en fonction de la prise en compte du temps et différents comporte-
ments r<'latifs à la mise en place d'une coordination temporelle ou "stratégies de 
coordination temporelle". L'"opérateur de combinaison" évoqué ci-dessus pour la 
définition d"un type de SMA est lié à la fois aux types d'agents temporels mis en 
œuvre et à leur comportement. 
Ces aspects sont illustrés au moyen de deux applications qui sont représen-
tatives de différents modèles de SMA temporel. La définition de ces modèles a 
conduit au développement d'une architecture d'agent temporelle offrant la possi-
bilité de mettre en œuvre n'importe quel type d'agent temporel et donc de SMA 
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temporel. 
Ces travaux suivent une approche transversale par rapport aux axes d'études 
habituels des SMA. Cette approche s'est révélée très riche et il était illusoire de 
vouloir aborder tous les aspects temporels d'un SMA en trois ans. Les choix qui 
ont été fait dépendent à la fois des recoupements avec les travaux des autres per-
sonnes du laboratoire, des pôles d'études de la communauté et des intérêts du 
moment. 
Concernant la réalisation, le langage TACL, les protocoles TIP (sauf le langage 
de contraintes qui ne représente pas un aspect développé dans le manuscrit), le 
langage TOSL et l'agent TAC sont implantés. L'agent TAC, le contrôleur et le 
raisonnement interne n'ont pas une implémentation complète et générique. Ils sont 
spécialisés aux applications. En effet, la mise en œuvre complète générique étant 
un travail important qui s'appuie sur la spécification réalisée, nous avons préféré 
faire des implémentations particulières à chacune des applications pour valider 
notre approche. 
Sur le plan temporel, les applications ne concernent pour l'instant que des exemples 
assez simples permettant toutefois de valider notre démarche et de montrer son 
intérêt. La prise en compte du temps devient très vite complexe lorsque l'on s'at-
taque à des problèmes importants. Nous avons donc préféré illustrer la diversité 
et la complémentarité des aspects temporels dans les exemples traités. En outre. 
l'extension de ces exemples à des cas plus complexes nécessite un temps de d<•w-
loppement assez important. 
De manière générale, ces travaux menés sur le temps dans les S~IA nous ont ainsi 
ouvert un grand nombre de perspectives. Nous présentons donc dans la s<'ction sui-
vante, les principales perspectives d'évolution de ces travaux qui nous paraiss<'nt 
intéressantes. 
11.2 Perspectives 
Comme nous l'avons souligné, les perspectives sont nombreuses. ~ous allons 
done passer en revue chacune des dimensions proposées par l"approdl<' Voyelles 
pour présenter ces perspectives. 
11.2.1 Perspectives liées à l'interaction 
Comme nous l'avons dit, le langage de protocoles d'interaction temporels (TIP) 
est une ébauche, il conviendrait afin d'avoir une prise en compte plus complète du 
temps dans l'interaction de le finaliser en définissant notamment explicitement un 
langage de contraintes et en élaborant une bibliothèque de protocoles ainsi que 
des outils pour les configurer temporellement selon les besoins. De plus, nous nous 
limitons pour l'instant à des protocoles faisant intervenir deux agents, il pourrait 
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être intéressant d'étendre cette notion à un nombre supérieur à deux, notamment 
pour des phases de négociation comme celles qui pourraient apparaître dans des 
applications du type de E-Alliance. 
La gestion de conversations, abordée très rapidement, mérite de plus amples 
travaux et notamment nous pensons que la composante temporelle pourrait ai-
der à la gestion de conversations concurrentes. Comme les conversations sont des 
instanciations de protocoles, il paraît judicieux de travailler auparavant sur les 
protocoles, qui ne devraient pas manquer d'offrir eux-mêmes de nouvelles pers-
pectives à la gestion des conversations. 
11.2.2 Perspectives organisationnelles 
Nous nous sommes intéressés à une des manières de représenter l'organisa-
tion : les structures organisationnelles. L'adaptation du moteur de relations de 
dépendances temporelles développé par Allouche [All98] permettrait de complé-
ter le modèle organisationnel temporel que nous proposons. Ainsi, nous pourrions 
combiner notre modèle avec la théorie des dépendances [SD95] afin de compléter 
1(' raisonnement social des agents : conscients de l'organisation dans laquelle ils 
(•,·oluent, les agents peuvent calculer eux-mêmes leurs relations ou dépendances 
an'c les autres agents pour achever une tâche. 
Cn(' autre manière de représenter l'organisation consiste à utiliser des opérateurs 
d(•ontiques (Obligation, Permission, etc.). Ces aspects existent dans notre modèle 
pour la spécification des missions mais ils pourraient être complétés par un(' com-
posant(' temporelle permettant d'exprimer des contraintes telles que : "il est per-
mis ('ntre 12h et 14h d'effectuer une mission" qui, elle, possède d'autres eontraintPs 
(limitée à certains jours de la semaine par exemple). Enfin, différents outils de Yé-
rification de cohérence à la spécification d'une structure organisationnelle selon 
}(' modèle MOISE doivent être complétés pour intégrer et prendre en compte la 
Yalidité temporelle que nous avons évoquée dans le cas de structures organisation-
nelles temporelles. A ce sujet, il serait intéressant également de définir des outils 
graphiques permettant de spécifier, modifier simplement une tos et constituer une 
Yéritable bibliothèque de structures organisationnelles temporelles types et moins 
spécifiques que celles définies par le biais des applications industrielles. 
11.2.3 Perspectives relatives à l'environnement 
Nous avons expliqué pourquoi nous avons limité l'étude du temps clans l'en-
Yironnement. Cependant, il pourrait être tout de même intéressant de poursuivre 
ces travaux en s'orientant sur des SMA dans lequel l'environnement est très pré-
sent comme dans le domaine de la robotique. Bien que ces travaux s'appuient en 
majorité sur des agents de type réactif, l'étude de ces travaux pourraient éven-
tuellement permettre d'aborder le problème de la modélisation de l'environnement 
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selon un angle nouveau et de mettre en lumière certaines caractéristiques relatives 
à la dimension temporelle. 
11.2.4 Perspectives dans l'agent 
L'une des perspectives les plus intéressantes réside dans l'étude de l'impact 
de la mise en place de différents types d'agents et même diverses stratégies de 
contrôle temporelles en fonction du type d'application choisi ainsi que l'inverse : 
pouvoir spécifier quelle stratégie utiliser en fonction de l'application concernée. 
Il pourrait être utile également d'intégrer des outils déjà développés pour le rai-
sonnement interne (ordonnancement, planification) afin de faire le même type de 
tests. 
Nous pouvons, en outre étudier l'impact de la mise en place de différentes straté-
gies de coordination temporelle simultanément. En d'autres termes, que se passe-
t-il lorsque des agents temporels utilisent des stratégies différentes et quel est 
l'impact sur le comportement (la cohérence) du SMA lui-même? 
Enfin, il semble que les SMA sont arrivés à un niveau de maturité suffisant, pour 
commencer à sentir poindre le besoin d'outils de comparaison, de tests (hench-
marks), il paraît probable que l'un des axes de comparaison intégrera la dimension 
temporelle, que ce soit au niveau des temps de réponses comme il est de mise géné-
ralement dans ce type d'outils ou tout simplement au sujet de la prise en compte 
des aspects temporels, de la réactivité. 
Pour terminer, nous reviendrons sur nos objectifs initiaux : il apparaît clai-
rement qu'en s'appuyant sur l'approche Voyelles, nous pouvons non seulement 
proposer différents modèles temporels complémentaires, concevoir et réaliser des 
Sl'v1A temporels bien adaptables et adaptés aux systèmes industriels dynamiques 
mais aussi, de manière plus générale, mettre en place un véritable "raisonnement 
temporel orienté multi-agents". 
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A 
Exemples de fonctionnement du 
Gestionnaire de Relations entre 
IntervalleS 
Cette annexe complète la présentation du gestionnaire de relations entre in-
tervalles (GRIS) du chapitre 4.3. 
A.l Exemples de fonctionnement 
\"oici un exf'mple (cf. figure A.l) d'entrée type pour le gestionnairf' dP r<'lations 
Piltre inten·alles mettant en œuvre la granularité. 
GRANULARITY 
0000:00:00:00:02:00 
THEORY 
1 (:E) [2001:05:24:16:01:00, 2001:05:24:16:06:00] 
1 (:E) [2001:05:24:16:02:00, 2001:05:24:16:09:00] 
K (:B) 1 
K (:B) J 
QUERY 
1 J 
IK 
II 
JJ 
KK 
FIG. A.l - Entrée type pour le gestionnaire de relations entre interYalles 
Le résultat obtenu en sortie est présenté sur la figure A.2 et donne l'intervalle 
de fin de K (qui est en fait un instant) et précise que l'intervalle de début est 
mconnu. 
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1 (:S) J 
J (:S-) 1 
1 (:A) K 
K (:B) 1 
1 = [2001:05:24:16:02:00' 2001:05:24:16:06:00] 
J= [2001:05:24:16:02:00' 2001:05:24:16:08:00] 
K = [?, ?] , [2001:05:24:16:02:00, 2001:05:24:16:02:00] 
FIG. A.2- Résultat de l'analyse de l'entrée correspondant à la figure A.l 
Autre exemple 
Cet exemple permet de voir un résultat en mode symbolique permettant de 
placer un intervalle par rapport à un autre. 
GRANULARITY 
0000:00:00:00:05:00 
THEORY 
mission_PrintNB (:E) [2001:05:24:18:00:00, 2001:05:24:18:47:00] 
mission_Bind (:E) [2001:05:24:18:20:00, 2001:05:24:18:44:00] 
mission_PrintNB (:M) mission_PrintColor 
QUERY 
mission_Bind mission_PrintColor 
FIG. A.3- Entrée type "spécification de problème" 
Le gestionnaire de relations entre intervalles permet de préciser que les missions 
Bind et PrintColor "se touchent" (M : meet) comme le montre la figure A.4. 
A.2 Utilisation de GRIS 
Dans le cadre d'applications complexes, GRIS a été développé pour obtenir 
des résultats simplifiés à partir d'un ensemble de contraintes temporelles permet-
tant ainsi d'interroger le gestionnaire sur le positionnement d'intervalles entre 
eux. Concrètement, si un agent joue un rôle "1 mprimeur" pendant un intervalle 
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mission_Bind (:M) mission_PrintColor 
mission_PrintColor ( :M-) mission_Bind 
A.2. Utilisation de GRIS 
FIG. A.4 - Résultat de la requête de la figure A.3 
[8 : 00,12: 00] (du jour actuel), et qu'on lui propose d'accomplir une mission de 
durée [00: 30] dépendante du rôle entre [11 : 00, 12: 00]. L'interrogation de GRIS 
permet de trouver l'intervalle possible de début de réalisation [11 : 00, 11 : 30] et 
de fin. 
Autre exemple 
Dans le cadre des actes de langages (sémantique), on vérifie que IïntPrvallP de• 
validité I d'un état mental (par exemple une croyance) vérifie l<'s pr{•conditious 
d<.' l'acte choisi (inform par exemple) en interrogeant GRIS : lïnstant courant 
appartient-il à l'intervalle I? ([tnow, tnow] in I?). La vérification tPmpor<'lk sP 
fait après avoir sélectionné les états mentaux candidats et l'acte corn•spondant. 
A.2.1 Raisonnement causal 
Ce n'est pas spécifiquement GRIS mais SPASS (cf. schéma chapitre• -1.3 ) qui 
se charge de capacité de raisonnement causal : 
Afin d'expliciter ses possibilités, nous allons donner un exemple dP prohi<'nw : 
Sur un intervalle tO donné, l'agent C est en train d'exécuter une activit{• ocfil'ifyl. 
Cn agent D qui observe l'agent C constate que sur l'intervalle sui,·ant tl. l"agc•nt 
C n ·exécute plus activityl. Cet agent D possède de plus quelques connaissances 
causales concernant le fonctionnement de C. Il sait par exemple que : 
- Si une activité sur un intervalle I n'est plus exécutée sur l'intervalle sui,·ant 
(par suivant nous entendons que la relation" I meets J" est vérifiée), c'est 
qu'il y a eu changement d'activité sur un intervalle précédant J. 
- S'il y a eu un changement d'activité sur I, c'est que l'agent A a effectué 
l'acte de langage "command" surI. 
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L'agent D peut déduire de tout cela que l'agent A a effectué l'action command 
avant. 
La transcription du problème pour automatiser le raisonnement est donnée ci-
dessous) en DFG (syntaxe particulière au traducteur FLOTTER) : 
A.2.2 Spécification du problème illustrant le raisonnement 
causal 
begin _problem(Temp). 
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list_ of_ descriptions. 
end of list. 
list_of _symbols. 
functions[(tO, 0), (tl, 0), (meets, 0), (meeted_by, 0), (time, 1), (command_A_ C, 0)]. 
predicates[(tempRel, 3), (CH ANGED _ C, 2), (try, 2), (activityl_ C, 1)]. 
end of list. 
list_of _formulae(axioms). 
formula(TempRel(meeted_by, tl, tO)). 
formula(activityl_ C(tO)). 
fonnula(not(activityl_ C(tl)) ). 
forrnula(forall([T, U], irnplies(and(activityl_ C(T), not(actirityl_ C( C) ). 
TernpRel(rneets, T, U)),exists([E, 1"], 
and(CHANGED _ C(E, 1·), TempRel(rneets, 1·, U)))))). 
forrnula(forall([T, E], implies(CHANGED _ C(E, T), and(Try(command_A._ C. T). 
equal(t, tirne(E)))))). 
end_of _list. 
list _of _forrnulae(conjectures). 
forrnula(exists([T], and(Try(cornrnand_A_ C, T), TernpRel(meets. T. tl)))). 
end_ of _list. 
list_ of_ settings(SP ASS). 
set _flag(F P.M odel, 1). 
set _flag(DocProof, 1). 
set _flag(P Problem, 1). 
set _f lag( PGiven, 1). 
set _flag(P Der, 1). 
set_flag(PEmptyClause, 1). 
set _flag(PClRed, 1). 
A.2. Utilisation de GRIS 
end of list. 
end _problem. 
CHANGED _C représente l'événement changement d'activité de l'agent C, 
command _A_ C représente l'acte de langage comma nd avec A pour locuteur et 
C pour récepteur. Les deux dernières formules sont les connaissances causales qui 
vont servir à raisonner. Ce que l'on demande au démonstrateur est de prouver que 
c'est une action comma nd A C qui a été effectuée avant tl. 
La preuve trouvée par SPASS est donnée ci-dessous. 
A.2.3 Preuve obtenue par SPASS en réponse au problème 
illustrant le raisonnement causal 
Here is a proof with depth 5, length 18 : 
1[0: Jnp]ll- > activityl_C(tO)*. 
2[0: Inp]llactivityl_C(tü) *- >. 
3[0: Jnp]ll- > TempRel(meeted_by, tl, tO)*. 
4[0: Inp]IICHANGED _C(U, 1r) * +- > Try(command_A_C, 1·)*. 
5[0: Inp]IICHANGED_C(U, 1·)- > equal(1.,time(U))*. 
6[0: Inp]activityl_C(U)IITempRel(meets, U, 1·) * +- > 
CHANGED _ C(skj0(1.), skfl(1.)) * actù,ityl_C(1 T 
ï[O : hzp]activityl_ C(U) IITempRel(rneets, U, 1·) * +- > 
TempRel(meets, skfl(1.), 1·) * activityl_ C(1.). 
8[0: Inp]IITry(command_A_ C, U)TempRel(meets, U, tl)*- >. 
9[0: Tel] li- > TempRel(rneets, tO, tl)*. 
14[0: GeR: 9.0, 6.l]activityl_C(tO)II- > 
CHANGED _ C(skfO(tl), skjl(tl)) * activityl_ C(tl). 
15[0: SSi: 1.0, 14.0]11- > 
C HANGED _ C(skfO(tl), skjl(tl)) * activity _ C(tl). 
16[0: CIR: 15.1. 2.0]11- > C HANGED _ C(skjO(tl), skjl(tl))*. 
20[0: GeR: 16.0.4.0]11- > Try(command_A_C,skfl(tl))*. 
26[0: GeR: 9.0. ï.l]octil'ityl_C(tO)II- > 
TempRel(meets, skfl(tl), tl* activity_c(tl). 
2ï[O: SSi: 1.0. 26.0]11- > TempRel(meets, skfl(tl), tl)* activity_C(tl). 
28[0: CIR: 2ï.l. 2.0]11- > TempRel(meets. skfl(tl). tl)*. 
30[0: GeR: 28: 0.8.1]11Try(command_A_C,skfl(tl)) *- >. 
33[0: CIR: 30.0, 20.0]11- >. 
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Les 8 premières clauses de la preuve représentent les formules spécifiées en entrée, 
les 10 suivantes sont les clauses déduites. Parmi ces 10 dernières, une est issue de la 
gestion des relations entre intervalles (GRIS), la clause 9. On le remarque à l'entête 
qui spécifie l'origine de la clause. "Tel" signifie ici "Temporal Inference". 
Cependant, aucun raisonnement causal n'est actuellement implémenté dans le cadre 
de nos applications. Ceci fait partie des perspectives. 
A.2.4 Rôle de l'interface GRIS /SPASS 
Le but de l'interface GRIS/SPASS est d'assurer le dialogue entre les deux utili-
taires : 
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- SPASS dispose de l'ensemble des informations temporelles. L'interface doit donc 
les extraire de SPASS et les envoyer à GRIS. 
- GRIS produit de nouvelles informations temporelles (les relations entre inter-
valles déduites de celles données en entrée). Ces informations doivent alors être 
réinjectées dans le démonstrateur SPASS (nous avons fait le choix technique 
d'intégrer Gris à SPASS en tant que "library"). 
A ce niveau, se posent deux questions importantes : 
- Quelles informations temporelles doivent être extraites et envoyées à GRIS? 
Seules les relations entre intervalles présentées en tant que faits doivent être 
extraites. Ces relations sont soit issues de la spécification du problème, soit 
dérivées par le démonstrateur. Elles doivent toutes être extraites car ces infor-
mations sont, par nature, contextuelles (la relation qui lie deux intervalles I et 
./ peut se trouver modifiée du fait des relations de ces deux intervalles avec un 
troisième /\). Pour des raisons de simplicité, une hypothèse forte est faite : nous 
n'avons, ici, que des conjonctions de faits en se basant sur le constat que, dans 
de nombreux problèmes temporels, aucune disjonction entre prédicats temporels 
n ·est utile. 
- Quand ces informations temporelles doivent-elles être extraites? 
En se basant sur les choix précédents, l'extraction est réalisée chaque fois qu'au 
moins une nouvelle relation entre intervalles est dérivée. Dans le fonctionnement 
de SPASS. un test est fait sur l'existence d'une nouvelle relation entre intervalles. 
Si celle-ci est avérée, le gestionnaire de relations entre intervalles est appelé et 
les nouvelles informations qu'il a éventuellement produites, sont insérées dans 
l'ensemble des clauses dérivées (cf. ensemble Dérivables dans le pseudo-code 
ci-dessous). 
A.3. Interface utiiisateur 
pseudo-code 
ALGORITHME DE FONCTIONNEMENT DE SPASS 
algorithm SPASS 
begin 
readinputclausesfromfile; 
end. 
U sables := reducedinputclauses; 
WorkedOffs := 0; 
while(not(Proof found)andnot(M odelFound)) 
if (EmptyClausefound)then 
Derivables := SplitBacktracking(EmptyClause); 
el se 
GivenClause := Select(Usables); 
S electAntecedentLiteral ( GivenC lause); 
]1.1 oveGivenClausefromtheU sablestotheworkedO f f s; 
Derivables := ComputeDerivables( GivenClause, H' orkedO f f s ); 
f orall ( clausesClausefromtheDerivables )do 
insertReduced( Clause, U sables, TV orkedO f f s); 
keepEmptyClause, if found; 
A.3 Interface utilisateur 
La figure A.5 présente un autre exemple de requête et le résultat obtenu (en mode 
symbolique) au moyen de l'interface. 
L'interface permet également d'afficher le graphe de contraintes temporelles afin 
d'en avoir une vue plus intuitive. 
De plus amples informations peuvent être trouvées dans [Gau99). 
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FIG. A.5 - Interface du gestionnaire de relations entre intervalles 
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B 
Stratégies de mises à jour des états 
mentaux dans la sémantique des 
actes de langage 
Dans cette annexe, nous évoquons différents exemples de stratégies permettant 
de mettre à jour les contraintes temporelles des états mentaux reçues à travers des 
messages TACL (cf. chapitre 5.2.2). 
B.l Commentaires sur les contraintes temporelles 
La sémantique des actes de langages temporels que nous avons définie met en 
exergue l'évolution de contraintes temporelles ( i, j et k) entre les préconditions, les 
postconditions et l'effet perlocutoire. Pour l'acte inform : 
inform(x, y, i, cp) 
Pree : B(x, i, cp) 1\ B(x, j, •B(y, k, cp)) 1\ tnow E in j n k 
Post : (+) B(1:, i', B(y, i", cp)) (-) B(x,j, ·B(y, k, cp)) 
Pe: B(y,i",cp) 
Cette description met en exergue trois expressions temporelles i, j et k spécifiant 
les contraintes temporelles des préconditions et susceptibles d'évoluer pour devenir 
respectivement i' (et/ ou i"), j' et k', etc. Pour être utilisables, les différents états 
mentaux doivent être actifs donc les intervalles i, j et k contiennent l'instant t now. 
Enfin, nous avons différencié i, jet k car les intervalles correspondants sont néanmoins 
indépendants : ils concernent des croyances distinctes. 
A présent, intéressons-nous à l'évolution de i en i' et en i". Les préconditions né-
cessaires à l'envoi d'un acte de communication de type inform spécifient que l'agent 
x doit croire à l'instant i que la proposition cp est vraie et il doit croire qu'à l'ins-
tant j, l'agent y, lui ne croit pas que la proposition cp est vraie pendant k. Les 
postconditions spécifient une mise à jour des états mentaux relatives à l'envoi du 
message correspondant à l'acte; c'est à dire à un moment ultérieur par rapport à 
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celui correspondant aux préconditions. Par conséquent, la croyance ajoutée selon les 
postconditions possède une date de validité qui peut être différente de celle relative 
aux préconditions. Elle prend sa validité à partir de l'envoi du message d'où la va-
leur i'. Dans notre cas de figure, nous avons également choisi d'illustrer une stratégie 
particulière pour i" : la nouvelle croyance de y commencera à partir du moment de 
réception du message. La valeur i" est mise à jour à partir de i. Concrètement, si 
i = [18h30m00, 19h00m00] et que le message est envoyé à 18h30m00 et reçu deux 
minutes plus tard, i" = [18h32m00, 19h00m00]. Ce cas de figure semble relativement 
particulier mais peut se généraliser de la manière suivante : 
"Un agent ne garde pas de croyances passées. 11 
Une autre stratégie plus simple consisterait à garder telles quelles les expressions tem-
porelles liées aux croyances communiquées et ainsi garder la valeur de i tout au long 
du processus. Nous avons choisi d'expliciter une stratégie plus complexe afin de mon-
trer une prise en compte concrète de l'utilisation d'acte de langages temporels dans la 
gestion des états mentaux bien que cela ne soit pas nécessaire dans le cadre des appli-
cations que nous avons développées. C'est pourquoi nous présentons ces informations 
en annexe. 
Il est évidemment possible d'imaginer toutes sortes de combinaisons en fonction des 
besoins. La gestion d'un historique, par exemple, impose des informations précises sur 
les connaissances passées et par conséquent une stratégie de mise à jour adaptée. 
Nous allons à présent, décrire les algorithmes relatifs à la mise à jour de ces états 
mentaux. 
B.2 Exemples d'algorithmes 
Ces exemples sont présentés en notation algorithmique. L'instant de début de 
l'intervalle X est noté DebX et l'instant de fin FinX. La durée de création d'un message 
est notée DCréation et la durée de transit du message sur le réseau DTransit. 
Ainsi l'algorithme de mise à jour des croyances pour l'acte de langage inform est 
le suivant : 
DebX' ~ DebX + DCréation 
FinX' ~ FinX 
DebX" ~ DebX + DTransit 
FinX" ~ FinX 
L'algorithme ci-dessus est valable pour chacun des actes de langage définis dans 
la section 5.2.2. 
Cependant pour simplifier, nous avons introduit la notation t _ now dénotant l'ins-
tant présent. Ainsi, nous nous intéressons uniquement à la fin de validité de l'état 
mental : l'instant de début est représenté part now pour éviter d'avoir à remettre à 
jour constamment la borne inférieure de chaque état mental. 
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c 
Définition d'un scénario relatif à une 
entreprise fonctionnant par projet 
Cette annexe correspond à l'étude de la modélisation de l'entreprise décrite dans 
le chapitre 10 par un SMA temporel. 
C.l Diagrammes de séquences 
La représentation22 se concentre sur la séquence des interactions selon un point 
de vue temporel. Cette modélisation sert à spécifier les aspects dynamiques avec une 
vision adaptée pour les systèmes multi-agents. 
Ces diagrammes sont représentés au format UML. 
Description des messages 
Le tableau ci-dessous (cf. figures C.1, C.2, C.3, C.4 et C.5) correspond à l'ensemble 
et la chronologie des messages échangés au cours du déroulement du projet. 
C.2 Langage de contenu 
Un langage spécifique à l'application est défini. Ce langage apparaît dans le champ 
content du langage TACL (cf. chapitre 5). 
Le tableau qui suit (cf. figures C.6, C.7, C.8), correspond à des exemples de mes-
sages envoyés pendant le déroulement d'un projet. Les numéros correspondent aux 
transitions des diagrammes de séquence présentés précédemment. 
22 Cette annexe est issue d'un document de travail appelé Modélisation des agents PVS98 
réalisé par O.Boissier (ENSMS-E), G. Pépiot (EPFL) et moi-même dans le cadre de ce projet. 
179 
Annexe C. DéB.nition d'un scénario relatif à une entreprise fonctionnant par projet 
Cionl 
Cll..rt 
Déddou 
······4., ~kan iqûFZsl..p!Aisans 
a;:n5"1~ R!!sp. PmJ~ 
et Rie:!:ip. T:ednlq~. Phau : Initialisation l: C-t~ia1 prqet lê m.~ œnt21l 
~dœu· ~.ProJet Resp.T:«:h. ~.Q!J!I)it.é Rq'l Wt!ad:e ~-~ ... L.v.·~----~~.--.. Cf!!ia:lm itquipe qe~ -~ 
an~tJœœTem ~ 
dm ~:end~SIS'I di121l5 --········-······ 
........................ .t ............................................. l .....................  
".1 21 =J. 
·············••ti:Z ..... 
O;l 
=.-:::.:- " ------------"1-::::::_:::~~~·: .. ?::~ .............  
................. ~L..... • 
52 
-[,, 
! 
FIG. C.l -Phase : Evaluation de projet 
Conllemailr.S 
cent Aleurs Rsop. Plannirg 
FIG. C.2 - SuiYi de Projet / Enclenchement de Projet 
Le tableau C.9 décrit quelques uns des termes utilisés dans les messages. 
C.3 Description des compétences 
Le tableau présenté ici (cf. figures C.lO et C.ll) décrit une partie de l'ensemble des 
"compétences" au sens savoir-faire du chapitre 7. Cela permet de spécifier ce qu'est 
capable de réaliser une entité spécifique intervenant dans le déroulement d'un projet. 
Compétences de l'agent "Decision-Maker" 
Nous donnons ici à titre d'exemple, les "savoir-faire" de l'agent Decision-Maker 
(décideur) déduit de l'étude menée sur l'entreprise : 
Name :Contract Dispatching ID :(300 Duration :00 :60 :00 
Nature:? Commentary :11 no comment" 
Name :Contract Evaluation ID :(400 Duration :00 :10 :00 ... 
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FIG. C.3 - Suivi de Projet / Définition des contrôles 
C.4 Structure organisationnelle relative à un pro-
jet 
Le schéma C.12 correspond à la structure organisationnelle chargée pour la gestion 
d'un projet (tous les liens ne sont pas représentés afin de ne pas avoir un schéma trop 
chargé). 
C.5 Interface d'observation d'agent 
Un exemple d'observation d'agent est donné sur la figure C.13. 
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FIG. C.8- Description des messages (suite) 
FIG. C.9- Description des termes utilisés dans les messages 
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Projet 
FIG. C.l2 - Structure organisationnelle Projet 
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FIG. C.l3- Observation d'un agent TAG dans le cadre d'un projet 
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9. 
D 
Exemples de fichiers de 
configuration relatifs à 1 'alliance 
d'ateliers d'impression 
Cette annexe complète la présentation de l'application présentée dans le chapitre 
D.l Fichiers DTD 
D.l.l Grammaire du langage TACL sous format DTD 
(!ELEMENT message (mas,content)) 
(!ELEMENT mas (act,time,nature,protocol,conversation)) 
(!ELEMENT act (inform 1 command 1 propose 1 accept 1 refuse)) 
(!ELEMENT inform EMPTY) 
(!ELEMENT command EMPTY) 
(!ELEMENT propose EMPTY) 
(!ELEMENT accept EMPTY) 
(!ELEMENT refuse EMPTY) 
(!ELEMENT time {expr)) 
(!ELEMENT expr {texp 1 and_expr 1 or_expr)) 
(!ELEMENT and_expr {expr)+) 
(!ELEMENT or _e.rpr (expr)+) 
(!ELEMENT texp {inte 1 A 1 P 1 Ss 1 Sr 1 
relation 1 periodic _ texp)) 
(!ELEMENT inte {duration 1 interval)) 
(!ELEMENT duration (tiPCDATA)) 
(!ELEMENT interval (t)+) 
(!ELEMENT t (now 1 undefined 1 infty 1 instant)) 
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( ELEMENT now EMPTY) 
( ELEMENT undefined EMPTY) 
( ELEMENT infty EMPTY) 
( ELEMENT instant (~PCDATA)) 
( ELEMENT A EMPTY) 
( ELEMENT P EMPTY) 
(!ELEMENT Ss EMPTY) 
(!ELEMENT Sr EMPTY) 
(!ELEMENT relation (rel,texp*)) 
(!ELEMENT rel (~PCDATA)) 
(!ELEMENT periodic_texp (texp)+) 
(!ELEMENT nature (resource 1 plan 1 action 1 goal)) 
(!ELEMENT resource EMPTY) 
(!ELEMENT plan EMPTY) 
(!ELEMENT action EMPTY) 
(!ELEMENT goal EMPTY) 
(!ELEMENT protocol (~PCDATA)) 
(!ELEMENT conversation (~PCDATA)) 
(!ELEMENT content (~PCDATA)) 
D.1.2 Grammaire des protocoles temporels TIP sous for-
mat DTD 
Certaines parties sont modifiées ou simplifiées par rapport à la descrition du cha-
pitre 5 en fonction des besoins de l'application. 
(!ELEMENT protocol (body,transitions)) 
( !ATTLIST protocol 
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prname CDATA tlREQUIRED 
initiator CDATA tREQUIRED 
participator CDATA ttREQUIRED 
goal NMTOKENS tlREQUIRED) 
(!ELEMENT body (trans_namel compou,nd_component)) 
( ELEMENT trans_name (:PCDATA)) 
( ELEMENT compound_component (body,operator,body2)) 
( ELEMENT operator (and 1 or 1 xor)) 
( ELEMENT and EMPTY) 
( ELEMENT or EMPTY) 
( ELEMENT xor EMPTY) 
( ELEMENT body2 (body)) 
D.l. Fichiers DTD 
(!ELEMENT transitions (transition)+) 
(!ELEMENT transition (message)) 
( !ATTLIST transition 
trans_name CDATA ~REQUIRED 
target stname CDATA ~REQUIRED 
tcondition CDATA ~REQUIRED) 
(!ELEMENT message (mas,content)) 
... "contraintes sur le message (format grammaire TACL)" ... 
D.l.3 Grammaire du langage TOSL sous format DTD 
(!ELEMENT TOS (roles, links, groups)) 
( !ATTLIST TOS 
TOS _name CDATA ijREQUIRED 
tp CDATA ~REQUIRED 
tc CDATA ~REQUIRED) 
(!ELEMENT roles (role)+) 
(!ELEMENT role (mission)+) 
( !ATTLIST role 
role_namc CDATA jREQUIRED 
tp CDATA :REQUIRED 
tc CDATA :REQUIRED) 
(!ELEMENT mission EMPTY) 
( !ATTLIST mission 
mission_name CDATA tREQUIRED 
tp CDATA ~REQUIRED 
tc CDATA tiREQUIRED) 
(!ELEMENT links (link)+) 
(!ELEMENT link EMPTY) 
( !ATTLIST link 
link_name CDATA jREQUIRED 
link type CDATA tREQUIRED 
source _rote CDATA ~REQUIRED 
target role CDATA tiREQUIRED 
tp CDATA ~REQUIRED 
tc CDATA ~REQUIRED) 
(!ELEMENT groups (group)+) 
(!ELEMENT group (role_list, mission_list)) 
( !ATTLIST group 
group name CDATA ijREQUIRED 
tp CDATA ijREQUIRED 
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tc CDATA ~REQUIRED) 
(!ELEMENT role_list (role_name)+) 
(!ELEMENT role_name (~PCDATA)) 
(!ELEMENT mission_list (mission_name)+) 
(!ELEMENT mission_name (~PCDATA)) 
D.2 Fichiers XML 
D.2.1 Exemples de protocoles spécifiés au format XML 
Le protocole 1 (pour "lnform") est chargé par les agents sous la forme suivante 
(protocol prname="l" initiator="X" participator="Y" goai="BxnotBy(Z)") 
(body) 
(trans_ name)t _ inform(/trans _na me) 
(/body) 
(transitions) 
(transition trans_name="t_inform" target_stname="l" tcondition="TRUE") 
(/transition) 
(/transitions) 
(/protocol) 
Le protocole P-RA (pour "Propose-Refuse ou Accept") est disponible pour les 
agents sous le format suivant : 
(protocol prname="P _RA" initiator="X" participator="Y" goal="lxSCyDone(Z)") 
(body) 
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(compound_ component) 
(/compound_ compone nt) 
(/body) 
(transitions) 
(trans_ name)propose(/trans _na me) 
(operator)(and /)(/operator) 
(compound_ component) 
(trans_ name)refuse(/trans _na me) 
( operator) (x or /) (/ operator) 
(trans_ name)accept(/trans _na me) 
(/compound_ component) 
(message) 
(/message) 
D.2. Fichiers XML 
(transition trans_ name= 11 propose 11 target_ stname=" P" tcondition="TRUE") 
(message) 
(/transition) 
"time= SR in [t_now,t_now+OO :01 :00] 11 
(/message) 
(transition trans_name= 11 refuse 11 stname="P.R" tcondition="TRUE") 
(message) 
(/message) 
(/transition) 
(transition trans_ na me= 11 accept 11 stname= 11 P.A 11 
tcondition= 11 task_ duration<=08 :00 :00 11 ) 
(message) 
(/message) 
(/transition) 
(/transitions) 
(/skeleton) 
D.2.2 Exemple de définition d'une structure organisation-
nelle temporelle au format XML 
(TOS TOS_name= 11 contract01 11 tp=" 11 tc=" 11 ) 
(roles) 
(links) 
(role role_name ="client" tp= 11 11 tc=" 11 ) 
(mission mission_name="propose_contract" tp= 11 11 tc=" 11 ) 
(/mission) 
(mission mission_name="proposition evaluation" tp= 11 11 tc=" ") 
(/mission) 
(frole) 
(role role_name="decision_maker" tp= 11 11 tc=" 11 ) 
(mission mission_name="evaluate contract 11 tp=" 11 tc=" 11 ) 
(/mission) 
(mission mission_name="mission2" tp= 11 11 tc=" 11 ) 
(/mission) 
(frole) 
(role role_name="planning_person_in_charge" tp= 11 11 tc=" 11 ) 
(mission mission_name="schedule" tp=" 11 tc=" 11 ) 
(/mission) 
(mission mission_name="elaborate planning" tp= 11 11 tc=" 11 ) 
(/mission) . 
(frole) 
(froles) 
(link link_name="Lcdm" link_type="authority" source_role="client" 
target_role="decision_maker" tp= 11 11 tc=" 11 ) 
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(/link) 
(link link_name= 11 Lcp 11 link_type= 11 authority 11 source_role= 11 client 11 
target_role="planning_person_in_charge" tp= 11 11 tc= 11 11 ) 
(/link) 
(link link_name= 11 Ldmp 11 
l ink _type= 11 authority 11 source_ role=" decision_ ma ker" 
target role="planning persan in charge" tp= 11 11 tc= 11 11 ) 
- - - -
(/link) 
(/links) 
(groups) 
(group group _name= 11 contract01group 11 tp= 11 11 tc= 11 11 ) 
(role _list) 
(role _name)client 
(frole _name) 
( role _na me )decision_ ma ker 
(frole _name) 
(frole _list) 
(/group) 
(group group_name= 11 contract02temporalgroup 11 tp= 11 11 tc= 11 11 ) 
(role_list) 
(role _na me )planning _per son_ in_ charge 
(/ role _na me) 
(frole _list) 
(/group) 
(/groups) 
(/TOS) 
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Résumé : Ce mémoire de thèse s'intéresse à la prise en compte de la dimension 
temporelle au sein des systèmes multi-agents (SMA) dans le contexte de systèmes 
industriels dynamiques. L'étude s'appuie sur l'approche Voyelles afin d'étudier l'impact 
du temps au sein de chacune des dimensions d'un SMA que cette approche distingue 
et afin de mettre en place un raisonnement temporel orienté multi-agents. Après avoir 
analysé les conséquences de la prise en compte du temps dans chacun de ses aspects, 
un ensemble de méthodes et d'outils sont proposés pour résoudre les problèmes mis 
en évidence. Le modèle de SMA temporel proposé présente notamment une prise en 
compte des aspects temporels au sein de l'interaction et de l'organisation ainsi qu'un 
modèle d'agent permettant de les intégrer. Ces propositions sont ensuite confrontées à 
des applications concrètes issues du milieu industriel. 
Mots-clés : Systèmes Multi-Agents, Intelligence Artificielle Distribuée, 
Raisonnement Temporel, Interactions temporelles, Organisations temporelles. 
Abstract : With industrial systems growing more and more complex, we are led to 
take explicitly into account the time dimension. ln the industrial dynamic systems field, 
we have to consider the time aspect in the multi-agents systems. 
To do so, we lay stress upon the 11 vowels 11 approach in order to study the time dimension 
within each of the MAS dimensions such approach reveals. The current methods and 
tools don't allow us to take the general time aspect into consideration in a MAS. Once 
analysed the consequences of the consideration of ti me in each of its aspects, we suggest 
a set of methods and tools likely to solve the problems which appear and to implementa 
multi-agents-driven time reasoning. Next, these propositions have to meet the concrete 
applications from the industrial environment. 
Keywords : Multi-Agent Systems, Distributed Artificial Intelligence, 
Temporal Reasoning, Temporal Interactions, Temporal Organizations. 
