In this paper we tackle a question raised by A. Saha concerning the size of Whittaker new-vectors appearing in infinite dimensional representations of GL2 over non-archimedean fields. We derive precise bounds for such functions in all possible situations. Our main tool is the p-adic method of stationary phase.
Introduction
The asymptotic behaviour of special functions plays an important role in number theory. Many recent results rely on almost excessive handling of Bessel functions, or more generally, hypergeometric functions. Such functions and their various asymptotic expansions have been studied for hundreds of years by many mathematicians in all areas. Their appearance in number theory stems from the theory of automorphic forms. Indeed, all sorts of special functions can be found in the archimedean components of automorphic representations. This however raises the question of nonarchimedean analogues. From the perspective of automorphic representation it is clear that these p-adic analogues should just be vectors in a suitable model of the local representation at p. But what about suitable integral representations support properties and asymptotic size?
Some of these analogies are well known and have been studied for a long time. For example, very classical, the (quadratic) Gauß sum which can be thought of as a local version of Fresnel's integral. One sees this resemblance by writing This analogy shows up frequently in the p-adic method of stationary phase. Another classical couple would be Jacobi sum and Beta function. However, more interesting for us is the conceptual relationship 
The main result
We will now state the main results of this paper. We tried to keep the notation used up to this point to a minimum. Full definitions will be found in Section 1.2.
Theorem 1.1. Let p be an odd prime and let π be a supercuspidal representation of GL 2 (Q p ) then
where n is the log-conductor of π and W π is the normalised Whittaker new-vector associated to π. Furthermore, if n is odd we have the better bound
It turns out that this bound is sharp in general. The possible large exponent is due to the appearance of a degenerate critical point in our stationary phase argument. Since the central character of dihedral supercuspidal representations is always bounded by n 2 , the bound stated above is worse than predicted in [13, Conjecture 2] . Note that in some situations, for example n odd, there are no degenerate critical points and we obtain the expected upper bound. If n is even, our proof reveals some conditions which ensures that W π is uniformly bounded. However, these conditions are difficult to state and hard to check in practise. Theorem 1.2. Let p be an odd prime and let π = χ 1 ⊞ χ 2 be a unitary principal series representation of GL 2 (Q p ). We have the bound
.
If the central character of π satisfies a(ω π ) < Thus, we observe that in most cases we improve upon this bound by a power saving.
To derive these bounds we first prove integral representations of the Whittaker new vector on certain special matrices g t,l,v . Roughly we will prove that W π (g t,l,v ) = C(t, π) O × ξ(z)ψ(Tr E/F (A(t)z) + v̟ −l Nr E/F (z))dµ E for a quadratic space E with character ξ associated to π and explicit constants C(t, π) ∈ C and A(t) ∈ E × . The choices for E and ξ can be naturally explained for each π. These integral representation are amenable to the p-adic method of stationary phase. It is a nice feature of p-adic analysis that instead of asymptotic expansions we gain explicit evaluations. Indeed, even if we are mostly interested in upper bounds, our methods are strong enough to yield tight lower bounds as well as precise formulas for W π (g t,l,v ). To demonstrate this we worked out the explicit form of W π (g t,l,v ) for π = χSt or π = χ ⊞ χ. This is Lemma 5.5 and Lemma 5.6 below. An interesting feature, which is similar to the archimedean case, is that in the transition region we encounter the p-adic analogue of the Airy function. In particular, we have the lower bound
(1.
2)
It was already noted in [13] that lower bounds on local Whittaker new vectors translate to lower bounds for classical modular forms (or Maaß forms). For example, as in the proof of [13, Theorem 3.3] one can show that (1.2) implies
for a Maaß newform f and a primitive Dirichlet character χ of conductor p n co-prime to the level of f .
Let us also mention that the local bound holds for any non-archimedean ground field F . This is also true for our results. Indeed, if the absolute ramification of F over Q p is small compared to p then our proof carries over with simple notational changes. Otherwise one has to deal with some technicalities arising from the p-adic logarithm. But all this seems to work out, the only reason we restrict our attention to Q p is to keep the calculations as clean as possible.
The assumption p = 2 seems to be more difficult to remove. First, there are many features arising from the method of stationary phase that are slightly different for p = 2. However, with carefully chosen notation one could probably deal with these problems. Second, in order to treat supercuspidal representations we make heavy use of the fact that for odd p every supercuspidal representation is dihedral. This fails for p = 2 and one would have to treat the non-dihedral supercuspidal representations separately.
Notation and pre-requests
We assume the reader to be quite familiar with [14, 13] . For the sake of completeness we will briefly introduce necessary notation and some background material.
Throughout this paper we fix a non-archimedean local field F , which later on will be specialized to F = Q p for some odd prime p. Let O be the ring of integers in F and write p for the unique maximal ideal. We fix a uniformizer ̟ and normalize the valuation v such that v(̟) = 1. Furthermore, we scale the absolute value such that |̟| = q −1 where q = ♯F/ p is the number of elements in the residue field. We write µ (resp. µ × ) for the Haar measure on (F, +) (resp. (F × , ·)) and normalize it to satisfy µ(O) = 1 (resp. µ × (O × ) = 1). These two measures satisfy the relation
|·| µ where ζ F (s) = 1 1−q −s is the local zeta function of F . We fix an unramified additive character ψ on F , in particular the exponent n(ψ) = 0. In this case µ is normalized to be self dual with respect to the Fourier transform. By a multiplicative character we mean a continuous group homomorphism F × → C × . We define the sets X l = {χ multiplicative character : χ(̟) = 1 and a(χ) ≤ l}, and
where a(χ) denotes the log-conductor of χ. To each character we associate a ǫ-factor ǫ(s, χ) and a L-factor by L(s, χ) = 1 1 − χ(̟)q −s .
The ǫ-factor depends on the additive character ψ. However, since we consider ψ as fixed we drop this dependence from the notation. Many useful properties of ǫ-factors can be found in [15] . The most important one for us is the link to the Gauß sum via the formula The letter E is reserved for a quadratic space over F . Thus, basically E is a quadratic extension of F or it is simply the vector space E = F × F . If we are dealing with a quadratic extension we let e = e(E/F ) be the ramification index and f = f (E/F ) be the degree of the residual extension. In particular we have ef = 2. By d = d(E/F ) we denote the valuation of the discriminant of E/F , it satisfies d = e − 1. The Galois group is Gal E/F = {1, σ}. The norm and the trace are defined as usual by Tr E/F (z) = z + σz and Nr E/F (z) = z · σz.
The Haar measure on E will be normalized as follows:
where O is the ring of integers in E. The unique maximal ideal in O is denoted by P it will be generated by the uniformizer Ω of E. We will usually choose uniformizers such that N E/F (Ω) = ̟ f . Note that this determines a canonical valuation v E on E.
Further, let χ E/F be the quadratic character on F × which is trivial on N E/F (E × ) and set
By [15, Lemma 2.3 .1] we have
Which again implies that the Haar measure µ E is normalized to be self dual with respect to ψ E . Multiplicative characters on E are usually denoted by ξ and one can attach the same objects as we did over F . If E = F × F we define the ring of integers to be O = O × O and the ideal P = p × p. The Haar measure is simply the product measure µ × µ and all multiplicative characters factor into two multiplicative characters on F × . To keep notation consistent we define
Next we need to fix some subgroups and measures on G = GL 2 (F ) the group of interest. We define the standard subgroups Z, N , A, K and K 1 (n). As usual we define measures on Z, A and N via the identifications Z = F × , A = F × and N = F . On K we choose the probability Haar measure. This then defines a measure on G = ZN AK via the Iwasawa decomposition. Another very useful decomposition of G is
given in [13, Lemma 2.13] . Usually π will denote a infinite dimensional, admissible, irreducible representation of GL 2 (F ). Such a representation comes with several invariants. Namely, the log-conductor n = a(π) and the central character ω π . We write m = a(ω π ) for the log-conductor of the central character. The contragient representation will be denoted byπ. Attached to π there are the usual suspects ǫ( 1 2 , π) and L(s, π). Without loss of generality we may twist π by an unramified character to ensure that ω π ∈ X ′ m . Such representations are completely classified. More precisely we know each unitary, irreducible, admissible π belongs to one of the following families.
1. Twists of Steinberg: π = χSt, for some character χ satisfying χ(̟) = 1. In this case we have ω π = χ 2 and a(π) = max (1, 2a(χ) ). Furthermore, the L-factor as well as the ǫ-factor are given by
2. Principal series: π = χ 1 ⊞ χ 2 , for unitary characters χ 1 and χ 2 . In particular, a(π) = a(χ 1 ) + a(χ 2 ) and ω π = χ 1 χ 1 . Concerning the L-factor we know
Supercuspidal representations:
If π is supercuspidal then L(s, π) = 1 and all the other invariants are more difficult to describe. However, if q is odd, we know that every supercuspidal representation is dihedral. In this case we find a quadratic extension E/F and a multiplicative character ξ of E × such that π = ω ξ is the dihedral supercuspidal representations associated to (E, ξ). We then find that a(π) = f a(ξ) + d and
for some γ ∈ S 1 , given in [10, Section 2], depending only on E. The behaviour of π under GL 1 -twists is described by χπ = ω ξ·(χ•Nr E/F ) and the central character is
This list can be extracted from [8] and [15] . We will sometimes also allow principal series associated to non-unitary characters χ 1 and χ 2 since these appear as local components of Eisenstein series.
It is well known, that for G each admissible, irreducible representation is generic. In other words it posses a unique Whittaker model W(π). This Whittaker model contains the special functions on G that we seek to understand. We will focus on studying the distinguished new-vector W π which we normalize by W π (1) = 1. This vector is well understood on the diagonal. Indeed we have
if t ≥ 0 and π = |·| s St ,
if t = 0 and L(s, π) = 1, 0 else.
(1.5)
for t ∈ Z and v ∈ O × . This follows from [15] , is stated in this form in [13, Lemma 2.5] and is proven in [6, Lemma 2.10] .
Finally, we define the constants c t,l (µ) via finite Fourier expansion:
The main tool to calculate them is using the basic identity given in [13, Propositon 2.23]:
Note that the proof of this formula holds for any l ≥ 0. Important is only that ω π (̟) = µ(̟) = 1, otherwise one would have to introduce a simple unramified twist on the right hand side.
Calculating the coefficients c t,l(µ)
In this section we will prove explicit formulas for the constants c t,l (µ) defined above. The following calculations use nothing more than the basic identity (1.7) which holds in great generality. Thus, throughout this section, F is any non-archimedean local field, π is some (not necessarily unitary) irreducible, admissible representation with unitary central character ω π ∈ X n . We split this section in subsections dealing with each type of GL(2)-representation on its own.
Supercuspidal representations
In this subsection we assume π to be a supercuspidal representations. Because L(s, π) = 1 the basic identity takes the very simple form
By comparing coefficients we arrive at
else.
Evaluation of the Gauß sum yields 
Twists of Steinberg
Let π = χSt. Recall from Section 1.2 that all attached invariants can be described by the invariants attached to χ. We will see that this case gets slightly more complicated since L(s, St) is not trivial.
Lemma 2.1. Let l ∈ N 0 and µ ∈ X l . If π = χSt for χ = 1 then the constants c t,l (µ) are given by
Proof. If χ = 1 and µ = χ −1 , then the basic identity is as in (2.1). It is easy to compare coefficients. We continue by considering χ = 1 and µ = χ −1 . In this case we have
For suitable s one can expand
Inserting this expression together with the explicit evaluation of the Gauß sum and comparing coefficients completes this case.
Next we look at χ = 1 and µ = 1. Evaluating the Whittaker function and the Gauß sum using (1.5) and (1.3) yields a basic identity of the form
Note that a(µπ) = 2a(µ). Also a(π) = n = 1. Since we are assuming µ = 1, we must have l ≥ 1. Thus, we are done after comparing coefficients. Now we consider χ = µ = 1 and l = 0. In this case the basic identity simplifies to
Again we can compare coefficients. The last case to check is χ = µ = 1 and l ≥ 1. One checks that the basic identity becomes
Expanding the fraction into geometric series and comparing coefficients concludes the proof.
Irreducible principal series
In this section we assume π = χ 1 ⊞ χ 2 . Again all the invariants of π can be described by χ 1 and χ 2 . Recall that we are always assuming ω π ∈ X n . In particular χ 1 χ 2 (̟) = 1. In the proofs of [13, Proposition 2.39,2.40] some values for c t,l (µ) have been computed. In this section we refine and complete these computations in order to list precise expressions for all possible t, l and µ.
if a(µχ j ) = a(µχ i ) = 0 for {j, i} = {1, 2}, and t = −a(µχ j ) − 1,
if a(µχ j ) = a(µχ i ) = 0 for {j, i} = {1, 2}, and t ≥ −a(µχ j ), 0 else.
if a(µχ 1 ) = a(µχ 2 ) = 0, and t = −2, −q
if a(µχ 1 ) = a(µχ 2 ) = 0, and t = −1,
if a(µχ 1 ) = a(µχ 2 ) = 0, and t ≥ 0, 0 else.
Proof. The case µ = χ 1 , χ 2 is straight forward. So we start by considering χ 1 = µ −1 |·| c = χ 2 |·| 2c . The same calculation will work when we interchange the role of χ 1 and χ 2 in this case. The basic identity reads
Expanding the quotient of L-factors into a power series and recalling
Inserting this into the basic identity enables us to compare coefficients and conclude this case.
In the end we consider the situation where both, χ 1 and χ 2 , are unramified twists of µ. Since the central character is trivial on the uniformizer we have
The basic identity becomes
We use (2.2) twice to obtain
Now we may compare coefficients and conclude the proof.
Note that this also covers the case a(χ 2 ) > a(χ 1 ) = 0.
The proof uses the same ideas as previous proof. Thus, we leave the details to the reader.
3 The shape of Whittaker new-vectors on g t,l,v
In this section we use our description of c t,l (µ) to evaluate Whittaker new vectors W π on the special matrices g t,l,v . We will obtain expressions for the local Whittaker functions featuring several (padic) special functions. These functions are analogues of well known special functions that appear in the archimedean representation theory of GL 2 and are interesting in their own right. Note that
Thus, by (1.4) understanding W π on g t,l,v determines it on the whole of GL 2 .
Probably the most prestiges function we will encounter is the Kloosterman sum and its twisted generalization (generalized Salié sums). We define
These are indeed representations of the classical Kloosterman sums as p-adic oscillatory integrals. One notes that due to the normalization of d × x the trivial bound is 1. If χ = 1, we will drop it from the notation. A more general function is
which we associated to a multiplicative character ξ : E × → S 1 on some quadratic space E over F . Here A ∈ E and B ∈ F .
However, the focus of this section is to describe the support of the Whittaker functions as precisely as possible. This will help us later on to exclude several choices for t and l for which W π (g t,l,v ) vanishes.
We consider each type of representation on its own. The case of supercuspidal representations has already been considered in [13, Proposition 2.30 ]. However, in many cases the sums of ǫ-factors simplify considerably.
The results in this section hold for any non-archimedean field F and any irreducible, admissible, unitary representation π with central character ω π ∈ X n .
Dihedral supercuspidals
Here we will derive an expression of the Whittaker new-vector for dihedral supercuspidal representations which goes beyond the one given in [13, Proposition 2.30 ]. The following results hold for any dihedral representation even those for 2 | q. However, in this case not every supercuspidal representation is dihedral.
If π is dihedral supercuspidal, then so isπ. Thus we can find a quadratic extension E/F and a multiplicative character ξ such thatπ = ω ξ . We now use the properties of dihedral supercuspidal representations summarized in Section 1.2 to calculate the Whittaker function.
Lemma 3.1. If π is dihedral supercuspidal and k = max(n, 2l), then we have
Proof. First, we apply [15, Lemma 1.1.1] in the setting of E and obtain
Note that if t = −a(µπ) we compute
With all this at hand we proceed calculating our Whittaker new vector. We obtain
Twists of Steinberg
Throughout this subsection E will denote the quadratic space F ×F . In this case any multiplicative character ξ on E × factors in ξ = (χ 1 • pr 1 )·(χ 2 • pr 2 ) for two characters χ 1 and χ 2 of F × . However, at the moment we will only encounter the special situation where χ 1 = χ 2 . In other words, ξ factors through the norm map. We will compute the local Whittaker functions in terms of K(ξ, A, B) and other well known exponential sums.
We start of with the simplest case.
Lemma 3.2. For π = St we have
Proof. By the definition of c t,l (µ) we have
We will now insert the result from Lemma 2.1. The interesting cases are obviously t ≤ −l − 1 and l ≥ 1. Inserting the values for c t,l (µ) calculated above yields
We now move on the the slightly more complicated situation of π = χSt for a non trivial χ. 
Finally, if a(χ) > 1 and l = a(χ) = n 2 , we have the degenerate situation
Proof. We start by expanding
Using Lemma 2.1 we first observe that if t > −2, the only character µ ∈ X l with nonzero c t,l (µ) is µ = χ −1 . Thus we can move on to the other cases. If l = 0, the only character to consider is µ = 1 which contributes only if t = −2a(χ) = −a(π).
Thus from now on we will assume l > 0.
If t = −2, we obtain
Reversing the evaluation of the Gauß sum given in (1.3) yields the compact form
To exploit cancellation in the µ-average we write the Gauß sums as an integral. This leads to
We observe
Using this to simplify the integral we obtain
If l = 1 = a(χ), we will leave this expression as it is. However, in the other cases we write
instead. Here we have to consider two different cases. First observe that if l > 1, the Gauß sum vanishes unless l = a(χ) (which would also imply a(χ) > 1). Thus, if l = a(χ), we obtain
In the last step we observed that, if
and thus Lemma 4.1 below can be used to find the desired b χ ∈ O × . If l = 1, the situation is completely different. In this case we have
If a(χ) > 1, we can rewrite this as follows.
This implies that, if a(χ) > 1 we have
Similarly, if t < −2, we get
At this point we expand the Gauß sums into integrals and use cancellation between the characters µ ∈ X l . This yields
In several cases we can obtain further simplification by writing
Now let us assume for the moment that −l = t 2 . Then obviously y
). And the Gauß sum vanishes whenever max(− t 2 , l) = a(χ). This implies that if the local Whittaker function is non zero, we must have
At last we consider l = − t 2 . In this case we deduce from (3.4) that a(µχ) = l. Since the support of the Gauß sum implies µ ∈ X ′ l we can assume l ≥ a(χ). Whenever l < n we are happy with the expression given in (3.5). But if l ≥ n, we can evaluate the Gauß sum and calculate
This reduces to a Gauß sum which can be evaluated and almost everything cancels out.
Irreducible Principal Series
In this subsection we will treat the Whittaker functions associated to irreducible principle series representations. In this case we work with the quadratic space E = F × F . For two characters χ 1 and χ 2 on F × we write χ 1 ⊗ χ 2 for the obvious character on E × . We start with the most degenerate case. Obviously we are talking about π = ω π |·| s ⊞ |·| −s . For notational simplicity we will sometimes write χ 1 = ω π |·| s and χ 2 = |·| −s . In this case we exploit that K(ω −1 π ⊗ 1, ·, ·) degenerates to a one dimensional object which is related to the incomplete Gauss sum
which is a special case of K(ω
Proof. The strategy is as usual to use Lemma 2.3 in the finite Fourier expansion, (1.6), of W π . One sees directly that, if l = 0, there is only one contribution. The same is true for l > 0 and t > −l. Therefore, let us from now on assume l > 0 and t < −l. We obtain
Now we can write the Gauß sum as integral and take the character sum inside the integral. This leads to
If l ≥ n, then the character is constant in the range of integration. We obtain
Next we will look at another degenerate situation.
Not surprisingly we will encounter many similarities to the case π = χSt. Thus we will be quite brief in the proof.
Proof. Interesting situations occur only for t ≤ −2. For those cases we have
We have seen this exact sum already in (3.3) and (3.4). The rest of the proof is left to the reader.
Finally, we treat the 'generic' irreducible principal series.
Proof. Let us consider the interesting situation l > 0. For t > −2 the only contribution comes from the characters µ ∈ {χ
2 } which is easily written down. We thus assume t ≤ −2. Applying the usual tricks we end up with
As earlier we can compress the µ-sum to
The statement follows from standard computation which we leave to the reader.
Remark 1. If a(χ 1 ) = a(χ 2 ) = l, one can see that Lemma 3.6 fails to provide a simple integral representation of W π (g t,l,v ). Instead we end up having a sum of several integrals. However, later it will turn out that all but one are zero.
Evaluation of oscillatory integrals
In this Intermezzo we provide the necessary tools which are needed in the next section to estimate the numerous oscillatory integrals. Basically, this relies on rephrasing well known methods used to evaluate complete exponential sums with large moduli. In our framework these methods will be closely related to the classical method of stationary phase over the real numbers. The attentive reader will notice many similarities to well established results from [1] and [9] . In some results we will restrict ourselves to odd q. This simplifies many calculations avoiding problems coming from finite fields of characteristic 2. We start by recalling how the p-adic logarithm can be used to transform multiplicative oscillations in additive ones.
Lemma 4.1. Let e = e(F/ Q p ) be the absolute ramification index. We define
Furthermore, if
In particular, if
Note that in the last two cases we do not make any assumption on κ F .
The proof of this result can be found in [1] . Next, we will recall some results on quadratic congruences. The following lemma is basically [11, Lemma 9.6].
Lemma 4.2. Let a, b, c ∈ O. We set
If v(a) = 0, we have
In particular, ♯S ≤ 2q δ .
If v(a) > 0 and v(b) = 0, we have ♯S = 1. Furthermore, the solution x 0 ∈ S has valuation v(c).
Finally, we will briefly introduce the method of stationary phase and try to gain some intuition for the size oscillatory integrals. Let us start by introducing some notation. For a Schwartz function Φ with support in O n and a function f : supp(Φ) → O we define
If Φ = ½ O n , we drop it from the notation. The method of stationary phase provides a very general tool to understand the size of such integrals. For m = 1 the basic estimates rely on algebraic methods and are highly non trivial. Indeed, S(f, 1) reduces to a sum over the finite field O/ p. In the one dimensional situation we have the following very strong bound due to Weil, [18] .
ai be a rational function with coefficients in O/ p. Furthermore let χ be a multiplicative character of (O/ p) × such that no a i is a multiple of the order of χ. Then we have 
If m > 1, the situation is completely different because there are several elementary methods that can be used for the evaluation. The basic idea is parallel to the classical method of stationary phase. More precisely one will split the integral in suitable pieces each of which can be expressed in terms of the Gauß sum
which can be evaluated in great generality. A basic result in this direction is the following.
Lemma 4.3. Let ρ ∈≥ 0, A ∈ O × , and B ∈ F . Assuming q to be odd we have
Let A ∈ Mat 2×2 (O) be a symmetric matrix and let B ∈ F 2 . Then
The one-dimensional statement is essentially [1, Lemma 6] . In [7] one can find a very general evaluation of multi-dimensional Gauß sums over Q p which carries over to general F . But since we will make heavy use of the two dimensional case we provide a quick proof.
Proof. Here we only deal with the two dimensional case. First we write A p for the image of A in Mat 2×2 (O/ p). Since ρ ∈ {0, 1} the quadratic Gauß sum depends only on A p and not on A. Next we observe that if ρ = 0 or A p = 0 then we are simply dealing with a linear sum and the statement is obvious. Thus, assume ρ = 1 and A p = 0. First we write
If a = 0, we have
Therefore, by making a linear change of variables yields
In particular we can evaluate the remaining one dimensional Gauß sums and obtain
If a = 0 but c = 0, then the argument is essentially the same, one simply exchanges the roles of a and c as well as B 1 and B 2 .
If a = c = 0, then we must have b = 0. Observing
and making a linear change of variables yields
The bounds for Gauß sums are special cases of these explicit evaluations.
In the one dimensional situation over F = Q p an estimate for S(f, m) allowing very general phase functions f is given in [4, (5. 3)]. We now translate this result in our setting. 
has multiplicity less then M , then we have
for all m ≥ τ + 2.
Proof. This follows immediately from [4, (5. 3)] after normalizing correctly.
Points satisfying the congruence (4.5) are called critical points. If they have multiplicity one, they are referred to as non-degenerate critical points. The contribution of non-degenerate critical points is well behaved. Indeed, if there are only such critical points one can evaluate the corresponding oscillatory integral explicitly. On the other hand, if there are critical points with multiplicity bigger than one, the situation becomes more complicated. Such critical points are called degenerate critical points, their existence usually destroys square root cancellation in S(f, m).
We now provide some concrete examples for complete exponential sums. A first example, which we frequently encounter, is the twisted Kloosterman sum S χ (A, B, m) . If A, B ∈ O × , m = 1, and a(χ) ≤ 1 we have the strong bound 
where α(u) is some root of unity depending on F , χ, and u. For arbitrary characters χ square root cancellation might fail. However, one can still derive estimates for the sum. See for example [11] . Over Q p a general sharp bound for S χ (A, B, m) is given in [3, Section 5] . One can prove a slightly more general estimate. In the opposite situation, m < a(χ), we have
Finally, if m = a(χ), then
If we assume additionally that F = Q p , then we have the stronger bound
Proof. First, if l ≥ m, this reduces to the Gauß sum evaluation (1.3). If m = 0, we have a pure (multiplicative) character sum and the claim follows by orthogonality. If m = 1 and a(χ) ≤ 1, then this is a slight extension of Weil's bound for Kloosterman sums. In all the other cases we can apply the method of stationary phase and conclude by estimating the remaining sum trivially as in [11, Section 9] . The last bound can be found in [3, Section 5] and turns out to be sharp.
Another example is an exponential sum involving a cubic polynomial. In analogy to the real place we define
Note that Ai ψ (a; b) = 0 if v(b) < min(0, v(a)). Thus, by Lemma 4.5 we have the bound
An important two dimensional example that lies at the heart of the next section is the integral
Lemma 4.6. Suppose χ 1 and χ 2 are characters on F × such that a(χ 1 ) ≥ a(χ 2 ) ≥ 1. Put k = max(a(χ 1 ), l) = 2r + ρ for some r ∈ N 0 and ρ ∈ {0, 1}. Then for 0 < l 1 , l 2 ≤ l and r > 0 we have
for
where b 1 and b 2 are the constants associated to the characters χ 1 and χ 2 using Lemma 4.1. In particular we have
Proof. First we use Lemma 4.1 to rewrite the integral as
Using the support properties of the Gauß sum contained in Lemma 4.3 it is clear that we can restrict the summation to S.
Whenever the set S is small, this usually means ♯S ≤ 2, then the estimate given above is good enough and almost sharp. Otherwise it is possible to find a suitable parametrization for S which reduces everything to a one-dimensional integral to which we can apply classical results. Over the next few sections we will investigate the behaviour of K in several situations and deduce the size of the local Whittaker functions W π .
The size of Whittaker new vectors
In this section we estimate the size of Whittaker new vectors. To do so we will built on Section 3 in which we basically reduced the problem to estimate K(ξ, A, B) in several situations. Due to the generality of this sum there are many cases which seem quite different in nature and the estimation turns out to be Sisyphus work. This upcoming case study relies heavily on repeated use of the method of stationary phase as described in the previous section. Throughout this section we assume that F has odd residual characteristic.
Dihedral supercuspidals
There are two slightly different types of dihedral supercuspidal representations. We start with representations associated to unramified quadratic extensions of E/F . Lemma 5.1. Let π be a dihedral supercuspidal representation associated to an unramified quadratic extension E/ Q p and a character ξ : E × → S 1 . Then we have
Proof. We start by recalling some facts concerning the extension E/F . Since it is unramified we have e = 1, f = 2, and d = 0. Thus n = 2a(ξ), a(ψ E ) = 0, and Vol(O, d E ) = 1. Furthermore, we find an element
We choose uniformizers such that Ω = ̟. For x = a + b √ ζ we compute
We put k = max(2l, n). Then Lemma 3.1 tells us that we only need to consider t = −k if l = n 2 and 0 > t ≥ −k if l = n 2 , since otherwise W π (g t.l.v ) vanishes. In these cases we have
We write k 2 = 2r + ρ for some r ∈ N 0 and ρ ∈ {0, 1}. First, we note that if r = 0, then we must have ρ = 1 and thus a(ξ) = l = − 
From now on we assume r ≥ 1. In this case we can calculate
Next we will rewrite the remaining integral as a Gauß sum. We recall that O = O ⊕ O √ ζ then we can view the integral as an two dimensional integral. The quadratic term is
, and t ∈ O 2 . This can be checked by a brute force calculation. If we write ℑ(a 1 + a 2 √ ζ) = a 2 and ℜ(a 1 + a 2 √ ζ) = a 1 , we obtain the more compact form 
× which establishes what was claimed.
Similarly we can write the linear term as
In this notation we obtain
Here we restricted the sum to
since otherwise the Gauß sum vanishes due to Lemma 4.3. Writing x = x 1 + x 2 √ ζ and
for x 1 or x 2 is in O × . We will compute the set S × in several cases and deduce the size of W π (g t,l,v ) using (5.3). Case I: 0 < l < n 2 . In this situation we have t = −k = −n and the structure of S × is very simple. Indeed, we have
This leads to the quadratic congruence
In 
) ∈ O × and A 2 has entries in O we use Lemma 4.3 to see
Case II: l = n 2 . In this case k = n = 2l and −n ≤ t < 0. We call x 2 admissible if it satisfies
In order to determine the structure of S × we have to solve the quadratic congruence
for each admissible x 2 .
Case II.1: b 2 ∈ O × . One sees that admissible x 2 exists only if t = −k. In this situation we have exactly one admissible x 2 . Namely
The quadratic equation for x 1 then has discriminant ∆ = ∆(v) = 1 + 4v 2 b 2 2 ζ + 4vb 1 . If ∆ ∈ O × , we have up to two possibilities for x 1 , so that ♯S × ≤ 2. We now turn towards the matrix vA 1 + A 2 . We can compute
Note that for certain compositions of v, b 1 , and b 2 the case det(vA 1 + A 2 ) ∈ p can not be excluded. Therefore, we use the estimate
Thus in this case we obtain the bound
Unfortunately, viewing ∆ as an quadratic equation in v, it turns out that if Nr
there are possibilities for v such that ∆ ∈ p. If this happens we use Lemma 4.2 to parametrize the set S × and define
Inserting the so obtained parametrization in (5.3) yields
using the convention that γ ± = γ 2 if v(∆) > 0 and γ ± = γ otherwise. We use x 2 = b 2 and x 1 ∈ − 1 2v + p to compute
Thus, A p is independent of x and diagonal. Furthermore, at least one of the diagonal entries is in O × . The Gauß sum can be evaluated using Lemma 4.3. For brevity we only deal with the case ρ = 0. The details for the other case are very similar and left to the reader. Since E/F is an unramified we have κ E = 1. Therefore, we can make use of the p-adic logarithm over E without convergence issues and apply Lemma 4.1 to write
The remaining task is to show that the integral actually vanishes. To do so we open the Taylor expansion of the logarithm and obtain
Our remaining task is to find further cancellation in I. We compute
From this we can deduce that a 1 ∈ p is equivalent to ∆ ∈ p, which is assumed at the moment. Using ∆ ∈ p we can also check that
However, this implies that in order for a 2 ∈ p we must have
We further compute
Which implies that a 3 ∈ 3 −1 O × . Thus in the worst case scenario we obtain I ≤ q r 3 −δ . We conclude
is admissible. The equation for x 1 reads
and has discriminant ∆ = ̟ 2v(b2) + 4v(b 1 + vx 2 2 ζ). For a fixed x 2 we write S x2 for the set of possible x 1 . Since there are q v(b2) admissible x 2 we have the estimate
1 One can actually check that ∆ ∈ p implies a 1 , a 2 ∈ p. Even more, ∆ = 0 implies a 1 = a 2 = 0.
If ∆ ∈ O × , then it is so for any x 2 and ♯S x2 ≤ 2. Thus, we are done after estimating trivial. However, if ∆ ∈ p, the S x2 -sum is potentially large. We can deal with this using another stationary phase estimate. The computations turn out to be very similar to ones in Case II.1. The outcome is
In this case we use (5.3) to estimate
Due to the assumptions of this case it is easy to compute ♯S. We obtain
Case III: n 2 < l. Here we have k = 2l = −t. Thus, towards the structure of S × we find
is no unit. We therefore have to find
In particular we use Lemma 4.2 with v(a) = v(b) = v(∆) = 0 and find that ♯S × ≤ 2. Estimating the S × -sum in (5.3) trivially yields
This was the last case to consider and the proof is complete.
We now turn to representations associated to ramified extensions of F .
Lemma 5.2. Let π be a dihedral supercuspidal representation associated to a ramified quadratic extension E/ Q p and a multiplicative character ξ. Then we have
Proof. Since E/F is a ramified extension we have f = 1, e = 2 and d = 1. In particular n(ψ E ) = −1 and the additive measure on E is normalized so that
By changing ̟ if necessary we can assume that E = F ( √ ̟) and Ω = √ ̟. The identity (5.1) still holds.
The log-conductor of π is given by n = a(π) = a(ξ) + 1. We observe that
Thus, we can assume l > 0 and define k = max(a(ξ), 2l) = 2r+ρ. Using Lemma 3.1 and Lemma 4.1 we compute
We need to estimate this for t ≥ −k if l ≥ n 2 and t = −k − 1 otherwise. In all these cases the remaining integral reduces to a quadratic Gauß sum over E. Thus we can restrict the x-sum to
Case I: 0 < l < n 2 . Due to the support properties of W π we can assume that t = −n = −a(ξ) − 1. Obviously k = a(ξ). The set S is determined by the congruence
If n − 2l ≥ r, there is exactly one solution. Namely x = b ξ modulo P r . Otherwise we write x = x 1 + x 2 Ω. This, leads to the two congruences
Using Lemma 4.2 we observe that there is a unique solution (
Furthermore, one quickly checks that x 1 is a unit. We recall n(ψ E ) = −1, Vol(D, µ E ) = q − 1 2 and k − l − ρ > 0. With this in mind we evaluate the quadratic Gauß sum and obtain
Case II: l = n 2 . In this case 2l = a(ξ) + 1, k = 2l and ρ = 0. We write x = x 1 + x 2 Ω and b ξ = b 1 + b 2 Ω, to transform the congruence condition in S into a system of congruences over F . For simplicity we consider further subcases.
Case II.1: 2l + t > 0 even. In this case we obtain
The first equation is quadratic in x 1 with discriminant ∆(v, for x 1 for each given x 2 . Thus the two congruences define a set S ′ modulo P r−1 with
else,
We obtain
The remaining sum is a sum over the finite field O/ p and can be estimated using (4.3). We obtain
Case II.2: 2l + t > 0 odd. We write 2l + t = 2β − 1 for some β ∈ N. Then we have to solve the congruences
Looking at the first congruence reveals that, if
2 ⌋, there are no solutions for
Here we can go back to the original equation determining x and find that we need to count solutions to
We conclude that
The generic situation appears whenever
2 ⌋. In this case there are q β−1
solutions for x 1 . Let S x1 be the set of possible x 2 for each x 1 . Further, we note that
After considering r − 1 even or odd separately one can estimate S(x 1 ) and obtain
We leave out the details at this point since we will perform a very similar calculation in the next case. Case II.3: t = −2l. In this situation we have
2 ⌋ so that everything comes down to solving the quadratic congruence First, assume v(∆) ≥ 1. Then x 1 is of the form
We define B ± to be the α independent part of x ± . This determines x ∈ S up to P r−1 . We obtain
Next, we reinsert this parametrization in (5.4). First, we deal with r − 1 odd. Each element of S is of the shape A ± + βΩ r−1 + αΩ r−2δ , for A ± = B ± + b 2 Ω. We find
We use Lemma 4.1 to transform ξ into an additive oscillation. The Taylor expansion of log E is given by
Observe r − 4δ ≥ 0, so that we can truncate after the third term. We write
j Ω and have a closer look at the coefficients.
This shows
We first look at the β-sum. It turns out that
Thus, the inner sum is actually linear and introduces the congruence condition
A short computation shows that a ′′ 2 ∈ p δ which makes this congruence independent of α. We may as well assume that it is satisfied since the remaining sum vanishes otherwise. We are left with the α-sum. To deal with it we check that a
. This implies at worst cubic cancellation. Indeed one can show, assuming ∆ ∈ p, that the linear and the quadratic term are in p. We obtain
If r − 1 even or ∆ ∈ O × , one obtains
The details are left to the reader. Case III: n 2 < l. In this case we have k = 2l, ρ = 0 and t = −k = −2l. In order to compute S we write x = x 1 + x 2 Ω and obtain the system of equations
Because 2l > n we obtain a quadratic equation for x 1 with discriminant in O × . Thus, we obtain maximal two solutions x ∈ (O/P r−1 ) × . We write S ′ for this set of solutions. Then we have
Inserting this parametrization of S in (5.4) yields
Since n(ψ E ) = −1, the α-sum is a complete exponential sum over a finite field. Therefore, we can use (4.3) and obtain
Finally, we observe that since ξ does not factor through the norm we have a(ξ) ≥ 2. So that k ≥ 2 and we have covered all possible cases.
Twists of Steinberg
In this section we analyse the behaviour of W π when π is a twist of Steinberg. Before treating the most general case we look at two examples of small ramification.
Proof. The claim is a direct consequence of Lemma 3.2.
Lemma 5.4. Let q be odd and let π = χSt for χ ∈ X ′ 1 . Then we have
Proof. We consider all the cases appearing in Lemma 3.3. If l = 1 and t = −2 we have
This is an exponential sum over a finite field and (4.3) implies
The other cases are rather easy. One sees
for the remaining combinations of l and t.
Lemma 5.5. Let π = χSt for some unitary character χ with a(χ) > 1. Then we can evaluate the Whittaker function explicitly as follows.
where x 0 is the unique solution to v̟
Proof. Define k = max(n, 2l). For l = 0, l ≥ n or t ≥ −2 the statement follows immediately from the expressions given in Lemma 3.3. Thus, from now on we assume 0 < l < n and t < −2. By Lemma 3.3 we have
for E = F × F . We will evaluate the oscillatory integral K starting from the prototype given in Lemma 4.6. To do so we need to investigate the structure of the critical set S in several cases.
In this situation we have k = n = −t. The matrix A x1,x2 given in Lemma 4.6 is diagonal modulo p and independent of x 1 and x 2 . Furthermore, the congruence conditions for (x 1 , x 2 ) ∈ S read
By Lemma 4.2 we conclude that ♯S = 1. Therefore, we have
By Lemma 4.3 we arrive at
where x 0 is the unique solution of v̟
. This is the transition region where the Whittaker function can be nonzero for several t. Recall that the congruences defining S are
The congruences simplify to
Using the (non obvious) fact that the S-sum in Lemma 4.6 is well defined modulo p r we obtain
Evaluating the Gauß sum using Lemma 4.3 yields
Otherwise, the Gauß sum vanishes. Thus, for t ≥ −a(χ) we get
Evaluating the Kloosterman sum reveals
Otherwise, the Whittaker function vanishes. For t = −a(χ) − 1 we observe that the critical points of the Kloosterman sum are congruent to Y modulo p. Thus, we also arrive at (5.9).
Case II.2: −n < t < −a(χ) − ρ. The first congruence, (5.7), can be rewritten as
Substituting this in the second congruence, (5.8), yields
It is easy to see that the discriminant of this equation satisfies v(∆) = 0. We can parametrize x 2 using Lemma 4.2. We compute
Using the Lemma 4.1 and setting
Evaluating the remaining oscillatory integral yields
Case II.3: t = −n. In this case we have to solve the congruences
The quadratic congruence has discriminant
For some v the discriminant might be (p-adically) small, so that there are many solutions for x 1 . In this case we have to argue slightly more carefully. Using Lemma 4.2 we can parametrize
We set
and γ ± = 1 if v(∆) < r and γ± = 1 2 otherwise. We can rewrite the Gauß sum from Lemma 4.6 as
First, we consider the degenerate case, v(∆) > 0. In particular, we have −2b − x 1 ∈ p and v(∆) ≥ 2 > ρ. Therefore, we obtain the stronger congruence vx
Using our parametrization of S in Lemma 4.6 yields
Here we used the fact that F = Q p to insert the Taylor expansion of the p-adic logarithm. Since 2r − 4δ ≥ 0 we could truncate after the third term. Since the cubic coefficient is a unit we have the bound
Even more, if v(∆) ≥ r + ρ, we have
If ρ < ∆ < r + ρ, we arrive at
(5.11) Note that in this case W π (g t,l,v ) vanishes when ∆ ∈ F 2× . Finally, if 0 = v(∆), one easily checks that (5.11) holds as well.
Case III: n 2 < l < n. Here we have k = 2l and the Whittaker function is non zero only for t = −k. The congruence conditions defining S yield the system of equations
The quadratic equation has a unique solution modulo p r which is in O × . Thus, ♯S = 1. From Lemma 4.6 and Lemma 4.3 we obtain
where x 0 is the unique solution of vx
This was the last case to be considered and the proof is complete.
Remark 2.
There are several other ways to evaluate the integral K(χ • Nr E/F , ·, ·). For example one may compute that
For k > 1 the Kloosterman sum may be evaluated and one is left with a twisted quadratic Gauß sum. The remaining sum one can apply the (1-dimensional) method of stationary phase. This turns out to be similar in spirit to the calculation in [1, Lemma 10].
Irreducible principal series
The last category of representations to deal with are principal series representations. It is already known from [13] that in certain degenerate situations the Whittaker function can be as large as the local bound (1.1) predicts. We consider several different situations starting with one that is similar to the twisted Steinberg representations.
Lemma 5.6. Let π = χ |·| s ⊞ χ |·| −s for some s ∈ i R. Then we have
Even more, for t < −2 we can evaluate the W π (g t,l,v ) explicitly and obtain the same expressions as in Lemma 5.5.
Proof. From the proof of Lemma 3.5 we see that for t ≤ −2 we are in the same situation as for π = χSt. The remaining cases can be estimated trivially using Lemma 3.5.
We move on to the unbalanced principal series π = χ 1 ⊞ χ 2 with unramified χ 2 .
Lemma 5.7. Let π = χ |·| s ⊞ |·| −s for s ∈ i R and put n = a(χ) > 0. Then
This follows from [13, Corollary 2.35] and is sharp by the lower bound given in [13, Proposition 2.39]. We will give a proof based on properties of epsilon factors. In particular their stability under twists by characters with small log-conductor.
Proof. First we observe from Lemma 3.4 that
if t ≥ −n and l = 0 or t ≥ −2l and l ≥ n. The only other non-zero situations are 0 < l < n and t = −n − l. In these cases the delta term in (3.6) does not contribute so that we obtain
On the other hand, if l > ⌊ n 2 ⌋, Lemma 3.4 shows
In the last step we used Lemma 4.1. The remaining integral can be calculated using Gauß sums. Indeed,
This concludes the proof.
Remark 3. A byproduct of the previous lemma is the bound
2 . We move towards more generic situations.
−s be a irreducible principle series representation. Also assume a(χ 1 ) > a(χ 2 ) and s ∈ i R. Define m = max(2l, n). One has
as long as n is odd or a 2 ≤ 3 or b 1 b 2 ∈ O 2× . In general we might encounter a degenerate critical point for l = n 2 which leads to the weaker bound
Proof. To simplify notation we write a 1 = a(χ 1 ) and a 2 = a(χ 2 ) and put k = max(a 1 , l) = 2r + ρ. We also write b i = b χi ∈ O × for the constant associated to χ i in Lemma 4.1 for i = 1, 2. From Lemma 3.6 it is clear that |W π (g t,l,v )| = 1 if l = 0 and t = −n or l ≥ n and t = −2l.
We also see that
if t ≥ −a 1 and i = 1, 2.
To evaluate the remaining non zero cases we have to understand
for suitable 0 < l 1 , l 2 ≤ l. In most cases we will do this as before using the method of stationary phase. However, if l is small, we find it easier to exploit the stability of ǫ-factors directly similarly to the approach in [13, Proposition 2.40]. Case I: l ≤ a1 2 and t < −a 1 . In this case we have l 1 = a 1 , and l 2 = −t − a 1 . Since we assume t < −a 1 the delta term in (3.7) does not contribute. We have
Recall from [13, Lemma 2.37] that
This implies
Inserting this expression above yields
We can now evaluate the µ-sum by writing the Gauß sum as an integral, taking the µ-sum inside, and exploiting full cancellation. One arrives at
By evaluating the remaining Gauß sum we obtain the sharp bounds
if l > a 2 and t = −a 1 − l, 0 else.
In this case we have l 1 = a 1 , l 2 = a 2 and t = −n. Note that a 1 − a 2 ≥ r implies a 2 ≤ a1 2 . However, this situation was covered in Case I. Thus, we assume a 1 − a 2 < r. Our starting point is Lemma 4.6 together with Lemma 3.6. Using Lemma 4.3 we compute the Gauß sum to be
whenever x 1 and x 2 satisfy
This is reformulated to the congruences
By Lemma 4.2 x 2 ∈ O × is uniquely determined modulo p r+a2−a1 . Say x 0 is the unique solution in (O/ p r+a2−a1 ) × then we have
We insert this parametrization in the S-sum from Lemma 4.6. Elementary rearrangements yield γ ∈ S 1 and c ∈ O × such that
After checking that r + a 2 − a 1 ≤ a2 2 we apply Remark 3 and obtain |W π (g t,l,v )| ≤ 1.
Case III:
This leads to k = 2r = a 1 , l 1 = a 1 , and l 2 = −t − a 1 for −a 1 > t ≥ −n. The situation turns out to very similar to the one in Case II. One arrives at
for someγ ∈ S 1 and some c ∈ O × . Estimating the incomplete Gauß sum using Remark 3 yields
Case IV: l = a 1 . We have l 1 = −t − l and −a 1 > t ≥ −2l. We can rewrite the congruences defining S and get
Depending on t the behaviour can be quite different. The matrix A p turns out to be
Case IV.1: t > −2l. In this case we have (
Thus, Lemma 4.2 implies ♯S = 1. Estimating trivially yields
Case IV.2: t = −2l. Each x 1 determines a unique x 2 modulo p r . The quadratic congruence determining x 1 reads vx
and has discriminant
We can rewrite the quadratic equation as
So that any admissible x 1 satisfies
Then each admissible x 1 determines a unique x 2 by
But we need x 2 to be a unit. We conclude that if v(∆) > 0, then S = ∅ and therefore
If v(∆) = 0, we have ♯S ≤ 2 so that trivial estimates reveal
Case V: a 1 < l < n. Here we have t = −2l, and l 1 = l 2 = l. The set S from Lemma4.6 is given by the system of congruences
One can check that the discriminant of the quadratic equation for x 2 satisfies ∆ ∈ 1 + p. Therefore ♯S ≤ 2. Furthermore,
Thus, estimating trivially yields
Case VI: max( a1 2 , a 2 ) < l < a 1 . This constitutes the transition region and it turns out that the approach we took before mutates into very messy calculations. We therefore choose to take a different approach. We calculate
Using the same trick in the x 2 integral yields
We insert these expressions in Lemma 3.6 and obtain
and
Note that estimating the integrals trivially recovers the local bound of [13, Corollary 2.35 ]. We will now reduce these integrals to a situation where Lemma 4.4 becomes applicable. We treat different cases.
Case VI.1:
. We will show further cancellation in the integral appearing in (5.13). Suppose a 2 = 1 then the current situation implies l < a1+1 2 but obviously this yields l ≤ a1 2 which is excluded from Case IV. Thus we assume a 2 > 1 and write a 2 = 2r + ρ for ρ ∈ {0, 1} and r ∈ N. For any r ≤ κ ≤ a 2 we calculate
The Taylor expansion of the logarithm reads
We first observe that, since l < a1+a2 2 , we have
Opening up (y + t̟ r ) j using the binomial expansion and dropping all the terms with coefficients in O yields
If we set κ = a 2 , the Gauß sum degenerates to the characteristic function on 1 − vb 1 ∈ p l−a2 which is independent of y. Thus, we can write This suggests that the true period of the integrals is p a 2 so that we choose κ = r. In this case a quick investigation of g(y) reveals
We define h(y) = vyg(x)̟ r+ρ and conclude
The congruence h(y) ∈ p r has one solution in O/ p r and therefore, the evaluation of the Gauß sum yields
2 . Note that this implies that a 1 and a 2 have the same parity so that n must be even. We write a 2 = 2r + ρ for some ρ ∈ {0, 1} and some r ∈ N 0 . Similar to Case IV.1 we can deduce from (5.13) that
Case IV.2.1: r = 0. Since we assume a 2 > 0 this implies ρ = 1. We compute
Using Weil's bound (4.3) we obtain square-root cancellation in the remaining sum. We have shown
Case IV.2.2: r > 0. In this case we split up the integral from (5.13) in q-pieces. Using suitable Taylor expansions we can write
where S(f y , a 1 − 1) is the integral defined in (4.2) with
The size of S(f y , a 2 − 1) is controlled by the discriminant ∆ =
Putting y 0 = − β 2vb1 we obtain
Having a closer look at f y0 reveals
Thus we can estimate S(f y0 , a 2 − 1) using Lemma 4.4 with d p = 3, τ = 2 and M = 2. This yields
The remaining cases a 2 = 2, 3 can be checked by hand. If ∆ ∈ O × a similar analysis leads too the stronger bound
2 . This case is very similar to Case IV.1. One uses (5.14) instead of (5.13). Slightly adjusting the argument leads to
This completes the last case and so the proof.
Before we come to the last situation we will prove some estimates for
If there are no degenerate critical points we have
Furthermore, if t > −2a 1 , we have degenerate critical points exactly when t = −2l 2 = −2a(
2 ). On the other hand, if t = −2a 1 and a(χ 1 χ 2 ) < a 1 degenerate critical points exist if and only if −1 ∈ O 2 . For t = −2a 1 and a(χ 1 χ 2 ) = a 1 there is always a degenerate critical point. In general we have the bound
Proof. After exchanging the roles of x 1 and x 2 , if necessary, we can assume without loss of generality that t + l 2 ≤ −l 2 . An important invariant in the following calculations will be v(b 1 − b 2 ). Note that we have
We write S l2 for the set S defined in Lemma 4.6 to keep track of the l 2 dependence. In the following we will only deal with even a 1 . The situation for odd a 2 is similar and the necessary adaptions can be extracted from the proof of Lemma 5.5. Thus, we set a 1 = 2r.
Case I: a 1 + l 2 + t ≥ r. This leads to a very simple structure of S l2 . Indeed the congruence condition can be transformed into
× determines a unique x 2 . Otherwise S l2 is empty. We compute
To estimate the twisted Kloosterman sum we use Lemma 4.5.
2 ), then the current assumptions imply l 2 = a(χ 1 χ −1
2 ) and we have
2 ), then the twisted Kloosterman sum vanishes. Finally, if −l 2 − t > a(χ 1 χ −1 2 ) ≥ 1, then due to the support of twisted Kloosterman sums the only interesting situation is t = −2l 2 . In this case we have square root cancellation. Indeed
Case II: a 1 − l 2 ≥ r > a 1 + l 2 + t. In this situation the set S l2 is slightly more complicated. It is described by the congruences
We observe that this implies a(χ 1 χ
2 , since otherwise there are no solutions for x 1 . Furthermore, S l2 is empty unless l 2 = −t − a(χ 1 χ −1
2 ). We can parametrize x 1 by
Each choice of x 1 determines x 2 by
2 )−jr .
Note that if a(χ 1 χ −1 2 ) = a 1 then there is a unique x 1 and estimating trivially yields
Otherwise we can use this parametrization and write 2 ) − l 2 > r − l 2 ≥ 0 due to the assumptions in the case under consideration. We conclude that the current case does not contribute any non-zero situation.
Case III: a 1 − l 2 < r and t > −2l. First we observe that −l 2 > −a 1 , since otherwise we are in the situation where t = −2l. We compute
Using the p-adic logarithm yields
From the linear term we obtain the quadratic congruence
which is necessary for the t-integral to be non-zero. In particular looking at κ = r we observe that we must have a(χ 1 χ
−1
2 ) > r. First, we suppose that l 2 + t < −l 2 . In this case the congruence has solutions x that are units if and only if t = −l 2 − a(χ 1 χ −1 2 ). We choose κ = ⌊ a(χ1χ
2 ) 2 ⌋. The current assumptions imply that we can truncate the sum in the integral after the second term. We are left with a normal quadratic Gauß sum. Looking at the entries carefully reveals that there is exactly one admissible x for which we can estimate the Gauß sum by q At last we consider t = −2a(χ 1 χ −1
2 ). For this situation there might exists degenerate critical points. We have to solve the congruence
2 )−κ .
If the discriminant ∆ = (b χ1χ
v is a unit we may argue as above. Thus, let us assume ∆ ∈ p. We choose κ = r and parametrize 2 ) − r.
If we reinsert this parametrization in the x-sum we obtain 2 ) ) ∈ O × so that looking at the j-th coefficient yields
2 ) .
Furthermore we check that (vA + ̟ a1−a(χ1χ
This helps us to check that the second order term is in p a1−a(χ1χ
2 )+δ and the third order term is in 3 −1 ̟ a1−a(χ1χ
2 ) O × . Note that we can truncate the Taylor series latest after the a 1 -th term. Thus, in the worst case scenario we obtain the bound
Case IV: t = −2l. In this case we will take a very familiar approach. First, we note that l 2 = t + l 2 = l = a 1 . Thus, the congruences reduce too 2 ) ∈ p r .
We can now solve the remaining quadratic congruence as in many of the previous cases. Its discriminant is given by ∆ = (1 − vb χ1χ If ∆ ∈ O × , then obviously ♯S ≤ 2. In this case we can estimate trivially and obtain
From now on we assume that ∆ ∈ p. We define δ = ⌊ Assuming S a1 is non empty, we parametrize it by
To shorten notation we set A ± = − We proceed by inserting the parametrization of S a1 in the S a1 -sum. This yields
As usual we use Lemma 4.1 and the p-adic logarithm to deal with the two characters. Observing δ ≤ r 2 enables us to truncate the Taylor expansion of the logarithm after the 3rd term. This yields
First we observe that in order for S l2 to be non-empty we need A ± , B ± ∈ O × . This translates to
we conclude that A ± B ± ∈ O × . Note that if the linear or the quadratic term are units then we have at least square root cancellation. Thus, we are left with showing that the coefficient in front of t 3 is (close to) a unit. The following computations are modulo p. First, ∆ ∈ p implies
We also compute Using this an easy computation shows
Thus we may apply Lemma 4.4 to obtain cube root cancellation. This gives If a(χ 1 χ 2 ) < n 2 and −1 ∈ O 2× then we have the stronger bound
The proof follows our usual strategy and is very similar in spirit to the proof of previous lemmata. Thus we will be very brief.
Proof. If l = 0 or l ≥ n or t > −2, the formulas given in Lemma 3.6 can be easily estimated. The cases 0 < l < n and l = n 2 can be covered by estimating the S-sum in Lemma 4.6 trivially. Finally, if l = n 2 , we use Lemma 3.6 and Lemma 5.9. First, one observes that by the support properties of K l2 there is only one l 2 for each t that contributes to the l 2 -sum. The desired estimate follows directly after applying the upper bounds from Lemma 5.9.
