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Abstract
In this paper we investigate the existence of solutions to the following Schro¨dinger system in the
critical case
−∆ui + λiui = ui
d∑
j=1
βiju
2
j in Ω, ui = 0 on ∂Ω, i = 1, ..., d.
Here, Ω ⊂ R4 is a smooth bounded domain, d ≥ 2, −λ1(Ω) < λi < 0 and βii > 0 for every i, βij = βji
for i 6= j, where λ1(Ω) is the first eigenvalue of −∆ with Dirichlet boundary conditions. Under the
assumption that the components are divided into m groups, and that βij ≥ 0 (cooperation) whenever
components i and j belong to the same group, while βij < 0 or βij is positive and small (competition
or weak cooperation) for components i and j belonging to different groups, we establish the existence of
nonnegative solutions with m nontrivial components, as well as classification results. Moreover, under
additional assumptions on βij , we establish existence of least energy positive solutions in the case of
mixed cooperation and competition. The proof is done by induction on the number of groups, and
requires new estimates comparing energy levels of the system with those of appropriate sub-systems. In
the case Ω = R4 and λ1 = . . . = λm = 0, we present new nonexistence results. This paper can be seen
as the counterpart of [Soave-Tavares, J. Differential Equations 261 (2016), 505-537] in the critical case,
while extending and improving some results from [Chen-Zou, Arch. Ration. Mech. Anal. 205 (2012),
515–551], [Guo-Luo-Zou, Nonlinearity 31 (2018), 314–339].
AMS Subject Classification: 35B09, 35B33, 35J50, 35J57.
Keywords: Critical Schro¨dinger system; mixed cooperation and competition; least energy positive
solutions; ground states.
1 Introduction
Consider the following elliptic system with d ≥ 2 equations:{
−∆ui + λiui = ui
∑d
j=1 βiju
2
j in Ω,
ui = 0 on ∂Ω, i = 1, ...d,
(1.1)
where Ω = RN and λi > 0, or Ω ⊂ RN is a smooth bounded domain and λi > −λ1(Ω), N ≤ 4, βii > 0
for i = 1, . . . , d, βij = βji ∈ R for i 6= j. Here and in what follows λ1(Ω) denotes the first eigenvalue
of (−∆, H10 (Ω)). System (1) appears when looking for standing wave solutions φi(x, t) = eıλitui(x) of the
corresponding nonlinear Schro¨dinger system
ı∂tφi +∆φi + φi
d∑
j=1
βij |φj |2 = 0,
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which has applications in many physical models such as nonlinear optics (see [20]) or Bose-Einstein conden-
sation for multi-species condensates (see [31]). Physically the βii represent self-interactions within the same
component, while the βij (i 6= j) express the strength and the type of interaction between different compo-
nents i and j. When βij > 0 the interaction is of cooperative type, while βij < 0 represents competition.
The relation βij = βji expresses symmetry in the interaction between different components and provides
a variational structure to the problem. Indeed, solutions of (1) correspond to critical points of the energy
functional J : H10 (Ω;R
d)→ R defined by
J(u) :=
∫
Ω
1
2
d∑
i=1
(|∇ui|2 + λiu2i )− 14
d∑
i,j=1
βiju
2
iu
2
j dx
(where we used the vector notation u = (u1, · · · , ud)). In particular, this allows to consider least energy
positive solutions, which are defined as solutions u of the system with positive components and achieving
the level
inf{J(u) : J ′(u) = 0, u ∈ H10 (Ω;Rd), ui > 0 ∀i}.
Since the system may admit solutions with trivial components (i.e., ui = 0 for some i’s), this level may or
may not coincide with the ground state level :
inf{J(u) : J ′(u) = 0, u ∈ H10 (Ω;Rd),u 6= 0}. (1.2)
We call a solution fully nontrivial when all its components are nontrivial, and semi-trivial when some
components (but not all) are zero. A solution u 6= 0 is called a ground state if it achieves (1).
Let us first focus on the subcritical case N ≤ 3. Several existence results are available in the literature for
the purely cooperative and for the purely competitive cases (respectively βij > 0 for all i 6= j, and βij < 0
for all i 6= j); we refer to the introduction of [30] for an overview on the topic and for a complete list of
references. In particular, the two equation case (d = 2) is completely characterized. In this case there is
only one interaction parameter, β := β12 = β21, and by collecting the results in [1, 7, 16, 17, 18, 19, 28] it
is known that there exist least energy positive solutions for β ∈ (−∞, β) ∪ (β,+∞), for some 0 < β ≤ β;
moreover, these solutions are actually ground states for β > β¯. This holds when Ω is a bounded domain, or
Ω = RN and one works with radially symmetric functions. We remark that there are ranges of parameters
for which there are no positive solutions.
For three or more equations (d ≥ 3) the situation is much richer, since in this case system (1) admits
the possible coexistence of cooperation and competition, that is, the existence of pairs (i1, j1) and (i2, j2)
such that βi1j1 > 0 and βi2j2 < 0. More recently, the existence of least energy positive solutions under
simultaneous cooperation and competition has attracted great attention, starting from [26, 29]. In [29, 30],
several existence results are obtained whenever the d components are divided into groups. These papers are
complemented by [4, 26, 27], where the d = 3 component system in a bounded domain is treated, and by
[22, 32] in the case Ω = RN . On the other hand, the study and classification of ground state solutions is
done in [10, 11].
All the papers mentioned above deal with the subcritical case. For the critical case N = 4, when d = 1
(one equation), system (1) is reduced to the well-known Brezis-Nirenberg problem [3], where the existence of
a positive ground state is shown for −λ1(Ω) < λ1 < 0. From this perspective, the study of (1) can be seen as
a generalization of this classical problem to systems, working with the natural assumption −λ1(Ω) < λi < 0
for every i. For the d = 2 equation case, Chen and Zou [6] proved that there exists 0 < β1 < β2 (depending
on λi and βii) such that (1) has a least energy positive solution if β12 ∈ (−∞, β1) ∪ (β2,+∞) (exactly as in
the subcritical case). We would also like to point out paper [8] where it is shown, for more general powers,
that the dimension has a great influence in the existence of least energy positive solutions.
For a system with an arbitrary number of equations in the whole space, Guo, Luo and Zou [14] obtained
the existence and classification of least energy positive solutions to (1) under −λ1(Ω) < λ1 = · · · = λd < 0
in case of a bounded smooth domain of R4, in the pure cooperative case with some additional technical
conditions on the coupling coefficients. In the same paper the case λ1 = . . . = λd = 0 and Ω = R
4 is also
treated under the same conditions on the βij . The existence and classification of ground states is done in
[15].
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To conclude the state-of-the art, we would like to mention also a few related problems in the critical
case. In [24], the first author and A. Pistoia constructed, via a Lyapunov-Schmidt reduction and under
appropriate assumptions on the domain Ω ⊂ R4, families of positive solutions of (1) in the competitive or
weakly cooperative cases with all the components ui blowing up at different points as λi → 0−. In [9, 13, 21],
the authors investigated the existence and multiplicity of fully nontrivial solutions to (1) with λi = 0 for the
critical case in RN . Recently [23, 24] are concerned with existence and concentration results for a Coron-type
problem in a bounded domain with one or multiple small holes in the case λi = 0. In [5], the first author with
D. Cassani and J. Zhang studied the existence of least energy positive solutions in the critical exponential
case when N = 2.
To the best of our knowledge, there are no papers considering (1) with mixed cooperation and competition
terms, with λi 6= 0 being possibly different and for Ω a bounded domain. We are interested in providing
conditions on the coefficients that insure the existence of least energy positive solutions; our main purpose
is to extend the results proved in [30] (in the subcritical case) to the critical case, thus generalizing to many
equations results from [6] and improving at the same time results from [14]. We refer for the next subsection
to the actual statements.
Throughout this text we always work under the assumptions
−λ1(Ω) < λ1, . . . , λd < 0, Ω a bounded smooth domain of R4, (1.3)
where we recall that λ1(Ω) is the first Dirichlet eigenvalue of the Laplacian, and
βii > 0 ∀i = 1, . . . , d, βij = βji ∀i, j = 1, . . . , d, i 6= j. (1.4)
In order to present the main results of this paper, we firstly introduce some notations already used in [29, 30].
• We work with the coupling matrix B := (βij)i,j=1,...,d.
• We endow the space H10 (Ω) with
〈u, v〉i :=
∫
Ω
∇u · ∇v + λiuv dx and ‖u‖2i := 〈u, u〉i, for every i = 1, . . . , d.
Observe that these are in fact inner products and norms, respectively, due to assumption (1).
• Having in mind the idea of organizing the components of a solution to the system into several groups,
given an arbitrary 1 ≤ m ≤ d we say that a vector a = (a0, ..., am) ∈ Nm+1 is an m-decomposition of
d if
0 = a0 < a1 < · · · < am−1 < am = d.
Given an m-decomposition a of d, for h = 1, ...,m we define
Ih := {i ∈ {1, ..., d} : ah−1 < i ≤ ah} ,
and
K1 :=
{
(i, j) ∈ I2h for some h = 1, ...,m, with i 6= j
}
,
K2 := {(i, j) ∈ Ih × Ik with h 6= k} .
In this way we say that ui and uj belong to the same group if (i, j) ∈ K1 and to a different group if (i, j) ∈ K2.
As we will see ahead, we will get existence results wherever the interaction between elements of the same
group is cooperative, while there is either weak cooperation or competition between elements of different
groups.
Next we introduce the main results of this paper. We split them into two subsections: the first one is
concerned with existence results for (1) in the case Ω bounded, the second one with the case Ω = R4.
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1.1 Main results: existence
Consider the Nehari-type set
N =
{
u ∈ H10 (Ω;Rd) :
∑
i∈Ih
‖ui‖i 6= 0 and
∑
i∈Ih
∂iJ(u)ui = 0 for every h = 1, ...,m
}
=
u ∈ H10 (Ω;Rd) : ∑
i∈Ih
‖ui‖i 6= 0 and
∑
i∈Ih
‖ui‖2i =
∑
i∈Ih
∫
Ω
u2i
d∑
j=1
βiju
2
j for every h = 1, ...,m
 ,
and the infimum of J on the set N :
c := inf
u∈N
J (u) .
The first main result of this paper is the following.
Theorem 1.1. Assume (1), (1), let a be an m-decomposition of d for some 1 ≤ m ≤ d, and assume that
βij ≥ 0 ∀(i, j) ∈ K1. There exists Λ > 0 such that, if
−∞ < βij < Λ ∀(i, j) ∈ K2,
then c is attained by a nonnegative u ∈ N . Moreover, any minimizer is a solution of (1).
Remark 1.2. We mention that Λ is dependent on βij ≥ 0 for (i, j) ∈ K1, βii, λi, i = 1, . . . , d (see (4.2)
ahead for the explicit expression).
Remark 1.3. In [30] the authors proved that the above theorem holds true in the subcritical case N ≤ 3 in
a bounded domain Ω ⊂ RN , where however the compactness of H10 (Ω) →֒ L4(Ω) plays a key role. This loss
of compactness makes problem (1) very complicated and substantially different, requiring new ideas. In [30,
Theorem 1.2] the constant Λ is only dependent on βii, λi; affected by the presence of a critical exponent in
(1), the constant Λ in our statement is also dependent on βij for (i, j) ∈ K1.
Observe that, when we are dealing with one single group (m = 1, a = (0, d)), the level c reduces to
c˜ := inf
N˜
J (u) , where N˜ :=
{
u ∈ H10 (Ω;Rd) : u 6= 0 and 〈∇J(u),u〉 = 0
}
.
As a consequence of Theorem 1.1 we can thus obtain the existence of ground state solutions (recall the
definition in (1)) for the purely cooperative case, as well as its classification in case λ1 = . . . = λd. Following
[10, 12], define f : Rd 7→ R by
f(x1, · · · , xd) =
d∑
i,j=1
βijx
2
ix
2
j , let fmax := max
|X|=1
f(X),
and denote by X the set of elements in the unit sphere of Rd achieving fmax.
Corollary 1.4. Assume (1),(1), and that
βij ≥ 0 for i, j = 1, . . . , d.
Then c˜ is achieved by a nonnegative u ∈ N˜ , which is a ground state solution of (1). Moreover, when
λ := λ1 = . . . = λd, u is a ground state of (1) if and only if u = X0U , where X0 ∈ X and U is a positive
ground state solution of
−∆v + λv = fmaxv3 in Ω. (1.5)
We mention that c˜ is achieved by Theorem 1.1. The classification result is shown by applying the strategy
of [12, Theorem 2.1] (see also [10, Theorem 1]). Clearly, whenever each component of X0 is nonzero, by the
maximum principle and the invariance of J and N˜ under the transformation u 7→ (|u1|, . . . , |ud|), the ground
state level coincides with the least energy positive level.
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Remark 1.5. We point out that in [6, Theorem 1.2], for the two equations case d = 2 and λ := λ1 = λ2, it
is proved that least energy positive solutions have the form (u, v) = (
√
kω,
√
lω) for 0 < β12 < min{β11, β22}
or β12 > max{β11, β22}, where ω is a positive ground state solution of (1.4) with fmax = 1. Moreover, a pair
(
√
kω,
√
lω) is a positive least energy solution if k, l solve a certain linear system (see [6, Theorem 1.1]). For a
system with an arbitrary number of equations, λ := λ1 = . . . = λd and βij ≥ 0, [14, Theorem 1.1] presented
the existence of least energy positive solutions of the form ui =
√
ciω, i = 1, . . . , d for B an invertible matrix
such that the sum of each column of B−1 is greater than 0, obtaining also in [14, Theorem 1.2] that all
minimizers are of this form if moreover B is positive or negative definite. By a direct computation we deduce
that [6, Theorems 1.1 & 1.2] and [14, Theorem 1.1 & 1.2] are a special case of Corollary 1.4.
Based on Theorem 1.1, we obtain least energy positive solutions of (1) by following ideas from [30].
Firstly, using Theorem 1.1 in the particular situation m = d (so that a = (0, 1, 2, . . . , d) necessarily), we
obtain the existence of least energy positive solution of (1) under competition and/or weak cooperation.
Corollary 1.6. Assume (1) and (1). There exists Λ > 0, depending only on βii, λi (i = 1, . . . , d) such that,
if
−∞ < βij < Λ ∀i 6= j,
then (1) has a least energy positive solution.
The following two results allow strong cooperation between elements which belong to the same group.
They correspond to Theorem 1.4 and Theorem 1.5 in [30] (which dealt with the subcritical case N ≥ 3)
Theorem 1.7. Assume (1), (1), and let a be an m-decomposition of d for some 1 ≤ m ≤ d. Let Λ be the
constant defined in Theorem 1.1. If
1. λi = λh for every i ∈ Ih, h = 1, . . . ,m;
2. βij = βh > max{βii : i ∈ Ih} for every (i, j) ∈ I2h with i 6= j, h = 1, . . . ,m.
3. βij = b < Λ for every (i, j) ∈ K2;
then system (1) has a least energy positive solution.
Theorem 1.8. Assume (1), (1), and let a be an m-decomposition of d for some 1 ≤ m ≤ d. Let Λ be the
constant defined in Theorem 1.1 and fix α > 1. If
1. λi = λh for every i ∈ Ih, h = 1, . . . ,m;
2. βij = βh >
α
α−1 maxi∈Ih{βii} for every (i, j) ∈ I2h with i 6= j, h = 1, . . . ,m;
3. |βij | ≤ Λαd2 for every (i, j) ∈ K2;
then system (1) has a least energy positive solution.
In the next subsection, we describe our main results on the case Ω = R4 for λ1 = . . . = λk = 0.
1.2 Main results: the limiting system case
In [6], for the two equation case (d = 2), in order to prove the existence of fully nontrivial solutions an
important role is played by the limiting equation
−∆u = u3 in R4, (1.6)
whose positive solutions in D1,2(R4) are given by
Uǫ,y(x) :=
2
√
2ǫ
ǫ2 + |x− y|2 , ǫ > 0, y ∈ R
4.
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In our situation (arbitrary number of equations and mixed cooperation/competition parameters), the role
of (1.2) is replaced by the role of the following sub-systems{
−∆vi =
∑
j∈Ih
βijv
2
j vi in R
4,
vi ∈ D1,2(R4) ∀i ∈ Ih.
(1.7)
Existence and classification results for ground states of this system were shown in [15]. Here we complement
such result by presenting new characterizations of the ground state level in the purely cooperative case,
which will be of key importance in the nonexistence result we present at the end of the introduction.
1.2.1 Existence, classification and characterization of ground state solutions for sub-systems
Set Dh := (D1,2(R4))ah−ah−1 with the norm ‖u‖Dh :=
(∑
i∈Ih
∫
R4
|∇ui|2
) 1
2 . Take the energy functional
Eh(v) :=
∫
R4
1
2
∑
i∈Ih
|∇vi|2 − 1
4
∑
(i,j)∈I2
h
βijv
2
j v
2
i dx,
and well as the level
lh := inf
Mh
Eh, with Mh :=
{
v ∈ Dh : v 6= 0 and 〈∇Eh(v),v〉 = 0
}
. (1.8)
Assume βij ≥ 0 for every (i, j) ∈ I2h with βii > 0. It is standard to prove that lh > 0, and that
lh = inf
v∈Dh\{0}
max
t>0
Eh(tv) = inf
v∈Dh\{0}
1
4
(∫
R4
∑
i∈Ih
|∇vi|2
)2∫
R4
∑
(i,j)∈I2
h
βijv2j v
2
i
. (1.9)
Therefore we get the following vector Sobolev inequality
4lh
∫
R4
∑
(i,j)∈I2
h
βijv
2
j v
2
i ≤
(∫
R4
∑
i∈Ih
|∇vi|2
)2
, ∀v ∈ Dh, (1.10)
which will play an important role in the study of the system (1). In order to state an alternative character-
ization of ground states we also introduce, for h = 1, ...,m,
E˜h(v) :=
1
4
∫
R4
∑
i∈Ih
|∇vi|2 = 1
4
‖v‖2
Dh
,
and
l˜h := inf
M˜h
E˜h, with M˜h :=
{
v : v 6= 0 and ‖v‖2
Dh
≤
∫
R4
∑
(i,j)∈I2
h
βijv
2
j v
2
i
}
.
Clearly, l˜h ≤ lh.
Finally, consider fh : R
|Ih| 7→ R defined by
fh(x1, · · · , x|Ih|) =
|Ih|∑
i,j=1
βijx
2
i x
2
j ,
and denote by Xh the set of solutions to the maximization problem
fh(X0) = f
h
max := max
|X|=1
fh(X), |X0| = 1. (1.11)
Theorem 1.9. Assume (1) and that βij ≥ 0 ∀(i, j) ∈ I2h, βii > 0. Then lh = l˜h, and any minimizer for l˜h
is a minimizer for lh. This level is attained by a nonnegative Vh, a solution of (1.2). Moreover, any of such
minimizers has the form Vh = X0(f
h
max)
− 1
2Uǫ,y, where X0 ∈ Xh, y ∈ R4, ǫ > 0.
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Remark 1.10. The existence and classification of ground states has been established in [15] for more
general assumptions on the coefficients βij and on the exponents. In the cooperative case we complement
these results by providing a characterization in terms of a Nehari manifold, which is crucial in the proof of
Theorem 1.1. Moreover, we provide the characterization lh = l˜h, which is crucial to present the nonexistence
results for the limiting system (namely in the proof of the forthcoming Theorem 1.12).
Remark 1.11. Every Vh is a least energy positive solution of (1.2) when each component of X0 is not zero.
We point out that both X0 and f
h
max are only dependent on βij for (i, j) ∈ I2h.
In the next subsection we will study the nonexistence of least energy solutions for Ω = R4, λ1 = . . . =
λd = 0. We remark that such result is independent of Theorem 1.1, as it plays no role in its proof.
1.2.2 A nonexistence result for Ω = R4
Observe that if Ω = R4 and u is any a solution of (1), then by the Pohozaev Identity and 〈∇J(u),u〉 = 0,
it is easy to see that
∫
R4
∑d
i=1 λiu
2
i = 0. This yields that u ≡ 0 if λ1, . . . , λd have the same sign. A natural
question is what happens in the limiting case λ1, . . . , λd = 0. Are there least energy positive solutions,
or at least nonnegative solutions with nontrivial grouping? In this section we state a nonexistence result
under assumptions of cooperation between elements withing the same group, competition between elements
of different groups.
Consider the limiting system: {
−∆ui =
∑d
j=1 βiju
2
jui in R
4,
ui ∈ D1,2(R4) ∀i = 1, ..., d.
(1.12)
Define the associated energy
E (u) :=
m∑
h=1
∫
R4
1
2
∑
i∈Ih
|∇ui|2 − 1
4
m∑
h,k=1
∫
R4
∑
(i,j)∈Ih×Ik
βiju
2
ju
2
i
and the level
l := inf
M
E (u) , (1.13)
where
M :=
{
u ∈ D1,2(R4;Rd) :
∑
i∈Ih
‖ui‖i 6= 0 and
∑
i∈Ih
∂iE(u)ui = 0, for every h = 1, ...,m
}
.
Our last main result is the following.
Theorem 1.12. Assume (1) and let a be an m-decomposition of d for some 2 ≤ m ≤ d. If
• βij ≥ 0, ∀(i, j) ∈ K1;
• βij ≤ 0, ∀(i, j) ∈ K2, and there exists h1 6= h2 such that βij < 0 for every (i, j) ∈ Ih1 × Ih2 ;
then l is not achieved and l =
∑m
h=1 lh.
Clearly, as a byproduct of this result, under the previous assumptions all ground state solutions of (1.2.2)
have some components that vanish, and there are no least energy positive solutions.
Remark 1.13. We observe that the first authors and N. Soave in [30] proved l is not achieved for the
subcritical case N ≤ 3. Here, based on Theorem 1.9, we show that the above result holds also for critical
case.
Remark 1.14. This result plays no role in the proof of Theorem 1.1. Actually, the later does not depend
on any existence result for the limiting system (1.2.2), only on results for the sub-systems (1.2).
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Applying Theorem 1.12 in the particular case m = d, we obtain the following.
Corollary 1.15. If
• βii > 0, for every i = 1, . . . , d;
• βij ≤ 0 for every i 6= j, i, j = 1, . . . , d;
• there exists i1 6= j1 such that βi1j1 < 0;
then l is not achieved and l =
∑d
h=1 lh.
Up to our knowledge, [14] is the only reference considering nonexistence results for problem (1.2.2) in the
critical case with mixed coefficients. Our Theorem 1.12 improves [14, Theorems 1.4 & 1.5], which deal with
a situation with m = 2 (two groups) and an arbitrary number of equations, together with some technical
conditions for the coefficient matrix B.
1.3 Structure of the paper
In Section 2 we prove Theorem 1.9 and Theorem 1.12. Section 3 is devoted to some auxiliary results which
will ultimately lead to Theorem 1.1. In Subsection 3.1 and Subsection 3.2 we present some new energy
estimates, see Lemma 3.1, Theorem 3.6 and Theorem 3.7, which are important to prove Theorem 1.1. We
construct a Palais-Smale sequence at level c in Subsection 3.3. Section 4 is devoted to the proofs of the
main theorems on a bounded domain. In Subsection 4.1 we show that Theorem 1.1 holds for the case of one
group. Subsection 4.2 is then devoted to the proof of Theorem 1.1 in the general case, as well as to the proof
of its corollaries.
Theorem 3.7 compares the energy between all possible subsystems. Its proof is inspired by [6, Lemma 5.1];
however, because of the presence of multi-components, the method in [6] cannot be used here directly, and
we need some crucial modifications for our proof. The fact that we are dealing with many components does
not allow to perform explicit computations as in the two equation case; this is for instance the case in order
to show positive definiteness of certain matrices, and so we rely on the notion of strictly diagonally dominant
matrices as in [29, 30], see Lemma 3.8 and Proposition 3.13. On the other hand, whenever projecting in
the Nehari manifold one cannot in general obtain the explicit expression of the coefficients, and we rely on
qualitative estimates instead (check for instance Lemma 3.10 ahead).
The loss of compactness due to the appearance of the Sobolev critical exponent makes it difficult to
acquire the existence of fully nontrivial solutions to (1). For d = 2, Chen and Zou [6] obtained their
existence by comparing the least energy level to (1) with that of limit system (Ω = R4 and λi = 0) and
scalar equations. They mainly use the equation (1.2) to estimate the energy level. However, for the mixed
case with multi-components, (1) becomes very complicated, and we need some new ideas for our proof. We
separate the components into m groups as in [29, 30], and require that the interaction between components
of the same group is cooperative, while the interaction between components belonging to different groups is
competitive or weakly cooperative. We call each group as a sub-system and investigate the ground state level
of the sub-system. Since the system (1) involves multi-components, we need to establish new estimates (see
Theorem 3.6 and Theorem 3.7). Then we can compare energy levels of the system with those of appropriate
sub-systems and sub-groups, and obtain the existence of nonnegative solutions withm nontrivial components
by induction on the number of groups. Moreover, under additional assumptions on βij , we acquire existence
of least energy positive solutions of (1). We stress that our method does not require a comparison between
the level c and the ground state level of the limiting system (1.2.2).
1.4 Further notations
• The Lp(Ω) norms will be denoted by | · |p, 1 ≤ p ≤ ∞.
• Let
S := inf
i=1,...,d
inf
u∈H10 (Ω)\{0}
‖u‖2i
|u|24
. (1.14)
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By the Sobolev embedding H10 (Ω) →֒ L4(Ω) and since λi ∈ (−λ1(Ω), 0), we have S > 0. Moreover,
S|u|24 ≤ ‖u‖2i ≤
∫
Ω
|∇u|2, ∀u ∈ H10 (Ω).
• For 1 ≤ k ≤ d and u = (u1, · · · , uk), denote |∇u|2 :=
∑k
i=1 |∇ui|2 and |u| := (|u1|, · · · , |uk|).
Take a = (a1, . . . , am) an m-decomposition of d, for some integer m ∈ [1, d].
• Given u = (u1, . . . , ud) ∈ H10 (Ω;Rd) we set
uh :=
(
uah−1+1, . . . , uah
)
for h = 1, . . . ,m.
This way, we have u = (u1, . . . ,um) andH
1
0 (Ω;R
d) =
∏m
h=2H
1
0 (Ω)
ah−ah−1 . Each space (H10 (Ω))
ah−ah−1
is naturally endowed with the following scalar product and norm
〈u1,u2〉h :=
∑
i∈Ih
〈u1i , u2i 〉i and ‖u‖2h := 〈u,u〉h.
Sometimes we will use the notation H := H10 (Ω;R
d), with norm ‖u‖2 =∑mh=1 ‖uh‖2h.
• Let Γ ⊆ {1, . . . ,m} and set dΓ := | ∪k∈Γ Ik|. For u ∈ H10 (Ω,RdΓ) define the |Γ| × |Γ| matrix
MΓB(u) :=
 ∑
(i,j)∈Ih×Ik
∫
Ω
βiju
2
iu
2
j

h,k∈Γ
.
Consider
EΓ :=
{
u ∈ H10 (Ω,RdΓ) : MΓB(u) is strictly diagonally dominant
}
=
u ∈ H10 (Ω,RdΓ) :
∣∣∣∣∣∣
∑
(i,j)∈I2
h
∫
Ω
βiju
2
iu
2
j
∣∣∣∣∣∣ >
∑
k∈Γ,k 6=h
∣∣∣∣∣∣
∑
(i,j)∈Ih×Ik
∫
Ω
βiju
2
iu
2
j
∣∣∣∣∣∣ , for h ∈ Γ
 .(1.15)
For simplicity, denote E := EΓ and MB(u) :=MΓB(u) when Γ = {1, . . . ,m}.
Recall that a square matrix that is strictly diagonally dominant and has positive diagonal terms is positive
definite. Therefore, MΓB(u) is positive definite if u ∈ EΓ and βij ≥ 0 for every (i, j) ∈ K1.
2 The limit system
In this section, we prove Theorem 1.9 and Theorem 1.12. Take a = (a1, . . . , am) an m-decomposition of d,
for some integer m ∈ [1, d], and fix h ∈ {1, . . . ,m}.
Lemma 2.1. Assume βij ≥ 0 ∀(i, j) ∈ I2h and βii > 0. Then lh is attained.
Proof. Firstly, we need to introduce some notations as in [15]. Set |Ih| =M . Define
IγM := inf
JM (u)=γ
IM (u), γG :=
(
inf
JM (u)=1
IM (u)
)2
,
where
JM (u) :=
∑
(i,j)∈I2
h
∫
R4
βiju
2
iu
2
j , IM (u) :=
∑
i∈Ih
∫
R4
|∇ui|2.
It is clear that
γG = (I
1
M )
2 = γ−1(IγM )
2.
We deduce from (1.2.1) that γG = 4lh. It remains to prove that I
γ
M is attained for some γ > 0. Observe
that the assumptions in [15, Lemma 2.4] are true due to the fact that βij ≥ 0 ∀(i, j) ∈ I2h and βii > 0; thus
IγGM is achieved. Therefore, lh is attained.
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Lemma 2.2. We have lh = l˜h, and every minimizer for l˜h is a minimizer for lh.
Proof. This was proved in [30, Lemma 5.2], but we sketch it here for completeness. We already know that
l˜h ≤ lh. If v ∈ M˜h then take t2 := (
∫
Ω
|∇v|2)/(∫
Ω
∑
(i,j)∈I2
h
βijv
2
i v
2
j ) ≤ 1, so that tv ∈Mh. Then
lh ≤ Eh(tv) = t
2
4
∫
Ω
|∇v|2 ≤ E˜h(v),
and by taking the infimum for v ∈Mh we get lh ≤ l˜h and so lh = l˜h. If v is a minimizer for l˜h (there exists
at least one by what we have just seen combined with Lemma 2.1), then necessarily t = 1 and v ∈ Mh.
Proof of Theorem 1.9. The first part of the theorem follows from Lemmas 2.1 and 2.2. Now let Vh be
a minimizer. By taking the absolute value, we may assume that it is nonnegative. By using the Lagrange
multiplier rule and observing that Mh is a natural constraint, we see that Vh solves (1.2). Finally, once we
know that the ground state level is achieved, we can follow the proof of [12, Theorem 2.1] (which is stated
for subcritical problems, for λ > 0 and βij = b but works exactly in the same way in our framework) and
deduce that Vh = X0W , where W is a ground state solution of −∆W = fmaxW 3. We can now conclude by
taking the scaling W = (fhmax)
−1/2Uǫ,y. Hence, Vh = X0(f
h
max)
−1/2Uǫ,y.
The rest of the section is dedicated to the proof of Theorem 1.12. Having Lemmas 2.1 and 2.2 at hand also
in the critical case, we can now follow the strategy of [30, Theorem 1.6]. We will therefore sketch the proof,
highlighting both the similarities as well as the differences. Take a nonnegative minimizer Vh = (V
h
i )i∈Ih of
h = 1, . . . ,m. We need the following lemma.
Lemma 2.3. Let e1 6= e2 ∈ SN−1. Then, whenever h1 6= h2,
lim
R→+∞
∫
R4
∑
(i,j)∈Ih1×Ih2
(
V h1i (x−Re1)V h2j (x−Re2)
)2
= 0.
Proof. For every (i, j) ∈ Ih1 × Ih2 , we only need to prove that
lim
R→+∞
∫
R4
(
V h1i (x)V
h2
j (x+Re1 −Re2)
)2
= 0.
Here we cannot argue as in [30, Lemma 5.3] due to the decay of Vh in the critical case. Set V
h2
j,R(x) :=
V h2j (x+Re1 −Re2). Since e1 6= e2, R|e1 − e2| → +∞ as R→ +∞, and each component of Vh is a multiple
of a bubble Uǫ,y (by Theorem 1.9). Then V
h2
j (x+Re1 −Re2) converges almost everywhere to 0 as R→∞,
and it is uniformly bounded in L4(R4). Therefore, by [34, Proposition 5.4.7], V h2j (x+Re1−Re2)⇀ 0 weakly
in L4(R4) as R→∞. Hence,
lim
R→+∞
∫
R4
(
V h1i (x)V
h2
j,R(x)
)2
≤ lim
R→+∞
(∫
R4
(V h1i )
3V h2j,R
) 2
3
(∫
R4
(V h2j,R)
4
) 1
3
= 0.
Proof of Theorem 1.12. Firstly, we claim that l =
∑m
h=1 lh. Based on Lemma 2.3, the proof is similar to
those of Lemma 5.4 and Lemma 5.5 in [30], so we omit it. Now assume by contradiction that there exists
u ∈ M such that E(u) = l. By [30, Lemma 2.3] (which also holds in D1,2(R4)) we know thatM is a natural
constraint, and so u is a solution of (1.2.2). Moreover, we can suppose that u is nonnegative. Note that for
every h there exists ih such that uih 6= 0; by the strong maximum principle, we see that uih > 0 in R4.
Observe that u ∈ M and βij ≤ 0 for every (i, j) ∈ K2, then we get that
0 < ‖uh‖2h =
m∑
k=1
MB(u)hk ≤MB(u)hh,
where MB(u) is defined at the end of Subsection 1.4.
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Then we see that uh ∈ M˜h for every h = 1, ...,m. Therefore,
1
4
‖uh‖2h ≥ inf
v∈M˜h
1
4
‖v‖2h = l˜h = lh, and E(u) =
m∑
h=1
1
4
‖u‖2h ≥
m∑
h=1
lh.
Combining these with E(u) = l =
∑m
h=1 lh we have
1
4
‖uh‖2h = lh = l˜h.
That is, uh minimizes for l˜h. By Lemma 2.2, uh is a minimizer for lh and uh ∈ Mh. Hence,
‖uh‖2h =MB(u)hh, ∀h = 1, . . . ,m,
On the other hand, since u ∈ M, then we have
‖uh1‖2h1 =
m∑
k=1
MB(u)h1k ≤MB(u)h1h1 +
∫
R4
βih1 ih2u
2
ih1
u2ih2 < MB(u)h1h1 ,
which is a contradiction.
3 Energy estimates and existence of Palais-Smale sequences
In this section we show crucial energy estimates, as well as other preliminary lemmas. All these results will
be used to prove Theorem 1.1 in the next section.
Fix a = (a1, . . . , am), an m-decomposition of d, for some integer m ∈ [1, d]. Observe that this fixes the
sets K1 and K2. Throughout this section we always assume (1), (1), and so we omit these conditions in the
statements.
To start with, we consider an analogue of the level c where we just consider some components of the m
groups in which we divided {1, . . . , d}. Given Γ ⊆ {1, . . . ,m}, we define
JΓ(u) :=
1
2
∑
k∈Γ
‖uk‖2k −
1
4
∑
k,l∈Γ
∑
(i,j)∈Ik×Il
∫
Ω
βiju
2
iu
2
j ,
EΓ (u) :=
1
2
∑
k∈Γ
∑
i∈Ik
∫
R4
|∇ui|2 − 1
4
∑
k,l∈Γ
∑
(i,j)∈Il×Ik
∫
R4
βiju
2
ju
2
i , (3.1)
NΓ :=
{
(uh)h∈Γ : uh 6= 0,
∑
i∈Ih
∂iJΓ(u)ui = 0, for every h ∈ Γ
}
,
cΓ = inf
u∈NΓ
JΓ(u). (3.2)
Observe that c = c{1,...,m}.
3.1 A uniform energy estimate and preliminary results
Lemma 3.1. Take
C =
1
4
max
h∈Γ
min
i∈Ih
{
1
βii
}
inf
Ω⊃Ω1,...,Ωm 6=∅
Ωi∩Ωj=∅,i6=j
m∑
h=1
S˜2(Ωh), (3.3)
where S˜(Ω) is the best Sobolev constant for the embedding H10 (Ω) →֒ L4(Ω), defined by
S˜(Ω) := inf
u∈H10 (Ω)\{0}
∫
Ω
|∇u|2(∫
Ω
|u|4) 12 .
Then
cΓ ≤ C for every Γ ⊆ {1, . . . ,m}.
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Proof. The following proof is inspired by that of Lemma 2.1 in [30]. For each h ∈ Γ, set ih the index
attaining mini∈Ih{ 1βii }. Take ûi1 , . . . , ûi|Γ| 6≡ 0 such that ûih · ûik ≡ 0 whenever h 6= k. Denote u˜ by
u˜ih = thûih , where th = ‖ûih‖ih/(
√
βihih |ûih |2L4) for h ∈ Γ, and u˜i = 0 for i 6= i1, . . . , i|Γ|. It is easy to see
that u˜h 6≡ 0 for h ∈ Γ, and u˜ ∈ NΓ. Thus, since λi < 0, we infer that
cΓ ≤ JΓ(u˜) = 1
4
∑
h∈Γ
‖u˜h‖2h =
1
4
∑
h∈Γ
t2h‖ûih‖2ih
≤ 1
4
∑
h∈Γ
1
βihih
‖ûih‖4H10
|ûih |4L4
≤ 1
4
max
h∈Γ
{
1
βihih
}∑
h∈Γ
‖ûih‖4H10
|ûih |4L4
,
where
‖u‖2H10 :=
∫
Ω
|∇u|2.
Therefore
cΓ ≤ 1
4
max
h∈Γ
min
i∈Ih
{
1
βii
}
inf
Ω⊃Ω1,...,Ω|Γ| 6=∅
Ωi∩Ωj=∅,i6=j
|Γ|∑
h=1
S˜2(Ωh) ≤ 1
4
max
h∈Γ
min
i∈Ih
{
1
βii
}
inf
Ω⊃Ω1,...,Ωm 6=∅
Ωi∩Ωj=∅,i6=j
m∑
h=1
S˜2(Ωh),
which yields that cΓ ≤ C, where C is defined in (3.1).
Remark 3.2. In [30, Lemma 2.1] a related estimate was proved for the level c. Here, however, we will need
estimates between the different levels cΓ (see Theorem (3.7)), and for that the uniform estimate independent
of Γ we have just obtained is crucial.
Denote
Λ1 := S
2/(32C), (3.4)
where S is defined in (1.4). From Lemma 3.1 and [30, Lemma 2.2] we have the following.
Lemma 3.3. Let Γ ⊆ {1, . . . ,m}. If
βij ≥ 0 ∀(i, j) ∈ K1 and −∞ < βij < Λ1 ∀(i, j) ∈ K2,
then there holds
NΓ ∩
{
(uh)h∈Γ :
∑
h∈Γ
‖uh‖2h ≤ 8C
}
⊂ EΓ,
where EΓ is defined in (1.4).
Repeating the proof of Proposition 1.2 in [29], we have the following.
Lemma 3.4. Let Γ ⊆ {1, . . . ,m} and assume that cΓ is achieved by u ∈ NΓ ∩EΓ. Then u is a critical point
of JΓ with at least |Γ| nontrivial components.
We finish this preliminary subsection with a lower and upper uniform estimate on the L4-norms of
elements in the Nehari set which are below a certain energy level.
Lemma 3.5. Let Γ ⊆ {1, . . . ,m}. If
βij ≥ 0 ∀(i, j) ∈ K1 and −∞ < βij < Λ1 ∀(i, j) ∈ K2,
then there exists C2 > C1 > 0, such that for any u ∈ NΓ with JΓ(u) ≤ 2C, there holds
C1 <
∑
i∈Ih
|ui|24 < C2, h ∈ Γ,
where C1, C2 are dependent only on βij ≥ 0 for (i, j) ∈ K1, βii, λi, i = 1, . . . , d.
Proof. For any u ∈ NΓ with JΓ(u) ≤ 2C and for any h ∈ Γ, we have
S
∑
i∈Ih
|ui|24 ≤
∑
i∈Ih
‖ui‖2i ≤
∑
h∈Γ
‖uh‖2h ≤ 8C,
which yields that
∑
i∈Ih
|ui|24 < C2. Similarly to Lemma 2.4 in [30] we get that
∑
i∈Ih
|ui|24 > C1.
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3.2 Comparing least energy levels
In this subsection we present crucial estimates both for c and for all levels cΓ, so that we can obtain in the
next section that these levels are achieved. The following theorem plays a critical role in presenting that
limits of minimizing sequences are nontrivial. The presence of a δ allows to consider also positive βij ∈ K2
in Theorem 1.1.
Theorem 3.6. Assume that βij ≥ 0 for (i, j) ∈ K1. There exists δ > 0, depending only on βij ≥ 0 for
(i, j) ∈ K1 and βii, λi i = 1, . . . , d, such that
cΓ <
∑
h∈Γ
lh − δ ∀Γ ⊆ {1, . . . ,m},
where cΓ is defined in (3) and lh is defined in (1.2.1). In particular,
c <
m∑
h=1
lh − δ.
Proof. In order to reduce technicalities with indices, we present the proof for Γ = {1, . . . ,m}; the general
case follows exactly in the same way. Take y1, ..., ym ∈ Ω such that
0 < 4ρ := min
1≤h 6=k≤m
|yh − yk| < min
1≤h≤m
dist(yh, ∂Ω).
Then B2ρ(yh) ⊆ Ω and B2ρ(yh) ∩B2ρ(yk) = ∅ for h 6= k. Let ξh ∈ C10 (B2ρ(yh)) be such that 0 ≤ ξh ≤ 1 and
ξh ≡ 1 for |x− yh| ≤ ρ, h = 1, ...,m.
Define
Vεh := ε
−1Vh
(
x− yh
ε
)
,
where
Vh = X0(f
h
max)
−1/2U1,0 is a minimizer for lh
(recall Theorem 1.9 and observe that X0, f
h
max are defined in (1.2.1)) and so
Vεh = ε
−1X0(f
h
max)
−1/2U1,0
(
x− yh
ε
)
.
Then we see that ∫
R4
|∇V εi |2 =
∫
R4
|∇Vi|2,
∫
R4
|V εi |4 =
∫
R4
|Vi|4, i ∈ Ih.
Define
V̂εh := ξhV
ε
h.
Therefore, by Lemma 1.46 in [33] we get the following inequalities∫
Ω
|V̂ εi |2 ≥ Ciε2|lnε|+O(ε2), for every i ∈ Ih, (3.5)∫
Ω
|∇V̂ εi |2 =
∫
R4
|∇Vi|2 +O(ε2), for every i ∈ Ih, (3.6)
where
Ci = 8(X0)
2
i (f
h
max)
−1. (3.7)
Observe that all these quantities depend on βij for (i, j) ∈ I2h. For every (i, j) ∈ I2h, we claim the following
inequality ∫
Ω
|V̂ εi |2|V̂ εj |2 ≥
∫
R4
|Vi|2|Vj |2 +O(ε4). (3.8)
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Observe that ∫
R4
(1− ξ4h)|V̂ εi |2|V̂ εj |2 ≤
∫
|x|≥ρ
ε−4|Vi(x/ε)|2|Vj(x/ε)|2 =
∫
|x|≥ρ/ε
|Vi|2|Vj |2
=
∫
|x|≥ρ/ε
C
(1 + |x|2)4 ≤
∫
|x|≥ρ/ε
C
|x|8 = O(ε
4),
where C is only dependent on βij for (i, j) ∈ I2h. Hence∫
Ω
|V̂ εi |2|V̂ εj |2 =
∫
R4
|V εi |2|V εj |2 −
∫
R4
(1− ξ4h)|V̂ εi |2|V̂ εj |2 ≥
∫
R4
|Vi|2|Vj |2 +O(ε4),
which implies that (3.2) holds.
Recall that λ1, · · · , λd < 0, βij ≥ 0 for every (i, j) ∈ K1 and βii > 0. Note that
∫
Ω
|V̂ εi |2|V̂ εj |2dx = 0 for
every (i, j) ∈ K2. Then we deduce from (3.2)-(3.2) that, given t1, . . . , tm > 0,
J
(√
t1V̂
ε
1, ...,
√
tmV̂
ε
m
)
=
1
2
m∑
h=1
th
∑
i∈Ih
∫
Ω
|∇V̂ εi |2 + λi|V̂ εi |2 −
1
4
m∑
h=1
t2h
∑
(i,j)∈I2
h
∫
Ω
βij |V̂ εi |2|V̂ εj |2
≤ 1
2
m∑
h=1
th
(∫
R4
|∇Vh|2 − Chε2|lnε|+O(ε2)
)
− 1
4
m∑
h=1
t2h
 ∑
(i,j)∈I2
h
∫
R4
βij |Vi|2|Vj |2 +O(ε4)

=
1
2
m∑
h=1
th
(
4lh − Chε2|lnε|+O(ε2)
)− 1
4
m∑
h=1
t2h
(
4lh +O(ε
4)
)
, (3.9)
where Ch :=
∑
i∈Ih
Ci|λi| =
∑
i∈Ih
8(X0)
2
i (f
h
max)
−1|λi| > 0 and Ci is defined in (3.2). Denote
Aεh := 4lh − Chε2|lnε|+O(ε2), Bεh := 4lh +O(ε4).
It is easy to see that
0 < Aεh < B
ε
h, for ε small enough.
Combining these we have
max
t1,...,tm>0
J
(√
t1V̂
ε
1, ...,
√
tmV̂
ε
m
)
≤ max
t1,...,tm>0
m∑
h=1
(
1
2
thA
ε
h −
1
4
t2hB
ε
h
)
=
1
4
m∑
h=1
(Aεh)
2
Bεh
<
1
4
m∑
h=1
Aεh =
m∑
h=1
(
lh − 1
4
Chε2|lnε|+O(ε2)
)
<
m∑
h=1
lh − δ for ε small enough,
where
δ :=
1
16
min
1≤h≤m
{Ch}ε2|lnε|, (3.10)
δ being a positive constant, only dependent on βij ≥ 0 for (i, j) ∈ K1 and βii, λi i = 1, . . . , d. Note that the
matrix MB(V̂
ε) is diagonal, so it is easy to see that there exists tε1, ..., t
ε
m > 0 such that(√
tε1V̂
ε
1, ...,
√
tεmV̂
ε
m
)
∈ N .
Thus,
c ≤ J
(√
tε1V̂
ε
1, ...,
√
tεmV̂
ε
m
)
≤ max
t1,...,tm>0
J
(√
t1V̂
ε
1, ...,
√
tmV̂
ε
m
)
<
m∑
h=1
lh − δ,
which yields that c <
∑m
h=1 lh − δ.
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The following is an extension of Theorem 3.6. It compares the energy of a level cΓ with all the levels
cG with G ( Γ, assuming the later are achieved. In the next section this will play a crucial role in proving
(via mathematical induction in the number of sub-groups) that c is achieved by a solution with m nontrival
components. Define
Λ2 :=
S2
16(
∑m
h=1 lh − 2δ)
and Λ3 := min{Λ1,Λ2}, (3.11)
where lh is defined in (1.2.1), h = 1, . . . ,m and δ is defined in Theorem 3.6. Then we have the following
result.
Theorem 3.7. Take
βij ≥ 0 ∀(i, j) ∈ K1 and −∞ < βij < Λ3 ∀(i, j) ∈ K2.
Given Γ ⊆ {1, . . . ,m}, assume that
cG is achieved by a nonnegative uG for every G ( Γ.
Then
cΓ < min
cG + ∑
h∈Γ\G
lh − δ : G ( Γ
 ,
where δ is defined in Theorem 3.6, depending only on βij ≥ 0 for (i, j) ∈ K1 and βii, λi i = 1, . . . , d. (and
not depending on Γ).
The rest of this section is dedicated to the proof of this theorem. Without loss of generality, we fix
1 ≤ p < m and prove that
c < c1,...,p +
m∑
h=p+1
lh − δ (3.12)
(where we use the notation c1,...,p instead of c{1,...,p} for simplicity); the other inequalities follow in the same
way. The important fact that we like to stress is that δ does not depend on Γ nor on βij for (i, j) ∈ K2; in
order to highlight that, we always exhibit the explicit dependences of the constants.
Let −∞ < βij < Λ1 ∀(i, j) ∈ K2. Suppose that c1,...,p is attained by a nonnegative up = (u1, · · · ,up).
Then by Lemma 3.1, Lemma 3.3 and Lemma 3.4 we infer that up is a solution of the corresponding subsystem.
By theory of elliptic regularity we get that ui ∈ C2(Ω). Observe that ui ≡ 0 on ∂Ω, i ∈ Ip := I1 ∪ . . . ∪ Ip.
Taking x1 ∈ ∂Ω, there exists ρ1 > 0 such that
Π2 := max
i∈Ip
sup
x∈B2ρ1(x1)∩Ω
u2i (x) ≤ min
{
min1≤i≤d{|λi|}
2dmax(i,j)∈K2{|βij |}t̂
,
SC1
4d3C˜max(i,j)∈K2{|βij |}
,
min1≤h≤m{lh}
d3C˜max(i,j)∈K2{|βij |}
}
, (3.13)
where C1 is defined in Lemma 3.5, C˜ :=
√
4maxh{lh}|Ω|
mini{βii}
, and
t̂ =
8max{C, l1, . . . , lm}
θ
, where θ := min
{
S
4
C1, l1, . . . , lm
}
. (3.14)
Therefore, there exists ρ > 0 such that B2ρ(x0) ⊆ B2ρ1(x1) ∩ Ω, and so
sup
x∈B2ρ(x0)
u2i (x) ≤ Π2 ∀i ∈ Ip. (3.15)
Take xp+1, · · · , xm ∈ B2ρ(x0) and ρp+1, · · · , ρm > 0 such that B2ρp+1(xp+1), · · · , B2ρm(xm) ⊂ B2ρ(x0)
and B2ρi(xi) ∩B2ρj (xj) = ∅ for every i 6= j, i, j ∈ {p+ 1, . . . ,m}. Let ξh ∈ C10 (B2ρh(xh)) be a nonnegative
function with ξh ≡ 1 for |x− xh| ≤ ρh, h = p+ 1, . . . ,m. Define
vεh := ξhV
ε
h, (3.16)
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where
Vεh := ε
−1Vh
(
x− yh
ε
)
= ε−1X0(f
h
max)
−1/2U1,0
(
x− yh
ε
)
, Vh = X0(f
h
max)
−1/2U1,0 a minimizer for lh.
Similarly to (3.2)-(3.2) from the proof of the previous theorem, we have the following inequalities∫
Ω
|∇vεi |2 =
∫
R4
|∇Vi|2 +O(ε2), for every i ∈ Ih, h = p+ 1, . . . ,m,∫
Ω
|vεi |2|vεj |2 ≥
∫
R4
|Vi|2|Vj |2 +O(ε4), for every (i, j) ∈ I2h, h = p+ 1, . . . ,m. (3.17)
Moreover, we have ∫
Ω
|vεi |2 ≤ |Ω|
1
2
(∫
Ω
|vεi |4
) 1
2
≤ |Ω| 12
(∫
R4
|Vi|4
) 1
2
=
|Ω| 12
β
1
2
ii
(∫
R4
βii|Vi|4
) 1
2
≤ |Ω|
1
2
min{β 12ii}
 ∑
(i,j)∈I2
h
∫
R4
βijV
2
i V
2
j

1
2
≤
√
4maxh{lh}|Ω|
mini{βii} = C˜.
Combining this with (3.2), we have
Cε2|lnε|+O(ε2) ≤
∫
Ω
|vεi |2 ≤ C˜, for every i ∈ Ih, (3.18)
where we remark that C, C˜ > 0 are dependent only on βii > 0, βij ≥ 0 for (i, j) ∈ K1.
Let us now explain the idea of the proof of (3.2) (and so, of Theorem 3.7). Consider
Φ(t1, · · · , tm) : = J(
√
t1u1, · · · ,
√
tpup,
√
tp+1v
ε
p+1, · · · ,
√
tmv
ε
m)
=
1
2
p∑
k=1
tk‖uk‖2k +
m∑
h=p+1
1
2
th
∑
i∈Ih
∫
Ω
|∇vεi |2 + λi|vεi |2 dx−
1
4
MB(u
ε)t · t, (3.19)
where
uε := (uε1, · · · ,uεm) = (up,vεp+1, · · · ,vεm),
up = (u1, · · · ,up) is a vector with nonnegative components attaining c1,...,p, and vεh is defined in (3.2). The
strategy is to prove that
max
t1,··· ,tm>0
J
(√
t1u1, · · · ,
√
tpup,
√
tp+1v
ε
p+1, · · · ,
√
tmv
ε
m
)
< c1,...,p +
m∑
h=p+1
lh − δ, (3.20)
and that there exists tε1, . . . , t
ε
p, . . . , t
ε
m > 0 such that(√
tε1u1, · · · ,
√
tεpup,
√
tεp+1v
ε
p+1, · · · ,
√
tεmv
ε
m
)
∈ N . (3.21)
Obviously (3.2) is a consequence of (3.2) and (3.2).
Firstly we show that MB(u
ε) is positive definite.
Lemma 3.8. If
βij ≥ 0 ∀(i, j) ∈ K1 and −∞ < βij < Λ1 ∀(i, j) ∈ K2
then MB(u
ε) is strictly diagonally dominant and MB(u
ε) is positive definite for small ε. Moreover, we can
get that
κmin ≥ θ,
where κmin is the minimum eigenvalues of MB(u
ε) and θ is defined in (3.2).
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Proof. We need to check that
∑
(i,j)∈I2
k
∫
Ω
βij(u
ε
i )
2(uεj)
2 −
m∑
l=1,l 6=k
∣∣∣∣∣∣
∑
(i,j)∈Ik×Il
∫
Ω
βij(u
ε
i )
2(uεj)
2
∣∣∣∣∣∣ ≥ θ k = 1, . . . ,m (3.22)
(recall that βij ≥ 0 for every (i, j) ∈ K1). We separate the proof in two cases: first for k = 1, . . . , p, and then
for k = p+ 1, . . . ,m.
Case 1. Firstly, we claim that
∑
(i,j)∈I2
k
∫
Ω
βiju
2
iu
2
j −
p∑
l=1,l 6=k
∣∣∣∣∣∣
∑
(i,j)∈Ik×Il
∫
Ω
βiju
2
iu
2
j
∣∣∣∣∣∣ ≥ S2C1, k = 1, . . . , p, (3.23)
where C1 is defined in Lemma 3.5. In fact, without loss of generality, there exists m1 ∈ {0, . . . , p} such that
p∑
l=1,l 6=k
∣∣∣∣∣∣
∑
(i,j)∈Ik×Il
∫
Ω
βiju
2
iu
2
j
∣∣∣∣∣∣ = −
m1∑
l=1,l 6=k
∑
(i,j)∈Ik×Il
∫
Ω
βiju
2
iu
2
j +
p∑
l=m1+1,l 6=k
∑
(i,j)∈Ik×Il
∫
Ω
βiju
2
iu
2
j .(3.24)
Note that up ∈ N1,...,p, then we have∑
(i,j)∈I2
k
∫
Ω
βiju
2
iu
2
j =
∑
i∈Ik
‖ui‖2i −
p∑
l=1,l 6=k
∑
(i,j)∈Ik×Il
∫
Ω
βiju
2
iu
2
j .
Combining this with (3.2) we know that
∑
(i,j)∈I2
k
∫
Ω
βiju
2
iu
2
j −
p∑
l=1,l 6=k
∣∣∣∣∣∣
∑
(i,j)∈Ik×Il
∫
Ω
βiju
2
iu
2
j
∣∣∣∣∣∣ =∑
i∈Ik
‖ui‖2i − 2
p∑
l=m1+1,l 6=k
∑
(i,j)∈Ik×Il
∫
Ω
βiju
2
iu
2
j . (3.25)
We deduce from Lemma 3.1 that
∑p
k=1 ‖uk‖2k = 4c1,...,p < 4C, then we have
2
p∑
l=m1+1,l 6=k
∑
(i,j)∈Ik×Il
∫
Ω
βiju
2
iu
2
j <
2Λ2
S2
p∑
l=m1+1,l 6=k
∑
(i,j)∈Ik×Il
‖ui‖2i ‖uj‖2j
≤ 8Λ2C
S2
∑
i∈Ik
‖ui‖2i <
1
2
∑
i∈Ik
‖ui‖2i . (3.26)
We see from (3.2)-(3.2) and Lemma 3.5 that
∑
(i,j)∈I2
k
∫
Ω
βiju
2
iu
2
j −
p∑
l=1,l 6=k
∣∣∣∣∣∣
∑
(i,j)∈Ik×Il
∫
Ω
βiju
2
iu
2
j
∣∣∣∣∣∣
≥ 1
2
∑
i∈Ik
‖ui‖2i ≥
S
2
∑
i∈Ik
|ui|24 ≥
S
2
C1, k = 1, . . . , p. (3.27)
For k = 1, . . . , p and h = p+ 1, . . . ,m, by (3.2) and (3.2) we see that∣∣∣∣∣∣
∑
(i,j)∈Ik×Ih
∫
Ω
βiju
2
i (v
ε
j )
2
∣∣∣∣∣∣ ≤ max(i,j)∈K2{|βij |}Π2
∑
(i,j)∈Ik×Ih
∫
B2ρh (xh)
|vεj |2
≤ d2C˜ max
(i,j)∈K2
{|βij |}Π2, (3.28)
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where C˜ is defined in (3.2). It follows from (3.2), (3.2)-(3.2) that
∑
(i,j)∈I2
k
∫
Ω
βiju
2
iu
2
j −
p∑
l=1,l 6=k
∣∣∣∣∣∣
∑
(i,j)∈Ik×Il
∫
Ω
βiju
2
iu
2
j
∣∣∣∣∣∣−
m∑
l=p+1,l 6=k
∣∣∣∣∣∣
∑
(i,j)∈Ik×Il
∫
Ω
βij |ui|2|vεj |2
∣∣∣∣∣∣
≥ S
2
C1 − d3C˜ max
(i,j)∈K2
{|βij |}Π2 ≥ S
4
C1 ≥ θ, k = 1, . . . , p. (3.29)
Case 2. For every k = p+ 1, . . . ,m, we see from (3.2) that∑
(i,j)∈I2
k
∫
Ω
βij |vεi |2|vεj |2 ≥
∑
(i,j)∈I2
k
∫
R4
βij |Vi|2|Vj |2 +O(ε4) ≥ 2lk for ε small enough.
Combining this with (3.2) and (3.2), since uεi · uεj = vεi · vεj = 0 whenever i ∈ Ik, j ∈ Il, k 6= l, k, l ∈
{p+ 1, . . . ,m}, we see that
∑
(i,j)∈I2
k
∫
Ω
βij |uεi |2|uεj |2 −
m∑
l=1,l 6=k
∣∣∣∣∣∣
∑
(i,j)∈Ik×Il
∫
Ω
βij |uεi |2|uεj |2
∣∣∣∣∣∣
=
∑
(i,j)∈I2
k
∫
Ω
βij |vεi |2|vεj |2 −
p∑
l=1,l 6=k
∣∣∣∣∣∣
∑
(i,j)∈Ik×Il
∫
Ω
βij |ui|2|vεj |2
∣∣∣∣∣∣
≥ 2lk − d3C˜ max
(i,j)∈K2
{|βij |}Π2 ≥ lk ≥ θ, k = p+ 1, . . . ,m. (3.30)
We deduce from (3.2) and (3.2) that MB(u
ε) is strictly diagonally dominant, and so MB(u
ε) is positive
definite.
For any eigenvalue κ of MB(u
ε), from (3.2) and by the Gershgorin circle theorem we see that κ ≥ θ.
Thus, κmin ≥ θ.
Based upon the former lemma, we can now prove that (3.2) holds.
Lemma 3.9. Assume that
βij ≥ 0 ∀(i, j) ∈ K1 and −∞ < βij < Λ1 ∀(i, j) ∈ K2.
Then we have
max
t1,··· ,tm>0
J
(√
t1u1, · · · ,
√
tpup,
√
tp+1v
ε
p+1, · · · ,
√
tmv
ε
m
)
< c1,...,p +
m∑
h=p+1
lh − δ (3.31)
for small ε, where δ is as in Theorem 3.6 and c1,...,p is defined in (3).
Proof. Recalling the definition of Φ (see (3.2)), it follows from Lemma 3.8 that
Φ(t1, · · · , tm) ≤ 1
2
p∑
k=1
tk‖uk‖2k +
m∑
h=p+1
1
2
th
∑
i∈Ih
∫
Ω
|∇vεi |2 + λi|vεi |2 dx−
1
4
θ
m∑
k=1
t2k. (3.32)
Similarly to (3.2) we infer that∑
i∈Ih
∫
Ω
|∇vεi |2 + λi|vεi |2 dx < 4lh, ∀h = p+ 1, . . . ,m, (3.33)
for small ε. Note that
‖uk‖2k ≤
p∑
h=1
‖uh‖2h = 4c1,...,p ≤ 4C. (3.34)
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We deduce from (3.2), (3.2) and (3.2) that
Φ(t1, · · · , tm) ≤
p∑
k=1
2tkC +
m∑
h=p+1
2tklk −
m∑
k=1
1
4
θt2k
≤
m∑
k=1
(
2tkmax{C, l1, . . . , lm} − 1
4
θt2k
)
,
which yields that Φ(t1, · · · , tm) < 0 when t1, . . . , tm > t̂, where
t̂ =
8max{C, l1, . . . , lm}
θ
.
Thus,
max
t1,...,tm>0
J
(√
t1u1, · · · ,
√
tpup,
√
tp+1v
ε
p+1, · · · ,
√
tmv
ε
m
)
=
max
0<t1,...,tm≤t̂
J
(√
t1u1, · · · ,
√
tpup,
√
tp+1v
ε
p+1, · · · ,
√
tmv
ε
m
)
. (3.35)
By (3.2) and (3.2) we have, for k = 1, . . . , p, h = p+ 1, . . . ,m and th > 0, 0 < tk < t̂,
p∑
k=1
tkth
∣∣∣∣∣∣
∑
(i,j)∈Ik×Ih
βij
∫
Ω
|ui|2|vεj |2
∣∣∣∣∣∣ ≤ d max(i,j)∈K2 |βij |t̂Π2th
∑
i∈Ih
∫
B2ρ(x0)
|vεi |2
≤ −1
2
th
∑
i∈Ih
λi
∫
Ω
|vεi |2
(recall that λi < 0). Hence, since v
ε
i · vεj = 0 whenever i ∈ Ih, j ∈ Il, h 6= l, h, l ∈ {p + 1, . . . ,m}, we have
that
J(
√
t1u1, · · · ,
√
tpup,
√
tp+1v
ε
p+1, · · · ,
√
tmv
ε
m) =
1
2
p∑
k=1
tk‖uk‖2k −
1
4
p∑
k,l=1
tktl
∑
(i,j)∈Ik×Il
∫
Ω
βiju
2
iu
2
j
+
m∑
h=p+1
 th
2
‖vεh‖2h −
t2h
4
∑
(i,j)∈I2
h
∫
Ω
βij |vεi |2|vεj |2
− p∑
k=1
m∑
h=p+1
tkth
2
∑
(i,j)∈Ik×Ih
∫
Ω
βiju
2
i |vεj |2
≤ 1
2
p∑
k=1
tk‖uk‖2k −
1
4
p∑
k,l=1
tktl
∑
(i,j)∈Ik×Il
∫
Ω
βiju
2
iu
2
j
+
m∑
h=p+1
1
2
th
∑
i∈Ih
∫
Ω
|∇vεi |2 +
λi
2
|vεi |2 dx−
1
4
t2h
∑
(i,j)∈I2
h
∫
Ω
βij |vεi |2|vεj |2

=: f(t1, . . . , tp) + gε(tp+1, . . . , tm). (3.36)
We claim that
max
t1,··· ,tp>0
f(t1, · · · , tp) = f(1, · · · , 1) = J1,··· ,p(up) = c1,··· ,p. (3.37)
It follows from Lemma 3.3 that M1,··· ,pB (u
p) is positive definite. Then we see that f is strictly concave and
has a maximum point in Rp+. Note that the point 1 = (1, . . . , 1) is a critical point of f due to the fact that
up ∈ N1,...,p. Moreover, it is easy to see that f is of class C1 in Rp+. Therefore, we know that 1 is the unique
critical point of f and is a global maximum by strict concavity, which yields that (3.2) holds.
On the other hand, similarly to (3.2) we see that
max
tp+1,··· ,tm>0
gε(tp+1, · · · , tm) <
m∑
h=p+1
lh − δ, (3.38)
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for the same δ as in (3.2), by taking ε sufficiently small. It follows from (3.2), (3.2), (3.2) and (3.2) that
max
t1,...,tm>0
J
(√
t1u1, · · · ,
√
tpup,
√
tp+1v
ε
p+1, · · · ,
√
tmv
ε
m
)
=
max
0<t1,...,tm≤t̂
J
(√
t1u1, · · · ,
√
tpup,
√
tp+1v
ε
p+1, · · · ,
√
tmv
ε
m
)
≤ max
t1,··· ,tp>0
f(t1, · · · , tp) + max
tp+1,··· ,tm>0
g(tp+1, · · · , tm)
< c1,...,p +
m∑
h=p+1
lh − δ.
By the previous lemma, we know that Φ has a global maximum tε in Rm+ for sufficiently small ε > 0.
From now on we fix such an ε. It is easy to see that ∂kΦ(t
ε) ≤ 0 if tεk = 0 and ∂kΦ(tε) = 0 if tεk > 0.
Moreover, for the latter case we have
‖uεk‖2k =
m∑
h=1
MB(u
ε)kht
ε
h, for t
ε
k > 0. (3.39)
Recall the definition of Λ3 (see (3.2)). In the following we show that (3.2) holds.
Lemma 3.10. If
βij ≥ 0 ∀(i, j) ∈ K1 and −∞ < βij < Λ3 ∀(i, j) ∈ K2,
then there holds
tε1, · · · , tεk, · · · , tεm > 0.
Proof. Firstly, we claim that
m∑
k=1
tεk‖uεk‖2k ≤ 4
(
m∑
k=1
lk − 2δ
)
. (3.40)
We deduce from (3.2) that for tεk > 0 we have
‖uεk‖2ktεk =
m∑
h=1
MB(u
ε)kht
ε
ht
ε
k, (3.41)
and clearly (3.2) also holds for tεk = 0. Hence, we know that (3.2) is true for k = 1, . . . ,m. It follows that
J(
√
tε1u1, · · · ,
√
tεpup, · · · ,
√
tεmv
ε
m) =
1
4
m∑
k=1
‖uεk‖2ktεk. (3.42)
Note that c1,...,p <
∑p
k=1 lk − δ by Theorem 3.6. Combining this with (3.9) we see that
J(
√
tε1u1, · · · ,
√
tεpup, · · · ,
√
tεmv
ε
m) ≤ sup
t1,...,tm≥0
J(
√
t1u1, · · · ,
√
tpup, · · · ,
√
tmv
ε
m) ≤
m∑
k=1
lk − 2δ. (3.43)
We infer from (3.2) and (3.2) that (3.2) holds.
By contradiction, we suppose that tε1 = 0, and the maximum point has the form (0, t
ε
2, · · · , tεm). Consider
the function
ϕ(t1) := J(
√
t1u
ε
1, · · · ,
√
tεmu
ε
m) =
1
2
t1‖uε1‖21 −
1
2
m∑
k=2
MB(u
ε)1kt1t
ε
k −
1
4
MB(u
ε)11t
2
1
+
1
2
m∑
k=2
tεk‖uεk‖2k −
1
4
m∑
k,h=2
MB(u
ε)kht
ε
kt
ε
h. (3.44)
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By assumption we have that
m∑
k=2
MB(u
ε)1kt
ε
k =
m∑
k=2
tεk
∑
(i,j)∈I1×Ik
∫
Ω
βij |uεi |2|uεj |2 ≤
Λ2
S2
m∑
k=2
tεk
∑
(i,j)∈I1×Ik
‖uεi‖2i ‖uεj‖2j
≤ Λ2
S2
‖uε1‖21
m∑
k=2
tεk‖uεk‖2k ≤
4Λ2 (
∑m
k=1 lk − 2δ)
S2
‖uε1‖21 ≤
1
4
‖uε1‖21.
Combining this with (3.2) we have
1
2
t1‖uε1‖21 −
1
2
m∑
k=2
MB(u
ε)1kt1t
ε
k −
1
4
MB(u
ε)11t
2
1
=
1
2
t1
(
‖uε1‖21 −
m∑
k=2
MB(u
ε)1kt
ε
k −
1
2
MB(u
ε)11t1
)
≥ 1
2
t1
(
3
4
‖uε1‖21 −
1
2
MB(u
ε)11t1
)
> 0, (3.45)
for t1 > 0 small enough. It follows from (3.2) and (3.2) that
J
(√
t1u
ε
1,
√
tε2u
ε
2, · · · ,
√
tεmu
ε
m
)
> J
(
0,
√
tε2u
ε
2, · · · ,
√
tεmu
ε
m
)
,
which is a contradiction.
Proof of Theorem 3.7. Without loss of generality, we prove that c < c1,...,p +
∑m
h=p+1 lh − δ. By Lemma
3.10, there exists tε1, . . . , t
ε
m > 0 such that(√
tε1u1, · · · ,
√
tεpup,
√
tεp+1v
ε
p+1, · · · ,
√
tεmv
ε
m
)
∈ N .
It follows from Lemma 3.9 that
c ≤ J
(√
tε1u1, · · · ,
√
tεpup,
√
tεp+1v
ε
p+1, · · · ,
√
tεmv
ε
m
)
≤ max
t1,...,tm>0
J(
√
t1u1, · · · ,
√
tεpup,
√
tp+1v
ε
p+1, · · · ,
√
tmv
ε
m) < c1,...,p +
m∑
h=p+1
lh − δ.
Remark 3.11. We mention that Theorem 3.7 also holds for d = m = 2, where in this case it gives the
estimate:
c < min{c1 + l2 − δ, c2 + l1 − δ}, (3.46)
where δ is independent of β := β12 = β21. Observe that li =
1
4β
−1
ii S˜
2, i = 1, 2, where S˜ is the Sobolev best
constant. This accurate estimate allows us to answer a question which was left open in [6], where the authors
dealt with the case d = m = 2. Indeed, let us recall the following statement from that paper:
Theorem 3.12. [6, Theorem 1.4] Assume that −λ1(Ω) < λ1 ≤ λ2 < 0. Let βn < 0, n ∈ N satisfy
βn → −∞ as n → ∞, and let (un, vn) be a least energy positive solution of (1) with β12 = β21 = βn. Then∫
Ω βnu
2
nv
2
n → 0 as n→∞ and, passing to a subsequence, one of the following conclusions holds.
(1) un → u∞ strongly in H10 (Ω) and vn ⇀ 0 weakly in H10 (Ω), where u∞ is a least energy positive solution
of
−∆u+ λ1u = β11u3, u ∈ H10 (Ω).
(2) vn → v∞ strongly in H10 (Ω) and un ⇀ 0 weakly in H10 (Ω), where v∞ is a least energy positive solution
of
−∆v + λ2v = β22v3, v ∈ H10 (Ω).
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(3) (un, vn)→ (u∞, v∞) strongly in H10 (Ω)×H10 (Ω) and u∞ · v∞ ≡ 0, where u∞ ∈ C(Ω) is a least energy
positive solution of
−∆u+ λ1u = β11u3, u ∈ H10 ({u∞ > 0}),
and v∞ ∈ C(Ω) is a least energy positive solution of
−∆v + λ2v = β22v3, v ∈ H10 ({v∞ > 0}).
Furthermore, both {u∞ > 0} and {v∞ > 0} are connected domains, and {v∞ > 0} = Ω\{u∞ > 0}.
The question left open in [6] was whether (1) and (2) could actually happen. Combining [6, Remark 6.1]
with (3.11) we can show that actually (1) and (2) cannot happen, therefore (3) always holds.
3.3 Construction of Palais-Smale sequence
In this subsection, we construct a Palais-Smale sequence at level cΓ. Recalling that Λ1 = S
2/(32C) (see
(3.1)) we have the following result.
Proposition 3.13. Assume that
βij ≥ 0 ∀(i, j) ∈ K1 and −∞ < βij < Λ1 ∀(i, j) ∈ K2.
Then there exists a sequence {un} ⊂ NΓ satisfying
lim
n→∞
JΓ(un) = cΓ, lim
n→∞
J ′Γ(un) = 0.
Proof. We adapt the idea of the proof [30, Lemma 2.5] to the critical case. Notice that JΓ is coercive and
bounded from below on NΓ. By Lemma 3.1 we can assume that JΓ(un) ≤ 2C for n large enough. Then by
the Ekeland variational principle (which we can use, since NΓ ∩
{
u : JΓ(u) ≤ 2C
}
is a closed set by Lemma
3.5), there exists a minimizing sequence {un} ⊂ NΓ satisfying
JΓ(un)→ cΓ, J ′Γ(un)−
∑
k∈Γ
λk,nΨ
′
k(un) = o(1), as n→∞, (3.47)
where
Ψk(u) := ‖uk‖2k −
∑
h∈Γ
∑
(i,j)∈Ik×Ih
∫
Ω
βiju
2
iu
2
j .
Since JΓ(un) ≤ 2C for n large enough, {uni } is uniformly bounded in H10 (Ω). We suppose that, up to a
subsequence,
uni → ui weakly in H10 (Ω),
and
lim
n→∞
∑
(i,j)∈Ih×Ik
∫
Ω
βij |uni |2|unj |2 := ahk, B˜ := (ahk)h,k∈Γ. (3.48)
Let us prove that B˜ is positive definite.
We claim that
∑
(i,j)∈I2
k
∫
Ω
βij |uni |2|unj |2 −
∑
h 6=k
∣∣∣∣∣∣
∑
(i,j)∈Ik×Ih
∫
Ω
βij |uni |2|unj |2
∣∣∣∣∣∣ ≥ S2C1, (3.49)
where C1 is defined in Lemma 3.5. We can prove this claim by performing exactly as in the proof of (3.2),
due to the fact that un ⊂ NΓ and
∑
k∈Γ ‖unk‖2k ≤ 8C. Then we see from (3.3) that
akk −
∑
h 6=k
|ahk| ≥ S
2
C1 > 0 k ∈ Γ,
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which yields that B˜ is positive definite.
Consider ukn defined by
uki,n :=
{
uni if i ∈ Ik,
0 if i 6∈ Ik.
Testing the second equation in (3.3), together with (3.3) we get that
o(1) =MΓB(un)λ
Γ
n = (B˜ + o(1))λ
Γ
n, (3.50)
where λΓn := (λk,n)|Γ|×1, k ∈ Γ. Denote by (λΓn)′ the transpose of λΓn. Multiplying the equation (3.3) by
(λΓn)
′, we deduce from the positive definiteness of B˜ that
o(1)|(λΓn)′| ≥ C|(λΓn)′|2 + o(1)|(λΓn)′|2,
where C is independent on n. It follows that λk,n → 0 as n → ∞. Observe that Ψ′k(un) is a uniformly
bounded family of operators and that {uni } is uniformly bounded in H10 (Ω); then by (3.3) we get that
J ′Γ(un)→ 0. Therefore, un is a standard Palais-Smale sequence.
4 Proof of the main theorems
As stated in the introduction, we prove Theorem 1.1 by induction in the number of sub-groups. We start in
the next subsection by proving the first induction step.
4.1 Proof of Theorem 1.1 for the case of one group
Given h = 1, . . . ,m, consider the following system{
−∆ui + λiui =
∑
j∈Ih
βiju
2
jui in Ω,
ui ∈ H10 (Ω) ∀i ∈ Ih.
(4.1)
We will consider the levels cΓ with |Γ| = 1. We recall that, with Γ = {h} (and dropping the parenthesis in
the notations from now on):
Jh(u) :=
∫
Ω
1
2
∑
i∈Ih
(|∇ui|2 + λiu2i )−
1
4
∑
(i,j)∈I2
h
βiju
2
ju
2
i dx,
and
ch := inf
u∈Nh
Jh(u) > 0,
where
Nh :=
{
u ∈ (H10 (Ω))ah−ah−1 : u 6= 0 and 〈∇Jh(u),u〉 = 0
}
.
From Theorem 3.6 we know that the following lemma holds.
Lemma 4.1. Assume that βij ≥ 0 for every (i, j) ∈ I2h, i 6= j, βii > 0, i ∈ Ih. Then
ch < lh − δ.
The following lemma is the counterpart of Bre´zis-Lieb Lemma (see [2]) for two component and its proof
can be found in [8, p. 538].
Lemma 4.2. Let un ⇀ u, vn ⇀ v in H
1
0 (Ω) as n→∞. Then, up to a subsequence, there holds
lim
n→∞
∫
Ω
(|un|2|vn|2 − |un − u|2|vn − v|2 − |u|2|v|2) = 0.
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Theorem 4.3. Assume that βij ≥ 0 for every (i, j) ∈ I2h, i 6= j, βii > 0, i ∈ Ih. Then ch is achieved by a
nonnegative u ∈ Nh. Moreover, any minimizer is a nonnegative solution of (4.1).
Proof. From Proposition 3.13 there exists {un} such that
lim
n→∞
Jh(un) = ch, lim
n→∞
J ′h(un) = 0.
It is standard to see that {uni } is bounded in H10 (Ω), and so we may assume that uni ⇀ ui weakly in H10 (Ω),
i ∈ Ih. Passing to a subsequence, we may assume that
uni ⇀ ui, weakly in L
4(Ω), i ∈ Ih.
(uni )
2 ⇀ u2i , weakly in L
2(Ω), i ∈ Ih.
uni → ui, strongly in L2(Ω), i ∈ Ih. (4.2)
Set vni = u
n
i − ui, and so
vni ⇀ 0 weakly in H
1
0 (Ω), v
n
i → 0 strongly in L2(Ω). (4.3)
Note that since un ∈ Nh, then we have∑
i∈Ih
∫
Ω
|∇uni |2 + λi|uni |2 dx =
∑
(i,j)∈I2
h
∫
Ω
βij |uni |2|unj |2. (4.4)
We deduce from (4.1) and (4.1) that∫
Ω
|∇uni |2 =
∫
Ω
|∇vni |2 + |∇ui|2 + o(1),
∫
Ω
|uni |2 =
∫
Ω
u2i + o(1), (4.5)
and by Lemma 4.2 we have ∫
Ω
|uni |2|unj |2 =
∫
Ω
|vni |2|vnj |2 +
∫
Ω
|ui|2|uj |2 + o(1). (4.6)
It follows from (4.1)-(4.1) and J ′h(uh)uh = 0 that∑
i∈Ih
∫
Ω
|∇vni |2 −
∑
(i,j)∈I2
h
∫
Ω
βij |vni |2|vnj |2 = o(1). (4.7)
We deduce from (4.1)-(4.1) that
Jh(un) = Jh(uh) +
1
4
∑
i∈Ih
∫
Ω
|∇vni |2 + o(1). (4.8)
Passing to a subsequence, we may assume that
lim
n→∞
∑
i∈Ih
∫
Ω
|∇vni |2 = dh.
Combining this with (4.1) yields
0 ≤ Jh(uh) ≤ Jh(uh) + 1
4
dh = lim
n→∞
Jh(un) = ch. (4.9)
Next, we prove that uh 6= 0. By contradiction, assume that uh ≡ 0. By (4.1) we have dh = 4ch > 0.
Then by (1.2.1) and (4.1) we get that
∑
i∈Ih
∫
Ω
|∇vni |2 =
∑
(i,j)∈I2
h
∫
Ω
βij |vni |2|vnj |2 + o(1) ≤ (4lh)−1
(∑
i∈Ih
∫
Ω
|∇vni |2
)2
+ o(1),
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which yields that dh ≥ 4lh. It follows from (4.1) that
ch =
1
4
dh ≥ lh,
which contradicts Lemma 4.1. Therefore, uh 6= 0 and uh ∈ Nh. Then we see from (4.1) that
ch ≤ Jh(uh) ≤ lim
n→∞
Jh(un) = ch.
That is, Jh(uh) = ch, and so Jh(|uh|) = ch. By Lemma 3.4 we get that |uh| is a nonnegative solution of
(4.1).
4.2 Proof of Theorem 1.1 in the general case
Set
Λ4 :=
δS2
8C
∑m
l=1 lh
,
where lh is defined in (1.2.1), C is defined in (3.1), and δ is defined in Theorem 3.6. Let
Λ := min{Λ3,Λ4}, (4.10)
where Λ3 is defined in (3.2). From now on, we assume that −∞ < βij < Λ for every (i, j) ∈ K2.
Conclusion of the proof of Theorem 1.1. We will proceed by mathematical induction on the number
of sub-groups. Denote by p the number of sub-groups considered (that is, the cardinality of |Γ|) and
p = 1, 2, . . . ,m. We have proved in the previous subsection that the result holds true for p = 1, i.e, for all
levels cΓ with |Γ| = 1. We suppose by induction hypothesis that the result holds true for every level cΓ
with |Γ| ≤ p, for some 1 ≤ p ≤ m − 1. In particular, observe that the estimates of Theorem 3.7 hold for
cΓ. We want to prove Theorem 1.1 for cG, with |G| = p+ 1. Without loss of generality, we will show it for
G = {1, . . . , p+ 1}. Observe that the estimates of Theorem 3.7 hold for cG.
From Proposition 3.13 we know that there exists a sequence {un} ⊂ NG satisfying
lim
n→∞
JG(un) = cG, lim
n→∞
J ′G(un) = 0.
Since {uni } is uniformly bounded in H10 (Ω), we may assume that uni ⇀ ui weakly in H10 (Ω). Passing to a
subsequence, we may assume that
uni ⇀ ui, weakly in L
4(Ω), i ∈ Ih, h = 1, . . . , p+ 1.
(uni )
2 ⇀ u2i , weakly in L
2(Ω), i ∈ Ih, h = 1, . . . , p+ 1.
uni → ui, strongly in L2(Ω), i ∈ Ih, h = 1, . . . , p+ 1.
Set vni = u
n
i − ui, so that
vni ⇀ 0 in H
1
0 (Ω). (4.11)
Note that un ∈ NG. Then for ∀h = 1, . . . , p+ 1 we have
∑
i∈Ih
∫
Ω
|∇uni |2 + λi|uni |2 =
p+1∑
k=1
∑
(i,j)∈Ih×Ik
∫
Ω
βij |uni |2|unj |2. (4.12)
We deduce from (4.2) that∫
Ω
|∇uni |2 =
∫
Ω
|∇vni |2 + |∇ui|2 + o(1),
∫
Ω
|uni |2 =
∫
Ω
u2i + o(1), (4.13)
and by Lemma 4.2 we have ∫
Ω
|uni |2|unj |2 =
∫
Ω
|vni |2|vnj |2 +
∫
Ω
|ui|2|uj |2 + o(1). (4.14)
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It follows from (4.2)-(4.2) and J ′G(u)u = 0 that
∑
i∈Ih
∫
Ω
|∇vni |2 −
p+1∑
k=1
∑
(i,j)∈Ih×Ik
∫
Ω
βij |vni |2|vnj |2 = o(1), h = 1, . . . , p+ 1, (4.15)
and
JG(un) = JG(u) + EG(vn) + o(1), (4.16)
where we recall that EG is defined in (3). Passing to a subsequence, we may assume that
lim
n→∞
∑
i∈Ih
∫
Ω
|∇vni |2 = dh, h = 1, . . . , p+ 1.
Hence, by (4.2) we have EG(vn) =
1
4
∑p+1
h=1 dh + o(1). Letting n→∞ in (4.2), we see that
0 ≤ JG(u) ≤ JG(u) + 1
4
p+1∑
h=1
dh = lim
n→∞
JG(un) = cG ≤ C, (4.17)
and so we can assume that JG(un) ≤ 2C for n large enough. Next, we show that u ∈ NG using a contradiction
argument.
Case 1. u = (u1, · · · ,uh, · · · ,up+1) ≡ 0.
Firstly, we claim that dh > 0, h = 1, . . . , p + 1. In fact, by contradiction we assume that dh1 = 0 for
some h1. Then we get that v
n
i → 0 strongly in H10 (Ω) and so uni → 0 strongly in H10 (Ω), ∀i ∈ Ih1 . Thus
lim
n→∞
∑
i∈Ih1
|uni |24 = 0,
which contradicts Lemma 3.5. Therefore, dh > 0, h = 1, . . . , p + 1. Then we see from (1.2.1), (4.2)-(4.2)
that ∑
i∈Ih
∫
Ω
|∇vni |2 =
∑
(i,j)∈I2
h
∫
Ω
βij |vni |2|vnj |2 +
∑
k 6=h
∑
(i,j)∈Ih×Ik
(∫
Ω
βij |uni |2|unj |2 + o(1)
)
+ o(1)
≤ (4lh)−1
(∑
i∈Ih
∫
Ω
|∇vni |2
)2
+
Λ
S2
∑
k 6=h
∑
(i,j)∈Ih×Ik
‖uni ‖2i ‖unj ‖2j + o(1)
≤ (4lh)−1
(∑
i∈Ih
∫
Ω
|∇vni |2
)2
+
8ΛC
S2
∑
i∈Ih
∫
Ω
|∇uni |2 + o(1)
≤ (4lh)−1
(∑
i∈Ih
∫
Ω
|∇vni |2
)2
+
8ΛC
S2
∑
i∈Ih
∫
Ω
|∇vni |2 + o(1). (4.18)
Hence, dh ≥ 4lh
(
1− 8CS2 Λ
)
, h = 1, . . . , p+ 1. It follows from (4.2) and (4.2) that
cG =
1
4
p+1∑
h=1
dh ≥
p+1∑
h=1
lh
(
1− 8C
S2
Λ
)
>
p+1∑
h=1
lh − δ,
which contradicts Theorem 3.6. Hence, u 6≡ 0.
Case 2. Only one component of u is not zero.
Without loss of generality, we may assume that u1 6= 0,u2 = · · · = uh = · · · = up+1 = 0. Similarly to
Case 1, we can get that dh > 0, h = 2, . . . , p + 1. Moreover, similarly to (4.2), we deduce from (1.2.1) and
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(4.2) that dh ≥ 4lh
(
1− 8CS2 Λ
)
, h = 2, . . . , p + 1. Note that u1 is a solution of (4.1) with h = 1, and so
JG(u1,0, · · · ,0) ≥ c1. It follows from (4.2) and (4.2) that
cG ≥ JG(u1,0, · · · ,0) + 1
4
p+1∑
h=2
dh ≥ c1 +
p+1∑
h=2
lh
(
1− 8C
S2
Λ
)
> c1 +
p+1∑
h=2
lh − δ,
a contradiction with Theorem 3.7. Therefore, Case 2 is impossible.
Case 3. Only q components of u are not zero, q = 2, 3, . . . , p.
Without loss of generality, we may assume that u1 6= 0,u2 6= 0, · · · ,uq 6= 0,uq+1 = · · · = uh = · · · =
up+1 = 0. Similarly to Case 1, we can get that dh > 0, h = q + 1, . . . , p + 1. Thus by (1.2.1) and (4.2) we
get that ∑
i∈Ih
∫
Ω
|∇vni |2 =
∑
(i,j)∈I2
h
∫
Ω
βij |vni |2|vnj |2 +
∑
k 6=h
∑
(i,j)∈Ih×Ik
(∫
Ω
βij |uni |2|unj |2 + o(1)
)
+ o(1)
≤ (4lh)−1
(∑
i∈Ih
∫
Ω
|∇vni |2
)2
+
8ΛC
S2
∑
i∈Ih
∫
Ω
|∇vni |2 + o(1),
which yields that dh ≥ 4lh
(
1− 8CS2 Λ
)
, h = q+1, . . . , p+1. Note that (u1,u2, · · · ,uq,0, · · · ,0) is a solution
of (1) with the number of sub-group is q, and so JG(u1,u2, · · · ,uq,0, · · · ,0) ≥ c1...q. It follows from (4.2)
and (4.2) that
cG ≥ JG(u1, · · · ,uq,0, · · · ,0) + 1
4
p+1∑
h=q+1
dh ≥ c1...q +
p+1∑
h=q+1
lh
(
1− 8CΛ
S2
)
> c1...q +
p+1∑
h=q+1
lh − δ,
which contradicts Theorem 3.7. Therefore, Case 3 is impossible.
Since Case 1, Case 2 and Case 3 are impossible, then we get that uh 6= 0 for any h = 1, 2, . . . , p + 1.
Therefore, u ∈ NG. It follows from (4.2) that
cG ≤ JG(u) ≤ JG(u) + 1
4
p+1∑
h=1
dh = lim
n→∞
JG(un) = cG, (4.19)
that is, JG(u) = cG. It is easy to get that
|u| ∈ NG and JG(|u|) = cG.
It follows from Lemma 3.4 that |u| is a solution to system (1) with the number of sub-group is p+ 1.
Remark 4.4. We deduce from (4.2) that dh = 0 for any h = 1, 2, . . . , p + 1. Then we know that v
n
i → 0
strongly in H10 (Ω), and so u
n
i → ui strongly in H10 (Ω).
4.3 Proof of the remaining results
All the remaining results follow either directly from Theorem 1.1 or exactly as results in other papers.
Regarding Corollary 1.4, the existence of ground states follow directly from Theorem 1.1 in the case
m = 1 and a = (0, d). Indeed, c˜ is achieved by a solution of (1). Therefore c˜ = inf{J(u) : J ′(u) = 0, u ∈
H10 (Ω;R
d),u 6= 0}, the ground state level. The classification result, on the other hand, follows applying
exactly as in [12, Theorem 2.1] (cf. also the proof of Theorem 1.9 in Section 2).
Corollary 1.6 is a direct consequence of Theorem 1.1 in the case m = d, a = (0, 1, . . . , d).
Finally, having established that c is achieved in Theorem 1.1, the proofs of Theorems 1.7 and 1.8 follow
word by word the ones of Theorem 1.4 and Theorem 1.5 in [30].
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