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ANOTACE  
Úkolem této bakalářské práce je navrhnout synchronizační mechanismus pro 
signalizační servery označované jako Feedback Target v hierarchické struktuře 
zpětného kanálu. Dále pak funkci synchronizačního mechanismu ověřit v poskytnutém 
simulačním prostředí naprogramovaném v jazyce Java. Pomocí navrženého 
synchronizačního mechanismu docílit zkrácení doby putování signalizačních zpráv, 
putujících přes signalizační síť, a tím docílit rychlejší reakci na případné zahlcení sítě a 
případnou velkou ztrátovost paketů při poskytování multimediálního obsahu dat 
pomocí služby IPTV.  
V teoretické části jsou rozebrány protokoly RTCP, RTP a TTP. Dále jsou také 
rozebrány metody pro zasílání paketů v síti (multicast, unicast a broadcast), poté jsou 
uvedeny základní poznatky o službě IPTV, její distribuce a rozdíly oproti klasickému 
internetovému vysílání. Zmíněny jsou také základní pojmy v oblasti zpětného stromu, 
jako jsou Feedback Target, Feedback Target Manager a FTI, FDI a FTS pakety. 
KLÍČOVÁ SLOVA 
Hierarchická agregace, Sumarizace, TTP, IPTV, Zpětný strom, Multicast, RTP, RTCP, Java 
  
 
 
ABSTRACT  
The task of Bachelor's thesis has been to develop synchronizing mechanism for 
signaling servers, called Feedback Targets, in hierarchical structure of the feedback 
tree. Then verify the function of this designed synchronizing mechanism in simulation 
developed in Java. Using this synchronizing mechanism to shorten the time needed to 
travel the signaling packets trough the feedback tree and using this to obtain better 
reaction to possible network junction or significant packet loss while distributing 
multimedia data while using IPTV.  
In theoretic part of the thesis there are described basic protocols like RTCP, RTP 
and TTP. Then are described methods for packet sending in network (multicast, unicast 
and broadcast). The basic piece of knowledge about IPTV, its distribution and 
differences between IPTV and classic internet media streaming are described. Also 
basic terms like Feedback Target, Feedback Target Manager and FTI, FTS and FTD 
packets are described as well. 
KEYWORDS 
Hierarchical aggregation, Summarization, TTP, IPTV, Feedback tree, Multicast, RTP, 
RTCP, Java 
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ÚVOD 
Cílem této bakalářské práce je vytvořit synchronizační mechanismus pro 
signalizační servery, označované jako Feedback Targets, ve zpětném stromu a pomocí 
tohoto mechanismu docílit zkrácení doby putování signalizačních zpráv, které jsou 
sumarizované, skrz celou signalizační síť až k poskytovateli multimediálních dat. 
Signalizační zpráva obsahuje parametry jako je například ztrátovost paketů nebo 
kolísání zpoždění, pomocí kterých může zasílatel dat reagovat na případné problémy 
při zasílání multimediálního obsahu. 
V teoretické části je nejprve zmíněn protokol pro přenos multimediálních dat – 
RTP a protokol RTCP, který se stará především o to, aby nedocházelo k zahlcování sítě 
při přenosu těchto multimediálních dat. Dále je pojednáváno o způsobu doručování 
dat v síti. V další kapitole je nastíněna služba pro přenos televize přes paketovou síť. 
Zmíněny jsou také základní pojmy v oblasti zpětného stromu, jako jsou Feedback 
Target, Feedback Target Manager a FTI, FDI a FTS pakety. 
V poslední době dochází rozmachu televize přenášené přes síť založené na IP 
protokolu - IPTV. Tato televize má mnoho výhod, mezi které patří interaktivní TV, 
podporuje tedy služby jako je například prohlížení internetových stránek, sledování TV 
ve vysokém rozlišení a hrání interaktivním her. Při přenosu multimediálních dat je ale 
nutno zaručit určitou garantovanou kvalitu služby, a proto je nutno sledování sítě. Je 
třeba sledovat signalizaci o kvalitě příjmu od každého účastníka, a proto je nutno dobře 
sestavit signalizační síť, aby nedocházelo k přehlcení sítě a tedy zaručení požadované 
kvality služeb. Signalizační síť je tvořena hierarchickým stromem. Tento strom je složen 
z jednotlivých účastníků relace, Feedback Targets – FTs, které se starají o sběr zpráv, 
poté jednoho Root Feedback Target – RFT, který provádí výslednou sumarizaci zpráv a 
nakonec Feedback Target Manager – FTM, který se stará o řízení komunikace v 
signalizační síti. 
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1 PROTOKOLY PRO PŘENOS DAT  
1.1 Real time protocol 
Real Time Protocol (RTP) zajišťuje podporu pro koncové multimediální přenosy v 
reálném čase. Nezaručuje doručení dat ani správné pořadí jednotlivých paketů, ale 
definuje jejich pořadová čísla, podle kterých mohou multimediální aplikace rozpoznat 
chybějící pakety. Zakládá se na synchronizaci časového přenosu a zjištění ztráty nebo 
nesprávného pořadí dat. RTP nejčastěji používá protokol UDP, ale může využít i jiné 
protokoly. Bezpečnou variantu RTP protokolu představuje protokol SRTP (Secure Real-
time Transport Protocol) specifikovaný v RFC 3711.[3][8] 
Obr. 1.1: Hlavička RTP protokolu 
V - verze protokolu. 
P - pokud je příznak P nastaven, znamená to, že je zátěž doplněna o potřebný počet 
bajtů, aby měla vhodné uspořádání pro případné zabezpečení. 
X  -  indikuje přítomnost rozšířené hlavičky mezi hlavičkou fixní a datovou částí. 
CSRC  -  obsahuje seznam všech SSRC, které přispívají nějakým obsahem do paketu. 
M - RTP podporuje rozdělování média na rámce, k tomu slouží příznak M při 
rekonstrukci a přehrávání.  
Typ zátěže - označuje použité kódování přenášené médiem. 
Sekvenční číslo - používá se pro detekci ztrát a obnovení původního pořadí paketů. 
Časové razítko -  označuje, kdy byl rámec pořízen a vygenerován. 
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RTP využívá pro přenos především nespolehlivou službu UDP. Služba UDP je 
využívána především díky své jednoduchosti a nízkému zpoždění pří doručování 
paketů. 
Obr. 1.2: Zařazení RTP a RTCP protokolu do modelu TCP/IP 
Vrstva sítového rozhraní umožňuje přístup k fyzickému médiu. IP vrstva zajišťuje 
především síťovou adresaci a směrování. Transportní vrstva umožňuje přizpůsobit 
chování sítě potřebám aplikace. Aplikační vrstva pracuje s programy, využívající síť 
k přenosu dat.  
RTP protokol nezaručuje  QoS  (Quality of Service), a proto je třeba využívat 
jiných metod pro zaručení kvality služeb a to například pomocí protokolu RVSP 
(Resource reservation protokol). 
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1.2 Real Time Control Protocol 
  RTCP (RTP Control Protocol) je signalizační protokol, který se užívá především 
pro sledování QoS a pro kontrolu zahlcování. Cílem je držet co nejnižší signalizační režii. 
Pro RTCP je specifikováno, že využívá maximálně pět procent šířky pásma dané relace. 
Z těchto pěti procent se využívá pro přenos RR (Receiver Report) paketu 75 procent, 
zbylých 25 procent je využíváno pro přenos SR (Sender Report) paketu. To znamená, že 
všichni příjemci sdílejí šířku pásma pro RR pakety a je jasné, že pro velké množství 
příjemců je doba vysílání RR paketu příliš dlouhá. To je zřetelné z rovnice 1.1 [3] 
 
𝑇𝑅𝑅 =
𝑃𝐿𝑅𝑅 ∗ 𝑛𝑇
0.0375𝐵𝑊𝑇
 (1.1) 
Hodnota TRR označuje periodu vysílání RR paketu. Při jednom zdroji a nt příjemci 
služba alokuje šířku pásma BWT. Délka paketu RR je označena jako PLRR. Hodnota 
0,0375 označuje šířku pásma pro RR paket. 
Paket SR je vysílán zdrojem média pomocí multicastu všem účastníkům relace a 
délka periody vysílání je určena pomocí rovnice 1.2 
 
𝑇𝑆𝑅 =
𝑃𝐿𝑆𝑅
0.0125𝐵𝑊𝑇
  (1.2) 
Hodnota TSR udává periodu vysílání SR paketu, délku paketu označujeme PLSR. 
Hodnota 0,0125 označuje šířku pásma pro SR paket.   
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1.2.1 Sender Report packet  
Pomocí SR paketu může odesílatel informovat ostatní účastníky relace o QoS. 
Tento paket je vysílán pomocí reflexní metody viz kapitola 2.2.3. Nejdůležitější součásti 
SR paketu jsou uvedeny v tabulce 1.1. 
Tab. 1.1: Nejdůležitější části SR paketu: 
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1.2.2 Reciever Report packet 
RR pakety jsou vytvářeny příjemci. Zatímco SR pakety jsou vysílány pomocí 
multicastu, tak RR pakety takto vysílány byt nemohou. Abychom předešli tomuto 
omezeni, je třeba použít metody reflexe, viz kapitola 2.2.3. 
Hlavní části RR paketu jsou uvedeny v tabulce 1.2 
Tab. 1.2: Nejdůležitější části RR paketu:
 
1.2.3 Real Time Control Protocol - složený paket  
  RTCP pakety (RR, SR atd.) nejsou vysílány samostatně, ale jsou zahrnuty ve 
složeném paketu. Tento paket obsahuje jeden nebo více RR a SR paketů, následují 
binární nuly nebo více SDES (Source DEScription) paketů. Volitelně pak může byt 
přidán tzv. bye paket, který informuje o opuštění dané relace. 
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1.2.4 Výpočet intervalu Real Time Control Protocol zpráv 
Rychlost RR paketu lze spočítat pomocí rovnice 1.3 
 
𝑃𝑅𝑅𝑅 =  
0,75 ∗ 𝐵𝑊𝑅𝑇𝐶𝑃
𝑃𝑆𝑟𝑟 ∗ 𝑛𝑟
 (1.3) 
Pro výpočet rychlosti SR paketu použijeme rovnici 1.4, 
 
𝑃𝑅𝑠𝑟 =
0,25 ∗ 𝐵𝑊𝑅𝑇𝐶𝑃
𝑃𝑆𝑠𝑟  ∗  𝑛𝑠
 (1.4) 
kde PSrr označuje průměrnou velikost RR paketu, PSsr pak průměrnou velikost 
SR paketu. BWRTCP je povolená šířka pásma pro RTCP pakety, nr je počet příjemců a ns 
je počet odesílatelů. Koeficienty 0,25 a 0,75 označují kolik šířky pásma je pro ně 
vyhrazeno. Interval posílání T u RTCP paketu se spočítá pomocí rovnice 1.5, 
 
𝑇 =
𝑚𝑎𝑥 𝐶, 𝑇𝑚𝑖𝑛  ∗ 𝑟𝑛𝑑
𝑒3/2
 (1.5) 
kde rnd je náhodné číslo z intervalu od 0,5 do 1,5. Toto náhodné číslo se 
používá pro zamezení nechtěné synchronizaci v případě vysílání RTCP paketů ve 
stejnou dobu. Čas Tmin je nastaven na hodnotu 2,5 vteřiny, pokud účastník relace ještě 
nevyslal žáden RTCP paket, v případě, kdy nějaké RTCP pakety vyslal, je hodnota 
nastavena na 5 vteřin. [3] Hodnota C se spočítá pomocí níže uvedené rovnice 1.6 
 
𝐶 =  
𝑟𝑡𝑐𝑝_𝑠𝑖𝑧𝑒
0,75 ∗ 𝑟𝑡𝑐𝑝_𝑏𝑤
∗ 𝑛 (1.6) 
Rtcp_size označuje průměrnou velikost zaslaných RTCP paketů, rtcp_bw 
označuje celkovou šířku pásma pro RTCP pakety a n je celkový počet účastníků v dané 
relaci. Hodnota 0,75 označuje velikost šířky pásma pro RR pakety. 
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2 METODY VYSÍLÁNÍ DAT  
Když chceme poslat nějaká data v počítačové síti, je důležité správné adresování 
zprávy a s tím je svázána metoda vysílání. Záleží na tom, zda chceme data zaslat pouze 
jedné stanici, několika stanicím najednou nebo všem stanicím ve stejné podsíti.[1] 
Rozlišujeme tedy 3 různé druhy metody vysíláni dat a to unicast, multicast a broadcast. 
2.1 Unicast 
Unicast označuje v počítačové síti zasílání paketů pouze jedinému cíli (uzlu, 
stanici). Zasílání dat unicastem je znázorněno na obrázku 2.1 
 
Obr. 2.1: Vysílání unicast 
 
  
19 
 
2.2 Multicast  
Klíčovým cílem této technologie je zásadní odlehčení zátěže vysílajícího uzlu a 
přenosové soustavy při přenosech typu jeden zdroj - mnoho příjemců. Zdroj tedy vysílá 
data určená neznámému, potenciálně velmi velkému počtu příjemců (skupině) pouze 
jednou a veškerá režie spojená s distribucí příjemcům je ponechána na přenosové 
soustavě, v prostředí Internetu tedy na směrovačích. Na nich také je, aby zajistily 
efektivní přenos dat od zdroje k příjemcům, tedy aby vysílaná data poslaly po každém 
spoji nejvýše jedenkrát, a to pouze tehdy, je-li daným směrem skutečně nějaký 
příjemce. K identifikaci skupin příjemců se používá speciální třída adres IP zahrnující 
adresy 224.0.0.0 až 239.255.255.255. Vysílající uzel odesílá pakety s cílovou adresou 
skupiny. Další šíření přes směrovače by mělo probíhat stejnou metodou, tzn. best 
effort, jako šíření běžných paketů přímého vysílání. V případě skupinového vysílání 
ovšem může směrovač provést replikaci paketu a jeho vyslání do více směrů.[1] 
 
Obr. 2.2: Vysílání multicast 
 
  
20 
 
2.2.1 Any Source Multicast  
  Any source multicast – ASM je multicastová metoda, kde na rozdíl od SSM není 
přímo specifikováný zdroj dat, a proto odesílatel dat muže být kdokoli z dané relace. 
ASM model je náchylný k tzv. DoS (Denial-of-Service) útokům a také k neoprávněnému 
síťovému provozu. 
2.2.2 Source-Specific Multicast 
Source-Specific multicast (SSM) je metoda doručování multicastových paketů, 
kdy se doručují příjemci jen ty pakety, které pochází z předem specifikované adresy 
zdroje, kterou si sám příjemce vyžádal. [3] Tím, že specifikujeme zdroj dat, redukujeme 
nároky na síť a zvyšujeme tím i zabezpečení vysílání dat. Tato metoda je vhodná pro 
velké množství multicastových relací, které mají jen jeden zdroj dat. Je tedy vhodná 
například pro službu IPTV -  viz kapitola 3. Na obrázku 2.3 je ukázán příklad využití 
multicastové metody SSM. [9] 
 
Obr. 2.3: Příklad využití metody SSM pro proudové vysílání audiovizuálního obsahu 
přes internet 
Bohužel tato metoda není schopna posílat data, která používají komunikaci 
více-k-více, pro překonání tohoto omezení byla vytvořena tzv. reflexní metoda – viz 
kapitola 2.2.3 
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2.2.3 Reflexní metoda 
Reflexní metoda je založena na ideji, že každý účastník relace, který data přijímá 
a nevysílá, bude vysílat tzv. RR pakety zdroji dat v předem stanovených intervalech. 
Tyto RR pakety jsou vysílány pomocí unicastu. Příjemce tyto pakety sbírá a poté je 
pomocí multicastu pošle všem účastníkům dané relace. 
 
Obr. 2.4: Reflexní metoda 
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2.3 Broadcast 
Broadcast je jeden ze způsobů vysílání dat v TCP/IP síti (používá se nespojový 
protokol, jako je například UDP). Jedná se o vysílání jednoho všem, tedy vysílaný paket 
je (teoreticky) zachycen všemi zařízeními v síti, lepé řečeno v dané broadcast doméně. 
Toto vysílání se používá převážně v LAN sítích. Broadcast je dnes používány pro řadu 
účelů a využívá je i velké množství aplikací. Tvoří velkou část provozu v LAN síti a 
zatěžují aktivní síťové prvky i stanice, proto je snaha o jejich minimalizaci.[1] 
 
Obr. 2.5: Vysílání broadcast 
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3 INTERNET PROTOCOL TELEVISION 
Služba Internet Protocol Television (IPTV) je definována jako multimediální 
služba (například televizní, video, audio, textová nebo grafická data), která je 
doručována pomocí sítě založené na IP protokolu.[4] Služba IPTV má mnoho výhod, 
mezi ně patří: 
Podpora interaktivní TV – mezi typy služeb, které mohou být doručeny skrz IPTV patří 
například standardní TV, TV ve vysokém rozlišení (HDTV - High Definition TV), 
interaktivní hry a vysokorychlostní prohlížení internetových stránek. 
Časové přepínání – IPTV v kombinaci s digitálním přehrávačem dovoluje časové 
přepínání programového obsahu - mechanismus pro nahrávání a úschovu IPTV obsahu 
pro pozdější sledování. 
Personalizace – IPTV systém podporuje obousměrnou komunikaci, která umožňuje 
koncovému uživateli si přizpůsobit, co bude zrovna sledovat a kdy to bude chtít 
sledovat. 
Ušetření nároků na šířku pásma – místo toho, aby každý kanál byl doručován každému 
koncovému uživateli, služba IPTV  dokáže poskytovat pouze ten kanál, o který si zrovna 
koncový uživatel zažádal. 
Dostupnost na různých zařízeních – Sledování IPTV obsahu není limitováno televizí. 
Zákazníci můžou užívat také počítače a mobilní zařízení pro využití služeb IPTV. 
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3.1 Distribuce Internet Protocol Television 
Zdrojem dat IPTV jsou často dva typy zařízení: TV vysílání a Video on Demand. 
První z nich provádí příjem v jiné formě než IPTV (např. pozemní vysílání, kabelová 
televize). Tento signál je poté upraven, aby ho bylo možné přenášet v IP síti. Tato data 
se poté dále šíří pomocí multicastu.  
Druhá možnost je tzv. VoD (Video on Demand - video na vyžádání), kde videa 
jsou uloženy na datových úložištích, odkud si uživatel může prohlížet různá videa na 
vyžádání a přenos poté probíhá pomocí unicastu.[4] 
 
Obr. 3.1: Distribuce IPTV 
Zatím se jednalo o přenos dat v distribuční síti. Nyní se budeme zabývat 
přenosem dat v síti přístupové, která je u nás například zajištěna technologií DSL 
(Digital Subscriber Line). Přenos pomocí multicastu je zajištěn jen po zařízení 
označované jako DSLAM (DSL Access Multiplexer). Za tímto zařízením je přenášen už 
jen jeden specifický kanál, výběr kanálu tedy probíhá na zařízení DSLAM. Je ale běžné, 
že doma sledujeme více různých kanálu, a toto je tedy jisté omezení IPTV. Dalším 
prvkem v přenosové cestě je tzv. Set-Top box, jedná se o zařízení, které je schopné 
zpracovat zvolený způsob kódování a převést jej do vhodné podoby pro zobrazení na 
televizním přijímači. Pro přenos dat v přístupové síti je také možné použít i jiné 
technologie kromě DSL jako je například přenos přes síť kabelové televize, satelitní síť a 
bezdrátovou síť.[4] 
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3.2 Rozdíl mezi internetovou televizí a Internet Protocol Television 
Služba IPTV je často zaměňována s internetovou televizí. Obě sice využívají stejné 
jádro technologií, ale jejich doručování se liší v následujících věcech.[4] 
 Různé platformy - jak již vyplývá z názvu internetová televize využívá veřejný 
internet k doručení dat ke koncovým uživatelům. Služba IPTV využívá 
především zabezpečené privátní sítě pro doručení obsahu. Tyto privátní sítě 
jsou zpravovány poskytovateli služby IPTV. 
 Dosah - Internet nemá žádné omezení, kde můžou být televizní služby 
dostupné, zatímco sítě operátorů nejsou přístupné uživatelům internetu a mají 
stálou geografickou polohu. 
 Vlastnictví sítové infrastruktury – Když je video posíláno přes veřejný Internet 
mohou mít některé pakety, které obsahují video, zpožděny nebo i ztraceny. 
Proto u internetové televize není možno zaručit tak kvalitní služby jako 
například u satelitní nebo kabelové televize. 
 Přístupový mechanismus – obvykle pro přístup a dekódování video obsahu je 
použit digitální set-top box. 
 Cena – Významná část video obsahu doručována přes internet je zadarmo. V 
případě služby IPTV se jedná o službu placenou. 
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4 PŘENOSOVÁ CESTA A TREE TRANSMISSION PROTOCOL 
Pro velmi rozsáhlé relace se zdá jako nejlepší řešení použití hierarchické 
agregace. Hierarchická agregace je metoda, založená na tom, že ne každý účastník 
relace bude vysílat svou zpětnou vazbu přímo svému zdroji dat, ale účastníci relace 
budou rozděleni do podskupin o určité velikosti. V síťové infrastruktuře je vždy určen 
tzv. FT (Feedback Target), který je zodpovědný za sbírání dat od každého účastníka 
dané podskupiny a ten bude poté vysílat zpětnou vazbu zdroji RTP dat.[2][3] 
 
Obr. 4.1: Rozdíl mezi obyčejným a hierarchickým uspořádáním  
 V každé podskupině je vždy určen jeden člen, který se nazývá agregátor  
(počet všech těchto agregatorů je v obr 4.1 označen jako n), ten je zodpovědný za 
shromaždování oznámení od všech členů jeho podskupiny. 
Tuto hierarchii můžeme také rozšířit do více úrovní. Jediný problém, který 
nastává, je vybrání správného FT. Na obrázku níže můžeme vidět, jak vypadá 
hierarchická agregace. 
 
Obr. 4.2: Hierarchická agregace 
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4.1 Tree Transmission Protocol 
Tree Transmission Protocol  - TTP je založen na spolupráci mezi FTM (Feedback 
Target Manager), tedy správcem sumarizačních uzlů, uzly samotnými tzv. FT(Feedback 
Target) a klienty. Všichni tito účastníci relace tvoří hierarchické uspořádání, jak je 
možno vidět na obrázku 4.3. FTM není přímo součástí struktury zpětného stromu, ale 
FTM pouze řídí komunikaci ve stromě zpětného kanálu.[6] 
 
Obr. 4.3: Zpětný strom 
Protokol TTP je definován v aplikační vrstvě TCP/IP modelu jak vidíme na obr 4.4. 
 
Obr. 4.4: Zařazení protokolu TTP 
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4.1.1 Pakety využívané v Tree Transmisson Protocol 
Obecná struktura TTP paketu je zobrazena na obr 4.5. 
 
Obr. 4.5: Obecný tvar paketu pro TTP protokol 
Pět bitů je rezervováno pro určení typu paketu, které budou rozebrány níže. Je 
zde také ID zpětného stromu, jelikož FT a FTM můžou pracovat ve více stromech 
najednou. 
Feedback Target Definition packet  
Feedback Target Definition packet - FTD paket je vytvářen FTM a určuje 
specifické parametry FT. FTD paket je vyslán pomocí TCP protokolu na IP adresu 
daného FT. Po přijmutí FTD paketu FT vysílá odpověď ve formě FTI paketu. Struktura 
FTD paketu je zobrazena na obrázku 4.6.  
Nejdůležitější části FTD paketu jsou Úroveň, stav, LM (Landmark- orientační 
bod) a Velikost skupiny. Úroveň určuje, na jaké úrovni zpětného stromu pracuje dané 
FT. Stav definuje speciální parametry. LM je používán jako lokalizace FT v síti a velikost 
skupiny určuje, kolik klientů může komunikovat s daným FT. 
 
Obr. 4.6: Struktura FTD paketu 
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Feedback Target Information packet 
Tento paket zasílají většinou FT ale může být zasláno i FTM, například když 
dochází k odstraňování nějakého FT ze zpětného stromu. Feedback Target Information 
packet - FTI paket je zasílán jako odpověď na FTD paket a obsahuje buď informace o 
odmítnutí nebo o potvrzení parametrů přijatých FTD paketem.  
 
Obr. 4.7: Struktura FTI paketu 
Feedback Target Specification packet 
  Feedback Target Specification packet  - FTS paket generuje FTM a je vyslán 
všem účastníkům dané relace tzn. i klientům pomocí multicastu. Tento paket obsahuje 
informace o všech FT. To zaručuje, že každý účastník relace může najít své nejbližší FT. 
Tyto pakety musí být vysílány v určitých intervalech, jelikož se může stát, že se kdykoli 
připojí nový účastník. Interval zasílání paketů by měl být 5 sekund. FTS paket obsahuje 
různé subbloky. Tyto subbloky určují všechny nutné informace a parametry o daných 
FT. Existuji 2 typy subbloku. První definuje parametry FT a druhý určuje parametry 
orientačního bodu. 
 
 
Obr. 4.8: Struktura FTS paketu 
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Hlavni části FTS paketu jsou: FTS Sekvenční číslo, Velikost relace – počet účastníků,           
SFTST – typ subbloku 
 
 Typy subbloků:  
 FT SubBlok (Feedback SubBlock)  
        Definuje parametry FT a obsahuje data o jeho pozici. 
 
 LM SubBlok (LandMark SubBlock) 
        Je velmi podobný FT subbloku, obsahuje informace o LM serveru a jeho pozici. 
Receiver Summary Information packet 
Struktura RSI paketu je zobrazena na obr. 4.9 
 
Obr. 4.9: Struktura RSI paketu 
 
Položka SSRC označuje identifikátor zdroje, CSRC označuje přispívající zdroje, 
položka P odsazení, položka V verzi, délka značí výslednou délku paketu a PT=RSI uvádí, 
že se jedná o RSI paket. Sub-report block obsahuje informace například o ztrátě paketů 
nebo o kolísání zpoždění. Struktura Sub-report block je znázorněna na obrázku 4.10. 
Zkratka SRBT určuje o jaký typ Sub-report block se jedná. NDB specifikuje počet 
přispívajících bloků a MF označuje multiplikační faktor. 
 
Obr. 4.10: Struktura Sub-report block 
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Maximální počet přispívajících bloků je 256 pro zaznamenání ztráty paketů a 
pro kolísání zpoždění je vyhrazeno 512 bloků. Velikost každé skupiny záleží na počtu 
sumarizačních bodů v hierarchické struktuře a na MF faktoru. Průměrná velikost RSI 
paketu může být spočítána jako součet IP hlavičky – 20B, UDP hlavičky – 8B, RTCP/RSI 
hlavičky – 16B, hlavičky ztráty paketů – 12B, hlavičky kolísání zpoždění – 12B, bytů 
ztráty paketů a bytů kolísání zpoždění.  
 
4.2 Feedback Target Manager 
Feedback Target Manager  - FTM, jeho funkce je správa a monitorování služeb 
zpětného stromu. FTM přijímá zprávy od FT.[6]  
4.3 Feedback Target  
Feedback Target  - FT shromažďuje data od klientů ve své skupině, poté vytváří 
tzv. RSI paket (Receiver Summary Information), který je odeslán do vyšší části stromu. 
FT je schopen pracovat s několika stromy zároveň, užívá k tomu tzv. ID stromu.  
FT může také samozřejmě pracovat jako LM, pokud má na toto hardwarové vybavení 
pro zvládnutí této služby. Na nejvyšší úrovni stromu je tzv. RFT (Root Feedback Target), 
tedy kořenový FT a ten má na starost finální sumarizaci v daném stromě závislém na 
identifikačním čísle stromu.[6] 
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5 SYNCHRONIZACE SIGNALIZACE 
Cílem této bakalářské práce je navrhnout řešení pro synchronizaci signalizace 
ve zpětném stromu. Zpětný strom signalizace je znázorněn na obrázku 5.1. 
 
Obr. 5.1: Struktura zpětného stromu 
 
Na nejnižší úrovni dochází ke sběru RR zpráv od příjemců multimediální relace, 
délka intervalu sběru je stanovena na 5 vteřin. Na vyšších úrovních, tedy na úrovních 
FT, dochází k sumarizaci RR zpráv, vytvoření a odesílání RSI zprávy, tato zpráva je 
odesílána pomocí FT v náhodném intervalu.  
Cílem je tyto FT synchronizovat tak, aby odesílaly RSI paket v určitém časovém 
intervalu, který jim bude určen. Ve tříúrovňové struktuře zpětného stromu je celkový 
interval doručení k RFT, tzn. interval výsledné sumarizace maximálně 15 sekund. Tento 
interval můžeme zkrátit právě pomocí vhodné synchronizace FT.  
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Návrh řešení jak této synchronizace docílit je rozebrán dále v textu. Řešení 
spočívá v navržení vhodného paketu, pomocí kterého by byla synchronizace docílena. 
Návrh paketu je znázorněn na obr 5.2. 
 
Obr. 5.2: Návrh synchronizačního paketu 
Položka Ver, Typ, ID zpětného stromu a Délka paketu jsou součástí obecné 
hlavičky TTP protokolu, proto zde popisovány nebudou. Položka Úroveň určuje, ve 
které úrovní zpětného stromu se dané FT nachází.[6] 
Položka Příznak slouží k rozeznání typu synchronizačního paketu, podle toho 
jakou hodnotu tato položka obsahuje, se rozhoduje, jestli se jedna o synchronizační 
paket určeny pouze pro získání informace jestli je dané FT synchronizované, nebo jestli 
se jedná o synchronizační paket, který nese informace o parametrech FT a nebo jestli 
se jedná o paket, který zasílá FTM s přepočítanou hodnotou intervalu vysílání (tedy 
interval sloužící k synchronizaci, jelikož při spuštění si každý FT generuje náhodný 
interval vysílání RSI paketu). Položka Velikost skupiny nese počet FT v nižší vrstvě 
zpětného stromu pro dané FT. NTP (Network Time Protocol) je protokol pro 
synchronizaci vnitřních hodin počítačů v paketové síti s proměnným zpožděním. Tento 
protokol zajišťuje, aby všechny počítače v síti měly stejný čas. Byl navržen tak, aby 
odolával proměnlivému zpoždění v doručování paketů. Položka Interval vysílání slouží 
k synchronizaci FT, aby věděly všechny FT kdy mají svůj paket odeslat. Výpočet 
mechanismu intervalu vysílání je rozebrán podrobně v kapitole 7.2. 
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Pro určení intervalu vysílání musíme brát v potaz to, aby FT vysílaly svou RSI 
zprávu v takovém intervalu, aby pravidelně zatěžovaly linku a zbytečně ji 
nepřetěžovaly, a také se snažit se o doručení RSI paketu do vyšší vrstvy co v nejkratším 
čase. Velikost RSI zprávy je konstantní pro daný strom. Rozhodovací mechanismus pro 
uřčení výsledné hodnoty bere v potaz velikost RSI paketu a šířku pásma pro RSI pakety 
ve zpětném stromu. Struktura tabulky parametrů je zobrazena v tabulce 5.1 
Tab. 5.1: Struktura tabulky v FTM 
 
FTM si udržuje tyto informace a v pravidelném intervalu se tyto hodnoty 
aktualizují. Informace se aktualizují každých 5minut. Při výpadku z některých FT se 
tabulka automaticky aktualizuje a hodnoty se znovu přepočítají z nově příchozích 
parametrů.  
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Diagram realizace synchronizace je znázorněn na obrázku 5.3. 
 
Obr. 5.3: Diagram realizace synchronizace 
 Na začátku se sestaví zpětný strom pomocí zaslání FTI a FTD paketů. Pomocí FTS 
paketů se rozešlou informace o všech aktivních FT a určí se RFT. Pomocí FTI paketů 
se informace o aktivních FT potvrdí a tímto se docílí vytvoření zpětného stromu 
 Dále je tedy nutno tyto FT synchronizovat. Synchronizace docílíme vysláním 
synchronizačního paketu všem FT ve zpětném stromu. Paket může být odeslán 
před i v průběhu odesílání RR zpráv. Pokud budeme chtít měřit zlepšení stavu 
linky, tak paket budeme odesílat již v průběhu sběru RR zpráv. 
 Všechny FT přijmou své synchronizační pakety. Synchronizace proběhne tak, že 
NTP časová známka bude obsahovat aktuální čas. V položce paketu interval vysílání 
bude čas například 260ms. FT toto pochopí tak že má svůj RSI paket vyslat přesně 
za 260ms od času, který je zapsán v NTP známce.  
 Nyní už probíhá sběr RR zpráv a následný vypočet sumarizačních zpráv RSI, které se 
dále zpracovávají až do úrovně RFT, který vytvoří hlavní sumarizační zprávu, která 
je zaslána zdroji multimediálního obsahu. 
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6 ROZBOR VYUŽITÍ SYNCHRONIZAČNÍHO PAKETU  
Struktura paketu je zobrazena na obrázku 6.1: 
 
Obr. 6.1: Struktura synchronizačního paketu 
Celková velikost synchronizačního paketu je 120 bitů tzn. 15 bytů.  Paket vysílá 
Feedback Target Manager a rozesílá ho všem Feedback Target. To znamená, že se 
budeme zabývat náročností na šířku pásma pouze mezi Feedback Target Manager a 
Feedback Target. Synchronizační paket se rozešle vždy před začátkem nebo v průběhu 
sběru RR zpráv, záleží, jestli chceme měřit zlepšení využití linky nebo ne. Zasláním 
synchronizačního paketu se docílí synchronizace všech Feedback Target a ty můžou 
poté postupně zasílat své RR zprávy nadřazeným Feedback Target. V reálné situaci 
můžeme narazit na šířku pásma 10Mbit/s a více. Navíc pro přenos HD videa je velká 
šířka pásma nutností, proto se častěji budeme setkávat s šířkou pásma 100Mbit/s. 
Problém nastává v tom, že pro příjem paketů od FTM je vyhrazeno pouze 0,0125 
procent z celkové šířky pásma.  
Aby FTM zjistilo, jestli jsou FT synchronizovány rozešle synchronizační paket 
pomocí multicastu ale ne o plné velikosti, jelikož to není nutné, a proto se například 
vynechají položky: NTP, Velikost skupiny a Interval vysílání. Tímto se docílí výsledné 
velikosti synchronizačního paketu o hodnotě 5B a přitom se vhodně nastaví položka 
Příznak, aby FT věděly, o jaký typ paketu se jedná. Jako odpověď na tento paket FT 
odešlou své informace na FTM pomocí unicastu (nyní je velikost paketu už 15B), na 
toto zaslání je vyhrazena šířka pásma 0,0375 procent z celkové šířky pásma. Po příjmu 
a zpracování informací od všech FT se pomocí synchronizačního mechanismu spočítá 
interval vysílání a ten se poté pomocí unicastu rozešle všem FT v daném stromě. 
Velikost synchronizačního paketu by opět nemusela mít plnou velikost, položka 
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Velikost skupiny může být vynechána v tuto chvíli, jelikož ta není v tomto okamžiku 
důležitá. Proto by výsledná velikost paketu měla být 11B, tím by se mělo docílit 
menšího zatížení pásma.  
Po příjmu tohoto paketu odešle každé FT potvrzovací paket do FTM o tom, že 
bylo dané FT úspěšně synchronizováno. V tuto chvíli bude velikost paketu opět pouze 
5B. K zasílání těchto paketů bude docházet vždy každých 5 minut, nebo při výpadku 
některého z FT. 
Na grafu 6.1 vidíme závislost počtu FT na potřebné šířce pásma pro odeslání 
paketů od FT k FTM. Jediný rozdíl je v povolené šířce pásma pro každý směr. 
 
Graf 6.1: Náročnost synchronizačního paketu na zatížení sítě při zasílání paketů z FTM 
na FT 
Pro linku 100Mbit/s je vyhrazeno v tomto směru 0,0125 procent tzn. 
1,25Mbit/s. Z grafu vidíme, že při velkém počtu FT dochází k velkému zatížení 
přenosového pásma. 
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  Na dalším grafu – 6.2 je znázorněno zasílání paketů od FT k FTM. Zde je 
vyhrazeno ze 100Mbit/s 0,0375 procent tzn. 3,75Mbit/s. 
 
Graf 6.2: Náročnost synchronizačního paketu na zatížení sítě při zasílání paketů z FT na 
FTM  
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7 NÁVRH SYNCHRONIZAČNÍHO MECHANISMU 
Synchronizace FT ve zpětném stromu a jak je této synchronizace docíleno, tedy 
zasláním vhodného paketu, je rozebrána v kapitole 5. Nyní se budeme zabývat přímo 
synchronizačním mechanismem, jak probíhá jeho výpočet a jaké parametry vstupují do 
tohoto mechanismu. 
7.1 Parametry ovlivňující interval vysílání  
Na obrázku 7.1 vidíme hlavní parametry, které ovlivňují hodnotu intervalu 
vysílání RSI zprávy od jednotlivých FT ve zpětném stromě. 
 
Obr. 7.1: Parametry pro určení intervalu 
Hlavní parametry, které ovlivňují určení intervalu je vrstva, ve které se FT 
nachází, dále šířka pásma pro příjem RSI paketu, tzn. 0,0375 procent z celkové šířky 
pásma, a velikost RSI paketu, které zpracovává FT, jejíž velikost se odvíjí od počtu RR 
paketů nebo od velikosti RSI paketu, to záleží, ve které vrstvě se zrovna dané FT 
nachází. Pokud je FT ve vrstvě první, přijímá RR pakety od příjemců relace. Jestli je FT 
ve druhé a vyšší vrstvě, přijímá RSI paket od jeho podřazených FT v nižší vrstvě. Tyto 
parametry musíme započítat při tvorbě synchronizačního mechanismu. 
40 
 
 Synchronizační mechanismus by měl hodnoty navrhnout tak, aby bylo vytížení 
linky stálé a zbytečně nepřetěžované, to znamená, že by nemělo docházet k zahlcení 
sítě. 
Z grafu 7.1 je zřetelný rozdíl zatížení linky před použitím synchronizačního 
mechanismu a po jeho použití. 
 
Graf 7.1: Rozložení zátěže při zasílání RSI paketů 
Z grafu je také zřetelné, že dojde ke zkrácení doby, ve kterém se odesílají RSI 
pakety. Tímto dojde k úspoře času a výsledná sumarizační zpráva dojde k RFT mnohem 
rychleji. Tím pádem může zasílatel multimediálního obsahu reagovat rychleji na 
případné problémy v sítí.  
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7.2 Synchronizační mechanismus  
Synchronizační mechanismus pracuje tak, že vždy najde skupinu FT, které mají 
stejné nadřazené FT, tedy FT, kam odesílají svůj RSI paket. Jak tyto intervaly určí, 
přesune se k další skupině FT. Mechanismus nejprve zpracuje všechny FT v první vrstvě 
a postupuje dále do vyšších vrstev zpětného stromu. Pro každé FT si mechanismus zjistí 
jeho velikost skupiny, to znamená kolik má pod sebou FT nebo účastníků relace (odvíjí 
se od úrovně ve zpětném stromě), a to ovlivňuje výslednou velikost RSI paketu, 
s kterou mechanismus dále pracuje, a nakonec si zjistí šířku pásma jeho nadřazeného 
FT. Nyní bude mechanismus podrobně rozepsán, jak bude pracovat. Pro lepší 
představu bude pro popis použit obrázek č. 7.2. 
 
Obr. 7.2: Popis synchronizačního mechanismu 
Ve vrstvě FT 1, to znamená všechny FT, které se nachází v 1. vrstvě zpětného 
stromu, se intervaly vysílání rozdělí tak, že se najdou skupiny FT, které mají stejné 
nadřazené FT, intervaly se rozdělí tak, aby vytížení linky bylo co největší a aby se 
pakety odeslaly co nejrychleji je to možné. První FT dostane například interval 10ms 
následující FT dostane interval, který se vypočítá jako interval předchozího FT + velikost 
RSI paketu předchozího FT děleno šířkou pásma u jeho nadřazeného FT a takto se 
pokračuje až k poslednímu ze skupiny. Pro každou skupinu FT, které mají jiné 
nadřazené FT se počítají intervaly odděleně. Interval vysílání ve druhé vrstvě se odvíjí 
od vrstvy první.  
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Na obrázku 7.2 jsou červeně zakroužkovány intervaly nejpozdějšího odeslání RSI 
paketu do vyšší vrstvy stromu. U prvního FT ve druhé vrstvě je to 120ms, u druhého  
50ms, u třetího 240ms a u posledního 60ms. Tyto intervaly se setřídí podle velikosti, 
aby RSI paket byl odeslán v co nejrychlejším čase. Například u třetího FT s intervalem 
240ms nemůže být paket odeslán rychleji než v čase 240ms + ochranný interval a proto 
je zbytečné čekat, jelikož FT s intervalem 50ms může svůj RSI paket poslat do vyšší 
vrstvy v hodnotě 50ms + ochranný interval. Ochranný interval se zavádí pro případné 
zdržení paketu v síti. Hodnota ochranného intervalu se odvíjí od počtu podřízených FT 
u daného FT. Po tomto seřazení dojde opět k výpočtu intervalu s proměnných jako je 
šířka pásma nadřazeného FT a velikost RSI paketu. O výpočet ochranného intervalu i o 
výpočet intervalů vysílání se stará FTM. 
Interval se tedy začne počítat od nejmenšího intervalu ze skupiny FT ve druhé 
vrstvě, které mají stejné nadřazené FT. Nejnižší interval je v tomto případě 50ms. FT 
tedy začne vysílat RSI paket do vyšší vrstvy v hodnotě 50ms + ochranný interval. Další 
FT na řadě je FT, u kterého je červeně znázorněný interval 60ms. Toto FT už nebude 
svůj paket odesílat v 60ms + ochranný interval, ale musí se spočítat, jak dlouho bude 
prvnímu FT trvat odeslání paketu do vyšší vrstvy, a to znamená, na jak dlouho vytíží 
linku. Výpočet je stejný jako ve vrstvě nižší, to znamená velikost RSI paketu děleno 
šířka pásma nadřazeného FT. Problém nastává, když při výpočtu dojde k tomu, že 
určený interval vysílání je takový, že FT v tomto intervalu ještě neobdrželo všechny RSI 
pakety z vrstvy nižší. Na obrázku 7.2 u třetího FT ve druhé vrstvě vidíme, že mu 
poslední RSI paket přijde v hodnotě 240ms, ale pokud mu bude vypočítáno, že má svůj 
RSI paket poslat dále už v hodnotě 190ms, tak to není možné. Proto se interval určí 
jako 240ms + ochranný interval. Poté už se ve výpočtu pokračuje normálně dále, pokud 
se ale ovšem narazí na další kolizi, opět dojde k předchozímu opatření. Proto se také 
vypočítané intervaly vysílání ve druhé a vyšší vrstvě seřazují podle velikosti. Výpočetní 
mechanismus pro vyšší vrstvy je úplně stejný jako pro vrstvu druhou. 
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8  SIMULACE SYNCHRONIZAČNÍHO MECHANISMU 
Cílem bakalářské práce je vytvoření synchronizačního paketu, synchronizačního 
mechanismu a jeho následné grafické znázornění v simulačním programu.  
8.1 Synchronizační paket v simulačním prostředí  
Do balíčku cz.vutbr.feec.packets.ttp byla přidána nová třída s označením 
SPacket.java, která obsahuje navržený synchronizační paket. 
8.2 Grafické znázornění intervalu vysílání  
Do okna znázorňující FT byla již mezi existující položky přidána položka Interval 
RSI. Tato položka graficky znázorňuje čas odesílání RSI paketu FT do vyšší vrstvy 
zpětného stromu. Při vytvoření instance FT je tento čas náhodně vygenerován 
v intervalu od 0 až do 5000ms. 
 
Obr. 8.1: Okno FT  
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Pro větší přehlednost bylo přidáno i okno, které obsahuje intervaly všech FT 
s jejich adresami přehledně seřazených pod sebou, jak je možno vidět na obrázku č. 
8.2.  
 
Obr. 8.2: Okno s výpisem intervalů od všech FT  
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Okno s intervaly vysílání se zobrazí po zmáčknutí tlačítka ShowFTIntervals 
v okně FTM manageru, jak vidíme na obrázku 8.3. 
 
Obr. 8.3: Okno FTM  
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Po zmáčknutí tlačítka New Tree, viz obrázek 8.4, dojde k vytvoření nového 
stromu a odeslání synchronizačních paketů, které májí za úkol zjistit, jestli jsou FT 
synchronizovány. Pokud FT synchronizovány nejsou, tak dojde k tomu, že FT odešle 
pomocí synchronizačního paketu své parametry, tedy svou IP, úroveň ve stromě atd. 
Tyto parametry si poté FTM uloží do tabulky. 
 
Obr. 8.4: Okno Sender 
Pro přepočítání intervalu pomocí synchronizačního mechanismu ve zpětném 
stromě bylo přidáno tlačítko Synchronize FT, viz obrázek 8.5. Po zmačknutí tohoto 
tlačítka dojde k výpočtu intervalů z hodnot, které si FTM uložilo do tabulky. Po 
proběhnutí tohoto přepočtu jsou poté tyto nové hodnoty zaslány na všechny FT opět 
pomocí synchronizačního paketu. 
 
Obr. 8.5: Okno FTM – vyznačení tlačítka pro synchronizaci 
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ZÁVĚR 
Signalizační síť je tvořena zpětným stromem. Tento strom se skládá 
z jednotlivých příjemců multimediálních dat, FTs  - Feedback Targets, kteří se starají o 
sběr zpráv a jejich sumarizaci, poté jednoho RFT - Root Feedback Target, který provádí 
výslednou sumarizaci zpráv a nakonec Feedback Target Manager – FTM, který se stará 
o řízení komunikace v signalizační síti. Při tří úrovňové struktuře zpětného stromu bez 
synchronizace je celkový interval putování zpráv k RFT v rozmezí desíti až patnácti 
vteřin.  
V této bakalářské práci byl navržen mechanismus pro synchronizaci Feedback 
Target ve zpětném stromě, který výrazně zkrátí dobu putování sumarizačních zpráv 
skrz signalizační síť až k hlavnímu sumarizačnímu uzlu RFT. Tím bude docílena rychlejší 
reakce na případnou vysokou ztrátovost paketů nebo velké kolísání zpoždění při 
zasílání multimediálního obsahu pomocí služby IPTV. Mechanismus je založen na 
lepším využití zpětného pásma pro zasílání signalizačních zpráv, které jsou 
sumarizované a časové synchronizaci Feedback Target v signalizační síti. Synchronizace 
je docíleno zasláním synchronizačního paketu všem Feedback Target ve zpětném 
stromě.  
Funkce synchronizačního mechanismu byla naprogramována a otestována 
v simulačním prostředí navrženém v programovacím jazyce Java. Naprogramována a 
otestována byla také funkčnost synchronizačního paketu. 
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SEZNAM ZKRATEK 
ASM    Any Source Mutlicast 
DoS    Denial of Service 
DSL    Digital Subscriber Line 
DSLAM   Digital Subscriber Line Access Multiplexer 
FT    Feedback Target 
FTD    Feedback Target Definition Packet 
FTI    Feedback Target Information Packet  
FTM    Feedback Target Manager 
FTS    Feedback Target Specification acket 
HDTV    High Definition Television 
ICMP    Internet Control Message Protocol 
ID    Identification Number 
IP    Internet Protocol 
IPTV     Internet Protocol Television 
LAN    Local Area Network 
LM    Land Mark  
NTP    Network Time Protocol 
QoS    Quality of Service 
RFT    Root Feedback Target 
RR    Receiver Report 
RSI    Receiver Summary Information 
RTCP    Real Time Control Protocol 
RTP     Real Time Protocol 
SDES    Source DEScription 
SR    Sender Report 
SRTP    Secure Real Time Protocol 
SSM    Specific Source Multicast 
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TCP    Transmission Control Protocol 
TTP     Tree Transmission Protocol 
UDP    User Datagram Protocol 
VoD    Video on Demand 
