Expert panels are playing an increasingly important role in U.S. health policy decision making. A fundamental issue in these applications is how to synthesize the judgments of individual experts into a group judgment. In this paper we propose an approach to synthesis based on Bayesian hierarchical models, and apply it to the problem of determining physician sta ng at medical centers operated by the U.S. Department of Veteran A airs (VA).
INTRODUCTION

Overview
Expert panels are playing an increasingly important role in U.S. health policy decision making. For example, panels have been used in such diverse applications as setting priorities for technology assessments in medicine (Institute of Medicine 1989); determining the appropriate use of speci c medical technologies (National Institutes of Health 1993, and Koseco et al. 1987) ; establishing appropriate clinical indications for performing various medical and surgical procedures (Park et al. 1980, and Ludke et al. 1990 ); estimating the relative value weights for surgical procedures included in a comprehensive physician fee schedule (Hsiao et al. 1990 ); determining aggregate U.S. physician requirements by specialty for future years (U.S. Department of Health and Human Services 1981, and Buerhaus and Zuidema 1990);  projecting the faculty required to train the physicians needed for future care of the elderly (Rueben et al. 1990 ); and determining the physician sta ng requirements, by specialty, for medical centers operated by the U.S. Department of Veterans A airs (VA) (Institute of Medicine 1991 and . A fundamental issue in these applications is is how to synthesize the individual experts' judgments into a group judgment. Throughout, we use the word synthesis to describe this process (though in other contexts this process has been referred to variously as opinion pooling, merging, compromising and consensus building).
Broadly speaking, two strategies are available. Explicit decision rules may be adopted for eliciting the judgments of individual members and then mapping these into a group synthesis position. Alternatively, the group may interact in some fashion to "hammer out" a consensus position, which might then be declared to be unanimous, or the impression might be left that it is, or dissenting statements might be led. This paper adopts the rst strategy, to appropriately capture the reality that experts frequently disagree for a reason (in our case because they base their estimates on distinct data bases).
Under either strategy, the expert panel typically faces one of the following three generic types of choice problems: (1) to agree or disagree, or determine the extent of its disagreement, with one or more policy propositions; (2) to develop a preference ranking over a set of items; or (3) to produce quantitative estimates of one or more parameters for use in subsequent calculations that contribute to a policy recommendation. Regarding (3), it may be that suitable empirical information for estimating the parameter(s) by a more conventional, datadriven approach is simply not available, or else is deemed to be of insu cient quality to merit use without "expert judgment" interpretation or augmentation.
The focus of this paper is on type (3) problems in which the synthesis estimate is derived through an explicit weighting of the estimates rendered by individual panel members. Among the work cited above, examples include the surgical fee analysis and all of the studies to derive physician requirements. A common feature of these studies |and the point of departure for this paper| is that the group value for each parameter of interest, in every instance, was derived as a simple point estimate, with strong intuitive appeal but without rigorous statistical foundation. Similarly, when aggregated estimates were required in these studies, the corresponding point estimates were simply added together.
While the studies above all employ summary statistics in a conventional, and useful, fashion, there are larger questions of statistical inference that simply go unaddressed:
How can we formally and consistently incorporate uncertainty about the individual expert's estimate of a given parameter? Likewise for the panel's synthesis estimate of the parameter? Similarly, when a panel's estimates of several parameters are aggregated, how much uncertainty is associated with the aggregate estimate?
Panel members can be expected to di er in their factual knowledge about the parameters being estimated because their own empirical observation occur at one particular data site (namely, their own) in the population of data sites. In addition, experts will naturally di er in their technical competence to translate knowledge into coherent estimates. Nonetheless, we may want our aggregate-level estimates to acknowledge the possible in uence of some degree of underlying connectedness among experts. In the present application, this connectedness may arise from two sources. First, the actual variation in physician time requirements across VA medical centers can be described by a probability distribution. This, ipso facto, implies a certain degree of interrelatedness in the site-speci c estimates. The interrelation is stronger the more concentrated the probability distribution. Second, the panel's experts may have enough in common to lend additional connectedness to the parameter estimates for each site. For example, there may be commonalities in training (e.g. each physician expert is a specialist in internal medicine) or in experience (e.g. each expert practices medicine within the milieu of the VA health care system and thus observes a style of practice in uenced by the national VA policies).
The members of a given panel have been selected typically from a pool of potential members who are equally quali ed by some credible objective criterion (e.g., years of relevant experience). If the panel were suddenly reconstituted with a di erent membership drawn from this pool, di erent parameter estimates would likely emerge. Likewise if a third panel were drawn from the pool, and so on. Thus, how robust are our parameter estimates to the particular panel membership drawn?
The purpose of this paper is to investigate these and several related questions that bear on the problem of making statistical inferences about parameter estimates from an expert panel process. In particular, we illustrate how the use of hierarchical models, novel to this context, a ords e cient and realistic implementation of pooling methods that can address each of the three points above: uncertainty about estimates, dependence among experts, and uncertainty about the selection of experts.
Current Perspectives
There is a substantial literature on opinion pooling and on the particular problem of combining the probabilities (or probability distributions) elicited from experts to generate a pooled estimate of the probability (or probability distribution). For an accessible review of this literature, which re ects the contributions of various statisticians, psychologists, and management scientists, see Genest and Zidek (1986) . In an invited commentary on this review, Winkler (1986) summarizes the two broad approaches taken to date:
.....one stream of work has focused on the form of the combining rule, speci cally on what formulas e.g., linear or logarithmic opinion pools] can be derived from various sets of assumptions. Another direction has been to view the experts' probabilities as information and to aggregate this information, explicitly or implicitly modeling the experts through the likelihood functions that are used in the aggregation process.....(pp. 138{139).
Winkler then endorses the modeling (or supra-Bayesian) approach because of its greater exibility in handling probabilistic data in a variety of forms.
Likewise, the strategies for expert judgment aggregation developed in this paper follow a probability modeling approach |though employing a di erent, and in some ways more general, model than than typically pursued by classic work; see Winkler (1968 , 1972 ), Lindley (1983 , Agnew (1985) , Clemen and Winkler (1985) , West (1988) and Winkler and Poses (1993) . Our aggregation rules can also generate linear pooling as a special case.
In the supra-Bayesian approach, the decision maker assigns to each expert a likelihood function for his/her opinion. This re ects, on net, some evaluation of both his/her relative experience and competence and the degree to which he/she is bringing independent information to bear in the assessment process vis a vis the other experts. The opinions of the group are treated as data in generating a posterior distribution on the quantity of interest. All panel member are assumed to give estimates (often in the form of probability distributions) on the same quantity. Expert-to-expert variability is attributed to a failure to correctly evaluate this quantity |due to limited information, biases, or other reasons.
The Hierarchical Model
In contrast, the hierarchical approaches adopted in this paper re ect a di erent statistical perspective on how to conceptualize and model the expert judgment synthesis problem. Our starting point is the testable hypothesis of heterogeneity in service delivery times across the population of VA medical centers. We model this heterogeneity in the spirit of random e ects. Accordingly, we interpret the synthesis problem as one of drawing inferences on a population of parameters for each VA medical center, rather than a single parameter of interest (one applying to all VA medical centers). In other words, we allow for the possibility that (for each service) the experts may not be estimating the same quantity, but rather quantities that are related by virtue of belonging to the same population. Clearly, if there is no variability in the population, the hierarchical model reduces to the standard case.
Speci cally, in the VA physician requirements study, we would expect the average time for a doctor to perform some service, say a routine admission work up, to vary across VA medical centers according to some underlying probability distribution. Such variation would be a natural re ection of variation across medical centers in a number of clinical and economic factors in uencing service performance times.
In the next section, we provide background on the mechanics and underlying assumptions of the expert judgment process for deriving physician sta ng requirements developed in the Institute of Medicine study (1991, 1992) ; it is this process that we subsequently modify in our experimental analyses. In section 3, we present the hierarchical Bayes model, and discuss how it is to be interpreted in the context of expert judgment measurement and aggregation. In section 4, we describe the experimental elicitation of service times from four phisician experts, show how these were used to estimate service time distributions for each expert, and demonstrate how HB can be applied to generate synthesis distributions for physician sta ng requirements. In the nal section, we evaluate these results in light of (a) the assumptions (particularly conditional independence) imposed within the hierarchical frameworks as orchestrated here and (b) alternative physician sta ng models such as the IOM and other Delphi-based approaches.
USING EXPERT JUDGMENT TO DETERMINE PHYSICIAN REQUIREMENTS: OVERVIEW OF A RECENT PROPOSAL
At the request of the U.S. Department of Veterans A airs (VA), the Institute of Medicine (IOM) of the U.S. National Academy of Sciences developed a methodology for calculating physician sta ng requirements to meet workload demands within the Department's nationwide system of hospitals, nursing homes, and outpatient clinics. Sta ng requirements can be computed by specialty grouping (internal medicine, surgery, psychiatry, etc.) and by clinical program area (e.g., ambulatory care); for a detailed discussion see Institute of Medicine (1991) . The analyses in this paper build upon one component of the IOM's methodology: the approach to expert judgment based on the study's \Sta ng Algorithm Development Instrument" (SADI). For each of the specialty and clinical program areas within the study's purview, a corresponding SADI was developed by the appropriate expert advisory panel. For each speci c patient activity included in its SADI, a panel's members were asked to render independent assessments of the physician time required to produce good quality care.
To determine physician sta ng requirements for patient care in a given specialty or clinical program area at a given VAMC, the corresponding SADI-based median time estimate for each type of patient care activity is applied, in turn, to the volume of such activities associated with the VAMC's projected workload, and the results are summed across activities. These time estimates are then converted to full-time-employee-equivalent (FTEE) by assuming 40 hrs/wk is equivalent to 1 FTEE.
To be concrete, Table 1 shows the projected daily volume of patient workload, by service, in the specialty of internal medicine at an actual VAMC in scal year 1989. Under the SADI approach, to derive the physician FTEE required in internal medicine at this VAMC, one multiplies each workload volume by the corresponding point estimate of the physician time required (as reported in the internal medicine SADI), sums across services, and then converts to FTEE. In fact, with the workload volume in Table 1 the corresponding SADIbased estimate is 14.55 physician FTEE.
Under this SADI-based strategy, physician sta ng requirements can be determined at an unprecedented level of detail, re ecting both the projected workload level for each component activity and the physician time required for each unit of workload. What does not emerge with this strategy, nor with the other physician requirements methodologies cited in section 1, is a way to determine the statistical precision of sta ng recommendations.
To tackle this and related questions, we turn now to the expert judgment estimation strategies that are the principal focus of the paper.
A HIERARCHICAL APPROACH TO THE STATISTICAL TREATMENT OF THE SYNTHESIS OF JUDGMENTS
Motivation
In this section we discuss a hierarchical modeling approach for expert opinion aggregation.
Though we do this in the context of extending the SADI strategy (see section 2), the ideas are quite general. Our overall strategy for determining physician requirements at a VAMC is, rst, to derive an expert synthesis distribution for the time (in hours per day) to render the projected volume for each type of service, and then to aggregate across services to obtain a synthesis distribution for the total physician time required (per day). The latter will be converted into total FTEE, by assuming that 8 hours translate into 1 FTEE. The remainder of this section examines the basic problem of obtaining an expert judgment synthesis distribution for the average time for any particular service; the issues of aggregating time within a service (if multiple units are performed per day) and across services will be dealt with as they naturally arise in section 4.
In summary, we assume that the mean time required for physicians to perform any speci c service is not constant across the population of VA medical centers, but rather follows a probability distribution. The important behavioral hypothesis is that service times may di er systematically across VAMCs because the facilities themselves di er in many respects: scope of services o ered, patient severity mix, patient queuing (possibly a ecting the pace of work), experience mix of the physicians, education and research mission of the VAMC, and even the "culture" of medical practice that evolves over time as sta interact with other practitioners in the community (a fortiori if the VAMC is a liated, as many are, with a nearby academic medical center). Consequently, we can posit a population distribution of the times required for performing the service at each of these VAMC. The process of making inferences on features of such a population distribution can be thought of as a synthesis, or aggregation, of individual expert opinion. In particular, it is natural to focus on the mean of this population distribution, or the grand mean.
To proceed most generally, we would assume the expert panel is composed of N individuals, with n l from each of L institutions drawn randomly from the population of VAMCs.
Throughout, we assume that even though the sampling of institutions and individuals within institutions is without replacement, the relevant populations are large enough for conditional independence among experts and institutions to hold.
For a panel so constituted, there will be at least three sources of variation in the elicited average physician sta ng time. First, there will be inter-facility variation in the selection of experts, because the complete population of facilities is not being represented. Second, there will be intra-facility variation in the selection of experts, because not all experts (and thus \expertise") at any facility l is being represented. Third, there will be variation in each expert's judgment about the average time required for the service, as re ected in the elicited probability distribution; this might be termed \intra-expert" variation.
In this context, hierarchical models become natural vehicles for the analysis. In what follows we present a simple hierarchical model for the case in which there is only one expert per selected institution |the situation that in fact existed in the VA physician study and also in most expert panels assembled do date for health policy decision making. Thus n l = 1 and N = L. Now there will be only two sources of variation in physician service time estimates, inter-facility and intra-expert (the rst and the third sources cited above). In section 5 we discuss how the hierarchical model presented below can be extended to allow for multiple experts at each institution represented in the panel.
Within this framework, estimation of the parameters of interest can be carried out using either hierarchical Bayes (HB) or empirical Bayes (EB) techniques. For a thorough discussion of the methodological and practical di erences between HB and EB, see Berger (1986) .
Hierarchical Model
The stage is now set to examine the critical issue: how to use the information conveyed by the N experts to arrive at a synthesis distribution about physician requirements. Focus on any one of the patient care service (say admissions); to simplify, we suppress service speci c notation. Let y i be the amount of physician time required for one unit of this service at VAMC i. We will assume that y i is a random variable with mean i .
Within our framework, experts can be portrayed as the sources of subjective judgments about the parameter values i 's. In particular, the expert at VAMC i is asked to provide a subjective distribution for i . For simplicity, we elicited the mean m i and standard deviation s i of this distribution, and assumed that m i N( i ; i ). We will use s i as an estimate of i . In the terminology of Bayesian aggregation of opinion, this speci cation can be seen as a particular supra-Bayesian likelihood for the expert's elicited values, given the parameters of interest. Our speci c choice implies that the expert is unbiased in assessing i at his/her own VAMC and accurate in the assessment of his/her own subjective uncertainty about i .
In speci c applications it may be preferable to transform y i and m i to, say, the logarithmic scale, to make the assumption of normality represent more closely the experts' judgment. In our case, this did not seem necessary.
The N distributions, as characterized above, constitute the rst level in the hierarchical speci cation of our likelihood function for the service in question. The second level involves the population of VA medical centers. We assume that the center speci c means i are randomly drawn from a normal population of center speci c means with parameters and : represents the grand mean for the physician time required for the service in the entire population of VAMCs, while describes the variability in this service time across centers. : (1) While extensions of this framework to unknown variances and non-normal distributions are available, we felt that formulation above is adequate for the present analysis.
Bayesian treatments of this model are well understood and begin with assigning a prior probability distribution ( ; ) to the \second level" parameters and . We considered two alternative approaches for specifying . The rst is to choose a vague prior distribution, and let the analysis be driven primarily by the likelihood data provided by the experts. A standard choice of vague prior in this type of problem is ( ; ) / 1= . The second approach is to let the prior distribution represent the supra-Bayesian's uncertainty about the popu-lation parameters. This is consistent with the subjectivist Bayesian approach and permits incorporation of further expert opinion or general information regarding the population of VA medical centers.
In fact, we have adopted the second approach because it allows one to incorporate reasonable restrictions on that signi cantly improve the numerical behavior of the estimates of physician service time. Conversely, it is arguably not reasonable to assume we know nothing useful about the distributions of service time means around the population mean, as implied by a vague prior. To proceed, we assume a at prior on , and then obtained bounds on 
If we were to assume that is known, closed forms for the posterior distribution and all the means and standard deviations of interest could be obtained. But if one regarded this assumption as too restrictive |and we clearly do|, the quantities of interest must be derived by numerical methods. Fortunately, recent advances in analytic approximations (Wolpert, Hasselblad and Eddy 1987) and simulation-based methods (Gelfand and Smith 1990) 
EXPERIMENTAL APPLICATION
In this section we report the results of a small-scale experiment in which the SADI process for calculating VA physician requirements, as described in section 2, was reformulated as a problem in statistical inference, using the hierarchical models described in section 3.
The Experiment
In mid-1995, one of the authors To proceed, let X be some physician service or task, e.g., an admission workup with a resident present.. The questions now become:
(1) What is your best estimate of the true mean (average) amount of time required for a VA physician in your medicine service to perform X in a manner consistent with good quality care?
(2) Realizing that your best estimate may nonetheless not equal the true mean time, please place lower and upper bounds on your best estimate such that you feel 90% con dent that the true mean physician time lies within this interval. In setting the bounds for your interval, specify the lower limit so that you believe there is only a 5% chance the true mean is below the limit. Likewise specify the upper limit so that you believe there is only a 5% chance the true mean is higher that this.
Thus, the panelists were asked to estimate a distribution for one \unit" of each of the service types indicated in Table 1 . Speci cally, for each of the seven site-of-care location shown under Routine Care (Wards 1{4, the BMTU, Intermediate Care, and the GEU), the panelist gave one overall distribution assuming the average daily census indicated in Table   1 . For all other service Types |Admissions, Special Procedures, Consultations and other PCAs (Initial and Followup) |the panelist gave a distribution for a single unit of care (e.g. one bronchoscopy).
After each panelist submitted his SADI distributions, he was contacted by phone for a "post-mortem" review of the estimates, largely for clarifying handwriting and any interpretive issues. In no instance did a panelist wish to modify a submitted estimate.
Results
For simplicity, the focus in section 3 was on physician time requirements for one unit of one type of service. More generally, the atomistic building blocks of the models applied below are the random variables y ij representing the physician time required for a generic unit of service j at VA medical center i, where j denotes any of the internal medicine services listed in Table 1 . We proceeded to derive synthesis distributions in several steps:
As indicated in Section 4.1, for each service type j in Table 1 , we elicited the expert's judgment about the mean physician time ij required to perform one unit of the service.
Each is represented by a mean, m ij , and standard deviation, s ij . Overall, we elicited 188 such distributions (47 service types 4 experts); these are available upon request.
We then transformed these in terms of the time y ij to perform W j units of service j For subsequent comparison with the hierarchical model result, these (unpooled) expertgenerated parameter estimates for ve service categories are presented in Table 2 . Estimates for all services, omitted here in the interest of space, can be obtained from the authors.
The next stage is assigning a prior probability distribution, ( j ; j ), to the second-level parameters j (the population mean time for service j) and j (the standard deviation of the distribution of VAMC means for service j). As noted in section 3, to adopt a standard noninformative prior, such as 1= j , is to assume that we know nothing about the variability of the ij about j . This would be reasonable if a large number of VAMC's were included in the panel. In the study at hand, the number of VAMC's is 4, leaving a barely su cient number of degrees of freedom for the posterior distribution on to be a proper density under a noninformative prior. When experts disagree, this can lead to numerically unstable results, and we nd it useful to incorporate further information on via a prior distribution re ecting further expert opinion. To proceed, we recruited a VA physician who was not a member of the IOM Internal Medicine Panel and asked him to evaluate the magnitude of j for some service j with which he was very familiar, and for which there would likely be a high variability in the mean time across VAMCs. The physician, a specialist in internal medicine who is chief of ambulatory care at a large VAMC, selected the service \Initial patient visit to general medicine clinic"
(one among those listed in Table 1 ). He judged that the ratio between the population mean and the 99-th percentile of facility-speci c means for this service is 1 to 3.
Motivated by this ratio we assigned a chi-square prior distribution with 2 degrees of freedom on j , for j corresponding to \Initial patient visit to general medicine clinic". The choice of the chi-square was motivated by convenience of simulation and interpretation.
The choice of degrees of freedom implies substantial prior variability. This prior was then extended to all services, a conservative approach since the service, \Initial patient visit to general medicine clinic", is regarded as one of the most highly variable.
With both the likelihood function (1) and the prior distribution speci ed for all services, we can compute the resulting posterior distribution (2) and the posterior expectations and standard deviations of all parameters of interest. The expressions for these, discussed in detail by Berger (1985) , require a simple one-dimensional numerical integration over j . Our implementation uses Monte Carlo integration, written in S-plus. Quadrature would also have provided a valid alternative in this case.
The output of this is a set of posterior means for: (1) the expected physician times ij per day (in hours) required for service j at VAMC i, and (2) the national (across all VAMC's) expected physician times j per day (in hours) required for service j. These posterior means, and the corresponding standard deviations, are presented for the ve service categories in Table 3 . Compared to the expert's own estimate m ij , the posterior mean Ef ij jm 1j ; :::; m 4j g of ij is being pulled, or \shrunk", towards Ef j jm 1j ; :::; m 4j g. The posterior mean of ij incorporates information pertaining both to VAMC i and the other VAMCs in the sample, weighted on the basis of both within-center and center-to-center variability. Thus, each posterior mean re ects the extent of common information and agreement (or disagreement!) among the experts. For example, in our case, the relatively high precision of the experts' judgments explains why the estimated values are close to the original elicited values.
While we will not dwell long on particular estimates emerging from this experiment, it can be seen from Table 2 that panelist D's estimate m Dj for the Ambulatory Care Clinics are considerably lower than his colleagues'. Likewise, panelist D's posterior means for the 24 ambulatory service types are noticeably lower than the others, and this is re ected in the aggregate estimates for these clinics in Table 3 . It was clear in the "post-mortem" discussion with panelist D that he felt physicians in a busy, but well-organized, ambulatory care setting (like the one at his VAMC) can work at such a pace and deliver good quality care. The ambulatory care estimates from the other three panelists imply they do not agree. The pooling procedure inherent in equations (1) and (2) allows us to recognize the disagreement and to treat the Ambulatory Care Clinics di erently from the other service types. In particular, the estimated site-speci c means are not pulled as much towards the general mean estimate for the ambulatory services compared with others.
Next we move to the derivation of aggregate estimates. We denote the aggregate service categories of Table 3 by a = 1; ::; 5. We assume that each expert's estimates for the 47 services originally elicited are independent, conditional on the true service means.
If the prior distributions are also assumed to be independent across services, the posterior distributions will be independent. Then it is straightforward to derive the corresponding physician time estimate for any desired sub-aggregation of these service types or for all 47 services together. The latter, of course, is tantamount to estimating the total physician requirements for patient care within internal medicine at a VAMC with the daily workload requirements speci ed in Table 1 .
In Table 3 we present the expert's HB estimates aggregated, rst, into the ve service categories and then for the entire internal medicine workload (at a VA with the service mix in Table 1 ). Also shown in the nal two columns are the estimated grand mean a 's, and standard deviations a 's of the distributions of the previously described physician time requirements across hospitals. The HB estimates of Table 3 should be contrasted with the unpooled estimates of Table 2 . Large values of j re ect disagreement among the experts.
Lastly, we focus on physician requirements in internal medicine at a randomly chosen Table 3 : Hierarchical Bayes posterior means and standard deviations (in parentheses) after aggregation. Parameters refer to physician time per day, in hours, by type of service, for the daily workload listed in Table 1. VAMC (still assumed to have the service mix in Table 1 ). The resulting HB estimates for each expert, with standard deviations, are presented in Table 4 for the ve service categories and then for the VAMC. Note that the means in Table 4 are identical to the means in Table 3 for the \national average" VAMC, assuming the same service mix. But as would be expected, the estimated standard deviations are larger for the randomly selected facility depicted in Table 4 than for the national average VAMC shown in Table 3 .
While the assumption that physician time estimates are independent across service types signi cantly simpli es the calculation of aggregate estimates, it is not at all required by the hierarchical modeling strategy and not prerequisite for the derivation of such estimates. In particular, one could model dependencies among services to incorporate the fact that experts might have a tendency to deviate from the true hospital-speci c mean in systematic ways. Table 4 : HB predictive means and standard deviations (in parentheses) by service categories, for a randomly selected VAMC, assuming the workload in Table 1 .
One natural approach is to add to the hierarchical model of Section 3 a further level describing the variation of the expert's error across services. See Winkler (1985, 1990) for further discussion of modelling options. In this application, we lacked reliable information on such biases, and we considered it more reasonable to assume that each expert is competently and unbiasedly assessing his or her own VA's physician requirements.
In addition to the analysis presented here, we compared the HB results with the analogous estimates derived using empirical Bayes methods. Unfortunately, the number of experts in this application is too small to obtain satisfactory results using EB.
DISCUSSION
With physician sta ng for the US Department of Veteran A airs as the backdrop, we have presented a general approach to opinion pooling based on hierarchical modeling.
The Hierarchical Approach
One of the principal practical challenges in the supra-Bayesian approach to the synthesis problem is specifying a joint distribution for the experts' judgments. Hierarchical modeling provides a natural and exible way to incorporate dependencies among experts while acknowledging that they may "disagree for a reason". In particular, the value of the parameter may vary across the population for any number of reasons. In response, we form the (testable) hypothesis that this variation follows a probability distribution, and we assume that a sample of experts can be drawn who can provide su cient information to allow estimation of this distribution. If the distribution is non-degenerate (has a positive variance), the hypothesis that the parameter varies is sustained. If the distribution is degenerate, the implication is that the experts are rendering judgments about one and the same parameter. The latter is what is typically assumed in supra-Bayesian approaches to synthesis; the hierarchical approach allows for this possibility as a special case.
Though experts are assumed to render independently derived information, they are fundamentally interdependent because each is estimating a parameter belonging to a common distribution of parameter values. This implies that each expert's estimate supplies information not only about the parameter value as he sees it, but also a bit of sample information about the overall population distribution of the parameter. While this is not the typical dependence mechanism of interest in the expert aggregation literature, it can be very important in speci c applications, such as the one at hand. Moreover, in the normal case the mathematical machinery of hierarchical models is useful in creating simple and easy-to-interpret correlation matrices with positive dependence among experts or centers. These can be used successfully to model shared data, common training, and so forth. Positive dependencies among experts for non-normal random variables are also easily modeled hierarchically. (Different modelling strategies are necessary if negative dependences are important.)
In the case at hand, the nal quantities of interest were the mean and the standard deviation of the number of physicians (measured in FTEE) required for patient care in internal medicine at a VA medical center whose workload requirements were precisely speci ed (see Table 1 ). This two-parameter distribution, in turn, was derived by aggregating the distributions about the amount of physician time required per day for each and every workload element. In turn, this was derived by pooling the estimates rendered by four physician experts, using a hierarchical Bayes (HB) method. (In principle, parametric empirical Bayes (EB) is an attractive alternative approach, though the number of experts here was too small to yield reasonable pooled EB estimates.) Thus, in this context, it is the mean time required to perform a unit of each service that is assumed to follow a distribution across the population of VA medical centers. Each of the four experts rendering these distributions was assumed to be revealing information about the physician time required at his VA medical center. For each service the experts' estimates were regarded as pertaining to a random sample of four VAMCs (one for each expert). In a more general framework, we could allow for multiple experts at each VAMC. In any event, the pool of experts at each VAMC constitutes the rst level of the hierarchy, while the pool of VAMCs constitutes the second level.
By using hierarchical Bayes modeling, we derived the distribution for the mean service time for each service at each of the four sites and for the "national average" VAMC. Assuming the resulting service time estimates are independent, we aggregated across services to derive HB estimates for total physician requirements (1) at these four sites, (2) at the national average VAMC, and (3) a randomly selected VAMC.
Meanwhile, the hypothesis that physician services times truly vary across VA medical centers (i.e., that the associated service time distributions are not degenerate) was sustained across all service, since Ef jm 1j ; :::; m 4j g is of practically important magnitude for most j. It is instructive to compare the hierarchical modeling approach to estimating VA physician requirements with that employed in the Institute of Medicine study, as described in section 2. First, regarding how many physician FTEE are required in internal medicine to handle the workload described in Table 1 , the HB estimate from Beyond di erences in the mean estimates, what the hierarchical approach (and, indeed, any supra-Bayesian approach) provides that is not possible under the SADI methodology are estimated standard deviations, and thus statements of statistical precision, about these physician sta ng estimates. Thus, under HB the 95% probability interval for the mean physician FTEE required to handle all services described in Table 1 at a randomly selected VA medical center (see Table 6 ) is 12:84 (23:87=8)(1:96), or (6:99; 18:69). Based on Table 5 , similar intervals can be computed for each of the four VAMCs represented in the sample and for the "national average" VAMC (i.e., for a facility whose mean FTEE estimate coincides with the population grand mean estimate).
Next, recall that while the SADI estimates were based on a single survey response from each Internal Medicine Panel member, with no further Panel interaction, the IOM's recommended strategy is that future SADI estimates emerge from a modi ed Delphi process. Under this regime, panel members would rst render independent estimates (as here), then meet to review and discuss these, then re-estimate, then meet, and so on until a group synthesis is declared according to some decision rule (e.g., the median estimates have "stabilized").
Because variants of this process are now being employed in a number of settings, including the medical care "appropriateness" studies being conducted by such organizations as Rand, it is natural to ask whether our hierarchical approach could be adapted for use in group interactive synthesis processes. For us, the question is compelling since none of these processes, as currently structured, yield group estimates that have a statistical interpretation.
That being said, it is not clear at this point how our hierarchical strategy could be incorporated smoothly into group interactive processes like the modi ed Delphi. Implicit in our strategy is that each sampled expert, in his initial parameter estimates, is bringing forth all of the relevant information derivable from his direct experiences with the phenomenon of interest (in this case, physician time for services). Thus, were he to participate in an interactive process with other experts and then choose to modify his original estimates, his new estimates would re ect some amalgam of his original, site-speci c data and the "data" provided through the statistics (median, mean, standard deviation) summarizing the experts' current collective position. From then on, the estimates rendered by each expert would be dependent on those of all experts |not simply because the experts are estimating parameters from a posited distribution (which we do assume), but also because the "likelihood" data each brings to bear is no longer independently derived. By using only the experts' initial, independently derived parameter distributions, the hierarchical approach proposed here yields statistically interpretable synthesis judgments while avoiding the complications |and possibly redundancies| arising with these interactive pro-cesses. Moreover, it is well known that the latter are at risk to being adversely in uenced by a number of extraneous factors (e.g., personality con icts, deadlines, peer pressure, fatigue) that can bias the results. On the other hand, an advantage of group processes like the modi ed Delphi is that expert errors and misunderstandings can be detected and corrected.
The hierarchical strategy, at least as proposed here, assumes that each expert is a responsible bearer of su cient statistics about the parameters of interest. We acknowledge that this is a crucial feature of the approach, and subsequent applications should attempt to test its reasonableness. One approach alluded to in section 3 would be to use not one, but a small group of experts from each sampled site, derive a supra-Bayesian synthesis estimate of the parameter rst from each site group, then use the methodology illustrated in this paper to derive a synthesis estimate of the parameter across sites. 2. The logistics of the experiment were managed by Lipscomb, who was sta director of the IOM physician requirements study (Institute of Medicine, 1991) .
3. While any of the other seven specialty and clinical program panels from the IOM study could have been selected for participation, we chose Internal Medicine because patient workload projections for this panel had been developed in particular detail for several VA medical centers (including the one spotlighted in Table 1 ). Moreover, internal medicine is the largest single specialty group within the VA system, with nearly 40 percent of all sta physician FTEE in scal year 1989 (Institute of Medicine, 1991).
4. Moreover, the original SADI point estimates were likewise elicited, for all panels, by an independent polling of panel members. Because the SADI approach emerged quite late in the IOM study, it was not possible to bring panel members together again for a review and discussion of the initial distributions, leading to re-estimations, and so on. Hence, none of the four panelists were ever aware of the others' original SADI point estimates.
