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Re´sume´
La compre´hension se´mantique des langages avec re´fe´rences est encore assez partielle
et l’on est loin d’une extension de l’isomorphisme de Curry-Howard aux langages de
programmation impe´ratifs. Ne´anmoins, dans un article re´cent Samson Abramsky, Kohei
Honda et Guy McCusker de´finissent une se´mantique des jeux comple`tement ade´quate
(fully abstract) pour un langage impe´ratif en appel par valeur, avec variables muables et
types re´fe´rences [Abramsky et al., 1998]. Le mode`le est de´fini au moyen de jeux d’are`nes
de Hyland et Ong, et de strate´gies filaires et bien parenthe´se´es. Dans une note de recherche
un peu plus ancienne [Milner, 1994], Robin Milner interpre`te l’ope´rateur“new”du pi-calcul
au moyen d’un ope´rateur de trace (ou de “feedback”). Notre travail a pour but initial de
comprendre ensemble ces deux articles. Mais une autre motivation doit s’ajouter a` ce
travail, motivation qui s’inscrit dans un vaste projet de refonte de l’informatique et de sa
the´orie dans un cadre totalement alge´brique.
Dans un premier temps, nous avons construit un mode`le de se´mantique des jeux par-
enthe´se´s de logique line´aire intuitionniste disposant de plus d’un ope´rateur de trace. Pour
cela, nous avons utilise´ le mode`le des jeux de Conway, augmente´ avec une notion de gain
de´finie de manie`re axiomatique. Cette politique de de´finition alge´brique nous permet de
rapprocher cette notion de gain d’une forme de distance ou de norme sur l’espace des
positions du jeu. Cela participe d’une ge´ome´trisation du proble`me qui pourrait de´boucher
vers un lien futur avec la Ge´ome´trie des Interactions.
Ensuite, nous avons montre´ l’existence d’un comono¨ıde commutatif libre sur les jeux
de Conway a` gain. Cette fac¸on de voir permet de lever le voile qui masque bien souvent les
diffe´rentes de´finitions de l’exponentielle dans un meˆme cadre se´mantique. Cette modalite´
acquiert ainsi un roˆle plus intrinse`que et ne fait plus l’objet de controverse.
Enfin, nous avons utilise´ notre nouveau cadre pour de´crire un mode`le d’un langage de
type Algol avec fonctionnelle d’ordre supe´rieur. Pour cela, nous avons allie´ le pouvoir de
la logique line´aire pour de´crire l’aspect fonctionnel du langage ainsi que le pouvoir des
traces pour de´crire l’aspect me´moriel du langage.
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Chapitre 1
Carnet de bord
Dans cette introduction en forme de journal de voyage, nous allons retracer les grandes
lignes de notre re´flexion sur la mode´lisation des re´fe´rences dans un cadre alge´brique.
Prologue
Alge`bre et se´mantique. Le projet global qui nous anime est de rattacher alge`bre et
se´mantique, le plus souvent graˆce a` des interme´diaires cate´goriques. Ceci permettra d’u-
tiliser le formidable e´ventail de concept de´veloppe´ depuis plus de deux sie`cles dans ce
champ mathe´matique. C’est d’ailleurs un vaste projet qui anime nombre de mathe´mati-
ciens, logiciens ou informaticiens actuels comme Girard, Abramsky ou Hyland pour ne
citer qu’eux. Il est en effet ine´vitable que le se´isme qui s’est produit dans la physique du
de´but du vingtie`me sie`cle se renouvelle en informatique sous l’impulsion d’une vraie jonc-
tion avec l’alge`bre. Si l’informatique peut eˆtre vue comme la mathe´matique du discret,
reste a` donner un sens pre´cis a` cette intuition. De´ja` bon nombre de concepts cate´goriques
ont pris du sens dans le cadre se´mantique mais ce n’est pas suffisant pour conside´rer
qu’un pont solide a e´te´ e´tabli. C’est par exemple pour le renforcer que l’avant-garde de la
communaute´ concurrente a introduit le concept d’homotopie pour de´crire les phe´nome`nes
d’interfe´rences entre deux processus s’exe´cutant en paralle`le [Goubault, 2000]. Le concept
d’homotopie a aussi e´te´ le moyen de de´crire des notions techniques comme l’innocence
en se´mantique des jeux [Mellie`s, 2004a]. Nous ne reviendrons pas ici sur ces notions mais
nous nous efforcerons de donner d’autres pistes alge´briques. Nous nous inte´resserons au
lien entre la notion cate´gorique d’un ope´rateur de trace et le concept de re´fe´rence dans les
langages de programmation ; nous introduisons une notion positionnelle de gain sous la
forme d’une distance entre deux positions ; et de´crivons diffe´rentes me´thodes alge´briques
pour construire le mono¨ıde commutatif libre dans une cate´gorie.
Trace et re´fe´rence : lorsque entre´e = sortie fait sens. Nous pensons que les traces
qui formalise essentiellement le concept se´mantique de feedback (lorsque l’entre´e peut
eˆtre “branche´e” sur la sortie) forment un cadre inte´ressant pour de´crire les re´fe´rences
ou les variables locales. En effet, une variable locale peut eˆtre vue a` la fois comme une
entre´e (l’e´criture) et une sortie (la lecture) qui vivent ensemble graˆce a` la trace. Mais
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il nous faut donner vie a` cette ide´e. La de´marche adopte´e est la suivante ; regarder un
mode`le se´mantique des jeux de logique line´aire pour lequel on peut de´finir une trace. En
effet, l’aspect se´mantique des jeux permet de de´crire fide`lement la partie fonctionnelle
du langage (beaucoup de re´sultats re´cents de “full abstraction” passent par ce chemin) et
l’existence d’une trace permet d’ajouter la couche me´morielle ne´cessaire a` la description
des re´fe´rences.
La taˆche semble malaise´e tant la logique line´aire repre´sente un moyen de comprendre
le se´quentiel, ie. l’absence de boucle tandis que l’existence de feedback est pre´cise´ment un
moyen d’en cre´er a` loisir ! Pourtant, cela ne semble pas absurde d’essayer de faire vivre
ensemble ces deux notions car cela s’inscrit dans un processus de rapprochement de la
logique line´aire et de la the´orie des noeuds initie´ par des gens comme Paul-Andre´ Mellie`s
via la notion d’homotopie.
Dans cette optique, nous avons dans un premier temps e´tudie´ les jeux asynchrones
[Mellie`s, 2005] pour nous rendre compte que l’existence de traces e´tait condamne´e par
la notion de gain donne´e originellement. En effet, ce gain n’e´tant pas autodual, il brise
la syme´trie au cœur de l’ope´rateur de trace (en empeˆchant la possibilite´ d’avoir une
simplification a` gauche). Il nous a donc fallu faire un lourd travail pour isoler la notion de
gain de la distinction ⊗/Γ en logique line´aire, distinction a` l’origine de cette asyme´trie.
Me´thodologiquement, nous nous sommes tourne´s vers un mode`le de se´mantique des
jeux ou` la trace e´tait de´ja` pre´sente, les jeux de Conway. Ce mode`le admet une trace
de manie`re canonique car il est compact ferme´, ie. que le tenseur y est autodual. Mal-
heureusement, ce mode`le a e´te´ un peu de´laisse´ par la communaute´ se´mantique, et des
notions cruciales comme le parenthe´sage y sont absentes. Nous avons donc voulu les in-
troduire sans pour autant briser la structure compacte close. A` terme, nous envisageons
des jeux asynchrones avec un ope´rateur de trace comme synthe`se entre les jeux de Conway
et les jeux asynchrones.
Distance et gain : une formalisation du controˆle. La notion de gain a e´te´ pour
nous une fac¸on de recomprendre le parenthe´sage et, par ce biais, un moyen d’augmenter
notre cate´gorie de Conway avec du controˆle. Le controˆle repre´sente en particulier le fait de
pouvoir forcer un programme a` regarder syste´matiquement un, deux ou tous les arguments
de la fonction qu’il calcule. Toujours dans cette optique alge`bre et se´mantique, nous en
donnons ici une version axiomatique qui permet de rapprocher le gain au concept de
distance entre deux positions. La distance exprimant ici le nombre de questions Joueur
et Opposant ouvertes et non re´pondues (appele´es questions pendantes) entre ces deux
positions.
Cette approche singulie`re nous a permis a` la fois de pre´server la structure compacte
ferme´e des jeux de Conway mais aussi de rapprocher ces derniers d’une autre tentative
d’articulation entre alge`bre et se´mantique, a` savoir la Ge´ome´trie des Interactions.
Plus pre´cise´ment, l’axiomatique propose´e permet de conside´rer que le gain d’un chemin s
calcule le nombre de questions pose´es par Joueur et Opposant dans s. En particulier, un
seul coup peut poser plusieurs questions, ce qui n’arrive pas dans une approche par jus-
tification avec pointeurs.
Il est important de noter que notre de´finition est axiomatique et ainsi capture diverses
notions de gain qui permettent de formaliser en particulier divers comportements du jeu
3boole´en. On peut dans cette optique de´finir plusieurs jeux boole´ens donnant diffe´rentes
interpre´tations au jeu
B1 ⊗ B2 −→ B3
Une dans laquelle le premier coup d’Opposant dans B3 force a` interroger a` la fois B1 et
B2, ou alors l’un des deux, ou bien meˆme aucun.
On peut rapprocher cette de´finition (oriente´e distance) a` la notion de norme dans un
espace de Hilbert et ainsi voir se dessiner un pont entre jeux asynchrones trace´s avec gain
et Ge´ome´trie de l’Interaction, meˆme si ce lien reste malheureusement fantasmatique.
Comono¨ıde libre et exponentielle : le phe´nome`ne de duplication.
Voici en quelques lignes les motivations amenant au proble`me du calcul du comono¨ıde
libre.
– La logique line´aire est la voie qui nous ouvre a` l’alge`bre
– Dans ce cadre, le comono¨ıde commutatif 1← !A→ !A⊗ !A de´crit la copie
– Un e´tat est un objet copiable dans notre cate´gorie
– Comment calculer !A librement
Nous avons ensuite de´fini un cadre dans lequel on peut calculer l’exponentielle comme
un comono¨ıde commutatif libre. Ici encore, cette approche permet de donner un statut
alge´brique a` une modalite´ de logique line´aire. Nous donnons dans un premier temps un
cadre agre´able dans lequel l’exponentielle se calcule simplement comme une extension
de Kan. Ensuite nous mentionnons un re´sultat de Dubuc pour construire le comono¨ıde
libre dans un cadre plus ge´ne´ral ou` certaines proprie´te´s de commutation aux limites sont
relaˆche´es. Et enfin, nous e´tendons ce re´sultat au cas du comono¨ıde commutatif libre, cas
qui nous inte´resse ici.
Comme cette construction est beaucoup moins lisse que celle par extension de Kan,
nous espe´rons dans un avenir proche pouvoir la re´interpre´ter elle aussi en terme d’ex-
tensions de Kan. Cette optique ouvre d’ailleurs la voie au de´veloppement d’une the´orie
mono¨ıdale s’appuyant sur la the´orie des ope´rades de May mais ce champ est encore a`
explorer plus en de´tail.
Pour passer d’un mode`le de MELL a` un mode`le de logique line´aire intuitionniste, il
nous manque la construction d’un produit carte´sien. Cette construction e´tant impossible
pour des jeux Conway ge´ne´raux [Mellie`s, 2004b], nous avons restreint la cate´gorie e´tudie´e
a` celle des jeux de Conway ne´gatifs, ou` nous avons alors de´fini le produit comme la simple
union des deux jeux.
On est alors essentiellement en pre´sence d’un mode`le de logique line´aire trace´ et il
nous faut maintenant trouver un langage pour exprimer notre ide´e premie`re qui est que
les re´fe´rences se mode´lisent avec des traces.
Un mode`le de langage avec trace. Toutes ces investigations nous permettent de
construire un langage de type Algol avec des re´fe´rences (sans aliasing) a` la fois globale
et locale. Les re´fe´rences y sont interpre´te´es comme des variables pre´sentent a` la fois en
entre´e et en sortie, et la localite´ est obtenue en trac¸ant sur cette entre´e/sortie.
Ceci constitue l’aboutissement de la premie`re e´tape dans notre programme d’alge´bra¨ı-
sation de la se´mantique des langages de programmation. Nous espe´rons meˆme de´boucher
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a` une extension de l’isomorphisme de Curry-Howard pour des langages e´volue´s.
Revenons maintenant un peu plus en de´tail sur la re´flexion qui nous a fait aboutir a`
ce travail.
Sur la trace des re´fe´rences.
De la Trace . . . Les cate´gories mono¨ıdales trace´es [Joyal et al., 1996] ont e´te´ intro-
duites par Joyal, Street et Verity afin de fournir une description uniforme de divers con-
structions mathe´matiques ayant un comportement cyclique. Parmi les constructions les
plus notables, nous citerons la fermeture des tresses en the´orie des nœuds et l’ope´ra-
teur de trace en alge`bre line´aire. Elles devinrent rapidement populaires dans la commu-
naute´ informatique comme un moyen e´le´gant pour exprimer la notion de boucles dans
un cadre cate´gorique. Elles ont e´te´ extreˆmement fructueuses dans ce champ, que ce soit
pour formaliser la formule d’exe´cution de la Ge´ome´trie des Interactions [Abramsky, 1996,
Abramsky et al., 2002], pour analyser l’ope´rateur de point fixe en the´orie des domaines
[Hasegawa, 2002], ou pour offrir un mode`le cate´gorique en concurrence et plus re´cemment
en physique quantique [Abramsky and Coecke, 2004].
Formellement, une cate´gorie mono¨ıdale trace´e est une cate´gorie mono¨ıdale balance´e
(cate´gorie mono¨ıdale avec tressage [braiding] et twist) munie d’un ope´rateur de trace
TrX :
X ⊗A −→ X ⊗ B
A −→ B
(1.1)
qui associe a` chaque morphisme f : X ⊗A −→ X ⊗B un morphisme TrX(f) : A −→ B,
soumis a une se´rie d’axiomes de cohe´rence rappele´e en section 5.
X X
A B
TrX(f)
Fig. 1 – Diagramme repre´sentant l’action de la trace comme une redirection de la sortie
vers l’entre´e (essence du feedback)
. . .aux re´fe´rences.
L’une des premie`res apparitions de l’ope´rateur de trace pour mode´liser le feedback
dans un cadre se´mantique est due a` Milner [Milner, 1994]. Dans ce papier, il pre´sente une
fac¸on abstraite de mode´liser le feedback dans les action calculi qu’il nomme re´flexion (le
terme trace n’e´tait pas encore a` l’ordre du jour). La re´flexion lui permet de de´crire des
ope´rations complique´es comme le ce´le`bre ope´rateur de restriction ν : ǫ → p qui devient
simplement la trace de la diagonale (x)〈xx〉 : p → p ⊗ p. Rappelons que cette ope´rateur
mode´lise le fait qu’un canal de communication public peut eˆtre soudain restreint pour
5devenir un canal de communication prive´e entre les processus qui communiquaient de´ja`
dessus. On peut recomprendre ce me´canisme comme le passage d’une me´moire globale a`
une me´moire locale via un phe´nome`ne de localisation. Il est a` noter que bien que Milner
n’avait pas connaissance des travaux re´cents sur les traces a` l’e´poque ou` il a de´fini les
re´flexions, tous les axiomes qu’il donne pour que son ope´rateur de restriction conserve les
proprie´te´s habituelles (comme le fameux “scope extrusion”) co¨ıncident exactement avec
l’axiomatique de l’ope´rateur de trace. Ceci fait de la trace un objet canonique qui semble
destine´ a` interpre´ter les re´fe´rences.
Ici, nous nous inte´ressons a` la trace comme moyen de description des variables locales
dans les langages de programmation. Traditionnellement en se´mantique, on interpre`te un
langage de programmation dans une cate´gorie en distinguant les objets A de´crivant les
valeurs, des objets TA de´crivant les calculs de type A, ou` T est une monade. Dans le
cas des re´fe´rences, la monade conside´re´e est la monade d’e´tat S ⊸ (S ⊗ ) qui permet
d’interpre´ter un programme de type A→ B comme un programme prenant une valeur A
et renvoyant un calcul S ⊸ (S ⊗ B), ce qui, via la cloˆture mono¨ıdale, correspond a` un
morphisme de S ⊗ A→ S ⊗B.
Il faut penser cette interpre´tation comme la description d’un syste`me avec entre´e/sortie
et me´moire accessible a` l’utilisateur vu comme un morphisme f : S ⊗ A −→ S ⊗ B. De`s
lors, si on est capable de prendre la trace sur S de f , on obtient la description avec
me´moire interne a` savoir les morphismes usuels de type A −→ B. C’est l’analogue de la
restriction (ou localisation) chez Milner pour un langage ou` les canaux sont remplace´s par
des adresses me´moires.
Par la suite, cette approche va eˆtre utilise´e pour de´crire un mode`le d’un langage de
type Algol avec fonctionnelle d’ordre supe´rieur. Pour cela, il nous faut allier le pouvoir
de la logique line´aire pour de´crire l’aspect fonctionnel du langage ainsi que le pouvoir des
traces pour de´crire l’aspect me´moriel du langage.
Les jeux asynchrones ou la face nord de l’E´verest.
Nous sommes partis des jeux asynchrones [Mellie`s, 2005] car c’est un mode`le de logique
line´aire ou` des concepts de the´orie des nœuds sont de´ja` inte´gre´s via la notion de chemins
homotopes.
Malheureusement, l’espoir d’y trouver une trace de manie`re directe a e´te´ vite vain car
il y a quelques proble`mes difficiles a` surmonter. Ceci de´coule en particulier de la remarque
suivante.
Cate´gorie ponctue´e. Supposons qu’il existe un objet initial 0 et un objet terminal ⊤
au sein d’une cate´gorie syme´trique mono¨ıdale ferme´e. Le foncteur
A 7→ A⊗B
a un adjoint a` droite et pre´serve donc les colimites pour tout objet B de la cate´gorie.
On en de´duit qu’il existe un unique isomorphisme :
0⊗B ∼= 0
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et plus ge´ne´ralement un unique isomorphisme
0⊗ A ∼= 0⊗B
pour tout objet A et B de la cate´gorie.
En particulier, en instanciant avec A = ⊤ et B = 0, il y a un unique isomorphisme :
f : 0⊗⊤ −→ 0⊗ 0.
Maintenant, supposons que la cate´gorie est trace´e. On peut calculer la trace sur 0 de f
Tr0(f) : ⊤ −→ 0.
Il suit la co¨ıncidence de l’objet initial et terminal dans la cate´gorie, modulo un unique
isomorphisme. Une telle cate´gorie est souvent appele´ ponctue´e.
Vers des jeux asynchrones trace´s. La cate´gorie des jeux asynchrones formule´e dans
[Mellie`s, 2004b] n’est pas ponctue´e car il n’existe pas de strate´gie du jeu ⊤ dans le jeu 0.
On en de´duit qu’elle n’est pas trace´e.
On va donc sortir pour le moment du cadre des jeux asynchrones pour construire e´tape
par e´tape un mode`le posse´dant toutes les proprie´te´s annonce´es plus haut. L’ide´e est ensuite
de pouvoir revenir au cadre des jeux asynchrones mais comme le souci d’alge´bra¨ısation des
outils utilise´s dans la construction a amene´ un lourd travail, nous ne pouvons pre´senter
ce cadre ici.
La piste compacte close.
L’origine de la notion de trace vient de son existence automatique pour les cate´gories
compactes closes. Si l’on voit la notion de trace comme la ge´ne´ralisation d’un mono¨ıde
simplifiable (a` gauche), la notion de cate´gorie compacte close est alors la ge´ne´ralisation
d’un groupe.
Pour illustrer ce concept dans l’univers mathe´matique, citons comme exemple frap-
pant la cate´gorie des espaces vectoriels avec le produit tensoriel usuel. Dans cette cate´-
gorie syme´trique mono¨ıdale close, l’ope´rateur de cloˆture posse`de la proprie´te´ remarquable
d’avoir lui aussi une structure tensorielle. Un autre exemple naturel nous est donne´ par
les cate´gories line´aires dans lesquelles ⊗ = Γ. Dans ces cate´gories, on sait directement que
le tenseur est autodual car
(A⊗ B)∗ = A∗ ΓB∗ = A∗ ⊗B∗
Plus ge´ne´ralement, les cate´gories compactes ferme´es sont syme´triques mono¨ıdales closes
avec un tenseur auto-dual. En d’autres termes, la cloˆture est donne´e par
A⊸ B ≡ A∗ ⊗B
Ainsi, tout morphisme f : (X ⊗ A)∗ ⊗ X ⊗ B peut eˆtre transforme´ en f̂ : (X∗ ⊗ X)∗ ⊗
A∗ ⊗B par commutativite´ et associativite´ du tenseur, et par composition avec l’identite´,
on obtient
TrX(f) = f̂(idX)
7On voit donc que toute cate´gorie compacte close est trace´e. Mais n’oublions pas que nous
voulons utiliser l’ope´rateur de trace pour mode´liser les re´fe´rences et l’on doit se demander
si se restreindre n’est pas trop fort au sens ou` l’on oublierait au passage certaines cate´gories
primordiales pour la description des re´fe´rences.
Un premie`re re´ponse a` cette question est la construction Int due a` [Joyal et al., 1996]
de la cate´gorie compacte libre engendre´e par un cate´gorie trace´e. Cela dit que l’on peut
toujours voir une cate´gorie trace´e comme une version laxiste d’une cate´gorie compacte
ferme´e. Cette construction est a` la base de la notion de polarite´ en logique.
De´finition 1 Soit C une cate´gorie trace´e. On de´finit Int(C) comme la cate´gorie compacte
ferme´e ayant pour objet les couples (A+, A−) d’objets de C et pour morphismes entre
(A+, A−) et (B+, B−) les fle`ches A+ ⊗ B− −→ A− ⊗ B+ dans C. La composition est
de´finie a` l’aide de la trace (cf diagramme 2). Le dual est juste l’inversion de la polarite´
(A+, A−)∗ = (A−, A+)et le produit tensoriel est de´fini point a` point
(A+, A−)⊗ (B+, B−) = (A+ ⊗ B+, A− ⊗ B−)
Du point des groupes et des mono¨ıdes simplifiables, cette construction correspond
simplement au groupe libre sur un mono¨ıde, l’objet (x, 1) repre´sentant x et l’objet (1, x)
repre´sentant son inverse x−1.
f g
A+ B−
B+
B+ C−
B− C+A−
Fig. 2 – Composition dans la cate´gorie Int(C)
Remarquons que cette construction est au cœur de la cate´gorisation des mode`les de GoI
donne´e par Abramsky [Abramsky et al., 2002]. La composition dans la cate´gorie Int(C)
repre´sentant la formule d’exe´cution.
Nous voulons pour nos travaux que le tenseur posse`de un adjoint a` droite donnant
lieu a` une cloˆture mono¨ıdale, cloˆture qui n’est pas relie´e a` priori a` la cloˆture automatique
des cate´gories compactes ferme´es. C’est en cherchant dans cette voie que nous avons e´te´
amene´s a` regarder comment une cate´gorie peut he´riter de la cloˆture d’une cate´gorie qui
la contient a` isomorphisme pre`s.
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Proposition 1 Soit (C,⊗C,⊸C) une cate´gorie syme´trique mono¨ıdale ferme´e et (D,⊗D)
une cate´gorie syme´trique mono¨ıdale. Supposons qu’il existe un foncteur mono¨ıdal fort
U : D → C qui est a` la fois plein et fide`le et qui posse`de un adjoint a` droite F : C → D
formant l’adjonction U ⊣ F .
Alors, on peut exporter la fermeture sur C en une fermeture sur D en de´finissant pour
A,B dans D :
A⊸D B = F (U(A)⊸C U(B))
Ce re´sultat stipule donc qu’une cate´gorie trace´e C e´troitement lie´e a` la cate´gorie Int(C)
(via une adjonction) posse`de automatiquement une structure close. C’est un premier re´-
sultat en faveur de l’e´tude des cate´gories compactes closes, mais il manque une sorte de
re´ciproque a` cette proprie´te´, qui assurerait que si une cate´gorie trace´e C est close, alors
elle est e´troitement lie´e a` Int(C). De fac¸on re´jouissante, nos discussions avec Masahito
Hasegawa (Juillet 2005) sur les relations qu’entretiennent la cate´gorie des jeux de Conway
ne´gatifs N et sa “compactifie´e” Int(N ) l’ont amene´ a` pre´ciser la situation dans le cadre
des cate´gories trace´es.
Proposition 2 Soit C une cate´gorie trace´e. On peut de´finir un foncteur mono¨ıdal fort
plein et fide`le J : C → Int(C) par : A 7→ (A, I).On a alors :
C est close ssi J admet un adjoint a` droite
Il est donc clair que si une cate´gorie trace´e est close, c¸a cloˆture vient directement de
la cloˆture de Int(C), ie. de la cate´gorie compacte ferme´e sous-jacente. De`s lors, il n’y
plus de raison de s’empeˆcher de travailler avec une cate´gorie compacte close, quitte a` se
restreindre le´ge`rement a` posteriori.
La route du bagnard (Conway Game).
Il semble a` pre´sent naturel de se pencher sur l’une des seules cate´gories de se´mantique
des jeux ayant une structure compacte close : les jeux de Conway. Cette cate´gorie a de
plus le bon gouˆt de ressembler d’assez pre`s aux jeux asynchrones et on peut donc espe´rer
rejouer le meˆme sce´nario pour trouver une cate´gorie ∗-autonome.
En effet, les jeux de Conway ne sont pas beaucoup plus que des graphes pour lesquels
les ide´es d’innocence via classes d’homotopie et de structure de gain pour permettre de
retrouver une notion de bon parenthe´sage semble pouvoir marcher.
Remarque. Nous avons e´tudie´ le cas des jeux de Conway asynchrones, en ajoutant une
notion d’homotopie sur les chemins pour donner une de´finition alge´brique de l’innocence.
Nous avons aussi regarde´ la notion de strate´gie positionnelle (ie. qui se de´crit par une
relation sur les positions) en montrant que toute strate´gie innocente e´tait positionnelle.
Dans ce cadre, nous voulons retrouver la trace des strate´gie positionnelle par la trace
de´finie sur la cate´gorie des relations. Malheureusement, il faut savoir se´lectionner ce dont
on parle et donc ces re´sultats seront exprime´s dans de futurs papiers.
9E´tudions plutoˆt ici la notion de gain, pilier de l’alge´brisation du controˆle, car celle-ci
peut facilement briser la structure trace´e, comme le montre la de´finition du gain pour les
jeux asynchrones.
Le pe´age a` double sens.
Comme nous l’avons vu plus haut, la notion de cate´gorie mono¨ıdale trace´e cate´gorise
(et ainsi ge´ne´ralise) la notion habituelle de mono¨ıde simplifiable a` gauche (M, ·, e). De ce
point de vue, l’ope´rateur de trace remplace l’implication :
∀(x, a, b) ∈M ×M ×M, x · a = x · b ⇒ a = b. (1.2)
Afin d’interpre´ter la logique line´aire propositionnelle et de ge´ne´raliser la condition de bon
parenthe´sage, Paul-Andre´ Mellie`s a assigne´ un gain κA(x) ∈ Z a` chaque position x d’un
jeu tout en demandant a` ce que toute strate´gie σ ne joue que des positions x avec un gain
positif : κA(x) ≥ 0.
Malheureusement, le gain de´fini dans [Mellie`s, 2004b] ne satisfait pas de proprie´te´
comme (1.2). Plus pre´cise´ment, e´tant donne´ trois jeux X, A et B et trois positions x de
X , a de A et b de B, le gain κ ne ve´rifie pas :
⇓
κX⊗A⊸X⊗B(x⊗ a⊸ x⊗ b) ≥ 0
κA⊸B(a⊸ b) ≥ 0
ou` x ⊗ a ⊸ x ⊗ b et a ⊸ b repre´sente, comme on si attend, les positions dans les jeux
X ⊗A⊸ X ⊗ B et A⊸ B respectivement.
Ceci est embeˆtant car toute de´finition raisonnable d’un ope´rateur de trace Tr doit
demander que la strate´gie
TrX(σ) : A −→ B
joue la position
a⊸ b
a` chaque fois que
σ : X ⊗ A −→ X ⊗ B
joue la position
x⊗ a⊸ x⊗ b
a` partir d’une position x du jeu X sur lequel la trace est calcule´e.
Voila` pourquoi nous devons retoucher la notion de gain pour ne pas briser la trace
existant dans les jeux de Conway. En un sens, le gain doit eˆtre comple`tement syme´trique
en Joueur et Opposant pour pre´server la structure compacte ferme´e. Nous de´finissons le
gain κA sur les chemins s par une paire d’entiers naturels κA(s) ∈ N × N repre´sentant
intuitivement le nombre de questions pose´es par Joueur (premie`re composante) et par
Opposant (deuxie`me composante).
La condition habituelle de bon parenthe´sage est alors reformule´e (et ge´ne´ralise´e) en
demandant a` ce que chaque chemin joue´ par une strate´gie satisfasse
κ+A(s) = 0⇒ κ
−
A(s) = 0
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c’est-a`-dire que si le Joueur est interroge´, il doit re´agir en re´pondant on en interrogeant a`
son tour.
L’ascension de la tour Exponentielle.
Fort de ces premiers pas, il nous faut maintenant de´finir les ope´rateurs de logique
line´aire qui manque a` notre mode`le intuition. Regardons d’abord l’exponentielle et es-
sayons de voir quels liens elle entretient avec les structures alge´briques.
A l’examen d’exemples tels que les espaces de cohe´rence ou les cate´gories line´aires de
Lafont, il semble que la bonne fac¸on de relier l’exponentielle a` l’alge`bre est de donner une
construction comono¨ıde commutatif libre. Nous nous sommes donc inte´resse´s a` un objet
d’e´tude courant en cate´gorie, la construction du mono¨ıde libre.
Une construction du mono¨ıde commutatif libre existe lorsqu’on a la chance que le
tenseur commute avec la somme. On doit simplement calculer la limite
1
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Malheureusement, ce n’est pas le cas dans les jeux de Conway car la somme n’existe
meˆme pas en ge´ne´ral et il faut trouver mieux. Nous avons d’abord voulu recomprendre
la construction susmentionne´e avec des extensions de Kan dans le but de pouvoir ensuite
ge´ne´raliser. Il s’ave`re qu’on obtient ce mono¨ıde en calculant l’extension de Kan sur S0 (la
cate´gorie des ensembles fines et fonctions ensemblistes) du jeu A vu comme un foncteur
mono¨ıdal de Bij (la cate´gorie des ensembles fines et fonctions bijectives) dans la cate´gorie
C des jeux de Conway.
C
Bij
A
OO
J // S0
!A=RanJ (A)
``BBBBBBBBBBBBBBBBB
Pour ge´ne´raliser ce premier re´sultat, nous nous sommes tourne´s vers une construction
du mono¨ıde libre due a` Dubuc qui dit essentiellement si le tenseur commute uniquement
aux colimites filtre´es, on doit calculer la meˆme sorte de limite mais au lieu de prendre la
cate´gorie discre`te, il faut prendre la cate´gorie filtre´e simpliciale e´tendue aux ordinaux.
Ceci convient tre`s bien a` notre cate´gorie de Conway car elle est compacte close et le
tenseur commute donc a` toutes les limites et colimites existantes (il posse`de un adjoint
a` droite et a` gauche). Mais nous voulons un comono¨ıde commutatif. Nous devons donc
e´tendre le re´sultat de Dubuc a` la construction du mono¨ıde commutatif libre.
Pour cela, nous nous sommes restreints aux cate´gories dont le tenseur commute aux
limites ω-filtre´es (cette restriction vient d’un souci de simplicite´ mais la meˆme ide´e semble
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s’appliquer a` n’importe quel type de limites ϕ-filtre´es) et nous avons revisite´ la con-
struction de Dubuc avec des outils plus simples et modernes. Nous sommes passe´s de la
cate´gorie simpliciale a` la cate´gorie des injections pour re´cupe´rer les permutations. Ensuite,
nous avons montre´ que la colimite sur cette nouvelle cate´gorie e´tait la mono¨ıde commutatif
libre via une factorisation par le re´sultat de Dubuc.
Ceci nous permet de pre´senter la construction du mono¨ıde et du comono¨ıde commutatif
libre dans la cate´gorie des jeux de Conway a` gain via un cadre entie`rement alge´brique.
Nous avons ensuite voulu recomprendre ce re´sultat assez technique en terme d’exten-
sions de Kan mais cette partie de notre travail n’est pas encore arrive´e a` son terme. Cette
dernie`re option semble ne´anmoins ouvrir la voie au de´veloppement d’une the´orie mono¨ı-
dale a` l’instar des the´ories alge´briques de Lawvere. Peut-eˆtre faut-il regarder du cote´ des
ope´rades pour re´soudre ce joli proble`me.
Toujours est-il que nous avons pu utiliser la construction de Dubuc pour construire
notre exponentielle et ainsi obtenir un mode`le de MELL avec un forte assise alge´brique.
Accommoding the additives
Reste maintenant a` de´finir les additifs. Ces derniers ne peuvent pas s’obtenir sur la
cate´gorie entie`re des jeux de Conway comme il a e´te´ montre´ dans [Mellie`s, 2004b]. Il
faut alors se restreindre a` la cate´gorie des jeux ne´gatifs pour pouvoir de´finir sereinement
un produit carte´sien, produit qui se de´finit comme la juxtaposition des deux jeux. Le
proble`me qui se pose alors est l’existence de l’adjoint a` droite du produit tensoriel. En
effet, on ne peut plus utiliser la construction du dual (qui donnerait un jeu positif) et
on perd donc la structure compact close. Heureusement, il existe un moyen d’exporter
automatiquement la fermeture via la proposition 1.
Il est a` noter que meˆme si cette proprie´te´ semble eˆtre folklorique en cate´gorie (du
moins e´tait-elle connue par Martin Hyland), nous n’avons pas pu trouver de re´fe´rences
pour le moment. Cela semble indiquer que ce fait remarquable reste me´connu dans le
milieu se´mantique.
Ici, l’adjonction servant de base a` l’extension de la cloˆture est entre le foncteur d’in-
clusion et le foncteur Neg qui prend un jeu quelconque et oublie les parties commenc¸ant
par des coups joueurs.
Ainsi, il n’y a pas d’angoisse et on peut tout a` fait travailler avec la sous-cate´gorie des
jeux ne´gatifs tout en conservant la fermeture et l’ope´rateur de trace.
Vers le Graal me´moriel
Toutes ces conside´rations nous ont amene´ a` l’e´laboration d’un langage de type Algol
qui comporte de la me´moire a` la fois locale et globale. L’inte´reˆt majeur de l’interpre´tation
que nous en donnons re´side en deux points :
– sa simplicite´. Le cadre de´veloppe´ permet d’interpre´ter le langage sans ajouts byzantins
venant rendre peu intuitif le re´sultat obtenu
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– son caracte`re alge´brique. La construction du mode`le repose essentiellement sur des
conside´rations cate´goriques et donne ainsi a` notre interpre´tation une porte´e plus
ge´ne´rale. En effet, le sche´ma introduit peut s’appliquer a` d’autres types de se´man-
tique qui peuvent donner lieu a` des interpre´tations inattendues et venant renforcer
notre compre´hension des langages de programmation.
Travaux a` suivre
Dans les mois qui viennent, nous e´tudierons en autres les points suivants :
– Jeux de Conway asynchrones. Comme mentionne´ ci-dessus, nous voulons en-
richir notre cate´gorie pour retrouver le cadre des jeux asynchrones. Cela participe
d’une recompre´hension des divers travaux en se´mantique des jeux dans le cadre
unifie´ des jeux positionnels.
– Re´fe´rence avec aliasing. Nous pre´sentons ici un langage avec re´fe´rence ou` les
variables de type ref(ref(−) sont interdites. Cela est commode et suffisant pour
avoir un grand pourvoir d’expression mais nous ne pouvons malheureusement pas
parler de tas. Ainsi, pour de´crire cette structure usuelle en informatique, il nous
faudra lors de prochains travaux relaˆcher cette contrainte d’anti-aliasing.
– Langages de bas niveau. Une partie de notre projet est de pouvoir donner une
se´mantique uniforme lors du processus de compilation de´crivant aussi bien le langage
haut niveau de l’utilisateur que l’assembleur ou le langage machine en bout de chaˆıne.
Ainsi, la se´mantique pourra de´passer le cadre usuel de test d’e´quivalence de deux
programmes e´crits dans le meˆme langage, et donnera par cette occasion le moyen
de ve´rifier jusqu’au bout la correction d’un compilateur re´el.
Chapitre 2
Jeu de Conway a` Gain
Comme nous l’avons annonce´ dans le chapitre pre´ce´dent, nous allons maintenant con-
struire une cate´gorie de jeux compacte ferme´e avec une notion de parenthe´sage inte´gre´e.
Jeux de Conway.
Avant de pre´senter notre mode`le a` gain, il parait ne´cessaire de rappeler la de´finition
des jeux de Conway tant ce formalisme a e´te´ boude´ par les se´manticiens des jeux. Il reste
pourtant un des mode`les de jeux les plus naturels, et permet de rapprocher la se´mantique
de notions algorithmiques en utilisant explicitement la structure de graphes.
Un jeu de Conway [Joyal, 1977] A = (VA, EA, λA) est la donne´e :
– d’un graphe oriente´ enracine´ (VA, EA) de racine ⋆A
– d’une fonction λA : EA → {−1,+1} donnant la polarite´ d’un coup.
Comme d’habitude −1 signifie opposant et +1 joueur.
Il faut maintenant mentionner le vocabulaire usuel concernant les parties d’un jeu.
Chemins. Comme d’habitude en the´orie des jeux, on note x→ y lorsque (x, y) ∈ EA et
appelle chemin tout suite de coups x0
m1−→ x1
m2
−→ . . .
mk−1
−−−→ xk−1
mk−−→ xk. Dans ce cas, on
note m1 . . .mk : x0 ։ xk pour indiquer la position initiale et finale du chemin.
Coup initial. On appelle coup initial d’un jeu de Conway A toute fle`che de EA partant
de la racine ⋆A.
Parties. Une partie est un chemin partant de la racine ⋆A
⋆A
m1−→ x1
m2
−→ . . .
mk−1
−−−→ xk−1
mk−−→ xk
L’ensemble des parties est note´ PA.
Parties alterne´es. Une partie m1 . . .mk : ⋆A ։ x est dite alterne´e lorsque :
∀i ∈ {1, . . . , k − 1} λA(mi+1) = −λA(mi)
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Nous avons de´fini les objets de la cate´gorie des jeux de Conway mais il reste main-
tenant a` exprimer les morphismes entre de tels objets. Ceci est re´alise´ en ajoutant une
notion de strate´gie sur un jeu A et en donnant un peu de structure pour de´crire ce qu’est
une strate´gie de A vers B (et ceci de manie`re auto-duale pour avoir la structure compacte
close).
Strate´gies. Une strate´gie σ est un ensemble de parties alterne´es de longueur paire tel
que :
– la strate´gie σ contient la partie vide ǫ
– toute partie non-vide commence par opposant
– σ est close par pre´fixe paire
∀s ∈ PA ∀m,n ∈ EA s ·m · n ∈ σ ⇒ s ∈ σ
– σ est de´terministe : ∀s ∈ PA ∀m,n, n′ ∈ EA
s ·m · n ∈ σ et s ·m · n′ ∈ σ ⇒ n = n′
On note σ : A lorsque σ est une strate´gie de A.
La plus petite strate´gie est la strate´gie {ǫ}, qui ne re´pond jamais. On l’appelle la
strate´gie vide, note´e ⊥.
Un peu de structure. Le dual d’un jeu de Conway A est le jeu
A∗ = (VA, EA,−λA)
Le produit tensoriel de deux jeux A et B, note´ A⊗B :
– VA⊗B = VA × VB
– x⊗ y →
{
x′ ⊗ y if (x, x′) ∈ EA
x⊗ y′ if (y, y′) ∈ EB
–
λA⊗B((x⊗ y)→ (x′ ⊗ y)) = λA(x→ x′)
λA⊗B((x⊗ y)→ (x⊗ y′)) = λB(y → y′)
Il est notable que le tenseur re´alise essentiellement le produit des deux graphes sous-
jacents. Ainsi, toute partie du produit tensoriel peut eˆtre vue comme l’entrelacement de
deux parties dans A et dans B. Le jeu de Conway 1 = ({⋆}, ∅, λ est e´videmment l’e´le´ment
neutre de cette loi mono¨ıdale.
Du point de vue logique line´aire, on devrait de´finir la loi mono¨ıdale Γ, duale du tenseur,
afin d’avoir l’implication line´aire ⊸ et de de´finir les morphismes entre deux jeux. Mais
comme nous voulons une cate´gorie compacte close, le tenseur est ici auto-dual, ce qui
implique que ⊗ = Γ.
On veut maintenant de´finir un morphisme de A vers B comme un strate´gie de A∗⊗B.
Pour cela, il faut avoir une notion d’identite´ et de composition de deux telles strate´gies.
Identite´. Classiquement, on conside`re la strate´gie d’imitation (copycat strategy) de type
A∗⊗A comme la strate´gie identite´ de A dans A. Dans ce qui suit, on note A1 et A2 pour
distinguer entre les deux copies de A.
idA = {s ∈ PA⊸A | ∀s
′ ⊑even s s′|A1 = s
′
|A2}
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Interactions. On dit que u est une interaction de A,B,C, note´e u ∈ int(A,B,C) si la
projection de u sur chaque jeu A∗ ⊗ B,B∗ ⊗ C et A∗ ⊗ C est une partie.
Nous mettons maintenant en place le cadre pour notre de´finition de strate´gie gag-
nante. La condition de gain pour une strate´gie est locale car elle porte non seulement sur
les parties joue´es mais encore sur les chemins apparaissant dans l’interaction. C’est ainsi
que la notion de controˆle s’initie dans notre cadre car un programme peut maintenant
eˆtre contraint a` chacun de ses coups et non plus uniquement dans une interaction globale.
Chemin joue´ par une strate´gie. Un strate´gie σ joue un chemin t : x ։ y lorsqu’il
existe une partie s : ⋆ ։ x dans σ telle que la composition s; t : ⋆ ։ y est aussi dans σ.
On dit aussi dans ce cas que le chemin t est dans σ.
Composition. On de´finit de manie`re standard la composition en laissant les deux strate´-
gies interagir puis en cachant l’interaction dans B (parallel composition and hiding). E´tant
donne´ deux strate´gies σ : A∗ ⊗ B, τ : B∗ ⊗ C, on de´finit la compose´e
σ; τ = {u|A,C | u ∈ int(A,B,C) ∧ u|A,B ∈ σ ∧ u|B,C ∈ τ}
De manie`re classique, on peut montrer la bonne de´finition de cette composition en
utilisant le lemme fondamental suivant :
Lemme 1 (Te´moin unique) Si σ et τ sont des strate´gies de A∗⊗B et B∗⊗C respec-
tivement, alors pour tout s ∈ σ; τ , il existe un unique u ∈ int(A,B,C) tel que s = u|A,C ,
u|A,B ∈ σ et u|B,C ∈ τ .
De plus, si s ∈ σ; τ est un pre´fixe de t ∈ σ; τ , alors le te´moin unique de s est pre´fixe du
te´moin unique de t. Ainsi, le lemme du te´moin unique s’e´tend (de manie`re non unique)
aux chemins joue´s par une strate´gie.
La cate´gorie des jeux de Conway. Nous avons maintenant tout ce qu’il faut pour
de´finir une cate´gorie compacte close.
Proposition 3 La cate´gorie C, avec pour objets les jeux de Conway et pour morphismes
les strate´gies de A∗ ⊗ B, est compacte close
En particulier, on a
(A⊗B)→ C
B → A∗ ⊗ C
Trace. Conse´quemment, la cate´gorie des jeux de Conway est automatiquement e´quipe´e
d’une notion de trace. Tout morphisme f : (X ⊗ A)∗ ⊗ X ⊗ B peut eˆtre transforme´ en
f̂ : (X∗ ⊗X)∗ ⊗ A∗ ⊗ B par commutativite´ et associativite´ du tenseur, et on obtient
TrX(f) = f̂(idX)
Bool ou Le point du ge´ome`tre.
L’exemple 3 montre une interaction typique dans le jeu (B ⊸ B) ⊸ B que l’on
souhaiterait rejeter. En effet, ici, le Joueur court-circuite la se´quence de questions pour
finalement re´pondre a` la premie`re. Une telle action viole la condition de bon parenthe´sage,
mais nous n’avons pas pour le moment le vocabulaire pour interdire un tel comportement.
Il faut donc augmenter le mode`le avec une notion de gain qui incorpore le parenthe´sage
tout en conservant cette belle structure compacte close.
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Partie valide
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Fig. 3 – Un exemple de partie valide sans condition de gain
Jeux de Conway a` gain
Un jeu de Conway a` gain A est un n-uplet (VA, EA, λA, κA) constitue´ d’un jeu de Con-
way (VA, EA, λA) et d’une fonction de gain dont la structure est de´finie ci-dessous.
La structure du gain. On de´finit κA = (κ
+
A, κ
−
A) : PathA → N
2 comme un couple de
fonction de PathA dans N, une pour le gain de Joueur (κ
+
A), une pour le gain d’Opposant
(κ−A). Il est notable que le gain soit de´fini pour tout chemin. On ne peut pas se restreindre
aux chemins alternants car on veut de´finir le gain d’un jeu tensorise´ comme la somme des
gains des projections, qui ne sont pas force´ment alterne´es. On ne peut pas non plus se
restreindre aux parties car on a besoin d’une condition de gain local pour garantir que
toute interaction entre strate´gies gagnantes forment un partie “bien parenthe´se´e”.
Nous demandons au gain de ve´rifier quatre proprie´te´s similaires a` celle demande´e a`
une norme pour un espace vectoriel.
compatibilite´ ∀m ∈ EA
{
λA(m) = −1⇒ κ
+
A(m) = 0
λA(m) = +1⇒ κ
−
A(m) = 0
Ceci garantit que la distinction Joueur/Opposant a bien un sens.
suffixe domine´ s : x։ y, t : y ։ z
κA(t) ≤ κA(s; t)
Cet axiome exprime qu’une question ne peut pas eˆtre re´pondue dans le passe´.
sous-additivite´ s : x։ y, t : y ։ z
κA(s; t) ≤ κA(s) + κA(t)
Cet axiome, qui est une sorte d’ine´galite´ de Cauchy-Schwarz, stipule qu’un coup ne
peut pas poser plus ou moins de questions suivant son passe´. Ainsi, la composition
de deux chemins ne peut que faire diminuer le nombre de questions.
norme ǫx : x։ x κA(ǫx) = (0, 0)
C’est la proprie´te´ usuelle d’une norme. Dans notre cadre, elle exprime qu’en l’absence
d’interaction, aucune question ne peut avoir e´te´ ouverte.
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Tous ces axiomes sont assez naturels et ils nous permettent maintenant de de´finir une
notion de strate´gie gagnante dont on va montrer (avec des arguments alge´briques) qu’elle
est stable par composition.
Strate´gie gagnante. Une strate´gie est gagnante lorsque tout chemin s qu’elle joue sat-
isfait la condition suivante sur le gain :
κ+A(s) = 0⇒ κ
−
A(s) = 0 (2.1)
Intuitivement, cette condition exprime qu’une strate´gie qui a e´te´ interroge´e localement
doit ou bien poser une autre question, ou bien re´pondre a` cette question. Ceci ge´ne´ralise
la condition habituelle de “bon parenthe´sage”.
Extension de la structure. E´tant donne´s deux jeux A et B, on e´tend les connecteurs
logiques de´finis sur les jeux de Conway de la manie`re suivante.
Dual Le dual d’un jeu de Conway a` gain A est le jeu A∗ = (VA, EA,−λA, (κ
−
A, κ
+
A)). Le
nouveau gain satisfait trivialement les conditions impose´es plus haut.
Multiplicatif Le produit tensoriel de deux jeux A et B est le produit tensoriel des jeux
de Conway sous-jacents, avec comme gain
∀s ∈ PathA⊗B κA⊗B(s) = κA(s|A) + κB(s|B)
Pour s’assurer que ce nouveau gain satisfait aux conditions demande´es, nous avons
besoin de remarquer les proprie´te´s suivantes :
1. Comme tout coup de A⊗B appartient soit a` A, soit a`B, la proprie´te´ de compatibilite´
s’e´tend naturellement.
2. E´tant donne´s deux chemins s : x։ y et t : y ։ z, on a
κA⊗B(t) = κA(t|A) + κB(t|B)
≤ κA((s; t)|A) + κB((s; t)|B)
≤ κA⊗B(s; t)
3. E´tant donne´s deux chemins s : x։ y et t : y ։ z, on a
κA⊗B(s; t) = κA((s; t)|A) + κB((s; t)|B)
≤ (κA(s|A) + κA(t|A)) + (κB(s|B) + κB(t|B))
≤ κA⊗B(s) + κA⊗B(t)
4. ∀x, y κA(ǫx⊗y) = κA(ǫx) + κA(ǫy) = (0, 0)
Il est urgent de ve´rifier que la condition de gain sur strate´gie est pre´serve´e par com-
position. C’est toujours un point de´licat en se´mantique des jeux, et nous espe´rons que la
formulation du gain sous forme d’axiomes permet de rendre la de´monstration suivante un
peu moins indigeste pour le lecteur.
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Proposition 4 Soit deux strate´gies gagnantes σ : A∗ ⊗ B and τ : B∗ ⊗ C. La strate´gie
σ; τ : A∗ ⊗ C est aussi gagnante.
Preuve Nous proce´dons par l’absurde en supposant qu’il existe un chemin s (pre´suppose´
le plus petit) joue´ par la strate´gie σ; τ tel que κA∗⊗C(s) ∈ 0 × N
∗. On montre alors que
soit σ, soit τ a triche´.
Dans un premier temps, en utilisant le lemme du te´moin unique sur s, on obtient un
u tel que u|A,B est joue´ par σ, u|B,C est joue´ par τ et u est dans int(A,B,C).
Alors, en utilisant la domination par suffixe, on a pour tout u′ pre´fixe de u, κ+A∗⊗C(u
′) = 0,
ce qui entraˆıne en utilisant la de´finitions du produit tensoriel
κ+A∗(u
′
|A) = κ
+
C(u
′
|C) = 0
A` ce moment, deux cas doivent eˆtre conside´re´s
1. κB(u|B) = (0, 0).
Alors κA∗⊗B(u) = κA∗(u) et κB∗⊗C(u) = κC(u). Mais comme κA∗⊗C(u)
− = κ−A∗(u)+
κC(u)
− > 0 par hypothe`se, on a que ou bien κ−A∗(u) > 0, ou bien κ
−
C(u) > 0.
Ainsi, soit κA∗⊗B(u) ∈ 0×N∗, soit κB∗⊗C(u) ∈ 0×N∗, ce qui implique qu’au moins
une des deux strate´gies a triche´.
2. κB(u|B) 6= (0, 0).
Conside´rons maintenant v, le plus petit suffixe de u tel que κB(v|B) 6= (0, 0).
Soit v = m; v′. Comme v est le plus suffixe a` gain non nul, ne´cessairement κB(v
′
|B) =
(0, 0) et alors κB(v|B) ≤ κB(m) (par sous-additivite´). Mais comme u est la plus petite
interaction donnant lieu a` un mauvais gain dans A∗⊗C, m est ne´cessairement dans
EB. Par la condition de compatibilite´, on sait que soit κ
+
B(m) = 0, soit κ
−
B(m) = 0,
ce qui implique que ou bien κ+B(v|B) = 0, ou bien κ
−
B(v|B) = κ
+
B∗(v|B) = 0.
Traitons le cas κ+B∗(v|B) = 0 (l’autre e´tant identique si on remplace τ par σ) ce qui
entraˆıne que κ−B∗(v|B) > 0. Dans ce cas, conside´rons le chemin parcouru par τ . Des
conside´rations ulte´rieures montrent que κ+B∗⊗C(v|B∗⊗C) = 0. Mais κ
−
B∗(v|B) > 0 ⇒
κ−B∗⊗C(v|B∗⊗C) > 0 par de´finition du gain sur le produit tensoriel. Alors la strate´gie
τ a` joue´ un chemin interdit.
2
La cate´gorie CG des jeux de Conway a` gain. La cate´gorie CG, qui a pour objets les
jeux de Conway a` gain et pour morphismes les strate´gies gagnantes entre ces jeux, est
une cate´gorie compacte close. En effet, la notion de gain surajoute´e n’a pas perturbe´ la
structure auto-duale du tenseur (car la somme est commutative dans N).
Bool ou Le point du ge´ome`tre (2).
Revenons sur l’exemple 4. On peut maintenant exprimer que le premier coup Opposant
du jeu boole´en est une question et que Joueur y re´pond par Vrai ou Faux. Ainsi, l’inter-
action pre´ce´dente est maintenant non valide (voire figure 4). Le Joueur est maintenant
oblige´ de respecter la se´quence de questions ouvertes dans l’interaction (voire figure 5.
C’est la condition de bon parenthe´sage.
Une revisite du parenthe´sage. Nous de´crivons maintenant la notion de parenthe´sage
induite par le gain :
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Partie invalide
(B ⊸ B) ⊸ B
q
q (1, 1)
q
V (0, 1)
Are`ne
B
⋆
.
q (0,1)
.
V (0,0) zzzzzz .
F (0,0)DDDDDD
Fig. 4 – L’exemple 3 est maintenant interdit par la condition de gain
– Une partie s est bien parenthe´se´e pour Joueur lorsque tout chemin de longueur paire
t dans s qui se termine par un coup Joueur ve´rifie κ+A(t) = 0⇒ κ
−
A(t) = 0
– Une partie s est bien parenthe´se´e pour Opposant lorsque tout chemin de longueur
paire t dans s qui se termine par un coup Opposant ve´rifie κ−A(t) = 0⇒ κ
+
A(t) = 0
– On dit qu’une partie s est bien parenthe´se´e lorsque qu’elle est bien parenthe´se´e a` la
fois pour Joueur et pour Opposant
Partie valide
(B ⊸ B) ⊸ B
q
q
q
V
V
V
Are`ne
B
⋆
.
q (0,1)
.
V (0,0) zzzzzz .
F (0,0)DDDDDD
Fig. 5 – Exemple d’une interaction totale
Nous voulons montrer que l’interaction entre deux strate´gies gagnantes fournit toujours
une partie bien parenthe´se´e. Pour cela, il nous faut d’abord donner un sens aux mots
interaction entre strate´gies. Nous avons besoin du jeu  qui correspond au graphe •
o
−→ •
qui contient un unique coup Opposant de gain nul (on note  par analogie avec la cate´gorie
 de´finie par Lawvere).
De´finition 2 (interaction entre strate´gies) Soit σ : A et τ : A∗ ⊗ .
Intuitivement, on de´finit σ 1 τ comme la partie ou` le premier coup est la re´ponse de
τ au coup Opposant dans  et ou` le reste est de´duit des re´ponses respectives de σ et τ .
Formellement, l’interaction est de´finie par
σ 1 τ = {ǫ} ∪ {s ·m | s ·m ∈ σ ∧ o · s ∈ τ}
ou` s est une partie, m un coup joueur et o l’unique coup de .
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On de´duit de ces de´finitions deux proprie´te´s e´videntes sur les strate´gies gagnantes.
Proposition 5 (Bon parenthe´sage)
1. Toute strate´gie gagnante joue des parties bien parenthe´se´es pour Joueur.
2. Toute interaction entre deux strate´gies gagnantes σ : A and τ : A∗ ⊗  produit une
partie bien parenthe´se´e.
Preuve 1. La premie`re proprie´te´ est une conse´quence directe de la de´finition de strate´gie
gagnante. Ceci n’est pas surprenant car c’est la notion de parenthe´sage qui a` motiver
notre de´finition du gain est strate´gie gagnante dans les jeux de Conway.
2. Cette deuxie`me proprie´te´ me´rite plus d’attention. Conside´rons un chemin de longueur
paire s ·m dans l’interaction σ 1 τ .
Premier cas : m est un coup joueur. Alors s · m ∈ σ, ce qui implique par la
proprie´te´ ci dessus que κ+A(s ·m) = 0⇒ κ
−
A(s ·m) = 0.
Deuxie`me cas : m est un coup opposant. Alors o · s ·m ∈ τ , ce qui implique
par la proprie´te´ ci dessus que κ+A∗⊗(o · s ·m) = 0 ⇒ κ
−
A∗⊗(o · s ·m) = 0. Or,
en utilisant la de´finition du gain sur le tenseur et le dual (et aussi que le gain
dans  est nul), on obtient la proprie´te´ : κ−A(s ·m) = 0⇒ κ
+
A(s ·m) = 02
Bilan. Nous avons a` pre´sent a` notre disposition une cate´gorie compacte close avec une
notion de controˆle induite par un gain alge´brique. Cette cate´gorie posse`de de plus le bon
gouˆt de rester dans notre cadre asynchrone et nous pouvons ainsi espe´rer, dans un futur
proche, y introduire la notion d’homotopie.
Fort de ce premier pas encourageant, il nous faut maintenant nous tourner vers la
construction alge´brique de l’exponentielle.
Chapitre 3
La construction du comono¨ıde
commutatif libre dans les jeux de
Conway
La modalite´ exponentielle est a` priori le point faible de la logique line´aire du point de
vue structurelle. En effet, c’est la seule construction qui, e´tant donne´ un mode`le, n’apparaˆıt
pas comme unique. En effet, contrairement aux autres connecteurs, pas moyen de prouver
l’e´quivalence (en terme de the´orie de la preuve) de deux modalite´s satisfaisant aux re`gles
de l’exponentielle. Pourtant du point de vue logique, elle est au cœur de la magie line´aire
et de sa capacite´ a` de´cortiquer a` peu pre`s n’importe quel formalisme logique. Il paraˆıt donc
important de comprendre comment re´concilier structure cate´gorique et re`gles logiques en
ce point. Dans ce qui suit, nous motivons la recherche du comono¨ıde commutatif libre
meˆme si nous pre´sentons par la suite la construction du mono¨ıde commutatif libre. Cette
construction duale plus canonique en cate´gorie a eu nos faveurs pour une pre´sentation
ge´ne´rale. Le lecteur n’aura qu’a` inverser quelques fle`ches pour retrouver la construction
de l’exponentielle.
Le chemin de la liberte´
Dans un premier temps, regardons ce qui se passe dans un mode`le ou` l’on peut de´finir
plusieurs modalite´s exponentielles, les fameux espaces de cohe´rence.
Le mode`le relationnel. Plus besoin de rappeler cette cate´gorie tarte a` la cre`me (le
lecteur peut se reporter a` [Girard, 1987] s’il n’est pas familier avec ce mets), tant ce mode`le
est a` la base de nombreuses intuitions se´mantiques. Ici encore, il va nous permettre de
comprendre les diffe´rences que peuvent pre´senter deux modalite´s exponentielles au sein
d’un meˆme mode`le. Historiquement, la premie`re modalite´ due a` Girard est de´finie comme
l’ensemble des cliques finies, alors que la modalite´ la plus usite´e maintenant est celle des
multicliques finies. Pourquoi cette pre´fe´rence envers les multi-ensembles ? Il s’ave`re que
ces derniers donnent lieu a` une construction libre alors que la modalite´ avec cliques finies
ne donne lieu qu’a` un comono¨ıde ve´rifiant les proprie´te´s demande´es par la logique line´aire.
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Il semble donc que la construction libre soit une bonne approche a` ce proble`me. En
effet, comme tout objet libre, le comono¨ıde devient alors unique modulo isomorphisme. Il
retrouve alors la qualite´ des constructions structurelles comme le produit tensoriel.
Les cate´gories de Lafont. Dans sa revisite des mode`les cate´goriques de la logique
line´aire [Mellie`s, 2003], Paul-Andre´ Mellie`s rappelle la de´finition de Lafont d’une cate´gorie
syme´trique mono¨ıdale ferme´e avec produits finis et comono¨ıde commutatif libre sur chaque
objet de la cate´gorie. Meˆme si ce formalisme ne capture pas certains mode`les comme celui
susmentionne´ des espaces de cohe´rence avec cliques finies, il pre´sente l’avantage d’eˆtre un
cas pas si particulier et tre`s simple des cate´gories line´aires (re´sultat duˆ a` Bierman). Nous
voila` donc avec un deuxie`me argument pour rechercher des comono¨ıdes commutatifs libres
dans une cate´gorie sense´e capturer la logique line´aire. Reste maintenant a` de´finir un cadre
pour en assurer l’existence et le calculer.
La boˆıte a` outils du cate´goricien
Attention. Dans un souci de clarte´ et de simplicite´, nous conside´rons dans tout ce qui
suit que toutes les colimites mentionne´es existent. Cela e´vite de supposer la cate´gorie
cocomple`te, ce qui est tre`s fort (et faux dans les jeux de Conway), ou de mentionner a`
chaque fois que l’on suppose que la colimite existe, ce qui est tre`s lourd.
Comme annonce´ ci-dessus, nous allons maintenant de´crire des pistes de construction
du mono¨ıde commutatif libre s’appuyant sur des travaux en the´orie des cate´gories. Dans
un premier temps, nous pre´sentons nos travaux pour recomprendre cette construction
dans le cas connu ou` le tenseur commute aux colimites. Nous pre´sentons ensuite un re´-
sultat me´connu de Dubuc [Dubuc, 1974] qui permet d’e´tendre cette construction pour le
mono¨ıde libre dans le cas ou` le tenseur commute aux colimites ϕ-filtre´es (voir annexe).
Nous avons donc duˆ adapter ce re´sultat pour retrouver le mono¨ıde commutatif libre. Enfin,
nous aborderons une possible extension vers une the´orie mono¨ıdale a` l’instar des the´ories
alge´briques de Lawvere.
La revisite d’un cas classique avec les extensions de Kan. Dans le cas ou` le tenseur
commute aux colimites, il est bien connu que le mono¨ıde commutatif libre se construit
par la formule
ΣA =
⊕
n
Sn(A)
ou` Sn(A) est le syme´trise´ de A⊗n. Pour recomprendre cette formule, conside´rons l’exten-
sion de Kan a` gauche (voir annexe) sur S0 (la cate´gorie des ensembles finis et fonctions
ensemblistes) du jeu A vu comme un foncteur mono¨ıdal de B (la cate´gorie des ensembles
finis et fonctions bijectives) dans la cate´gorie C des jeux de Conway.
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C
B
A
OO
J // S0
∃J (A)
__????????????????
Les travaux de Day et Street [Day B., 1995] sur la mono¨ıdalite´ de l’extension de Kan
avec la convolution comme structure mono¨ıdale sur la cate´gorie des foncteurs (voir annexe)
nous donne l’e´quation suivante :
∃J (A ∗B B) ∼= ∃J (A) ∗S0 ∃J(B)
Mais, de manie`re tre`s agre´able, lorsque le tenseur commute avec les colimites, on
obtient
Proposition 6 Si la cate´gorie mono¨ıdale (C,⊗,I) a` un tenseur qui commute aux colim-
ites, alors {
A ∗B B(n) ∼= Sn(A⊕B)
A ∗S0 B(n)
∼= Sn(A)⊗ Sn(B)
Preuve
A ∗B B(n) ≡
∫ m,m′
B(m+m′, n).(Am ⊗Bm
′
)
∼=
⊕
m
S(Am ⊗ Bn−m)
∼= Sn(A⊕ B)
A ∗S0 B(n) ≡
∫ m,m′
S0(m+m
′, n).(Am ⊗ Bm
′
)
∼=
∫ m,m′
(S0(m,n)× S0(m
′, n)).(Am ⊗ Bm
′
)
∼= (
∫ m
S0(m,n).A
m)⊗ (
∫ m
S0(m,n).B
m)
∼= Sn(A)⊗ Sn(B)
2
Ce qui donne donc lorsque applique en 1 (si on note ∃J(A)(1) ≡ ΣA)
Σ(A⊕ B) ∼= ΣA⊗ ΣB (3.1)
On en de´duit alors que ΣA est le mono¨ıde commutatif libre sur A. De plus, la con-
struction canonique des extensions de Kan a` gauche nous redonne la formule
ΣA ≡
⊕
n
Sn(A)
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Regardons maintenant comme illustration, une alternative aux jeux de Conway, les jeux
de Conway synchronise´s.
Jeux de Conway synchronise´s. Malheureusement, le tenseur des jeux de Conway ne
commute pas avec la somme. Pour arranger cela (momentane´ment car ce n’est pas le
mode`le qui nous inte´resse pour le moment), il faut de´finir une version synchronise´e du
tenseur. Nous restons ici dans le domaine de l’intuition car la formalisation ne nous parait
pas ne´cessaire a` la compre´hension.
Lorsque l’on regarde si le tenseur commute avec la somme dans les jeux de Conway
positifs, on s’aperc¸oit que l’on ne peut pas de´crire la strate´gie
A⊗ (B ⊕ C) −→ (A⊗ B)⊕ (A⊗ C)
En effet, lorsque Opposant joue (a` gauche) son premier coup dans A, on ne sait pas quel
jeu entre B et C “sacrifier” (a` droite). Pour re´soudre ce proble`me, il faut passer au tenseur
synchronise´ ⊗s qui demande a` ce que le premier coup soit joue´ dans les deux composantes
en meˆme temps. Ainsi, on obtient l’e´quation
A⊗s (B ⊕ C) ∼= (A⊗s B)⊕ (A⊗s C)
On en de´duit donc dans ce cadre que le mono¨ıde libre se calcule simplement par la formule
susmentionne´e. Cela exprime que dans le cadre synchronise´, Opposant doit annoncer le
nombre de copies qu’il va jouer le reste de la partie. On a donc bien la strate´gie
(ΣA ⊗s ΣA) −→ ΣA
n m
n +m
On ne peut en revanche pas faire la meˆme chose si le tenseur n’est pas synchronise´ car
dans ce cas Joueur ne sait pas combien de copies ouvrir (a` droite).
C’est donc bien la meˆme raison qui brise la structure de mono¨ıde pour ΣA et qui em-
peˆche le tenseur de commuter avec la somme. Voyons comment s’affranchir de ce proble`me.
Une revisite de la construction de Dubuc. Il s’ave`re que le mono¨ıde libre peut
s’obtenir de fac¸on similaire lorsque le tenseur commute uniquement aux colimites ϕ-
filtre´es [Dubuc, 1974]. Pour cela, il faut bien e´videmment e´tendre la cate´gorie sur laquelle
on travaille en une cate´gorie ϕ-filtre´e. Dubuc le re´alise en de´finissant une sorte de cate´-
gorie simpliciale e´tendue aux ordinaux (plus un point particulier −1) ∆ord qui posse`de
l’agre´able proprie´te´ d’eˆtre ϕ-filtre´e pour tout ordinal limite ϕ.
Remarque. Les constructions suivantes s’appliquent uniquement aux objets pointe´s
(ie. avec une fle`che µA : I → A) et au morphisme entre tels objets (ie. f : A → B telle
que µA; f = µB). On a donc pas le mono¨ıde commutatif libre ge´ne´ral, mais une version
restreinte aux objets pointe´s. Cela ne pose pas de proble`me pour les jeux de Conway car
tout mono¨ıde a` une unique fle`che de I dans A.
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Cette construction est malheureusement assez technique lorsque l’on regarde les de´tails
et nous donnons ici une revisite simple de cette construction lorsque ϕ = ω.
Dans ce cas, il suffit de conside´rer la cate´gorie simpliciale usuelle ∆ des entiers et
fonctions croissantes. On proce`de ensuite comme suit
– On prend un objet A dans C pointe´ au sens ou` il y a une fle`che I → A
– On construit un foncteur mono¨ıdale T de ∆ dans C envoyant 0 en I, 1 en A et
l’unique fle`che 0→ 1 dans I → A, ve´rifiant donc
T (m+ n) = T (m)⊗ T (n)
pour m,n entiers
– on pose
TA = colim−−−→(∆
T
−→ C)
De´finissons maintenant
T˜ :
{
∆×∆ → C
(m,n) 7→ T (m+ n) = T (m)⊗ T (n)
En utilisant que le tenseur commute aux colimites filtre´es, on obtient :
TA⊗ TA = colim−−−→(T˜ )
Or, il est clair que le coˆne de TA sur T s’e´tend en un coˆne sur T˜ . L’universalite´ de TA⊗TA
dans la cate´gorie des coˆnes sur T˜ nous fournit la fle`che
TA⊗ TA→ TA
qui, avec la fle`che 1→ TA venant du coˆne, font de TA un mono¨ıde dans C (il faut encore
ve´rifier les deux diagrammes d’un mono¨ıde, diagrammes qui passent tous seuls en utilisant
qu’une colimite est un objet initial dans la cate´gorie des coˆnes).
On peut maintenant statuer sur le the´ore`me suivant.
The´ore`me 1 Le mono¨ıde TA est le mono¨ıde libre sur l’objet pointe´ A
Afin d’obtenir la liberte´ du mono¨ıde, il nous faut prouver le lemme suivant
Lemme 2 Soit M un mono¨ıde avec une fle`che entre objets pointe´s f : A → M . Alors,
on peut construire un coˆne CM sur T .
Preuve Les fle`ches de 1 et A dans M sont de´ja` donne´es (rappelons que M est un
mono¨ıde). La commutation du diagramme
1

// A
~~}}
}}
}}
}}
M
est pre´cise´ment la proprie´te´ requise pour eˆtre une fle`che entre objets pointe´s. Reste a`
construire les fle`ches de An dans M . Rien de plus simple avec la multiplication d
An
fn //Mn
dn //M
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Comme le mono¨ıde n’est pas commutatif, l’ordre d’application de d importe, et nous choi-
sissons une ordre par la gauche. Il est ensuite e´vident graˆce aux proprie´te´s d’un mono¨ıde
que le diagramme
Am
fm

pi // An
fn

Mm
dm

Mn
dn{{xx
xx
xx
xxd
n−m
oo
M
commute pour tout m ≤ n
2
Conside´rons maintenant un mono¨ıde M avec une fle`che entre objets pointe´s f : A→
M . Il existe donc un coˆne CM sur T . On en de´duit qu’il existe une fle`che entre TA et M
qui fait commuter
A

// TA
}}zz
zz
zz
zz
M
dont il nous faut montrer qu’elle est mono¨ıdale.
De la meˆme manie`re que dans le lemme pre´ce´dent, on construit un coˆne de M sur T˜
et un coˆne de M ⊗M sur T˜ . On en de´duit alors que le diagramme
1 // TA

TA⊗ TAoo

1 //M M ⊗Moo
commute, le seul point de´licat e´tant le carre´ de droite dont on montre que les deux fle`ches
sont e´gales car elles factorisent toutes les deux le coˆne de M sur T˜ .
La fle`che entre TA et M venant de la proprie´te´ de colimite est donc mono¨ıdale. Reste
a` montrer qu’elle est unique. Mais e´tant donne´ une fle`che mono¨ıdale entre TA et M , il
est facile de montrer que celle-ci factorise CM , elle est donc unique.
Extension au mono¨ıde commutatif libre. Nous devons maintenant adapter le re´sultat
de Dubuc pour pouvoir de´crire l’exponentielle. A` cette fin, nous changeons de cate´gorie
de base en passant de la cate´gorie simpliciale a` la cate´gorie des injections. Ainsi, on fait
apparaˆıtre les permutations de n dans n repre´sentant la commutation. On note Inj cette
cate´gorie. On suppose toujours que notre cate´gorie C commute aux colimites ω-filtre´es.
Dans ce cadre, on peut e´tendre sans difficulte´s le foncteur T : ∆ → C a` un foncteur
T ′ : Inj → C pour un objet pointe´ A.
De´finissons par anticipation
ΣA = colim−−−→(∆ω
T ′
−→ C)
On va maintenant montrer la proprie´te´ suivante
Proposition 7 ΣA est le mono¨ıde commutatif libre sur A
27
Pour la de´monstration, nous avons besoin de pouvoir e´tendre le coˆne CM sur T en un
coˆne C′M sur T
′ lorsque l’objet sous-jacent est commutatif.
Lemme 3 Soit M un mono¨ıde commutatif une fle`che entre objets pointe´s f : A → M .
Alors le coˆne CM sur T peut eˆtre e´tendu en un coˆne C
′
M sur T
′.
Preuve Comme les domaines de T et T ′ sont identiques, il suffit de montrer que les
permutations sont pre´serve´es par le coˆne (les autres fle`ches sont ensuite de´duites par com-
position). Notre objet M e´tant un mono¨ıde commutatif, on peut donc montrer qu’e´tant
donner une permutation π : An → An, le diagramme
An
pi //
fn

An
fn

Mn
α //
d

Mn
d||xx
xx
xx
xx
M
commute, et ainsi CM s’e´tend naturellement en un coˆne C
′
M sur T
′.
2
Preuve de la proposition 7 Soit un mono¨ıde commutatif M avec une fle`che d’objet
pointe´ f : A→ M . D’apre`s le lemme ci-dessus, M posse`de un coˆne sur T ′. On en de´duit
une fle`che Σf : ΣA → M . Il faut maintenant montrer qu’elle est mono¨ıdale Comme le
tenseur pre´serve les colimites filtre´es, on a les e´galite´s{
TA⊗ TA = colim−−−→(T˜ )
ΣA⊗ ΣA = colim−−−→(T˜
′)
D’apre`s les lemmes pre´ce´dents, on obtient les coˆnes CM et C
′
M de M sur la cate´gorie
simpliciale et injective, ainsi que les coˆnes de M ⊗M sur les cate´gories produits. On peut
donc construire le diagramme
1 // TA

xx
TA⊗ TAoo

yy
1 // ΣA

ΣA⊗ ΣAoo

1 //M M ⊗Moo
dont on de´duit la commutativite´ de l’unicite´ des fle`ches. On a montre´ qu’il y avait une
fle`che mono¨ıdale entre ΣA et M . L’unicite´ vient encore du fait qu’une fle`che mono¨ıdale
entre ces deux objets factorise le coˆne sur M .
ΣA est bien le mono¨ıde commutatif libre.
2
Remarque. Il semble que cette construction peut se ge´ne´raliser aux cate´gories dont le
tenseur ne commute qu’aux colimites ϕ-filtre´es mais la pre´sentation de ce re´sultat ne´cessite
un cadre trop lourd a` mettre en place pour pouvoir apparaˆıtre dans ce rapport.
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Le mono¨ıde commutatif libre vu comme une Σ-alge`bre
libre
Nous mentionnons brie`vement ici la structure monadique qui de´coule de la fonction
sur les objets Σ : A → ΣA. En effet, on peut montrer qu’e´tant donne´e une fle`che entre
deux objets pointe´s f : A→ B, on peut construire une fle`che Σf : ΣA→ ΣB qui fait de
Σ un endofoncteur dans la cate´gorie C.
On sait de´ja` qu’il existe une fle`che µ : A→ ΣA, mais on a aussi le diagramme suivant
(graˆce a` la liberte´)
ΣA

id
{{
ΣA⊗ ΣA

ΣA
On en de´duit que ΣA E ΣΣA (re´traction).
On ve´rifie alors aise´ment que Σ est une monade sur C, ce qui permet de voir les
mono¨ıdes libres comme des Σ-alge`bres libres.
Construction dans les jeux de Conway
Attention. Ce qui suit utilise les re´sultats pre´ce´dents en prenant a` chaque fois les notions
duales. Au lieu de construire le mono¨ıde commutatif libre, on construit le comono¨ıde com-
mutatif libre ; au lieu de regarder les colimites filtre´es, on regarde les limites filtre´es ; etc . . .
Exponentielle. Dans un premier temps, re´sumons ce dont nous avons besoin pour con-
struire le comono¨ıde (commutatif) libre sur un objet A a` l’aide de la construction de
Dubuc. Il faut
– que notre objet A soit pointe´ au sens ou` il posse`de une fle`che A→ I
– que la cate´gorie dans laquelle on travaille ait son tenseur qui commute aux limites
ω-filtre´es pour un certain ω.
– que toutes les limites conside´re´es existent bien dans la cate´gorie.
Comme cela est possible, nous allons construire le comono¨ıde libre pour n’importe quel
objet de C.
Nous partons d’abord d’un objet A ∈ N de la cate´gorie des jeux de Conway ne´gatif .
Celui-ci est e´videmment pointe´ car l’ensemble des parties commenc¸ant par Opposant de
A⊸ I est vide. La strate´gie canonique entre A et I est donc la strate´gie vide. De plus,
comme le tenseur a` un adjoint a` gauche dans CG, il commute aux limites et en particulier
aux limites ω-filtre´es. On sait donc que si la limite du diagramme suivant existe, c’est
notre comono¨ıde commutatif libre
1 Aoo A⊗2

ks A⊗3

_jt . . .
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Cette limite se calcule et on obtient :
!A = S∞(A)
ou` S∞(A) signifie le tenseur infini syme´trise´ de A que l’on peut de´crire comme le jeu
!A = (V!A, E!A, λ!A)
– V!A est l’ensemble des fonctions de N dans VA qui envoient i premiers entiers sur
une position diffe´rente de ⋆A et le reste sur ⋆A (pour un certain i).
– ⋆!A est la fonction constante qui envoie tout le monde sur ⋆A
– Il existe un coup entre deux positions f ,g de !A si ces deux fonctions diffe´rent en un
unique entier i et si (f(i), g(i)) ∈ EA est un coup de A.
Dans ce cas, on pose λ!A(f, g) = λA(f(i), g(i))
Maintenant, essayons de calculer le comono¨ıde commutatif libre sur n’importe quel
objet A ∈ CG. On sait qu’a` priori, A n’a aucune chance d’eˆtre pointe´ dans CG. Il faut donc
travailler avec Neg(A), qui lui est pointe´.
On peut alors de´finir !Neg(A) comme ci-dessus. Nous avons besoin maintenant d’un
lemme auxiliaire pour montrer que cet objet est le bon candidat au comono¨ıde.
Lemme 4 Soit (M, d, e) un comono¨ıde commutatif de CG. Alors M est un jeu de Conway
ne´gatif
Preuve Il suffit de regarder le diagramme
M
d //
d $$I
II
II
II
II
M ⊗M
αM,M

M ⊗M
qui indique que si M posse`de un coup positif, alors la strate´gie doit re´agir en jouant ou
bien a` gauche, ou bien a` droite. Or le morphisme αM,M va renverser ce choix, ce qui
empeˆche le diagramme pre´ce´dant de commuter.
2
Remarque. Ce lemme implique que tout comono¨ıde commutatif a` une fle`che unique dans
I et donc les morphismes entre objets pointe´s co¨ıncident avec les morphismes, ce qui fait
qu’on a` bien construit le comono¨ıde commutatif libre ge´ne´ral.
Reste a` de´montrer la proposition suivante :
Proposition 8 Soit A ∈ CG quelconque. Alors !Neg(A) est le comono¨ıde libre sur A
Preuve Soit un comono¨ıde commutatif M tel qu’il existe un morphisme f : M → A.
Alors, par l’adjonction entre U et Neg, on obtient un morphisme de Neg(f) : M →
Neg(A). On en de´duit qu’il existe un unique morphisme de comono¨ıde !f qui fait com-
muter
M
Neg(f)//
!Neg(f)

Neg(A)
!Neg(A)
d!Neg(A)
88rrrrrrrrrr
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Mais l’adjonction nous permet de comple´ter le diagramme par
M
Neg(f)//
f
""
!Neg(f)

Neg(A)
µ // A
!Neg(A)
88rrrrrrrrrr d!A
44jjjjjjjjjjjjjjjjjjjj
On obtient donc l’existence et l’unicite´ du morphisme de comono¨ıde entre M et !Neg(A)
qui fait commuter le diagramme ci-dessus.
2
Mono¨ıde commutatif libre. Comme le tenseur de la cate´gorie CG posse`de aussi un
adjoint a` droite, on peut de manie`re duale construire le mono¨ıde commutatif libre sur un
objet A en s’appuyant sur la cate´gorie des jeux positifs. On obtient alors la construction
duale de l’exponentielle, a` savoir ?A.
Vers une the´orie mono¨ıdale
Nous aimerions maintenant recomprendre ces travaux en termes d’extensions de Kan,
comme nous l’avons fait dans le cas ou` le tenseur commute avec la somme. Il semble
alors naturel de changer la cate´gorie de base en travaillant avec Inj. Malheureusement,
pour le moment, nous n’arrivons pas a` utiliser la mono¨ıdalite´ de l’extension de Kan par
rapport a` la convolution pour en de´duire que cette extension applique´e en 1 nous donne le
mono¨ıde libre. Il faut comprendre comment utiliser la commutation aux colimites filtre´es
pour pouvoir exprimer la convolution en terme de tenseur comme dans la proposition 6.
Il semble ne´anmoins possible d’e´tablir des encadrements de ces convolutions qui permet-
traient d’obtenir des proprie´te´s a` la limite (car toute sous-cate´gorie infinie de la cate´gorie
Inj voit son foncteur d’inclusion eˆtre final).
Cette dernie`re option semble ne´anmoins ouvrir la voie au de´veloppement d’une the´orie
mono¨ıdale a` l’instar des the´ories alge´briques de Lawvere. En effet, malgre´ nos inves-
tigations, aucune the´orie ge´ne´rale telle que les cate´gories enrichies sur une cate´gorie
mono¨ıdale [Kelly, 1982] ne paraˆıt en mesure de capturer la notion de foncteur mono¨ı-
dal ne´cessaire au de´veloppement de la the´orie susmentionne´e. Il faut ne´anmoins investir
nos prochaines recherches vers la the´orie des ope´rades qui semble re´pondre partiellement
a` notre proble´matique.
Chapitre 4
Un mode`le de logique line´aire
intuitionniste
Pour donner lieu a` un mode`le de logique line´aire intuitionniste, il faut restreindre notre
mode`le a` la partie ne´gative des jeux de Conway. Mais le proble`me qui se pose alors est
de trouver une nouvelle cloˆture car la cate´gorie n’est plus compacte close (le dual n’existe
plus). Heureusement, comme nous l’avons mentionne´ dans le chapitre 1, un re´sultat nous
permet d’exporter automatiquement la fermeture via un adjonction mono¨ıdale.
Petite construction cate´gorique
Nous revenons maintenant sur une proprie´te´ e´nonce´e au chapitre 1
Une adjonction mono¨ıdale donnant lieu a` une cloˆture. Soit (C,⊗C,⊸C) une cate´-
gorie syme´trique mono¨ıdale ferme´e et (D,⊗D) un cate´gorie syme´trique mono¨ıdale. Sup-
posons qu’il existe un foncteur mono¨ıdal fort U : D → C qui est a` la fois plein et fide`le et
qui posse`de un adjoint a` droite F : C → D formant l’adjonction U ⊣ F .
Alors, on peut exporter la fermeture sur C en une fermeture sur D en de´finissant pour
A,B dans D :
A⊸D B = F (U(A)⊸C U(B))
Notons que la plupart du temps, le foncteur U sera le foncteur d’inclusion et F forcera
le fermeture de C a` vivre dans la sous-cate´gorie D.
Preuve
D(B,A⊸D C) ∼= D(B,F (U(A)⊸C U(C)))
∼= C(U(B), U(A)⊸C U(C)) adjonction U ⊣ F
∼= C(U(A)⊗C U(B), U(C)) adjonction ⊗C ⊣⊸C
∼= C(U(A⊗D B), U(C)) mono¨ıdalite forte
∼= D(A⊗D B,C) plein et fide`le
2
Un exemple en logique intuitionniste. Soit C la cate´gorie des formules de logique
line´aire, et D le fragment positif (ie. toutes les formules qui sont des tenseurs d’exponen-
tielles). Il est connu que ! est adjoint a` droite de l’inclusion et donc la cloˆture de C peut
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eˆtre exporte´e en :
A⇒ B = ! (A⊸ B)
Cela donne lieu a` l’un des deux codages de la logique intuitionniste, l’autre e´tant le
fragment ne´gatif avec le fle`che de co-Kleisli !A⊸ B.
Jeux de Conway ne´gatifs
Un jeu de Conway ne´gatif (a` gain) est simplement un jeu de Conway (a` gain) dont tous
les coups initiaux sont ne´gatifs. On note N la sous-cate´gorie des jeux ne´gatifs. Le produit
tensoriel peut eˆtre directement exporte´ car il pre´serve la polarite´ des coups initiaux. Nous
allons utiliser le re´sultat ci-dessus pour obtenir une cloˆture car la cloˆture de CG n’est
e´videmment pas pre´serve´e, notre cate´gorie ne´gative n’ayant pas de dual.
Pour cela, observons que l’inclusion, qui est toujours un foncteur mono¨ıdal fort plein
et fide`le, admet ici un adjoint a` droite en la pre´sence du foncteur Neg : CG → N qui
oublie les parties commenc¸ant par des coups positifs. En effet, il est aise´ de ve´rifier que
UA→ B
A→ Neg(B)
de´finit bien une adjonction. On a alors directement la cloˆture donne´e par
A⊸ B = Neg(A∗ ⊗ B)
Nous pouvons maintenant nous occuper du produit carte´sien.
Produit. Le produit de deux jeux ne´gatifs A et B, note´ A&B est de´fini comme :
– l’ensemble de ses positions est l’union disjointe des positions de A et B dans laquelle
on a identifie´ les deux racines ⋆A et ⋆B en la nouvelle racine ⋆A&B de A&B.
– les coups (ne´cessairement opposants) partant de la racine sont de deux sortes :
⋆A&B →
{
x if (⋆A, x) ∈ EA
y if (⋆B, y) ∈ EB
– les coups partant d’une position x de la composante A (resp. B) sont exactement
les coups partant de x dans A (resp. B) avec la meˆme polarite´
– le gain d’un chemin s dans la composante A (resp. B) est le gain de ce chemin dans
A (resp. B)
Il est aise´ de ve´rifier que cette de´finition satisfait aux proprie´te´s du produit.
exponentielle. Nous avons donne´ au chapitre 3 une construction de l’exponentielle pour
les jeux de Conway. Nous allons ve´rifier ici que la meˆme de´finition donne toujours le
comono¨ıde commutatif libre lorsqu’on se place dans la cate´gorie des jeux a` gain.
Proposition 9 L’objet !A = Sn(A) est le comono¨ıde commutatif libre sur A dans la
cate´gorie de jeux de Conway a` gain
33
Preuve On doit regarder si toute les e´tapes de la construction donnent des strate´gies
gagnantes.
Le seul point de´licat a` ve´rifier est que !A est toujours la limite du diagramme∆ω
T ′
−→ CG,
toutes les autres constructions donnant trivialement lieu a` des strate´gies gagnantes.
Il faut donc montrer pour tout coˆne sur X que l’unique fle`che de X → !A faisant
commuter les coˆnes est une strate´gie gagnante.
Proce´dons par l’absurde et supposons que cette strate´gie joue un chemin t dans une
partie s avec κ+(t) = 0 ∧ κ−(t) > 0. Comme s est ne´cessairement fini, il existe n tel que
pour tout n′ > n, toute les positions de s (qui sont des fonctions) envoient n′ sur ⋆A. En
d’autres termes, on n’a joue´ que sur le jeu X → A⊗n. Or, le diagramme suivant commute
!A //
""D
DD
DD
DD
D X

A⊗n
On en de´duit X → A⊗n est perdante, et donc que le coˆne de de´part n’e´tait pas pris sur
les jeux de Conway a` gain.
2
Cate´gorie line´aire et mode`le de LLI
Nous voulons maintenant montrer que notre cate´gorie de´finit un mode`le correct de
LLI. Pour cela, nous allons passer par la notion de cate´gorie de Lafont
De´finition 3 (Cate´gorie de Lafont) Une cate´gorie de Lafont consiste en
– une cate´gorie syme´trique mono¨ıdale close avec produits finis (C,⊗, 1,&,⊤)
– pour tout objet A ∈ C, l’objet !A est le comono¨ıde commutatif libre sur A
Les cate´gories de Lafont posse`dent malgre´ leur simplicite´ la proprie´te´ que nous recher-
chons.
Proposition 10 Toute cate´gorie de Lafont induit un mode`le correct de logique line´aire
intuitionniste.
Or, tout marche bien dans notre cadre. En effet, la cate´gorie N est syme´trique mono¨ı-
dale close avec produits finis. Elle posse`de de plus un comono¨ıde commutatif libre sur
chacun de ses objets. On en de´duit la proposition suivante
Proposition 11 La cate´gorie des jeux de Conway ne´gatifs a` gain N est une cate´gorie
de Lafont.
On en de´duit alors le the´ore`me qui a motive´ tout ce chapitre
The´ore`me 2 La cate´gorie des jeux de Conway ne´gatifs a` gain N fournit un mode`le
correct de la logique line´aire intuitionniste.
Remarque.
La cate´gorie N ne ne´cessite pas de notion de gain pour eˆtre une cate´gorie de Lafont.
Ne´anmoins, c’est l’opportunite´ offerte par cette notion dans la mode´lisation du controˆle
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qui a motive´ une bonne partie de notre travail. Il ne faut donc pas perdre a` l’esprit que
meˆme si le gain n’apparaˆıt pas dans le prochain chapitre, il reste fondamental dans notre
approche de la se´mantique des langages de programmation.
Nous avons maintenant tous les outils pre´requis a` la construction du mode`le de re´fe´rences
globales et locales qui nous avons en teˆte. Nous allons laisser de coˆte´ la notion de gain car
le controˆle n’apparaˆıt pas encore dans notre langage.
Chapitre 5
Extension a` un mode`le de re´fe´rence
utilisant la trace
Comme nous nous sommes concentre´s sur la cate´gorie des jeux ne´gatifs, il est naturel de
concevoir un langage en appel par nom. En effet, une partie joue´e par une strate´gie entre
deux jeux ne´gatifs commence toujours a` droite ; on peut donc composer une strate´gie
perdante σ : 1 → A avec une strate´gie gagnante τ : A → B et obtenir une strate´gie
gagnante σ; τ . Ceci vient du fait que τ peut se de´sinte´resser de son argument, et ainsi
lui donner un mauvais argument en entre´e ne la de´range pas. C’est typiquement le genre
d’interaction qui a lieu dans un langage en appel par nom.
Il est a` noter que nous pourrions aussi bien de´crire un langage type PCF en appel par
valeur en nous tournant vers la cate´gorie des jeux positifs. A` terme, nous voulons d’ailleurs
de´crire un cadre ou` appel par nom et appel par valeur vivent dans la meˆme cate´gorie et ou`
passer de l’un a` l’autre est transparent. Il nous semble en effet que la distinction appel par
valeur/nom n’est pas fondamentale et que les meˆmes outils alge´briques peuvent expliquer
ces deux cadres de manie`re naturelle.
TracedAlgol : un langage avec re´fe´rences globales et
locales
Comme nous l’avons de´ja` indique´, nous donnons ici un langage avec re´fe´rences mais
sans aliasing. Nous devons donc avoir deux notions de types, les types valeurs A,B et les
types re´fe´rences α, β, pour pouvoir distinguer une valeur et re´fe´rence graˆce au typage.
A,B ::= Unit | Bool | Nat | A→ B | A×B α, β ::= A | ref[A]
Remarque. Cette restriction des re´fe´rences (qui ne peuvent pas pointer sur d’autres
re´fe´rences) permet tout de meˆme de typer des programmes d’ordre supe´rieur arbitraire.
En revanche, on ne rentre pas dans le cadre de l’aliasing, ce qui ferait entrer le langage
dans une classe de complexite´ bien plus grande.
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Les termes du langage sont inspire´s d’Algol :
M,N ::= skip | b | n | x | λx.M | MN | x := M | !x | new x :=M in N
|zero(M)| if M then M1 else M2 | 〈M,N〉 | π1(M) | π2(M) | M ;N
ou` b vaut pour les boole´ens T et F , n repre´sente un entier et x est une variable.
Remarque : new ou let. Nous notons ici le traditionnel terme let x := M in N par
new x := M in N pour rappeler que cette interpre´tation des variables locales nous vient
du travail de Milner sur la se´mantique du ν [Milner, 1994].
Nous divisons le contexte d’interpre´tation en un contexte de variables Γ qui associe a`
chaque variable un type et un contexte de re´fe´rence ∆ qui associe a` chaque re´fe´rence un
type re´fe´rence. Nous supposerons toujours que dom(Γ) ∩ dom(∆) = ∅.
Les re`gles de typage sont donne´es en figure 6
[V ar]
Γ, x : A; ⊢ x : A
[Bool]
Γ; ⊢ b : Bool
[Nat]
Γ; ⊢ n : Nat
[Unit]
Γ; ⊢ skip : Unit
[Abs]
Γ, x : α; ∆ ⊢M : β
Γ;∆ ⊢ λx.M : α→ β
(x /∈ Γ) [App]
Γ;∆ ⊢M : α→ β Γ;∆ ⊢ N : α
Γ;∆ ⊢MN : β
[Trace]
Γ;∆ ⊢M : A Γ;∆, x : ref[A] ⊢ N : β
Γ;∆ ⊢ new x :=M in N : β
(x /∈ ∆) [Weak]
Γ;∆ ⊢M : α
Γ;∆, x : ref[A] ⊢M : α
[Seq]
Γ;∆ ⊢M : Unit Γ;∆ ⊢ N : Unit
Γ;∆ ⊢M ;N : Unit
[Zero]
Γ;∆ ⊢M : Nat
Γ;∆ ⊢ zero(M) : Bool
[If ]
Γ;∆ ⊢M : Bool Γ;∆ ⊢Mi : α(i = 1, 2)
Γ;∆ ⊢ if M then M1 else M2 : α
[Pair]
Γ;∆ ⊢Mi : αi(i = 1, 2)
Γ;∆ ⊢ 〈M1,M2〉 : α1 × α2
[Proj]
Γ;∆ ⊢M : α1 × α2
Γ;∆ ⊢ πi(M) : αi(i = 1, 2)
[Assign]
Γ;∆, x : ref[A] ⊢M : A
Γ; x : ref[A],∆ ⊢ x := M : Unit
[Deref ]
Γ; x : ref[A],∆ ⊢ !x : A
Fig. 6 – Re`gles de typage dans TracedAlgol
Nous allons maintenant donner la se´mantique ope´rationnelle de notre langage. Celle-ci
sera donne´e pour des couples (M,σ) appele´s configurations, ou` M est un programme et
σ est une fonction qui va des re´fe´rences dans les valeurs, que nous appellerons e´tat de
la me´moire. Nous faisons le choix de pre´senter une se´mantique big step car elle forme un
cadre plus agre´able pour l’appel par nom.
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Pour cela, il faut une notion de forme canonique, qui sont les termes de la forme :
V ::= n | b | x | skip | λx.V | 〈V1, V2〉
Lorsque qu’une configuration (M,σ) se re´duit en une configuration canonique (V, σ′),
nous notons
(M,σ) ⇓ (V, σ′)
La figure 7 de´crit inductivement la se´mantique ope´rationnelle de notre langage.
[V alue]
(V, σ) ⇓ (V, σ)
[Lambda]
(M,σ) ⇓ (λx.V ′, σ′) (V ′[N/x], σ′) ⇓ (V, σ′′)
(MN, σ) ⇓ (V, σ′′)
[CondT ]
(M,σ) ⇓ (T, σ′) (M1, σ′) ⇓ (V, σ′′)
( if M then M1 else M2, σ) ⇓ (V, σ′′)
[CondF ]
(M,σ) ⇓ (F, σ′) (M2, σ′) ⇓ (V, σ′′)
( if M then M1 else M2, σ) ⇓ (V, σ′′)
[Seq]
(M,σ) ⇓ (skip, σ′) (N, σ′) ⇓ (skip, σ′′)
(M ;N, σ) ⇓ (skip, σ′′)
[ZeroF ]
(M,σ) ⇓ (n+ 1, σ′)
(zero(M), σ) ⇓ (F, σ′′)
[ZeroT ]
(M,σ) ⇓ (0, σ′)
(zero(M), σ) ⇓ (T, σ′′)
[Trace]
(M,σ) ⇓ (V ′, σ′) (N, σ′ ∪ (x 7→ V ′)) ⇓ (V, σ′′)
( new x := M in N, σ) ⇓ (V, σ′′ \ x)
[Assign]
(M,σ) ⇓ (V, σ′)
(x :=M,σ) ⇓ (skip, σ′ ∪ (x 7→ V ))
[Deref ]
σ(x) = V
(!x, σ) ⇓ (V, σ)
Fig. 7 – Se´mantique ope´rationnelle de TracedAlgol
Interpre´tation dans la cate´gorie des jeux de Conway
ne´gatifs
Nous devons maintenant montrer comment nous interpre´tons ce langage dans la cate´-
gorie de jeux de Conway ne´gatifs a` gain N .
Chaque type valeur est interpre´te´ par un objet JAK ∈ N comme suit :
– JBoolK = Bool
– JNatK = Nat
– JUnitK = 1
– JA×BK = JAK&JBK
– JA→ BK =!JAK⊸ JBK
Le statut d’un type re´fe´rence est un peu diffe´rent car il doit pouvoir a` la fois se situer
dans le co-domaine et le domaine du programme, on en de´duit l’interpre´tation du jugement
de type
Jx1 : A1, . . . , xn : An; y1 : ref[B1], . . . , ym : ref[Bm] ⊢M : αK
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comme un strate´gie
JMK :!JA1K⊗ . . .⊗!JAnK⊗!JB1K⊗ . . .⊗!JBnK →!JB1K⊗ . . .⊗!JBnK⊗ JMK
Donnons maintenant l’interpre´tation des re`gles de typage.
– Les re`gles pour les constantes sont e´videntes
– V ar correspond a` l’identite´ (la strate´gie copycat)
– Abs vient juste de la cloˆture de notre cate´gorie
JΓ;∆ ⊢ λx.M : α→ βK = ΛJΓ, x : α; ∆ ⊢M : βK : JΓK →!JAK⊸ JBK
– App vient de l’e´valuation (la co-unite´ de la cloˆture) et de la co-multiplication de
l’exponentielle
JΓK⊗ J∆K
d
−→ (JΓK⊗ J∆K)⊗ (JΓK⊗ J∆K)→ (JαK⊸ JβK)⊗ JαK
eval
−−→ JβK
– Seq : le terme M ;N correspond juste a` du sucre syntaxique pour new x :=M in N
ou` x n’apparaˆıt pas dans N
– Weak correspond a` l’identite´ car lorsqu’on ajoute une re´fe´rence, elle apparaˆıt des
deux coˆte´s du se´quent
– Pair et Proj sont de´crites par les morphismes lie´s au produit carte´sien
– If est donne´e par la strate´gie qui interroge son argument, exe´cute le premier pro-
gramme si V et le deuxie`me si F
– Zero est interpre´te´e par la strate´gie e´vidente
– Assign va eˆtre interpre´te´e en deux temps :
1. d’abord effacer la valeur courante de la cellule,
2. ensuite remplacer cette valeur par l’interpre´tation de M
Plus pre´cise´ment, le terme M est interpre´te´ par un morphisme
JΓK⊗!JAK⊗ J∆K →!JA′K⊗ J∆K⊗ JA′′K
(Notons que A,A′ et A′′ co¨ıncident dans le mode`le, nous les distinguons uniquement
pour faciliter la lecture de la construction)
Comme tous les objets autres que JA′′K sont des !-coalge`bre, on peut alors appliquer
le foncteur ! et la co-multiplication de ! vue comme une comonade. On obtient
JΓK⊗!JAK ⊗ J∆K →!JA′K⊗ J∆K⊗!JA′′K
(on vient juste d’exprimer la re`gle de promotion en logique line´aire)
On interpre`te x := M en post-composant avec la co-unite´ en A′ puis la permutation
de ∆ et A′′
!JA′K⊗ J∆K⊗!JA′′K → J∆K⊗!JA′′K →!JA′′K⊗ J∆K
On obtient ainsi le morphisme
JΓK⊗!JAK⊗ J∆K →!JA′′K⊗ J∆K
qui interpre`te le se´quent
Γ; x : ref[A],∆ ⊢ x := M : Unit
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– Deref correspond juste a` la duplication de la re´fe´rence par la co-multiplication puis
une permutation (encore une fois, nous distinguons artificiellement les trois copies
A par souci de clarte´)
JΓK⊗!JAK⊗ J∆K →!JA′K⊗ J∆K
d!JA′K
−−−→!JA′K⊗!JA′′K⊗ J∆K
α!JA′′K,JδK
−−−−−→!JA′K⊗ J∆K⊗!JA′′K
– Trace : c’est la` que re´side l’originalite´ de notre interpre´tation. Comme pour l’assig-
nation, on construit, a` partir de l’interpre´tation de M , le terme
JΓK⊗ J∆K → J∆K⊗!JA′′K
que l’on “tensorise” avec l’identite´ !JAK →!JA′K (plus un peu de commutation)
JΓK⊗!JAK⊗ J∆K →!JA′K⊗ J∆K⊗!JA′′K
A` nouveau, on applique la meˆme technique que pour l’assignation en post-composant
avec la co-unite´ en A′ puis la permutation de ∆ et A′′, et on obtient ainsi une
interpre´tation de la cre´ation de la re´fe´rence x stockant la valeur M
JΓK⊗!JAK ⊗ J∆K →!JA′′K⊗ J∆K
On compose ensuite avec l’interpre´tation de N , et on a
JΓK⊗!JAK⊗ J∆K →!JA′′K⊗ J∆K⊗ JβK
Il ne reste plus qu’a` tracer sur !JAK (apre`s permutation) et on obtient l’interpre´tation
souhaite´e du terme
new x := M in N : JΓK⊗ J∆K → J∆K⊗ JβK
Remarque. Il est e´vident que l’interpre´tation donne´e est stable par contexte.
Correction E´quationnelle
Nous de´crivons d’abord la notion usuelle d’e´quivalence observationnelle pour laquelle
nous voulons un re´sultat de correction du mode`le.
Soit M un terme clos et sans emplacement me´moire libre de TracedAlgol. On note
M ⇓ si M est typable et (M, ∅) ⇓ (V, σ) pour un certain terme V .
De´finition 4 (e´quivalence observationnelle) Soit M et N deux termes. Alors M et
N sont e´quivalents observationnellement, note´ M ≃ N , ssi pour tout contexte C[−] tel
que C[M ] et C[N ] sont clos et sans emplacement me´moire libre, on a C[M ] ⇓ ssi C[N ] ⇓
Il est notable que la condition C[M ] ⇓ ssi C[N ] ⇓ suffise a` s’assurer que, si M et N se
re´duisent en des valeurs, celles-ci sont identiques (graˆce au test en ze´ro et au if).
Pour alle´ger la notation dans ce qui suit, nous noterons new x := V1, y := V2 in M
pour new x := V1 in ( new y := V2 in M). De la meˆme manie`re, e´tant donne´ un e´tat de
la me´moire σ, on note new σ in M le terme new x1 := σ(x1), . . . , xn := σ(xn) in M ou`
les xi parcourent les e´tats interpre´te´s par σ.
Dans la ligne´e des preuves de correction en se´mantique des jeux [Abramsky et al., 1998],
nous de´composons la preuve de correction e´quationnelle en deux e´tapes : correction et
ade´quation.
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Lemme 5 (correction) Soit M un terme. Si (M,σ) ⇓ (V, σ′), alors J new σ in MK =
J new σ′ in V K
Preuve On ope`re par une induction standard sur la de´rivation de (M,σ) ⇓ (V, σ′) en
utilisant les e´quations de la figure 8 et la relation
JΓ;∆ ⊢ new x := V in (λy.M)(!x)K = JΓ;∆ ⊢ new x := V in (λy.M)V K
dont la validite´ est assure´e en e´tudiant pre´cise´ment le comportement de la strate´gie d’e´-
valuation vis-a`-vis des re´fe´rences.
2
JΓ;∆ ⊢ new x := V1, y := V2 in MK = JΓ;∆ ⊢ new y := V2, x := V1 in MK
JΓ; x : ref[A],∆ ⊢ new y := V2 in x := V1;MK = JΓ; x : ref[A],∆ ⊢ x := V1; new y := V2 in MK
JΓ;∆ ⊢ new x := V1, x := V2 in MK = JΓ;∆ ⊢ new x := V2 in MK
Fig. 8 – E´quations concernant les re´fe´rences locales
Nous avons besoin d’une sorte de re´ciproque appele´ ade´quation
Lemme 6 (Ade´quation) Pour tout terme clos M , si JMK 6= ⊥ alors M ⇓
La preuve s’appuie sur une longue e´tude des parties d’une strate´gie non vide. De telles
parties proviennent de l’interaction de plusieurs parties provenant des sous termes de M .
La taille de cette interaction forme le limon d’une re´currence.
Il nous est maintenant possible de statuer sur la correction de notre mode`le
The´ore`me 3 (Correction E´quationnelle) Si M et N sont des termes du meˆme type
et JMK = JNK, alors M ≃ N
Preuve Soit C[−] tel que C[M ] et C[N ] sont clos et sans emplacement me´moire libre.
Par syme´trie, il nous suffit de montrer que (C[M ] ⇓)⇒ (C[N ] ⇓).
C[M ] ⇓ signifie qu’il existe σ, V tel que (C[M ], ∅) ⇓ (V, σ). On de´duit de la correc-
tion que JC[M ]K = J new σ in V K Comme l’interpre´tation est stable par contexte, on a
ne´cessairement JC[N ]K = J new σ in V K.
Ceci donne une interpre´tation non vide pour C[N ], de laquelle on de´duit via l’ade´qua-
tion C[N ] ⇓
2
Conclusion et travaux futurs
Lors de ce stage de DEA (qui dura de manie`re inhabituelle un peu plus d’un an), nous
nous sommes fixe´ pour but la compre´hension se´mantique des langages avec re´fe´rences a`
travers un cadre alge´brique. Ceci dans l’espoir d’e´tendre l’isomorphisme de Curry-Howard
aux langages de programmation impe´ratifs.
Bien e´videmment, ce programme ambitieux n’est pas encore abouti, mais nous avons
tout de meˆme de´veloppe´ plusieurs outils importants nous permettant de nous en ap-
procher.
1. Nous avons construit un mode`le de se´mantique des jeux parenthe´se´s de logique
line´aire intuitionniste disposant de plus d’un ope´rateur de trace. Pour cela, nous
avons utilise´ le mode`le des jeux de Conway, augmente´ avec une notion de gain de´finie
de manie`re axiomatique, rapprochant le gain a` la notion de distance dans un espace
ge´ome´trique. Ce mode`le tre`s riche peut eˆtre a` la base de nombreux travaux se´man-
tiques car les intuitions usuelles en matie`re d’ope´rateurs logiques ou cate´goriques
s’y expriment fort bien.
2. Nous avons donne´ un cadre cate´gorique pour la construction du comono¨ıde com-
mutatif libre, que nous avons utilise´ pour obtenir l’exponentielle sur les jeux de
Conway a` gain. Cette technique devrait ouvrir la porte a` de multiples constructions
de l’exponentielle dans des cadres ou` sa de´finition “a` la main” n’est pas toujours
accessibles. On pourra aussi s’en servir pour mieux comprendre son existence et sa
de´finition dans certains cadres se´mantiques.
3. Nous avons utilise´ notre nouveau cadre pour de´crire un mode`le d’un langage de
type Algol avec fonctionnelle d’ordre supe´rieur. Le mode`le de´fini de´pend plus des
proprie´te´s cate´goriques qu’il ve´rifie, que de ses proprie´te´s intrinse`ques. Nous pouvons
donc conside´rer que nous avons de´crit un mode`le cate´gorique de notre langage avec
re´fe´rence.
Dans un futur proche, nous voulons recomprendre notre construction de l’exponentielle
en terme d’extension de Kan dans une the´orie mono¨ıdale. Nous avons aussi pour projet
de fusionner notre mode`le avec celui des jeux asynchrones afin d’avoir en notre possession
toute la puissance de ce cadre. Enfin, nous espe´rons utiliser notre travail pour obtenir
un mode`le de langage impe´ratif avec aliasing, et meˆme avoir un cadre se´mantique unifie´
capturant aussi bien langages de haut que de bas niveau.
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Annexes
Les lecteurs n’e´tant pas familie´ avec la the´orie des cate´gories sont rapporte´s a` l’incon-
tournable re´fe´rence [Mac Lane, 1971] pour la de´couverte de ce magnifique champ mathe´-
matique. Nous pre´sentons ici les notions les moins usuelles aborde´es dans cette recherche.
Cate´gorie mono¨ıdale trace´e
Une cate´gorie syme´trique mono¨ıdale trace´e [Joyal et al., 1996] est une SMC (C,⊗, I, s)
munie d’une famille de fonction
TrX :
X ⊗ A −→ X ⊗B
A −→ B
ve´rifiant les axiomes suivants :
– Naturality : TrX(idX ⊗ g; f ; idX ⊗ h) = g;TrXf ; h
– Strength : TrX(f ⊗ g) = TrXf ⊗ g
– Symmetry sliding : TrX(TrY (f ; cXY ⊗ idB)) = TrY (TrX(cXY ⊗ idA; f))
– Yanking : TrX(cXX) = 1X
Un exemple de cate´gorie mono¨ıdale trace´e
Nous mentionnons un exemple important de cate´gorie syme´trique mono¨ıdale trace´e.
En effet, cette cate´gorie donne un ope´rateur de trace pour la se´mantique statique associe´e
a` la dynamique des jeux de Conway.
Soit la cate´gorie Rel des ensembles avec relations, munie du produit tensoriel de´fini
sur les objets comme le produit carte´sien des ensembles et sur les relations par 〈x, y〉(R×
R′)〈x′, y′〉 ssi xRy et x′Ry′. Remarquons que ceci ne de´finit pas un produit au sens cate´-
gorique. Pour R : X ×A→ X × B, on de´finit TrXR : A→ B via :
a(TrXR)b⇔ ∃x ∈ X. 〈x, a〉R〈x, b〉
On en de´duit que 〈Rel,×, T r〉 est une cate´gorie trace´e.
Extension de Kan
Si A est un sous-ensemble de B, une fonction A : A → C vers un ensemble non vide C
peut eˆtre e´tendue sur B de beaucoup de manie`res, mais il n’y a pas de fac¸on canonique
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de le faire. Cependant, si A est une sous cate´gorie de B, tout foncteur A : A → C
posse`de en principe deux extensions canoniques (ou extreˆmes) de A vers des foncteurs
L,R : B → C. Ces extensions sont caracte´rise´es par l’universalite´ de transformations
naturelles approprie´es ; elles n’existent pas toujours mais on peut les calculer lorsque
la cate´gorie A est “petite” et lorsque C est bi-comple`te. Nous ne pre´sentons ici que la
de´finition de l’extension de Kan a` gauche.
On part d’un foncteur J : A → B qui fait intuitivement de la cate´gorie A une cate´gorie
“incluse” dans B. Le proble`me est alors e´tant donne´ un foncteur K : A → C de trouver
l’extension naturelle ∃JA : B → C munie d’une transformation naturelle ǫ : A→ (∃JA)◦J
universelle au sens ou` pour tout autre couple S, α : A → S ◦ J , il existe une unique
transformation naturelle σ : ∃JA→ S tel que α = σJ · ǫ
∃JA
S
J
A
α = σJ · ǫ
B
ǫ·
σ·
C
A
Fig. A.1 – Extension de Kan a` gauche
Convolution entre deux foncteurs d’une cate´gorie mono¨ı-
dale dans un cate´gorie cocomple`te
Si C est une cate´gorie mono¨ıdale cocomple`te et A est un cate´gorie mono¨ıdale “petite”,
alors on peut munir la cate´gorie des foncteurs [A, C] d’une convolution mono¨ıdale donne´e
par
F ∗G =
∫ A,A′
A(A⊗ A′,−)⊗ (FA⊗GA′)
Cate´gories ω-filtre´es et colimites
Une cate´gorie C est ω-filtre´e si
– Pour tous objets A,B, il existe C tel que
A
**
C
B
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– Pour toutes fle`ches f, g : A→ B, il existe une fle`che h : B → C tel que le diagramme
B h
**
A
f 55jjjjjjj
g **TT
TTT
TT C
B h
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commute.
Une colimite est dite filtre´e si elle est calcule´e sur une cate´gorie ω-filtre´e.
Traditionnellement, les colimites n’e´taient calcule´es que sur de pre´ordres dirige´s, qui
ont ensuite e´te´ e´tendus a` la notion de cate´gories filtre´es. Cette restriction s’est ave´re´e
finalement inutile, mais le concept de colimites filtre´es a` garder son inte´reˆt par la formule
d’inversion de l’ordre d’application entre colimites filtre´es et limites finies. Dans notre tra-
vail, nous avons regarde´ des cate´gories mono¨ıdales dont le tenseur commute aux colimites
filtre´es.
