In this paper, we present improved polynomial time algorithms for the max flow problem defined on sparse networks with n nodes and m arcs. We show how to solve the max flow problem in O(nm + m 31/16 log 2 n) time. In the case that m = O(n 1.06 ), this improves upon the best previous algorithm due to King, Rao, and Tarjan, who solved the max flow problem in O(nm log m/(n log n) n) time. This establishes that the max flow problem is solvable in O(nm) time for all values of n and m. In the case that m = O(n), we improve the running time to O(n 2 / log n).
INTRODUCTION
Network flow problems form an important class of optimization problems and are central problems in operations research, computer science, and combinatorial optimization. A special network flow problem, the max flow problem, has been widely investigated since the seminal research of Ford and Fulkerson in the 1950s. The max flow problem has applications in transportation, logistics, telecommunications, and scheduling. Numerous efficient algorithms for this problem exist including [4] and [3] . A comprehensive discussion of such algorithms and applications can be found in [1] .
We consider the max flow problem on a directed graph with n nodes, m arcs, and integer valued arc capacities uij (possibly infinite), in which the largest finite capacity Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. is bounded by U . The fastest strongly polynomial time algorithm is due to King et al. [9] . Its running time is O(nm log m/(n log n) n). When m = Ω(n 1+ ) for any positive constant , the running time is O(nm). When m = O(n log n), the running time is O(nm log n). The fastest weakly polynomial time algorithm is due to Goldberg and Rao [7] . Their algorithm solves the max flow problem as a sequence of O(log U ) scaling phases, each of which transforms a ∆-optimal flow into a ∆/2-optimal flow. The running time per scaling phase is O(Λm log(n 2 /m)), where Λ = min{n 2/3 , m 1/2 }.
Our contribution.
We show that the max flow problem can be solved in O(nm + m 31/16 log 2 n) time. When m = O(n (16/15)− ), this running time is O(nm). Because the algorithm by King et al. [9] solves the max flow problem in O(nm) time for m > n 1+ , our improvement establishes that the max flow problem can be solved in O(nm) time for all n and m. We also develop an O(n 2 / log n) algorithm for max flow problems in which m = O(n).
Our algorithm solves the max flow problem as a sequence of improvement phases, similar to the scaling phases in the Goldberg-Rao algorithm. In the case that log U ≤ m 7/16 , the Goldberg-Rao algorithm already runs in O(m 31/16 ) time.
(The O notation ignores log factors of m and n). In the case that log U > m 7/16 , we reduce the time at an improvement phase by running the Goldberg-Rao scaling phase on a smaller network called the "compact network", where the average number of nodes per improvement phase is C = O(m/ log U ). The time to run the Goldberg-Rao scaling phase on a network with at most C nodes and O(C 2 ) arcs is O(C 7/3 ) time. A first-order approximation in the case that log U ≥ m 7/16 implies that the total running time over all phases is O(C 7/3 log U ) = O(m 7/3 log −4/3 U ) = O(m 31/16 ). The compact network is obtained from the original network through two operations: contraction and compaction. Contraction is a standard operation used in strongly polynomial time (and other) algorithms. One can contract a directed cycle if each of its arcs has a residual capacity larger than the max residual flow in the network. "Compaction" is new to this paper. The idea underlying compaction is the following. Suppose that every arc incident to node j has infinite (or sufficiently large) capacity. One can then eliminate node j and replace each pair of arcs (i, j) and (j, k) by an arc (i, k) with infinite capacity. Every flow in the compact network has a corresponding flow with the same flow value in the original graph.
In order to create the compact networks efficiently, one needs to dynamically maintain the transitive closure of the subnetwork of G containing arcs with large residual capacity. We rely on Italian's [8] algorithm in order to maintain the dynamic transitive closure in O(nm) time. This is a bottleneck operation for our algorithm. When m = O(n), dynamic transitive closure can be replaced by static dynamic closures, and the running time can be improved by a factor of log n.
Our paper is organized as follows. In Section 2, we provide preliminary notation and definitions. Section 3 reviews how to solve the max flow problem as a sequence of improvement phases. Section 4 reviews contraction. In Sections 5 and 6, we define the compact network and analyze its properties. In Section 7, we show how to find the max flow in sparse networks in O(nm) time. Section 8 shows how to improve the running time by a factor of log n in the case that m = O(n). The appendices justifies the running times of the procedures that rely on the dynamic trees data structure.
PRELIMINARIES
We consider the max flow problem in a network G = (N, A). There are two distinguished nodes in N : a source s and a sink t. A single commodity must be routed through G from s to t. The arcs incident to s or t are referred to as external arcs. The remaining arcs are called internal arcs. A node i is internal if i = s and i = t. To simplify notation, we assume without loss of generality that whenever an internal arc (i, j) is in A, arc (j, i) is also in A, possibly with a capacity of 0. For every internal node i, we assume that (s, i) and (i, t) are in A.
To contract an arc (i, j) is to replace the nodes i and j by a single new node, referred to as the contracted node. Any arc that was formerly incident to node i or j before contraction is incident to the contracted node subsequently. Contraction is a standard operation in graph and network algorithms.
A flow is a function x : A → R+ ∪ {0} that satisfies the flow conservation constraints; that is,
A flow x is called feasible if it obeys the capacity constraints, that is, xij ≤ uij for each arc (i, j) ∈ A. We refer to xij as the flow on arc (i, j). The value of a flow x is the net flow out of the source, which is equal to the net flow into the sink. In a max flow problem, one seeks a feasible flow whose value is maximum.
Suppose that x is a feasible flow. For each internal node i, the residual capacity of arc (s, i) is rsi = usi − xsi. The residual capacity of arc (i, t) is rit = uit − xit. For each internal arc (i, j) ∈ A, rij = uij + xji − xij. The residual capacity expresses how much additional flow can be sent from i to j, starting with the flow x. We let r[x] denote the vector of residual capacities. Often, we will denote the residual capacities more briefly as r. The residual network is denoted G [r] . The arcs (i, s) and (t, i) are not present in G and they are also not present in G [r] .
An s-t cut is a partition of the node set N into two parts, S and T , such that s ∈ S and t ∈ T . We denote the cut
The forward arcs of the cut will be denoted as (S, T ). 
IMPROVEMENT PHASES
Our algorithm solves the max flow problem as a sequence of improvement phases. The input for an improvement phase is a flow x, a vector r = r[x] of residual capacities, and an s-t cut [S, T ]. We typically denote the input for an improvement phase as the triple (r, S, T ). We refer to the phase as the ∆-improvement phase, where ∆ = r(S, T ). Thus ∆ is an upper bound on the maximum residual flow from s to t. We refer to ∆ as the flow bound for the improvement phase.
Associated with the ∆-improvement phase is the "compactness parameter" Γ, where Γ ≤ ∆. We explain this parameter in Section 6. The output of the ∆-improvement phase is a flow x , a vector r = r[x ] of residual capacities and an s-t cut (S , T ) such that r (S , T ) ≤ Γ/(8m). At the next improvement phase, the flow bound ∆ = r (S , T ). Often, Γ = ∆. Even in this case, ∆ ≤ ∆/(8m). That is, the flow bound improves by at least a factor of 8m at each phase.
ABUNDANT ARCS AND CONTRACTION
Let (r, S, T ) be the input for an improvement phase, and let ∆ = r(S, T ). An arc (i, j) is called ∆-abundant if rij ≥ 2∆. We sometimes refer to it as abundant if ∆ is obvious from context. The change in flow in any arc is at most ∆ during the ∆-improvement phase, and thus its ending residual capacity is at least ∆, which in turn is greater than 2∆ , where ∆ = r (S , T ), and (r , S , T ) is the input for some subsequent improvement phase. Therefore, the following lemma is true. Each improvement phase begins and ends with a flow on the original network. At the beginning of an improvement phase, the original network may be replaced by a smaller network called the "compact network." This compact network is expanded at the end of the improvement phase. Abundant arcs play an important role in contraction, as described in this section, and in compaction, as described in Sections 5 and 6.
The abundance graph is a subgraph of G. Its node set is N and its arc set is the set of abundant arcs. We denote it as G ab . By Lemma 2, once an arc becomes abundant, it remains abundant. The abundance graph increases dynamically over time.
An arc (i, j) is in the transitive closure of G ab if there is a directed path in G ab from node i to node j. Our algorithm maintains the transitive closure of G ab over all iterations. This may be accomplished in O(nm) time using Italiano's [8] algorithm for dynamically maintaining the transitive closure of a graph. This algorithm does not require the original graph to be acyclic.
If there is an abundant path from node i to node j, we denote it as i ⇒ j. The transitive closure algorithm maintains a matrix M. If i ⇒ j, then Mij is the node that precedes j on some path in G ab from i to j. The time it takes to reconstruct a path P from the matrix M is O(|P |).
At the beginning of an improvement phase, the algorithm contracts directed cycles of the abundance graph. It also contracts abundant external arcs. At the end of the improvement phase, the algorithm expands these contracted cycles and contracted external arcs. Any feasible flow in the contracted graph can be expanded to a flow in the original graph with the same flow value.
The total time for contraction in an improvement phase is O(m). The time for expansion of contracted cycles is also O(m). We will show in Section 7 that the number of improvement phases is bounded by O(m 2/3 ). Therefore, contraction of cycles and their expansion will not be a bottleneck operation. For more details on contraction and expansion of cycles, see Goldberg and Rao [7] .
COMPACTIBLE AND CRITICAL NODES
Our algorithm's improved running time is achieved by finding flows on the Γ-compact network, which we describe in this section and the next. We also show that the number of nodes in Γ-compact networks over all improvement phases is O(m).
Recall that rij + rji = uij + uji. Suppose that (r, S, T ) is the input at the beginning of the ∆-improvement phase, immediately subsequent to contracting abundant cycles and abundant external arcs.
We then partition the set of arcs into four subsets, which are defined with respect to the compactness parameter Γ. The algorithm selects the parameter Γ as part of the max flow algorithm in Section 7. In each improvement phase, Γ ≤ ∆, which is the flow bound.
An
The third subset of arcs is the set of abundant arcs, which we denote as A ab . Because we have contracted abundant
Finally, we say that an arc (i, j) is called anti-abundant at the ∆-improvement phase if (j, i) is abundant (and thus (i, j) is not abundant). We let A −ab denote the set of antiabundant arcs at the beginning of the ∆-improvement phase.
We let the termsrout andrin refer to the total residual capacity out of a node and the total residual capacity into a node as restricted to the anti-abundant arcs.r
We say that a node j is Γ-critical if it is incident to a Γ-medium arc or if |rout(j) −rin(j)| > Γ/(16m 2 ). If a node is not Γ-critical, we refer to it as Γ-compactible.
The algorithm will create a "compact network" in which every node is Γ-critical, and thus all of the compactible nodes have been eliminated. We will later show how a nearly optimal flow on this compact network can be transformed into a nearly optimal flow on the original network. We first bound the number of Γ-critical nodes over all improvement phases.
Let ∆ and Γ denote the flow bound and compactness parameter at an improvement phase. Recall that Γ ≤ ∆. Let ∆ be the flow bound at the end of the improvement phase (and thus at the beginning of the next phase). Our algorithm satisfies the following important property at each improvement phase: ∆ ≤ Γ/(8m). We refer to this as the improvement property, and we prove that it is always satisfied in Section 6.
Theorem 1. Suppose that each improvement phase satisfies the improvement property. Then the number of Γ-critical nodes over all improvement phases is O(m).
Proof. We first claim that the number of Γ-medium capacity arcs over all improvement phases is O(m). In fact, we will show that an arc can have medium capacity for at most 3 consecutive phases. Suppose that arc (i, j) has Γ-medium capacity at an improvement phase. Then uij +uji ≥ Γ/(64m 3 ). Let ∆ be the flow bound at the next phase.
. If ∆ * is the flow bound two phases after ∆ , then uij + uji ≥ 8∆ * . In this case (i, j) or (j, i) is ∆ * -abundant, and (i, j) is no longer of medium capacity.
We next consider the remaining critical nodes, which we will refer to as "special nodes". Let Γ be the compactness parameter at the ∆-improvement phase. Let ∆ * be flow bound four phases later. We say that j is Γ-special if it is Γ-critical and if it is not incident to an arc that has Γ-medium capacity. If node j is Γ-special, we will show that there is some node k such that (j, k) and (k, j) are both ∆ * -abundant, and hence will be contracted within four phases. This will complete the proof that there are O(m) Γ-critical nodes over all improvement phases.
If (j, k) and (k, j) are both abundant, we say that (j, k) (and also (k, j)) is doubly-abundant. Let r * and y be the residual capacities and flows at the beginning of the ∆ * -improvement phase. We assume that the flow vector y is expressed with respect to the residual capacities r. That is, 0 ≤ y ik ≤ r ik for all arcs (i, k) ∈ A, and r * ik = r ik − y ik + y ki . By Lemma 2, any ∆-abundant arc is also ∆ * -abundant. Also, if r * ik > Γ/(64m 3 ), then r * ik > 8∆ * , and (i, k) is ∆ * -abundant. We now consider the case that there is some ∆-abundant arc (j, k) such that y jk > Γ/(64m 3 ). In this case, since r * kj ≥ y jk , (j, k) and (k, j) are both ∆ * -abundant. Similarly, if (k, j) is ∆-abundant and if y kj > Γ/(64m 3 ), then (j, k) and (k, j) are both ∆ * -abundant. The remaining case to consider is the case in which there is no ∆-abundant arc incident to node j that has flow greater than Γ/(64m 3 ). By assumption,
We consider the case thatrout(j) −rin(j) > Γ/(16m 2 ). The other case can be proved similarly. Then
The inequality of the second line follows from the fact that every arc incident to node j is either anti-abundant, abundant, or of small capacity. The first term in the third line is true because yij ≤ rij . The second term in the third line is true because we have assumed that yij ≤ Γ/(64m
* -abundant, completing the proof.
THE COMPACT NETWORK
In the case that the number of ∆-critical nodes is sufficiently small (fewer than m 9/16 ), our algorithm will replace the residual network by the "compact network" in which every node is Γ-critical. The Γ-compactible nodes do not appear in the compact network. In this section, we describe the arcs of the compact network, which we denote as A c . At the beginning of the improvement phase, the algorithm first contracts abundant cycles as well as the abundant external arcs. As before, we let (r, S, T ) denote the input after contraction. We let N c denote the set of Γ-critical nodes. There are three types of arcs that comprise A c , which we denote as A 1 ∪A 2 ∪A 3 . We let r c denote the vector of residual capacities of arcs in A c . The arcs in A 1 are "original" arcs. Suppose that P is a path in the residual network, and let q(P ) denote its (positive) residual capacity with respect to vector q. We say that P has transferrable capacity if the following is true: (i) the first and last nodes of P are Γ-critical, (ii) the remaining nodes of P are Γ-compactible, and (iii) all arcs of P are anti-abundant.
Procedure transfer-capacity iteratively identifies paths with transferrable capacity and then adds anti-abundant pseudoarc to A 3 . The capacity r c ij of the pseudo-arc (i, j) is q(P ). After creating the pseudo-arc (i, j), for each arc (k, ) of P , q k is reduced by r c ij . At the end of the procedure, all of the pseudo-arcs from node i to node j are aggregated (by summing capacities) into a single pseudo-arc (i, j).
Procedure transfer-capacity(r,
use depth first search to find a path P that 07.
starts at node i and ends 08.
at a node such that ∈ N c or 09.
has no outgoing arc (or both); 10.
for all (j, k) ∈ P , q jk := q jk − δ. 13.
delete each arc (j, k) from H such that q jk = 0. 14.
for all pairs of nodes i, j ∈ N c , aggregate all 15. arcs in A 3 from i to j into a single arc (i, j).
All paths in the procedure transfer-capacity consist entirely of anti-abundant arcs. In line 11, the procedure transfers residual capacity from a path P to a pseudo-arc in A c provided that both endpoints of the path are critical. If both endpoints of P were not critical, then no pseudo-arc is created. In this case, we say that δ units of residual capacity were lost. We note that lines 14 and 15 are needed to ensure that
. We next prove four lemmas concerning the compact network followed by two theorems. The first theorem implies that an approximately optimal flow in the compact network induces an approximately optimal flow in the original network. The second theorem bounds the running time for creating the compact networks. In the following section, we analyze the time it takes to transform flows from the compact network to the original network.
The first lemma bounds the amount of lost capacity. The second lemma shows that a flow with value α in the compact network induces a flow with value α in the residual network. The third lemma is a technical lemma concerning the paths involved in the procedure transfer-capacity. This lemma is needed in the proof of the fourth lemma, which shows that for all β < 2∆, a cut of capacity at most β in the compact network induces a cut of capacity at most β + Γ/(16m) in the residual network.
We let P ∪ Q denote the set of paths created in Procedure transfer-capacity(r, Γ). The set P is the subset of paths that begin and end at Γ-critical nodes. The set Q is the subset of paths that begin or end at Γ-compactible nodes. All the capacity from paths in Q is lost.
Each of the following lemmas restricts attention to s-t cuts [S , T ] such that no forward arc is abundant. The flow bound at the improvement phase is less than ∆. There is no need to consider s-t cuts with an abundant arc, which would have residual capacity greater than 2∆.
If P is a path whose capacity was lost (and thus not transferred), then the residual capacity of a cut in G c may be less than the residual capacity of the corresponding cut in G [r] . The next lemma bounds the lost capacity.
Lemma 3. The total amount of residual capacity that is lost when running procedure transfer-capacity(r, Γ) is less than Γ/(16m).
Proof. Capacity is lost when the path created in lines 6 to 10 is in Q, and thus the path begins or ends at a Γ-compactible node. We next bound the residual capacities of paths of Q beginning or ending at a Γ-compactible node j.
Let q out(j) (resp., q in(j) ) denote the residual capacity out of (resp., into) node j for capacity vector q at some iteration of the procedure transfer-capacity. Let Φ(j, q) = qout(j) − qin(j). At the beginning of the procedure, |Φ(j, q)| = |rout(j)− rin(j)| ≤ Γ/(16m 2 ). At the end of the procedure Φ(j, q) = 0 because qout(j) = qin(j) = 0.
Consider first the case thatrout(j)−rin(j) > 0. Note that Φ(j, q) does not change when capacity is transferred from a path in P. The node j cannot begin a path in line 5 of the procedure until qin(j) = 0. When j is selected for the first time in line 5, qout(j) =rout(j) −rin(j) ≤ Γ/(16m 2 ). Thus, the total amount of flow that is lost because of a path that begins at node j is at most Γ/(16m 2 ). A similar argument shows that the total amount of flow that is lost because of a path that ends at a Γ-compactible node is at most Γ/(16m 2 ). We conclude that the total lost flow is less than nΓ/(16m 2 ), which is less than Γ/(16m). Recall that in the last step of Procedure transfercapacity, we aggregated one or more anti-abundant pseudoarcs into a single arc (i, j). Thus yij is the sum of flows of one or more pseudo-arcs from i to j created in Procedure transfer-capacity. In order to transform yij into flows in G[r], we apply an inverse version of transfer-capacity. This leads to sending flow on the union of those paths in G[r] that led to the creation of anti-abundant pseudo-arcs. We provide implementation details on sending flow on the anti-abundant path(s) in Appendix B. We show that the running time for the anti-abundant paths is O(m log n) per improvement phase.
We refer to y as the flow induced by y. The following lemma follows from the construction of the induced flows.
Lemma 4. Suppose that y is flow of α units from s to t in the compact network. Let y be the flow induced by y. Then y is a flow of α units from s to t.
The following lemma states that each anti-abundant path P includes at most one forward arc of an s-t cut, assuming that no forward arc of the cut is abundant. If P had two forward arcs of the cut, then it would also contain a backward arc (j, k) of the cut, and (k, j) would be abundant.
Lemma 5. Suppose that P ∈ P ∪ Q is a path from node i to node j. Suppose further that [S , T ] is an s-t cut with no abundant forward arc. If i ∈ S and if j ∈ T , then P has exactly one arc in (S , T ). If i / ∈ S or j / ∈ T , then no arc of P is in (S , T ).
We will rely on Lemma 5 in proving Lemma 6, which is the next lemma.
We next define types of correspondences between cuts in the compact network and cuts in G [r] 
Proof. Our proof partitions the set (S c , T c ) of forward arcs according as to whether the arc is an original arc or not. The original arcs were in A 1 , and they are also in (S , T ). The arcs of (S c , T c ) \ A 1 are all anti-abundant pseudo-arcs that were created in the procedure transfer-capacity.
We will show that 0 ≤ D ≤ Γ/16m. We first note that we the arcs in A 1 contribute the same amount to r(S , T ) and to r c (S c , T c ). Accordingly,
We now consider the arcs in (S , T )\A 1 . Each of these are anti-abundant arcs whose capacity was transferred or lost in the procedure transfer-capacity. Let PF and QF denote the subsets of paths of P and Q that contain an arc of (S , T ). By Lemma 5, each path of PF ∪ QF contains exactly one arc of (S , T ). Therefore,
Each path P ∈ PF transferred its capacity to an antiabundant pseudo-arc in (S c , T c ). Therefore,
Each path P ∈ QF resulted in lost capacity. Thus by Lemma 3,
By (1) to (4), we conclude that 0 ≤ D ≤ Γ/16m. Proof. We assume that the parameter Γ is given, and we do not consider the time to compute Γ here. ( 
Theorem 2. Let y be an α-optimal flow vector in the
Γ-compact network G c . Let (S c , T c ) be a cut in G c with r(S c , T c ) ≤ v + α,
Proof. Lemma 4 establishes that the flow value of y is v. Lemma 6 establishes that r(S , T ) ≤ r(S
c , T c )+Γ/(16m) = v + α .
MAXIMUM FLOWS IN O(nm) TIME
In this section, we show that for m < n 1.06 , the running time for our max flow algorithm is O(nm). The bottleneck is due to the maintenance of the transitive closure of G ab . The procedure improve-approx-2 finds an approximately optimal flow in an improvement phase. The procedure considers three different cases according to the number of ∆-critical nodes. choose the minimum value Γ such that 12.
the number C of Γ-critical nodes in the 13.
network is less than m 1/3 ; 14.
let G c denote the Γ-compact network; 15.
find an optimal flow y on G c ; 16.
let y be the induced Γ/(16m)-opt flow in G[r]; 17.
update the residual capacities;
The Γ/(8m)-optimality of the flow in line 08 follows from Theorem 2. Similarly, the Γ/(16m)-optimality of the flow in line 16 follows from Theorem 2. Accordingly, the improvement phases satisfy the improvement property described in Section 5.
If we run Procedure improve-approx-2 at each improvement phase, it will eventually determine the optimum solution. We will show that the running time is O(nm + m 31/16 log 2 n) over all improvement phases. Our proof relies on four lemmas that establish the following:
1. The number of improvement phases is O(m 2/3 ).
The time to create all of the compact networks is O(nm+ m
43/24 ).
3. The time to find all of the approximately optimal or optimal flows is O(m 31/16 log 2 n).
4. Given the flows in compact networks, the time it takes to find the induced flows over all iterations is O(nm + m 5/3 log n).
We now address the subtlety that led us to consider the parameter Γ in the first place. The time for our procedure to create a compact network is bounded below by m log n. To achieve a time bound of O(nm), we need to bound the number of improvement phases. The choice of Γ in lines 11 to 13 ensure that the number of compact networks is O(m 2/3 ), as we state and prove in Lemma 7. We also address a second subtlety. The induced flows (as described in the discussion following Lemma 3) includes a term that is n times the number of abundant pseudoarcs with positive flow. To maintain O(nm) as an upper bound on running time, we need to ensure that the number of abundant pseudo-arcs with positive flow is at most C, the number of Γ-critical nodes. So, prior to finding the flow induced by y, we transform y into an equivalent flow in which there are at most C abundant pseudo-arcs with positive flow. This can be accomplished efficiently using the dynamic tree data structure. We will mention this again later in this section, and will provide more detail in Appendix B.
Lemma 7. The number of improvement phases is O(m 2/3 ).
Proof. By Theorem 1, the number of Γ-critical nodes over all improvement phases is O(m). The proof of Theorem 1 also shows that the number of (Γ/2)-critical nodes over all improvement phases is O(m). In each case in Procedure improve-approx-2, the number of (Γ/2)-critical nodes is at least m 1/3 . Therefore, the number of improvement phases is O(m 2/3 ).
Lemma 8. The time to create all of the compact networks is O(nm + m
Proof. One aspect of creating the compact network is the selection of the parameter Γ in lines 11-13. The parameter Γ can be chosen in O(m + n log n) time as follows. For each node j, we scan its incident arcs to compute the greatest value of Γ for which j is in the Γ-compact network. We then sort the nodes by these values and select the minimum value of Γ such that the compact network has at most m 
). In all cases, the time for finding the flow is at most O(m 15/16 log 2 n) per Γ-critical node. By Theorem 1, the number of Γ-critical nodes over all improvement phases is O(m). Therefore, the total time for finding flows is O(m 31/16 log 2 n).
Lemma 10. The total time it takes to transform the flows in compact networks to the flows in the residual networks is
Proof. Let C = |N c | be the number of nodes in the compact network at some phase. Let y be the flow in the compact network
Let y be the induced flow in the residual network. We obtain y as follows. If (i, j) ∈ A 1 , then y ij = yij. We summarize the results of this section with a theorem. 
A SPEEDUP FOR SPARSE NETWORKS
In this section, we describe how to solve the max flow problem in O(n 2 / log n) time when m = O(n). In this case, the number of Γ-critical nodes in all iterations is O(n). In order to achieve the O(n 2 / log n) running time, we need to create a compact network with C nodes in O(Cn/ log n) time. We also need to transform the flow in the compact network into a flow in the residual network in O(Cn/ log n) time.
To determine the abundant pseudo-arcs, our procedure determines all nodes of G ab reachable from the C critical nodes using an abundant path. A standard implementation of a breadth first search takes O(m) time per critical node and O(Cm) time in total. We obtain a factor log n speedup using an approach due to Gabow and Tarjan [6] in the context of a set union data structure. (A related and more general approach is due to Blelloch et al. [2] ).
Let K = (log n)/3 . In a similar manner to Gabow and Tarjan, we represent subsets of the ground set S = {1, 2, 3, ..., K} using integers in the range [0, n 1/3 ]. We consider the case in which every element i ∈ S has an associated value ai. In this case, we create six tables in O(n) time so that each operation on one or two subsets of S takes O(1) time using table look-up, improving upon the usual running time by a factor of log n.
Our algorithm relies on the following six operations.
The procedure forward-search determines in O(m) time the set of pairs {i, j : i ∈ S, j ∈ N, and i ⇒ j}. By carrying out this procedure from all nodes of N c , K nodes at a time, one can obtain all of the abundant pseudo-arcs of A c in O(mC/ log n) time.
We assume that the arc set A ab has no directed cycles, or equivalently that we have already contracted the abundant directed cycles. We then topologically order the nodes in O(m) time so that if (i, j) ∈ A ab , then i < j. For each j ∈ N , we let F (j) = {k ∈ S : k ⇒ j}. For each k ∈ F (j), our algorithm will (implicitly) identify an abundant path P k (j). We let F (i, j) = {k ∈ S : (i, j) ∈ P k (j)}. The procedure forward-search determines F (·) and F (·, ·).
Procedure forward-search; 01. Initialize; 02.
for each i ∈ S, F (i) := {i}; 03.
for each j ∈ N \S, F (j) := ∅; 04.
for each (i, j) ∈ A ab , F (i, j) := ∅; 05. scan nodes of N in topological order; 06. for each node i ∈ N and for each (i, j) ∈ A ab do 07.
Line 07 identifies nodes of S that can reach node j using arc (i, j), and for which no previous path from that node to node j had been found. Line 08 updates F (j).
Procedure forward-search correctly identifies the sets F (·) and F (·, ·) in O(m) time. This procedure can be used to create the compact networks, and obviates a need for maintaining the transitive closure of G ab . We now consider the other bottleneck in the max flow algorithm, that of transforming flows on abundant pseudoarcs in the compact network into flows on paths in G [r] . As in the proof of Lemma 10 and as described in Appendix B.3, we first find an equivalent flow in G c with fewer than C abundant pseudo-arcs with positive flow. Let y c denote the resulting flow in G c , as restricted to the abundant pseudoarcs. We find the flow in G[r] induced by y c in three stages, as described next.
1. In the first stage, there is a node i ∈ N c that is incident to at least K pseudo-arcs with positive flow in y c . Using breadth first search, determine a tree T ⊆ G ab directed out of node i and containing all nodes j such that i ⇒ j. Thus W ⊆ T . Then convert the flows y c ik for k ∈ W into a flow y for G as follows: y is the unique flow in T such that (i) for each k ∈ W , the flow into node k is y ik , and (ii) the flow out of node i is k∈W y ik . The time to carry out this procedure for node i is O(m).
Then we carry out in O(m) time an analogous procedure for all arcs with positive flow directed into node i. Subsequently, we eliminate node i and all incident arcs from the compact network. We repeat this procedure until there is no node in G c that has at least K incident abundant pseudoarcs with positive flow. Then we go to the second stage.
In the second stage, we use a greedy algorithm to determine K independent pseudo-arcs with positive flow. We let y denote the flow as restricted to these K arcs. The greedy algorithm requires O(m) time to identify these arcs. If the greedy algorithm fails to find K independent arcs, our procedure moves on to the third stage.
Suppose that the greedy algorithm succeeded in obtaining K independent arcs with positive flow. We next exploit the independence of the pseudo-arcs and we relabel the nodes so that the K pseudo-arcs are (i, K + i) for i = 1 to K.
We then run forward-search to determine F (·) and F (·, ·), which are defined as above. This procedure implicitly determines the paths P k (j) for all k ∈ S and j ∈ N . For each k ∈ S, we will be sending flow on the path P k (K + k), which is the abundant path corresponding to pseudo-arc (k, K +k). And we will be sending all K flows in a total of O(m) time.
Let B(i, j) = {k ∈ [1, K] : (i, j) ∈ P k (K + k)}. Let B(j) = {k ∈ [1, K] : j ∈ P k (K + k)}. The procedure backward-search determines B(i, j) and B(j) by relying on the following recurrence relations.
1. The arc (i, j) is on path P k (K + k) if and only if j ∈ P k (K + k) and (i, j) ∈ P k (j).
2. If i ∈ P k (K + k), then i = K + k or else there is some arc (i, j) that is on path P k (K + k). We note that Step 9 takes O(m) time because it consists of m calls of the subset sum operation, each on a subset of [1, K] .
We determine B(i, j) and B(j)
Eventually, there is an iteration in Stage 2 in which the greedy algorithm fails to determine K independent arcs with positive flow. Because each node is incident to fewer than K arcs with positive flow (because Stage 1 has ended), and because the greedy algorithm failed, it follows that that there are fewer than 2K 2 abundant pseudo-arcs remaining that have positive flow. These final arcs can be transformed iteratively in O(mK 2 ) = O(m log 2 n) time, which is not a bottleneck.
Summarizing the results of the three stages, when m = O(n), we can find the flows induced by C abundant pseudoarcs in O(nC/ log n) time. This is O(nm/ log n) time over all improvement phases.
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