Abstract. In this paper, we introduce the notions of f -frequent hypercyclicity and F -hypercyclicity for C-distribution semigroups in separable Fréchet spaces. We particularly analyze the classes of q-frequently hypercyclic Cdistribution semigroups (q ≥ 1) and frequently hypercyclic C-distribution semigroups, providing a great number of illustrative examples.
C-semigroups ( [23] - [24] ); here, we would like to point out that our results seem to be new even for strongly continuous semigroups of operators in Fréchet spaces. In contrast to the investigations of frequently hypercyclic strongly continuous semigroups of operators that are carried out so far, the notion of Pettis integrability does not play any significant role in our approach, which is primarly oriented for giving some new applications in the qualitative analysis of solutions of abstract ill-posed differential equations of first order. The notion of a q-frequently hypercyclic strongly continuous semigroup, where q ≥ 1, has been recently introduced and systematically analyzed in our joint paper with B. Chaouchi, S. Pilipović and D. Velinov [8] ; the notion of f -frequent hypercyclicity, introduced here for the first time as a continuous counterpart of (m k )-hypercyclicity, seems to be not considered elsewhere even for strongly continuous semigroups of operators in Banach spaces. Albeit we analyze the general class of C-distribution semigroups, providing also some examples of frequently hypercyclic integrated semigroups, almost all structural results of ours are stated for the class of global C-regularized semigroups (for certain difficuties we have met in our exploration of frequently hypercyclic fractionally integrated C-semigroups, we refer the reader to Remark 2.6). Without any doubt, our main theoretical result is Theorem 2.5, which can be called f -Frequent Hypercyclicity Criterion for C-Regularized Semigroups. In Theorem 2.8, we state Upper Frequent Hypercyclicity Criterion for C-Regularized Semigroups (this result seems to be new even for strongly continuous semigroups in Banach spaces, as well). From the point of view of possible applications, Theorem 2.10, in which we reconsider the spectral criterions esatablished by S. El Mourchid [15, Theorem 2.1] and E. M. Mangino, A. Peris [29, Corollary 2.3] , and Theorem 2.12, in which we reconsider the famous Desch-Schappacher-Webb criterion for chaos of strongly continuous semigroups [13, Theorem 3.1] , are most important; both theorems are consequences of Theorem 2.5. In Example 2.14, we revisit [23, Subsection 3.1.4] and prove that all examined C-regularized semigroups and integrated semigroups, including corresponding single linear operators, are frequently hypercyclic (we already know that these semigroups and operators are topologically mixing or chaotic in a certain sense).
We use the standard notation throughout the paper. By E we denote a separable infinite-dimensional Fréchet space (real or complex). We assume that the topology of E is induced by the fundamental system (p n ) n∈N of increasing seminorms. If Y is also a Fréchet space, over the same field of scalars K as E, then by L(E, Y ) we denote the space consisting of all continuous linear mappings from E into Y. The translation invariant metric d :
satisfies, among many other properties, the following ones:
. By E * we denote the dual space of E. For a closed linear operator T on E, we denote by D(T ), R(T ), N (T ), ρ(T ) and σ p (T ) its domain, range, kernel, resolvent set and point spectrum, respectively. IfẼ is a linear subspace of E, then the part of T iñ E, T |Ẽ shortly, is defined through T |Ẽ := {(x, y) ∈ T : x, y ∈Ẽ} (we will identify an operator and its graph henceforth). Set D ∞ (T ) := k∈N D(T k ). We will always assume henceforth that C ∈ L(E) and C is injective. Put p C (x) := p(C −1 x), p ∈ ⊛, x ∈ R(C). Then p C (·) is a seminorm on R(C) and the calibration (p C ) p∈⊛ induces a Fréchet topology on R(C); we denote this space by [R(C)] ⊛ . If T k is closed for any k ∈ N, then the space C(D(T k )), equipped with the following family of seminorms p k,n (Cx) :
, is a Fréchet one (n ∈ N). This space will be denoted by [C(D(T k ))]. For any s ∈ R, we define ⌊s⌋ := sup{l ∈ Z : s ≥ l} and ⌈s⌉ := inf{l ∈ Z : s ≤ l}.
Let us recall that a series ∞ n=1 x n in E is called unconditionally convergent iff for every permutation σ of N, the series ∞ n=1 x σ(n) is convergent; it is well known that the absolute convergence of ∞ n=1 x n (i.e., the convergence of ∞ n=1 p l (x n ) for all l ∈ N) implies its unconditional convergence (see [6] and references cited therein for further information on the subject).
The Schwartz space of rapidly decreasing functions S is defined by the following system of seminorms p m,n (ψ) :
. By δ t we denote the Dirac distribution centered at point t (t ∈ R). If ϕ, ψ : R → C are measurable functions, then we define ϕ * 0 ψ(t) := t 0 ϕ(t − s)ψ(s) ds, t ∈ R. The convolution of vector-valued distributions will be taken in the sense of [28, Proposition 1.1].
1.1. C-distribution semigroups and fractionally integrated C-semigroups. Let C ∈ L(E) be an injective operator, and let G ∈ D ′ * 0 (L(E)) satisfy CG = GC. Then we say that G is a C-distribution semigroup, shortly (C-DS), iff G satisfies the following two conditions:
Then it can be easily seen that G(T ) is a closed linear operator. We define the (infinitesimal) generator of a (C-DS) G by A :
We denote by D(G) the set consisting of those elements x ∈ E for which x ∈ D(G(δ t )), t ≥ 0 and the mapping t → G(δ t )x, t ≥ 0 is continuous. By A1., we have that
The following definition is well-known: 
for all x ∈ E and t ≥ 0:
then it is said that A is a subgenerator of a (global) α-times integrated C-semigroup (S α (t)) t≥0 . Furthermore, it is said that (S α (t)) t≥0 is an exponentially equicontinuous, α-times integrated C-semigroup with a subgenerator A if, in addition, there exists ω ∈ R such that the family {e
is also said to be a C-regularized semigroup with subgenerator A; in this case, we have the following simple functional equation: S 0 (t)S 0 (s) = S 0 (t + s)C, t, s ≥ 0. Moreover, if α ≥ 0 and (S α (t)) t≥0 is a global α-times integrated C-semigroup with subgenerator A, then (S α (t)) t≥0 is locally equicontinuous, i.e., the following holds: for every T > 0 and n ∈ N, there exist m ∈ N and c > 0 such that p n (S α (t)x) ≤ cp m (x), t ∈ [0, T ], x ∈ E. The integral generator of (S α (t)) t≥0 is defined bŷ
The integral generator of (S α (t)) t≥0 is a closed linear operator which is an extension of any subgenerator of (S α (t)) t≥0 . Arguing as in the proofs of [23, Proposition 2.1.6, Proposition 2.1.19], we may deduce that the integral generator of (S α (t)) t≥0 is its maximal subgenerator with respect to the set inclusion. Furthermore, the following equality holdsÂ = C −1 AC. Let A be a closed linear operator on E. Denote by Z 1 (A) the space consisting of those elements x ∈ E for which there exists a unique continuous mapping u :
i.e., the unique mild solution of the corresponding Cauchy problem (ACP 1 ) :
Suppose now that A is a subgenerator of a global α-times integrated C-semigroup (S α (t)) t≥0 for some α ≥ 0. Then there is only one (trivial) mild solution of (ACP 1 ) with x = 0, so that Z 1 (A) is a linear subspace of X. Moreover, for every β > α, the operator A is a subgenerator (the integral generator) of a global β-times integrated C-semigroup (S β (t) ≡ (g β−α * S α ·)(t)) t≥0 , where g ζ (t) := t ζ−1 /Γ(ζ) for t > 0 and Γ(·) denotes the Gamma function (ζ > 0). The space Z 1 (A) consists exactly of those elements x ∈ E for which the mapping t → C −1 S ⌈α⌉ (t)x, t ≥ 0 is well defined and ⌈α⌉-times continuously differentiable on [0, ∞); see e.g. [24] . Set
Then G is a C-distribution semigroup generated by C −1 AC and Z 1 (A) = D(G) (see e.g. [23] and [26] ). Before proceeding further, it should be observed that the solution space Z 1 (A) is independent of the choice of (S α (t)) t≥0 in the following sense: If C 1 ∈ L(X) is another injective operator with C 1 A ⊆ AC 1 , γ ≥ 0, x ∈ E and A is a subgenerator (the integral generator) of a global γ-times integrated C 1 -semigroup (S γ (t)) t≥0 , then the mapping t → C −1 S ⌈α⌉ (t)x, t ≥ 0 is well defined and ⌈α⌉-times continuously differentiable on [0, ∞) iff the mapping t → C −1 1 S ⌈γ⌉ (t)x, t ≥ 0 is well defined and ⌈γ⌉-times continuously differentiable on [0, ∞) (with the clear notation). If this is the case, then we have that u(t;
is a unique mild solution of the corresponding Cauchy problem (ACP 1 ).
Furthermore, (S α (t)) t≥0 and (S γ (t)) t≥0 share the same (subspace) f -frequently hypercyclic properties defined below.
We refer the reader to [23] [24] [25] [26] for further information concerning C-distribution semigroups. The notion of exponentially equicontinuous, analytic fractionally integrated C-semigroups will be taken in a broad sense of [24, Definition 2.2.1(i)], while the notion of an entire C-regularized group will be taken in the sense of [24, Definition 2.2.9]. For more details about C-regularized semigroups and their applications, we refer the reader to the monograph [11] by R. deLaubenfels.
Lower and upper densities.
First of all, we need to recall the following definitions from [27] : Definition 1.2. Let (T n ) n∈N be a sequence of linear operators acting between the spaces X and Y, let T be a linear operator on X, and let x ∈ X. Suppose that F ∈ P (P (N)) and F = ∅. Then we say that:
and for each open non-empty subset V of Y we have that
, let A ⊆ N, and let (m n ) be an increasing sequence in [1, ∞). Then: (i) The lower q-density of A, denoted by d q (A), is defined through:
(ii) The upper q-density of A, denoted by d q (A), is defined through:
(iii) The lower (m n )-density of A, denoted by d mn (A), is defined through:
(iv) The upper (m n )-density of A, denoted by d mn (A), is defined through:
Assume that q ∈ [1, ∞) and (m n ) is an increasing sequence in [1, ∞) . Consider the notion introduced in Definition 1.2 with:
is frequently hypercyclic, q-frequently hypercyclic and l-(m n )-hypercyclic, respectively.
Denote by m(·) the Lebesgue measure on [0, ∞). We would like to propose the following definition:
(ii) The upper qc-density of A, denoted by d qc (A), is defined through:
(iii) The lower f -density of A, denoted by d f (A), is defined through:
(iv) The upper f -density of A, denoted by d f (A), is defined through:
It is clear that Definition 1.4 provides continues analogues of the notion introduced in Definition 1.3, which have been analyzed in [27, Section 2] in more detail. For the sake of brevity and better exposition, we will skip all related details about possibilities to transfer the results established in [27] for continuous lower and upper densities.
Generalized frequent hypercyclicity for C-distribution
semigroups and fractionally integrated C-semigroups Let P ([0, ∞)) denote the power set of [0, ∞). We would like to propose the following general definition: Definition 2.1. Let G be a C-distribution semigroup, and let x ∈ D(G). Suppose that F ∈ P (P ([0, ∞))) and F = ∅. Then we say that x is an F -hypercyclic element of G iff for each open non-empty subset V of E we have
G is said to be F -hypercyclic iff there exists an F -hypercyclic element of G.
The notion introduced in
It seems natural to reformulate the notion introduced in the previous two definitions for fractionally integrated C-semigroups: Definition 2.3. Suppose that A is a subgenerator of a global α-times integrated C-semigroup (S α (t)) t≥0 for some α ≥ 0. Let F ∈ P (P ([0, ∞))) and F = ∅. Then we say that an element x ∈ Z 1 (A) is an F -hypercyclic element of (S α (t)) t≥0 iff x is an F -hypercyclic element of the induced C-distribution semigroup G defined through (1.2); (S α (t)) t≥0 is said to be F -hypercyclic iff G is said to be F -hypercyclic. Definition 2.4. Suppose that A is a subgenerator of a global α-times integrated C-semigroup (S α (t)) t≥0 for some α ≥ 0. Let q ∈ [1, ∞), and let f : [0, ∞) → [1, ∞) be an increasing mapping. Then it is said that (S α (t)) t≥0 is q-frequently hypercyclic (upper q-frequently hypercyclic, f -frequently hypercyclic, upper f -frequently hypercyclic) iff the induced C-distribution semigroup G, defined through (1.2), is.
As mentioned in the introductory part, the following result can be viewed as f -Frequent Hypercyclicity Criterion for C-Regularized Semigroups:
Suppose that there are a number t 0 > 0, a dense subset E 0 of E and mappings S n : E 0 → R(C) (n ∈ N) such that the following conditions hold for all y ∈ E 0 :
(ii) The series ∞ n=1 T (t 0 ⌊m k ⌋)S ⌊m k+n ⌋ y converges unconditionally, uniformly in k ∈ N. (iii) The series ∞ n=1 S ⌊mn⌋ y converges unconditionally, uniformly in n ∈ N. (iv) lim n→∞ T (t 0 ⌊m n ⌋)S ⌊mn⌋ y = y.
(v) R(C) is dense in E.
Then (S 0 (t)) t≥0 is f -frequently hypercyclic and the operator T (t 0 ) is l-(m k )-frequently hypercyclic.
Proof. Without loss of generality, we may assume that t 0 = 1. It is clear that (m k ) is an increasing sequence in [1, ∞) . Define the sequence of operators (T n ) n∈N ⊆ L([R(C)], E) by T n x := T (n)x, n ∈ N, x ∈ R(C). Due to (1.1), we get that T n x = T (1) n x for x ∈ R(C). Then the prescribed assumptions (i)-(iv) in combination with [27, Theorem 3.1] imply that the sequence (T n ) n∈N is l-(m k )-frequently hypercyclic, which means that there exists an element x = Cy ∈ R(C), for some y ∈ E, satisfying that for each open non-empty subset V ′ of E there exists an increasing sequence (k n ) of positive integers such that the interval [1, f (k n )] contains at least k n c elements of set {k ∈ N : T k Cy = S 0 (k)y ∈ V ′ }. Since T n ⊆ T (1) n , the above clearly implies that the operator T (1) is l-(m k )-frequently hypercyclic with x = Cy being its l-(m k )-frequently hypercyclic vector. We will prove that Cx = C 2 y is an f -frequently hypercyclic vector for (S 0 (t)) t≥0 , i.e., that for each open non-empty subset V of E we have d f ({t ≥ 0 : T (t)Cx = S 0 (t)Cy ∈ V ) > 0; see also the proof of [29, Proposition 2.1]. Let such a set V be given. Then, due to our assumption (v), there exist an element z ∈ E and a positive integer n ∈ N such that L n (Cz, ǫ) ⊆ V. By the local equicontinuity of (S 0 (t)) t≥0 and the continuity of C, we get that there exist an integer m ∈ N and a positive constant c > 1 such that p n (Cx) ≤ cp m (x), x ∈ E and
Then, by the foregoing, we know that there exists an increasing sequence (k n ) of positive integers such that the interval [1, f (k n )] contains at least k n c elements of set A := {k ∈ N : T k Cy = S 0 (k)y ∈ V ′ }. For any k ∈ A, we have p m (S 0 (k)y − z) < ǫ/3c; further on, (2.1) yields that there exists a positive constant δ 0 > 0 such that p n (S 0 (k + δ)Cy − S 0 (k)Cy) < 2ǫ/3 for all δ ∈ [0, δ 0 ]. This implies
for any k ∈ A and δ ∈ [0, δ 0 ]. By virtue of this, we conclude that S 0 (k + δ)Cy ∈ V for any k ∈ A and δ ∈ [0, δ 0 ], finishing the proof of theorem in a routine manner.
Plugging f (t) := t q + 1, t ≥ 0 (q ≥ 1), we obtain a sufficient condition for q-frequent hypercyclicity of (S 0 (t)) t≥0 and T (t 0 ). Remark 2.6. Consider the situation of Theorem 2.5 with A being a subgenerator of a global α-times integrated C-semigroup (S α (t)) t≥0 on X, n ≥ ⌈α⌉ and the Fréchet space [C(D(A n ))] being separable. It is well known that C(D(A n )) ⊆ Z 1 (A); if x = Cy ∈ C(D(A n )), then for every t ≥ 0, D(A n )) , for some t 0 > 0, implies the l-(m k )-frequent hypercyclicity of (S n (t)) t≥0 because an analogue of the estimate (2.1) seems to be not attainable for integrated Csemigroups. The interested reader may try to prove an analogue of [23, Theorem 3.1.32] for l-(m k )-frequent hypercyclicity.
Suppose now that F ∈ P (P (N)) and F = ∅. If F satisfies the following property:
(I) A ∈ F and A ⊆ B imply B ∈ F , then it is said that F is a Furstenberg family; a proper Furstenberg family F is any Furstenberg family satisfying that ∅ / ∈ F . See [16] for more details. From the proof of Theorem 2.5, we may deduce the following: Proposition 2.7. Let F be a Furstenberg family. Suppose that A is a subgenerator of a global C-regularized semigroup (S 0 (t)) t≥0 on E and T (t)x :
, where
An upper Furstenberg family is any proper Furstenberg family F satisfying the following two conditions:
(II) There are a set D and a countable set M such that F = δ∈D ν∈M F δ,ν , where for each δ ∈ D and ν ∈ M the following holds: If A ∈ F δ,ν , then there exists a finite subset F ⊆ N such that the implication A∩F ⊆ B ⇒ B ∈ F δ,ν holds true. (III) If A ∈ F , then there exists δ ∈ D such that, for every n ∈ N, we have A − n ≡ {k − n : k ∈ A, k > n} ∈ F δ , where F δ ≡ ν∈M F δ,ν . Appealing to [7, Theorem 22] in place of [27, Theorem 3.1], and repeating almost literally the arguments given in the proof of Theorem 2.5, we may deduce the following result: Theorem 2.8. Suppose that F = δ∈D ν∈M F δ,ν is an upper Furstenberg family and A is a subgenerator of a global C-regularized semigroup (S 0 (t)) t≥0 on E. Set
Suppose that there are a number t 0 > 0, two dense subsets E ′ 0 and E ′′ 0 of E and mappings S n : E ′′ 0 → R(C) (n ∈ N) such that for any y ∈ E ′′ 0 and ǫ > 0 there exist A ∈ F and δ ∈ D such that: (i) For every x ∈ E ′ 0 , there exists some B ∈ F δ , B ⊆ A such that, for every n ∈ B, one has S 0 (t 0 n)x ∈ L(0, ǫ).
(ii) The series n∈A S n y converges.
Then the operator T (t 0 ) is F -hypercyclic and (S 0 (t)) t≥0 is F ′ -hypercyclic, where F ′ is given by (2.2).
Remark 2.9. Collection of all non-empty subsets A ⊆ [0, ∞) for which d qc (A) > 0 forms an upper Furstenberg family ( [7] , [27] ), so that Theorem 2.8 with f (t) = t q +1, t ≥ 0 (q ≥ 1) gives a sufficient condition for the upper q-frequent hypercyclicity of (S 0 (t)) t≥0 and T (t 0 ). It can be simply proved that the validity of condition Theorem 2.10. Let t 0 > 0, let K = C, and let A be a subgenerator of a global
Assume that there exists a family (f j ) j∈Γ of locally bounded measurable mappings f j : I j → E such that I j is an interval in R, Af j (t) = itf j (t) for every t ∈ I j , j ∈ Γ and span{f j (t) : j ∈ Γ, t ∈ I j } is dense in E. If f j ∈ C 2 (I j : X) for every j ∈ Γ, then (S 0 (t)) t≥0 is frequently hypercyclic and each single operator T (t 0 ) is frequently hypercyclic.
(ii) Assume that there exists a family (f j ) j∈Γ of twice continuously differentiable mappings f j : I j → E such that I j is an interval in R and Af j (t) = itf j (t) for every t ∈ I j , j ∈ Γ. SetẼ := span{f j (t) : j ∈ Γ, t ∈ I j }. Then A |Ẽ is a subgenerator of a global C |Ẽ -regularized semigroup (S 0 (t) |Ẽ ) t≥0 onẼ, (S 0 (t) |Ẽ ) t≥0 is frequently hypercyclic inẼ and the operator T (t 0 ) |Ẽ is frequently hypercyclic inẼ.
Proof. Consider first the statement (i). Arguing as in the Banach space case [29, Corollary 2.3], we get there exists a family (g j ) j∈Λ of functions g j ∈ C 2 (R : E) with compact support such that Ag j (t) = itg j (t) for every t ∈ R, j ∈ Λ and span{g j (t) : j ∈ Λ, t ∈ R} is dense in E. For every λ ∈ Λ and r ∈ R, set ψ r,λ := ∞ −∞ e −irs g λ (s) ds. Then we have
and the part (i) follows by applying Theorem 2.5 with the sequence m k := k (k ∈ N), E 0 := C(span{g j (t) : j ∈ Λ, t ∈ R}) and the operator S n : E 0 → R(C) given by S n (Cψ r,λ ) := Cψ t0n+r,λ (n ∈ N, r ∈ R, λ ∈ Λ) and after that linearly extended to E 0 in the obvious way; here, it is only worth noting that the conditions (i)-(iii) follow from (2.3) and the fact that the series ∞ n=1 ψ t0n+r,λ and ∞ n=1 ψ −t0n+r,λ converge absolutely (and therefore, unconditionally) since for each seminorm p l (·), where l ∈ N, there exists a finite constant c l > 0 such that
. This can be seen by applying integration by parts twice, as in the proof of [17, Lemma 9.23(b) ]. For the proof of (ii), it is enough to observe that an elementary argumentation shows that A |Ẽ is a subgenerator of a global C |Ẽ -regularized semigroup (S 0 (t) |Ẽ ) t≥0 oñ E. Then we can apply (i) to finish the proof.
The following application of Theorem 2.10 is quite illustrative (C = I):
Example 2.11. Consider the operator A := d/dt, acting with maximal domain in the Banach space E := BU C(R), consisting of all bounded uniformly continuous functions. Then σ p (A) = iR and Ae λ· = λe λ· , λ ∈ iR. It is well-known that the spaceẼ := span{e λ· : λ ∈ iR} coincide with the space of all almost-periodic functions AP (R); see [14] and [18] for more details on the subject. Due to Theorem 2.10(ii), we have that the translation semigroup (T (t)) t≥0 is frequently hypercyclic in AP (R) and, for every t > 0, the operator T (t) is frequently hypercyclic in AP (R); the same holds if frequent hypercyclicity is replaced with Devaney chaoticity or topologically mixing property ( [23] ). We can similarly prove that the translation semigroup is frequently hypercyclic in the Fréchet space C(R) and that, for every t > 0, the translation operator f → f (· + t), f ∈ C(R) is frequently hypercyclic in C(R).
The subsequent version of Desch-Schappacher-Webb criterion for frequent hypercyclicity can be proved similarly; it is, actually, a simple consequence of Theorem 2.10 (see also [23, Theorem 3.1.36]).
Theorem 2.12. Let t 0 > 0, let K = C, and let A be a subgenerator of a global
Assume that there exists an open connected subset Ω of C, which satisfies σ p (A) ⊇ Ω and intersects the imaginary axis, and f : Ω → E is an analytic mapping satisfying
is frequently hypercyclic and each single operator T (t 0 ) is frequently hypercyclic.
(ii) Assume that there exists an open connected subset Ω of C, which satisfies σ p (A) ⊇ Ω and intersects the imaginary axis, and f : Ω → E is an analytic mapping satisfying f (λ) ∈ N (A − λ) \ {0}, λ ∈ Ω. Put E 0 := span{f (λ) : λ ∈ Ω} andẼ := E 0 . Then A |Ẽ is a subgenerator of a global C |Ẽ -regularized semigroup (S 0 (t) |Ẽ ) t≥0 onẼ, (S 0 (t) |Ẽ ) t≥0 is frequently hypercyclic inẼ and the operator T (t 0 ) |Ẽ is frequently hypercyclic inẼ. Theorem 2.13. Let θ ∈ (0, π 2 ), let K = C, and let −A generate an exponentially equicontinuous, analytic strongly continuous semigroup of angle θ. Assume n ∈ N, a n > 0, a n−i ∈ C,
Using
is frequently hypercyclic and, for every t > 0, the operator C −1 S 0 (t) is frequently hypercyclic.
(ii) Suppose there exists an open connected subset Ω of C, satisfying σ p (−A) ⊇ Ω, p(−Ω) ∩ iR = ∅, and f : Ω → E is an analytic mapping satisfying f (λ) ∈ N (−A − λ) \ {0}, λ ∈ Ω. Let E 0 andẼ be as in the formulation of Theorem 2.12(ii). Then there exists ω ∈ R such that, for every α ∈ (1, π nπ−2nθ ), p(A) generates an entire e −(p(A)−ω) α -regularized group (S 0 (t)) t∈C such that (S 0 (t) |Ẽ ) t≥0 is frequently hypercyclic and, for every t > 0, the operator C −1 S 0 (t)Ẽ is frequently hypercyclic. Example 2.14.
(i) ( [13] ) Consider the following convection-diffusion type equation of the form      u t = au xx + bu x + cu := −Au, u(0, t) = 0, t ≥ 0, u(x, 0) = u 0 (x), x ≥ 0.
As it is well known, the operator −A, acting with domain D(−A) = {f ∈ Let p(x) = n i=0 a i x i be a nonconstant polynomial such that a n > 0 and p(−Ω)∩iR = ∅ (this condition holds provided that a 0 ∈ iR). An application of Theorem 2.13(i) shows that there exists an injective operator C ∈ L(E) such that p(A) generates an entire C-regularized group (S 0 (t)) t≥0 satisfying that (S 0 (t)) t≥0 is frequently hypercyclic and each single operator T (t 0 ) is frequently hypercyclic (t 0 > 0).
(ii) ( [21] ) Let X be a symmetric space of non-compact type (of rank one) and p > 2. Then there exists an injective operator C ∈ L(L p ♮ (X)) such that for each c ∈ R the operator ∆ ♮ X,p − c generates an entire C-regularized group (S 0 (t)) t≥0 in L p ♮ (X). Furthermore, owing to [21, Theorem 3.1] and Theorem 2.13(i), there exists a number c p > 0 such that, for every c > c p , the semigroup (S 0 (t)) t≥0 is frequently hypercyclic in L p ♮ (X) and each single operator T (t 0 ) is frequently hypercyclic in L p ♮ (X) (t 0 > 0). (iii) ( [9] , [24] ) Suppose that α > 0, τ ∈ iR \ {0} and E := BU C(R). After the usual matrix conversion to a first order system, the equation τ u tt + u t = αu xx becomes d dt u(t) = P (D) u(t), t ≥ 0, where
, and P (D) acts on E ⊕ E with its maximal distributional domain. The polynomial matrix P (x) is not Petrovskii correct and applying [11, Theorem 14.1] we get that there exists an injective operator C ∈ L(E ⊕ E) such that P (D) generates an entire C-regularized group (S 0 (t)) t≥0 , with R(C) dense. Define the numbers ω 1 , ω 2 ∈ [0, +∞] and functions ψ r,j ∈ E ⊕ E (r ∈ R, j = 1, 2) as it has been done in [23, Example 3.1.44]; E := span{ψ r,j : r ∈ R, j = 1, 2}. Due to Theorem 2.10(ii), we have that (S 0 (t) |Ẽ ) t≥0 is frequently hypercyclic inẼ and, for every t > 0, the operator C −1 S 0 (t) |Ẽ is frequently hypercyclic inẼ. 
