The fractal dimensions of the spectrum of Sturm Hamiltonian by Liu, Qinghui et al.
ar
X
iv
:1
31
0.
14
73
v1
  [
ma
th-
ph
]  
5 O
ct 
20
13
THE FRACTAL DIMENSIONS OF THE SPECTRUM OF
STURM HAMILTONIAN
QING-HUI LIU, YAN-HUI QU, ZHI-YING WEN
Abstract. Let α ∈ (0, 1) be irrational and [0; a1, a2, · · · ] be the contin-
ued fraction expansion of α. Let Hα,V be the Sturm Hamiltonian with
frequency α and coupling V , Σα,V be the spectrum of Hα,V . The fractal
dimensions of the spectrum have been determined by Fan, Liu and Wen
(Erg. Th. Dyn. Sys.,2011) when {an}n≥1 is bounded. The present
paper will treat the most difficult case, i.e, {an}n≥1 is unbounded. We
prove that for V ≥ 24,
dimH Σα,V = s∗(V ) and dimB Σα,V = s
∗(V ),
where s∗(V ) and s
∗(V ) are lower and upper pre-dimensions respectively.
By this result, we determine the fractal dimensions of the spectrums for
all Sturm Hamiltonians.
We also show the following results: s∗(V ) and s
∗(V ) are Lipschitz
continuous on any bounded interval of [24,∞); the limits s∗(V ) lnV and
s∗(V ) lnV exist as V tend to infinity, and the limits are constants only
depending on α; s∗(V ) = 1 if and only if lim supn→∞(a1 · · · an)
1/n =
∞, which can be compared with the fact: s∗(V ) = 1 if and only if
lim infn→∞(a1 · · · an)
1/n =∞( Liu and Wen, Potential anal. 2004).
Key words: Sturm Hamiltonian; fractal dimensions; Gibbs like mea-
sure; Cookie-Cutter-like.
Mathematics Subject Classification:28A78, 37C45, 81Q10
1. Introduction
The Sturm Hamiltonian is a discrete Schro¨dinger operator
(Hψ)n := ψn−1 + ψn+1 + vnψn
on ℓ2(Z), where the potential (vn)n∈Z is given by
vn = V χ[1−α,1)(nα+ φ mod 1), ∀n ∈ Z, (1)
where α ∈ (0, 1) is irrational, and is called frequency, V > 0 is called cou-
pling, φ ∈ [0, 1) is called phase. It is known that the spectrum of Sturm
Hamiltonian is independent of φ, so we take φ = 0 and denote the spectrum
by Σα,V . We often simplify the notation Σα,V to ΣV or Σ when α or V are
1
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fixed. The present paper is devoted to determine the fractal dimensions of
Σα,V for all irrational α.
The most prominent model among the Sturm Hamiltonian is the Fi-
bonacci Hamiltonian, which is given by taking α to be the golden number
α0 := (
√
5 − 1)/2. This model was introduced by physicists to model the
quasicrystal system([11, 16]). Su¨to¨ showed that the spectrum always has
zero Lebesgue measure [18],
L(Σα0,V ) = 0, for all V > 0.
Then it is natural to ask what is the fractal dimension of the spectrum.
Raymond first estimated the Hausdorff dimension [17], and he showed that
dimH Σα0,V < 1 for V > 4. Jitomirskaya and Last [10] showed that for
any V > 0, the spectral measure of the operator has positive Hausdorff
dimension, as a consequence dimH Σα0,V > 0. By using dynamical method,
Damanik et al. [3] showed that if V ≥ 16 then
dimB Σα0,V = dimH Σα0,V . (2)
They also got lower and upper bounds for the dimensions. Due to these
bounds they further showed that
lim
V→∞
dimH Σα0,V lnV = ln(1 +
√
2). (3)
We remark that more than a natural question, the fractal dimensions of the
spectrum are also related to the rates of propagation of the fastest part of
the wavepacket(see [3] for detail).
Write d(V ) = dimH Σα0,V . Cantat [2], Damanik and Gorodetski [4]
showed that: d(V ) ∈ (0, 1) is analytic on (0,∞). In [5], Damanik and
Gorodetski further showed that limV ↓0 d(V ) = 1 and the speed is linear.
Now we go back to the general Sturm Hamiltonian case. We fix an irra-
tional α ∈ (0, 1) with continued fraction expansion [0; a1, a2, · · · ]. Write
K∗(α) = lim inf
k→∞
(
k∏
i=1
ai)
1/k and K∗(α) = lim sup
k→∞
(
k∏
i=1
ai)
1/k. (4)
Bellissard et al. [1] showed that Σα,V is a Cantor set of Lebesgue measure
zero. Damanik, Killip and Lenz [6] showed that, if lim sup
k→∞
1
k
∑k
i=1 ai < ∞,
then dimH Σα,V > 0, notice that the set of such α has Lebesgue measure
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0 in (0, 1). Basing on the analysis of Raymond [17] about the structure of
spectrum, Liu and Wen [13] showed that for V ≥ 20dimH Σα,V ∈ (0, 1) if K∗(α) <∞dimH Σα,V = 1 if K∗(α) =∞. (5)
Raymond [17], Liu and Wen [13] showed that the spectrum Σα,V has a
natural covering structure. This structure makes it possible to define the
so called pre-dimensions s∗(V ) and s∗(V )(see (19) for the definition). Liu,
Peyriere and Wen [12] showed that
dimHΣα,V ≤ s∗(V ), dimBΣα,V ≥ s∗(V ). (6)
Moreover, they show that, for α of bounded type, i.e. {ak}k≥1 bounded
lim
V→∞
s∗(V ) lnV = − ln f∗(α), lim
V→∞
s∗(V ) lnV = − ln f∗(α).
(see (34) for the definition of f∗(α) and f∗(α)). When α = α0 they proved
that
f∗(α0) = f∗(α0) = (1 +
√
2)−1.
Recently Fan, Liu and Wen [8] showed that for α of bounded type, the two
inequalities in (6) are indeed equalities. Moreover if {ak}k≥1 is eventially
periodic, then s∗(V ) = s∗(V ). Thus for α of bounded type, they determined
the fractal dimensions of the spectrum and generalized (2) and (3).
In this paper we will complete the picture for the fractal dimensions of
the spectrum of Sturm Hamiltonian by treating the most difficult part: α
is of unbounded type, i.e., {ak}k≥1 is unbounded. We state now the main
results of the paper and some remarks.
Theorem 1.1. Let V ≥ 24, and α ∈ (0, 1) be irrational. Then
dimH Σα,V = s∗(V ) and dimBΣα,V = s∗(V ). (7)
Moreover dimBΣα,V ∈ (0, 1) if K∗(α) <∞dimBΣα,V = 1 if K∗(α) =∞. (8)
Theorem 1.2. Fix α ∈ (0, 1) irrational. Let f∗(α) and f∗(α) be defined as
in (34), then
lim
V→∞
s∗(V ) lnV = − ln f∗(α), lim
V→∞
s∗(V ) lnV = − log f∗(α). (9)
Theorem 1.3. s∗(V ) and s∗(V ) are Lipschitz continuous on any bounded
interval of [24,∞).
4 QING-HUI LIU, YAN-HUI QU, ZHI-YING WEN
Remark 1. 1) Formula (8) is the box dimension counterpart of (5), and
the formulas (5) and (8) give the sufficient and necessary conditions such
that Hausdorff dimensions and box dimension are strictly less than 1 and
positive.
2) In general we can not expect s∗(V ) = s∗(V ). The simplest example is
as follows: take α = [0; a1, a2, · · · ] such that
K∗(α) = 1 and K∗(α) =∞.
Then by (5) and (7) we have s∗(V ) < 1, by (8) and (7) we have s∗(V ) = 1.
3) Formula (9) is a complete generalization of (3).
4) We know that in the Fibonacci case, the dimension function d(V ) is
real analytic ([2, 4]). For the Sturm case, we can not expect such strong
regularity. However by Theorem 1.3, both Hausdorff and Box dimension
functions are still Lipschitz continuous, which will be obtained essentially
from the formula (7).
We will compare the present work with some previous works [13, 12, 8] to
explain the main difficulties we will meet and indicate some new ideas and
techniques we will introduce.
The main idea in [13] is essentially introducing a natural covering struc-
ture by construct spectral generating bands, and estimate the length of
spectral generating bands by computing one-order derivative of spectral
generating polynomial. The key points in [8] consists of, on the one hand,
generalizing the Cookie-Cutter-like structure introduced by Ma, Rao and
Wen [15] and developing some related techniques for establishing the Gibbs
like measure; and on the other hand, giving a more exact formula for the de-
rivative of spectral generating polynomial, and estimating of the two-order
derivative.
But if {ak}k≥1 is unbounded, these techniques and methods are not
enough. To see this, we recall first the definition of Cookie-Cutter set. Tak-
ing I = [0, 1], I0, I1 ⊂ I be two disjoint subintervals of I, let f : I0 ∪ I1 → I
satisfies
(C-i) f |I0 , f |I1 are 1− 1 mappings onto I;
(C-ii) C1+γ Ho¨lder(γ > 0), i.e., ∃c > 0,
|f ′(x)− f ′(y)| ≤ c|x− y|γ , ∀x, y ∈ I0 ∪ I1;
(C-iii) expansion, i.e. there exist B > b > 1, for any x ∈ I0 ∪ I1,
1 < b ≤ |f ′(x)| ≤ B <∞.
FRACTAL DIMENSIONS OF SPECTRUM 5
We call f a Cookie-Cutter map. The hyperbolic attractor of f is defined as
E := {x ∈ R | ∀k ≥ 0, fk(x) ∈ [0, 1]}. (10)
E is called the Cookie-Cutter set associated with the Cookie-Cutter map f .
Let φ0 = (f |I0)−1,φ1 = (f |I1)−1 and Σ = {0, 1}. For any k ≥ 1, σ =
i1i2 · · · ik ∈ Σk, define Iσ = φi1 ◦ φi2 ◦ · · · ◦ φik(I), then fk(Iσ) = I and
E =
⋂
k≥1
⋃
σ∈Σk Iσ.
As in [7], the system satisfies the principle of bounded variation, i.e., there
exists ξ ≥ 1 such that, for any k ≥ 1, σ ∈ Σk, and any x, y ∈ Iσ,
|(fk)′(x)/(fk)′(y)| ≤ ξ;
and the system also satisfies the principle of bounded distortion, i.e. for any
x ∈ Iσ,
ξ−1 ≤ |(fk)′(x)| |Iσ | ≤ ξ.
Notice that by the chain rule, we have
(fk)′(x) = f ′(fk−1(x))f ′(fk−2(x)) · · · f ′(x). (11)
By these two principles, we see that the length of the interval Iσ could be
estimated by the derivative of fk at any point of Iσ.
Moreover, Ma, Rao and Wen [15] showed that the system also satisfies
the principle of bounded covariation, i.e., for any m > k > 0, σ1, σ2 ∈ Σk,
and τ ∈ Σm−k,
|Iσ1∗τ |
|Iσ1 |
≤ ξ2 |Iσ2∗τ ||Iσ2 |
.
With these principles, one can prove the existence of the Gibbs measure,
i.e., for any 0 < β < 1, there exists probability measure µβ such that, for
any k > 0 and σ ∈ Σk,
ξ−2
|Iσ|β∑
τ∈Σk |Iτ |β
≤ µβ(Iσ) ≤ ξ2 |Iσ |
β∑
τ∈Σk |Iτ |β
.
These measures are crucial for analyzing fractal dimensions of the attractors,
such as formulas for Hausdorff dimension, box dimension and continuous
dependence of dimensions with respect to f .
Now we turn to the Cookie-Cutter-like set introduced by Ma, Rao and
Wen ([15]) which generalizes the classical Cookie-Cutter set:
E = {x ∈ R | ∀k ≥ 0, fk ◦ fk−1 ◦ · · · ◦ f1(x) ∈ [0, 1]}, (12)
where for any k ≥ 1, fk satisfies
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(U-i) ∃Ikj ⊂ I = [0, 1], j = 1, 2, · · · ,mk, mutually disjoint, such that
fk|Ikj are 1− 1 mappings onto I;
(U-ii) C1+γ Ho¨lder(γ > 0), i.e., ∃ck > 0,
|f ′k(x)− f ′k(y)| ≤ ck|x− y|γ , ∀x, y ∈
⋃
j
Ikj ;
(U-iii) expansion, i.e. there exist Bk > bk > 1, for any x ∈
⋃
j I
k
j ,
1 < bk ≤ |f ′k(x)| ≤ Bk <∞.
Comparing with (10), we see that the k-th iteration of the same mapping
f is replaced by composition of k different mappings in (12).
Under the conditions of uniformly Ho¨lder and uniformly bounded expan-
sion, i.e.,
sup ck <∞, 1 < inf bk ≤ supBk <∞, (13)
the principles of bounded variation, bounded distortion, bounded covari-
ation and the existence of Gibbs like measure were proven in [15]. They
gave formulas for the dimensions and showed the continuous dependence of
dimensions with respect to {fk}k≥1.
In [8], to study the dimensional property of spectrum with bounded type,
they apply the technique of Cookie-Cutter-like set in the following way. For
every spectral generating band B, there is a generating polynomial hB such
that hB is monotone on B and hB(B) = [−2, 2]. They estimated the length
of B by help of hB . Suppose (Bk)
n
k=0 is a sequence of spectral generating
bands of order from 0 to n with
Bn ⊂ Bn−1 ⊂ · · ·B0,
and suppose their corresponding generating polynomials are (hi)
n
i=0. Noting
that h′0 = 1, and
h′n =
h′n
h′n−1
h′n−1
h′n−2
· · · h
′
1
h′0
.
Comparing with (11), they analyze h′k+1/h
′
k in stead of analyzing f
′(fk(x)).
Analogous to condition (U-iii), they proved
4 < h′k(x)/h
′
k−1(x) < Bk (14)
And instead of Ho¨lder condition (U-ii), they proved (see also (53))∣∣∣h′k+1(x)h′k(x) − h′k+1(y)h′k(y) ∣∣∣ ≤ tk(|hk(x)− hk(y)|+ dk6 |hk−1(x)− hk−1(y)|)
+ 16ek
∣∣∣ h′k(x)h′k−1(x) − h′k(y)h′k−1(y) ∣∣∣ .
(15)
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Notice that all parameters Bk, tk, dk, ek in (14) and (15) depend on ak.
If {ak} is bounded, Bk, tk, dk, ek are also bounded, thus they can apply
techniques of [15] directly.
But if the sequence {an} is unbounded, then supk tk =∞, supkBk =∞.
Return to the Cookie-Cutter case, comparing with (13), this is equivalent
to
sup
k
ck =∞, sup
k
Bk =∞,
i.e., neither uniformly Ho¨lder nor uniformly bounded expansion. By care-
fully analyzing the relation between ck and Bk, we find that the conclusion
of [15] still holds if we relax the condition (13) to require that for some
constant C > 0,
ck ≤ C · inf
x∈⋃j Ikj
|f ′k(x)|, ∀k > 0.
By this way, we could overcome the difficulty ck and Bk not bounded.
This technique can be accommodated to our case to show the principles of
bounded variation, distortion and covariation for the spectrum, by making
more accurate estimations for tk, dk, ek and hk(x)− hk(y) in (15).
It is more tricky to construct a Gibbs like measure, since when {ak}k≥1 is
unbounded, we can not distribute mass evenly on different types of spectral
generating bands. However, with much effort, we can still construct a weak
type Gibbs like measure which plays the same role as Gibbs like measure.
Finally, in applying mass distribution principle to get a good lower bound
for Hausdorff dimension, we will meet the following difficulty: for a spectral
generating bandB of order k and type III, it contains ak spectral generating
bands (denote as Bl for 1 ≤ l ≤ ak) of order k+1 and type I with contraction
ratios
|Bl|/|B| ∼ a−1k sin2
lπ
ak + 1
, l = 1, 2, · · · , ak.
The contraction ratios vary from a−1k to a
−3
k , so the weak Gibbs like measure
fails to give desired estimation.
To overcome this difficulty, we introduce a truncation technique. For any
small ε > 0, we delete the intervals Bl with
0 < l/(ak + 1) < ε or 1− ε < l/(ak + 1) < 1.
So the remaining intervals satisfy
|Bl|/|B| & ε2a−1k .
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Denote the remaining set by Eε. Now we can apply weak Gibbs like measure
supported on Eε to get lower bound of Hausdorff dimension for Eε (here we
use idea from [9]), and then obtain the desired lower bound for E as ε tends
to 0.
The plan of the paper is as follows. In Section 2, we will study the struc-
ture of the spectrum, especially we will give a coding for the spectrum. In
Section 3, we state some results which we need to prove the main Theorems.
Section 4 and Section 5 are devoted to the proofs of Theorem 1.1 and Theo-
rem 1.2 respectively. The proof of Theorem 1.3 will be postponed to Section
8 since the proof of which need a technique lemma. The rest sections are
devoted to the proofs of the results stated in section 3.
2. The structure and coding of the spectrum
We describe the structure of the spectrum Σ = Σα,V for some fixed α
and V . We will see that Σ has a natural covering structure which can be
associated with a natural coding.
Let α = [0; a1, a2, · · · ] ∈ (0, 1) be irrational, let pk/qk(k > 0) be the k-th
partial quotient of α given by:
p−1 = 1, p0 = 0, pk+1 = ak+1pk + pk−1, k ≥ 0,
q−1 = 0, q0 = 1, qk+1 = ak+1qk + qk−1, k ≥ 0.
Let k ≥ 1 and x ∈ R, the transfer matrix Mk(x) over qk sites is defined by
Mk(x) :=
[
x− vqk −1
1 0
][
x− vqk−1 −1
1 0
]
· · ·
[
x− v1 −1
1 0
]
,
where vn is defined in (1). By convention we take
M−1(x) =
[
1 −V
0 1
]
, M0(x) =
[
x −1
1 0
]
.
For k ≥ 0, p ≥ −1, let t(k,p)(x) = trMk−1(x)Mpk(x) and
σ(k,p) = {x ∈ R : |t(k,p)(x)| ≤ 2}
where trM stands for the trace of the matrix M .
With these notations, we collect some known facts that will be used later,
for more details, we refer to [1, 17, 18, 19].
(A) Renormalization relation. For any k ≥ 0
Mk+1(x) =Mk−1(x)(Mk(x))ak+1 ,
FRACTAL DIMENSIONS OF SPECTRUM 9
so, t(k+1,0) = t(k−1,ak), t(k,−1) = t(k−1,ak−1).
(B) Structure of σ(k,p)(k ≥ 0, p ≥ −1). For V > 0, σ(k,p) is made of
deg t(k,p) disjoint closed intervals.
(C) Trace relation. Defining Λ(x, y, z) = x2 + y2 + z2 − xyz − 4, then
Λ(t(k+1,0), t(k,p), t(k,p+1)) = V
2.
Thus for any k ∈ N, p ≥ 0 and V > 4,
σ(k+1,0) ∩ σ(k,p) ∩ σ(k,p−1) = ∅. (16)
(D) Covering property. For any k ≥ 0, p ≥ −1,
σ(k,p+1) ⊂ σ(k+1,0) ∪ σ(k,p), (17)
then
(σ(k+2,0) ∪ σ(k+1,0)) ⊂ (σ(k+1,0) ∪ σ(k,0)).
Moreover
Σ =
⋂
k≥0
(σ(k+1,0) ∪ σ(k,0)).
The intervals of σ(k,p) will be called the bands, when we discuss only one of
these bands, it is often denoted as B(k,p). Property (B) also implies t(k,p)(x)
is monotone on B(k,p), and
t(k,p)(B(k,p)) = [−2, 2],
we call t(k,p) the generating polynomial of B(k,p).
{σ(k+1,0) ∪ σ(k,0) : k ≥ 0} form a covering of Σ. However there are
some repetitions between σ(k,0) ∪ σ(k−1,0) and σ(k+1,0) ∪ σ(k,0). It is possible
to choose a coverings of Σ elaborately such that we can get rid of these
repetitions, as we will describe in the follows:
Definition 1. ([17, 13]) For V > 4, k ≥ 0, we define three types of bands
as follows:
(k, I)-type band: a band of σ(k,1) contained in a band of σ(k,0);
(k, II)-type band: a band of σ(k+1,0) contained in a band of σ(k,−1);
(k, III)-type band: a band of σ(k+1,0) contained in a band of σ(k,0).
By the property (B), (16) and (17), all three kinds of types of bands are
well defined, and we call these bands spectral generating bands of order k (the
type I band is called the type I gap in [17]). Note that for order 0, there is
only one (0, I)-type band σ(0,1) = [V −2, V +2] (the corresponding generating
polynomial is t(0,1) = x−V ), and only one (0, III) type band σ(1,0) = [−2, 2]
(the corresponding generating polynomial is t(1,0) = x). They are contained
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in σ(0,0) = (−∞,+∞) with corresponding generating polynomial t(0,0) ≡ 2.
For the convenience, we call σ(0,0) the spectral generating band of order −1.
For any k ≥ −1, denote by Gk the set of all spectral generating bands of
order k, then the intervals in Gk are disjoint. Moreover ([13, 8])
• (σ(k+2,0) ∪ σ(k+1,0)) ⊂
⋃
B∈Gk B ⊂ (σ(k+1,0) ∪ σ(k,0)), thus
Σ =
⋂
k≥0
⋃
B∈Gk
B; (18)
• any (k, I)-type band contains only one band in Gk+1, which is of
(k + 1, II)-type.
• any (k, II)-type band contains 2ak+1+1 bands in Gk+1, ak+1+1 of
which are of (k+1, I)-type and ak+1 of which are of (k+1, III)-type.
• any (k, III)-type band contains 2ak+1 − 1 bands in Gk+1, ak+1 of
which are of (k+1, I)-type and ak+1−1 of which are of (k+1, III)-
type.
Thus {Gk}k≥0 forms a natural covering([14, 12]) of the spectrum Σ. For
any k ≥ 1, let sk be the unique real number in [0, 1] satisfies∑
B∈Gk
|B|sk = 1,
and define the pre-dimensions of Σ by
s∗(V ) = lim inf
k→∞
sk, s
∗(V ) = lim sup
k→∞
sk. (19)
In the following we will give a coding for Σ. Let
E := {(I, II), (II, I), (II, III), (III, I), (III, III)}
be the admissible edges. To simplify the notation, we write
e12 = (I, II), e21 = (II, I), e23 = (II, III), e31 = (III, I), e33 = (III, III).
For each n ∈ N define
τe(n) =

1 e = e12
n+ 1 e = e21
n e = e23
n e = e31
n− 1 e = e33.
Then define
En = {(e, τe(n), l) : e ∈ E , 1 ≤ l ≤ τe(n)}
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E
∗
n = {(e, τe(n), l) ∈ En : e 6= e21, e23}.
For any w = (e, τe(n), l) ∈ En, we use the notation ew := e.
For any n, n′ ∈ N and any (e, τe(n), l) ∈ En and (e′, τ ′e(n′), l′) ∈ En′ we
say (e, τe(n), l)(e
′, τ ′e(n′), l′) is admissible if the end point of e is the initial
point of e′. We denote it by (e, τe(n), l)→ (e′, τ ′e(n′), l′).
Define
Ω = {ω ∈ E ∗a1 ×
∞∏
k=2
Eak : ω = ω1ω2 · · · s.t. ωk → ωk+1 for all k ≥ 1}.
Define Ω1 = E
∗
a1 and for n ≥ 2, define
Ωn = {w ∈ E ∗a1 ×
n∏
k=2
Eak : w = w1 · · ·wn s.t. wk → wk+1 for all 1 ≤ k < n}.
Define finally Ω∗ =
⋃
n≥1 Ωn.
Given any w ∈ Ωn, 1 ≤ k < n, we write w = u ∗ v or w = uv, where
u = w1 · · ·wk, v = wk+1 · · ·wn.
Given any w ∈ Ωn, define Bw inductively as follows: Let BI = [V −2, V +
2] be the unique (0, I)-type band in G0 and let BIII = [−2, 2] be the unique
(0, III)-type band in G0.
Given w ∈ Ω1. If w = (e12, 1, 1), then define Bw to be the unique (1, II)-
type band contained in BI . If w = (e31, τe31(a1), l), then define Bw to be the
unique l-th (1, I)-type band contained in BIII . If w = (e33, τe33(a1), l), then
define Bw to be the unique l-th (1, III)-type band contained in BIII , where
we order the bands of the same type from left to right.
If Bw has been defined for any w ∈ Ωn−1. Given w ∈ Ωn and write
w = w′ ∗ (e, τe(an), l), then w′ ∈ Ωn−1. If e = (T, T ′), define Bw to be the
unique l-th (n, T ′)-type band inside Bw′ .
With these notations we can rewrite (18) as
Σ =
⋂
n≥0
⋃
w∈Ωn
Bw.
Given w ∈ Ωk, we say w has length k and denote by |w| = k. If Bw is of
(k, T ) type, sometimes we also say simply that Bw has type T.
3. Variation, covariation and Gibbs like measure
In this section, we will present three properties related to the spectrum,
that is, bounded variation; bounded covariation and the existence of Gibbs
like measures. These properties play essential roles in the proof of the main
theorems of the paper. We fix V > 0 and α ∈ (0, 1) irrational with continued
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fraction expansion [0; a1, a2, · · · ]. Since now (ak)k≥1 can be unbounded, the
proofs of these properties are much more difficult than [8], and we put the
proofs to the sections 7, 8 and 9.
We also collect several other basic properties which will be used in the
proofs of the main theorems.
3.1. Bounded variation.
Theorem 3.1 (Bounded variation). Let V ≥ 20 and α be irrational. Then
there exists a constant ξ = exp (180V ) > 1 such that for any spectral gener-
ating band B of Σα,V with generating polynomial h,
ξ−1 ≤
∣∣∣∣h′(x1)h′(x2)
∣∣∣∣ ≤ ξ, ∀x1, x2 ∈ B.
Corollary 3.2 (Bounded distortion). Let V ≥ 20 and α be irrational. Then
there exists a constant ξ = 4exp (180V ) > 1 such that for any spectral
generating band B of Σα,V with generating polynomial h,
ξ−1 ≤ |h′(x)| · |B| ≤ ξ, ∀x ∈ B.
We will prove Theorem 3.1 and Corollary 3.2 in Section 7.
3.2. Bounded covariation.
Theorem 3.3 (Bounded covariation). Let V ≥ 24 and α be irrational. Then
there exist absolute constants C1, C2 > 1 such that if w, w˜, wu, w˜u ∈ Ω∗,
then, for η = C1 exp(2C2V ),
η−1
|Bwu|
|Bw| ≤
|Bw˜u|
|Bw˜|
≤ η |Bwu||Bw| .
Corollary 3.4. Let V ≥ 24 and α = [0; a1, a2, · · · ] be irrational. Write
N = {n : n = ai for some i}. Then there exist absolute constants C1, C2 >
1 and sequence {ζn : 0 < ζn ≤ 1, n ∈ N } depending on α, V and n, such
that for any k ∈ N if ak+1 = n,w ∈ Ωk, u = (e12, 1, 1) and wu ∈ Ωk+1 then
η−1ζn ≤ |Bwu||Bw| ≤ ηζn
with η = C1 exp(C2V ). Moreover ζ1 can be taken as 1.
We will prove Theorem 3.3 and Corollary 3.4 in Section 8.
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3.3. Existence of Gibbs like measures.
At first we introduce some notations used in this paper. For two positive
sequences {an} and {bn}, an ∼ bn means that there exist constants 0 < d1 ≤
d2 such that d1an ≤ bn ≤ d2an for every n ∈ N. an . bn means that there
exists a constant d > 0 such that an ≤ dbn for every n ∈ N. an & bn can be
defined similarly.
For any β > 0 define
bk,β :=
∑
w∈Ωk
|Bw|β =
∑
B∈Gk
|B|β.
Theorem 3.5 (Existence of Gibbs like measures). For any 0 < β < 1, there
exists a probability measure µβ supported on Σ such that
if Bw has type (k, I), let u = (e12, 1, 1), then
µβ(Bw) ∼
ζβak+1
a1−βk+1
|Bw|β
bk,β
∼ |Bwu|
β
bk+1,β
.
If Bw has type (k, II), then
µβ(Bw) ∼ |Bw|
β
bk,β
.
If Bw has type (k, III), then
µβ(Bw) ∼

|Bw|β
bk,β
ak+1 > 1;
ζβak+2
a1−βk+2
|Bw|β
bk,β
ak+1 = 1.
We will prove a generalized version of this theorem, i.e. Theorem 9.4 in
Section 9. Indeed the measure constructed in this theorem is a weak type
Gibbs like measure, compared with that constructed in [15, 8]. However we
still call it Gibbs like measure for convenience.
3.4. Other useful facts.
In this subsection we collect several other useful facts, which are essen-
tially contained in [8].
Lemma 3.6. ([8]) Assume w ∈ Ωk, wu ∈ Ωk+1 with u = (e, p, l). Let
hw, hwu be the generating polynomials of Bw, Bwu respectively. Then for
any x ∈ Bwu, if e 6= e12,
V − 8
3
(p+ 1) csc2
lπ
p+ 1
≤
∣∣∣∣h′wu(x)h′w(x)
∣∣∣∣ ≤ (V + 5)(p + 1) csc2 lπp+ 1 ,
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if e = e12, then p = 1, we have(
2(V − 8)
3
)ak+1−1
≤
∣∣∣∣h′wu(x)h′w(x)
∣∣∣∣ ≤ (2(V + 5))ak+1−1 .
We remark that here p = τe(ak+1). This lemma is stated in another way
in Proposition 6.3. See [8] Proposition 3.3 for a proof.
Lemma 3.7. Assume V ≥ 20. Write t1 = (V − 8)/3 and t2 = 2(V + 5).
Then for any w = w1 · · ·wn ∈ Ωn with wi = (ei, τei(ai), li) we have∏
ei=e12
1
tai−12
·
∏
ei 6=e12
1
t2a3i
≤ |Bw| ≤ 4
∏
ei=e12
1
tai−11
·
∏
ei 6=e12
1
t1ai
(20)
Especially we have
|Bw| ≤ 41−n/2. (21)
We will prove this lemma in the end of Section 6.
4. Dimension formulas
This section is devoted to the proof of (7) in Theorem 1.1. At first we
will show the box dimension formula, which is easier. Then we will propose
a truncation procedure to derive the Hausdorff dimension formula. The
formula (8) will be proven in Section 5.
4.1. s∗(V ) = dimB Σ.
By (6), we only need to show that dimB Σ ≤ s∗(V ). We recall an equiva-
lent definition of the upper box dimension(see for example [20]). Let A ⊂ R
be a Cantor set. Let a = inf E and b = supE. The complement of A, i.e.
[a, b]\A, consists of countable many open intervals {Gi}i≥1, which is called
the gaps of A. For i ≥ 1, let ti = |Gi|, then
dimB A = inf
{
β |
∞∑
i=1
tβi <∞
}
.
We now consider all the gaps of the spectrum Σ. We call a gap of order k
if it is covered by some band in Gk but is not covered by any band in Gk+1.
Let Pk be the collection of all gaps of order k, then
dimB Σ = inf
β | ∑
k≥0
∑
J∈Pk
|J |β <∞
 .
Now let us prove dimB Σ ≤ s∗(V ).
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If s∗(V ) = 1, the result is trivial. So in the following we assume s∗(V ) < 1.
Fix s such that s∗(V ) < s < 1.
Let B be a generating band of order k. Suppose it contain n generating
bands of order k+1, then it contains n−1 gaps of order k, which we denote
by J1, · · · , Jn−1. It is seen that |J1| + · · · + |Jn−1| ≤ |B|. By concavity of
the function xs we get
n−1∑
i=1
|Ji|s = (n − 1)
n−1∑
i=1
|Ji|s
n− 1 ≤ (n− 1)
(∑n−1
i=1 |Ji|
n− 1
)s
≤ (n− 1)1−s|B|s.
For any generating band of order k, it contain at most 2ak+1+1 generating
bands of order k + 1, so we have∑
J∈Pk
|J |s ≤ (2ak+1)1−s
∑
B∈Gk
|B|s = (2ak+1)1−sbk,s.
By (71) and Lemma 9.1(taking ε to be 0), we have bk,s/bk+1,s ∼ as−1k+1, so
there exists C > 0 such that∑
J∈Pk
|J |s ≤ Cbk+1,s.
Let ε = s− s∗(V ). Since s∗(V ) < s, there exists N > 0 such that for any
k > N , s > sk + ε/2 and for any B ∈ Gk we have |B| < 1. By (21) we have
bk,s ≤
∑
B∈Gk
|B|sk+ε/2 ≤ 41−εk/4
∑
B∈Gk
|B|sk = 41−εk/4.
Hence we have∑
k≥0
∑
J∈Pk
|J |s = C˜ +
∞∑
k=N
∑
J∈Pk
|J |s ≤ C˜ + C
∞∑
k=N+1
bk,s <∞.
So we get dimB Σ ≤ s. Since s > s∗(V ) is arbitrary, we conclude that
dimB Σ ≤ s∗(V ).
4.2. s∗(V ) = dimH Σ.
Recall that α has expansion [0; a1, a2, · · · ]. If ak is very large, as discussed
in the introduction, the length of the bands of order k contained in the
same band of order k−1 can differ from each other very much, which makes
the estimation very difficult. To overcome this difficulty, we propose the
following truncation procedure.
Fix 0 ≤ ε < 1/12. Define
En(ε) = {(e12, 1, 1)}
⋃ ⋃
e 6=e12
{(e, τe(n), l) : (τe(n)+1)ε < l < (τe(n)+1)(1−ε)}.
(22)
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It is seen that if n ≤ 10, then En(ε) = En. Define
Ωn(ε) = Ωn
⋂(
E
∗
a1 ×
n∏
k=2
Eak(ε)
)
(n ≥ 2), Ω∗(ε) =
⋃
n≥2
Ωn(ε) (23)
and
Eε :=
⋂
n≥1
⋃
w∈Ωn(ε)
Bw. (24)
It is obvious that Eε ⊂ Σ. For this set we can also define the associated
pre-dimensions s∗(ε).
Proposition 4.1. s∗(ε)→ s∗ when ε→ 0.
Proof. We begin with the comparison of sn and sn(ε). By the definitions∑
w∈Ωn
|Bw|sn = 1;
∑
w∈Ωn(ε)
|Bw|sn(ε) = 1.
It is seen that sn(ε) ≤ sn for n ∈ N.
Claim: There exists a constant C > 0 such that, for any small ε,∑
w∈Ωn(ε)
|Bw|sn ≥ (1− Cε)n. (25)
We first show that the claim implies the result. In fact if the claim holds,
then
(1−Cε)n ≤
∑
w∈Ωn(ε)
|Bw|sn
=
∑
ω∈Ωn(ε)
|Bw|sn(ε)|Bw|sn−sn(ε)
≤ 4 · 4−(sn−sn(ε))n/2
∑
w∈Ωn(ε)
|Bw|sn(ε)
= 4 · 4−(sn−sn(ε))n/2,
where the second inequality is due to (21). Consequently
0 ≤ sn − sn(ε) ≤ 2
n
− ln(1− Cε)
ln 2
.
From this we can conclude that s∗(ε)→ s∗ when ε→ 0.
Now we go back to the proof of the claim. For this purpose we introduce
the following intermediate symbolic spaces. For 1 ≤ j ≤ n− 1 define
Ω(j)n (ε) := Ωn ∩
E ∗a1 × j∏
l=2
Eal ×
n∏
l=j+1
Eal(ε)
 .
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Thus Ω
(1)
n (ε) = Ωn(ε). We also write Ω
(n)
n (ε) := Ωn to unify the notation.
To prove (25), we only need to show that, for j = 1, · · · , n− 1,∑
w∈Ω(j)n (ε)
|Bw|sn ≥ (1− Cε)
∑
w∈Ω(j+1)n (ε)
|Bw|sn . (26)
By the definition if aj+1 ≤ 10, then Eaj+1(ε) = Eaj+1 and consequently
Ω
(j)
n (ε) = Ω
(j+1)
n (ε), thus (26) is trivial.
Now assume aj+1 > 10. We can write∑
w∈Ω(j+1)n (ε)
|Bw|sn =
∑
e∈E
Ze and
∑
w∈Ω(j)n (ε)
|Bw|sn =
∑
e∈E
Ze(ε),
where for e = e12
Ze12 = Ze12(ε) =
∑
w∈Ω(j+1)n (ε),wj+1=(e12,1,1)
|Bw|sn
and for e 6= e12
Ze =
τe(aj+1)∑
l=1
∑
w∈Ω(j+1)n (ε),wj+1=(e,τe(aj+1),l)
|Bw|sn ,
Ze(ε) =
[aj+1(1−ε)]∑
l=[aj+1ε]
∑
w∈Ω(j+1)n (ε),wj+1=(e,τe(aj+1),l)
|Bw|sn
Note that for e 6= e12, Ze(ε) is different from Ze only in the range of the
index l. To show (26) it is enough to show that
Ze(ε) ≥ (1−Cε)Ze, e ∈ E .
The case e = e12 is trivial. Now we consider e = e21. In this case we have
τe(aj+1) = aj+1+1.Write θl = (e, τe(aj+1), l). Then we can rewirte Ze(ε) as
Ze(ε) =
[aj+1(1−ε)]∑
l=[aj+1ε]
∑
uθlv∈Ω(j+1)n (ε)
|Bw|sn
Fix u ∈ Ωj, write
γl :=
∑
uθlv∈Ω(j+1)n (ε)
|Buθlv|sn .
Let l0 = [aj+1/2]. By Theorem 3.3 we have
γl = |Buθl |sn
∑
uθlv∈Ω(j+1)n (ε)
|Buθlv|sn
|Buθl |sn
∼ |Buθl |
sn
|Buθl0 |sn
γl0 .
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By Corollary 3.2 and Lemma 3.6,
|Buθl |
|Buθl0 |
=
|Buθl |/|Bu|
|Buθl0 |/|Bu|
∼ sin2 lπ
aj+1 + 1
.
Then there exists c > 1 independent to l, j such that
c−1γl0 sin
2sn lπ
aj+1 + 1
≤ γl ≤ cγl0 sin2sn
lπ
aj+1 + 1
.
So we have
aj+1+1∑
l=1
γl ≥ c−1γl0
aj+1+1∑
l=1
sin2sn
lπ
aj+1 + 1
≥ c−1γl0
3l0/2∑
l=l0/2
sin2sn
lπ
aj+1 + 1
≥ c−1γl0 l0 sin2sn π/4.
Let A = {1 ≤ l ≤ aj+1 + 1 | l < [aj+1ε] or l > [aj+1(1− ε)]}, we have∑
l∈A
γl ≤ cγl0
∑
l∈A
sin2sm
lπ
aj+1 + 1
≤ cγl0 · 2aj+1ε · sin2sn π/4.
This implies for all u ∈ Ωj,
[aj+1(1−ε)]∑
l=[aj+1ε]
γl ≥ (1− 4c2ε)
aj+1+1∑
l=1
γl,
so we get Ze(ε) ≥ (1− 4c2ε)Ze.
For other e 6= e12, the proof is the same. Thus the proof is completed. 
Proposition 4.2. dimH Eε = s∗(ε).
Proof. It is known that dimH Eε ≤ s∗(ε), so it only need to show dimH Eε ≥
s∗(ε). It is trivial if s∗(ε) = 0, we thus assume s∗(ε) > 0. Fix any 0 < β <
s∗(ε) and define
bk,β(ε) :=
∑
ω∈Ωk(ε)
|Bω|β. (27)
Then there exists K ∈ N such that bk,β(ε) ≥ 1 for any k ≥ K.
By (71) and Lemma 9.1, we have
bk−1,β(ε)
bk,β(ε)
∼ aβ−1k . (28)
By Theorem 9.4, we can construct a Gibbs like measure µβ,ε supported on
Eε. Define δ0 := min{|Bw| : w ∈ ΩK+1(ε)}.
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Claim: for any open interval U ⊂ R with |U | ≤ δ0/2 we have
µβ,ε(U) . |U |β.
⊳ Take any open interval U ⊂ R with |U | ≤ δ0/2, define
Ξ := {w ∈ Ω∗(ε) : Bw ∩ U 6= ∅, |Bw| ≤ |U | < |Bw−|},
where w− is gotten by deleting the last symbol of w. At first we claim that
|w| ≥ K + 1 for any w ∈ Ξ. In fact if otherwise, there exists w˜ = wu ∈
ΩK+1(ε). Then
δ0 ≤ |Bw˜| ≤ |Bw| ≤ |U | ≤ δ0/2,
which is a contradiction.
Notice that by the natural covering property, any two generating bands
are either disjoint or one of them is included in another, thus we conclude
that #{w− : w ∈ Ξ} ≤ 2. Thus to show the claim we only need to show that
µβ,ε(U ∩Bw−) . |U |β , (∀w ∈ Ξ).
If Bw− is of type (k, I), then by (81),
µβ,ε(U ∩Bw−) ≤ µβ,ε(Bw−) ∼
|Bw|β
bk+1,β(ε)
≤ |U |β .
Now we assume Bw− is a band of type (k, II) or (k, III). In this case, w
has the form w−(e, p, l) with e 6= e12 and p = τe(ak+1). By bounded variation
and Lemma 3.6, if ak+1 ≤ 10, then
|Bw|
|Bw− |
∼ 1
ak+1
.
If ak+1 > 10, then we have ε ≤ l/ak+1 ≤ 1−ε. Consequently, also by bounded
variation and Lemma 3.6, there exists constants C > 1 not depending on ε
such that
ε2
Cak+1
≤ sin
2 επ
Cak+1
≤ |Bω||Bω− |
≤ C
ak+1
.
So in both cases we have
|Bw|
|Bw− |
∼ 1
ak+1
. (29)
Let
Υ := {u : |u| = k + 1;Bu ⊂ Bw− ;Bu ∩ U 6= ∅}.
Then by (29), (82) and (83)
µβ,ε(U ∩Bw−) =
∑
u∈Υ
µβ,ε(Bu) ≤ #Υ ·max
u∈Υ
µβ,ε(Bu)
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.
|U |ak+1
|Bw− |
· (|Bw− |/ak+1)
β
bk+1,β(ε)
=
|U |a1−βk+1
|Bw− |1−β bk+1,β(ε)
=: d1.
On the other hand, we trivially have
µβ,ε(U ∩Bω−) ≤ µβ,ε(Bω−) .
|Bω− |β
bk,β(ε)
=: d2.
So, we have
µβ,ε(U ∩Bω−) . min{d1, d2} ≤ dβ1d1−β2
= |U |β
(
a
(1−β)
k+1 bk,β(ε)
bk+1,β(ε)
)β
1
bk,β(ε)
. |U |β
where the last inequality is due to (28) and bk,β(ε) ≥ 1. ⊲
Then by the mass distribution principle we conclude that dimH Eε ≥ β.
Since β < s∗(ε) is arbitrary, we get dimH Eε ≥ s∗(ε). 
Proof of dimH Σ = s∗(V ). By (6), we only need to prove
dimH Σ ≥ s∗(V ).
Since Eε ⊂ Σ, by Proposition 4.2 we have
dimH Σ ≥ dimH Eε = s∗(ε).
By Proposition 4.1 we get dimH Σ ≥ s∗(V ). 
5. Proof of (8) and Theorem 1.2
The main result of this section is Proposition 5.3. Formula (8) and The-
orem 1.2 are direct consequences of this proposition.
Let us do some preparation. Recall that we have definedK∗(α) andK∗(α)
in (4). To simplify the notation, we write K∗ = K∗(α) and K∗ = K∗(α). It
is obvious that 1 ≤ K∗ ≤ K∗.
Throughout this section, for a matrix A ∈M(3,R) we define
‖A‖ := max{|aij | : 1 ≤ i, j ≤ 3}.
For any n ≥ 1, 0 ≤ x ≤ 1 define
Rn(x) :=
 0 x(an−1) 0(an + 1)x 0 anx
anx 0 (an − 1)x
 ,
Sn(x) := R1(x) · · ·Rn(x).
(30)
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For x ∈ [0, 1] we define
ψ(x) := lim inf
n→∞ ‖Sn(x)‖
1/n, φ(x) := lim sup
n→∞
‖Sn(x)‖1/n.
Then ψ(x) ≤ φ(x) for x ∈ [0, 1]. It is direct to get the following inequality,
assume 0 < x < y ≤ 1, then for any k > 0,
Rk(x)Rk+1(x) ≤ x
y
·Rk(y)Rk+1(y). (31)
Lemma 5.1. (1) If K∗ < ∞, then ψ : [0, 1] → R+ is strictly increasing
and (
K∗
2
∨ 3
√
2
)
x ≤ ψ(x) ≤ K∗
√
2x, ∀x ∈ [0, 1].
If K∗ =∞, then ψ(0) = 0 and ψ(x) =∞ for any x ∈ (0, 1].
(2) If K∗ <∞, then φ : [0, 1]→ R+ is strictly increasing and(
K∗
2
∨ 3
√
2
)
x ≤ φ(x) ≤ K∗
√
2x, ∀x ∈ [0, 1].
If K∗ =∞, then φ(0) = 0 and φ(x) =∞ for any x ∈ (0, 1].
Proof. We only prove (1), since the proof of (2) is analogous. It is easy to
check that ψ(0) = 0. Define
J =
 1 1 11 1 1
1 1 1
 . (32)
At first assume K∗ <∞. It is ready to check the following inequality
Rn(x)Rn+1(x) ≤ 2xanan+1J.
Consequently we have
‖Rn(x)Rn+1(x)‖ ≤ 2xanan+1,
which implies ψ(x) ≤ K∗
√
2x.
Claim: There exists a path i0i1 · · · in ∈ {1, 2, 3}n+1 such that for k =
1, · · · , n,
(Rk(x))ik−1ik ≥ (1 ∨
ak
2
)x,
and for k = 1, · · · , n− 2,
(Rk(x))ik−1ik (Rk+1(x))ikik+1 (Rk+2(x))ik+1ik+2 ≥ 2x3.
⊳ Take a path i0i1 · · · in ∈ {1, 2, 3}n+1 as follows:
• take i0 = 2;
• for 0 < j ≤ n, if ij−1 = 1, then take ij = 2;
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• for 0 < j ≤ n, if ij−1 = 2 or 3 and aj+1 > 2, then take ij = 3;
• for 0 < j ≤ n, if ij−1 = 2 or 3 and aj+1 ≤ 2, then take ij = 1.
Fix 1 ≤ k ≤ n let us discuss the following cases:
Case 1: ik−1ik = 12. By the way we choose the path, we have ak ≤ 2. Thus
(Rk(x))ik−1ik = (Rk(x))12 = x
ak−1 ≥ (1 ∨ ak
2
)x.
Case 2: ik−1ik = 21. Thus
(Rk(x))ik−1ik = (Rk(x))21 = (ak + 1)x ≥ (2 ∨ ak)x.
Case 3: ik−1ik = 23. Thus
(Rk(x))ik−1ik = (Rk(x))23 = akx ≥ x.
Case 4: ik−1ik = 31 or 33. By the way we choose the path, we have ak > 2.
Thus
(Rk(x))ik−1ik =
akx ik = 1(ak − 1)x ik = 3 ≥ (2 ∨ ak2 )x.
Since all the possible sequences of ik−1ikik+1ik+2 are
{1212; 1231; 1233; 2121; 2123; 2312; 2331; 2333;
3121; 3123; 3312; 3331; 3333},
by the conclusions of four cases above we get the result. ⊲
Thus by the claim above, on the one hand we have
‖R1(x) · · ·Rn(x)‖ ≥ (R1(x))i0i1 · · · (Rn(x))in−1in ≥ 2[n/3]xn,
which implies ψ(x) ≥ 3√2 x. On the other hand we get
‖R1(x) · · ·Rn(x)‖ ≥ (R1(x))i0i1 · · · (Rn(x))in−1in ≥ a1 · · · an2−nxn, (33)
which implies ψ(x) ≥ K∗x/2.
Now we are going to show that ψ is strictly increasing. By the definition
of ψ and (31) we get
ψ(x) ≤ (x
y
)1/2ψ(y).
Since ψ(x) ≥ 3√2 x we have ψ(x) > 0 when x > 0, thus we conclude that ψ
is strictly increasing.
If K∗ =∞, by (33) we have ψ(x) =∞ for any x ∈ (0, 1]. 
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Due to the strictly increasing property of ψ and φ we can definef∗(α) := inf{x > 0 : ψ(x) ≥ 1} = sup{x ≥ 0 : ψ(x) ≤ 1};f∗(α) := inf{x > 0 : φ(x) ≥ 1} = sup{x ≥ 0 : φ(x) ≤ 1}. (34)
Corollary 5.2. If K∗ <∞, then
f∗(α) ∈
[
1
2K2∗
,
2
K∗
∧ 1
3
√
2
]
⊂ (0, 1);
if K∗ =∞, then f∗(α) = 0.
If K∗ <∞, then
f∗(α) ∈
[
1
2K∗2
,
2
K∗
∧ 1
3
√
2
]
⊂ (0, 1);
if K∗ =∞, then f∗(α) = 0.
Now we state the main result of this section:
Proposition 5.3. Let V ≥ 24 and α = [0; a1, a2, · · · ] be irrational.
(i) If K∗ <∞, then 0 < f∗(α) < 1 and
− ln f∗(α)
6 ln 4K2∗ + ln 2(V + 5)
≤ S∗(V ) ≤ − ln f∗(α)
ln(V − 8)/3 . (35)
If K∗ =∞, then f∗(α) = 0 and s∗(V ) = 1.
(ii) If K∗ <∞, then 0 < f∗(α) < 1 and
− ln f∗(α)
6 ln 2K∗ + ln 2(V + 5)
≤ S∗(V ) ≤ − ln f
∗(α)
ln(V − 8)/3 ∧
lnK∗ + ln
√
2
lnK∗ + ln(V − 8)/3 .
(36)
If K∗ =∞, then f∗(α) = 0 and s∗(V ) = 1.
Proof. Let t1 = (V − 8)/3, t2 = 2(V + 5). Write
a¯k = ak + 1, ak = ak − 1, δk = (a1 · · · ak)1/k.
For any 0 ≤ γ ≤ 1 define
Qk(γ) :=
 0 t
−γak
1 0
a¯k(t1ak)
−γ 0 ak(t1ak)−γ
ak(t1ak)
−γ 0 ak(t1ak)−γ
 ,
Q˜k(γ) :=
 0 t
−γak
2 0
a¯k(t2a
3
k)
−γ 0 ak(t2a3k)
−γ
ak(t2a
3
k)
−γ 0 ak(t2a3k)
−γ
 .
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By (20) we have
bk,γ ≤ 4γ(1, 0, 1)Q1(γ) · · ·Qk(γ)(1, 1, 1)t ,
bk,γ ≥ (1, 0, 1)Q˜1(γ) · · · Q˜k(γ)(1, 1, 1)t ,
(37)
where (1, 1, 1)t is a column vector. We have, by definition of norm and (37),
bk,γ ≤ 6 · 4γ ||Q1(γ) · · ·Qk(γ)||. (38)
By (30), for any k ≥ 1, Qk(γ) ≤ Rk(t−γ1 ), then by (37),
bk,γ ≤ 4γ(1, 0, 1)Sk(t−γ1 )(1, 1, 1)t ≤ 6 · 4γ‖Sk(t−γ1 )‖. (39)
Since for any k ≥ 1, Q˜k(γ) ≥ a−3γk Rk(t−γ2 ), by (37),
bk,γ ≥ δ−3kγk (1, 0, 1)Sk(t−γ2 )(1, 1, 1)t .
Since there exists c > 1 such that c−1J < S5(t
−γ
2 ) < cJ (see (32) for
definition of J) and by definition of norm,
bk,γ ≥ c−1δ−3kγk ‖R6(t−γ2 )R7(t−γ2 ) · · ·Rk(t−γ2 )‖
≥ c−1δ−3kγk ‖Sk(t−γ2 )‖/‖S5(t−γ2 )‖
≥ c−2δ−3kγk ‖Sk(t−γ2 )‖.
This implies, on one hand, by Claim in Lemma 5.1,
bk,γ ≥ c−2δ−3kγk
a1 · · · ak
2k
t−kγ2 = c
−2 ((δ3kt2)−γδk/2)k ; (40)
on the other hand, by (31),
bk,γ ≥ c−2‖Sk((δ6kt2)−γ)‖. (41)
We discuss first upper bound of pre-dimensions.
Assume K∗ <∞. Then f∗(α) > 0 by Corollary 5.2. Take γ > 0 such that
t−γ1 < f∗(α), i.e. γ > − ln f∗(α)/ ln t1. Then by the definition of f∗(α) and
the fact that ψ is strictly increasing on [0, 1] we conclude that ψ(t−γ1 ) < 1.
Thus for any λ ∈ (ψ(t−γ1 ), 1) and any n big enough, there exists kn ≥ n such
that
‖Skn(t−γ1 )‖ < λkn .
Thus bkn,γ < 1 when n is big enough by (39). Consequently γ > skn for
n big. Thus we conclude that s∗(V ) ≤ γ. Since γ > − ln f∗(α)/ln t1 is
arbitrary, we get
s∗(V ) ≤ − ln f∗(α)
ln t1
=
− ln f∗(α)
ln(V − 8)/3 ,
which is the second inequality in (35).
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Assume K∗ < ∞. By essentially repeating the above proof (indeed it is
simpler), we get
s∗(V ) ≤ − ln f
∗(α)
ln(V − 8)/3 ,
which is one of the second inequality in (36).
On the other hand, by definition of the norm, it is direct to check that
||Qk(γ)Qk+1(γ)|| ≤ 2(akak+1)1−γt−γ1 .
(Note that if ak = 1, then t
−γak
1 = 1, we cannot get ||Qk(γ)|| ≤ 2a1−γk t−γ1 in
this case.) So, by (38), for some c > 0,
bk,γ ≤ 6c · 4γ(2t−γ1 )k/2(a1 · · · ak)1−γ ≤ 24c
( √
2δk
(δkt1)γ
)k
.
This implies
s∗(V ) ≤ lnK
∗ + ln
√
2
lnK∗ + ln t1
,
and we get the second inequality in (36).
Next we discuss the low bound of pre-dimensions.
Assume K∗ <∞. We will show the first inequality in (35). By Corollary
5.2 we have 0 < f∗(α) < 1. Fix g ∈ (f∗(α), 1).
Claim 1. If γ < − ln g
6 ln 4K2∗+ln t2
, then limk→∞ bk,γ =∞.
⊳ Notice that by Corollary 5.2 we have
g > f∗(α) ≥ 1
2K2∗
.
If δk ≥ 4K2∗ , then
γ <
ln 2K2∗
6 ln 4K2∗ + ln t2
<
ln 4K2∗ − ln 2
3 ln 4K2∗ + ln t2
≤ ln δk − ln 2
3 ln δk + ln t2
.
Write
c :=
ln 4K2∗ − ln 2
3 ln 4K2∗ + ln t2
− γ > 0,
then by direct computation we get
(δ3kt2)
−γδk/2 ≥ (δ3kt2)c ≥ ((4K2∗ )3t2)c =: µ > 1.
Consequently by (40) we have
bk,γ & µ
k.
If δk ≤ 4K2∗ , then by direct computation we get
g < (δ6kt2)
−γ .
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Consequently by (41) we get
bk,γ & ‖Sk(g)‖
Since g > f∗(α), there exists µ˜ > 1 such that for big k we have ‖Sk(g)‖ ≥ µ˜k.
Thus we conclude that in either case we have
bk,γ & µ
k ∧ µ˜k.
⊲
By the claim we have γ ≤ sk for k big. Thus γ ≤ s∗(V ). Now by the
arbitrariness of the choices of γ and g we conclude that
− ln f∗(α)
6 ln 4K2∗ + ln 2(V + 5)
=
− ln f∗(α)
6 ln 4K2∗ + ln t2
≤ s∗(V )
which is the first inequality in (35).
Assume K∗ < ∞. Choose N ∈ N such that δk < 2K∗ for all k ≥ N. By
Corollary 5.2 we have 0 < f∗(α) < 1. Fix g ∈ (f∗(α), 1).
Claim 2. If γ < − ln g6 ln 2K∗+ln t2 , then lim supk→∞ bk,γ =∞.
⊳ For any k ≥ N, we have
γ <
− ln g
6 ln 2K∗ + ln t2
≤ − ln g
6 ln δk + ln t2
.
Consequently
(
δ6kt2
)−γ
> g. By (31) and (41),
bk,γ > c
−2
(
(δ6kt2)
−γ
g
)k/2
‖Sk(g)‖.
This prove the claim by definition of f∗(α) and g > f∗(α). ⊲
By the choices of g and γ we conclude that
s∗(V ) ≥ − ln f
∗(α)
6 ln 2K∗ + ln t2
.
which is the first inequality in (36).
Finally, we consider the cases of K∗ =∞ and K∗ =∞. Let us define
Qˆk(γ) :=
 0 t
−γak
2 0
ak/4(t2ak/4)
−γ 0 ak/4(t2ak/4)−γ
ak/4(t2ak/4)
−γ 0 ak/4(t2ak/4)−γ
 .
Fix ε0 = 1/4 and take any w ∈ Ωk(ε0). Similar with the proof of Lemma
3.7 we can show that
|Bw| ≥
∏
ei=e12
1
tai−12
·
∏
ei 6=e12
4
t2ai
.
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Then by a direct computation we get
bk,γ(ε0) ≥ (1, 0, 1)Qˆ1(γ) · · · Qˆk(γ)(1, 1, 1)t .
(See (27) for the definition of bk,γ(ε).)
Analogous to the selection procedure in the proof of the claim in Lemma
5.1, we can get
bk,γ ≥ bk,γ(ε0) &
k∏
i=1
ai
8
(
t2ai
4
)−γ
=
(
δk
8
(
t2δk
4
)−γ)k
,
By taking γ = sk and using the fact that bk,sk = 1 we get
sk ≥ ln δk − ln 8
ln δk + ln t2/4
.
From this inequality it is seen that if K∗ =∞, then s∗(V ) ≡ 1. if K∗ =∞,
then s∗(V ) ≡ 1. This finish the proof of Proposition 5.3. 
6. Generating polynomial and Ladders
In this section we give some preparations for the proofs of bounded vari-
ation, bounded covariation and Gibbs like measure.
Consider the equation
Λ(x, y, z) = x2 + y2 + z2 − xyz − 4 = V 2.
We can solve z as
z±(x, y, V ) =
xy
2
± 1
2
√
4V 2 + (4− x2)(4− y2).
For two branches z = z+ or z = z−, let
z1(x, y, V ) :=
∂z(x,y,V )
∂x , z2(x, y, V ) :=
∂z(x,y,V )
∂y , z3(x, y, V ) :=
∂z(x,y,V )
∂V .
We also define zij(x, y, V ) by the obvious way. For any |x| ≤ 2, |y| ≤ 2 and
V > 4, by a simple computation we get
V − 2 ≤ |z±(x, y, V )| ≤ V + 2,
|zj(x, y, V )| ≤ 1, j = 1, 2, 3
|zij(x, y, V )| ≤ 1, ij = 11, 12, 13, 21, 22, 23.
(42)
We will estimate the derivatives of generating polynomials by using Chebi-
shev polynomial Sp(x), which is defined by
S0(x) ≡ 0, S1(x) ≡ 1,
Sp+1(x) = xSp(x)− Sp−1(x), p ≥ 1.
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6.1. Ladders and modified ladders.
In [8], the authors introduce the notion of ladder and modified ladder
which is very useful for estimating the derivatives of the generating polyno-
mials. Now we recall the definitions and state some related results which
will be used later.
Given w ∈ Ωn, write w = w1 · · ·wn and w|m = w1 · · ·wm form = 1, · · · , n.
Write Bm = Bw|m . Then for any k ≤ n
Bn ⊆ Bn−1 ⊆ · · · ⊆ Bk
is a sequence of spectral generating bands from order n to k. We call the
sequence (Bi)
n
i=k an initial ladder, and the bands Bi(k ≤ i ≤ n) are called
initial rungs. Now we are going to modify the initial ladder by the following
way: for any i(k ≤ i ≤ n− 1),
• if Bi is of (i, I)-type with ai+1 = 1: delete the rung Bi+1 (in this case
Bi+1 must be (i+1, II)-type, then t(i+2,0) = t(i,1) and t(i+1,−1) = t(i,0)
implies Bi+1 = Bi);
• if Bi is of (i, I)-type with ai+1 = 2: change nothing;
• if Bi is of (i, I)-type with ai+1 > 2: add rungs (B(i,p))ai+1−1p=2 between
Bi and Bi+1 :
Bi+1 = B(i,ai+1) ⊂ B(i,ai+1−1) ⊂ · · · ⊂ B(i,2) ⊂ B(i,1) = Bi;
where B(i,p) is the unique band in σ(i,p) which is included in Bi.
• if Bi is of (i, II) or (i, III)-type: change nothing.
By this way we get a unique modified ladder which we relabel as
Bn = Bˆm ⊂ · · · ⊂ Bˆ1 ⊂ Bˆ0 = Bk.
We call (Bˆi)
m
i=0 the modified ladder, and we denote the corresponding gen-
erating polynomials by (hˆi)
m
i=0. Note that any two consecutive initial rungs
can not be of type I simultaneously, so we have
(n − k)/2 ≤ m ≤ ak+1 + ak+2 + · · ·+ an. (43)
Given an initial ladder (Bi)
n
i=k. Let (Bˆi)
m
i=0 be the related modified ladder.
For i = 0, · · · ,m− 1 define
(pi, li) =

(τe(aj), l),
if (Bˆi, Bˆi+1) = (Bj−1, Bj)
for some j and wj = (e, τe(aj), l)
(1, 1), otherwise.
(44)
FRACTAL DIMENSIONS OF SPECTRUM 29
We call (pi)
m−1
i=0 and (li)
m−1
i=0 the type sequence and index sequence of the
modified ladder.
The following key formula is proved in [8]:
hˆi+1(x) = z±(hˆi(x), hˆi−1(x), V )Spi+1(hˆi(x))− hˆi−1(x)Spi(hˆi(x)). (45)
For convenience we denote z±(hˆi(x), hˆi−1(x), V ) by z±(x). By taking de-
rivative on both side of (45), we get
hˆ′i+1(x)
hˆ′i(x)
= S′pi+1(hˆi(x))z±(x)− S′pi(hˆi(x))hˆi−1(x)+
Spi+1(hˆi(x))
z′±(x)
hˆ′i(x)
− Spi(hˆi(x))
hˆ′i−1(x)
hˆ′i(x)
,
(46)
where
z′±(x)
hˆ′i(x)
= z1(hˆi(x), hˆi−1(x), V ) + z2(hˆi(x), hˆi−1(x), V )
hˆ′i−1(x)
hˆ′i(x)
. (47)
We will use this relation later.
Let p ≥ 1, 1 ≤ l ≤ p. Define
Ip,l :=
{
2 cos
l + c
p+ 1
π : |c| ≤ 1
10
and |Sp+1(2 cos l + c
p+ 1
π)| ≤ 1
4
}
.
The following property is proved in [8] .
Proposition 6.1. Assume V ≥ 20. Let (Bˆi)mi=0 be a modified ladder, (hˆi)mi=0
the corresponding generating polynomials, and (pi)
m−1
i=0 , (li)
m−1
i=0 be the type
sequence and index sequence respectively. Then for any 0 ≤ i < m
hˆi(Bˆi+1) ⊂ Ipi,li .
We collect some useful estimations of Chebischev polynomials on the in-
terval Ip,l, which is essentially the Proposition 7 of [13].
Proposition 6.2 ([13]). Fix p ≥ 1, 1 ≤ l ≤ p. For any t ∈ Ip,l,
|Sp+1(t)| ≤ 14 , |Sp(t)| ≤ 54 ,
p+1
3 csc
2 lpi
p+1 ≤ |S′p+1(t)| ≤ (p+ 1) csc2 lpip+1 , |S′p(t)| ≤ 2|S′p+1(t)|.
|S′′p+1(t)| ≤ 4p2 csc3 lpip+1 , |S′′p (t)| ≤ 4p2 csc3 lpip+1 .
The following result shown in [8] will also be useful later.
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Proposition 6.3. Assume V ≥ 20. Let (Bˆi)mi=0 be a modified ladder,
(hˆi)
m
i=0, (pi)
m−1
i=0 and (li)
m−1
i=0 be the corresponding generating polynomials,
type sequence and index sequence. For any 0 ≤ i < m, x ∈ Bˆi+1, we have,
V − 8
3
(pi + 1) csc
2 liπ
pi + 1
≤
∣∣∣∣∣ hˆ′i+1(x)hˆ′i(x)
∣∣∣∣∣ ≤ (V + 5)(pi + 1) csc2 liπpi + 1 .
Proof of Lemma 3.7. Given w ∈ Ωn. Consider the initial ladder (Bi)ni=0
with B0 the unique band in G0 containing Bw and Bn = Bw. Let (Bˆi)
m
i=0 be
the related modified ladder and (hˆi)
m
i=0, (pi)
m−1
i=0 and (li)
m−1
i=0 be the corre-
sponding generating polynomials, type sequence and index sequence. Since
hˆm(Bˆm) = [−2, 2], there exists x0 ∈ Bˆm such that |hˆ′m(x0)||Bˆm| = 4. Notice
also that |hˆ′0| ≡ 1(see the explanation after Definition 1), then by Proposi-
tion 6.3, the definition of modified ladder and (44)
|Bw| = |Bˆm| = 4 |hˆ
′
0(x0)|
|hˆ′m(x0)|
≤ 4
m−1∏
i=0
3 sin2 lipipi+1
(V − 8)(pi + 1)
≤ 4
∏
ej=e12
1
(2t1)aj−1
·
∏
ej 6=e12
1
(τej(aj) + 1)t1
≤ 4
∏
ej=e12
1
t
aj−1
1
·
∏
ej 6=e12
1
ajt1
.
Similarly by using the facts that sinx ≥ 2x/π for x ∈ [0, π/2] and τe(n)+1 ≤
3n we have
|Bw| ≥ 4
m−1∏
i=0
sin2 lipipi+1
(V + 5)(pi + 1)
≥ 4
∏
ej=e12
1
(2(V + 5))aj−1
·
∏
ej 6=e12
4
(τej (aj) + 1)
3(V + 5)
≥
∏
ej=e12
1
t
aj−1
2
·
∏
ej 6=e12
1
a3j t2
.
Notice that aj ≥ 1 and t1 ≥ 4 since V ≥ 20. Also notice that any two
consecutive initial rungs can not be type I simultaneously, we get
|Bw| ≤ 4
∏
ej 6=e12
1
ajt1
≤ 4 · 4−n/2,
which implies the result. 
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7. Bounded variation
The following properties is fundamental for the proof of bounded varia-
tion, bounded covariation and continuity of pre-dimensions.
Proposition 7.1. Assume V, V˜ ≥ 20. Let (Bˆi)mi=0 and ( ˆ˜Bi)mi=0 be modified
ladders of Σα,V and Σα,V˜ respectively with the same type sequence (pi)
m−1
i=0
and index sequence (li)
m−1
i=0 . Let (hˆi)
m
i=0 and (
ˆ˜
hi)
m
i=0 be their corresponding
generating polynomials. Let x1 ∈ Bˆm, x2 ∈ ˆ˜Bm. Write qi = pi + 1 and
θi = liπ/qi.
(1) If there exist constants c1, c2 > 1 and λ > 1 such that
|hˆi(x1)− ˆ˜hi(x2)| ≤ qi−1sin2 θi
(
c1λ
−i + c2|V − V˜ |
)
, ∀ 0 < i < m, (48)
Then there exists constants ξ,M ≥ 1 such that∣∣∣hˆ′m(x1)/hˆ′0(x1)∣∣∣∣∣∣ˆ˜h′m(x2)/ˆ˜h′0(x2)∣∣∣ ≤ ξ exp(Mm|V − V˜ |). (49)
More explicitly we can take
ξ = exp
(
(V + V˜ + 130 + (4V + 53)c1)(3 +
λ2
(λ−1)2 )
)
M = (8V + 56)c2 + 6.
(50)
(2) If there exist constants c1, λ > 1 such that
|hˆi(x1)− ˆ˜hi(x2)| ≤ c1 q−1i sin2 θi λ−m+i, ∀ 0 < i < m. (51)
Then there exists a constant ξ ≥ 1 such that∣∣∣hˆ′m(x1)/hˆ′0(x1)∣∣∣∣∣∣ˆ˜h′m(x2)/ˆ˜h′0(x2)∣∣∣ ≤ ξ exp(6m|V − V˜ |). (52)
Moreover ξ take the same form as in (50).
Proof. To simplify the notation we write
Γi :=
∣∣∣∣∣∣ hˆ
′
i+1(x1)
hˆ′i(x1)
−
ˆ˜
h′i+1(x2)
ˆ˜
h′i(x2)
∣∣∣∣∣∣ and ∆i := |hˆi(x1)− ˆ˜hi(x2)|.
We will prove that for any 0 < i < m,
Γi ≤ (4V + 23)q2i csc3 θi ·∆i + 5qi csc2 θi ·∆i−1
+(6q2i−1)
−1 sin4 θi−1 · Γi−1 + 3|V − V˜ |qi csc2 θi. (53)
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We show first that (53) implies (49) and (52). Notice that by Proposition
6.3
Γ0 ≤ q0 csc2 θ0(V + V˜ + 10). (54)
(49) and (52) can be shown through the following two claims.
Let M˜ = V + V˜ +130+(4V +53)c1, M1 = (4V +28)c2+3 andM = 2M1.
Claim 1: If (48) holds, then for 0 < i < m
Γi ≤ 2qi csc2 θi
(
M˜(i+ 1)(6−i + λ−i) +M1|V − V˜ |
i−1∑
l=0
6−l
)
.
⊳ Assume first 1 < λ ≤ 6, we will show by induction
Γi ≤ qi csc2 θi
(
M˜(i+ 1)(6−i + λ−i) +M1|V − V˜ |
i−1∑
l=0
6−l
)
.
It is trivially ∆0 ≤ 4. By using (53) and (48) for i = 1, together with
(54), we get
Γ1 ≤ (4V + 23)q21 csc3 θ1 ·∆1 + 5q1 csc2 θ1 ·∆0
+(6q20)
−1 sin4 θ0 · Γ0 + 3|V − V˜ |q1 csc2 θ1
≤ (4V + 23)q1 csc θ1
(
c1λ
−1 + c2|V − V˜ |
)
+ 20q1 csc
2 θ1
+(V + V˜ + 10)/6 + 3|V − V˜ |q1 csc2 θ1
≤ q1 csc2 θ1
(
2M˜ (6−1 + λ−1) +M1|V − V˜ |
)
.
Assume i > 1 and the statement holds for i − 1. By (53), (48) and
1 < λ ≤ 6, we get
Γi ≤ (4V + 23)qi csc θi
(
c1λ
−i + c2|V − V˜ |
)
+5qi csc
2 θi
(
c1λ
−i+1 + c2|V − V˜ |
)
+
1
6
(
M˜i(6−i+1 + λ−i+1) +M1|V − V˜ |
i−2∑
l=0
6−l
)
+ 3|V − V˜ |qi csc2 θi
≤ qi csc2 θi
(
M˜ (i+ 1)(6−i + λ−i) +M1|V − V˜ |
i−1∑
l=0
6−l
)
.
Thus the result holds for i.
Now if λ > 6, then (48) fulfills for λ0 = 6. Thus by what have been proven
we get
Γi ≤ qi csc2 θi
(
M˜(i+ 1)(6−i + λ−i0 ) +M1|V − V˜ |
i−1∑
l=0
6−l
)
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≤ 2qi csc2 θi
(
M˜(i+ 1)(6−i + λ−i) +M1|V − V˜ |
i−1∑
l=0
6−l
)
.
⊲
Claim 2: If (51) holds, then for 0 < i < m
Γi ≤ qi csc2 θi
(
M˜(6−i + λi−m) + 3|V − V˜ |
i−1∑
l=0
6−l
)
.
⊳ We show it by induction. By (53) and (51) for i = 1, together with (54),
Γ1 ≤ (4V + 23)q21 csc3 θ1 ·∆1 + 5q1 csc2 θ1 ·∆0
+(6q20)
−1 sin4 θ0 · Γ0 + 3|V − V˜ |q1 csc2 θ1
≤ q1 csc2 θ1
(
M˜ (6−1 + λ1−m) + 3|V − V˜ |
)
.
Assume i > 1 and the statement holds for i − 1. By (53) and induction,
if the condition (51) holds, we can get
Γi ≤ (4V + 23)c1qi csc θiλi−m + 5c1qi csc2 θiλi−1−m + M˜
6
(61−i + λi−1−m)
+3|V − V˜ |
i−1∑
l=1
6−l + 3|V − V˜ |qi csc2 θi
≤ qi csc2 θi
(
M˜ (6−i + λi−m) + 3|V − V˜ |
i−1∑
l=0
6−l
)
,
so the conclusion holds. ⊲
The following inequality is basic for us: for any x, y > 0, we have
| ln y − lnx| ≤ (x ∧ y)−1|y − x|. (55)
As what have been done for Cookie-cutter set, we have∣∣∣∣∣ln
∣∣∣∣∣ hˆ′m(x1)hˆ′0(x1)
∣∣∣∣∣− ln
∣∣∣∣∣ ˆ˜h′m(x2)ˆ˜h′0(x2)
∣∣∣∣∣
∣∣∣∣∣
=
∣∣∣∣∣∣
m−1∑
i=0
ln ∣∣∣∣∣ hˆ′i+1(x1)hˆ′i(x1)
∣∣∣∣∣− ln
∣∣∣∣∣∣
ˆ˜
h′i+1(x2)
ˆ˜h′i(x2)
∣∣∣∣∣∣
∣∣∣∣∣∣
≤
m−1∑
i=0
∣∣∣∣∣∣
ln ∣∣∣∣∣ hˆ′i+1(x1)hˆ′i(x1)
∣∣∣∣∣− ln
∣∣∣∣∣∣
ˆ˜
h′i+1(x2)
ˆ˜h′i(x2)
∣∣∣∣∣∣
∣∣∣∣∣∣
≤
m−1∑
i=0
3
V ∧ V˜ − 8
sin2 θi
qi
Γi (56)
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≤ 1
4
m−1∑
i=0
sin2 θi
qi
Γi (57)
≤ M˜ (1 + 36/25 + λ2/(λ− 1)2)+
Mm|V − V˜ |, by claim 16m|V − V˜ |, by claim 2, (58)
where (56) is due to (55) and Proposition 6.3; (57) is due to V, V˜ > 20 and
(58) is due to (54) and the two claims above. Consequently (49) and (52)
follow.
Now fix 0 < i < m, we are going to prove (53).
For convenience, we denote z±(hˆi(x1), hˆi−1(x1), V ) as z±(x1), and denote
z±(
ˆ˜
hi(x2),
ˆ˜
hi−1(x2), V˜ ) as z±(x2). Both (hˆi+1(x1), hˆi(x1), hˆi−1(x1)), and
(ˆ˜hi+1(x2),
ˆ˜hi(x2),
ˆ˜hi−1(x2)) satisfy (45) with the same pi, so by using (46),
the quantity
hˆ′i+1(x1)
hˆ′i(x1)
−
ˆ˜
h′i+1(x2)
ˆ˜
h′i(x2)
is equal to
[S′pi+1(hˆi(x1))− S′pi+1(
ˆ˜
hi(x2))]z±(x1) + [z±(x1)− z±(x2)]S′pi+1(
ˆ˜
hi(x2))
−[S′pi(hˆi(x1))− S′pi(ˆ˜hi(x2))]hˆi−1(x1)− [hˆi−1(x1)− ˆ˜hi−1(x2)]S′pi(ˆ˜hi(x2))
+[Spi+1(hˆi(x1))− Spi+1(ˆ˜hi(x2))]
z′±(x1)
hˆ′i(x1)
+ [
z′±(x1)
hˆ′i(x1)
− z
′
±(x2)
ˆ˜h′i(x2)
]Spi+1(
ˆ˜
hi(x2))
−[Spi(hˆi(x1))− Spi(ˆ˜hi(x2))]
hˆ′i−1(x1)
hˆ′i(x1)
− [ hˆ
′
i−1(x1)
hˆ′i(x1)
−
ˆ˜
h′i−1(x2)
ˆ˜
h′i(x2)
]Spi(
ˆ˜hi(x2)).
(59)
There are eight terms in (59), we will estimate them one by one.
By proposition 6.1, hˆi(x1),
ˆ˜hi(x2) ∈ Ipi,li , thus by Proposition 6.2,
∣∣∣Spi+1(hˆi(x1))− Spi+1(ˆ˜hi(x2))∣∣∣ ≤ qi csc2 θi∆i∣∣∣S′pi+1(hˆi(x1))− S′pi+1(ˆ˜hi(x2))∣∣∣ ≤ 4q2i csc3 θi∆i∣∣∣Spi(hˆi(x1))− Spi(ˆ˜hi(x2))∣∣∣ ≤ 2qi csc2 θi∆i∣∣∣S′pi(hˆi(x1))− S′pi(ˆ˜hi(x2))∣∣∣ ≤ 4q2i csc3 θi∆i.
(60)
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By (42) and (47), we have
|z±(x1)− z±(x2)| ≤ ∆i +∆i−1 + |V − V˜ |∣∣∣∣z′±(x1)hˆ′i(x1)
∣∣∣∣ = ∣∣∣∣z1(x1) + z2(x1) hˆ′i−1(x1)hˆ′i(x1)
∣∣∣∣ ≤ 2∣∣∣∣z′±(x1)hˆ′i(x1) − z′±(x2)ˆ˜h′i(x2)
∣∣∣∣ ≤ |z1(x1)− z1(x2)|+ ∣∣∣∣(z2(x1)− z2(x2)) hˆ′i−1(x1)hˆ′i(x1)
∣∣∣∣
+
∣∣∣∣z2(x2)( hˆ′i−1(x1)hˆ′i(x1) − ˆ˜h′i−1(x2)ˆ˜h′i(x2) )
∣∣∣∣
(61)
and
|z1(hˆi(x1), hˆi−1(x1), V )− z1(ˆ˜hi(x2), ˆ˜hi−1(x2), V˜ )| ≤ ∆i +∆i−1 + |V − V˜ |
|z2(hˆi(x1), hˆi−1(x1), V )− z2(ˆ˜hi(x2), ˆ˜hi−1(x2), V˜ )| ≤ ∆i +∆i−1 + |V − V˜ |.
(62)
By a direct computation and Proposition 6.3,∣∣∣∣∣∣ hˆ
′
i−1(x1)
hˆ′i(x1)
−
ˆ˜
h′i−1(x2)
ˆ˜h′i(x2)
∣∣∣∣∣∣ =
∣∣∣∣∣∣ hˆ
′
i−1(x1)
hˆ′i(x1)
ˆ˜
h′i−1(x2)
ˆ˜h′i(x2)
∣∣∣∣∣∣Γi−1
≤ 9 sin
4 θi−1
(V − 8)(V˜ − 8)q2i−1
Γi−1.
(63)
Now we estimate the eight terms in (59) one by one. By (42) and (60),
the first term is bounded by
4(V + 2)q2i csc
3 θi∆i.
By (61) and Proposition 6.2, the second term is bounded by
qi csc
2 θi(∆i +∆i−1 + |V − V˜ |).
By (60) and |hˆi−1(x1)| ≤ 2, the third term is bounded by
8q2i csc
3 θi∆i.
By Proposition 6.2, the 4th term is bounded by
2qi csc
2 θi∆i−1.
By (60) and (61), the 5th term is bounded by
2qi csc
2 θi∆i.
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By (42) and Proposition 6.2, |z2(x2)| ≤ 1 and |Spi+1(ˆ˜hi(x2))| ≤ 1/4, then
by | hˆ
′
i−1(x1)
hˆ′i(x1)
| ≤ 1/4, (61), (62) and (63), the 6th term is bounded by
2
(
∆i +∆i−1 + |V − V˜ |
)
+
9 sin4 θi−1
(V − 8)(V˜ − 8)q2i−1
Γi−1.
By (60) and |hˆ′i−1(x1)|/|hˆ′i(x1)| ≤ 1/4, the 7th term is bounded by
2qi csc
2 θi∆i.
By Proposition 6.2 and (63), the 8th term is bounded by
45 sin4 θi−1
4(V − 8)(V˜ − 8)q2i−1
Γi−1.
Take sum on the eight bounds, we get (53). This proves the proposition. 
Proof of Theorem 3.1. Let
Bn ⊂ Bn−1 ⊂ · · · ⊂ B0
be a sequence of spectral generating bands (with orders from n to 0), which
form an initial ladder. Let (Bˆi)
m
i=0 be the corresponding modified ladder,
(hˆi)
m
i=0 the corresponding generating polynomials. Note that Bˆ0 = B0 and
hˆ′0 ≡ 1. To apply Proposition 7.1, we only need to verify (51).
Let λ := (V − 8)/3. For any 0 ≤ i < m and x, y ∈ Bˆi+1, since hˆi is
monotone on Bˆi, we have
|hˆi(x)− hˆi(y)| =
∣∣∣∣∣
∫ y
x
hˆ′i(t)
hˆ′i+1(t)
hˆ′i+1(t)dt
∣∣∣∣∣
≤ λ−1q−1i sin2 θi
∣∣∣∣∫ y
x
hˆ′i+1(t)dt
∣∣∣∣
= λ−1q−1i sin
2 θi|hˆi+1(x)− hˆi+1(y)|,
where the inequality is due to Proposition 6.3. Since hˆm(Bˆm) = [−2, 2], for
any x1, x2 ∈ Bˆm, |hˆm(x1)− hˆm(x2)| ≤ 4, hence we have
|hˆi(x1)− hˆi(x2)| ≤ 4λi−m
m−1∏
l=i
q−1l sin
2 θl ≤ 4q−1i sin2 θiλi−m, ∀ 0 ≤ i < m.
Now by Proposition 7.1 the result follows for some constant ξ which only
depends on V . More explicitly notice that λ > 4, then by (50) we can take
ξ = exp (180V ) .

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Proof of Corollary 3.2 Write B = [a, b]. We know that h is monotone
on B and h(B) = [−2, 2]. By mean value theorem, there exists x0 ∈ B such
that
4 = |h(a)− h(b)| = |h′(x0)||B|.
By Proposition 3.1, the result follows. 
8. Bounded covariation
Proposition 8.1. Assume V, V˜ ≥ 24. Suppose that (Bˆi)mi=0 and ( ˆ˜Bi)mi=0 are
modified ladders of Σα,V and Σα,V˜ respectively with the same type sequence
(pi)
m−1
i=0 , and the same index sequence (li)
m−1
i=0 . Let (hˆi)
m
i=0 and (
ˆ˜
hi)
m
i=0 be
their corresponding generating polynomials. Then we have
(i) There exists positive constant c depending only on V with c ≤ 18/37
such that for any 0 < i < m and any x1 ∈ Bˆi+1, x2 ∈ ˆ˜Bi+1,
∆i ≤ q−1i sin2 θi
(
c∆i+1 + c∆i−1 + |V − V˜ |
)
. (64)
where ∆i = |hˆi(x1)− ˆ˜hi(x2)|, qi = pi + 1 and θi = liπ/qi.
(ii) Let λ = 1+
√
1−4c2
2c . Then there exist absolute constants c1, c2 > 1
such that for any x1 ∈ Bˆm, there exists x2 ∈ ˆ˜Bm such that,
∆i ≤ q−1i sin2 θi
(
c1λ
−i + c2|V − V˜ |
)
, 0 < i < m. (65)
(iii) There exists absolute constants C1, C2, C3 > 1 such that
η−1
| ˆ˜Bm|
| ˆ˜B0|
≤ |Bˆm||Bˆ0|
≤ η |
ˆ˜Bm|
| ˆ˜B0|
,
where η = C1 exp
(
C2(V + V˜ ) + C3m|V − V˜ |
)
.
Proof. (i) Take 0 < i < m and x1 ∈ Bˆi+1, x2 ∈ ˆ˜Bi+1.
For convenience, we denote z±(hˆi(x1), hˆi−1(x1), V ) as z±(x1), and also
denote z±(
ˆ˜hi(x2),
ˆ˜hi−1(x2), V ) as z±(x2). Both (hˆi+1(x1), hˆi(x1), hˆi−1(x1)),
and (
ˆ˜
hi+1(x2),
ˆ˜
hi(x2),
ˆ˜
hi−1(x2)) satisfy (45) with the same pi. So, we have
hˆi+1(x1)− ˆ˜hi+1(x2) = z±(x1)[Spi+1(hˆi(x1))− Spi+1(ˆ˜hi(x2))]
+[z±(x1)− z±(x2)]Spi+1(ˆ˜hi(x2))
−hˆi−1(x1)[Spi(hˆi(x1))− Spi(ˆ˜hi(x2))]
−[hˆi−1(x1)− ˆ˜hi−1(x2)]Spi(ˆ˜hi(x2)).
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By Proposition 6.1, hˆi(x1),
ˆ˜
hi(x2) ∈ Ipi,li , then by Proposition 6.2,∣∣∣Spi+1(hˆi(x1))− Spi+1(ˆ˜hi(x2))∣∣∣ ≥ qi3 · csc2 θi ·∆i.
By Proposition 6.2 again,∣∣∣Spi(hˆi(x1))− Spi(ˆ˜hi(x2))∣∣∣ ≤ 2qi csc2 θi∆i.
So by Proposition 6.2, (61) and the above three formulas, we have
∆i+1 ≥ (V − 2
3
− 4)qi csc2 θi∆i − 1
4
∆i − 3
2
∆i−1 − 1
4
|V − V˜ |.
Let c := 18/(4V − 59), then 0 < c ≤ 18/37 since V ≥ 24. We get
∆i ≤ q−1i sin2 θi
(
c∆i+1 + c∆i−1 + |V − V˜ |
)
.
(ii) Take any x1 ∈ Bˆm. By hˆm(Bˆm) = [−2, 2], ˆ˜hm( ˆ˜Bm) = [−2, 2], there
exists x2 ∈ ˆ˜Bm such that
hˆm(x1) =
ˆ˜hm(x2).
Thus △m = 0. Take any integer i ∈ {0, · · · ,m − 1}. By hˆi(Bˆm) ⊂ [−2, 2],
ˆ˜hi(
ˆ˜Bm) ⊂ [−2, 2], we get
∆i = |hˆi(x1)− ˆ˜hi(x2)| ≤ 4.
(64) implies that for 0 < i < m
△i ≤ c(△i+1 +△i−1) + |V − V˜ |. (66)
Notice that λ = 1+
√
1−4c2
2c ≥ 37/36 is the larger root of x2 − x/c + 1 = 0.
Write c′ = λ+ λ−1, hence (66) can be rewritten as
λ△i −△i+1 ≤ λ−1(λ△i−1 −△i) + c′|V − V˜ |. (67)
Claim: For 0 < i < m we have
∆i ≤ 8λ−i
∞∑
k=0
λ−2k + c′|V − V˜ |
∞∑
k=1
kλ−k.
⊳ We show it by induction.
At first by using (67), for 0 < i < m we can get
λ∆i −∆i+1 ≤ λ−i(λ∆0 −∆1) + c′|V − V˜ |
i−1∑
k=0
λ−k.
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Take i = m− 1 and notice that ∆i ≤ 4,∆m = 0 we get
∆m−1 ≤ 8λ1−m + c′|V − V˜ |
m−1∑
j=1
λ−j.
Assume the result holds for i+ 1. Then
∆i ≤ λ−1
(
∆i+1 + λ
−i(λ∆0 −∆1) + c′|V − V˜ |
i−1∑
k=0
λ−k
)
≤ 8λ−i
∞∑
k=0
λ−2k + c′|V − V˜ |
∞∑
k=1
kλ−k.
⊲
Thus for 0 < i < m we have
∆i ≤M1λ−i + c′M2|V − V˜ |
with M1 = 8λ
2/(λ2 − 1) and M2 =
∑∞
k=1 kλ
−k = λ/(λ− 1)2. Since ∆0 ≤ 4
and ∆m = 0, the inequality also holds for i = 0,m.
Consequently for 0 < i < m, by (64) we get
∆i ≤ q−1i sin2 θi
(
c∆i+1 + c∆i−1 + |V − V˜ |
)
≤ q−1i sin2 θi
(
M1c(λ
−(i+1)+λ−(i−1)) + (1 + 2cc′M2)|V − V˜ |
)
≤ q−1i sin2 θi
(
M1λ
−i + (1 + c′M2)|V − V˜ |
)
.
Recall that λ ≥ 37/36 =: λ0 > 1, thus
M1 ≤ 8λ
2
0
λ20 − 1
=: c1 and 1 + c
′M2 ≤ 1 + λ
2
0 + 1
(λ0 − 1)2 =: c2.
Consequently (65) holds with two absolute constants c1 and c2.
(iii) Proposition 7.1 and (65) imply that there exist absolute constants
C ′1, C
′
2, C
′
3 > 1 such that, for any xˆ ∈ Bˆm, there exists yˆ ∈ ˆ˜Bm such that
ξ−11 ≤
∣∣∣∣∣ hˆ′m(xˆ)/hˆ′0(xˆ)ˆ˜h′m(yˆ)/ˆ˜h′0(yˆ)
∣∣∣∣∣ ≤ ξ1, (68)
where ξ1 = C
′
1 exp
(
C ′2(V + V˜ ) + C
′
3V m|V − V˜ |
)
.
By the definition of generating polynomial, there exist x1 ∈ Bˆm, x2 ∈ Bˆ0
such that
|Bˆm| |hˆ′m(x1)| = 4, |Bˆ0| |hˆ′0(x2)| = 4.
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By Theorem 3.1 and 3.2, we have
|Bˆm|
|Bˆ0|
=
|Bˆm| |hˆ′m(x1)|
|Bˆ0| |hˆ′0(x2)|
|hˆ′m(xˆ)|
|hˆ′m(x1)|
|hˆ′0(x2)|
|hˆ′0(xˆ)|
|hˆ′0(xˆ)|
|hˆ′m(xˆ)|
≤ 16 exp(720V )
∣∣∣∣∣ hˆ′0(xˆ)hˆ′m(xˆ)
∣∣∣∣∣ .
By the same discussion, we have
| ˆ˜Bm|
| ˆ˜B0|
≥ 1
16
exp(−720V˜ )
∣∣∣∣∣ ˆ˜h′0(yˆ)ˆ˜h′m(yˆ)
∣∣∣∣∣ .
Then by (68), we have
|Bˆm|
|Bˆ0|
≤ η |
ˆ˜Bm|
| ˆ˜B0|
with η = C1 exp
(
C2(V + V˜ ) + C3V m|V − V˜ |
)
, where C1, C2, C3 are still
absolute constants.
The opposite direction of the inequality can be got by the same way. 
Proof of Theorem 3.3 This is a direct consequence of Proposition 8.1 (iii).

Proof of Corollary 3.4. For each n ∈ N , fix some w(n) ∈ Ωln such that
Bw(n) is of type I and aln+1 = n. Then define
ζn :=
|Bw(n)u|
|Bw(n) |
. (69)
By applying Theorem 3.3, we get the result. If moreover aln+1 = 1, then we
know that Bw(n)u = Bw(n) , thus ζ1=1. 
Now we can give the proof of Theorem 1.3.
Proposition 8.2. For V, V˜ ≥ 24, there exists an absolute constant C > 0
such that
|s∗(V )− s∗(V˜ )| ≤ CV |V − V˜ |,
|s∗(V )− s∗(V˜ )| ≤ CV |V − V˜ |.
Proof. For any w ∈ Ωn, let Bw and B˜w be the related bands of Σα,V and
Σα,V˜ respectively. Let (Bi)
n
i=0 and (B˜i)
n
i=0 be the ladders of Σα,V and Σα,V˜
respectively with Bn = Bw and B˜n = B˜w. Let (Bˆi)
mw
i=0 and (
ˆ˜Bi)
mw
i=0 be the
related modified ladders. Then by (43) we have mw ≥ n/2. By (21),
|Bw|, |B˜w| ≤ 41−mw .
By Proposition 8.1 (iii), there exists absolute constants C1, C2, C3 > 1
such that
η−1 ≤ |Bw||B˜w|
≤ η,
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where η = C1 exp
(
C2(V + V˜ ) + C3V mω|V − V˜ |
)
.
Write sn = sn(V ) and s˜n = sn(V˜ ). Let d := lim supn→∞ |sn − s˜n|, then
d ≤ 1 and it is easy to show that
|s∗(V )− s∗(V˜ )|, |s∗(V )− s∗(V˜ )| ≤ d.
If d = 0 the result holds trivially. So in the following we assume d > 0.
Then there exist infinitely many n such that sn ≥ s˜n+d/2 or s˜n ≥ sn+d/2.
At first we assume that there are infinitely many n such that sn ≥ s˜n+d/2.
For those n big enough we have
1 =
∑
|w|=n
|Bw|sn ≤
∑
|w|=n
|Bw|s˜n+d/2
≤
∑
|w|=n
ηs˜n+d/2|B˜w|s˜n+d/2 ≤
∑
|w|=n
ηs˜n+d/24(1−mw)d/2|B˜w|s˜n
≤ C(V, V˜ )
∑
|w|=n
exp[−mw
(
d ln 2−C3V (s˜n + d/2)|V − V˜ |
)
]|B˜w|s˜n .
We claim that d ln 2 ≤ 2C3V |V − V˜ |. In fact if otherwise, notice that
s˜n, d ≤ 1 and mω ≥ n/2, we should get
1 ≤ C(V, V˜ ) exp[−C3n|V−V˜ |/4]
∑
|ω|=n
|B˜ω|s˜n = C(V, V˜ ) exp[−C3n|V−V˜ |/4],
which leads to contradiction for large n. So we have
d ≤ 2C3V |V − V˜ |
ln 2
.
For the case that there are infinitely many n such that s˜n ≥ sn+ d/2, the
argument is the same. 
Proof of Theorem 1.3 It is a direct consequence of Proposition 8.2. 
9. Gibbs like measure
Throughout this section we take V ≥ 24, 0 ≤ ε < 1/12 and consider the
set Eε defined in (24). We will construct a Gibbs like measure on Eε.
For any m ≥ k, T = I, II, or III, define
Ω(k,T )m (ε) = {w ∈ Ωm(ε) : ewk = (∗, T )},
where Ωm(ε) is defined in (23). For any 0 < β < 1 define
b
(k,T )
m,β (ε) =
∑
w∈Ω(k,T )m (ε)
|Bw|β.
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Fix 0 < β < 1. At first we discuss the relationship between bk−1,β(ε) and
bk,β(ε) (see (27) for definition). As a preparation we define the following
sequence
A0,β(ε) := 0 An,β(ε) :=
∑
(n+1)ε<j<(n+1)(1−ε)
1
(n+ 1)β
sin2β
jπ
n+ 1
(n ≥ 1).
Lemma 9.1. An,β := An,β(0) ∼ An,β(ε) ∼ n1−β. And An,β ∼ An+1,β for
n ≥ 1.
Proof. Since
An,β(ε) = (n+ 1)
1−β ∑
(n+1)ε<j<(n+1)(1−ε)
1
n+ 1
sin2β
jπ
n+ 1
∼ (n+ 1)
1−β
π
∫ (1−ε)pi
εpi
sin2β xdx.
Since ε < 1/12, the result follows. 
Remark 2. Here the constants related to “ ∼ ” only depend on β.
Proposition 9.2. For any k ≥ 1, we have
b
(k,I)
k,β (ε)
bk,β(ε)
∼ 1; b
(k,II)
k,β (ε)
bk,β(ε)
∼ ζ
β
ak
Aak ,β
;
b
(k,III)
k,β (ε)
bk,β(ε)
∼
1 ak > 1ζβak−1
Aak−1,β
ak = 1
, (70)
(where ξn is defined in (69)) and
bk,β(ε)
bk−1,β(ε)
∼ Aak ,β. (71)
Moreover the constants related to “ ∼ ” only depend on V and β.
Proof. By the definition and Lemma 9.1, An,β ∼ An+1,β for n ≥ 1. By
Proposition 6.3 we have
b
(k,I)
k,β (ε) =
∑
w∈Ω(k,I)k (ε)
|Bw|β
=
∑
w∈Ω(k−1,II)k−1 (ε)
∑⌊(1−ε)(ak+2)⌋
j=⌈ε(ak+2)⌉ |Bw∗(e21,ak+1,j)|β
+
∑
w∈Ω(k−1,III)k−1 (ε)
∑⌊(1−ε)(ak+1)⌋
j=⌈ε(ak+1)⌉ |Bw∗(e31,ak ,j)|β
∼ ∑
w∈Ω(k−1,II)k−1 (ε)
|Bw|β
∑⌊(1−ε)(ak+2)⌋
j=⌈ε(ak+2)⌉ (ak + 2)
−β sin2β jpiak+2
+
∑
w∈Ω(k−1,III)k−1 (ε)
|Bw|β
∑⌊(1−ε)(ak+1)⌋
j=⌈ε(ak+1)⌉ (ak + 1)
−β sin2β jpiak+1
= Aak+1,β · b(k−1,II)k−1,β (ε) +Aak,β · b(k−1,III)k−1,β (ε)
∼ Aak ,β
(
b
(k−1,II)
k−1,β (ε) + b
(k−1,III)
k−1,β (ε)
)
.
(72)
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Similarly we have
b
(k,III)
k,β (ε) ∼ Aak ,β · b(k−1,II)k−1,β (ε) +Aak−1,β · b(k−1,III)k−1,β (ε). (73)
We can see
b
(k,I)
k,β (ε) ∼ b(k,III)k,β (ε), if ak > 1,
b
(k,I)
k,β (ε) & b
(k,III)
k,β (ε), if ak = 1.
(74)
On the other hand by Corollary 3.4 we get
b
(k,II)
k,β (ε) =
∑
w∈Ω(k,II)k (ε)
|Bw|β =
∑
w∈Ω(k−1,I)k−1 (ε)
|Bw∗((I,II),1,1)|β
∼ ζβak
∑
w∈Ω(k−1,I)k−1 (ε)
|Bω|β = ζβak · b(k−1,I)k−1,β (ε).
(75)
We remark that for the three relations above, the constants related to
“ ∼ ” only depend on V and β.
By iterating (72), (73) and (75), we get
b
(k,I)
k,β (ε) ∼ Aak ,β · b(k−1,II)k−1,β (ε) +Aak ,β · b(k−1,III)k−1,β (ε)
∼ Aak ,β · ζβak−1 · b(k−2,I)k−2,β (ε)
+Aak ,β
(
Aak−1,β · b(k−2,II)k−2,β (ε) +Aak−1−1,β · b(k−2,III)k−2,β (ε)
)
b
(k,III)
k,β (ε) ∼ Aak ,β · b(k−1,II)k−1,β (ε) +Aak−1,β · b(k−1,III)k−1,β (ε)
∼ Aak ,β · ζβak−1 · b(k−2,I)k−2,β (ε)
+Aak−1,β
(
Aak−1,β · b(k−2,II)k−2,β (ε) +Aak−1−1,β · b(k−2,III)k−2,β (ε)
)
b
(k,II)
k,β (ε) ∼ ζβak · b(k−1,I)k−1,β (ε)
∼ ζβakAak−1,β
(
b
(k−2,II)
k−2,β (ε) + b
(k−2,III
k−2,β (ε)
)
.
(76)
We now show that
b
(k,II)
k,β (ε)/b
(k,I)
k,β (ε) . ζ
β
ak
/Aak ,β. (77)
If ak−1 > 1, by (74) we have b
(k−1,I)
k−1,β (ε) ∼ b(k−1,III)k−1,β (ε). Then by (75) we
have
b
(k,II)
k,β (ε)
b
(k,I)
k,β (ε)
∼ ζ
β
ak · b(k−1,I)k−1,β (ε)
b
(k,I)
k,β (ε)
.
ζβak · b(k−1,III)k−1,β (ε)
Aak ,β · b(k−1,III)k−1,β (ε)
=
ζβak
Aak ,β
.
If ak−1 = 1, recalling that ζ1 = 1 and A1,β = 2−β ∼ 1, then by (76) we
get b
(k,I)
k,β (ε) ∼ Aak ,β
(
b
(k−2,I)
k−2,β (ε) + b
(k−2,II)
k−2,β (ε)
)
,
b
(k,II)
k,β (ε) ∼ ζβak
(
b
(k−2,II)
k−2,β (ε) + b
(k−2,III)
k−2,β (ε)
)
.
By (74) we get b
(k−2,I)
k−2,β (ε) & b
(k−2,III)
k−2,β (ε), thus (77) holds.
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We show further that
b
(k,II)
k,β (ε)/b
(k,I)
k,β (ε) ∼ ζβak/Aak ,β. (78)
In fact, by ζak ≤ 1, Lemma 9.1 and (77), we see b(k,II)k,β (ε) . b(k,I)k,β (ε) for any
k > 0, and also by (74), we have
b
(k,I)
k,β (ε) ∼ Aak ,β
(
b
(k−1,II)
k−1,β (ε) + b
(k−1,III)
k−1,β (ε)
)
. Aak ,β
(
b
(k−1,I)
k−1,β (ε) + b
(k−1,I)
k−1,β (ε)
)
∼ Aak ,βb(k−1,I)k−1,β (ε).
Together with (75), we get the other direction of (78).
By (74) and (78), we have
bk,β(ε) = b
(k,I)
k,β (ε) + b
(k,II)
k,β (ε) + b
(k,III)
k,β (ε) ∼ b(k,I)k,β (ε), (79)
which implies the first and the second formula of (70), also the third formula
in case of ak > 1. If ak = 1, by (73) and (78),
b
(k,III)
k,β (ε) ∼ b(k−1,II)k−1,β (ε) ∼
ζβak−1
Aak−1,β
b
(k−1,I)
k−1,β (ε)
bk,β(ε) ∼ b(k,I)k,β (ε) ∼ b(k,II)k,β (ε) ∼ b(k−1,I)k−1,β (ε)
Thus the third formula of (70) hold in the case of ak = 1,
Combine (72) and (79). If ak−1 > 1, (74) and (78) implies (71). If
ak−1 = 1, by (78), we see b
(k−1,II)
k−1,β (ε)/b
(k−1,I)
k−1,β (ε) ∼ 1, and then we still have
(71).
By Remark 2 and the remark given after the three relations, all the con-
stants related to “ ∼,.,& ” only depend on V and β. 
Proposition 9.3. For any m ≥ k + 3, we have
b
(k,I)
m,β (ε)
bm,β(ε)
∼ ζ
β
ak+1
Aak+1,β
;
b
(k,II)
m,β (ε)
bm,β(ε)
∼ ζ
β
ak
Aak,β
;
b
(k,III)
m,β (ε)
bm,β(ε)
∼

1 ak > 1, ak+1 > 1;
ζβak+2
Aak+2,β
ak > 1, ak+1 = 1;
ζβak−1
Aak−1,β
ak = 1, ak+1 > 1;
ζβak−1
Aak−1,β
ζβak+2
Aak+2,β
ak = 1, ak+1 = 1.
(80)
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Proof. Take any σ2 ∈ Ω(k,I)k+1 (ε), then Bσ2 is a band of type (k+1, II). Take
σ1, σ3 ∈ Ω(k,II)k+1 (ε) such that Bσ1 is a band of type (k + 1, I) and Bσ3 is a
band of type (k + 1, III). For any p ≤ m and any T = I, II, III define
Ω(T )p,m(ε) = {wp · · ·wm ∈
m∏
j=p
Eaj (ε) admissible : ewp = (T, ∗)},
where Eaj (ε) is defined in (22).
Define
c
(I)
k+1 = Στ∈Ω(I)k+2,m(ε)
|Bσ1∗τ |β
|Bσ1 |β
c
(II)
k+1 = Στ∈Ω(II)k+2,m(ε)
|Bσ2∗τ |β
|Bσ2 |β
c
(III)
k+1 = Στ∈Ω(III)k+2,m(ε)
|Bσ3∗τ |β
|Bσ3 |β
.
We can also define c
(I)
k+2, c
(II)
k+2, c
(III)
k+2 in an analogous way. Analogous to the
arguments of (72),(73) and (75), we have
c
(I)
k+1 ∼ ζβak+2c
(II)
k+2
c
(II)
k+1 ∼ Aak+2+1,β c(I)k+2 +Aak+2,β c(III)k+2
c
(III)
k+1 ∼ Aak+2,β c(I)k+2 +Aak+2−1,β c(III)k+2 .
And consequently
c
(I)
k+1
c
(II)
k+1
∼ ζ
β
ak+2
Aak+2,β
;
c
(III)
k+1
c
(II)
k+1
∼
1 ak+2 > 1ζβak+3
Aak+3,β
ak+2 = 1
Write
ρ := (e12, 1, 1), θj := (e21, ak+1 + 1, j) and φj := (e23, ak+1, j).
By Theorem 3.3 and Corollary 3.4 we have
b
(k,I)
m,β (ε) =
∑
w∈Ω(k,I)m (ε)
|Bw|β
=
∑
σ∈Ω(k,I)k (ε)
|Bσ|β |Bσ∗ρ|
β
|Bσ|β
∑
τ∈Ω(k+1,II)k+2,m (ε)
|Bσ∗ρ∗τ |β
|Bσ∗ρ|β
∼
∑
σ∈Ω(k,I)0,k (ε)
|Bσ|β |Bσ2 |
β
|Bσ−2 |β
∑
τ∈Ω(k+1,II)k+2,m (ε)
|Bσ2∗τ |β
|Bσ2 |β
∼ b(k,I)k,β (ε)ζβak+1c
(II)
k+1,
b
(k,II)
m,β (ε) = Σσ∈Ω(k,II)0,m (ε)
|Bσ|β
46 QING-HUI LIU, YAN-HUI QU, ZHI-YING WEN
= Σ
σ∈Ω(k,II)0,k (ε)
|Bσ|β
( ⌊(1−ε)(ak+1+2)⌋∑
j=⌈ε(ak+1+2)⌉
Σ
τ∈Ω(k+1,I)k+2,m (ε)
|Bσ∗θj∗τ |β
|Bσ|β
+
⌊(1−ε)(ak+1+1)⌋∑
j=⌈ε(ak+1+1)⌉
Σ
τ∈Ω(k+1,III)k+2,m (ε)
|Bσ∗φj∗τ |β
|Bσ|β
)
∼ Σ
σ∈Ω(k,II)0,k (ε)
|Bσ|β
(
Aak+1+1,β c
(I)
k+1 +Aak+1,β c
(III)
k+1
)
∼ b(k,II)k,β (ε)Aak+1,β(c(I)k+1 + c(III)k+1 ),
b
(k,III)
m,β (ε) ∼ b(k,III)k,β (ε)
(
Aak+1,β c
(I)
k+1 +Aak+1−1,β c
(III)
k+1
)
,
where σ−2 is the word obtained by deleting the last letter of σ2.
We claim that c
(I)
k+1+c
(III)
k+1 ∼ c(II)k+1. In fact at first we note that ζβn/An,β . 1
for any n ≥ 1. Thus
c
(I)
k+1 + c
(III)
k+1 ∼
 ζβak+2
Aak+2,β
+
1, if ak+2 > 1ζβak+3/Aak+3,β, if ak+2 = 1
 c(II)k+1
∼

(
ζβak+2
Aak+2,β
+ 1
)
c
(II)
k+1, if ak+2 > 1(
ζβak+3
Aak+3,β
+ 2β
)
c
(II)
k+1, if ak+2 = 1
∼ c(II)k+1.
Write Θk := b
(k,I)
k,β c
(II)
k+1. As a result we get
b
(k,I)
m,β (ε) ∼ ζβak+1Θk;
b
(k,II)
m,β (ε) ∼
ζβak
Aak ,β
Aak+1,βΘk;
b
(k,III)
m,β (ε) ∼

Aak+1,βΘk ak > 1; ak+1 > 1;
ζβak+2
Aak+2,β
Θk ak > 1; ak+1 = 1;
ζβak−1
Aak−1,β
Aak+1,βΘk ak = 1; ak+1 > 1;
ζβak−1
Aak−1,β
ζβak+2
Aak+2,β
Θk ak = 1; ak+1 = 1.
By a simple computation the result follows. 
We will prove the following theorem, which is Theorem 3.5 when ε = 0.
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Theorem 9.4 (Existence of Gibbs like measures). For any 0 < β < 1,
0 ≤ ε < 1/12, there exists a probability measure µβ,ε supported on Eε such
that
if w ∈ Ω(k,I)k (ε), let u = (e12, 1, 1), then
µβ,ε(Bw) ∼
ζβak+1
a1−βk+1
|Bw|β
bk,β(ε)
∼ |Bwu|
β
bk+1,β(ε)
. (81)
If w ∈ Ω(k,II)k (ε), then
µβ,ε(Bw) ∼ |Bw|
β
bk,β(ε)
. (82)
If w ∈ Ω(k,III)k (ε), then
µβ,ε(Bw) ∼

|Bw|β
bk,β(ε)
ak+1 > 1;
ζβak+2
a1−βk+2
|Bw|β
bk,β(ε)
ak+1 = 1.
(83)
Proof. For any 0 < β < 1 and m > 0, we define a probability µβ,ε,m on R
such that for any w ∈ Ωm(ε),
µβ,ε,m(Bw) =
|Bw|β
bm,β(ε)
,
where µβ,ε,m is uniformly distributed on each band Bw for any w ∈ Ωm(ε).
Fix any k ≥ 1. For T ∈ {I, II, III} and w ∈ Ω(k,T )k (ε), We will prove
that µβ,ε,m(Bw) satisfy (81),(82) or (83) respectively for m ≥ k + 3. Then
by taking any weak limit of {µβ,ε,m}m>0, we prove the theorem.
For any σ ∈ Ω(k,T )k (ε), by bounded covariation we have
µβ,ε,m(Bw) =
1
bm,β(ε)
∑
τ∈Ω(k,T )k+1,m(ε)
|Bw∗τ |β
= |Bw|
β
bm,β(ε)
∑
τ∈Ω(k,T )k+1,m(ε)
|Bw∗τ |β
|Bw|β
∼ |Bw|βbm,β(ε)
∑
τ∈Ω(k,T )k+1,m(ε)
|Bσ∗τ |β
|Bσ|β .
Hence
|Bσ|βµβ,ε,m(Bw) ∼ |Bw|
β
bm,β(ε)
∑
τ∈Ω(k,T )k+1,m(ε)
|Bσ∗τ |β.
Take sum on both sides for all σ ∈ Ω(k,T )k (ε), we get
b
(k,T )
k,β (ε)µβ,ε,m(Bw) ∼ |Bw|β
b
(k,T )
m,β (ε)
bm,β(ε)
,
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which implies that
µβ,ε,m(Bw) ∼ |Bw|
β
bk,β(ε)
bk,β(ε)
b
(k,T )
k,β (ε)
b
(k,T )
m,β (ε)
bm,β(ε)
.
Combining with (70) and (80),
if w has type I then
µβ,ε,m(Bw) ∼
ζβak+1
Aak+1,β
|Bw|β
bk,β(ε)
.
If w has type II, then
µβ,ε,m(Bw) ∼ |Bw|
β
bk,β(ε)
.
If w has type III, then
µβ,ε,m(Bw) ∼

|Bw|β
bk,β(ε)
ak+1 > 1;
ζβak+2
Aak+2,β
|Bw|β
bk,β(ε)
ak+1 = 1.
Thus we get (82), (83) and the first relation of (81).
To get the second relation of (81), we proceed as follows. Write u =
(e12, 1, 1). If w ∈ Ω(k,I)k (ε), then w ∗ u ∈ Ω(k+1,II)k+1 (ǫ) and µ(Bw∗u) = µ(Bw).
Now the result follows by applying (82). 
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