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The positron annihilation characteristics have been calculated taking the electron-positron correlation in the
generalized gradient approximation ~GGA!. The calculated electron-positron momentum distributions in Si
along the @110# direction in the GGA scheme agree very well with the experiment. The comparison of
anisotropies of the momentum distributions along different crystal directions with the theory shows that only
the GGA scheme gives the exact values. The enhancement factor for the valence electrons in the electron-
positron momentum density is found to be weakly dependent on the momentum. The positron lifetimes in
group IV, III-V, and II-VI semiconductors agree very well with the previous calculations and the experiment.
@S0163-1829~97!05936-5#I. INTRODUCTION
Positron annihilation techniques together with theoretical
calculation give valuable information about the electronic
structure of bulk and defects in semiconductors.1 In particu-
lar, the positron lifetime measurement technique offers a
unique method to distinguish between different types of
samples and samples with and without defects. Being an in-
tegrated quantity, however, the positron lifetime offers no
detail of the electronic structure of the material. The angular
correlation of annihilation radiation measurement yields de-
tailed momentum distributions of the annihilating positron-
electron pairs and as such presents a greater challenge to the
theory.1
The theoretical positron annihilation calculation requires
an accurate calculation of the electron and positron states in
semiconductors.2 In the density-functional theory the
ground-state property of a system of noninteracting particles
is determined by its charge density.3 All many-body effects
are taken in the exchange-correlation potential Vxc . The
electron states are the self-consistent solution of the Kohn-
Sham equations. The positron state in a system of electrons
also depends strongly on the electron charge density.2 The
attractive positron-electron Coulomb potential is calculated
using the electron charge density. The thermalized positron
attracts the surrounding electrons so that the electron density
is increased at the site of the positron, which contributes a
positron-electron correlation potential and an enhancement
factor. The positron-electron correlation potential and the en-
hancement factor are determined from the electron charge
density. The method of calculation that solves electron and
positron states in a solid according to the above scheme is
called the two-component density-functional theory
~TCDFT!.4,5 With one positron in a many-electron system
the theory is remarkably simple because both positron-
positron exchange interaction and the effect of the positron
charge density on the electron states are negligibly small.
Rojas, Barbiellini, and Jarlborg have tested the effect of
the positron-electron correlation potential on the positron
lifetime calculation in diamond, Si, and Ge.6 Surprisingly,560163-1829/97/56~12!/7356~7!/$10.00they found that the theory, when not taking the correlation
potential into account, agreed very well with experiment, but
that the annihilation rate was overestimated when the
positron-electron correlation potential and the enhancement
factor were calculated in the local-density approximation
~LDA!. The strength of the correlation potential and the en-
hancement factor have been reduced in two ways. Firstly, the
screening is reduced by using a parameter based either on the
band gap or the high-frequency dielectric constant in a semi-
empirical approach.7,8 This is justified because the positron
screening in semiconductors is weaker than that in a homo-
geneous electron gas due to the band gap. Secondly, the core
enhancement factor is calculated taking a constant enhance-
ment factor. This is also justified because the core electrons
are tightly bound to the nucleus and are not perturbed by the
presence of the positron as the positron is repelled by the
positive ion-core potential. Jensen has shown that in metals
the artificial separation of the valence and core annihilation
rates is not necessary and the lifetime calculated using the
total electron density in the LDA agrees very well with the
experiment.9 Recently Barbiellini et al. have shown that the
previous form of the parameterized contact potential based
on the LDA by Boronski and Nieminen5 is not correct and
they have given a new form of the contact potential.10 The
agreement between the theory and experiment was found to
be poor using this new form of the LDA contact potential
leading Barbiellini et al. to formulate a generalized gradient
approximation ~GGA! correction on the positron correlation
potential and the enhancement factor.10,11 The calculated
lifetimes are in good agreement with experiments in most of
the solids including metals, semiconductors, insulators and
high-temperature semiconductors.
Barbiellini et al. have employed the linear-muffin-tin-
orbital method within the atomic-spheres approximation
~LMTO-ASA! to calculate the annihilation rate and the
electron-positron momentum distributions. The LMTO-ASA
is an all electron band structure method.12 A major motiva-
tion behind these calculations also lies in the fact that defect
calculations in semiconductors are now based on the Car-
Parrinello calculation, which utilizes the pseudopotential
theory.13 The pseudopotential theory yields only valence7356 © 1997 The American Physical Society
56 7357ELECTRON-POSITRON MOMENTUM DISTRIBUTIONS . . .wave functions, which lack the core-orthogonalization term.
The core charge density is carried out separately using an
atomic structure calculation. Therefore, a fresh calculation of
the annihilation rate and the electron-positron momentum
distributions is needed to test the validity of the pseudo-
wave-functions. Moreover, the accuracy of the positron life-
time in a defect should be tested by first reproducing the
experimental bulk lifetime.
We have presented the theory in Sec. II. The momentum
distributions in Si are compared with the experiment in Sec.
III. Our calculated positron lifetimes in elemental semicon-
ductors such as diamond, Si, and Ge and compound semi-
conductors such as SiC, GaAs, InP, and CdTe are compared
with the previous theory in this section. We conclude in Sec.
IV.
II. THEORY
The fact that the TCDFT with one positron in a many-
electron system requires the electron states calculation to be
independent of the positron state simplifies the computa-
tional scheme.4,5 In the present work the nonlocal ab initio
electron-ion pseudopotentials of Bachelet, Hamann, and
Schlu¨ter are taken.14,15 For CdTe we have taken the pseudo-
potentials of Stumpf and Scheffler.16 The practical interpola-
tion scheme of Perdew and Zunger is used to calculate the
exchange-correlation potential Vxc .17 The positron-ion po-
tential is calculated using the frozen-core approximation.18
The positron annihilation rate in the LDA is given by9
l5pr0
2cE n2~r!n1~r!g~n2!d3r , ~2.1!
where n2(r) is the total electron density consisting of both
the valence and core charge densities, n1(r) is the positron
density, and the enhancement factor g in the LDA is given
by10,11
gLDA~rs!5111.23rs20.0742rs
21 16 rs
3
, ~2.2!
where rs5(3/4pn)1/3. The two-photon momentum density is
defined as
rv
2g~p!5
pr0
2c
V (nk U E e2iprCnk~r!C1~r!Ag~n2!d3rU
2
.
~2.3!
The momentum-dependent enhancement factor for the va-
lence electrons in the method of Daniuk, S˘ob, and
Rubaszek19 is given by
ev~p!5
(
nk
U E e2iprCnk~r!C1~r!Ag~n2!d3rU2
(
nk
U E e2iprCnk~r!C1~r!d3rU2 ,
~2.4!
Alatalo et al. have demonstrated that the inclusion of the
position-dependent enhancement factor in the core momen-
tum density calculation as in the valence case causes spuri-
ous effects at the high-momentum region.20 In order to over-
come this problem, they have presented a method for thecalculation of the state-dependent enhancement factor. In
this method the core momentum density is represented as
rc
2g~p!5
pr0
2c
V (j e jU E e2iprC j~r!C1~r!d3rU
2
,
~2.5!
where the state-dependent enhancement factor e j is given by
e j5
E n j~r!n1~r!g~n2!d3r
E n j~r!n1~r!d3r
. ~2.6!
This calculation is justified for core electrons because the
enhancement factor is found to be independent of the mo-
mentum.
The one-dimensional ~1D! momentum distributions along
a particular direction are obtained by integrating the momen-
tum density in two other directions:
N~pz!5E E r2g~p!dpxdpy . ~2.7!
Similarly, the two-dimensional ~2D! momentum distribu-
tions are obtained by integrating the momentum density
along a particular direction:
N~px ,py!5E r2g~p!dpz . ~2.8!
The annihilation rate can also be obtained by integrating the
momentum density over the entire momentum space @l
5*r2g(p)d3p# . The annihilation rate is thus related to the
1D and 2D momentum distributions as
l5E dpzN~pz!5E dpxdpyN~px ,py!. ~2.9!
The autocorrelation function ~AF! is defined as the Fourier
transform of the momentum density,1
B2g~r!5E r2g~p!eiprd3p . ~2.10!
It can be proved that the AF along a particular direction is
the Fourier transform of the long-slit angular correlation data
along that direction
B2g~z !5E N~pz!eipzzdpz. ~2.11!
We can easily find that the Bv
2g(0)5lv and Bc2g(0)5lc .
The lowest-order gradient correction to the LDA correla-
tion hole density is proportional to the parameter10,11
g~r!5
u¹n~r !u2
n2~r !qTF
2 . ~2.12!
where qTF is the Therman-Fermi wave vector. The above
scheme for calculating the annihilation rate and the electron
momentum distributions is based on an all electron band-
structure calculation such as the LMTO-ASA. In the present
calculation we have used the pseudopotential scheme, which
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densities. The core electron density is usually evaluated from
a separate atomic structure calculation and added to the va-
lence electron density to obtain the total electron density.
Louie, Froyen, and Cohen in their NLCC method have
shown that the addition of a pseudocore electron density to
the pseudovalence electron density gives accurate estimation
of the exchange-correlation potential.21 In our case we are
interested in calculating the electron-positron correlation po-
tential taking total electron density into account as in the
NLCC method. Therefore, we adopted their procedure for
the calculation of the pseudocore electron density, which is
given by
nps
a ~r !5 H AaBa j0~Bar ! for r,r0nca~r ! for r.r0 , ~2.13!
where j0 is the spherical Bessel function of zeroth order and
nc
a is the true core electron density for the a atom. r0 is the
radius where the core charge density is 1.5 times the valence
charge density. The constants A and B are determined by the
value and the gradient of the core charge density at r0 . We
obtain the Fourier components of the core charge density as
nps
c ~G!5
1
V (a e
2iGtaE
0
`
nps
a ~r ! j0~Gr !r2dr .
~2.14!
The total charge density is obtained as
n~r!5(
G
@nps
v ~G!eiGr1npsc ~G! j0~Gr !# , ~2.15!
where the core electron density is spherically averaged in the
second term. The derivative of the total electron density is
evaluated in the following way:
¹n~r!5i(
G
@Gnpsv ~G!eiGr1Gnpsc ~G! j0~Gr !# .
~2.16!
The enhancement factor in the GGA is given as
gGGA~rs!511@gLDA~rs!21#e2ag~r!, ~2.17!
where a is an adjustable parameter taken to be 0.22.10,11 For
a uniform electron density distribution g50 so that
gGGA5gLDA. For core electrons the density varies rapidly so
that e approaches infinity. For this case gGGA51. The GGA
corrected correlation energy is given by Barbiellini and co-
workers as
EGGA~r!5EEG~r!e2ag~r!, ~2.18!
where EEG is the correlation energy for the electron gas in
LDA.1
In semiconductors the major contribution to the total an-
nihilation rate mainly comes from the valence electrons due
to a large interstitial space. The core contribution can be
carried out in a separate calculation using the full core elec-
tron charge densities. We have calculated the valence anni-
hilation rate in the similar method recently shown by Saito
and Oshiyama,22lv5pr0
2cE nv~r!n1~r!g~nv!d3r . ~2.19!
The core enhancement factor in the independent particle
model ~IPM! approximation is given by
lc5pr0
2cE nc~r!n1~r!dr, ~2.20!
where nc is the core charge density.
We have used a plane-wave basis set within the frame-
work of the momentum-space formalism for calculating the
electron and positron wave functions.23 The experimental lat-
tice constants24 are used for all semiconductors. We have
taken 350 reciprocal lattice vectors and two special points of
Chadi and Cohen to compute the electron charge density.25
The core electron density and the frozen-core positron-ion
potential is evaluated using atomic orbitals of Clementi and
Roetti.26 The ground-state positron energy and wave function
are obtained using 500 plane waves. The momentum density
is calculated using 60 special points of Chadi and Cohen.25
The 1D angular correlation of position annihilation radiation
experiment was normalized to the experimental positron an-
nihilation rate.
III. RESULTS AND DISCUSSIONS
We have taken Si as a test case to study the effect of the
GGA on the 1D-ACPAR calculations. We have added the
valence AF’s along different directions with the isotropic
core AF to get the total AF’s along that direction. Since the
value of the AF’s at r50 in a particular method represents
the annihilation rate in that method, we could easily check
the correctness of our calculation. We have then Fourier
transformed the AF’s to obtain the momentum distributions
along different directions. The experimental long-slit AC-
PAR data are normalized to obtain the measured annihilation
rate (4.6296 ns21). Fujiwara and Hyodo had normalized the
theory based on IPM calculation for the valence electrons
and the experiment to the same area and observed the en-
hancement and suppression effects.27 LiMing et al. have re-
cently shown that the momentum distributions for the va-
lence electrons calculated using IPM, LDA, and GGA
methods differ by a constant factor.28 In other words, the
momentum distributions for the valence electrons in these
three methods become identical if they are normalized to the
experiment. However, we have added the core momentum
distributions with the valence momentum distributions and
normalized our theory to the experiment in all methods. In
this way we will not suffer from comparing different theories
with experiment because we have got rid of the constant
factor arising in the normalization of the valence electron
distributions. The magnitude of momentum distributions will
clearly separate the enhancement and suppression factors.
The momentum distribution along the @110# direction is
shown in Fig. 1. We find that the momentum distributions
calculated in the LDA and GGA methods agree very well
with the experiment whereas the calculation based on the
IPM method shows a marked deviation from the experiment.
The IPM results are higher than the theory in the high-
momentum region and the experiment falls quite sharply at
the zone face compared to theory. Fujiwara and Hyodo have
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tribution at the high-momentum region to the suppression
effect and the sharp fall of the experimental data at the zone
face to the enhancement effect. We have reproduced the en-
hancement effect in our calculation at the zone face, but in
the umklapp region we have not got a good agreement. We
have also not reproduced the slight hump seen at the first
umklapp position. Mader et al. have shown in Al that the
core-orthogonalization term in the orthogonalized plane-
wave method reproduces the slight hump seen at the 1.3 a.u.
~Ref. 29!. Since our calculation is based on the pseudopoten-
tial formalism we have not reproduced good results at the
umklapp region. From the lifetime analysis we will later
show that our calculation does not support the idea that the
core contributions are suppressed. The present formalism for
the core enhancement theory does not give any suppression
effect. We have not presented the comparison of the theory
with experiment for other directions. A different approach
has been adopted to compare our theory with experiment.
In Compton profile measurements it is a general practice
to compare the experimental difference profile with the
theory as the isotropic core contributions and the additive
systematic experimental errors are eliminated in it. The mag-
nitude differences between different theories as well as the
multiplicative systematic errors in the experiment are elimi-
nated by taking the percent anisotropy with respect to
N100(0). We have adopted this procedure to compare our
theory with the experiment because the accuracy of a theo-
retical calculations can thus be easily tested at all momenta.
We have presented in the experiment in Fig. 2 the experi-
mental and theoretical anisotropies between the @100# and
@110# directions and @100# and @111# directions. The theoret-
ical anisotropies in the GGA method matches very well with
the experimental data in the low-momentum region whereas
the LDA method predicts slightly higher anisotropy, and the
IPM method predicts lower anisotropy. The anisotropies in
FIG. 1. Experimental and theoretical 1D ACAR along the @110#
direction of Si. The experimental data of Fujiwara and Hyodo ~Ref.
28! are shown by solid dots. The solid, dashed, and dotted lines
correspond to the theory based on GGA, LDA, and IPM methods.momentum distribution arise from the anisotropies of the
electron and positron wave functions. The positron wave
function calculated in the IPM method does not take the
positron-electron correlation effect into account. The in-
crease in the anisotropy in the LDA formalism shows that
the GGA correction is not isotropic in nature.
The theoretical AF along the @110# direction containing
both the valence and core electrons is compared with the
experiment in Fig. 3. It has been shown in Compton profile
experiments that the second zero crossing of the AF along
the @110# direction shows the lattice site ~7.257 a.u.!.31 The
experimental data shows a lattice position at 7.63 a.u. The
deviation of the experimental value from the actual position
is due to the positron effects arising from the overlap of the
positron wave function on the electron wave functions and
the positron-electron enhancement factor. We have found
that the theory based on the IPM calculation gives the zero
position at 7.48 a.u. The inclusion of the positron-electron
correlation potential in the positron-state calculation does not
reproduce the experimental zero position. However, when
enhancement factors based on both GGA and LDA methods
are introduced into our calculation we have reproduced the
FIG. 2. Percentage anisotropy of the 1D-ACPAR data in Si. The
experimental data are taken from Erskine and McGerevy ~Ref. 30!.
The notations for the experiment, GGA, LDA, and IPM, are the
same as in Fig. 1.
7360 56B. K. PANDA, W. LIMING, S. FUNG, AND C. D. BELINGexperimental value. However, one can notice that the effect
of the enhancement factor on the zero position of the AF is
comparatively less than that by the positron wave function.
The valence enhancement factor ev along the @100#,
@110#, and @111# directions are shown in Fig. 4. We can find
that the ev along the @110# and @111# directions shows similar
behavior. Along the @111# direction it extends to the higher
momenta because the Jones zone boundary is higher along
this direction. In both directions the enhancement factor in-
creases slowly up to the zone face and then rapidly falls to
zero. This shows that the ev is almost momentum indepen-
dent, but its magnitude is different in LDA and GGA meth-
ods. However, along the @100# direction the enhancement
factor shows a completely different behavior. The increasing
tendency of the enhancement factor up to the the zone
boundary is not observed in this case. This may be due to the
fact that the positron does not see any correlation effect
along this direction because there is a lot of empty space in
that direction without the strong effect of the s and p bonds.
The positron lifetime is calculated using both LDA and
GGA schemes. We have compared the positron lifetimes for
diamond, Si, and Ge with the LMTO-ASA method and the
experiment in Table I. For diamond the GGA method in-
creases the positron lifetime by 13 psec from that in the LDA
method whereas in Si and Ge it is 26 psec. This is because
the positron-electron correlation effect in diamond is weak as
the electrons are tightly bound in it. As expected, the core
annihilation rate is small in diamond and Si, but significant
in Ge. We have exactly reproduced the experimental positron
lifetime in Si and Ge whereas in diamond we have got a
slightly higher value. It is noteworthy to find that the posi-
tron lifetimes estimated using the total electron density as in
Eq. ~2.1! are found to be the same as using the valence and
core annihilation rates separately in Eqs. ~2.19! and ~2.20!. It
FIG. 3. Experimental and theoretical autocorrelation functions
along the @110# direction of Si. The experimental data of Fujiwara
and Hyodo ~Ref. 27! are shown by solid dots. The notations for
different theoretical approaches ~GGA, LDA, and IPM! are the
same as in Fig. 1.FIG. 4. Enhancement factor along the @100#, @110#, and @111#
directions in Si. The top, middle, and bottom figures correspond to
the @100#, @110#, and @111# directions, respectively. Notations for
the GGA and LDA methods are shown by solid and dashed lines,
respectively.
56 7361ELECTRON-POSITRON MOMENTUM DISTRIBUTIONS . . .TABLE I. Comparison of positron lifetimes obtained in the ab initio pseudopotentials method with
experiment. The lifetime calculated in the LDA and GGA formalisms are denoted as tLDA and tGGA,
respectively. The corresponding valence lifetimes are denoted by a subscript v . The lifetime calculated using
Eqs. ~2.19! and ~2.20! are denoted by a subscript I .
Material
This work This work This work LMTO-ASA
Expt.
~psec!
tLDA
~psec!
tv
LDA
~psec!
tGGA
~psec!
tv
GGA
~psec!
t I
LDA
~psec!
t I
GGA
~psec!
tLDA
~psec!
tGGA
~psec!
C 87 88 100 101 87 100 86 96 98
Si 190 194 216 222 188 217 193 210 216
Ge 198 212 228 244 193 227 191 228 228is interesting to observe that our calculation has correctly
reproduced the lifetime in Si whereas both the LMTO-ASA
and atomic superposition methods find a lifetime of 210
psec. It is difficult for us to give any reason why the pseudo-
potential calculation for positron lifetime is more accurate in
Si.
The calculated lifetimes in some compound semiconduc-
tors are tabulated in Table II. As in elemental semiconduc-
tors, the positron lifetimes in compound semiconductors are
not significantly different whether calculated taking the total
electron density as in Eq. ~2.1! or treating the valence and
core lifetimes separately as in Eqs. ~2.19! and ~2.20!. We
have no idea at present why our LDA calculations in both
schemes predict a much higher value than the LMTO-ASA
method. In SiC our calculation shows that the positron life-
time is 145 psec whereas the LMTO-ASA method predicts a
value of 139 psec and the experiment is 140 psec. In GaAs
the lifetime is found to be only 1 psec higher than both the
experiment and LMTO-ASA calculation. Jhi and Ihm have
shown that in GaN the explicit treatment of the gallium 3d
electrons as interacting valence states rather than inert core
states systematically improves various structural and elec-
tronic properties.32 We also expect that the 3d electrons in
GaAs need to be treated as valence electrons to get better
agreement with experiment. Although we have not consid-
ered the 3d electrons in the pseudopotential calculation, we
have got the lifetime close to the experiment since we have
used the experimental lattice constant in our calculation. In
InP the agreement between theory and experiment is quitesimilar to that for GaAs. We also suggest that the inclusion
of 4d electrons in the pseudopotential calculation is neces-
sary in this case to obtain a better agreement with experi-
ment. It is surprising to find that in CdTe the positron life-
time is found to be slightly higher than the LMTO-ASA
value although we have not treated the d electrons of Cd as
valence electrons. Compared to group III-V semiconductors,
the d electrons in group II-VI semiconductors are very im-
portant. Since we have used the experimental lattice constant
in our calculation we have got this agreement. However, for
a better agreement the complete cationic N shell needs to be
included in the pseudopotential calculation.33
IV. CONCLUSION
In the present work we have calculated the electron-
positron momentum distributions in Si and the positron life-
time in a few semiconductors using both the LDA and GGA
methods. Comparison of the calculated momentum distribu-
tions with experiment in Si shows that only GGA scheme
correctly gives the magnitude of the experimental data. The
anisotropies between @100# and @110# directions and @100#
and @111# directions based on the GGA scheme are in very
good agreement with experiment. The present GGA scheme
for the electron-positron correlation is found to be successful
taking the pseudopotential theory into account. The positron
lifetime in the GGA scheme in diamond, Si, Ge, SiC, GaAs,
InP, and CdTe are in good agreement with the experiment as
in the LMTO-ASA method. Although we have not includedTABLE II. Comparison of lifetimes obtained in the ab initio pseudopotentials method. Notations are the
same as in Table I.
Material
This work This work This work LMTO-ASA
Expt.
~psec!
tLDA
~psec!
tv
LDA
~psec!
tGGA
~psec!
tv
GGA
~psec!
t I
LDA
~psec!
t I
GGA
~psec!
tLDA
~psec!
tGGA
~psec!
SiC 130 134 145 150 130 145 124 139 140
GaAs 197 220 232 256 202 233 190 231 231
InP 213 256 246 293 207 245 201 248 244
CdTe 245 302 292 360 249 305 228 290 285
7362 56B. K. PANDA, W. LIMING, S. FUNG, AND C. D. BELINGthe d electrons in the valence bands in GaAs, InP, and CdTe,
we have got good results because we have used experimental
lattice constants in our calculations. The only drawback of
the present positron GGA method is that it is semiempirical.Moreover, the GGA correction is not carried out with the
same method as done in the GGA correction for the electron
structure calculation.34 In future the present method of GGA
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