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Аннотация
В статье рассматриваются линейные обыкновенные дифференциальное уравнения вто-
рого порядка с переменными коэффициентами (исходные уравнения). Наряду с каждым
исходным уравнением рассматривается точно такое же уравнение только с постоянны-
ми коэффициентами (сопутствующее уравнение). Показано, что общее решение исходного
уравнения представляется в интегральной форме через общее решение сопутствующего
уравнения и фундаментальное решение исходного уравнения. Фундаментальное решение
находится методом возмущений в виде бесконечного ряда. Исследована сходимость ряда.
В качестве конкретного примера применения разработанной методики рассматривается
уравнение Чебышева.
Ключевые слова: дифференциальные уравнения второго порядка, уравнения с перемен-
ными коэффициентами, методы осреднения, интегральные формулы.
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Abstract
The article considers linear ordinary differential equations of the second order with variable
coefficients (initial equations). Along with each initial equation the same equation is considered
only with constant coefficients (accompanying equation). It is shown that the general solution
of the initial equation is represented in the integral form through the general solution of the
accompanying equation and the fundamental solution of the original equation. The fundamental
solution is the perturbation method in the form of an infinite rows. Research is carried out on
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1. Введение
Многие процессы в неоднородных средах описываются обыкновенными дифференциаль-
ными уравнениями с переменными коэффициентами. В зависимости от коэффициентов они
могут иметь аналитические решения. Решениями некоторых таких уравнений являются спе-
циальные функции. В частности, классические ортогональные многочлены являются реше-
ниями однородных линейных обыкновенных дифференциальных уравнений второго порядка
с переменными коэффициентами [1, стр. 49]. В большинстве случаев, для нахождения ре-
шений уравнений с переменными коэффициентами, приходится прибегать либо к численным
методам, либо к различным приближенным способам. В случае периодических коэффициен-
тов хорошие результаты дает метод малого геометрического параметра Бахвалова-Победри
[2, 3]. Очень часто прикладные задачи механики и физики сводятся к решению нелинейных
уравнений. Одним из способов решения нелинейных задач является метод последователь-
ных приближений, заключающийся в том, что на каждом шаге приходится решать линейные
2The study was carried out with the financial support of the Ministry of education and science of the Russian
Federation (project 14.577.21.0271, unique identifier of the project RFMEFI57717X0271). FGBOU VPO "TSPU
named after L. N. Tolstoy" — recipient of the grant of the Ministry of education and science.
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уравнения с переменными коэффициентами [4, 5, 6]. В предлагаемой работе рассматривает-
ся метод решения линейных дифференциальных уравнений с переменными коэффициентами,
основанный на интегральном представлении искомого решения через решение уравнения того
же типа, но с постоянными коэффициентами. В интегральном представлении существенную
роль играет фундаментальное решение исходного уравнения с переменными коэффициентами,
которое находится аналитически методом возмущений [5, 7].
2. Исходное и сопутствующее уравнения. Интегральная форму-
ла.
Рассмотрим исходное обыкновенное дифференциальное уравнение второго порядка с пе-
ременными коэффициентами [8]
𝑓2(𝑥)𝑢
′′ + 𝑓1(𝑥)𝑢′ + 𝑓0(𝑥)𝑢+ 𝑓(𝑥) = 0 , 𝑥 ∈ (𝑎, 𝑏) (1)
Если функция 𝑓2(𝑥), при любом 𝑥, не обращается в нуль, то уравнение (1) можно свести
к самосопряженной форме [9, стр. 241], которое также будем называть исходным уравнением[︀
𝐶(𝑥)𝑢′
]︀′
+ 𝑞(𝑥)𝑢+𝑋(𝑥) = 0 , (2)
𝐶 = exp
∫︁
𝑓1(𝑥)
𝑓2(𝑥)
𝑑𝑥 , 𝑞 =
𝑓0
𝑓2
exp
∫︁
𝑓1(𝑥)
𝑓2(𝑥)
𝑑𝑥 , 𝑋 =
𝑓0
𝑓2
exp
∫︁
𝑓1(𝑥)
𝑓2(𝑥)
𝑑𝑥.
Будем считать, что коэффициент 𝐶(𝑥) > 0, причем 𝐶𝑚𝑖𝑛 6 𝐶(𝑥) 6 𝐶𝑚𝑎𝑥, а коэффициент
𝑞(𝑥) ограничен и может быть как положителен, так и отрицателен в зависимости от перемен-
ной 𝑥, то есть 𝑞𝑚𝑖𝑛 6 |𝑞(𝑥)| 6 𝑞𝑚𝑎𝑥
Пусть 𝐺(𝑥, 𝜉) — фундаментальное решение уравнения (2), то есть 𝐺(𝑥, 𝜉) удовлетворяет
следующему уравнению
𝑑
𝑑𝑥
[︂
𝐶(𝑥)
𝑑𝐺(𝑥, 𝜉)
𝑑𝑥
]︂
+ 𝑞(𝑥)𝐺(𝑥, 𝜉) + 𝛿(𝑥− 𝜉) = 0 , 𝑥, 𝜉 ∈ (𝑎, 𝑏) , (3)
где 𝛿(𝑥−𝜉)— обобщенная дельта-функция Дирака [10, стр. 194], [11]. Уравнение (3) понимается
в обобщенном смысле, то есть в смысле интегрального тождества С.Л. Соболева. Уравнение
(2) при разрывных коэффициентах 𝐶(𝑥), 𝑞(𝑥) также является обобщенным [2, стр. 30-35].
Пусть 𝑣(𝑥) — решение так называемого сопутствующего уравнения с постоянными коэф-
фициентами 𝐶𝑜 = 𝑐𝑜𝑛𝑠𝑡. и 𝑞𝑜 = 𝑐𝑜𝑛𝑠𝑡.
𝐶𝑜𝑣
′′(𝑥) + 𝑞𝑜𝑣(𝑥) +𝑋(𝑥) = 0 , 𝑥 ∈ (𝑎, 𝑏) (4)
Во всех трех уравнениях область определения одна и та же — [𝑎, 𝑏]. В исходном и сопут-
ствующем уравнении одинаковые свободные члены.
2.1. Интегральная формула представления решения исходного уравнения
через решение сопутствующего уравнения.
Воспользуемся результатами работы [12] и представим решение 𝑢(𝑥) исходного уравнения
(2) с переменными коэффициентами через решение сопутствующего уравнения (4) и фунда-
ментальное решение (3) следующим образом:
𝑢(𝑥) = 𝑣(𝑥) +
𝑏∫︁
𝑎
𝑑𝐺(𝑥, 𝜉)
𝑑𝜉
𝐶(𝜉) 𝑣′(𝜉)𝑑𝜉 −
𝑏∫︁
𝑎
𝐺(𝑥, 𝜉)𝑞(𝜉)𝑣(𝜉)𝑑𝜉 , (5)
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где 𝐶(𝜉) = 𝐶𝑜 − 𝐶(𝜉), 𝑞(𝜉) = 𝑞𝑜 − 𝑞(𝜉).
Подстановкой выражения (5) в исходное уравнение (2) убеждаемся, что оно удовлетворя-
ется. В самом деле, пусть
ℒ(∙) ≡ [︀𝐶(𝑥)(∙)′]︀′ + 𝑞(𝑥)(∙) , ℒ𝑜(∙) ≡ 𝐶𝑜(∙)′′ + 𝑞𝑜(∙)
— исходный и сопутствующий операторы. Тогда
ℒ(𝑢) +𝑋(𝑥) = ℒ(𝑣) +
𝑏∫︁
𝑎
𝑑ℒ(𝐺(𝑥, 𝜉))
𝑑𝜉
𝐶(𝜉) 𝑣′(𝜉)𝑑𝜉 −
𝑏∫︁
𝑎
ℒ(𝐺(𝑥, 𝜉))𝑞(𝜉)𝑣(𝜉)𝑑𝜉 +𝑋(𝑥) =
= ℒ(𝑣)−
𝑏∫︁
𝑎
𝑑𝛿(𝑥− 𝜉)
𝑑𝜉
𝐶(𝜉) 𝑣′(𝜉)𝑑𝜉 +
𝑏∫︁
𝑎
𝛿(𝑥− 𝜉)𝑞(𝜉)𝑣(𝜉)𝑑𝜉 +𝑋(𝑥) =
= ℒ(𝑣) + 𝑑
𝑑𝑥
[︀
𝐶(𝜉) 𝑣′(𝑥)
]︀
+ 𝑞(𝜉)𝑣(𝑥) +𝑋(𝑥) = ℒ(𝑣) + ℒ𝑜(𝑣)− ℒ(𝑣) +𝑋(𝑥) =
= ℒ𝑜(𝑣) +𝑋(𝑥) = 0
2.2. Общее решение сопутствующего уравнения.
Общее решение сопутствующего уравнения (5) имеет вид:
𝑣(𝑥) = 𝐾1𝑒
𝑖𝜆𝑜𝑥 +𝐾2𝑒
−𝑖𝜆𝑜𝑥 + 𝜙(𝑥) ; 𝜆𝑜 =
√︂
𝑞𝑜
𝐶𝑜
, (6)
где 𝑖 — комплексная единица, 𝐾1 и 𝐾2 — произвольные комплексные константы, а 𝜙(𝑥) —
частное решение сопутствующего уравнения (5) с постоянными коэффициентами
𝜙(𝑥) =
𝑖
2𝜆𝑜𝐶𝑜
[︂
𝑒𝑖𝜆𝑜𝑥
∫︁
𝑋(𝑥)𝑒−𝑖𝜆𝑜𝑥𝑑𝑥− 𝑒−𝑖𝜆𝑜𝑥
∫︁
𝑋(𝑥)𝑒𝑖𝜆𝑜𝑥𝑑𝑥
]︂
(7)
В формулах (6) и (7) можно выделить действительное решение. В случае 𝑞𝑜 > 0
𝑣(𝑥) = 𝐾1 cos(𝜆𝑜𝑥) +𝐾2 sin(𝜆𝑜𝑥) + 𝜙(𝑥) ; 𝜆𝑜 =
√︂
𝑞𝑜
𝐶𝑜
, (8)
𝜙(𝑥) = − 1
2𝜆𝑜𝐶𝑜
[︂
sin(𝜆𝑜𝑥)
∫︁
𝑋(𝑥) cos(𝜆𝑜𝑥)𝑑𝑥− cos(𝜆𝑜𝑥)
∫︁
𝑋(𝑥) sin(𝜆𝑜𝑥)𝑑𝑥
]︂
(9)
Если же 𝑞𝑜 < 0, тогда
𝑣(𝑥) = 𝐾1𝑒
𝜆𝑜𝑥 +𝐾2𝑒
−𝜆𝑜𝑥 + 𝜙(𝑥) ; 𝜆𝑜 =
√︂−𝑞𝑜
𝐶𝑜
, (10)
𝜙(𝑥) = − 1
2𝜆𝑜𝐶𝑜
[︂
𝑒𝜆𝑜𝑥
∫︁
𝑋(𝑥)𝑒−𝜆𝑜𝑥𝑑𝑥− 𝑒−𝜆𝑜𝑥
∫︁
𝑋(𝑥)𝑒𝜆𝑜𝑥𝑑𝑥
]︂
(11)
В формулах (7)-(11) 𝐾1 и 𝐾2 — произвольные действительные константы.
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2.3. Общее решение исходного уравнения
Подставив (6) в интегральную формулу (5), получим общее решение исходного урав-
нения (2)
𝑢(𝑥) = 𝐾1𝐴(𝑥) +𝐾2𝐵(𝑥) + Φ(𝑥) , (12)
где
𝐴(𝑥) = 𝑒𝑖𝜆𝑜𝑥 + 𝑖𝜆𝑜
𝑏∫︁
𝑎
𝐺′𝜉(𝑥, 𝜉)𝐶(𝜉) 𝑒
𝑖𝜆𝑜𝜉𝑑𝜉 −
𝑏∫︁
𝑎
𝐺(𝑥, 𝜉)𝑞(𝜉)𝑒𝑖𝜆𝑜𝜉𝑑𝜉 =
=
⎧⎪⎪⎨⎪⎪⎩
cos(𝜆𝑜𝑥)− 𝜆𝑜
𝑏∫︀
𝑎
𝐺′𝜉(𝑥, 𝜉)𝐶(𝜉) sin(𝜆𝑜𝜉)𝑑𝜉 −
𝑏∫︀
𝑎
𝐺(𝑥, 𝜉)𝑞(𝜉) cos(𝜆𝑜𝜉)𝑑𝜉 , 𝑞𝑜 > 0
𝑒−𝜆𝑜𝑥 − 𝜆𝑜
𝑏∫︀
𝑎
𝐺′𝜉(𝑥, 𝜉)𝐶(𝜉) 𝑒
−𝜆𝑜𝜉𝑑𝜉 −
𝑏∫︀
𝑎
𝐺(𝑥, 𝜉)𝑞(𝜉)𝑒−𝜆𝑜𝜉𝑑𝜉 , 𝑞𝑜 < 0
(13)
𝐵(𝑥) = 𝑒−𝑖𝜆𝑜𝑥 − 𝑖𝜆𝑜
𝑏∫︁
𝑎
𝐺′𝜉(𝑥, 𝜉)𝐶(𝜉) 𝑒
−𝑖𝜆𝑜𝜉𝑑𝜉 −
𝑏∫︁
𝑎
𝐺(𝑥, 𝜉)𝑞(𝜉)𝑒−𝑖𝜆𝑜𝜉𝑑𝜉 =
=
⎧⎪⎪⎨⎪⎪⎩
sin(𝜆𝑜𝑥)− 𝜆𝑜
𝑏∫︀
𝑎
𝐺′𝜉(𝑥, 𝜉)𝐶(𝜉) cos(𝜆𝑜𝜉)𝑑𝜉 −
𝑏∫︀
𝑎
𝐺(𝑥, 𝜉)𝑞(𝜉) sin(𝜆𝑜𝜉)𝑑𝜉 , 𝑞𝑜 > 0
𝑒𝜆𝑜𝑥 + 𝜆𝑜
𝑏∫︀
𝑎
𝐺′𝜉(𝑥, 𝜉)𝐶(𝜉) 𝑒
𝜆𝑜𝜉𝑑𝜉 −
𝑏∫︀
𝑎
𝐺(𝑥, 𝜉)𝑞(𝜉)𝑒𝜆𝑜𝜉𝑑𝜉 , 𝑞𝑜 < 0
(14)
Φ(𝑥) = 𝜙(𝑥) +
𝑏∫︁
𝑎
𝐺′𝜉(𝑥, 𝜉)𝐶(𝜉)𝜙
′(𝜉)𝑑𝜉 −
𝑏∫︁
𝑎
𝐺(𝑥, 𝜉)𝑞(𝜉)𝜙(𝜉)𝑑𝜉 (15)
2.4. Выбор коэффициентов сопутствующего уравнения
Постоянные коэффициенты 𝐶𝑜 и 𝑞𝑜 сопутствующего уравнения — это любые физически
допустимые константы. Целесообразно увязать их со свойствами исходной задачи, например,
положить их равными эффективным характеристикам [2, 3] так, что
𝐶𝑜 =
1⟨︀
1/𝐶
⟩︀ , 𝑞𝑜 = ⟨︀𝑞⟩︀ , ⟨︀𝑓⟩︀ ≡ 1
𝑏− 𝑎
𝑏∫︁
𝑎
𝑓(𝑥)𝑑𝑥 (16)
В случае задачи Коши, среднее понимается как предельное значение при 𝑏 → ∞ [13, стр.
247-249].
3. Построение фундаментального решения исходного уравнения
Общее решение исходного уравнения находится по формулам (12), (13) если известно фун-
даментальное решение уравнения (3) с переменными коэффициентами. Однако задача отыс-
кания точного фундаментального решения, в общем случае зависимости коэффициентов от
координаты, вряд ли разрешима. Поэтому будем искать приближенное решение уравнения (3)
методом возмущений [5, 7]. Для этого перепишем уравнение (3) следующим образом:
𝑑
𝑑𝑥
[︂
𝐶(𝑥)
𝑑𝐺(𝑥, 𝜉)
𝑑𝑥
]︂
+ κ𝑞(𝑥)𝐺(𝑥, 𝜉) + 𝛿(𝑥− 𝜉) = 0 , (17)
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где κ — возмущающий параметр, который в окончательном результате положим равным 1.
Будем искать решение уравнения (17) в виде ряда по степеням параметра κ
𝐺(𝑥, 𝜉,κ) =
∞∑︁
𝑛=0
κ𝑛𝐺𝑛(𝑥, 𝜉) (18)
Подставим ряд (18) в уравнение (17), соберем коэффициенты при одинаковых степенях κ и
приравняем их к нулю. В результате получаем рекуррентную последовательность уравнений[︀
𝐶(𝑥)𝐺′0(𝑥, 𝜉)
]︀′
+ 𝛿(𝑥− 𝜉) = 0 , [︀𝐶(𝑥)𝐺′𝑛(𝑥, 𝜉)]︀′ + 𝑞(𝑥)𝐺𝑛−1(𝑥, 𝜉) = 0 , 𝑛 > 0 (19)
Или
𝐺0(𝑥, 𝜉) = −
𝑥∫︁
𝑎
ℎ(𝑧 − 𝜉)
𝐶(𝑧)
𝑑𝑧 , 𝐺𝑛(𝑥, 𝜉) = −
𝑥∫︁
𝑎
𝑑𝑥1
𝐶(𝑥1)
𝑥1∫︁
𝑎
𝑞(𝑥2)𝐺𝑛−1(𝑥2, 𝜉)𝑑𝑥2 =
(20)
= (−1)𝑛+1
𝑥∫︁
𝑎
𝑑𝑥1
𝐶(𝑥1)
𝑥1∫︁
𝑎
𝑞(𝑥2)𝑑𝑥2 · · ·
𝑥2𝑛−2∫︁
𝑎
𝑑𝑥2𝑛−1
𝐶(𝑥2𝑛−1)
𝑥2𝑛−1∫︁
𝑎
𝑞(𝑥2𝑛)𝑑𝑥2𝑛
𝑥2𝑛∫︁
𝑎
ℎ(𝑧 − 𝜉)𝑑𝑧
𝐶(𝑧)
, 𝑛 > 0
Здесь ℎ(𝑥− 𝜉) — единичная обобщенная функция Хевисайда [11]. Константы интегрирова-
ния уравнений (19) полагаем равными нулю, поскольку нас устраивает любое фундаменталь-
ное решение исходного уравнения. Преобразуем выражение (20) для функции 𝐺0(𝑥, 𝜉)
𝐺0(𝑥, 𝜉) = −
𝑥∫︁
𝑎
ℎ(𝑧 − 𝜉)
𝐶(𝑧)
𝑑𝑧 = −
⎧⎪⎨⎪⎩
0 , 𝑥 < 𝜉
𝑥∫︀
𝜉
𝑑𝑧
𝐶(𝑧) , 𝑥 > 𝜉
= −ℎ(𝑥− 𝜉)
𝑥∫︁
𝜉
𝑑𝑧
𝐶(𝑧)
, (21)
Дифференцируя (21) по 𝜉, найдем обобщенную производную от 𝐺0(𝑥, 𝜉) по 𝜉, которая нам
понадобится в дальнейшем
𝜕𝐺0
𝜕𝜉
= − 𝜕
𝜕𝜉
[︃
ℎ(𝑥− 𝜉)
𝑥∫︁
𝜉
𝑑𝑧
𝐶(𝑧)
]︃
=
ℎ(𝑥− 𝜉)
𝐶(𝜉)
(22)
Используя формулы (21) и (22) перепишем выражения для коэффициентов 𝐺𝑛(𝑥, 𝜉) из (20)
и их производных по переменным 𝑥 и 𝜉 при 𝑛 > 1
𝐺𝑛(𝑥, 𝜉) = −(−1)𝑛ℎ(𝑥− 𝜉)
𝑥∫︁
𝜉
𝜓(𝑥1, 𝜉)𝑑𝑥1 · · ·
𝑥𝑛−1∫︁
𝜉
𝜓(𝑥𝑛, 𝜉)𝑑𝑥𝑛
𝑥𝑛∫︁
𝜉
𝑑𝑧
𝐶(𝑧)
; (23)
𝜕𝐺𝑛(𝑥, 𝜉)
𝜕𝑥
= −(−1)𝑛ℎ(𝑥− 𝜉)
𝐶(𝑥)
𝑥∫︁
𝜉
𝑞(𝑥1)𝑑𝑥1
𝑥1∫︁
𝜉
𝜓(𝑥2, 𝜉)𝑑𝑥2 · · ·
𝑥𝑛−1∫︁
𝜉
𝜓(𝑥𝑛, 𝜉)𝑑𝑥𝑛
𝑥𝑛∫︁
𝜉
𝑑𝑧
𝐶(𝑧)
;
𝜕𝐺𝑛(𝑥, 𝜉)
𝜕𝜉
= (−1)𝑛ℎ(𝑥− 𝜉)
𝐶(𝜉)
𝑥∫︁
𝜉
𝜓(𝑥1, 𝜉)𝑑𝑥1 · · ·
𝑥𝑛−1∫︁
𝜉
𝜓(𝑥𝑛, 𝜉)𝑑𝑥𝑛 , 𝑥0 ≡ 𝑥 .
Здесь для сокращения записи введено вспомогательное обозначение
𝜓(𝑥, 𝜉) =
1
𝐶(𝑥)
𝑥∫︁
𝜉
𝑞(𝑦)𝑑𝑦 , 𝜓′𝜉(𝑥, 𝜉) = −
𝑞(𝜉)
𝐶(𝑥)
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Пользуясь этим обозначением, можно записать выражение (23) в виде рекуррентного со-
отношения
𝐺𝑛(𝑥, 𝜉) = −
𝑥∫︁
𝑎
𝜓(𝑦, 𝜉)𝐺𝑛−1(𝑦, 𝜉)𝑑𝑦 , (𝑛 > 0) ; 𝐺0(𝑥, 𝜉) = −ℎ(𝑥− 𝜉)
𝑥∫︁
𝜉
𝑑𝑧
𝐶(𝑧)
(24)
Подставив далее выражения (23) для 𝐺𝑛(𝑥, 𝜉) в ряд (18) и положив в нём κ = 1, полу-
чим фундаментальное решение исходного уравнения в виде бесконечного ряда. Причем, если
𝑞(𝑥) > 0, то это знакочередующийся ряд. Если же 𝑞(𝑥) < 0, то ряд будет знакопостоянным.
Итак:
𝐺(𝑥, 𝜉) = −ℎ(𝑥− 𝜉)
∞∑︁
𝑛=0
(−1)𝑛
𝑥∫︁
𝜉
𝜓(𝑥1, 𝜉)𝑑𝑥1 · · ·
𝑥𝑛−1∫︁
𝜉
𝜓(𝑥𝑛, 𝜉)𝑑𝑥𝑛
𝑥𝑛∫︁
𝜉
𝑑𝑧
𝐶(𝑧)
, 𝑥0 = 𝑥 (25)
𝐺′𝑥(𝑥, 𝜉) = −
ℎ(𝑥− 𝜉)
𝐶(𝑥)
[︃
1 +
∞∑︁
𝑛=1
(−1)𝑛
𝑥∫︁
𝜉
𝑞(𝑥1)𝑑𝑥1
𝑥1∫︁
𝜉
𝜓(𝑥2, 𝜉)𝑑𝑥2 · · ·
𝑥𝑛−1∫︁
𝜉
𝜓(𝑥𝑛, 𝜉)𝑑𝑥𝑛
𝑥𝑛∫︁
𝜉
𝑑𝑧
𝐶(𝑧)
]︃
;
𝐺′𝜉(𝑥, 𝜉) =
ℎ(𝑥− 𝜉)
𝐶(𝜉)
[︃
1 +
∞∑︁
𝑛=1
(−1)𝑛
𝑥∫︁
𝜉
𝜓(𝑥1, 𝜉)𝑑𝑥1 · · ·
𝑥𝑛−1∫︁
𝜉
𝜓(𝑥𝑛, 𝜉)𝑑𝑥𝑛
]︃
Пусть 𝐺(𝑛)(𝑥, 𝜉) — частичная сумма ряда (25), тогда
𝐺(𝑛+1)(𝑥, 𝜉) = 𝐺(𝑛)(𝑥, 𝜉)− ℎ(𝑥− 𝜉)(−1)𝑛
𝑥∫︁
𝜉
𝜓(𝑥1, 𝜉)𝑑𝑥1 · · ·
𝑥𝑛−1∫︁
𝜉
𝜓(𝑥𝑛, 𝜉)𝑑𝑥𝑛
𝑥𝑛∫︁
𝜉
𝑑𝑧
𝐶(𝑧)
Если 𝐶 = 𝐶𝑜 = 𝑐𝑜𝑛𝑠𝑡., а 𝑞 = 𝑞(𝑥) — переменная, тогда
𝑥∫︁
𝜉
𝜓(𝑥1, 𝜉)𝑑𝑥1 =
1
𝐶𝑜
𝑥∫︁
𝜉
𝑑𝑥1
𝑥1∫︁
𝜉
𝑞(𝑦)𝑑𝑦 =
1
𝐶𝑜
𝑥∫︁
𝜉
(𝑥− 𝑥1)𝑞(𝑥1)𝑑𝑥1 ,
cледовательно
𝐺(𝑥, 𝜉) = −ℎ(𝑥− 𝜉)
[︃
𝑥− 𝜉
𝐶0
−
−
∞∑︁
𝑛=1
(−1)𝑛
𝐶𝑛+10
𝑥∫︁
𝜉
(𝑥− 𝑥1)𝑞(𝑥1)𝑑𝑥1 · · ·
𝑥𝑛−1∫︁
𝜉
(𝑥𝑛−1 − 𝑥𝑛)(𝑥𝑛 − 𝜉)𝑞(𝑥𝑛)𝑑𝑥𝑛 + · · ·
]︃
Если же 𝑞 = 𝑞𝑜 = 𝑐𝑜𝑛𝑠𝑡., а 𝐶 = 𝐶(𝑥) — переменная, тогда
𝜓(𝑥, 𝜉) = 𝑞𝑜
𝑥− 𝜉
𝐶(𝑥)
,
cледовательно
𝐺(𝑥, 𝜉) = −ℎ(𝑥− 𝜉)
[︃ 𝑥∫︁
𝜉
𝑑𝑧
𝐶(𝑧)
+
∞∑︁
𝑛=1
(−1)𝑛𝑞𝑛𝑜
𝑥∫︁
𝜉
𝑥1 − 𝜉
𝐶(𝑥1)
𝑑𝑥1 · · ·
𝑥𝑛∫︁
𝜉
𝑥𝑛 − 𝜉
𝐶(𝑥𝑛)
𝑑𝑥𝑛
𝑥𝑛∫︁
𝜉
𝑑𝑧
𝐶(𝑧)
]︃
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Пусть теперь 𝐶 = 𝐶𝑜 = 𝑐𝑜𝑛𝑠𝑡. и 𝑞 = 𝑞𝑜 = 𝑐𝑜𝑛𝑠𝑡., тогда из формулы (23), а также с учетом
того, что
𝑥∫︁
𝜉
(𝑥− 𝑧)(𝑧 − 𝜉)𝑚𝑑𝑧 = (𝑥− 𝜉)
𝑚+2
(𝑚+ 1)(𝑚+ 2)
,
получаем
𝐺𝑛(𝑥, 𝜉) = (−1)𝑛+1 ℎ(𝑥− 𝜉)𝑞
𝑛
𝑜
(2𝑛+ 1)!𝐶𝑛+1𝑜
(𝑥− 𝜉)2𝑛+1 , 𝑛 > 0 (26)
В этом случае ряд (25) суммируется и получается фундаментальное решение сопутствую-
щего уравнения (5), которое понимается в обобщенном смысле и его можно найти, например,
в книгах В. С. Владимирова [14, 15]
𝐺(𝑥, 𝜉) = −ℎ(𝑥− 𝜉)
𝐶𝑜
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∞∑︀
𝑛=0
(−1)𝑛𝑠𝑜
(2𝑛+1)!
(︁
𝑥−𝜉
𝑠𝑜
)︁2𝑛+1
= 𝑠𝑜 sin
𝑥−𝜉
𝑠𝑜
, 𝑠𝑜 =
√︁
𝐶𝑜
𝑞𝑜
, 𝑞𝑜 > 0 ,
𝑥− 𝜉 , 𝑞𝑜 = 0 ,
∞∑︀
𝑛=0
𝑠𝑜
(2𝑛+1)!
(︁
𝑥−𝜉
𝑠𝑜
)︁2𝑛+1
= 𝑠𝑜 sh
𝑥−𝜉
𝑠𝑜
, 𝑠𝑜 =
√︁
𝐶𝑜
−𝑞𝑜 , 𝑞𝑜 < 0 .
В общем случае, когда коэффициенты 𝐶 и 𝑞 переменные, можно получить оценку абсолют-
ной величины n-го члена ряда (25). Для этого воспользуемся выражением (26), в соответствии
с которым при 𝑥 > 𝜉 получаем:
(𝑥− 𝜉)2𝑛+1|𝑞|𝑛min
(2𝑛+ 1)!𝐶𝑛+1max
6 |𝐺𝑛(𝑥, 𝜉)| 6 (𝑥− 𝜉)
2𝑛+1|𝑞|𝑛max
(2𝑛+ 1)!𝐶𝑛+1min
6 𝐿
2𝑛+1|𝑞|𝑛max
(2𝑛+ 1)!𝐶𝑛+1min
6
6
𝐿2𝑛+1|⟨︀𝑞⟩︀|𝑛 ⟨︀1/𝐶⟩︀𝑛+1
(2𝑛+ 1)!
(27)
Мажорирующие ряды сходятся, в частности
∞∑︁
𝑛=0
(𝑥− 𝜉)2𝑛+1|𝑞|𝑛max
(2𝑛+ 1)!𝐶𝑛+1min
=
𝑠*
𝐶min
∞∑︁
𝑛=0
(−1)𝑛
(2𝑛+ 1)!
(︁𝑥− 𝜉
𝑠*
)︁2𝑛+1
=
𝑠*
𝐶min
sin
𝑥− 𝜉
𝑠*
, 𝑠* =
√︃
𝐶min
|𝑞|max
Следовательно, в соответствии с признаком Вейерштрасса, ряд (25) сходится равномерно
на всём промежутке 𝑎 6 𝑥 6 𝑏.
4. Примеры.
Рассмотрим некоторые известные уравнения [16, стр.254 № 1140]
𝑥2𝑢′′ + 𝑥𝑢′ + (𝑥2 −𝑚2)𝑢 = 0 , [︀𝑥𝑢′]︀′ + (︂𝑥− 𝑚2
𝑥
)︂
𝑢 = 0 , Ур. Бесселя
𝑥𝑢′′ + (1− 𝑥)𝑢′ +𝑚𝑢 = 0 , [︀𝑥𝑒−𝑥𝑢′]︀′ +𝑚𝑒−𝑥𝑢 = 0 , Ур. Лагерра
𝑢′′ − 2𝑥𝑢′ + 2𝑚𝑢 = 0 , [︀𝑒−𝑥2𝑢′]︀′ + 2𝑚𝑒−𝑥2𝑢 = 0 , Ур. Эрмита
(1− 𝑥2)𝑢′′ − 𝑥𝑢′ +𝑚2𝑢 = 0 , [︀√︀1− 𝑥2 𝑢′ ]︀′ + 𝑚2√
1− 𝑥2𝑢 = 0 , Ур. Чебышева
(1− 𝑥2)𝑢′′ − 2𝑥𝑢′ +𝑚(𝑚+ 1)𝑢 = 0 , [︀(1− 𝑥2)𝑢′]︀′ +𝑚(𝑚+ 1)𝑢 = 0 , Ур. Лежандра
Более подробная информация о перечисленных и других подобных уравнениях содержит-
ся, например, в справочниках [17, глава 10], [18, глава 22], [19, глава 11].
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4.1. Уравнение Чебышева −1 < 𝑥 < 1
Общее решение уравнения Чебышева имеет вид [16, стр.164 № 736]:
𝑢(𝑥) = 𝐾1𝑇𝑚(𝑥) +𝐾2𝑈𝑚(𝑥) ,
где
𝑇𝑚(𝑥) = cos(𝑚 arccos𝑥) , 𝑈𝑚(𝑥) = sin(𝑚 arccos𝑥) (28)
полиномы Чебышева 1-го и 2-го рода. Функции 𝑇𝑚(𝑥) и 𝑈𝑚(𝑥) можно представить в виде
полиномов 𝑚-й степени от 𝑥, потому они и называются полиномами. Детальное исследование
полиномов Чебышева дано в книгах [1, 19].
Рассмотрим более подробно самосопряженную форму уравнения Чебышева. В этом
уравнении 𝐶(𝑥) =
√
1− 𝑥2, 𝑞(𝑥) = 𝑚2/√1− 𝑥2. По формулам (16) найдем коэффициенты 𝐶𝑜
и 𝑞𝑜 сопутствующего уравнения
𝐶𝑜 =
1⟨︀
1/𝐶
⟩︀ = [︃1
2
1∫︁
−1
𝑑𝑥√
1− 𝑥2
]︃−1
=
[︃ 1∫︁
0
𝑑𝑥√
1− 𝑥2
]︃−1
=
[︁
arcsin𝑥
⃒⃒1
0
]︁−1
=
2
𝜋
,
𝑞𝑜 =
⟨︀
𝑞
⟩︀
=
𝑚2
2
1∫︁
−1
𝑑𝑥√
1− 𝑥2 = 𝑚
2
1∫︁
0
𝑑𝑥√
1− 𝑥2 = 𝑚
2 arcsin𝑥
⃒⃒1
0
=
𝑚2𝜋
2
(29)
Далее по формулам (8) найдем общее действительное решение сопутствующего уравнения
𝑣(𝑥) = 𝐾1 cos𝜆𝑜𝑥+𝐾2 sin𝜆𝑜𝑥 , 𝜆𝑜 =
√︂
𝑞𝑜
𝐶𝑜
=
𝑚𝜋
2
, (30)
Здесь 𝐾1 и 𝐾2 — произвольные действительные константы. Вычислим далее функцию
𝜓(𝑥)
𝜓(𝑥, 𝜉) =
1
𝐶(𝑥)
𝑥∫︁
𝜉
𝑞(𝑦)𝑑𝑦 =
𝑚2√
1− 𝑥2
𝑥∫︁
𝜉
𝑑𝑦√︀
1− 𝑦2 = 𝑚
2 arcsin𝑥− arcsin 𝜉√
1− 𝑥2 (31)
Далее нам понадобится интеграл следующего вида:
𝑥∫︁
𝜉
(︀
arcsin 𝑦 − arcsin 𝜉)︀𝑛√︀
1− 𝑦2 𝑑𝑦 =
𝑥∫︁
𝜉
(︀
arcsin 𝑦 − arcsin 𝜉)︀𝑛𝑑(︀ arcsin 𝑦 − arcsin 𝜉)︀ =
=
1
𝑛+ 1
(︀
arcsin 𝑦 − arcsin 𝜉)︀𝑛+1 ⃒⃒⃒𝑥
𝜉
=
1
𝑛+ 1
(︀
arcsin𝑥− arcsin 𝜉)︀𝑛+1 =
=
{︃
1
𝑛+1 arccos
𝑛+1
(︀√
1− 𝑥2
√︀
1− 𝜉2 + 𝑥𝜉)︀ , 𝑥 > 𝜉
− 1𝑛+1 arccos𝑛+1
(︀√
1− 𝑥2
√︀
1− 𝜉2 + 𝑥𝜉)︀ , 𝑥 < 𝜉 , [20, стр.63, №5]
Пользуясь этими результатами и формулами (21), (23) получаем, вместо ряда (25) из квад-
ратур ряд из элементарных функций, который представляет собой разложение синуса в ряд
Тейлора
𝐺(𝑥, 𝜉) = −ℎ(𝑥− 𝜉)
𝑚
∞∑︁
𝑛=0
(−1)𝑛 𝑚
2𝑛+1
(2𝑛+ 1)!
(︁
arcsin𝑥− arcsin 𝜉
)︁2𝑛+1
=
= −ℎ(𝑥− 𝜉)
𝑚
sin
[︀
𝑚 · (arcsin𝑥− arcsin 𝜉)]︀ (32)
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Из (32) находим
𝐺′𝜉(𝑥, 𝜉) =
ℎ(𝑥− 𝜉)√︀
1− 𝜉2
∞∑︁
𝑛=0
(−1)𝑛 𝑚
2𝑛
(2𝑛)!
(︁
arcsin𝑥− arcsin 𝜉
)︁2𝑛
=
=
ℎ(𝑥− 𝜉)√︀
1− 𝜉2 cos
[︁
𝑚 · (arcsin𝑥− arcsin 𝜉)
]︁ (33)
В формуле (33) удержана только главная часть, не содержащая дельта-функцию Дирака.
Далее найдем коэффициенты
𝐶(𝜉) = 𝐶𝑜 − 𝐶(𝜉) = 2
𝜋
−
√︀
1− 𝜉2 = −
√︀
1− 𝜉2
(︂
1− 2
𝜋
√︀
1− 𝜉2
)︂
,
𝑞(𝜉) = 𝑞𝑜 − 𝑞(𝜉) = 𝑚2
(︂
𝜋
2
− 1√︀
1− 𝜉2
)︂
=
𝑚2𝜋
2
(︂
1− 2
𝜋
√︀
1− 𝜉2
)︂
,
воспользуемся общими формулами (13), (14) и найдём функции 𝐴(𝑥) и 𝐵(𝑥)
𝐴(𝑥) ≡ 𝐴𝑚(𝑥) = cos 𝑚𝜋𝑥
2
− 𝑚𝜋
2
1∫︁
−1
𝐺′𝜉(𝑥, 𝜉)𝐶(𝜉) sin
𝑚𝜋𝜉
2
𝑑𝜉 −
1∫︁
−1
𝐺(𝑥, 𝜉)𝑞(𝜉) cos
𝑚𝜋𝜉
2
𝑑𝜉 =
= cos
𝑚𝜋𝑥
2
+
𝑚𝜋
2
𝑥∫︁
−1
{︃(︂
1− 2
𝜋
√︀
1− 𝜉2
)︂
·
[︂
sin
𝑚𝜋𝜉
2
∞∑︁
𝑛=0
(−1)𝑛 𝑚
2𝑛
(2𝑛)!
𝜙2𝑛(𝑥, 𝜉)+
+ cos
𝑚𝜋𝜉
2
∞∑︁
𝑛=0
(−1)𝑛 𝑚
2𝑛+1
(2𝑛+ 1)!
𝜙2𝑛+1(𝑥, 𝜉)
]︂}︃
𝑑𝜉 (34)
Здесь для краткости введено обозначение
𝜙(𝑥, 𝜉) = arcsin𝑥− arcsin 𝜉 , 𝜙(𝑥, 𝑥) = 0 , 𝜙(𝑥,−1) = arcsin𝑥+ 𝜋
2
Бесконечные ряды в формуле (34) представляют собой разложения в ряды Тейлора триго-
нометрических функций cos𝜙(𝑥, 𝜉) и sin𝜙(𝑥, 𝜉), поэтому эти ряды можно свернуть и получить
точное решение уравнения Чебышева
𝐴𝑚(𝑥) = cos
𝑚𝜋𝑥
2
+
𝑥∫︁
−1
{︃(︂
𝑚𝜋
2
− 𝑚√︀
1− 𝜉2
)︂[︂
sin
𝑚𝜋𝜉
2
· cos (︀𝑚𝜙)︀+ cos 𝑚𝜋𝜉
2
×
× sin (︀𝑚𝜙)︀]︂}︃ 𝑑𝜉 = cos 𝑚𝜋𝑥
2
+
𝑥∫︁
−1
(︂
𝑚𝜋
2
− 𝑚√︀
1− 𝜉2
)︂
· sin
[︁𝑚𝜋𝜉
2
+𝑚𝜙(𝑥, 𝜉)
]︁
𝑑𝜉 =
= cos
𝑚𝜋𝑥
2
+
𝑥∫︁
−1
sin
[︁𝑚𝜋𝜉
2
+𝑚𝜙(𝑥, 𝜉)
]︁
𝑑𝜉
[︁𝑚𝜋𝜉
2
+𝑚𝜙(𝑥, 𝜉)
]︁
=
= cos
𝑚𝜋𝑥
2
+
𝑥∫︁
−1
∞∑︁
𝑛=0
(−1)𝑛
[︁
(𝑚𝜋𝜉)/2 +𝑚𝜙(𝑥, 𝜉)
]︁2𝑛+1
(2𝑛+ 1)!
𝑑𝜉
[︁𝑚𝜋𝜉
2
+𝑚𝜙(𝑥, 𝜉)
]︁
=
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= cos
𝑚𝜋𝑥
2
+
∞∑︁
𝑛=0
(−1)𝑛
[︀
(𝑚𝜋𝜉)/2 +𝑚𝜙(𝑥, 𝜉)
]︀2𝑛+2
(2𝑛+ 2)!
⃒⃒⃒⃒
⃒
𝑥
−1
=
= cos
𝑚𝜋𝑥
2
+
∞∑︁
𝑛=0
(−1)𝑛
(2𝑛+ 2)!
(︂
𝑚𝜋𝑥
2
)︂2𝑛+2
−
∞∑︁
𝑛=0
(−1)𝑛
(︀
𝑚 arcsin𝑥
)︀2𝑛+2
(2𝑛+ 2)!
=
= cos
𝑚𝜋𝑥
2
−
∞∑︁
𝑛=0
(−1)𝑛
(2𝑛)!
(︂
𝑚𝜋𝑥
2
)︂2𝑛
+
∞∑︁
𝑛=0
(−1)𝑛
(︀
𝑚 arcsin𝑥
)︀2𝑛
(2𝑛)!
= (35)
= cos
𝑚𝜋𝑥
2
− cos 𝑚𝜋𝑥
2
+ cos
(︀
𝑚 arcsin𝑥
)︀
= cos
(︀
𝑚 arcsin𝑥
)︀
(36)
Проделав похожие преобразования в формуле (14), найдем
𝐵(𝑥) ≡ 𝐵𝑚(𝑥) = sin 𝑚𝜋𝑥
2
+
𝑚𝜋
2
𝑥∫︁
−1
{︃(︂
1− 2
𝜋
√︀
1− 𝜉2
)︂
·
[︂
cos
𝑚𝜋𝜉
2
∞∑︁
𝑛=0
(−1)𝑛 𝑚
2𝑛
(2𝑛)!
𝜙2𝑛(𝑥, 𝜉)+
+ sin
𝑚𝜋𝜉
2
∞∑︁
𝑛=0
(−1)𝑛 𝑚
2𝑛+1
(2𝑛+ 1)!
𝜙2𝑛+1(𝑥, 𝜉)
]︂}︃
𝑑𝜉 =
= sin
𝑚𝜋𝑥
2
+
∞∑︁
𝑛=0
(−1)𝑛
(2𝑛+ 1)!
[︂(︀
𝑚 arcsin𝑥
)︀2𝑛+1 − (︂𝑚𝜋𝑥
2
)︂2𝑛+1]︂
= sin
(︀
𝑚 arcsin𝑥
)︀
(37)
Функции 𝐴𝑚(𝑥) и 𝐵𝑚(𝑥) являются точными независимыми решениями уравнения Чебы-
шева. Они представляют собой линейные комбинации функций Чебышева 𝑇𝑚(𝑥) и 𝑈𝑚(𝑥) (28).
Для доказательства этого факта нужно всего лишь воспользоваться тождеством
arcsin𝑥+ arccos𝑥 =
𝜋
2
В результате чего
𝐴𝑚(𝑥) = cos
𝑚𝜋
2
𝑇𝑚(𝑥) + sin
𝑚𝜋
2
𝑈𝑚(𝑥) , 𝐵𝑚(𝑥) = sin
𝑚𝜋
2
𝑇𝑚(𝑥)− cos 𝑚𝜋
2
𝑈𝑚(𝑥)
Отсюда получаются формулы, приведенные в книге [21, стр. 59].
𝐴2𝑚 = (−1)𝑚 𝑇2𝑚 , 𝐴2𝑚+1 = (−1)𝑚 𝑈2𝑚+1 ,
𝐵2𝑚 = (−1)𝑚+1 𝑈2𝑚 , 𝐵2𝑚+1 = (−1)𝑚 𝑇2𝑚+1
4.1.1. Приближенные формулы для решения уравнения Чебышева
Рассмотрим частичные суммы ряда (35) и затем сравним их с точным решением (36)
𝐴𝑚(𝐼)(𝑥) = cos
𝑚𝜋𝑥
2
+
𝐼∑︁
𝑛=0
(−1)𝑛
(︀
𝑚 arcsin𝑥
)︀2𝑛 − (︀𝑚𝜋𝑥2 )︀2𝑛
(2𝑛)!
,
𝐴𝑚(𝐼) = 𝐴𝑚(𝐼−1) + (−1)𝐼
(︀
𝑚 arcsin𝑥
)︀2𝐼 − (︀𝑚𝜋𝑥2 )︀2𝐼
(2𝐼)!
, 𝐴(0)𝑚 (𝑥) = cos
𝑚𝜋𝑥
2
(38)
𝐵𝑚(𝐼)(𝑥) = sin
𝑚𝜋𝑥
2
+
𝐼∑︁
𝑛=0
(−1)𝑛
(︀
𝑚 arcsin𝑥
)︀2𝑛+1 − (︀𝑚𝜋𝑥2 )︀2𝑛+1
(2𝑛+ 1)!
,
𝐵𝑚(𝐼) = 𝐵𝑚(𝐼−1) + (−1)𝐼
(︀
𝑚 arcsin𝑥
)︀2𝐼+1 − (︀𝑚𝜋𝑥2 )︀2𝐼+1
(2𝐼 + 1)!
, 𝐵(0)𝑚 (𝑥) = sin
𝑚𝜋𝑥
2
(39)
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На представленных ниже рисунках изображены графики независимых точных
𝐴𝑚(𝑥) = cos
(︀
𝑚 arcsin𝑥
)︀
, 𝐵𝑚(𝑥) = sin
(︀
𝑚 arcsin𝑥
)︀
и приближенных 𝐴𝑚(𝐼)(𝑥), 𝐵𝑚(𝐼)(𝑥) решений уравнения Чебышева в виде частичных сумм
(37), (39), полученных из общего интегрального представления (5). Число (𝐼) в круглых скоб-
ках обозначает число членов в частичных суммах.
Сплошной линией обозначены точные решения при m=2,3,4,5. Штриховые линии обозна-
чают точные решения 𝐴𝑚(𝑂)(𝑥) и 𝐵𝑚(𝑂)(𝑥)) сопутствующего уравнения (32) с постоянными
коэффициентами, которые находятся по общим формулам (16). Кривые обозначенные пря-
моугольными точками соответствуют приближенным решениям 𝐴𝑚(𝐼)(𝑥) и 𝐵𝑚(𝐼)(𝑥) в виде
частичных сумм, найденным по формулам (37), (39).
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Графики точных и приближенных решений уравнения Чебышева
при различных значениях параметра m
Как видно из рисунков лишь функция 𝐴5(9)(𝑥) визуально отличается от точного решения
вблизи граничных точек 𝑥1 = ±1. Функция 𝐴5(10)(𝑥), которая является суммой из десяти
членов ряда (37), будет практически неотличима от точного решения.
Можно получить явные значения числа членов частичных сумм (37), (39), которые нужны
для получения заранее заданного малого максимального отклонения 𝜀 приближенного реше-
ния от точного. Для этого воспользуемся оценкой (27) остаточного члена ряда для фундамен-
тального решения в общем случае кусочно гладких коэффициентов исходного уравнения. В
случае уравнения Чебышева, с учетом формул (29), эта оценка принимает вид:
(𝑏− 𝑎)2𝐼+1⃒⃒⟨︀𝑞⟩︀⃒⃒𝐼⟨︀1/𝐶⟩︀𝐼+1
(2𝐼 + 1)!
=
22𝐼+2𝑚2𝐼
(2𝐼 + 1)!
6 𝜀 (40)
m
eps 1 2 3 4 5 10 20 50 100
0.5 1 3 5 8 10 24 50 131 267
0.1 2 4 6 11 11 24 51 132 267
0.01 3 5 8 13 13 26 52 133 268
0.001 3 6 9 14 14 27 53 134 270
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Таблица значений числа (I) членов частичных сумм, при которых⃒⃒
𝐴𝑚(𝑥)−𝐴𝑚(𝐼)(𝑥)
⃒⃒
6 𝜀 и
⃒⃒
𝐵𝑚(𝑥)−𝐵𝑚(𝐼)(𝑥)
⃒⃒
6 𝜀 для m=2,3,4,5,10,20,50,100
5. Заключение
Разработана методика приближенного решения исходного линейного обыкновенного диф-
ференциального уравнения второго порядка с переменными коэффициентами. Эта методика
основана на интегральной формуле представления решения уравнения с переменными ко-
эффициентами через решение сопутствующего уравнения с постоянными коэффициентами.
Предполагается, что у исходного и сопутствующего уравнений одинаковые области определе-
ния и одинаковые входные данные.
В интегральном представлении существенную роль играет фундаментальное решение ис-
ходного уравнения, которое находится методом возмущений в виде бесконечного ряда. Иссле-
дована сходимость этого ряда. Члены ряда, в общем случае, представляют собой многократ-
ные интегралы возрастающего порядка.
В результате общее решение исходного уравнения представлено через общее решение со-
путствующего уравнения и фундаментальное решение. Ограничивая число членов фунда-
ментального ряда получаем приближенное аналитическое решение исходного уравнения. По-
лучена оценка точности приближенного решения в зависимости от выбора сопутствующих
коэффициентов и от числа удержанных членов фундаментального ряда.
Предложенная методика проверена на примере уравнения Чебышева, имеющего общее
точное решение.
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