, the problem on the existence and uniqueness of a nonnegative solution of the characteristic initial value problem for the equation
Introduction
On the rectangle D, we consider the linear partial functional-differential equation of hyperbolic type ∂ 2 u(t, x) ∂t ∂x = (u)(t, x) + q(t, x), (
where : C D; R → L D; R is a linear bounded operator and q ∈ L D; R . By a solution of the equation (1.1) is understood a function u ∈ C * D; R 1 satisfying the equality (1.1) almost everywhere on the set D.
Various initial value problems for the equation (1.1) are studied in literature (see, e.g., [2, 4, 7, 8] and references therein). We will consider so-called characteristic initial value problem. In this case, the values of the solution u of (1.1) are prescribed on both characteristics t = a and x = c, i.e., the initial conditions are u(t, c) = ϕ(t) for t ∈ [a, b], ( In this paper, we suggest a new approach to the problem considered which allows us to establish results guaranteeing that the problem (1.1)-(1.3) has a unique solution and this solution is nonnegative whenever the function q is nonnegative and the functions ϕ, ψ are nonnegative and nondecreasing. In other words, we will give some efficient conditions under which every solution of the problem ∂ 2 u(t, x) ∂t ∂x ≥ (u)(t, x), (1.4) is nonnegative. Recall here that by a solution of the problem (1.4)-(1.7) we understand a function u ∈ C * D; R satisfying the inequality (1.4) almost everywhere on the set D and verifying also the conditions (1.5)-(1.7). The results obtained in this paper will be further used in the study of the question on the unique solvability of the problem (1.1)-(1.3). Note also that some analogous results for the first and second order "ordinary" functional-differential equations are established in [1] and [6] , respectively.
To simplify the formulation of the main results we introduce the following definition. Definition 1.1. We will say that an operator ∈ L(D) belongs to the set S ac (D) if every solution of the problem (1.4)-(1.7) is nonnegative.
It is well-known that the problem (1.1)-(1.3) has so-called Fredholm property, i.e., the following theorem is true (see, e.g., [5] ). 
Notation and Definitions
The following notation and definitions are used throughout the paper. R is the set of all real numbers, R + = [0, +∞[ . N is the set of all natural numbers. If x ∈ R then
, where −∞ < a < b < +∞ and −∞ < c < d < +∞.
NONNEGATIVE SOLUTIONS OF THE CHARACTERISTIC INITIAL . . .
3
C D; R is the Banach space of continuous functions u : D → R equipped with the norm u C = max{|u(t, x)| : (t, x) ∈ D}.
R is the Banach space of Lebesgue integrable functions p : D → R equipped with the norm
A , where A ⊆ R, is the set of absolutely continuous functions v :
C * D; A , where A ⊆ R, is the set of functions u : D → A admitting the representation 
We should note here that the set C * D; R coincide with the class of absolutely continuous functions of two variables presented, e.g., in [3, 7] . Definition 2.1. An operator ∈ L(D) is said to be nondecreasing if it maps the set C D; R + into the set L D; R + . The set of nondecreasing operators we denote by P (D). We say that an operator ∈ L(D) is nonincreasing if − ∈ P (D).
holds.
In what follows, the equalities and inequalities with integrable functions are understood to hold almost everywhere.
Main Results
In this section, we establish some efficient conditions for the inclusion ∈ S ac (D). Theorems formulated below can be reffered to as theorems on functional-differential inequalities. One can say also that ∈ S ac (D) if and only if some kind of maximum principle holds for the problem (1.1)-(1.3).
Theorem 3.1. Let ∈ P (D). Then ∈ S ac (D) if and only if there exists a function γ ∈ C * D; ]0, +∞[ such that
and either ∂γ(t, c) ∂t
By a suitable choice of the function γ in Theorem 3.1 we can derive several sufficient conditions under which the inclusion ∈ S ac (D) is true. 
where
and the inequality
holds on the set v ∈ C D; R + : v(·, c) ≡ 0, v(a, ·) ≡ 0 , where θ is defined by (3.6). (1)(s, η)dηds < 1.
Then ∈ S ac (D) if and only if the homogeneous problem (1.1 0 )-(1.3 0 ) has only the trivial solution.
, be an (a, c)-Volterra operator, and let there exist
Then the operator belongs to the set S ac (D). (3.14)
Then ∈ S ac (D).
Remark 3.4. The inequality (3.14) in Corollary 3.2 cannot be replaced by the inequality 
nor by the assumption
no matter haw small ε > 0 would be (see Examples 7.3 and 7.4).
Remark 3.6. There is proved in [5] that if a nonincreasing operator belongs to the set S ac (D) then it is necessarily an (a, c)-Volterra operator. Therefore, in Theorems 3.2 and 3.3, the assumptions on the operators and 1 , respectively, to be (a, c)-Volterra ones are necessary.
Proofs of The Main Results
To prove the statements established in Section 3 we will need the following lemmata.
Proof. Since v ∈ C * D; R , the function v admits the representation
On the other hand,
Consequently, the first equality in (4.1) holds. The second equality in (4.1) can be proved analogously.
, be an (a, c)-Volterra operator, and let u be a solution of the problem (1.4)-(1.7) satisfying
Proof. Obviously, t 0 = a and x 0 = c. Assume that, on the contrary, (4.3) is not true. Then
Since is an (a, c)-Volterra operator and − ∈ P (D), it follows from (1.4) that
Consequently, according to (1.5)-(1.7) and Lemma 4.1, we get
which contradicts (4.2).
Lemma 4.3. Let ∈ P (D). Then ∈ S ac (D) if and only if the problem
has no nontrivial nonnegative solution 2 .
Proof. If ∈ S ac (D), then it is clear that the problem (4.4), (4.5) has no nontrivial nonnegative solution. Now suppose that the problem (4.4), (4.5) has no nontrivial nonnegative solution and let u be a solution of the problem (1.4)-(1.7). We will show that the function u is nonnegative. Put 
It is clear that
and
By virtue of (1.4), (1.6), (1.7), (4.6), (4.7), and the assumption ∈ P (D), we get
Consequently, in view of (1.5), Lemma 4.1 yields
because the function α is nonnegative. Now, from (4.6) we get
We have proved that α is a nonnegative solution of the problem (4.4), (4.5). Therefore, α ≡ 0 and the condition (4.8) yields u(t, x) ≥ 0 for (t, x) ∈ D. Hence ∈ S ac (D).
11)
Proof. If the inequality (4.9) is strict, then the assertion of lemma holds for b 0 = b
It is clear that d 0 > c and
Further, we put
Obviously, b 0 > a and
It is easy to verify that the condition (4.10) holds and
Hence (4.11) is also satisfied because the function f is supposed to be nonnegative. Now we are in position to prove the main results given in Section 3.
Proof of Theorem 3.1. First suppose that there exists γ ∈ C * D; ]0, +∞[ satisfying the conditions (3.1) and (3.2) (resp. (3.1) and (3.3)). Let u be a solution of the problem (1.4)-(1.7). We will show that the function u is nonnegative. Put
Since γ is a positive function, we have A = ∅. Let
Now we put
It is clear that λ 0 ≥ 0, w ∈ C * D; R , and
Therefore, by virtue of (1.4), (3.1), and the assumption ∈ P (D), we get
Then, it follows from (1.5)-(1.7), (3.2) (resp. (3.3)), and (4.18) that
Hence, in view of (4.17), Lemma 4.1 yields
Consequently, there exists ε ∈ ]0, λ 0 ] such that
Hence, by virtue of (4.13), we get λ 0 − ε ∈ A, which contradicts (4.14). The contradiction obtained proves that λ 0 = 0. Consequently, (4.15) and (4.16) yield u(t, x) = w(t, x) ≥ 0 for (t, x) ∈ D and thus ∈ S ac (D). Now suppose that ∈ S ac (D). Then, according to Remark 1.1, the problem
has a unique solution γ and
By virtue of the assumption ∈ P (D), the equation (4.19) implies
Therefore, in view of (4.20) and Lemma 4.1, we get
Consequently, γ ∈ C * D; ]0, +∞[ and it satisfies the inequalities (3.1), (3.2), and (3.3).
Proof of Corollary 3.1. a) It is not difficult to verify that the function (1)(s, η)dηds
(1)(s, η)dηds
It is not difficult to verify that γ ∈ C * D; R + and, in view of the assumption ∈ P (D), we get
Hence, by virtue of (4.21)-(4.23), Lemma 4.1 yields
Now from (4.22) we get
and thus, by virtue of Theorem 3.1, we find According to Lemma 4.3, to prove corollary it is sufficient to show that the problem (4.4), (4.5) has no nontrivial nonnegative solution. Let v be a nonnegative solution of the problem (4.4), (4.5). We will show that v ≡ 0. Put
where θ is defined by (3.6). Obviously,
Consequently, in view of (4.5), Lemma 4.1 yields
On the other hand, by virtue of (3.8), (4.25)-(4.28), and the assumptions , ∈ P (D), we get
Now, by (4.24), (4.27), (4.28), and Lemma 4.3, we obtain u ≡ 0. Consequently, (4.28) implies v ≡ 0, i.e., the problem (4.4), (4.5) has no nontrivial nonnegative solution.
Proof of Proposition 3.1. Suppose that (3.9) holds and the homogeneous problem (1.1 0 )-(1.3 0 ) has only the trivial solution. We will show that ∈ S ac (D). According to Theorem 1.1, the problem (4.19), (4.20) has a unique solution γ. Put
Then, in view of (4.20), Lemma 4.1 yields
Therefore, on account of (3.9), (4.29), (4.30), and the assumption ∈ P (D), we get
The contradiction obtained proves that γ 0 > 0. Consequently, Theorem 3.1 guarantees the inclusion ∈ S ac (D).
The converse implication is trivial.
Proof of Proposition 3.2. It is not difficult to verify that the assumptions of Corollary 3.1 b) are satisfied with ≡ 0 because the operator is supposed to be an (a, c)-Volterra one.
Proof of Theorem 3.2. Let u be a solution of the problem (1.4)-(1.7). We will show that the function u is nonnegative. Assume that, on the contrary, 
Since is an (a, c)-Volterra operator, − ∈ P (D), and (4.36) holds, the last inequality implies
Further, from (1.6), (1.7), (3.12), (3.13), (4.35), and (4.37) we get
Hence, by virtue of (4.32), Lemma 4.1 yields
Hence, in view of (4.33), we get λ 0 − ε ∈ A, which contradicts (4.34).
Proof of Corollary 3.2. According to Lemma 4.4, there exists a point (b
Since is a nonincreasing (a, c)-Volterra operator, by Theorem 3.2 we get
where 0 is the restriction of to the space C D 0 ; R . Now let u be a solution of the problem (1.4)-(1.7). We will show that the function u is nonnegative. In view of (4.41), we find
On the other hand, the assumption − ∈ P (D) guarantees that the relations
hold for (t, x) ∈ D and thus, by virtue of (4.40), we get (u)(t, x) = 0 for (t, x) ∈ D \ D 0 .
Consequently, (1.4) implies
Let (t 0 , x 0 ) ∈ D \ D 0 be an arbitrary point. Put
Clearly, (t 1 , x 1 ) ∈ D 0 and D * ⊆ D \ D 0 . Then, in view of (1.6), (1.7), (4.42), (4.43), and Lemma 4.1, we get
Therefore, we have proved that u(t, x) ≥ 0 for (t, x) ∈ D \ D 0 , which together with (4.42) ensures that the function u is nonnegative on the set D. Consequently, ∈ S ac (D).
Proof of Theorem 3.3. Let u be a solution of the problem (1.4)-(1.7). We will show that the function u is nonnegative. According to the inclusion − 1 ∈ S ac (D) and Remark 1.1, the problem
has a unique solution w and
In view of (1.4)-(1.7), (4.44), (4.45), and the assumption 0 ∈ P (D) we get
and u(a, c) − w(a, c) ≥ 0.
Consequently, the inclusion − 1 ∈ S ac (D) yields
Now, (4.46) and (4.47) imply
On the other hand, by virtue of (4.44), (4.46), (4.48), and the assumptions 0 , 1 ∈ P (D), we obtain
Hence, the inclusion 0 ∈ S ac (D), on account of (4.45), implies
which, together with (4.47), guarantees u(t, x) ≥ 0 for (t, x) ∈ D.
Operators With Deviating Arguments
In this section, we will establish some consequences of the main results for the operators with deviating arguments, i.e., for the case when the operator is given by one of the following formulae:
Here we suppose that p, g ∈ L D, R + and
Throughout this section, the following notation will be used:
At first we formulate all the statements, the proofs are given later.
Theorem 5.1. Let at least one of the following items be fulfilled:
where, for (t, x) ∈ D,
where the functions f 1 and f 2 are defined by (5.6) and (5.7), respectively. 
Then the operator given by (5.1) belongs to the set S ac (D). 
Then the operator given by (5.1) belongs to the set S ac (D).
Remark 5.2. The strict inequality (5.15) in the previous theorem cannot be replaced by the nonstrict one (see Example 7.5).
Theorem 5.5. Let 
Then the operator given by (5.2) belongs to the set S ac (D).
Remark 5.4. The inequality (5.19) in the previous theorem cannot be replaced by the inequality ess sup g(t, x)γ τ 1 (t, x), µ 1 (t, x) : (t, x) ∈ D ≤ 1 + ε, no matter how small ε > 0 would be (see Example 7.6). Proof of Theorem 5.1. Let the operator be defined by (5.1). Obviously, ∈ P (D). a) According to (5.4), we have
where ρ 2 and ρ 3 are given by (3.5). Therefore, the assumptions of Corollary 3.1 a) are satisfied. b) For (t, x) ∈ D, we put
It is clear that ∈ P (D) and
where θ is given by (3.6) . On the other hand, by virtue of (5.5), the inequality (3.7) holds. Hence, the assumptions of Corollary 3.1 b) are satisfied.
c) The proof is similar to the previous case but the operator should be defined by
Proof of Theorem 5.2. Let the operator be defined by (5.1). Obviously, ∈ P (D). First suppose that (5.9) holds. Let
. In other words, * is the restriction of to the space C D * , R . According to (5.9) and Remark 3.2, it is clear that * ∈ S ac (D * ). However, by Lemma 4.1, it can be easily verified that ∈ S ac (D), as well. Now suppose that (5.10) and (5.11) are satisfied, where the number ω * is given by (5.12). Then there exist y 0 > 0 and ε ∈ [0, 1[ such that
Consequently, the inequality
Obviously, γ ∈ C * D; ]0, +∞[ and, in view of (5.22), γ satisfies the inequalities (3.1), (3.2) , and (3.3). Therefore, by virtue of Theorem 3.1, we get ∈ S ac (D).
To prove Theorem 5.3 we need the following lemma.
, p ∈ L D * ; R + be such that (5.13) holds, and let u ∈ C * D * ; R be a function satisfying
Then the function u does not change its sign.
Proof. Assume that, on the contrary, u changes its sign. Put 27) and without loss of generality we can assume that t m ≤ t M . It is also clear that either
First suppose that (5.28) holds. According to (5.23) and (5.24), Lemma 4.1 yields
Hence, in view of (5.25)-(5.27), we get
which, on account of (5.13), contradicts (5.27). Now suppose that (5.29) is satisfied. According to (5.23) and (5.24), Lemma 4.1 implies
which, on account of (5.13), contradicts (5.27).
Proof of Theorem
and the operator ∈ L(D) be defined by (5.1). Let, moreover, * be the restriction of to the space C D * , R , i.e., * is given by (5.21). Since
it is easy to verify that ∈ S ac (D) if and only if * ∈ S ac (D * ). However, according to Since u satisfies (5.23) and (5.24), Lemma 4.1 yields
Therefore, in view of (5.30), we get
From (5.13) and (5.32) we obtain
On the other hand, on account of (5.23), (5.24), and (5.31), we get
Now, it follows from (5.33) and (5. 
