Abstract. We present a prescription to correct large-scale intensity variations affecting imaging data taken with the Wide Field Imager (WFI) at the MPG/ESO 2.2 m telescope at the European Southern Observatory at La Silla in Chile. Such smoothly varying, large-scale gradients are primarily caused by non-uniform illumination due to stray light, which cannot be removed using standard flatfield procedures. By comparing our observations to the well-calibrated, homogeneous multicolour photometry from the Sloan Digital Sky Survey we characterise the intensity gradients across the camera by secondorder polynomials. The application of these polynomials to our data removes the gradients and reduces the overall scatter. We also demonstrate that applying our correction to an independent WFI dataset significantly reduces its large-scale variations, indicating that our prescription provides a generally valid and simple tool for calibrating WFI photometry.
Introduction
The quality of any astronomical imaging system is limited by several factors. For instance, the detectors, which nowadays are predominantly CCDs, show (small-scale) variations in quantum efficiency. Such shortcomings are intrinsic to the CCD camera and can usually easily be corrected during the reduction process, especially if they do not vary with time. This is generally achieved by, e.g., applying more or less sophisticated flatfield calibrations. Certain large-scale effects may, however, vary with time and telescope position and are much more difficult to handle. In particular, in complex instruments with many optical surfaces, stray light can hardly be avoided. This implies that neither science frames nor flatfield exposures are illuminated uniformly.
The Wide Field Imager camera (WFI) at the MPG/ESO 2.2 m telescope at the European Southern Observatory (ESO), La Silla, Chile, is the only southern-hemisphere wide-field, high-resolution, CCD imaging facility available to the general ESO community. The WFI is being used for large public surveys such as the ESO Imaging Survey (EIS; see http://www.hq.eso.org/science/eis/), for other small and large programs preparing observations with the Very Large Telescope (VLT) at ESO's Cerro Paranal Observatory, and for numerous independent science programs. The WFI has been available to the general ESO community since 1999 (Baade et al. 1999) and has repeatedly been reported to show significant large-scale spatial gradients in photometry across the entire field of view (see, e.g., Manfroid et al. 2001a) , and across each of its eight chips individually. In order to obtain homogeneous, reliable, and reproduceable photometric results, these effects need to be carefully and thoroughly corrected. Therefore, it would be desirable to devise a general method that can be applied by WFI users to their photometry, both for currently ongoing projects and for a proper exploitation of the large amount of WFI data already in the archives.
The evaluation of presence and magnitude of large-scale photometric variations necessitates a comparison of observational data against a calibrated sample. Generally, fields containing a relatively small number of standard stars are used for this purpose, e.g., Landolt fields (Landolt 1992) . However, in order to characterise spatial effects across the entire field of view and to achieve a well-sampled, reliable calibration of wide-field photometry, ideally one needs to observe the same standard field on each of the single CCDs, and to repeat this procedure for a number of fields at different airmasses. In practice, this procedure is immensely timeconsuming. It is a lot more efficient to calibrate the observed data against well-defined datasets covering the same or larger areas down to similar magnitude limits. While such data are not normally readily available, our work benefited from the fact that all areas observed by us coincide with fields already surveyed by the Sloan Digital Sky Survey (SDSS) that are now publicly available as part of the SDSS Early Data Release (Stoughton et al. 2002) and SDSS Data Release 1 (Abazajian et al. 2003) .
The SDSS is a large CCD sky survey with the ultimate goal to provide accurate deep multi-colour imaging and spectroscopy for up to one quarter of the celestial sphere. Since SDSS imaging is being carried out in driftscan mode (York et al. 2000) , the resulting photometry is highly homogeneous and uniform. The availability of the SDSS data allowed us for the first time to compare WFI photometry directly against a dense grid of local "standards" and thus to directly calibrate the science frames.
This paper is organised as follows: Section 2 summarises the observations and basic reductions. In Section 3 we give an overview of the method used for the photometric calibration. The results are presented in Section 4. In Section 5 we apply our prescription to an independently obtained WFI data set. The discussion and summary of our results are presented in Section 6.
Observations and reduction
During two nights in May 2001 we used the WFI to perform observations of the faint and sparse globular cluster Palomar 5 (α(J2000) = 229.
• 019, δ(J2000) = −0.
• 121, see, e.g., Odenkirchen et al. 2001 Odenkirchen et al. , 2003 . In this run we observed three fields. One field targeted the cluster's center (labelled F1). The second field was centered on a density node located in one of the tidal tails (F2). The third field was chosen as a comparison field (F3) at 1.
• 5 distance from the cluster center, away from the cluster's tidal tails. The location of these fields is depicted in Figure 1 . These data were obtained in order to study the luminosity function of the globular cluster and its tidal tails, which will be described in a subsequent paper (Koch et al., in prep.; see also Koch 2003) . In the current work we explore instrumental effects affecting WFI photometry. For this purpose the choice of the fields is not important as long as excessive crowding is avoided and overlap with the SDSS is guaranteed.
The observations were taken both in the V and R filter, where each of the fields was exposed five times. An observing log is presented in Table 1 . The exposures were offset • , δ = 0 • (J2000) marks the cluster center, from which two tidal tails are emerging (Odenkirchen et al. 2001 ).
against each other by approximately 15
′′ in the vertical and horizontal direction in order to cover the gaps between the single WFI CCDs. In addition, bias and twilight flatfield exposures were obtained in each night. The seeing in the first night was approximately 1.
′′ 1 and improved to 0. ′′ 75 in the second night, whereas the airmass was 1.2 on average. The relative constancy of the airmass as well as the small and roughly linear colour dependence of atmospheric extinction in the V and R filters (Roberts & Grebel 1995) alleviates the need for additional atmospheric extinction corrections in the subsequent reduction. The observations were carried out during new moon, hence moon light did not provide an additional, time varying stray light component.
The obtained raw data files (both science, bias and flatfields) were split into eight single images, each corresponding to one individual CCD chip. Thus, during all of the subsequent reduction steps, each of the chips was treated as a separate frame. The standard reduction has been carried out using the IRAF package. As a first step readout bias was removed to first order by subtracting a fit of the overscan region from the frames. Any residual bias was then subtracted using the average resulting from our 30 bias frames. Finally, flatfield calibrations was carried out using the qualitatively best of the observed twilight flats, where an individual scale factor was determined for each single chip by taking the mean flatfield value over the whole CCD chip, clipping the frame at four standard deviations of this value and iterating until the mean got stable. Hence, having normalised the flatfield on each CCD to 1 by using the respective mean determined above, the gain differences between single chips were preserved. Neither dark current nor fringing causes any considerable effect in WFI observations made in V and R so that these effects have not been corrected for.
Afterwards, we performed aperture photometry on the reduced frames using the DoPHOT program (Schechter et al. 1993 ) for object finding, classification, and photometry. The digital aperture for this procedure was chosen as 25×25 pixels or 6 ′′ square.
Setting up a photometric comparison grid
In order to quantify the variations in WFI photometry across the camera, we compare our WFI data to the photometrically and spatially homogeneous SDSS system.
The Wide Field Imager
The WFI is a mosaic of eight rectangular CCD chips arranged in 2 rowsà 4 CCDs, where each chip consists of 2046×4098 pixels at a pixel scale of 0.238 arcsec pixel −1 (Baade et al. 1998) . Additionally, there is a tracker CCD, which is located east of the science mosaic and is used for guiding of the telescope. It is of identical design to the imaging CCDs. The whole camera provides a field of view of 34 ′ × 34 ′ . Due to the physical separation between the chips, the actual area coverage is 95.9%. The sizes of the gaps between the chips are 23 
The Sloan Digital Sky Survey
For an overview of the SDSS, we refer to the on-line SDSS Project Book 1 and to reviews such as Grebel (2001) . The data for this multi-colour imaging and spectroscopic survey are obtained at the 2.5 m telescope of the Apache Point Observatory (New Mexico, USA). The camera used for the imaging part of the SDSS consists of a mosaic of 5×6 CCDs, operated in driftscan mode (Gunn et al. 1998; York et al. 2000) . Two contiguous scans cover a field of view of 2.
• 5 on the sky. The SDSS filter system is a modified ThuanGunn filter set labelled u, g, r, i, and z, which is described in more detail in Fukugita et al. (1996) and Smith et al. (2002) . SDSS magnitudes used in our analysis are based on the PSF photometry from the photometric pipeline as described in Lupton et al. (2001) . Figure 3 shows a plot of the five SDSS transmission curves compared to the standard broad-band filter system used with the WFI. These U, B, V, R C and I C filters are similar, but not fully identical to the Johnson-Cousins UBVR C I C system (Johnson & Morgan 1953; Cousins 1978; see Girardi et al. 2002 for a discussion of the differences). 
Fig. 3. The transmission curves of the Johnson-Cousins filters used for the WFI (top panel) and in the SDSS (bottom panel).
Thick lines indicate the filters that are used in our transformations.
Transformation between WFI and SDSS system
Objects within the relevant region of the equatorial stripe (δ (J2000) ∼ 0 • ), comprising our three observed fields, were extracted from the SDSS database by means of the SkyServer tool (Szalay et al. 2001) . These are part of the SDSS Early Data Release (EDR, see Stoughton et al. 2002) . Only objects classified as stars by the SDSS were considered in our sample. Positions on the WFI frames were astrometrically transformed into the equatorial system (α, δ) using iteratively the IRAF routines geomap and geotran based on a sample of approximately 30 uniformly distributed reference stars per exosure for each CCD. Afterwards each single exposure was matched by position against the SDSS sample. This yielded a total number of about 500 stars on each CCD of each exposure in each of the three observed fields. In order to avoid saturated objects (in the SDSS) and stars with larger photometric errors (both for the WFI and SDSS photometry) we selected only stars satisfying 16. m 3 ≤ r ≤ 21. m 7 in order to determine the transformation relations between the two systems. After all this, approximately 200 stars remained per chip and per exposure of each respective field to be used for the photometric transformations.
Since there is an overlap of the V and R transmission curves with the SDSS filters g, r, i, it appears useful to define the transformation equations between WFI instrumental magnitudes 2 and the SDSS magnitudes as
with colour coefficients α, β and zeropoints c. It was found that quadratic terms such as (g−r) 2 have negligible influence on the quality of the transformations so that these were not included.
The entire transformation according to Eqs. (1),(2) was carried out for each of the eight individual frames of each single exposure. The values for the coefficients show little scatter from exposure to exposure, amounting to approximately 1%. Their error-weighted mean values are listed in Table 2 , where the 1σ fitting error for the coefficients is of the order of 0.005.
Residuals of the transformation

Measured residuals
The residuals of the transformations are defined as follows:
These allow judging the quality of the best-fit solution and to determine systematic differences between WFI and SDSS photometry. In order to visualise the spatial variations of the residuals, a plot of ε versus location of the objects on the CCDs is presented in Figure 4 . The coordinate system is oriented such that the origin is located at the bottom left corner of the camera with the axes increasing (in units of pixels) from bottom to top (y) and left to right (x), respectively.
Two outstanding features are distinctly to be seen: First, the distribution of the residuals is not flat within each chip. Instead, strong gradients occur, which appear parabolic in shape. Consequently, objects measured near the center of the camera appear fainter than in its outskirts. The overall observational scatter (including random and systematic errors) of the residuals amounts to approximately 0.08 mag on each single CCD chip.
While the high-frequency pixel-to-pixel variations that are generally handled by usual flatfields are caused by variations in quantum efficiency, large-scale gradients can originate because of non-uniform illumination, e.g., due to reflections inherent to the WFI camera (i.e., scattered light on the instrument). Such a redistribution of light by the optical system affects the flatfield as well, corrupting it significantly. Mainly, this non-uniform illumination causes more light to reach the center of the detector, an effect that is known as sky concentration (Andersen et al. 1995) . Thus, when applying the multiplicative flatfield correction, the flux of stars near the center of the mosaic will be artificially reduced and one obtains an image that is falsified on a large scale (Selman 2003, in prep. 3 ).
2 Henceforth WFI instrumental magnitudes will be denoted by an asterisk.
3 http://www.ls.eso.org/lasilla/sciops/2p2/E2p2M/WFI/zeropoints/zpmap/index.html (3) versus location on the WFI. Gaps and gradients are clearly visible. The V-band residuals exhibit a similar spatial pattern to the R trends shown here. Zeropoint differences reach peak-to-valley amplitudes of 0.19 mag both in R (cf. lower panel) and V, whereas the r.m.s. scatter is about 0.08 mag for both filters.
Secondly, there are offsets between the single chips. But considering our reduction procedure, which treated each chip individually, this is not surprising. In particular, during the flatfielding each CCD chip was normalized to a mean intensity level determined for this specific chip, resulting in intensity level offsets from chip to chip.
A model for the spatial systematics
The shape of the curves in Figure 4 implies a low-order polynomial variation of the residuals with position. Thus we modelled the residuals by a complete polynomial of second order, i.e.,
to describe the photometric gradients, where A to F denote the fit parameters. These parameters were determined by fitting the model (5) to the observed residuals (Eqs. 3 and 4) by means of a non-linear least squares algorithm. The residuals were weighted with
where σ is the photometric uncertainty and N the number density of objects around each respective star. The latter was introduced in order to avoid that the fit of the model be dominated by stars in the region of the cluster and thus spatially biased. The output data from all exposures on the same chip were now combined to form a sample of numerous photometric data points with excellent spatial sampling. The outer 40
′′ of the CCD chips were excluded from the fit, since in these regions one expects strong variations (Manfroid et al. 2001b ). This leaves a total number of approximately 2200 stars per CCD chip, or 17754 stars for the whole camera, to be used in the fit. Since every physical star can appear up to five times at dithered locations, the sample increased nearly fivefold compared to single exposures. The resulting coefficients of the best-fit model are listed in Table 3 4 .
In order to get an estimate of the pure global properties of the overall gradients we removed the intensity level offsets caused by the individual flatfielding of each CCD chip. Assuming that illumination effects such as stray light are the reason for the structures we found and that the CCDs themselves are basically homogeneous, removal of the intensity offsets should leave the mere global illumination pattern. Thus, to bring all chips (with hindsight) to a common level, a zeropoint adjustment was calculated as follows. Chip #53 was chosen as reference, since it appears to be the cosmetically best chip. The mean values of the residuals (Eqn. 5) at the edges of adjacent CCDs were adjusted successively. To be consistent, this was done iteratively at the horizontal and the vertical edges. It turns out that the values for these additive offsets are of comparable size to the fit constants F in Eqn. 5.
The peak-to-valley amplitudes of the photometric variations given by the model range from 0.11 mag (#52) to 0.19 mag (#50) for the R filter corrections and likewise from 0.11 mag (#54) to 0.19 mag (#51) on the V map. A plot of the resulting, offset-modified calibration map according to Eqn. 5 is shown in Figure 5 . An obvious benefit of our procedure is (per constructionem) that the residual steps at the CCD edges vanish, resulting in smoothly varying overall gradient maps. The appearance of such a smooth structure shows that in fact stray light on a large scale dominates the systematic variations in photometry.
There is a close overall similarity between the maps of the R and V filters. The residuals on the V map appear more centrally concentrated than those on the R map. An additional difference is the occurrence of a prominent feature in the V map, which is distinctly visible on chips #50 and #57: There is a bumpy structure or band of higher brightness along the vertical axis. This is a well-known problem and stems from stray light from the tracker CCD. Despite the use of shielding baffles, light from bright stars on the tracker CCD may be reflected onto the eight main CCDs of the WFI camera. The tracker CCD is used with auxiliary filters (dashed rectangle in Fig. 2 ), which have a central wavelength comparable to that of the science filters currently used, but a much wider bandpass than the broad-band science filters. Hence those science filters whose passbands overlap with the auxiliary filter will be affected by this additional source of stray light. In our case, the V-band map exhibits the signature of this effect, while the R-band map does not 5 . Furthermore, this excess of light on the science mosaic depends on the position and apparent luminosity of bright sources on the tracker CCD, making it difficult to correct for these effects by simply dividing by the flatfield exposures.
Remaining residuals
The benefit of the model becomes clear if one compares preand post-fit residuals. Figure 6 shows the post-fit residuals ε Obs − ε Model plotted versus position as in Figure 4 . (Here ε Obs are the residuals as measured from Eqs. 3 and 4, and ε Model are those derived from Eqn. 5.) First, after applying Eqn. 5 to our data the offsets at the chip separations have essentially vanished. The second and more important outcome is a considerable flattening of the large-scale structure in the residuals, which suggests that our model is successful at significantly reducing gradients. Nevertheless, there are still a few slight variations left, especially at the very edges, where the model was extrapolated instead of derived from the fit.
Independent tests
Our calibration map provides valid corrections for the largescale variations in the set of observations of Palomar 5 (and the other fields) for which it has been constructed. In order to test whether it is also useful to improve other observations, the coefficients were applied to an entirely independent photometric dataset. This dataset consisted of WFI observations of the globular cluster NGC 6934, which we obtained in V and R on 2000 September 5.
In contrast to the data on Palomar 5, the flatfielding here was carried out for the entire mosaic simultaneously. That is, the mean value of the entire flatfield exposure was determined, thus normalising the whole mosaic to a common gain. Zeropoint offsets between the CCDs are now removed when dividing the science frames by the flatfield mosaic, bringing all eight chips to the same intensity levels to begin with. The top panel of Figure 7 shows differential photometry ∆R obtained by artificially shifting two exposures against each other by one chip size in y-direction (≈ 16 ′ ). That means, ∆R equals the difference between magnitudes of stars measured Due to the simultaneous reduction of all CCDs in the mosaic, offsets arising from differing flatfield scale factors as in the case of Palomar 5 are not obvious. But again, there are spatially dependent variations in the photometry to be seen, similar to the gradients in the fields around Palomar 5. To correct for these large-scale gradients, we applied the polynomials with the coefficients given in Table 3 , omitting the additive scale factor F.
After subtraction of the model both gradients and overall scatter turned out to be visibly reduced, as is shown in the bottom panel of Figure 7 . The small residual variations at the outer rims of the CCDs seem unavoidable when using a low-order model, which only accounts for effects in the inner regions of the individual CCDs. Considering that the observations of NGC 6934 and their reduction were performed entirely separately from the Palomar 5 dataset, it is encouraging that our calibration method yields such a good result in terms of strongly reduced systematic variations. This indicates that it can be generally applied to other datasets to correct largescale gradients.
Discussion and Summary
As many wide-field imaging systems, CCD photometry obtained with the WFI suffers from large-scale intensity gradients caused by inhomogeneous illumination and stray light. These gradients cannot be removed by standard techniques such as the application of dome flats or twilight flats. Previous methods that were proposed to calibrate WFI photometry include superflats (see, e.g., Clowe & Schneider 2001 or Alcalá et al. 2002 , the creation of calibration maps shifting exposures with respect to each other (Manfroid et al. 2001a , Selman 2003 , and the determination of corrections through observations of Landolt (e.g., Landolt 1992) and Stetson standards (Stetson 2002) in each of the CCD chips.
Superflats have the advantage of providing corrections for large-scale illumination effects determined from the science exposures themselves. However, median sky flats, which are often used as superflats to ensure a flat sky background, encounter the same photometric problems as common sky flats. Thus it is argued that application of such superflats can even deteriorate data by increasing photometric errors (Manfroid et al. 2001b) . Another drawback of this method is that it can only be applied in cases where a sufficiently high number of well-exposed science frames has been obtained to ensure sufficient signal to noise. An additional disadvantage is that it does not work well in cases where the majority of the science exposures contain extended objects or where the observed fields are very crowded. Especially when observations are obtained in queue scheduling mode, it may be difficult to obtain science frames suitable for the creation of well-defined superflats.
Depending on the science program, obtaining images that are shifted by half a WFI field with regard to the previous exposure may be practicable (see also Section 5). However, this will provide primarily only a relative calibration of the two rows of chips against each other.
As discussed in Section 1, observing Landolt (and Stetson) standards in each chip will ensure a good characterisation of the CCD sensitivity, but is limited by two constraints: Firstly, the number of standard stars per chip remains comparatively small and may not provide as good a spatial characterisation as desirable. Secondly, depending on the science program the amount of time needed for these calibration observations may be prohibitive.
Therefore, we have attempted to devise a generally applicable method for the correction of large-scale spatial variations across the WFI. This method relies on the comparison with spatially very well-sampled, very homogeneous multicolour SDSS photometry, which we employ as tertiary standards. Our derived calibration maps are based on observations of 17754 stars. We have demonstrated that second-order polynomials resulting from a fit to the observed large-scale variations provide a very good correction by essentially removing the gradients and by significantly reducing the scatter in the residuals of our data. We have also shown that our correction relations are applicable to independently obtained and separately reduced WFI data sets, significantly reducing gradients and scatter in the photometry.
Observers wishing to remove large-scale gradients from their WFI data without having access to, e.g., standard star observations in each chip, will be able to considerably reduce these gradients by subtracting our position-dependent polynomials (Eqn. 5, Table 3 ) from their data. We expect that our prescription will also be valuable for the exploitation of the wealth of archival WFI data. Our correction model was determined for observations in the widely used V and R filters. The overall similarity of the spatial variations in these two filters and the nature of stray light effects may indicate that our corrections are also applicable to broad-band data obtained in other filters, but this still needs to be verified. Our correction model yields global corrections, but we emphasise that fine tuning for small-scale variations and for possible differences in the illumination pattern (e.g., due to bright moon light) will still be required. Moreover, the stability of any calibration map can only considered as generally valid unless there is no significant change in the optical setup of the telescope 6 . The SDSS provides an excellent database for evaluating the photometric quality and systematic effects in other data sets due to its homogeneity, wavelength and area coverage. We encourage WFI users (as well as users of other wide-field cameras) to pursue similar calibrations by exploiting such publicly available multi-colour driftscan surveys like the SDSS whenever possible. Moreover, customised prescriptions similar to the one presented here will be useful for the correction of large-scale illumination effects in wide-field cameras used at other telescopes or observatories.
