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S O M M A R I O
La reazione di Knoevenagel consiste nella condensazione di un com-
posto contenente un gruppo carbonilico, in presenza di una base, con
una specie avente α idrogeni acidi attivati per produrre alcheni; viene
impiegata nell’ambito industriale per la produzione di intermedi nella
sintesi di profumi, farmaci e polimeri; è noto che la condensazione
di Knoevenagel può essere catalizzata da una vasta gamma di basi
e perciò viene utilizzata come reazione di testing per la basicità di
un catalizzatore. Il lavoro di tesi di seguito descritto è stato incentra-
to sull’analisi delle proprietà catalitiche, manifestate nella reazione
di condensazione di Knoevenagel, di un composto basico di nuo-
va generazione: l’IRMOF-3 (IsoReticular Metal Organic Framework).
Questo solido cristallino è il terzo membro di una famiglia di solidi
ibridi organici–inorganici basati sulla medesima topologia reticolare
cubica e composti da cluster di Zn4O e leganti politopici derivanti
dalla funzionalizzazione del 1,4 benzendicarbossilato. Generalmen-
te, i catalizzatori eterogenei basici vengono sintetizzati a partire da
supporti con elevata area superficiale che vengono funzionalizzati con
basi organiche. La funzionalizzazione di questi solidi è però affetta
da fenomeni di rilascio del gruppo chimico responsabile dell’attività
catalitica e ciò ovviamente ne limita l’impiego e lo sviluppo. Alla
luce di queste problematiche, la presenza di una funzionalità ammi-
nica come parte integrante della struttura cristallina dell’IRMOF-3 lo
rende un buon candidato come catalizzatore eterogeneo basico. Il
coinvolgimento della funzionalità amminica dell’IRMOF-3 nella con-
densazione di Knoevenagel è stato studiato in dettaglio in un recente
lavoro sperimentale di Gascon; sulla base dei risultati è stata attri-
buita, in questa reazione, al gruppo amminico aromatico presente
nell’IRMOF-3 un’eccezionale attività catalitica soprattutto se confron-
tata con quella delle comuni ammine aromatiche; ciò induce a pensare
che si stabiliscano all’interno del reticolo delle interazioni che au-
mentano la basicità del gruppo amminico attivandone la funzione di
catalizzatore nella reazione di condensazione. La tesi è stata articolata
in quattro fasi che possono essere riassunte in: i) scelta di metodi e
modelli, ii) caratterizzazione della struttura e della basicità del cata-
lizzatore iii) analisi del ciclo catalitico e dei possibili meccanismi di
disattivazione di questo, iv) analisi dell’effetto dei prodotti secondari
del ciclo sull’attività del catalizzatore. L’interesse di questa tesi risiede
non solo nelle sue implicazioni dal punto di vista chimico ma anche
nelle informazioni ottenute più strettamente connesse al lavoro di
modellizzazione dei materiali nanostrutturati ibridi e quindi relative
all’impiego di tecniche teorico computazionali nell’analisi di sistemi
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complessi di interesse catalitico. In letteratura si riportano pochi lavori
riguardanti la modellizzazione delle proprietà catalitiche dei MOF,
risulta dunque chiaro che questo lavoro di tesi va inquadarato in un
ottica a lungo termine tesa a formulare un protocollo computazionale
efficace per lo studio dei suddetti sistemi. Dal punto di vista chimico,
è stato possibile ottenere molte informazioni riguardanti la reattività
dei sistemi analizzati anche se la visione d’insieme, proprio perchè
trattasi di sistemi alquanto complessi, non è ancora del tutto chiara.
In primo luogo, sono state chiarite le origini della maggiore basicità
dell’IRMOF-3, quindi sono stati formulati vari meccanismi di reazione
per la condensazione di Knoevenagel fra cianoacetato di etile e benzal-
deide catalizzata da anilina, dimetil–2–ammino–tereftalato e IRMOF-3
e sulla base dei risultati ottenuti si è ipotizzato che basicità e attività
non siano direttamente connesse; quindi sono stati analizzati vari
meccanismi di disattivazione del ciclo tra cui anche l’avvelenamento
dei siti catalitici amminici, dei tre catalizzatori analizzati, da parte di
prodotti secondari del ciclo. Inoltre è stato considerato il coinvolgi-
mento nel ciclo catalitico degli atomi metallici del vertice inorganico,
nominalmente saturi, ipotesi riportata in letteratura in lavori di tipo
sperimentale ma mai proposta in uno studio teorico. Quest’ultima
ipotesi davvero interessante non solo riporta alla mente una serie di
analogie tra questi sistemi complessi e la cinetica enzimatica ma è
anche oggetto di possibili sviluppi futuri della tesi di seguito esposta.
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L I S T O F A B B R E V I AT I O N S
1,4 BDC 1,4 Benzendicarboxylate
2A-1,4-BDC 2-Amino-1,4-benzenedicarboxylate
AIM Atoms in molecule
AM1 Austin Model 1
AO Atomic Orbital
BSSE Basis Set Superposition Error
CHelpG CHarges from Electrostatic Potentials using a Grid
COF Covalent-Organic Framework
CP Coordination Polymer
CSD Cambridge Structure Database
CSRT Continuous–Flow Stirred Tank Reactor
DFT Density Functional Theory
DM2AT dimethyl 2-amino-terephthalate
DMAN 1,8-bis(dimethylamino)naphthalene
DOE The U.S. Department of Energy
G03 Gaussian 03




HKUST Hong-Kong University of Science and Technology
IB Intrinsic Basicity
IRMOF IsoReticular Metal–Organic Framework
KS Khon–Sham
MD Molecular Dynamics
MEP Molecular Electrostatic Potential
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MIL Materiaux de l’Institut Lavoisier





MP2 Second order Møller–Plesset perturbation theory
MPF Metal–Peptide Framework
ONIOM Our own n-layered integrated molecular orbital and
molecular mechanics
PA Proton Affinity
PCP Porous Coordination Polymers
PES Potential Energy Surface
PFR Plug Flow Reactor
PM3 Parametrized Model 3
QM Quantum mechanics
RMSD Root-Mean-Standard Deviation






UFF Universal Force Field
ZIF Zeolitic Imidazolate Framework
ZPE Zero point vibrational energy
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1.1 why do we need modeling in catalysis ?
Industrially, catalysis can be mostly subdivided into two main branches,
namely heterogeneous and homogeneous catalysis. The former in-
cludes a process where the phase of the catalyst and that of the
reactants and products is the same, on the contrary in the latter the
phase of the catalyst and that of the reactants and products is different.
Catalysis is ubiquitous in all the industrial processes and nowadays
heterogeneous catalysts in most of them are employed. The use of
heterogeneous catalysts is mainly due to their easy separation from
reactants and products hence to their lower environmental impact,
if compared to the homogeneous one; nevertheless, homogeneous
catalysts are usually more active and selective. Therefore, since the
early eighties the need of recyclable catalysts has more and more
encouraged research on the development of new heterogenization
techniques of homogeneous catalysts [1, 2].
One of the most important employment in the industry of the
heterogeneous catalysts is, without any doubts, the production of
transportation fuels. Moreover, the number of processes by which fos-
sil resources are converted into fuels and chemicals is almost endless
[3]. Currently, there is a significant drive to diminish our dependence
on fossil fuels and to minimize the emission of carbon dioxide. Reduc-
ing environmental impact will require entirely new catalysts, more
active and selective operating in mild conditions. Indeed, nowadays
there is a strong and growing effort in what is called the Bioindustrial
Revolution [4]. The current goal is to design catalysts that can con-
vert bio–based feedstocks into chemicals and fuels [5]. It is clear that
1
introduction
catalysis plays an important role in society today and will be a critical
technology for advancing our future.
The core issue for the progress of this area is mainly related to
the development of new highly selective and active catalysts and in
addition the improvement of the old ones is required. Unfortunately,
the microscopical processes occurring during a catalyzed reaction
are not always well understood. Generally this is due to the high
complexity of catalyzed processes and this implicates that even if a
catalyst is active and selective, the whole molecular process is not really
improvable on a molecular scale because of the lack of knowledge on
the molecular working level of the catalysts. For long time catalysis
has been considered nearly as a "black art" and the dominion in this
corner of science was almost prerogative of experimentalists. Murray
Raney, an american mechanical engineer, developer of a nickel catalyst
that became known as Raney nickel, said concerning the synthesis
of a catalyst: "It is in the preparation of catalysts that the chemist is most
likely to revert to type and to employ alchemical methods. The work should
be approached with humility and supplication and the production of a good
catalyst received with rejoicing and thanksgiving".
Nevertheless, with the growing of both computational performances
and theoretical development the application of molecular modeling
in heterogeneous catalysis research as a complement to experimental
studies has grown rapidly [6]. Computational modeling has the po-
tential to provide new insights into the reaction pathways, to predict
properties of catalysts that have not yet been synthesized and to bring
information for a given system from many different experimental tech-
niques into a coherent picture [7]. Especially in this field, theory and
experiment, need to be strictly connected and community of interests
for both experimental results explanation and computational model
validation has to be achieved. Therefore new modeling techniques
must be carefully validated against experiment. The need for such
molecular–level understanding is greater today than ever before with
industry under increasing economic and environmental pressure to
develop more precise control of catalytic processes [8].
1.2 catalytic phenomena: how to investigate them ?
Heterogeneous catalytic reactivity is controlled by the combination of
intrinsic chemical reactivity and the extrinsic heat and mass transfer
effects related to the catalyst morphology and reactor configuration.
Considering these two phenomena uncoupled two main issues can
influence the intrinsic chemical reactivity and therefore the kinetics of
a catalytic system:
• nature of the complexes formed along with the interaction be-
tween the catalyst and the catalytic substrate;
2
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• nature of the reaction environment.
The former concerns the modeling of the catalytic sites either in a
Langmuir [9] or in a Taylor [10] model and is thus related to a local
description of the active sites. Moreover, during the formulation of
the model, the description of the active site can be both statical or
dynamic. The latter deals with all the external influences as solvent,
support, defects at the catalyst surface and lateral interactions between
surface adsorbates.
Catalysis is a complex process and a comprehensive understanding
can be achieved taking into account at least four issues that can be
analyzed with a multiscale approach as showed in Figure 1:
• structural and electronic changes driving the intrinsic reactivity;
• dynamical behaviour of adsorbates on the layers and on the
catalytic surface;
• kinetics of the adsorption–desorption, diffusion and reaction
processes;
• fluid dynamic due to heat and mass transfer inside the reactor.
All the events described above occur on different length scales – rang-
ing from the catalytic site (10−10 m) up to the size of the reactor (1 m)–
and time scales – spanning from femtoseconds up to hours – therefore
it is not straightforward to model a catalyzed reaction taking into
account all the variables that can influence the catalytic mechanism.
In principle, macroscopic observables are directly computable solv-
ing the microscopic equations, however in practice, it will never be
feasible to do this directly. Quantum mechanical calculations, even
with today fastest computers, can only be carried out for hundreds of
atoms and the time scales of interest are many orders of magnitude be-
yond current capabilities. This implies that for a whole comprehension
of a catalytic process a multiscale approach is needed. Four principal
categories of computation can be identified as methods to elucidate
catalytic systems and everyone of these describes phenomena on a
different time or length scale. The multiscale approach integrates
together information from different computational techniques as:
• quantum mechanics;
• atomistic simulation and statistical mechanical theories;
• continuum engineering models.
quantum mechanics Quantum mechanical calculations are based
on the solution of the Schrödinger equation [11]. The goal of quan-
tum mechanics (QM) based methods is to predict the structure and




























Overall Reaction Rates Concentration Profiles
Continuum Engineering Models
Microkinetic Modeling, Transport Modeling
Figure 1.: Flow–chart concerning the multiscale approach designed for the
analysis of catalytic processes by computational modeling tech-
niques.
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and the nuclei. Among all the possible quantum mechanical based
methods ranging from semiempirical to ab-initio methods, those based
on the density functional theory (DFT) [12] has had a strong impact
on modeling heterogeneous catalytic systems [7]. The relative accu-
racy of DFT [13, 14] along with the size of systems that can handle
make it attractive for modeling heterogeneous catalytic systems. The
inferable information from this kind of analysis is related to molecular
properties ranging from the geometries to the energetics and to the
distribution of the electron density of the analyzed systems.
These methods can be applied in different fashion to model catalytic




The former concerns the use of small atoms ensamble that can, in a
way, be representative of the whole catalyst [15, 16, 17]; embedded
cluster calculations are hybrid calculations employing both QM and
Molecular mechanics based methods (MM). QM/MM or QM/QM
approaches are based on the individuation of a region of the entire
model suitable of an high level of theory description and other regions
treated classically or with a lower level of theory [18]. The latter deals
with the use of periodic calculations based codes and it is very often
employed in the description of oxide and metallic surfaces [19, 20].
Information achievable employing these methods are mainly:
• activation energies;
• spectroscopic information;
• molecular description of all the species involved in a given
catalytic cycle.
atomistic simulation and statistical mechanical theo-
ries The ability to model chemical reactions requires the full ac-
counting of the electronic structure of the system, on the other hand
modeling the atomic structure in microporous materials namely sites
of adsorption, adsorption isotherms and adsorbate diffusion requires
the ability to simulate much larger systems and longer time scales.
This can be important in a full catalytic cycle because in addition to
the events at the active site, adsorption desorption and diffusion can
influence the kinetics and in some cases it is necessary take them into
account.
Atomistic simulations are based on force fields and are often well
suited for modeling weak interactions characterizing diffusion pro-
cesses, since they are parametrized to handle such systems [21]. Dis-
persion, repulsion, and electrostatic forces are typically accounted,
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as well as intramolecular forces such as torsion energies, for flexible
adsorbates. The results depend not only on the parameter set (obtain-
able by experimental data or quantum mechanical calculations), but
also on the assignment of atoms types to the atoms in a particular
chemical environment typical of the selected force field. Atomistic
simulation calculates the time–dependent behaviour of a molecular
system by integrating their classical equations of motion. Molecular
dynamics (MD) simulations generate information at the microscopic
level, which are: atomic positions, velocities, forces [22]. The conver-
sion of this microscopic information to macroscopic observables, such
as pressure, stress tensor, strain tensor, energy, heat capacities requires
theories and strategies developed in the realm of statistical mechanics.
Complete isotherms are typically computed using grand canonical
Monte Carlo (GCMC) simulations [23, 24]. In a GCMC simulation
the volume, temperature and chemical potential are fixed, and the
number of molecules in the system can change. During the simulation
the average number of molecules in the system is calculated, yielding
the amount adsorbed that corresponds to given gas phase conditions.
Summarizing information achievable from such kind of studies can
be:
• adsorption isotherms;
• heats of adsorption;
• diffusion coefficients;
• activation energy for diffusion.
continuum engineering model At the longest time and length
scales, continuum engineering modeling approaches such as microki-
netic modeling are used to calculate reaction rates, reactant conversion,
and product yields and selectivities, using model parameters predicted
by the other levels of the multiscale approach. Microkinetic modeling
is an ideal framework for assembling the microscopic information pro-
vided by atomistic simulations and electronic structure calculations to
obtain macroscopic predictions of physical and chemical phenomena
in systems involving chemical transformations [25]. The microkinetic
analysis includes:
• the combination of available experimental data, theoretical princi-
ples and appropriate correlations relevant to the catalytic process
in a quantitative fashion;
• a starting point usually, corresponding to the formulation of the
elementary chemical reaction steps that capture the essential
surface chemistry;
• a working tool that must be adapted continually to new results
from experiments.
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The typical parameters employed to perform a microkinetic analysis
are:
• sticking coefficients;
• surface bond energies;
• pre–exponential factors for surface reactions;
• activation energies for surface reactions;
• surface bonding geometries;
• active site densities and ensemble sizes.
These parameters are described mainly within the framework of two
theories able to describe the catalytic phenomenon: i) the collision the-
ory and ii) the transition state theory. Moreover all these information
have to be included within the description of the reactors. General
types of ideal reactors are: batch reactor, continuous–flow stirred tank
reactor (CSTR) and plug flow reactor (PFR).
The fundamental principle in microkinetic analysis is the use of
kinetic parameters in the rate expressions that have physical mean-
ing and, as much as possible, that can be estimated theoretically or
experimentally. Therefore it represents a framework for quantitative
interpretation, generalization, and extrapolation of experimental data
and theoretical concepts for catalytic processes.
1.3 aim of this work
This investigation was conceived on the ground of the enormous devel-
opments in the field of synthesis and application of the metal–organic
framework (MOF) compounds. Heterogeneous catalysis was one of
the earliest proposed applications for MOF materials as well as one of
the earliest demonstrated. Considering the lack of information in the
literature about the theoretical description of the role of metal–organic
frameworks involved in catalysis one of the driving idea of the whole
study was to rationalize the behaviour of these new generation com-
pounds as catalysts. This investigation was devised in a long term
perspective aimed at creating a kind of computational protocol to
study the MOF materials involved in catalysis. The source of inspira-
tion was an experimental work of Gascon et. al. [26] and most of the
study was aimed at understanding the role of IRMOF-3 (IsoReticular
Metal–Organic Framework) as catalyst in the Knoevenagel conden-
sation of benzaldehyde and ethyl cyanoacetate (Figure 2). Moreover
this investigation includes the comparison between the IRMOF-3 be-
haviour and that of other basic catalysts involved in the Knoevenagel
































1.3 aim of this work
• selection of method and model for the IRMOF-3 computational
description;
• evaluation of IRMOF-3 basic properties;
• analysis of kinetics of the catalytic cycle of the IRMOF-3 cat-
alyzed Knoevenagel condensation;
• analysis of kinetics concerning the deactivation mechanism;
• analysis of the confinement effects both on the catalytic cycle
and deactivation mechanism.
The elucidation of these issues would increase the understanding of the
MOF role in catalysis at a molecular level and would help in predicting
the performance of other similar types of catalytic systems. Beyond
this introductory chapter aimed at framing the scientific context of
this work, this thesis is structured as follows:
the ii chapter summarizes the main features of the metal–organic
framework compounds. An overall view of their peculiar appli-
cation is given and the state of the art dealing with theoretical
studies on the topic is presented.
the iii chapter gives a short overview of the computational meth-
ods used and it includes choice of methods and models em-
ployed in this thesis.
the iv chapter deals with the investigation by computational meth-
ods of the structural features and properties of IRMOF-3. Com-
parisons with other aminic catalysts are presented and the ener-
getics of the investigated catalytic cycle is reported. Moreover
the kinetics and the poison and deactivation effects present in
the catalytic cycle of the title system are elucidated.
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2.1 introduction
2.1.1 Linking organic and inorganic realms
MOM (Metal–organic material) are composed by metal moieties and
organic ligands and are exemplified by different groups of discrete or
polymeric structures. Whereas MOMs have existed for several decades
[27, 28, 29, 30, 31, 32, 33] it was not until the early 1990’s that they
captured broad attention as it becames evident that these materials
are typically facile to prepare and are adaptable to crystal engineering
design strategies [34, 35, 36, 37, 38, 39, 40, 41, 42, 43].
In 1989 Hoskins and Robson demonstrated that networks with pre-
dictable architectures can be engineered by a related strategy based
on the interaction of metals with ligands containing multiple sites of
coordination [44, 45]. Mostly, their research was based on a strategy
involving coordination of linear ditopic organic molecules such as
4, 4 ′–bipyridyl to transition metal cations [46, 47, 48]. The resulting
compounds can exist as 1–periodic, 2–periodic or 3–periodic nets that
are at the very least rational based upon the geometry of the node
and the node:spacer stoichiometry. Since 1990’s crystal engineering,
10
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Figure 3.: Schematic illustration of the node (red) and linear (blue) approach
based upon tetrahedral or octahedral metal nodes [51].
especially network based materials design, has emerged as a promis-
ing field of research. The approaches elaborated in this field were
based on the "node and spacer" conceptual scheme by A. F. Wells who
introduced the idea that inorganic crystal can be described as networks
defined by metal ions (nodes) linked together via bonds (spacer) to
generate coordination polymers (CP) [49, 50]. A very important con-
cept arising from this strategy concerns the role of both the geometry
and coordination environment of the nodes that establish the network
topology as the spacer is only a linear connection between adjacent
nodes. For instance, considering metals usually adopting the tetrahe-
dral coordination mixed with two equivalents of a linear bifunctional
ligand likely, a cubic or hexagonal diamondoid network will arise;
in the same fashion a metal adopting an octahedral geometry can
sustain octahedral nets or square grids as shown in Figure 3. The node
and spacer approach has been remarkably successful at producing
predictable network architectures. Even if in the early nineties many
3D hybrid organic–inorganic lattice were produced, most of them
were not able to survive to guest exchange [52], therefore they could
not cogency be considered porous compounds; this limitation widely
influenced the application of these solids. Thus, one of the main goal
of the crystal engineering design based research was to find 3D MOMs
able to survive to guest exchange. In the late 1990’s O. M. Yaghi and
S. Kitagawa reported the first examples of MOMs that exhibit per-
manent porosity [53, 54]; these porous hybrid solids will be matter
of discussion in this thesis. These materials could be considered as
second generation MOMs for which Yaghi and Kitagawa coined the
term metal–organic frameworks (MOFs) [55, 56], already introduced,
and porous coordination polymers (PCPs), respectively [57, 58].
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2.1.2 Prediction or design of solids ?
"One of the continuing scandals in the physical sciences is that it remains
in general impossible to predict the structure of even the simplest crystalline
solids from knowledge of their chemical composition" [59]. These words
used by Maddox are suggestive and illustrative of one of the most
pressing issue in material science and solid state chemistry. As a
matter of fact, to achieve the fine properties tunability of a solid
a total and direct control on the structure is needed. Indeed, the
key issue for the obtaining of solids with the designed properties is
the comprehension of the intimate relationship between molecular
structure and properties. The crystal engineering is based on this
concept.
The term crystal engineering was first coined in a contribution by
G. M. J. Schmidt concerning the subject of organic solid state photo-
chemistry [60]. In this work he implicitly assumes that in appropriate
circumstances crystal could be thought as a sum of a series of molec-
ular events rather than the results of the need to "avoid vacuum". A
useful modern definition is that provided by G. R. Desiraju, who in
1988 defined crystal engineering as "the understanding of intermolecular
interactions in the context of crystal packing and the utilization of such
understanding in the design of new solids with desired physical and chemical
properties" [61]. To achieve specificity in the solid design strategy it
is necessary to understand the fundamentals controlling processes
between molecular units resulting into the formation of frameworks.
Concerning this, the concept of molecular self–assembly is primal as
the physical process relying on the constitution of solids designed by
the crystal engineering.
CP and hydrogen bonded structures with multiple complementary
components can be regarded as being the consequence of modular
self–assembly. By the way, it should be remembered that the final
aim of structure prediction according to Hawthorne is: i) predict the
stoichiometry of the stable compounds, ii) predict the bond topology,
iii) calculate, given the bond topology, accurate static and dynamic
properties of the crystal [62]. Regarding this it is important to stress
that crystal engineering is still not crystal structure prediction; in fact
as stated by Zaworotko "the raison d’etre and strategies of crystal engineer-
ing are somewhat different from those of crystal structure prediction since
the former is primarly concerned with design and, although more restrictive
in terms of molecular components that might be employed is becoming in-
creasingly synonymous with the concept of supramolecular synthesis of new
solid-state structures" [51].
With the discovery, by Yaghi and his research group, of the per-
manent porous MOFs, the broad concept of crystal engineering was
recast and the new concept of reticular synthesis arose. According to




Joint(SBU) Polyatomic (Zn4O) Monoatomic (Zn)
Framework Neutral Charged
Pores Can be empty Must contain counterions
Zn-X bond to break per SBU 12 4
Energy to excise SBU kJ mol−1 2200 400-600
Table 1.: Some distinctions between a typical MOF (MOF-5) and a typical CP
(Zn(L)2(ClO4)2). L is N,N’-bis-(4-pyridil)urea [65].
and which is rather broadly defined, on the contrary the concept of
reticular synthesis is more precise because it concerns the logical ap-
proach to the synthesis of robust materials with predesigned building
blocks, extended structures, and properties [63]. Thus, it might be
considered as a subclass of crystal engineering.
2.1.3 Nomenclature
In most of his papers Yaghi points out some clarification concerning
the name and the classification of metal–organic materials. As a mat-
ter of fact, for a long time metal–organic compounds were classified
vaguely; various names for the identification of these kind of solids can
be found in the literature like MOFs, CPs, hybrid inorganic–organic
materials and organic zeolites analogues. Each term was coined in
order to emphasize some characteristics respect to others and was
used in an interchangeable way. The term CP is the most general and
was applied to all those compounds formed by a metal center and an
organic linker capable to realize extended connections and, according
to Yaghi, no particular relevance with this term is assigned to the
resultant topology of the extended solid. Whereas MOF is a name
that identify a solid with peculiar characteristics: i) strong bonds,
which characterize robust networks, ii) linkers, which can undergo
post-synthetic changes and iii) well defined geometric structures [64].
Some relevant differences between CPs and MOFs are reported in
the Table 1 and these distinctions are enough important, according
to Yaghi, to assign a different name to MOFs [65]. Very often to in-
dicate a MOF a descriptive name is used; usually it consists of an
acronym followed by a number that represents the chronological order
of preparation of the compound. The acronym can be indicative of
i) the type of components of the materials, like in the series MOF-n
(Metal–Organic Framework) [66], COF-n (Covalent-Organic Frame-
work) [67], RPF-n (Rare-Earth Polymeric Framework) [68], or MPF-n
(Metal–Peptide Framework) [69] ii) the type of structure, like in the se-
ries ZIF-n (Zeolitic Imidazolate Framework) [70] or iii) the laboratory
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in which the material was prepared, like for instance the series MIL-n
(Materiaux de l’Institut Lavoisier) [71] or HKUST-n (Hong-Kong Uni-
versity of Science and Technology) [72]. A systematic terminology has
been proposed to rationalize the known structures, and it is based on
the structure of the crystalline nets adopted by the material [73, 74].
These 3D nets are represented by either a three-letter symbol (as in
sod, rho, gis etc.) or a three–letter symbol with an extension (such as
in pcu-c or bcu-k). This methods allows one to describe and classify
the known structures as well as new potential MOF structures as a
function of their net topology.
However, there is no consensus in the scientific literature about the
definitions of the terms CP and MOF. As reported above some authors
suggest definitions based on chemical bonding others propose that the
terms CP and MOF are synonyms. An IUPAC project was initiated in
2009 to address the terminology issues in this area and will deliver its
final report in the current year (2011).
2.2 structural features
The Cambridge Structure Database (CSD) reports the crystal structures
of more than 11,000 extended metal–organic compounds in which a
metal ion or cluster has been linked by an organic moiety in which the
linking functionality is a cyanide, pyridyl, phosphate or carboxylate.
Of these nearly 3,000 compounds have 3D structures and about 6,000
have 2D structures.
A large variety of metal atoms (alkaline, alkaline–earth, transition,
rare–earth and main group metals) in their stable oxidation states,
have been successfully used in the synthesis of MOFs. Depending
on the metal and its oxidation state, coordination numbers can range
from 2 to 7 giving raise to various geometries, which can be linear, T-
or Y-shaped, tetrahedral, square-planar, square-pyramidal, trigonal-
prismatic, pentagonal bipyramidal and the correspondent distorted
forms.
In order to synthesize crystalline porous stable MOFs, rigid conju-
gated aromatic molecules are usually preferred over flexible ones as
organic components or linker. The most widely used linker are poly-
carboxylates aromatic molecules, bipyridines and polyazaheterocycles
and their derivatives [75]. Organic linkers provides to the resulting
network a high degree of chemical and structural properties, that can
be selected during the design process of the solid in order to achieve
predetermined properties. Depending on the connector and on its
coordination number, periodic chains, arrays and nets are obtainable;
thus the periodicity can be tuned according to the choice of the metal.
The framework structure is, thus, controlled by the number of bonds
involving the bridging linker and the coordination number of the
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Figure 4.: Exemplification of an expanded metal–organic framework and a
decorated expanded framework [64].
metal. Therefore, the remarkable properties of linker and connectors
are the coordination numbers and coordination geometries.
The research on metal–organic frameworks address mainly two key
issues: i) to understand which topologies, depending on the reaction
environments, are preferred ii) to design robust and permanent porous
networks. The a priori synthesis of structures from simply a metal and
an organic linker is very difficult because ions do not have directional
information and this lack of directionality is the reason of a high
flexibility around the metal ion and a lack of control on the resulting
structure. Instead of a naked metal ion, the use of metal–complex
connectors have the advantage of offering control of the bond angles
and restricting the number of coordination sites; indeed sites that are
not required can be blocked by either chelating or macrocyclic ligands
that are directly bound to a metal connector, and thus leave specific
sites free for linkers [76]. This concept is well demonstrated comparing
frameworks containing as linker 4, 4 ′–bipyridine and other containing
carboxylates. Synthesis of open framework by assembly of metal
ions with di-, tri-, and polytopic N-bound organic linkers produced
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many cationic framework structures but the attempt of remove guests
molecules determines the collapse of the framework; whereas the
use of carboxylate results in robust decorated expanded frameworks
permanent porous because of the multiple coordination to the metal as
shown in Figure 4 [77, 78]. Which framework topology can be expected
to form is of extremely importance because the number of possible
structure for each geometrical shape is very high and predictability of
the framework is one of the ultimate goal of the research on MOFs. For
example, more than 100 different topologies are possible for linking
tetrahedral building blocks together into structure with just one kind
of vertex. Recently Yaghi and co–workers stated that generally only a
small number of simple high symmetry structures would be expected
to commonly form and they call them default structures [63, 79].
2.2.1 Secondary–Buildings Units
General lack of control over the structure of solids produced through
the traditional synthetic methods is directly related to the fact that the
reactants do not retain their structure during the assembling process.
The design of robust extended network can be realized by starting with
well–defined and rigid molecular building blocks that will retain their
structural integrity throughout the construction process. The concept
of secondary–building unit (SBU) is indispensable in order to classify
and design the directionality of MOFs [65]. SBUs are simple geomet-
ric figures representing the inorganic cluster or coordination spheres
that are linked by the organic components to form the framework;
the reticulation of SBUs involves self–assembly steps able to connect
building units into molecular lattices by very strong bonds. Due to
this, there is a direct connection between starting molecular units and
resulting frameworks. A hierarchy of information is incorporated into
the building blocks that make them sufficiently unique for the con-
struction of a target network. Two essential elements of this approach
are i) the knowledge of the possible networks that could be formed
based on a given building block and ii) the determination of the ge-
ometric attributes that uniquely define the network targeted for the
design. In principle, it is, therefore, possible to tune the MOFs growth
processes hence their reticular topologies, designing and employing
SBUs, formed by metal clusters and organic ligands (see Figure 7).
The achievement of a well designed open framework starting from a
particular SBU relies both on its rigidity and directionality of bonding.
Metal–containing namely cationic SBUs are not isolable entities, and
so it has been essential to establish the exact chemical conditions that
will determine the formation of a specific SBU in situ [80]. In order
to individuate the shape of the SBU in a given metal–organic frame-
works, the overall shape adopted by its points of extension has to be
considered. For instance, the carboxylate carbon atoms, as illustrated
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Figure 5.: Inorganic SBUs commonly occurring in metal–carboxylates include
the square "paddle–wheel", with two terminal ligand sites, the
octahedral basic zinc acetate cluster, and the trigonal prismatic
oxo–centered trimer, with three terminal ligand sites [80].
in Figure 5, form respectively a square, an octahedron and a trigonal
prism. The SBUs are reticulated into metal–organic frameworks by
linking the carboxylate carbons with organic units, but may also be
linked by replacement of the terminal ligands. It is important to il-
lustrate also the caveat perspective of Biradha dealing with the nature
and the role of SBUs. He states that in the case of MOFs there is no
experimental evidence that SBUs are synthetic intermediates during
the growth of a crystalline phase [81]. Due to such limitations, the role
of SBUs should be limited to the understanding of the topology of a
given architecture rather than be extended to their use in the synthetic
design strategy. Regarding this, Ramanan and Whittingham proposed
that MOFs are formed by point zero charge molecules as true building
units and the topology of the resulting solid should be rationalized on
the ground of these real building units [82].
2.2.2 Non–carboxylated based MOFs
The carboxylate and pyridyl based compounds represent the most
studied family of MOFs and also the study reported here concerns
carboxylate based MOF but for the sake of completeness there will be
briefly described also metal–organic compounds based on phospho-
nate, porphyrin and zeolitic imidazolate frameworks.
posphonates Phosphonate ligands present some difficulties due
to the i) formation of simple phosphonate structures as dense layered
materials, ii) the rapid precipitation of the phosphonate phase as not
ordered phase, iii) the complexity of the phosphonate coordination
chemistry. Nevertheless these ligands are attractive to prepare inter-
esting compounds with different structures and properties [83]. The
organo phosphonic acids generally require mild synthetic conditions
to form the metal–phosphonates therefore many researchers have been
interested into the formation of frameworks based on this linker. The
first three dimensional metal–phosphonate with one dimensional chan-
17
metal–organic frameworks
nels have been observed in b−Cu−(O3PCH3) [84]. Phosphonate frame-
work structures are now known with a variety of transition metals ,
p–block elements as well as lanthanide elements [85, 86, 87, 88, 89, 90].
porphyrins Porphyrins are well suited as building units because
of their rigidity and the large possibilities of functionalization. More-
over, the opportunity of accommodating different metal ions in-
side the porphyrin ring open up the feasibility of tuning the elec-
tronic behaviour of these extended structures. The use of meso–
tetraarylporphyrins, such as the meso–tetra (4–pyridil) porphyrin,
as ligands resulted in a number of porphyrin based metal–organic
compounds with 3D structures [91, 92, 93]. Particularly notable is the
tetra (4–carboxyphenyl) zinc porphyrin moiety, which was used in the
formation of a nanoporous solid with nanosized channels (1.5 nm)
[94]. Multiporphyrin assembly based on interlinked arrays of tetra
(4–carboxyphenyl) zinc porphyrin and 4, 4 ′–bipyridyl ligands were
also synthesized resulting in an open three–dimensional framework in
which the individual metalloporphyrin units are cross–linked both ax-
ially as well as equatorially by ion–pairing interactions, metal–ligand
coordination and hydrogen bonding. This lattice is fully sustained by
specific intermolecular interactions and not by virtue of van der Waals
forces. This solid presents a zeolite–like framework which is crossed
by wide channels in two perpendicular directions [95].
imidazolate Traditionally microporous solids have been asso-
ciated with aluminosilicate zeolites. Between all the metal–organic
compounds recently developed, ZIF based structures have attracted
much interest due to their unusual thermal and chemical stability.
These solids are constructed from tetrahedral metal ions (usually
Zn 2+ and Co 2+) bridged by imidazolate (Im). Interestingly, the angle
M-Im-M is similar to the Si–O–Si angle (145◦), this analogy has led
to the synthesis of a large number of ZIFs with zeolite–type tetrahe-
dral topologies (Figure 6) [96]. ZIFs present permanent porosity and
high thermal and chemical stability therefore these solids are ideal
platforms for performing useful organic transformations under strong
reaction conditions. In the last years more than 90 new ZIF struc-
tures has been reported and now it is also possible to make ZIFs with
topologies previously unknown in zeolites, in addition to mimicking
known structures. The exceptional robustness of their frameworks
and the reproducible nature of their synthesis has led to a series of
isoreticular materials with controlled pore metrics. Among the novel
synthesized ZIFs, two of them are very attractive because of their
uncommon structures and properties: ZIF-95 and ZIF-100. These ZIFs
have immense and complex cages in particular the most notable aspect
of the ZIF-100 structure is a giant cage with 264 vertices assembled
from 7524 atoms: 264 Zn, 3604 C, 2085 H, 26 O, 1030 N and 515 Cl.
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Figure 6.: Crystal structures of ZIFs grouped according to their topology.
The largest cage in each ZIF is shown by ZnN4 blue and CoN4pink
polyhedra. The yellow ball indicates space in the cage [96].
The outer and inner sphere diameters measure 67.2 Å and 35.6 Å re-
spectively; in comparison the corresponding distances in the faujasite
supercage of zeolite are 18.1 Å and 14.1 Å and the diameter of C60 is
10.5 Å [97].
2.2.3 Carboxylate based MOFs
Without any doubt among the linkers that can be used in the synthesis
of metal–organic frameworks, the most promising and employed are
the carboxylates. The use of multidentate carboxylate functionalities
was addressed to chelate metal ions and lock them into rigid and
thus directional metal–oxygen–carbon clusters, with the points of
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extension defining geometrical shapes referred to as SBUs (Figure
7). Design of frameworks based on these kind of SBUs is fruitful in
Figure 7.: Examples of SBUs for carboxylate MOFs [63].
order to accomplish rigid and permanent porous solids. The use of
rigid carboxylates yielded neutral, non interpenetrated networks that
were shown to retain crystallinity during desorption and resorption
of guest molecules. As observed by thermogravimetric analysis (TGA)
these compounds present decomposition temperatures in a range in
between of 300 – 500◦C [80]. The strength of these frameworks arises
from the metal–carboxylates bonds and clearly from the presence of
geometrically defined clusters due to chelation and bridging properties
of carboxylates.
Carboxylates, currently used in synthesis are bidentate and triden-
tate linkers and the respective derivatives. Typically, preparation of
carboxylated MOFs is performed combining the metal salt with the
acid form of the organic carboxylate at room temperature under aero-
bic or under solvo(hydro)thermal conditions. The use of triethylamine
as noncoordinating base for the deprotonation of the carboxylic acid
was shown to be critically important in achieving 3D porous frame-
work [98]. It was in fact reported that the use of both solvent and–or
deprotonating agents needed for the formation of the carboxylates
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from the carboxylic acids results in 1D and 2D structures while the
formation of a 3D framework is prevented.
In the review of Tranchemontagne et al. [65] 131 different geometries
for carboxylates based SBUs, their connectivity and their composition
can be found. For sure, among all these SBUs the two most representa-
tive examples of carboxylates based SBUs are the square paddle–wheel
and the octahedral shaped clusters.
The former is one of the most common SBU formed by metals and
carboxylates; two metal atoms are bridged in a syn–syn fashion by four
carboxylates as in the second SBU example of Figure 7. The square
SBU is generated in situ by the combination of four carboxylates with
two cations such as Cu 2+, Zn 2+, Fe 2+, Mo 2+, Rh 2+. In most examples,
heteroatom containing ligands are on the apical positions. A typical
example of paddle–wheel complex is copper (II) acetate hydrate, in
which four acetate–anions are each coordinated as dimonodentate
ligands to two copper (II) ions forming the D4h-symmetry structure
having the shape of a paddle–wheel with four blades, in axial position
of which the molecules of water are coordinated [99, 100]. The similar
construction employing different bridging carboxylates are known for
nearly all metal ions in periodic system [101]. For metal of the 5–th
and 6–th periods the paddle–wheel structures with lowered symmetry
are also known. The symmetry lowering to C2v and D2h can arise, for
instance, when two different bridging ligands are used for constructing
the paddle–wheel geometry [102] whereas C4v SBUs will occur if the
axial ligands are not equivalent or if the oxidation states of metal
ions are different [103]. For lanthanides even higher lowering of the
symmetry can occur due to the increase of the coordination sphere
characterizing these ions. 1D, 2D and 3D arrangement with paddle–
wheel based SBUs are known [104]. The occurrence of a structural
periodic arrangement based on this SBU is strictly related to the linker
fashion employed in connecting two SBUs. For instance if two SBUs
are connected by a 1,4 benzendicarboxylate (1,4 BDC) molecule it is
straightforward to note that the squares individuated by the SBUs
are related by simple translations. Continuation of this structure with
the same link produces the 2D periodic planar structure as shown
in the Figure 8 [76]. For instance, MOF-2 and MOF-46 are solid
based on the combination of linear linker and paddle–wheel SBUs.
If linkers are distorted, different structural organization will occur.
Depending on the bent in the plane of the original linker, different
periodic organization of linked paddle–wheels will arise as shown in
Figure 8.
The octahedral SBU, as shown in the fourth SBU example of Figure
7, has the structure of the basic acetate zinc [105, 106, 107]. This con-
sists of a single O atom bonded to four metal atoms to form a M4O
tetrahedron. The edges of the tetrahedron are capped by carboxylates
to form the octahedron. This structure has been observed for Zn, Co
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Figure 8.: Schematic representation of ditopic organic links connected be-
tween two square paddle–wheels on the left and the corresponding
expecting default structures expected to results employing organic
links with the appropriate angles between two squares [76].
and Be. Based on this arrangement a large number of metal–organic
frameworks are known but MOF-5 is surely one of the most repre-
sentative and studied; its synthesis was first reported in a letter to
Nature in 1999 by Yaghi and co–workers [98]. The synthesis, as also
stated by the authors, was achieved by borrowing ideas from metal
carboxylate chemistry, where an inorganic dicarboxylate linker is used
in a reaction that gives supertetrahedron clusters when capped with
monocarboxylates. The tetranuclear supertetrahedral cluster motif
is adopted by a number of metal–carboxylates where combination
of Zn 2+ and the appropriate carboxylic acid yields the oxide center
cluster as a distinct and well defined unit. As suggested by the authors
the structure may be derived from a simple cubic six–connected net
in two stages: first the nodes of the net are replaced by cluster of
SBUs; second, the linker of the net are replaced by finite rods of BDC
molecules. This solid presents a cubic porous lattice, consisting of
Zn4O tetrahedra linked by 1,4 benzenedicarboxylate (1,4-BDC) groups,
and as SBU the octahedral Zn4O(CO2)6 moiety. This structure is syn-
thesized from a solution of Zn 2+ and 1,4-BDC acid under conditions
that generate the tetrazinc cluster in situ. After the identification of
the synthetic conditions necessary for the generation of the SBU a
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series of 16 isoreticular metal–organic frameworks were produced in
crystalline form. MOF-5 became the first member of a IRMOFs family
where each member shares the same cubic topology [108]. IRMOF
lattices are based on Zn4O clusters and polytopic linkers derived by
functionalizing the 1,4-BDC moieties as shown in Figure 9. By using
different 1,4-BDC derivatives it is possible to obtain frameworks with
equal topology but different pore sizes and, as a consequence, different
chemical properties; this family is unique because is the only instance
where a very high level of control has been exerted in molecular–based
solids.
Figure 9.: Family of Iso-Reticular MOF-5 Frameworks. The large yellow
spheres represent the largest van der Waals spheres that would fit
in the cavities without touching the frameworks [108].
2.3 properties
MOFs have been recognized to be very promising materials in differ-
ent fields because of their high versatility. This characteristic is due to
the unique structural features of these solids that, in principle, allow
to design and synthesize them depending on the target application.
These new class of porous compounds with variable reticular topology,
have shown potential use in many fields and consequently their appli-
cation as gas carriers, sensors, molecular sieves and catalysts has been
suggested in the recent literature. Three main issues are considered as
obstacles in metal–organic frameworks synthesis: i) stability ii) perma-
nent porosity and ii) interpenetration. All these problems are limiting
in their applications. Nevertheless, among all the synthesized MOFs a
large part of them show stability in respect of the loss of the solvent
guest and therefore permanent porosity; moreover, nowadays a high




To establish the attainment of permanent porosity after guest removal,
as stressed by Yaghi, the measurement of gas isotherms is indispens-
able [80]. The measurement of nitrogen or argon isotherms allows
to calculate the apparent surface areas of these materials, typically
assuming Langmuir-type coverage. As shown in Figure 10 through
the design of solids by reticular synthesis it is possible to improve
desired properties; this exemplify the high control on the structure
that it is possible to obtain with the rational approach of reticular
synthesis.
Microporous metal–organic frameworks are promising candidates
for gas storage applications because they can be synthesized in high
purity and at low cost, high crystallinity and potentially large quan-
tities [109, 110, 111, 112, 113]. MOF materials has been proposed to
be active in methane, hydrogen and carbon dioxide storage. All these
applications have unquestionable impact on different aspects of our
life. Methane storage by adsorption is important as an alternative
to compressed natural gas storage for natural–gas–powered vehicles,
while effective removal of CO2 from the flue exhaust of power plants
is undoubtedly a challenge and in addition it is widely accepted that
the most crucial goals for hydrogen transportation application involve
hydrogen storage. MOFs seems to be well suited in order to be apply
in these research areas especially thanks to i) their large apparent sur-
face area and ii) their flexibility with which chemical functionalization
and molecular–level fine–tuning can be achieved for optimized uptake
capacities.
Uptake of methane was studied for the IRMOFs [108]. IRMOF-6
was the first solid studied because of the exceptional high surface
area and the appropriate designed aperture for methane storage. It
was found that this solid has a methane uptake of 240 cm3 at 298 K
and 36 atm. The uptake was evaluated also for other member of the
Iso-reticular family namely IRMOF-1 and IRMOF-3, under the same
conditions, and it was found to be lower than that of IRMOF-6. The
difference in the uptake value, as suggested by the authors, relies in
the linkers. The fundamental concept of solid design outstands clear
in this findings, in fact changing the linker and retaining the same
topology it is possible to improve the desired property.
The U.S. Department of Energy (DOE) has established a series of
targets of hydrogen storage for automotive applications [116]. The
2010 goals for system gravimetric and volumetric densities were 6 wt
% and 45 kg H2 m−3; the ultimate targets are more demanding at 9
wt % and 81 kg H2 m−3. Rosi et al. [109], first proposed hydrogen
storage in MOFs, they reported the hydrogen adsorption in IRMOF-1
at 78 K and 298 K. The highest pressures investigated were about 0.75
bar at 78 K, with a reported uptake of 4.5 wt% and 20 bar at 298 K
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Figure 10.: MOFs have displayed impressive increases in their apparent sur-
face areas since the measurement of the first low temperature
isotherm for these materials [98, 114, 115]. The nitrogen ad-
sorption isotherms were measured at 77 K and display Type I
behaviour, as expected for compounds with uniform micropores
[80].
which gave about 1 wt %. They include in their study also the effect
due to the change of the linker with the investigation of IRMOF-6 and
IRMOF-8. They demonstrated that the change in linker leads to an
improvement in the uptake, to a level of 2.0 wt % in IRMOF-8 at 293
K and 10 bar. Roswell et al. [117], reported H2 uptake in five different
MOF materials and the largest uptake was about 1.5 wt % at 77 K and
1 atm. While these values are far short of the DOE targets, they are
larger than adsorption reported for typical activated carbons and some
reports of hydrogen storage on SWNTs (Single–Walled Nanotubes).
Even if the measured uptakes are far from the desired targets, the
most relevant inference related to these studies was the evidence of the
feasible improvement of the uptake capacity by tuning the structural
features.
The first attempt to employ MOF in CO2 removal was reported in
2005 by the group of Yaghi [118]. Various compound were tested in
order to examine a range of structural and porous attributes. Among
the investigated solids, IRMOF-177 was the most effective in CO2
removal. However the discovery of ZIFs made them more suitable
candidates in order to capture CO2 [119]; in fact, the main industrial
applications of ZIFs are related to their exceptional uptake capacities
for CO2 [96]. These solids are also very selective towards CO2. It was
reported the examination of a series of ZIFs (ZIF-68, -69, -70, -78, -79,
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-81, -82, -95, -100) for their potential to separate CO2 from CH4, CO,
O2 and N2. The CO2 adsorption isotherms of ZIF-68, -69, and -70
show steep uptakes in the low pressure regions indicating a high gas
affinity [97]. Some uptake capacity comparison were carried out also
between MOFs and ZIFs and these studies have been shown that ZIFs
have a higher affinity for CO2, indeed at 298 K and 1 atm, IRMOF-177
has a maximum uptake of 7.60 L/L CO2 while ZIF-69 has a capacity
of 82.6 L/L CO2 [120]. These findings, the flexibility with which ZIF
structures can be made and functionalized coupled to their stability,
make these compounds very attractive not only in capturing carbon
dioxide but also in transforming it into a fuel.
2.3.2 Catalysis
One of the first proposed application of MOFs was catalysis [121].
Intuitively, due to their peculiar features MOFs could be thought as
a bridge between homogeneous and heterogeneous catalysis. MOFs
catalytic potential has been also compared to enzime catlysis by Lee
et al. [122]. However, in spite of the outstanding textural properties
and high metal contents of MOFs, their use in catalysis has been very
limited up to now.
MOFs have been identified as very promising heterogeneous catalyst
candidates, considering that i) they may contain any organic functional
groups, ii) their post–synthetic functionalization may consistently be
performed and iii) their functional groups may, in principle, be spread
without undergoing leaching phenomena on very different, but al-
ways large, surface areas. One of the most employed, and in some
fashion useful, comparison has been that of MOFs and zeolites. This
association arises because of the community of relevant catalytic fea-
tures between these two crystalline porous solids. Both of them have
large internal surface area and uniform pore and cavity sizes; how-
ever, they differ mainly in three important points: i) MOFs contain
also organic species and therefore they can be synthesized in a larger
variety than zeolites, ii) MOFs are not as stable as zeolites while iii)
many MOFs exhibit permanent microporosity after solvent evapora-
tion, others collapse when solvent is removed. MOF–based catalysis
was proposed 20 years ago and demonstrated nearly 15 years ago
but only recently there has been an extensive experimental research;
this because of the lack of a well established procedure for MOFs
synthesis; however, during the years a more aware knowledge about
MOFs structural features and synthesis protocol has been gained.
Among the possible application of MOFs in the field of catalysis at
least: i) heterogenization of well–defined homogeneous catalysts [123],
ii) framework stabilization of otherwise short-lived catalysts [123], iii)
framework encapsulation of molecular catalysts [124], iv) coupling
of catalysis to chemical separations – demonstration of adventitious
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catalysis by nominally coordinatively saturated nodes (metal ions or
cluster)– [121], v) post-synthesis incorporation of catalytic metal sites
[125, 126, 127] and iv) substrate–size–selective catalysis have been
demonstrated [128]. It has to be point out that literature about the
catalytic properties of MOFs is still not very founded.
In all MOFs compounds, three different parts can be clearly differ-
entiated: i) the metallic component ii) the organic ligand and iii) the
pore system. It is, therefore, possible to think three different types of
catalysts as suggested by Corma and co–workers based on MOFs and
in practice, all of them have been described in the literature [129].
The first group of MOF based catalysts includes materials with only
a type of metal centre, which is involved at the same time as structural
component and as catalytic active site. Other MOFs belonging to the
same class can contain two different types of metal: one of them is
responsible for the catalytic activity, while the second has only a struc-
tural role and it is not directly involved in the catalytic process. The
active metal can be both a single metal atom or a metal cluster. One of
the earliest report about the catalytic activity of a MOM was a study
of Fujita et al. in 1994 dealing with the cyanosilylation of aldehydes
by a 2D MOF of formula Cd(4, 4 ′ − bpy)2(NO)3 [121]. The active sites
are Cd (II) ions, with Lewis–acid catalysis. Other important examples
reported in this field are those of Llabrés i Xamena et al. concerning
the catalytic activity of a 2D square grid MOM containing single Pd (II)
ions as nodes and 2-hydroxypyrimidinolates as linkers [130]. Despite
initial coordinative saturation, the palladium centers in this MOM
proved capable of catalyzing alcohol oxidation, olefin hydrogenation,
and Suzuki C–C coupling. Ravon et al. reported the catalysis by
MOF-5 of the Friedel–Crafts alkylation ascribing the catalytic activity
probably to the Zn4O vertices [131]. Up to now MOFs with metal
catalytic active sites have been investigated in different reactions such
as: hydrogenation, isomerization, cyanosilylation, polimerization, oxi-
dation and enantioselective epoxidation. For a comprehensive list of
reactions catalyzed by MOMs and MOFs see reviews [122, 129]
The second group of MOF based catalysts have functional groups
in the organic linkers that are able to catalyze a given reaction. It is
important that the linker employed in the construction of the MOF
present both the coordinative groups ensuring the structural stability
and the reactive group which is responsible of the reactivity. The num-
ber of MOFs belonging to this category with demonstrated catalytic
activity is untill now very limited. This lack can be explained consider-
ing that metal atoms tend to coordinate all the reactive organic groups
and these prevent the possibility of a free reactive organic group inside
a solid. Seo et al. reported in 2000 the first example describing the
catalytic activity of a MOF containing ligands with reactive groups.
This compound was synthesized by Zn 2+ and a chiral molecule con-
taining carboxylic acid and a pyridine group; the author showed that
27
metal–organic frameworks
the resulting solid was active in the transterification reaction because
of the presence of uncoordinated pyridyl groups [132]. Gascon et al.
have studied the basic properties of IRMOF-3 and MIL-53(NH2) [26].
Both materials contain 2–amino-1,4–benzenedicarboxylate (2A–1,4–
BDC) as the organic linkers which coordinated to the metal ions only
through the carboxylic oxygen atoms, thus leaving free the amino
group. IRMOF-3 was found to be an active and stable catalyst in Kno-
evenagel condensation. Catalytic activity due to the linker can also
arise after a post–synthetic modification. These kinds of modifications
occur transforming the linker without changing the topology of the
solid.
The third group consists of solids not directly involved in catalysis.
In fact, the porous system of the material provides physical space
where the catalysis occurs or act as a cage where the catalytic centers
are encapsulated. Fischer and co–workers have studied the inclusion
from the vapor phase of a series of ten organometallic compounds
inside the MOF-5 [133]. Under vacuum and dry argon, it was observed
that both the crystal structure and the organometallic moieties remain
unchanged after the inclusion. Once the organometallic compounds
are incorporated, it is possible to generate small metal nanoparticles
in a weakly coordinating environment. These naked nanoparticles are
highly reactive and extremely air sensitive.
2.4 computational modeling
It is widely accepted that computational chemistry has a sound impact
in the elucidation of structure and properties of materials and pro-
cesses. With respect of this, it is in the following reported a selection
of works that summarize topics of interest and that recall seminal
works in the field.
Molecular simulations had and still have a strong impact on the
research of meso–, micro–, and nanoporous materials [134]. Investiga-
tions dealing with diffusion and adsorption properties of molecules
within the pores helped in understanding the transport and binding
mechanism on a macroscopic level. Numerous theoretical investi-
gations have been performed on structure, properties and catalytic
activity of porous compounds as, for instance zeolites, using periodic
DFT calculations [135, 136]. In accordance with that, periodic QM
methods are thus well suited in order to analyze MOFs solids and
according to Tafipolsky et al. neither the variability nor the flexibil-
ity of MOFs pose a principle problem [137]. Nevertheless for a first
principle treatment of a general MOF still a substantial computational
effort is needed. All periodic plane–wave based DFT investigations
focused on static properties, with the two exceptions of the work by
Mueller et al. [138] and Mulder et al. [139] who performed short first
principles MD simulations of hydrogen in the 106 atom primitive cell
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of MOF-5. Civalleri et al. have used MOF-5 as benchmark to test
their implementation to calculate second derivatives of the atomic
coordinates within the periodic QM code CRYSTAL, which uses atom
centered basis functions. Moreover they compared the periodic MOF-5
with non–periodic cluster models using an exactly identical level of
theory and a very important inference arises from this investigation:
non–periodic clusters can well be employed to model the periodic
system. Agreement between the bond lengths and bond angles from
their calculations tend to be within 1.5 % of those observed from
experiment [140].
Gao [141] and Braga et al. [142] have examined clusters represent-
ing portions of IRMOF-1, establishing that geometric aspects of these
clusters agree well with experimental data for the full material when
appropriate basis sets are chosen. Other examples of cluster calcula-
tions for MOFs include the analysis of linker groups of IRMOF-3, -6,
-8, -12, -14, -18, and -993 [143], linkers of IRMOF-2 and -3 [142] and
fragments of IRMOF-105 [144].
Most of the computational studies present in the literature dealing
with MOFs concerns the study of gas adsorption on them e.g. H2
[145] and CO2 [146, 147]. The main attention was addressed to the
possibility of using MOF as hydrogen carriers [148]. The related
works can be divided into three broad categories: i) studies useful
for predicting adsorption energies and favorite sites in the interaction
with hydrogen [145], ii) studies aimed at determining the maximum
amount of hydrogen that MOF can store [149], iii) studies devoted at
evaluating hydrogen diffusion into MOF [150]. The H2 adsorption sites
in MOFs are very often analyzed by quantum mechanical calculations
either wave-function and density functional based methods. Hydrogen
storage capacity can be predicted in these porous materials using
CGMC simulations [151, 152]. Moreover kinetic properties of H2 can
be predicted by MD simulations. Below seminal works dealing with
QM methods applications will be recall more in detail.
The first study reported on the issue of hydrogen adsorption in
MOFs was the investigation of Hüber et al.; in this paper the analysis
is focused on the H2 interaction with the aromatic system and second
order Møller–Plesset calculations (MP2) [153] were performed [154].
The key point of this study was the relationship between adsorption
strength and size of the aromatic system; in fact, they demonstrated
that the adsorption energy between the hydrogen molecule and the aro-
matic system increases according to the dimension of the benzene–like
system. Similar works were reported by Sagara et al. and Hamel and
Côtè [155, 156]. Sagara et al. reported a study where the interaction of
H2 with both the organic linker as well as with the Zn4O(HCO2)6 clus-
ter were considered. Using the MP2 methodology they showed that
the zinc oxide cluster has a higher H2 binding energy than the organic
linker. After 2005, several MP2 or DFT works on H2 interaction with
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organic linkers of various MOFs were reported. The DFT application
to MOF-5 crystal, as recalled above, was tried by Mulder et al. and
Mueller et al. They, indeed, showed that the strongest interactions
with hydrogen are located near the Zn4O clusters although they re-
ported different H2 binding energies to the Zn4O clusters [138, 139].
Recently it was reported by Sillar et al. a study concerning the hydro-
gen adsorption by using a MP2:DFT hybrid scheme; this paper also
contains an accurate overview about the current status of knowledge
on the binding energy of hydrogen in MOF-5 [157].
Beyond hydrogen, also larger guest molecules in MOFs have been
studied with periodic QM calculations. Devi et al., as an example, have
accurately reproduced the experimental crystal structures of the zinc
2,6-naphthalene host framework (isostructural with MOF-105) using
periodic DFT Generalized–Gradient–Approximation (GGA) energy
minimizations, allowing both the atomic coordinates and the lattice
parameters to change [158]. By calculating the binding energies of
various aromatic hydrocarbons within the MOF, they were able to
explain the selectivity of the crystallizing structure for the uptake of p-
xylene compared to other xylene isomers. Hamel et al. showed, on the
basis of static geometry optimizations within the periodic DFT–GGA,
that MOF-5 can be utilized as a rigid host matrix for the encapsulation
of C60, and that in this way the density of states of a fullerene crystal
can be finely tuned [159].
To our knowledge only few papers have been up to now published,
which concerned modeling of catalytic properties. It is interesting to
recall i) that of Choomwattana et al. [160], in which it was employed
a combination of a high-level method, DFT–GGA, and a generic force
field, UFF (Universal Force Field), in order to elucidate the mechanism
of the carbonylene reaction occurring between formaldehyde and
propylene encapsulated in MOF-11 and ii) that of Braga et al. [161],in
which a conformational analysis of protonated cyclo-[(S)–phenylalanyl–
(S)–histidyl] and its complex with benzaldehyde (C6H5CHO) within
MOFs is carried out.
30
3
M E T H O D S A N D M O D E L S
And we would go on as though
nothing was wrong. And hide from
these days we remained all alone.
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3.1 computational details
All the quantum mechanical calculations were performed by the Gaus-
sian 03 (G03) suite of programs [162, 163]. Pure QM and hybrid
QM/QM calculations were carried out on different IRMOF-3 and
IRMOF-1 models reported in Figure 11 and 12. QM/QM calculations
were performed within “our own n-layered integrated molecular or-
bital and molecular mechanics” (ONIOM) approach [18, 164]. DFT
[13, 14] was employed, as higher level, and either AM1 (Austin Model
1) [165] or PM3 (Parametrized Model 3) [166, 167], as lower levels.
In the following, the hybrid applications are collectively indicated
as QM/QM and singularly as DFT/AM1 and DFT/PM3 approach.
Pure QM calculations were also run within the DFT paradigm, be-
ing BP86 [168, 169], B3LYP [170, 171] and MPWB1K [172, 173] the
tested functionals of exchange and correlation. Irrespective of the
considered pure or hybrid applications, when the DFT paradigm
was employed, Zn atoms were described by the basis set LANL2DZ
[174, 175, 176], with an effective core potential for the inner elec-
trons and its associated double-ζ basis set for the outer ones and the
6− 31G(d,p) basis set [177, 178] was utilized for the H, N, C and O
atoms. Each optimized structure was further characterized by subse-
quent frequency calculations, employing the vibration analysis within
the harmonic approximation [163] and the basis-set scheme described
above, thus obtaining even a full characterization of the transition state
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(TS) species, involved in the investigated reactions. The DFT energy
values here reported have been always corrected for the zero point
vibrational energy (ZPE) contribution. Frequency calculations allowed
us to evaluate also thermochemical properties of interest for the title
system. Wherever the acronym BSSE (Basis Set Superposition Error)
is reported it means that the Boys and Bernardi method has been used
to correct the interaction energy [179].
3.2 benchmark calculations on irmof-1
The model-size for IRMOF-3 and the theoretical methods employed
in this investigation were chosen based on the results obtained for
IRMOF-1 models reported in Figure 11a and Figure 12a12b. This
was possible because the structures of these systems share the same
reticular topology and their SBUs present analogous geometrical shape.
The only difference is related to the presence in the IRMOF-3 of 2A-
1,4-BDC moieties instead of the 1,4-BDC ones, which characterize
the IRMOF-1 derivatives, see Figure 11b and Figure 12c. All the
benchmark calculations were carried out on the IRMOF-1 models
because in the literature a larger amount of structural experimental
data about this porous solid can be found. Inferences reported below
deal with i) the size of the models and ii) the theoretical methods
employed in this investigation.
(a) IRMOF-1 (b) IRMOF-3
Figure 11.: Optimized IRMOF-1 (model 11a) and IRMOF-3 (model 11b) cubic
fragments; these are formed by carbon atoms (grey), oxygen
atoms (red), nitrogen atoms (blue), hydrogen atoms (white), zinc
atoms (yellow); models 11a and 11b both contain, as corners,
Zn4O tetrahedral units saturated by formate moieties and, as
edges, respectively, 1,4-BDC and 2A-1,4-BDC moieties. Details on
corners and edges are given in Figure 12.
Considering the findings illustrated by Civalleri et al. [140] and
inferring that only a small portion of the framework influences the
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(a) b-1,4-BDC
(b) f -1,4-BDC (c) f -2A-1,4-BDC
Figure 12.: Optimized IRMOF-1 (models 12a and 12b) and IRMOF-3 (model
12c) moieties; they contain, as corners, Zn4O tetrahedral units
saturated by benzoate (b-derivatives) or formate (f -derivatives)
groups and, as mid residuals, either 1,4-BDC or 2A-1,4-BDC.
electronic properties of the catalytic site, it was assumed that a clus-
ter treatment of the framework could be representative of the local
properties of the solid [16, 180, 181]. As a consequence, differently
sized fragments were initially cut out from the IRMOF-1 lattice and
optimized, in order to find the most favorable ratio between reliability
of the method and computational cost. Smaller IRMOF-1 models
(moieties 12a and 12b), formed by one 1,4-BDC unit linked to two
tetrahedral ZnO4 units, saturated by benzoate (model 12a: b-1,4-BDC)
or formate (model 12b: f -1,4-BDC) groups, were optimized at DFT
level employing the three functional of exchange and correlation cited
above. Whereas, in order to take into account confinement effects
eventually produced by the lattice, the QM/QM approach described
in section 3.1, was applied to optimize the IRMOF-1 fragment of Fig-
ure 11a. The model system and the real system for the QM/QM
calculation within the ONIOM paradigm employed in the study are
shown in Figure 13. Root-Mean-Standard Deviation (RMSD) analysis
of IRMOF-1 structural parameters (selected parameters are shown in
Figure 14), obtained comparing computational values and neutron-
diffraction results obtained at 3.5 K [182] was employed to select
models and calculation methods. Taking into consideration the b-
1,4-BDC and f -1,4-BDC models it was found that the RMSD for the
considered distances and angles was not sensitive to the size of the
models, therefore the model with the minimum size that obviously
is the less expensive in terms of computational costs was selected.
Regarding the choice of the functional of exchange and correlation all
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Figure 13.: IRMOF-1 cubic cell. Selected model and real systems within the
ONIOM approach. The model system is reported in ball and stick
whereas the rest of the model has been considered as real system.
the analyzed functionals were able to give results in the same range
of accuracy for distances and angles (B3LYP 2/pm – 1.2/◦, MPWB1K
1/pm – 1.2/◦, BP86 2/pm – 0.7/◦ ), however, the calculations with the
BP86 were appreciably faster therefore this functional was employed
in all the DFT calculation.
The QM/QM ONIOM higher level, in the treatment of the largest
IRMOF-1 model, was selected according to the previous finding and
therefore the calculation was performed at BP86 level of theory. The
chosen model system for the ONIOM approach was one f -1,4-BDC
moiety framed in the cubic cell of IRMOF-1 as shown in Figure 13.
The DFT/AM1 and DFT/PM3 RMSD evaluations addressed to prefer
PM3 with respect of AM1 as lower level in the same QM/QM ONIOM
treatment. In fact, the RMSD distance and angle values for the IRMOF-
1 fragment resulted 130 vs. 4pm and 3.4 vs. 0.08◦, using AM1 and
PM3 semi-empirical level, respectively.
3.3 irmof-3 models
Hence, for the following catalytic applications, f -derivatives and BP86
were always taken into consideration as IRMOF-3 running models
and DFT functional, respectively. In particular, the smallest IRMOF-3
model (model 12c: f -2A-1,4-BDC), successively optimized at BP86
level, was obtained inserting one amino group in the 1,4-BDC unit,
present in the BP86 optimized f -1,4-BDC model, while the largest
IRMOF-3 model, see Figure 11b, successively optimized at DFT/PM3
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Figure 14.: Structural parameters employed for the RMSD analysis of the
IRMOF-1 models, namely used for individuating the calcula-
tion level further exerted in the IRMOF-3 applications; distances
and angles taken into consideration, respectively, were: O1−Zn,
O2−Zn, O2−C1, C1−C2, C2−C3, and Zn−O2−C1, O2−C1−O3,
O2−C1−C2, C1−C2−C3.
level, was obtained substituting, in the DFT/PM3 optimized IRMOF-1
model, all the 1,4-BDC edges by 2A-1,4-BDC edges and placing the
amino groups of neighboring edges each other at the largest possible
distance. Hereinafter, the largest model is named IRMOF-3c. A final
Figure 15.: Model 2A-B containing a Zn4O cluster saturates with 2-amino
benzoate moieties.
model identified as 2A-B and simulating a corner fragment of IRMOF-
3 was also considered (Figure 15). This model was selected in order
to investigate the interaction of a water molecule, byproduct of the
catalytic cycle, with a Zn atom of the inorganic vertex.
3.4 characterization of irmof-3
Considering the experimentally proved basic properties of the IRMOF-
3, a computational study aiming at characterizing these features of the
investigated solids was performed. Here below will be recall the theory
behind the quantities employed as descriptors of the basicity in the
following of this investigation. Theoretical backgrounds dealing with
Proton Affinity (PA), Intrinsic Basicity (IB) and charge partitioning
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schemes will be reported, moreover some additional information
concerning the calibration of the method will be provided.
3.4.1 Proton Affinity and Intrinsic Basicity
The reliability of the BP86 functional of exchange and correlation was
benchmarked with the structural features of the investigated system.
Moreover other benchmark calculation were needed in order to state
the reliability of the selected functional of exchange and correlation
towards the calculation of the properties chosen in order to describe
the basicity of the analyzed catalyst. Proton Affinity and Intrinsic
Basicity were selected as descriptors of the basicity of the title system.
These two quantities are the opposite, respectively, of the enthalpy
and Gibbs free energy-differences, occurring along with a given base
(B) protonation, as represented in the following:
B+H+ → BH+ [1]




RT− [∆ESCF +∆Evib] (3.1)
IB = PA+ T∆S◦ (3.2)
Referring to the base protonation above, ∆ESCF is the optimized self–
consistent–field (SCF) energy-difference while ∆Evib is the ZPE dif-
ference that includes the temperature corrections to the vibrational
enthalpy while the 52RT term takes into account the translational en-
ergy of the proton that includes the ∆(PV) energy bit. Finally, ∆S◦
evaluates the standard entropy difference, being the standard entropy
















Considering the lack of experimental data concerning PA and/or IB
for the IRMOF-3, the molecules involved in the benchmark calcu-
lations concerning the reliability of the selected theoretical method
with respect of the calculation of basic porperties were all containing
nitrogen moieities namely ammonia, methylamine, dimethylamine,
trimethylamine, pyridine and aniline. For all these molecules exper-
imental data of PA are available. Second-order Møller-Plesset [153]
perturbation theory calculations – as implemented in the G03 program
package [183, 184] – were carried out to study proton affinity of the ni-
trogen containing moieties. The values obtained within the DFT were
compared with those calculated at a MP2 level of theory in order to
test the reliability of the PA results obtained with the BP86. The RMSD
calculated between the PA experimental values and respectively the
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quantities calculated by DFT and MP2, results in 22 and 30 kJmol−1.
It is conclusively underlined that BP86 does stand comparison also
with MP2 methods, showing to be more performing in calculating PA
values for the analyzed containing nitrogen molecules .
3.4.2 Population Partition schemes
The concept of a partial atomic charge is ambiguous because within
the framework of quantum mechanics the atomic partial charge is not
a quantum mechanical observable. Many different decompositions
have been proposed, each leading to a different definition of the atom
in the molecule. These methods can be broadly divided into two
categories:
• separation of one particle density matrix in the Hilbert space;
• separation of the electron density in real space.
There is no universally agreement upon the "best" procedure for
computing partial atomic charge. Mulliken population analysis [185],
Löwdin population analysis [186, 187], Morokuma analysis [188] and
natural bond orbital analysis [189] belong to the first class. Whereas
the second class includes Hirshfeld population analysis [190], as well
as atomic decomposition schemes based on the topology of the electron
localization function of Becke or molecular electrostatic potential [191].
The method of atoms in molecule (AIM), as proposed by Bader [192]
was originally formulated as belonging to the second class, but it can
also be formulated as a "generalized population analysis" because
the characteristics functions of the AIM regions are projectors; in this
sense it is AIM in both classes. Below the three population partition
schemes, namely Mulliken, Merz–Singh–Kolmann (MK) [193] and
CHelpG (CHarges from Electrostatic Potentials using a Grid) [194]
employed in this work are detailed.
mulliken scheme This method involves a direct partioning of the
molecular wave function into atomic contributions, following a orbital-
based scheme. It was the first scheme ever proposed and is based
on the concept that electrons can be divided up amongst the atoms
according to the degree to which different atomic AO (Atomic Orbital)
basis functions contribute to the overall wave function. Expanding the


























where r and s are index of the AO basis function φ, cjr is the coefficient




Electrons associated with only a single basis function should be
thought as belonging entirely to the atom on which that basis func-
tion resides. For electrons "shared" between basis functions, Mulliken
suggested that one might divide the former between the two atoms
on which basis functions r and s reside. This corresponds to divide
the basis functions up over k atoms to compute the atomic population















The Mulliken partial atomic charge is then defined as
qk = Zk −Nk (3.7)
where Z is the nuclear charge and Nk is computed according to Eq.
3.6.
chelpg scheme The degree to which a positive or negative test
charge is attracted to or repelled by the molecule is represented by a


















This assumes no polarization of the molecule in response to the test
charge. The Molecular Electrostatic Potential (MEP) is an observable,
although in practice it is rather difficult to design appropriate experi-
ments to measure it. The MEP is pheraps the most obvious property
to reproduce if one wants partial atomic charges that will be useful in
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modeling molecule. MEP charge fitting schemes involve determining








minimize the difference between the value calculated by Eq. 3.9 and
the correct one obtained by Eq. 3.8. Typical alghoritms select a large
number of points spaced evenly on a cubic grid surrounding the
van der Waals surface of the molecule. In the CHELPG (CHarges
from ELectrostatic Potentials using a Grid based method) scheme by
Breneman and Wiberg [194], atomic charges are fitted to reproduce
the molecular electrostatic potential (MEP) at a number of points
around the molecule. As a first step of the fitting procedure, the
MEP is calculated at a number of gridpoints spaced 3.0 pm apart and
distributed regularly in a cube. The dimensions of the cube are chosen
such that the molecule is located at the center of the cube, adding 28.0
pm headspace between the molecule and the end of the box in all three
dimensions. All points falling inside the van-der-Waals radius of the
molecule are discarded from the fitting procedure. After evaluating
the MEP at all valid grid points, atomic charges are derived that
reproduce the MEP in the most optimum way. The only additional
constraint in the fitting procedure is that the sum of all atomic charges
equals that of the overall charge of the system.
mk scheme In the MK scheme by U. C. Singh and P. A. Kollman
[193], atomic charges are fitted to reproduce the MEP at a number of
points around the molecule. As a first step of the fitting procedure,
the MEP is calculated at a number of gridpoints located on several
layers around the molecule. The layers are constructed as an overlay
of van der Waals spheres around each atom. All points located inside
the van der Waals volume are discarded. Best results are achieved by
sampling points not too close to the van der Waals surface and the
van der Waals radii are therefore modified through scaling factors.
The smallest layer is obtained by scaling all radii with a factor of 1.4.
The default MK scheme then adds three more layers constructed with
scaling factors of 1.6, 1.8, and 2.0. After evaluating the MEP at all
valid grid points located on all four layers, atomic charges are derived
that reproduce the MEP as closely as possible. The only additional
constraint in the fitting procedure is that the sum of all atomic charges
equals that of the overall charge of the system.
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R E S U LT S A N D D I S C U S S I O N
We passed upon the stair, we spoke in
was and when. Although I wasn’t
there, he said I was his friend. Which
came as a surprise, I spoke into his
eyes.
David Bowie "The man who sold the
world"
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As already recalled, Gascon et al. [26] during the study concerning
the Knoevenagel condensation, found a lower activity of aniline with
respect of the corresponding aniline–like groups of IRMOF-3. This
phenomenon should be related both to electronic and steric effects,
influencing the chemistry of the aromatic aminic moieties framed in
the IRMOF-3 structure. In order to deepen this issue and to find
local correlations between placement and reactivity of the catalytic
sites, it was preliminarily studied how the basicity of the catalytic
sites in IRMOF-3 fragment derivatives could be affected by structural
changes. IRMOF-3 presents an aromatic aminic group in the edge of
the cubic cell; obviously this group is responsible for the IRMOF-3
basic properties. In the paper of Gascon et al. the aniline and IRMOF-
3 performances were compared in the Knoevenagel condensation.
The most relevant finding of this investigation concerns the reported
activity trend of the two catalysts, in fact, it was established that
IRMOF-3 is more active as catalyst in Knoevenagel condensation with
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Figure 16.: Knoevenagel condensation of benzaldehyde and ethyl cyanoac-
etate; comparison between the IRMOF-3 and the aniline perfor-
mances as catalysts [26].
respect of aniline, as reported in Figure 16. To deeply understand
this issue also other basic molecules containing the aminic group and
different model sizes of the IRMOF-3 were considered in order to
elucidate:
• changes in reactivity of the aminic group caused by local changes
of the chemical environment;
• confinement effects.
The former aspect deals with the variations of the aminic group chem-
istry in correspondence with local structural changes, whereas the
latter considers the effect of an increase of the model on the calculated
properties. In principle, a larger model is more realistic and moreover
it is well known that i) important kinetics and energetics influences
could arise in confined environments and ii) long range correlation
effects could be relevant. Nevertheless, it is important to put on evi-
dence that the general aim of a model is to be representative of the
investigated system and at the same time not expensive in terms of
computational cost.
4.1 basic properties of irmof-3
The first attempt to explain the behaviour of IRMOF-3 in the Knoeve-
nagel condensation, as suggested by Gascon et al. was addressed to
relate basicity with the activity. In order to check this inference basic
properties of IRMOF-3 and aniline were investigated theoretically,
employing:
• thermodynamic descriptors as PA and IB;
• comparative analysis on selected structural parameters.
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4.1.1 Effects of the local environment variations on the catalyst
Aniline, dimethyl 2-amino-terephthalate (DM2AT) and f -2A-1,4-BDC,
which will be collectively indicated as R-NH2, were chosen to model
the effect of an increasing local complexity, surrounding basic sites
of interest for the IRMOF-3 systems. DM2AT and f -2A-1,4-BDC are,
in fact, singly obtained substituting in the aniline molecule two hy-
drogen atoms in position 2 and 5 of the aromatic ring, with two
methyl carboxylate or two SBUs with formula Zn4O(CO2)6 saturated
with hydrogen atoms as shown in Figure 17. The comparison of
these three moieties was devised as a regular increase of complex-
ity surrounding the aminic group aimed at understanding, which
structural features are directly connected with the basicity. In Ta-
(a) Aniline (b) DM2AT (c) f -2A-1,4-BDC
Figure 17.: Optimized aniline 17a, DM2AT 17b and f -2A-1,4-BDC 17c.
Table 2.: Ammonia, Aniline, DM2AT, f -2A-1,4-BDC and DMAN calculated
PA and IB values.
R-NH2 model species IB / kJmol−1 PA / kJmol−1
Aniline 869.8 897.6
DM2AT 873.8 908.2




ble 2 PA and IB for the investigated compounds are reported; ba-
sicity according to the employed descriptors increases going from
aniline to f -2A-1,4-BDC fragment. This order is indicative of a pro-
nounced basicity of the investigated catalyst but it does not explain
why IRMOF-3 is more basic then aniline and DM2AT. Two reference
basic compounds are also reported in Table 2 namely ammonia and
1,8-bis(dimethylamino)naphthalene (DMAN). The comparison with
these reference molecules is aimed at building up both a PA and IB
scale within the level of theory selected to perform such calculations.
It is interesting to recall that DMAN is one of those compounds named
"proton sponges" [195, 196], therefore it can be considered as an upper
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limit for the calculated properties. In order to elucidate the trend
reported above two explanations have been considered: i) variation of
electronic density on the nitrogen atom due to the substituting effects
on the aromatic ring or ii) structural effects that stabilize the resulting
conjugate acid. The strategy adopted in order to understand the origin
of the basicity trend reported above was based on i) the population
analysis providing a means of estimating partial atomic charges from
calculations and on the ii) analysis of the structural features of the
investigated basic compound and their conjugate acids. Population
analysis was performed employing the partition schemes reported
in section 3.4.2. Table 3 shows the partial atomic charge of nitrogen
Table 3.: Partial atomic charge for the nitrogen atom calculated with different
partition schemes.
R-NH2 model species MPA / a.u. CHelpG / a.u. MK / a.u.
Aniline -0.7 -0.7 -0.7
DM2AT -0.8 -0.8 -0.8
f -2A-1,4-BDC -0.8 -0.8 -0.8
atom framed in the three different catalysts. Despite the employed
partition schemes no difference arises between the considered species.
This implies that the reported augmented basicity for the IRMOF-3
is not due to an electronic effect on the nitrogen atom of the aminic
group. As it is well established, the reason of an increased basicity
could also lie in the stabilization of the conjugated acid. Therefore
relevant structural features of the catalyst and its conjugate acid were
analyzed.
Table 4.: Significant calculated structural parameters of unprotonated and
protonated aniline, DM2AT and f -2A-1,4-BDC. Numbering in the
Table 4 is coherent with that reported in Figure 18. Vertibars separate
structural parameters concerning unprotonated and protonated
systems (unprotonated | protonated).
distance / pm Aniline DM2AT f -2A-1,4-BDC
C2–C3 141 | 140 143 | 141 144 | 142
C3–N 140 | 150 138 | 150 137 | 149
N–H1 102 | 103 103 | 107 103 | 111
N–H2 102 | 103 102 | 103 102 | 103
H1· · ·O2 — | — 194 | 164 191 | 147
angle / ◦ Aniline DM2AT f -2A-1,4-BDC
O2–C1–C2 — | — 113.8 | 112.8 118.6 | 116.9
C2–C3–N–H1 -26.2 | -1.7 14.5 | 0.0 -10.2 | -0.9
Table 4 shows that the homonym structural parameters of the three
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Figure 18.: Numbering employed in the structural features analysis.
considered species are substantially not different, the only differences
being related to distances and angles concerning one hydrogen atom
of the amino group of the protonated systems when interested in
hydrogen–bonds, namely occurring in the DM2AT and f -2A-1,4-BDC
species. In these, N–H1 and H1· · ·O2 distances are increased and
decreased, respectively while the C2–C3–N–H1 dihedral angle is ap-
proaching to zero. The formation of a 6–members ring occurs along
with the structural changes above. Therefore, the increased basic-
ity going from aniline through DM2AT to f -2A-1,4-BDC could be
attributable to the formation of protonated forms, involving hydrogen-
bonds and 6–terms quasi–planar rings (see Figure 19). The studies
(a) (b) (c)
Figure 19.: Optimized protonated aniline 19a, DM2AT 19b and f -2A-1,4-BDC
19c. The evidenced part highlights the 6–terms quasi–planar ring
responsible of the increased basicity of IRMOF-3.
reported in the literature by Kim et al. [197] concerning the structure
and the properties of IRMOF systems were focused on the attribution
of the basic enhanced properties of the IRMOF-3 to the hydrogen bond
formed in the unprotonated species, nevertheless it is clear on the
ground of the results previously reported that this establishment is
not in agreement with our findings; however, in the following will be
shown that the orientation of the hydrogen H1 due to the presence
of the O2 atom also in the unprotonated species has some energetics
implications in the catalytic cycle. To account possible confinement
and long range order effects on the calculated properties, QM/QM
calculations were carried out at the level of theory described in section
3.1. Thermodynamic descriptors were calculated also for the model
IRMOF-3c shown in Figure 11b. Calculated values for PA and IB were
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respectively, 927.3 kJ mol−1 and 897.9 kJ mol−1 whereas the structural
parameters for the protonated species indicative of the presence of
a 6–terms quasi–planar ring, namely H1· · ·O2 distance and C2–C3–
N–H1 were found to be respectively 148 pm and -1.2 ◦. Based on
these results it is possible to state that at this stage of the investigation
no further information were added by using a larger model and a
QM/QM approach. This may imply that for the studied quantities
confinement effects are not relevant. It is interesting to notice that,
as already recalled in section 2.4, for MOFs the equivalence between
smaller model containing all the chemical and geometrical features
of the lattice and the periodic solid has been already proposed in the
literature [140].
4.2 building up a reaction mechanism
The evaluation of the basic properties of IRMOF-3 was devised as a
preliminary investigation for the reaction mechanism of the Knoeve-
nagel condensation catalyzed by IRMOF-3. Different pathways were
taken into account and considering the computational cost of a full
transition state characterization, some routes were discarded on the
ground of their energetics. Therefore, it is interesting to report the
logical process that it was used in order to build up the catalytic cycle.
The two sections here below concern the approach that was followed
in the rationalization of the catalytic cycle.
4.2.1 Framing the chemical context: two key issues
In order to figure out the overall chemical context of these study two
key points have to be put on evidence. One concerns the different
pathways of the Knoevenagel condensation mechanism depending
on the employed base, while the second deals with the tautomeric
equilibrium of the species containing α acidic hydrogen.
i issue Knoevenagel condensation is a reaction between one alde-
hyde and an α acidic hydrogen containing compound where α, β
conjugated enone is produced. This condensation reaction is widely
used in organic synthesis to produce important intermediates and
end–products, and it can be catalyzed by a wide variety of bases from
weak to strong basicities and has proven to be a very adequate test
reaction for base catalyst [198, 199]. As it is well known two main
mechanism exist for the Knoevenagel condensation, i) strong base and
the ii) weak base catalyzed mechanism as reported respectively in
Figure 20 and 21. The former includes:




2. nucleophilic addition of the carbanion to the carbonyl group;
















































Figure 20.: Strong base catalyzed Knoevenagel condensation reaction steps.
R is a generic electron–attractor group.
while the latter, usually carried out by aminic based catalysts is char-
acterized by:
1. nucleophilic addition of the catalyst to the carbonyl group;
2. elimination of a water molecule and formation of an iminic
derivative intermediate;
3. reaction of the iminic derivative with the α acidic hydrogen
containing compound and formation of the product.
This two general mechanisms were evaluated for all the catalysts in-
vestigated in this study namely aniline, DM2AT and f -2A-1,4-BDC.
Energetics implications originated by the comparisons of these two
possible pathways were highlighted and employed in the selection of
the more plausible reaction mechanism for the Knoevenagel conden-
sation catalyzed by the above cited catalysts.
ii issue The second key issue concerns the tautomers of the α
acidic hydrogen containing compound. It is well known that the
tautomeric equilibrium for this species is a relevant feature of their
chemistry. In fact, in order to understand the intrinsic chemical re-
activity of this species, the three tautomers were considered namely
the ketonic, cis–enolic and trans–enolic form as shown in Figure 22.
Ketonic form is, in general, more stable than its enolic tautomer but
for active methylene compounds the enol tautomer could be the more
stable species; besides this, it has to be considered that it is not straight-
forward to a priori discard the less stable tautomers because it is in
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Figure 21.: Weak base catalyzed Knoevenagel condensation reaction steps. R










Figure 22.: Tautomeric equilibrium for the species containing α acid hydro-
gen.
principle possible that these species are more reactive. Moreover, con-
sidering that all these tautomers are in equilibrium it is not unlikely
that the less stable species, present in a very small amount, reacts and
then the tautomeric equilibrium is shifted toward the re–establishment
of the less stable species; in this way the more stable species are always
largely present while the active species are those present in smaller
amounts.
4.2.2 Is IRMOF-3 a weak or a strong base ?
The investigation dealing with the energetics of the IRMOF-3 catalyzed
Knoevenagel reaction was preliminary to the full characterization of
the transition states of the cycle and was aimed at studying i) the
classification of the IRMOF-3 as strong or weak base ii) the number
and type of intermediates involved in the cycle, iii) the identification of
the intermediate responsible of the deprotonation of the α hydrogen
containing compound. All the intermediates were fully relaxed and
characterized by a further frequency calculation within the harmonic
approximation, moreover the basic properties characterization for all
the nitrogen–containing intermediates was performed. The calculated
properties are referred to the condensation reaction of benzaldehyde











Figure 23.: Knoevenagel condensation between benzaldehyde and ethyl
cyanoacetate.
the three considered aminic catalysts were behaving as strong or weak
bases the energetics for the reactions [2] and [3] were calculated.
R-NH2 +C6H5COH→ R-NH-CH(OH)-C6H5 [2]
R-NH2 +CN-CH2COOCH2CH3 → R-NH3+ +CN-CHCOOCH2CH3− [3]
The first reaction is a nucleophilic addition between the aminic group
of the catalyst and the carbonylic group of the benzaldehyde molecule
and is the starting point for the weak base catalyzed reaction mech-
anism; whereas, the second is the acid–base reaction between the
aminic group of the catalysts and the acidic hydrogen of the ethyl
cyanoacetate. As reported below, this is considered the first reaction
of a strong base catalyzed Knoevenagel condensation. The energetics
analysis of these two reactions permits the classification of the con-
sidered catalysts as a strong or a weak base. Table 5 reports the ∆E
Table 5.: ∆E values for the three investigated catalysts. The evaluated reac-
tions are [2] and [3]. The energetics for the reaction [3] concerns all
the three possible tautomers namely ketonic, cis–enolic and trans–
enolic for the ethyl cyanoacetate designated respectively by the
subscripts k, ce, and te.
∆E/ kJmol−1 Aniline DM2AT f -2A-1,4-BDC
∆E[2] 4.3 7.9 19.6
∆Ek[3] 549.3 539.4 496.3
∆Ece[3] 482.4 472.5 439.9
∆Ete[3] 465.8 455.9 423.3
values for the two compared reactions, all the tautomers of the ethyl
cyanoacetate were considered; as it is possible to notice the reaction
involving two charged species requires a larger amount of energy
than the reaction involving the formation of a tetrahedral addition
intermediate. This finding concerns all the three analyzed catalysts.
Two different energetics trends arose; in the case of the reaction [2]
the energetics order is aniline<DM2AT<f -2A-1,4-BDC whereas in the
case of the reaction [3] the energetics trend agree with the basicity
trend reported in section 4.1.1. Even if at this stage of the discussion
transition states are not taken into account, the difference in energy
between the two compared pathways are large enough to point out
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that all the three considered catalysts behave as weak bases in the
Knoevenagel condensation. This hypothesis is supported by the exper-
imental identification of imine species in Knoevenagel condensation,
catalyzed by IRMOF-3 [26]. Concerning this, the experimental C=N
IR band, isolated at 1645 cm−1 and characterizing the imine moiety,
is correctly reproduced by the frequency calculations performed, by
standard corrections, [163] on the f -2A-1,4-BDC imine derivative. The
following step in the rationalization of the analyzed catalytic process
was to figure out into a weak base catalyzed mechanism which species
is the more basic. Three nitrogen–containing species are present in
the catalytic mechanism, therefore, there are three molecules that can
be responsible of the deprotonation of the ethyl cyanoacetate, namely
the catalyst itself, the amino–alcoholic and the iminic intermediates
formed respectively in the reaction [2] and [4]. Thermodynamic de-
scriptors (PA and IB) and population analysis for these two species
were calculated in order to build up a basicity scale between all the
intermediates of the catalytic cycle.
R-NH-C(OH)H-C6H5 → R-N=CH-C6H5 +H2O [4]
In all the considered cases, reported in Table 6, the derivatives of
Table 6.: IB and PA calculated values of aniline, DM2AT and f -2A-1,4-BDC
derivatives, formed in reactions [2] and [4].
R-NH2 + C6H5CHO→ amino-alcohol [2]
amino-alcoholic derivative IB / kJmol−1 PA / kJmol−1
Aniline 925.3 955.6
DM2AT 926.2 956.4
f -2A-1,4-BDC 978.1 987.2
amino-alcohol→ imine + water [4]
iminic derivative IB / kJmol−1 PA / kJmol−1
Aniline 954.8 982.6
DM2AT 970.1 1000.8
f -2A-1,4-BDC 1015.9 1030.1
f -2A-1,4-BDC are more basic than those of aniline and DM2AT and the
trend is always the same. Among the considered nitrogen–containing
species involved in the cycle, for all the three analyzed catalysts, the
iminic derivatives are the more basic. These findings suggest that
the eventual deprotonation step of the ethyl cyanoacetate will be
carried out by the iminic derivative and corroborate the hypothesis
of a weak based catalyzed reaction route for the three investigated
catalysts. In order to understand the reason of the increased basicity
also in this case, as in the section 4.1.1,below the structural features
of the iminic derivatives were considered. The values reported in
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Table 7.: Significant calculated structural parameters of aniline, DM2AT and
f -2A-1,4-BDC protonated imine derivative. Numbering is coherent
with that reported in Figure 18.
imine derivatives
distance / pm Aniline DM2AT f -2A-1,4-BDC
C3–N 142 142 142
N–H1 103 104 106
N–C4 132 132 132
H· · ·O2 — 176 164
imine derivatives
angle/ ◦ Aniline DM2AT f -2A-1,4-BDC
C2–C3–N–H1 -15.0 -8.6 -2.6
Table 7 clearly show the shortening of the hydrogen bonds and the
flattening of the dihedral angles, involved in the 6–terms quasi–planar
rings formation, when both basicity–strength and local molecular
complexity increase. Hydrogen atoms individuating the reported di-
hedral angles are topologically equivalent. Their spatial properties are
modified by hydrogen–bond interactions, occurring only in DM2AT
and f -2A-1,4-BDC protonated imine derivatives, and in this change
could lie the reason for the increased basicity. Nitrogen charges were
also analyzed for the iminic protonated derivativess, following the
partitioning–charge schemes previously presented. Charges resulted
almost constant (-0.5 a.u.), irrespective of the employed method; hence
the imine derivative basicity cannot be related to charge density varia-
tions, occurring on the imine nitrogen centres. Conversely, as already
observed in analyzing the considered catalysts, a stabilization occurs
for the DM2AT and f -2A-1,4-BDC protonated imine derivatives due to
the formation of 6–terms quasi– planar rings, which involve hydrogen
interactions of the protonated nitrogen centres with the oxygen of the
carboxylic groups. As in the case of the catalysts, the formation of
6–terms rings seems to drive the relative basicity–strength.
4.3 description and energetics of the cycle
In order to summarize in a more compact view all the inferences and
the findings exposed above, a full description of the step involved
in the catalytic cycle is reported below. Energetics consideration
and structural features characterizing the intermediates of the three
catalysts will be also shown. In the following Cb and Ob will be repre-
sentative of the carbonylic carbon and oxygen atoms of benzaldehyde
whereas Cc and Hc will be respectively the carbon atom in–between
the cyano group and the esteric group and the acidic hydrogen of the
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ethyl cyanoacetate. The atom numbering employed in the following is
coherent with that of Figure 18.
i step This step involves the nucleophilic addition of the catalyst
aminic group to the carbonyl moiety of the benzaldehyde. Amino–
alcohols are the resulting intermediates. These derivatives are product
of two molecular processes: i) formation of a carbon nitrogen bond (Cb–
N) and ii) transfer of an aminic hydrogen to the carbonyl oxygen of the
benzaldehyde (Ob–H2). The three amino–alcoholic species are shown
with their energetics in Figure 24 and are the products of the reaction
[2]. The calculated energetics trend is aniline<DM2AT<f -2A-1,4-BDC.
The reported energy values for the three catalysts show an increase
according to the local complexity surrounding the aminic group. This,
may suggest that there are steric hindrance effects that favor the
analyzed reaction in the case of the aniline. Nevertheless, it is easy to
notice that the difference in energy are very close for all the considered






Figure 24.: Energetics for the I step [2] of the catalytic cycle. The intermedi-
ates for all the studied catalysts and their relative energy referred
to reactants are reported. In blue, red and green are respectively
detailed the energetics trend of the cycle catalyzed by aniline,
DM2AT and f -2A-1,4-BDC.
energetics, is that in this step the stereospecificity of the reaction is
not relevant. Calculations on the aniline amino–alcoholic derivatives
(R) and (S) proved that both configurations have the same energy,
therefore both the enantiomers were probable as products of the I step.
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Thus, it has been assumed that the addition reaction of the I step was
producing for the three investigated catalysts the same enantiomer.
Another point considered at this stage of the study, concerns the
break of the N–H1 bond of the catalyst during the formation of the
amino–alcoholic intermediate. It was previously established that the
basicity is linked to the stabilization of the conjugated acids of the
catalysts, nevertheless, the N–H1 bond in the unprotonated species
f -2A-1,4-BDC, should be more difficult to break than the N–H2; this,
because of the partial interaction of the H1 with the oxygen of the
inorganic vertex. In fact, calculations demonstrate that the amino–
alcohol formed saving the H1· · ·O2 interaction is 39.3 kJ mol −1 more
stable than the other.
ii step In the second step of the catalytic cycle the amino–alcoholic
derivative looses a molecule of water giving as product an iminic
intermediate. In this step, H1 interacts with the alcoholic moiety of
the amino–alcoholic derivative and the bond between the alcoholic
group and Cb is broken forming a double bond Cb=N. All the iminic







Figure 25.: Energetics for the II step [4] of the catalytic cycle. The inter-
mediates for all the studied catalysts and their relative energy
referred to reactants are reported. In blue, red and green are
respectively shown the energetics trend of the cycle catalyzed by
aniline, DM2AT and f -2A-1,4-BDC.
ics trend for the II step of the catalytic cycle, as shown in Figure 25, is
aniline<DM2AT<f -2A-1,4-BDC. This trend is probably influenced by
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the presence of the H1· · ·O2 partial interaction in the amino–alcoholic
intermediate. This influence is highlighted by the amount of energy
required in order to form the iminic intermediates in the investigated
cases; in fact, going from aniline to f -2A-1,4-BDC there is an increase
in energy attributable to the break of this partial interaction present in
the amino–alcoholic intermediates. Interestingly, the trend reported
is opposite with respect of the amino–alcoholic derivatives basicity
trend shown in Table 6. This finding agrees with the statement that
H1· · ·O2 interaction influences the amount of energy required for the
formation of the iminic derivatives.
iii step In this step of the catalytic cycle the iminic derivative
reacts with the ethyl cyanoacetate. Two different pathways were
analyzed for this step, the i) acid–base reaction between the iminic
derivative and the ethyl cyanoacetate as shown in the reaction [5] and
the ii) addition to the double Cb=N bond of the Cc–Hc bond of the
ethyl cyanoacetate as reported in reaction [6]. The former pathway
involves a deprotonation step whereas, the latter avoids the formation






Table 8 shows the calculated difference in energy for the two pathways.
It is possible to notice that the formation of two charged species is
strongly unliked in all the considered cases, therefore it has been
assumed that the cycle proceeds trough reaction [6]. The molecular
Table 8.: Energy differences for the three considered catalysts referred to
reactants. The presence of different possible tautomers for ethyl
cyanoacetate is here explicitly taken into account.
∆Ek kJ mol−1[5] ∆Ece kJ mol−1 [5] ∆Ete kJ mol−1 [5]
Aniline 483.2 416.2 399.7
DM2AT 475.2 408.3 391.7
f -2A-1,4-BDC 483.7 416.8 400.2
∆Ec kJ mol−1[6] ∆Ece kJ mol−1 [6] ∆Ete kJ mol−1 [6]
Aniline 3.1 -64.8 -80.4
DM2AT 16.9 -50.1 -66.7
f -2A-1,4-BDC 43.3 -23.6 -40.2
process involves the hydrogen of the ethyl cyanoacetate, Hc, that
interacts with the iminic nitrogen while the carbon Cc reacts with the
iminic carbon. As in the I step, the addition may produce different
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stereoisomers; it was established that this does not influence the
energetics of the process. A degree of complexity is added to this
analysis if all the possible ethyl cyanoacetate tautomers are considered.
The two pathways reported above were checked for all the tautomers
of ethyl cyanoacetate namely ketonic, cis–enolic and trans–enolic. The
trend reported in the Table 8 reflects the stability order of the three
tautomers; the less stable trans–enolic tautomer is also the species
that gives origin to the most favorable pathway. However, these
information should be intended as illustrative because considering
that the energetics trends are not very different in the case of the three
considered tautomers, the definitive evidence of a favorable pathway
will arise only with the calculation of the transition states. Therefore,
at this stage of the discussion, the tautomeric equilibrium will be
taken into account implicitly and therefore the energetics order will
be referred to the ketonic species for all the three studied catalysts. In
the Figure 26 the energetics order referred to reactants for the III step







Figure 26.: Energetics for the III step [6] of the catalytic cycle. The intermedi-
ates for all the studied catalysts and their relative energy referred
to reactants are reported. In blue, red and green are respectively
reported the energetics trend of the cycle catalyzed by aniline,
DM2AT and f -2A-1,4-BDC.
pathway followed by DM2AT and f -2A-1,4-BDC. However, if the single
III step is considered (without the amount of energy deriving from the
previous steps), and the ∆E between the intermediate of the II step
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and that of the III step, is calculated the trends reported agree perfectly
with the basicity order reported above for the iminic derivatives.
iv step The IV step was identified as that forming the product
and re–establishing the catalyst as reported in the reaction [7]. The
intermediate formed in the III step protonates the nitrogen atom of the
catalyst, the Cb–N bond of the catalyst is broken and a carbon–carbon
double bond is formed. The product, as experimentally reported for
the Knoevenagel condensation of benzaldheyde and ethyl cyanoac-
etate, is the (E)-α-cyanocinnamate. The calculated ∆E referred to




The confinement effects were evaluated for energetics of the Kno-
evenagel condensation IRMOF-3 catalyzed. The calculations were
performed within the QM/QM approach empolying the ONIOM ex-
trapolation scheme as described in section 3.1; the model used for this
issue was that reported in Figure 11b. In Figure 27 the trends for the
models IRMOF-3c and f -2A-1,4-BDC are reported; it is evident that

















Figure 27.: Energetics trends for the Knoevenagel condensation involving
IRMOF-3c and f -2A-1,4-BDC catalysts. In green and pink are
respectively reported the trends of the cycle catalyzed by the
f -2A-1,4-BDC and the IRMOF-3c models of the catalyst.
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4.5 kinetic aspects of the cycle
In the previous sections energetic and structural aspects involved in the
title study have been reported. However, the most important step of a
kinetic study is obviously the search of the transition states involved
in the catalytic cycle and its characterization. All the transition state
calculations reported in this thesis are performed at the same level
of theory of the intermediates. Transition states structures can be
determined by searching for first–order saddle points on the potential
energy surface (PES). Such a saddle point is a point where there
is a minimum in all dimensions except one. Almost all quantum–
chemical methods (DFT, MP2 etc.) can be used to find transition states.
However, locating them is often difficult and there is no method
guaranteed to find the right transition state. The transition state
search is fundamental because it gives access to the calculation of the
activation energy that is the main descriptor of the activity trends
in catalysis. Therefore, in this section activity order will be shown
and the considerations about the relationship between activity and
basicity presented previously will become more founded. Moreover,
the involvement of the inorganic vertex in IRMOF-3 catalysis will be
introduced.
4.5.1 Description of the transition states
Here below, the main results of the transition states search are pre-
sented. The matter of discussion in the paragraphs below is focused
on the relationship between structural descriptors and activity trends.
Numbering, where used, is coherent with that reported in Figure 18
and the identificative letters of the atoms are the same reported in the
section 4.3.
i step The transition states here reported concern the reaction [2],
the involved intermediates and their energetics are shown in Figure
24. TS of the three investigated species, in this step, are very similar
despite of the starting structural differences of the catalysts as shown
in Figure 28. Table 9 shows calculated activation energies (Ea). From
these, it is possible to notice that the Ea value increases with the local
complexity surrounding the aminic group. Considering the basicity
Table 9.: Activation energies for the I step of the catalytic cycle referred to
reactants.
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(a) I TS Aniline (b) I TS DM2AT
(c) I TS f -2A-1,4-BDC
Figure 28.: Transition states for the I step of the three investigated catalytic
cycle. For clarity only the atoms involved in the molecular process
are coloured.
trend found for the analyzed catalysts (see Table 2), it is evident
that there is no correlation between activation energy trends and
basicity. No immediate explanation for this trend was found because
in principle the nucleophilicity of the aminic group should increase as
the basicity. Nevertheless, a possible influence of the steric hindrance
effects, as suggested in the section 4.3, still remains founded.
Table 10.: Significant calculated structural parameters in transition states and
intermediates of the I step of the cycle catalyzed by aniline, DM2AT
and f -2A-1,4-BDC. Vertibars separated calculated values respec-
tively for the transition states and the intermediates formed in the
considered catalytic step, namely the amino–alcoholic derivatives.
distance / pm Aniline DM2AT f -2A-1,4-BDC
Cb–N 179 | 147 203 | 147 218 | 144
Ob–H1 130 | 97 116 | 97 108 | 97
In Table 10 structural features of the three considered catalyst mod-
els are reported. The two employed distances were considered reliable
geometric descriptors for the formation of the analyzed transition
states. The hypothesis that the explanation for the activation energies
trend lies in the effects due to the growing sterical hindrance going
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from aniline to f -2A-1,4-BDC through DM2AT is very probable. In fact,
as it is possible to notice from Table 10 the Cb–N distance is larger for
the transition state of f -2A-1,4-BDC followed by that of DM2AT and of
aniline; therefore a correlation between the growing activation energy
for this step and the difficulty of the benzaldehyde to approach the
aminic group seems to be reliable. The shorter distance Ob–H1 for the
f -2A-1,4-BDC transition state is in line with an endothermic reaction,
where according to the Hammond postulate, a small reorganization
of the molecular structures exists between the transition state and the
following intermediate.
ii step The transition states here reported refer to the reaction [4],
the involved intermediates and their energetics are shown in Figure
25. The calculated TS structures of the II step for the three considered
catalysts are reported in Figure 29 whereas, the activation energies
for this step are shown in Table 11. The trend for the II step of the
(a) II TS Aniline (b) II TS DM2AT
(c) II TS f -2A-1,4-BDC
Figure 29.: Transition states for the II step of the three investigated catalytic
cycle. For clarity only the atoms involved in the molecular process
are coloured.
catalytic cycle is aniline<DM2AT<f -2A-1,4-BDC. The explanation for
such a trend can be found analyzing the structural features reported
in Table 12.
In order to understand the activity trends some considerations
about the variation of the structural features during the formation of
the transition state have to be done. Obviously, the distance Cb–Ob
increases for all the considered transition states because it is linkede to
the removal of the water molecule, as well as the distance N–H1 that
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Table 11.: Activation energies for the II step of the catalytic cycle referred to
reactants.




Table 12.: Significant calculated structural parameters in II step TS of the
cycle catalyzed by aniline, DM2AT and f -2A-1,4-BDC. Vertibars
separate structural features of the intermediate preceding the TS
and those of the analyzed transition state.
distance / pm Aniline DM2AT f -2A-1,4-BDC
Cb–Ob 142 | 188 142 | 178 144 | 179
N–H1 102 | 129 103 | 136 102 | 135
angle / ◦ Aniline DM2AT f -2A-1,4-BDC
C2-C3-N-H1 -24.6 | -50.8 -11.9 | -50.9 -4.6 | -51.7
represents the progressive weakening of the bond between the aminic
nitrogen and its hydrogen, H1. Nevertheless, the key point of this step
is the change in the dihedral angle C2-C3-N-H1; in fact as it is possible
to notice all the values of this parameters for the three catalysts, in the
II transition states, approach to u 50 ◦. In the intermediates preceding
the transition states, these values are very different for each catalysts
because in the case of the DM2AT and of the f -2A-1,4-BDC the aminic
hydrogen, H1, is oriented by the H1· · ·O2 partial interaction. This
finding permits to infer that, as suggested in section 4.3, the increase
of activation energy in this step may be related to the interaction
H1· · ·O2 present in DM2AT and f -2A-1,4-BDC and not in aniline.
iii step The transition states here reported concern the reaction [5],
the involved intermediates and their energetic are shown in Figure
26. As already recalled, the III step of the catalytic cycle involves the
iminic derivative and the ethyl cyanoacetate; in section 4.2.1 it was put
on evidence that the ethyl cyanoacetate could be present in the ketonic,
cis–enolic and trans–enolic form. This equilibrium is influenced by the
presence of the solvent and at this stage of the study solvents effects
were not taken into account. Anyway, all the three tautomers were
considered in order to understand their intrinsic reactivity towards
the iminic derivatives; calculations suggest that the ketonic form is
the more stable among the possible tautomers, nevertheless, in all the
three considered cases no transition states were found for the ketonic
or the cis–enolic tautomer; in fact, all the transitions states reported
are those where the addition of the trans–enol to the imine takes place.
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Table 13.: Activation energies for the III step of the catalytic cycle referred to
reactants.




The absence of a cis–enolic transition state may be explained with
steric hindrance arguments, but the absence of a ketonic transition
state may be related to the fact that solvent is neglected, indeed,
further investigations on this aspect are necessaries. The calculated
activation energies shown in Table 13 are referred to the ketonic form,
reacting with the iminic derivative, therefore, these values implicitly
take into account the difference in energy between the ketonic and the
trans–enolic tautomer. Additional investigations will be carried out on
this aspect of the catalytic cycle. However, at this stage of the study
the equilibrium between the tautomers is still taken into account in
an implicit fashion. The activation energy order is f -2A-1,4-BDC<
aniline<DM2AT; in order to explain this trend it is illustrative to
analyze the structural features reported in Table 14 and the geometries
in Figure 30. First of all, the distance Cb–Cc is very large in the case of
the f -2A-1,4-BDC with respect of the values reported for aniline and
DM2AT that are almost the same, conversely the distance N–Hc is
shorter in the case of the f -2A-1,4-BDC and larger in the case of aniline
and DM2AT. In all the considered cases the transition state is stabilized
Table 14.: Significant calculated structural parameters in transition states, for
the III step of the cycle catalyzed by aniline, DM2AT and f -2A-1,4-
BDC.
distance / pm Aniline DM2AT f -2A-1,4-BDC
Cb–Cc 158 158 290
Hc–N 152 155 128
by a 6–terms ring and in the case of the f -2A-1,4-BDC an important
finding arises: the transition state presents an interaction between
the enolic oxygen and a Zn atom of the vertex (Zn–O distance 227
pm). It has to be stressed that different geometries were tested for this
transition state and all of them gave as result the reported structure
presenting a Zn–O interaction. This finding is very important because
the Zn–O bond is in large amount responsible of the lower activation
energy for the III step of the f -2A-1,4-BDC catalyzed cycle. Moreover,
it is interesting to put on evidence that the activation energy trends
for this step are almost in agreement with the basicity trends reported
in the section 4.2.2 for the iminic derivatives.
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(a) III TS aniline (b) III TS DM2AT
(c) III TS f -2A-1,4-BDC
Figure 30.: Transition states for the III step of the three investigated catalytic
cycle. For clarity only the atoms involved in the molecular process
are coloured.
Table 15.: Activation energies for the IV step of the catalytic cycle referred to
reactants.




iv step The transition states here discussed concern the reaction
[7]. The activation energy trends for the IV step are reported in the
Table 15 and as it is possible to notice the order is aniline<DM2AT<f -
2A-1,4-BDC. In the paper [200] it was reported for the IV step of
the Knoevenagel condensation an activation energy of 204.7 kJ/mol,
and as established this activation energy refers to the transition state
without a Zn–O interaction. Recently a transition state with a Zn–O
interaction was found, this is more stable and the calculated differ-
ence in energy between this two structures is 23.4 kJ mol−1. This,
demonstrates that the Zn–O interaction stabilizes the transition states
and could be connected with the difference in activity between the
catalysts. However, it is important to stress that this finding does not
change the overall inferences exposed in the paper. In fact, still, no
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direct connection between the increased basicity and the increased
activity of IRMOF-3 has been found. The structure of the transition
states of the three analyzed catalysts are reported in Figure 31. As
(a) IV TS aniline (b) IV TS DM2AT
(c) IV TS f -2A-1,4-BDC
Figure 31.: Transition states for the IV step of the three investigated catalytic
cycle. For clarity only the atoms involved in the molecular process
are coloured.
Table 16.: Significant calculated structural parameters in transition states, for
the IV step of the cycle catalyzed by aniline, DM2AT and f -2A-1,4-
BDC. Vertibars separate structural features respectively of the IV
transition states and of the intermediates preceding the TS.
distance / pm Aniline DM2AT f -2A-1,4-BDC
Cb–N 153 | 145 153 | 144 151 | 145
N–Hc 128 | 208 125 | 253 129 | 268
in the case of the III transition state, aniline and DM2AT present very
similar structural features as reported in Table 16, whereas the IV
f -2A-1,4-BDC transition state presents a Zn–O interaction (distance
Zn–O 222 pm) and therefore different structural descriptors. Accord-
ing to the Table 16 it seems that beyond the presence of the Zn–O
interaction, one other cause is responsible of the energetic trend. In
fact, if we analyze the change in the N–Hc distance it appears clear
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that the activation energy increases in agreement with the increase of
the distance N–Hc in the preceding intermediate.
4.6 deactivation route of the catalytic cycle
Considering that no direct explanations have been found for the
IRMOF-3 enhanced catalytic activity, the deactivation route for this
catalytic cycle has been also considered. It has been taken into account
the possibility that i) the carbonyl group of ethyl cyanoacetate reacts
with the aminic group producing an amino–alcoholic intermediate and
then ii) the resulting amino-alcoholic intermediate looses an ethanol
molecule, producing an amide as shown in Figure 32. Full characteri-
zation of the intermediates and of the transition states for the three
catalysts was carried out. This analysis was aimed at understanding
if the difference in activity of these catalysts could be related to a
deactivation route. It has to be put on evidence that experimentally





















Figure 32.: Reactions involved in the deactivation route of the catalysts.
The results presented here are well in agreement with this finding,
in fact, as shown in the Figure 33 and in Table 17 none of these
catalysts present a lower activation energy with respect of their I
















Figure 33.: Trend for deactivation route of aniline DM2AT and f -2A-1,4-BDC
as catalysts in the Knoevenagel condensation. In blue, red and




affected by deactivation and therefore their experimental differences
in activity can not be related to a diverse behaviour with respect
of the deactivation. The trends reported here are quite similar to
Table 17.: Activation energies for the I and II step of the deactivation route of
the catalytic cycle referred to reactants. Vertibars in the upper part
of the Table separate respectively the activation energy values for
the I step of the catalytic cycle and for the I step of the deactivation
route.
R-NH2 model species Ea kJ mol−1
Aniline 146.5 | 121.5
DM2AT 162.0 | 140.1
f -2A-1,4-BDC 179.0 | 158.1




those reported for the cycle where aniline presents almost the lower
activation energy followed by DM2AT and f -2A-1,4-BDC.
4.7 summary of the catalytic cycle and confinement ef-
fects
In order to analyze the confinement effects on the activation energies,
the transition state search was performed with a QM/QM approach
using the protocol reported in section 3.1 and the model IRMOF-3c.
In the Figure 34 the activation energy trends are reported for all the
species that were analyzed. As in the previous reported analysis, no
particular confinement effects arise and the overall inferences for the
considered catalysts remain unchanged. The IV step in dotted line is
relative to the transitions state for the f -2A-1,4-BDC model without the
Zn–O interaction whereas in solid line is reported the transition state
with the Zn–O interaction. The confinement effect was evaluated for
the IV transition step without Zn–O interaction. It is interesting to no-
tice that the IRMOF-3c model reflects the trend found for the smaller
model f -2A-1,4-BDC. Aniline and DM2AT present as rate-determining
step the III step, whereas both the models of IRMOF-3 present as rate
determining step the IV, when the structure of the transition state
without Zn–O interaction is considered. Conversely, if the lower en-
ergy IV step is included in the investigation the rate–determining step
for the f -2A-1,4-BDC catalyzed cycle is the II. The energies involved
in the two steps, hypothesized to be rate determining, are respectively
192.6 and 194.7 kJ mol −1. The catalytic cycle was fully analyzed and
new unexpected findings arose. At this stage of the investigation, no
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Figure 34.: Catalytic cycle for the three considered catalysts are shown, blue
red and green represent respectively the trend for aniline, DM2AT
and the f -2A-1,4-BDC model as catalysts whereas pink is used
for the trend of IRMOF-3c model.
direct correlation between basicity and activity has been found and
the enolic transition state found for the III step of all the evaluated
catalysts poses new questions about the tautomeric equilibria of ethyl
cyanoacetate. Moreover, the interaction with the saturated Zn atoms
of the vertex in the III an IV step of the catalytic cycle catalyzed by
IRMOF-3 opens new perspectives in the evaluation of the IRMOF-3
activity. It is interesting to recall, that experimental documented ac-
tivity of saturated metallic vertex in MOF materials has been already
reported in the literature.
4.8 changing the acidity of the α hydrogens
In order to understand if the whole computational model was adapt-
able to other reactants, the effect of the substitution of the cyano group
with the aceto group on the catalytic cycle was calculated. Full charac-
terization of the intermediates and the transition states, involving the
ethyl acetoacetate molecules, both for the cycle and the deactivation
route was performed. The calculations were carried out for the three
considered catalysts namely aniline, DM2AT and f -2A-1,4-BDC. Gas-
con et al. reported that IRMOF-3 shows a decrease in activity when
ethyl acetoacetate is employed instead of ethyl cyanoacetate. In Fig-
ure 35a the catalytic cycle and the deactivation route for the reaction
between the ethyl cyanoacetate and the benzaldheyde are reported
whereas in Figure 35b the catalytic cycle and the deactivation route
for the reaction between the ethyl acetoacetate and benzaldheyde are









































Figure 35.: Energetics trend for the catalytic cycle and deactivation route
of ethyl cyanoacete 35a and ethyl acetoacetate 35b Knoevenagel
condensation with benzaldheyde. Blue, red and green represent
respectively the aniline, DM2AT and f -2A-1,4-BDC catalyzed
cycle.
trend; in fact, as it is possible to notice in the Figure 35, the III and
the IV step for the ethyl acetoacetate are higher in energy with respect
of those of ethyl cyanoacetate and this, can explain the reported de-
creased activity of the IRMOF-3 [26]. Also in this case III and IV step
catalyzed by the f -2A-1,4-BDC involved a Zn–O interaction.
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4.9 water as byproduct: effects on the reactivity
Considering that i) no unambiguous information arises from the ki-
netic analysis of the cycle, ii) no deactivation occurs for the considered
catalysts and iii) no strong confinement effects were found, in order
to explain the increased activity of IRMOF-3, a poisoning mechanism
of the catalyst was suggested and the cycle was formulated in a new
overall view. In the second step of the catalytic cycle a water molecule
is produced. The hypothesis is that in the case of aniline and DM2AT
the water molecule blocks the aminic group and therefore the catalytic
cycle. This, may be consistent with the multi–modes adsorptions sug-
gesting an interpretation of the experimental findings, which shows
an higher long–term activity of IRMOF-3 with respect of aniline but
also a comparable starting activity of aniline with respect of IRMOF-3
[26]. This behaviour is in fact compatible with a progressive deacti-
vation of aniline that indeed could be attributed to the formation of
water–aniline complexes.
water as poison In the case of IRMOF-3 the catalytic amino
groups embedded in its framework could be protected from aquation
by the presence of the carboxylic groups and Zn-centres that could
intercept and block the water molecules formed in the II step of the
catalytic cycle; whereas in the case of aniline this possibility does not
exist and the poisoning of the aminic group is very likely. To prove
the soundness of this inference, BSSE and ZPE corrected adsorption
energies (∆Eads) of one water molecule on different molecular moieties
– namely, amino (H2O/-NH2), carboxylic (H2O/-COO) and Zn–centre
(H2O/Zn) – characterizing aniline, DM2AT and IRMOF-3 models
have been found out (see Table 18). The acronyms characterize the
Table 18.: BSSE and ZPE corrected adsorption energy of one water molecule
on different moieties, characterizing aniline, DM2AT, f -2A-1,4-BDC
and 2A- B species
∆Eads / kJmol-1
model species H2O/-NH2 H2O/-COO H2O/Zn
aniline -13.7 — —
DM2AT -16.9 — —
f -2A-1,4-BDC -16.7 -6.2 —
2A-B — — -24.6
interaction modes of the water molecule with a aniline and aniline–
like moieties; in particular, the optimized interacting fragments of
Figure 36 are indicated as (H2O/-NH2)-f -2A-1,4-BDC (H2O/-COO)-f -
2A-1,4-BDC and (H2O/Zn)-2A-B. The ∆Eads(H2O/Zn) value has been
calculated, using the 2A-B corner model (see Figure 15), which is
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obtained saturating one SBU by 2-amino-benzoate fragments. The
∆Eads(H2O/-NH2) values are comparable, irrespective of the model
system examined. In particular, considering the IRMOF-3 models,
the ∆Eads(H2O/-NH2) value is in–between that of ∆Eads(H2O/-COO)
and of (H2O/Zn), being the former and the latter, lower and higher,
respectively. The corresponding optimized IRMOF-3 model structures,
(H2O/Zn)-2A-B, (H2O/-NH2)-f -2A-1,4-BDC and (H2O/-COO)-f -2A-
1,4-BDC), are reported in Figure 36. For the IRMOF-3 models, it is
(a) (H2O/Zn)-2A-B
(b) (H2O/-NH2)-f -2A-1,4-BDC (c) (H2O/-COO)-f -2A-1,4-BDC
Figure 36.: Optimized IRMOF-3 moieties, singly interacting with one water
molecule; models (b) and (c) are obtained adsorbing one H2O
molecule either on the amino or on a carboxylic group of the f -2A-
1,4-BDC fragment; model (a) is conversely obtained adsorbing one
H2O molecule on a Zn centre of a corner fragment (2A-B) builded,
with a Zn4O tetrahedral unit saturated by 2-amino substituted
benzoate groups.
interesting to notice that the interaction strength of water with the
Zn-centre is the largest one. At variance with the other two interaction
modes, which occur trough H-bonds, the interaction of water with
Zn-centres takes place by the oxygen atom.
water molecule involvement in the catalytic cycle
Considering that the Zn atom is the centre where the largest interac-
tion strength was found and takin into account that catalysis at the
metal centre in MOFs, even if saturated, has been reported in the
literature it has been hypothesized that: water not even adsorbs on
the Zn centre preventing the poisoning of the aminic sites but also
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presents an active role in the catalytic cycle. Interestingly, there are
analogies between the the water interaction with the inorganic vertex
of IRMOF-3 and some zinc–based enzymes, as carboxypeptidase and
carbonic anhydrase, that present a water molecule, coordinated to a Zn
atom, involved in the catalytic cycle [201]. Therefore the catalytic cycle
for the IRMOF-3 catalysts has been modified on the ground of this
hypothesis. Following this, in the II step a water molecule is lost by
the amino–alcoholic intermediate. At this stage of the catalytic cycle
the Zn centre is very close to the molecule so it was hypothesized, on
the ground of the calculations shown in the previous paragraph, that
the water molecule may adsorb on the Zn atoms (Figure 37). In fact,
the stabilization produced by this interaction, calculated with respect
of the situation where the resulting imine and the water molecule are
distant, is of -27 kJ mol−1. The calculated interaction energy between
the water molecule and the iminic intermediate has been corrected for
the BSSE. This finding suggests that probably, the water Zn coordi-
Figure 37.: Optimized structure of iminic intermediate with a water molecule
adsorbed on the Zn atom of the inorganic vertex.
nated molecule, not only may be considered as a poison but also as
an interactive species in the catalytic cycle. This outcome poses new
question, in fact, the water may be considered as a new acidic catalytic
centre and at the same time it could interfere with the f -2A-1,4-BDC
catalyzed cycle even if it does not poison the aminic site; in fact, as
reported above the Zn atom is crucial in the III and IV step of the
catalytic cycle and this means that ethyl cyanoacetate has to move
away water molecules from the Zn atom before reacting with the
iminic derivative. Moreover, the presence of this acidic sites suggests
the possibility that the water coordinated to the Zn atom may catalyze
the keto–enolic conversion of the ethyl cyanoacetate. Considering this
new unexpected findings further investigation on this aspects of the




The information obtained by the performed calculations can be re-
sumed into nine key points:
• characterization of the basic properties of IRMOF-3;
• elucidation of the relationship between the experimental proved
increased basicity of IRMOF-3 and the structural features of the
catalyst;
• individuation of a reasonable mechanism for the Knoevenagel
condensation;
• computational characterization of all the intermediates hypothe-
sized for the cycle catalyzed by aniline DM2AT and for the two
IRMOF-3 models namely f -2A-1,4-BDC and IRMOF-3c;
• characterization of the transition states structures of the catalytic
cycle;
• analysis of the deactivation route;
• comparison between the ethyl cyanoacetate and the ethyl ace-
toacetate as reactants;
• evaluation of the confinement effects;




C O N C L U S I O N S A N D F U T U R E D E V E L O P M E N T S
The ice age is coming, the sun is
zooming in. Engines stop running
and the wheat is growing thin. A
nuclear error, but I have no fear.
The Clash "London Calling"
In this doctoral thesis, molecular modeling was employed in order
to elucidate the behaviour as catalyst of the IRMOF-3. It has been
proved, already experimentally, that this catalyst is active in the Kno-
evenagel condensation of benzaldheyde and ethyl cyanoacetate, and
it was established that it is more active than aniline. This study was
aimed at understanding the structural features of IRMOF-3 responsi-
ble of the increased activity. This phenomenon was considered linked
to electronic and steric effects that may influence the chemistry of the
aromatic aminic moieties framed in the IRMOF-3 structure. Aniline
and DM2AT were chosen to model the effect of an increasing local
complexity, surrounding basic sites of interest for the IRMOF-3 sys-
tems. Different quantum mechanical methods were used in order to
rationalize the IRMOF-3 behaviour as catalyst and various model sizes
of IRMOF-3 were tested. Benchmark calculations were carried out in
order to employ the best model in terms of accuracy and computa-
tional cost ratio. According to the obtained results it was demonstrated
that structural features do not change appreciably with the increase
of the model and also employing a QM/QM approach the structural
parameters are not influenced. f -2A-1,4-BDC and IRMOF-3c have
been selected as model for the title investigation. Thermodynamic
properties as PA and IB have been calculated for this solid. It was
stated that there is a relationship between the increased basicity of the
aminic group framed into IRMOF-3 with respect of aniline and the
reason of this lies in the formation of a 6–term quasi–planar ring in the
protonated form that stabilizes the conjugate acid of IRMOF-3. Imines
obtained by IRMOF-3 fragments are the most basic species involved
in the cycle and the reason of their increased basicity lies, again, in
the formation of intra–molecular O–H hydrogen bonds, originating
6–term quasi–planar rings. A reasonable mechanism for the Knoeve-
nagel condensation catalyzed by IRMOF-3, was found between various
hypothesized pathways. Full characterization of the intermediates
and transition states involved in the catalytic cycle and in the deac-
tivation route was performed. Moreover, also the reaction between
benzaldheyde and ethyl acetoacetate was considered and it was found
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a good agreement between the calculated and the experimental trend.
Confinement effects were considered and it was stated that no further
information are added to the investigation employing a QM/QM ap-
proach. At variance with literature results, the basicity of the starting
catalysts and of the corresponding derivatives seems to not play a
fundamental role in characterizing the different catalytic cycles related
to the benzaldehyde and ethyl cyanoacetate condensation. The energy
trends, characterizing both the condensation catalytic cycles and the
relative deactivation paths of IRMOF-3, DM2AT and aniline, clearly
display that the increased activity of IRMOF-3 can not be related to
confinement effects and/or to energy differences, characterizing given
steps involved in the catalytic process. Both the unexpected findings of
the latter two points suggest that other local occurrences should drive
the Knoevenagel condensation. One by-product occurring in the cycles
is, in fact, water that is able to poison the aminic site, resulting in its de-
activation. This effect, unlike the case of simpler phenylaminic species,
can be avoided in the IRMOF-3 applications because its framework
Zn-centres interact more strongly with the produced water molecules.
The increased activity of IRMOF-3 can be, thus, explained by a lower
deactivation of the catalyst caused by the produced water molecules.
Interesting findings about the role of the inorganic vertex involvement
in the catalytic process arise. In fact, the interaction with the Zn atom
of the vertex seems to be fundamental in the stabilization of the tran-
sition states of IRMOF-3 and in the prevention of the poisoning of the
aminic group. However, further investigations about the role of the
inorganic vertex have to be carried out, because it is reliable that the
adsorbed water on the vertex may be involved in the catalysis of the
tautomeric equilibrium of ethyl cyanoacetate. In addition to this, will
be deserved particular attention to studies about the solvent effects,
with implicit and explicit approaches .
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D E N S I T Y F U N C T I O N A L T H E O RY
There has been enormous growth in DFT since the early 1990s. The
reason for this is simple. Correlated methods based on the 4N–
dimensional many-electron wavefunction scale poorly with the system
size and they require high angular momentum basis function to de-
scribe the electron–electron cusp [ref]. DFT, on the other hand, is a
formally exact theory based on the one–electron density, which de-
pends on just three spatial coordinates and one spin coordinate. It is
therefore computationally much simpler and –because the wavefunc-
tion is not explictly modeled– the high angular momentum functions
are much less important, allowing more modest basis sets to be used.
It follows that DFT offers the possibility of high quality calculations
at low computational cost. The key idea in DFT is to express the elec-
tronic energy as a functional of the electron density. A functional is a
mathematical object that takes as its argument a function and which
returns a number, in an analogous way to a function which takes a
number as its argument and equally returns a number. Density func-
tional theory has its conceptual roots in the Thomas–Fermi model and
early DFT models found a widespread use in the solid–state physics
community where the enormous system size required to mimic the
properties of a solid required simplier approaches than those based
on the wavefunction. DFT was rigorous founded in the 1964 by the
two Hohenberg–Kohn theorems [14]. The approach of Hohenberg and
Kohn was to formulaye density functional theory as an exact theory
of many–body systems. The formulation applies to any system of
interacting particles in an external potential , including any problem
of electrons and fixed nuclei, where the hamiltonian can be written.
However, they provide no guidance for constructing the functionals,
and no exact functionals are known for any system of more than one
electron. According to Martin "DFT would remain a minor curiosity today
if it were not for the ansatz made by Khon and Sham, which has provided a
way to make useful, approximate ground state functionals for real systems of
many electrons" [202] The most fundamental difference between DFT
and the molecular orbital (MO) theory can be recognized in the trivial
observation that DFT optimizes an electron density while MO theory
optimizes a wave function. So, to determine a particular molecular
property using DFT, we need to know how that property depends
on the density, while to determine the same property using a wave
function, we need to know the correct quantum mechanical operator.
As there are more well–characterized operators then there are generic
property functionals of density, wave functions clearly have broader
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utility. Anyway, the formal scaling behaviour of DFT is in principle
no worse than N3 where N is the number of basis functions used
to represent the Kohn–Sham (KS) orbitals [13]. This is better than
Hartree–Fock (HF) by a factor of N, and very substantially better than
other methods that like DFT, also include electron correlation. As
a rule, for programs that use approximately the same routines and
algorithms to carry out HF and DFT calculations, the cost of a DFT
calculation on a moderately sized molecule, is double of that of the
HF calculation with the same basis set. According to Cramer "one
area where DFT enjoys a clear advantage over HF is in its ability to use
basis functions that are not necessarily contracted Gaussians"[203]. One
of the most interesting possibility is the use of plane waves as ba-
sis set in periodic infinite systems. Even in cases where contracted,
gaussian–type orbitals (GTOs) are chosen as basis sets, DFT offers the
advantage that convergence with respect to basis set size tends to be
more rapid than for MO techniques. Thus polarized valence double–ζ
are quite adequate for a wide variety of calculation and very good
convergence in many properties can be seen at the level of employing
polarized triple–ζ basis sets. According to Cramer "DFT functionals
present certain pathological failures but the general picture for DFT is really
quite bright" [203].
a.1 rigorous fundation
a.1.1 The Hohenberg–Kohn Existence Theorem
The first Hohenberg–Kohn theorem demonstrates that the ground
state properties of a many–electron system are uniquely determined
by an electron density that depends on only 3 spatial coordinates. The
many–electron Hamiltonian is given by:














where the first term is the many–electron kinetic energy operator, the
second term is the nuclear–electron attraction operator and the final
term is the electron–electron repulsion operator. The external potential







The proof of this theorem is presented in the following. Let there be
two external potentials v1(r) and v2(r) arising from the same electron
density ρ(r). This implies that two different external potentials may
be consistent with the same ground–state density. There will be two
Hamiltonians Hˆ1 and Hˆ2 with the same ground state density, but
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different wavefunctions Ψ1 and Ψ2. Evaluating the expectation value
of Hˆ1 employing Ψ2 and using the variational principle
E01 < 〈Ψ2 | Hˆ1 | Ψ2〉
= 〈Ψ2 | Hˆ2 | Ψ2〉+ 〈Ψ2 | Hˆ1 | Ψ2〉− 〈Ψ2 | Hˆ2 | Ψ2〉
= 〈Ψ2 | Hˆ2 | Ψ2〉+ 〈Ψ2 | Hˆ1 − Hˆ2 | Ψ2〉
= E02 +
∫
ρ(r)[v1(r) − v2(r)]dr (A.3)
The reasoning can be equally applied to the operator Hˆ2 and the
wavefunction Ψ1
E02 < 〈Ψ1 | Hˆ2 | Ψ1〉
= 〈Ψ1 | Hˆ1 | Ψ1〉+ 〈Ψ1 | Hˆ2 | Ψ1〉− 〈Ψ1 | Hˆ1 | Ψ1〉
= 〈Ψ1 | Hˆ1 | Ψ1〉+ 〈Ψ1 | Hˆ2 − Hˆ1 | Ψ1〉
= E01 +
∫
ρ(r)[v2(r) − v1(r)]dr (A.4)
Adding the two expression and considering the assumption that the
ground–state densities associated with wavefunctions 1 and 2 were
the same, permits to eliminate the integrals as they must sum to zero.








which is a contraddiction. It follows that there can not be two different
external potentials associated with the same density. The external
potential is therefore determined by the density. The density also
defines the number of electrons N and therefore all the components
of the Hamiltonian Hˆ. Thus, the electronic energy can be written as a
functional of the density
E[ρ] = Vne[ρ] + T [ρ] + Vee[ρ] (A.6)
where T [ρ] is the kinetic energy, Vee[ρ] is the electron–electron interac-
tion energy and Vne[ρ] is the nuclei–electron interaction energy.
a.1.2 The Hohenberg–Kohn Variational Theorem
The second Hohenberg–Kohn theorem establishes a variational prin-
ciple based on the electron density, thus providing a method for its
calculation. Assume that there is some well–behaved candidate den-
sity that integrates to the proper number of electrons, N. In that case,
the first theorem indicates that this density ρ¯ determines its own
external potential v¯ and hence its own wavefunction Ψ¯. Using this
wavefunction in the usual variational principle
〈Ψ¯ | Hˆ | Ψ¯〉 =
∫
ρ¯(r)v(r)dr+ T [ρ] + Vee[ρ] = E[ρ¯] > E[ρ] (A.7)
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a.1.3 Kohn–Sham self consistent Field methodology
As a self–consistent method, the Kohn–Sham approach involves inde-
pendent particles but an interacting density. The Kohn–Sham approach
is to replace the difficult interacting many–body system obeying the
hamiltonian A.1 with a different auxiliary system that can be solved
more easily. There are no compulsory prescriptions for choosing the
simpler auxiliary system, therefore Kohn and Sham state an ansatz
assuming that the ground state density of the original interacting sys-
tem is equal to that of some chosen non–interacting system. This leads
to independent–particle equations for the non–interacting system that
can be considered exactly soluble with all the difficult many–body
terms incorporated into an exchange–correlation functional of the den-
sity. By solving the equations one finds the ground state density and
energy of the original interacting system with the accuracy limited
only by the approximations in the exchange–correlation functional.
Kohn and Sham’s idea was to introduce orbitals into the problem,
allowing the kinetic energy to be computed accurately, leaving just a




ρ(r)v(r) + F[ρ] (A.8)
where F[ρ] is
F[ρ] = T [ρ] + Vee[ρ] (A.9)
Kohn and Sham defined
F[ρ] = Ts[ρ] + J[ρ] + EXC[ρ] (A.10)








and Ts[ρ] is the kinetic energy of a system of non–interacting electrons
with density ρ. Cosidering the two definitions of F[ρ] it follows that
EXC = T [ρ] − Ts[ρ] + Vee[ρ] − J[ρ] (A.12)
Minimising the Khon–Sham energy expression
E =
∫
ρ(r)v(r) + Ts[ρ] + J[ρ] + EXC[ρ] (A.13)
with respect to the density gives the Euler equation




where the effective potential is









The Hamiltonian for a system of non–interacting electrons moving in










This operator is separable and so the exact wavefunction is simply a




∇2i + veff(r))φi(r) = iφi(r) (A.17)
Considering that the density of the non–interacting system is identical











∇2 | φi〉 (A.19)





∇2i + veff(r))φi(r) = iφi(r)
where











and the total electronic energy using
E =
∫








Key point of this discussion is that Kohn–Sham theory is formally
exact; if the exact exchange–correlation energy is used then the exact
density and electronic energy of the real, interacting system are ob-
tained. In practical calculations of course, the exchange–correlation
energy must be approximated. It contains the difference between
the exact electron–electron repulsion energy Vee[ρ] and the Coloumb
energy J[ρ], together with the difference between the exact kinetic
energy T [ρ] and non–interacting kinetic energy Ts[ρ].
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a.1.4 Exchange and Correlation Functionals
The fundamental difficulty in DFT is that it is not possible to a priori
know how to write the exchange–correlation energy EXC, which in-
cludes exchange, correlation and small kinetic component. There are
many categories of approximations, including
• The local density approximation (LDA) where the energy is




• Generalised gradient approximation (GGA) where the energy









• Hybrid functionals, which combines a GGA functional with a





Perdew has referred to the hierarchy of approximations developed
during the last two decades as the "Jacob’s ladder of DFT" [204]. Some
key comparisons between functionals performances are in the three
points below
• For a given average level of accuracy, hybrid and meta-GGA
DFT methods are obviously the most efficient, showing mean
unsigned errors almost equal in quality to the much more ex-
pensive multilevel correlated methods. However, the maximum
absolute errors are larger with the former methods than the
latter, indicating a slightly lowere generality even in the most
current generation of functionals.
• Hybrid and meta–GGA DFT functionals usually offer some
improvement over coorresponding pure DFT functionals.
• Increasing the basis set size does not always improve the accu-
racy of the DFT models.
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