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A two-level bandwidth allocation scheme is proposed for a slotted Time-Division 
Multiple Access high data rate relay satellite communication link to provide efficient 
and fair channel utilization. The long-term allocation is implemented to provide per-
flow/per-user Quality-of-Service guarantees and shape the average behavior. The 
time-varying short-term allocation is determined by solving an optimal timeslot 
scheduling problem based on the requests and other parameters. Through extensive 
simulations, the performance of a suitable MAC protocol with two-level bandwidth 
allocation is analyzed and compared with that of the existing static fixed-assignment 
scheme in terms of end-to-end delay and successful throughput. It is also shown that 
pseudo-proportional fairness is achieved for our hybrid protocol. 
We study rate control systems with heterogeneous time-varying propagation 
delays, based on analytic fluid flow models composed of first-order delay-differential 
equations. Both single-flow and multi-flow system models are analyzed, with special 
  
attention paid to the Mitra-Seery algorithm. The stationary solutions are investigated. 
For the fluctuating solutions, their dynamic behavior is analyzed in detail, analytically 
and numerically, in terms of amplitude, transient behavior, fairness and adaptability, 
etc.. Especially the effects of heterogeneous time-varying delays are investigated. It is 
shown that with proper parameter design the system can achieve stable behavior with 
close to pointwise proportional fairness among flows. 
Finally we investigate the resource allocation in 802.16j multi-hop relay systems 
with rate fairness constraints for two mutually exclusive options: transparent and non-
transparent relay systems (T-RS and NT-RS). Single-Input Single-Output and Multi-
Input Multi-Output antenna systems are considered in the links between the Base 
Station (BS) and Relay Stations (RS). 1 and 3 RSs per sector are considered. The 
Mobile Station (MS) association rule, which determines the access station (BS or RS) 
for each MS, is also studied. Two rules: Highest MCS scheme with the highest 
modulation and coding rate, and Highest (Mod) ESE scheme with the highest 
(modified) effective spectrum efficiency, are studied along with the optimal rule that 
maximizes system capacity with rate fairness constraints. Our simulation results show 
that the highest capacity is always achieved by NT-RS with 3 RSs per sector in 
distributed scheduling mode, and that the Highest (Mod) ESE scheme performs 
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Intermediate relay nodes have been widely used in both satellite and wireless 
communication networks, generally for the purposes of coverage extension, capacity 
enhancement, fast or temporary service provision, or any combination of the above. 
In this dissertation, two types of relay-based systems are investigated: relay-based 
satellite systems where the spacecraft (or any other ground users) communicate with a 
centralized ground station through a broadband relay satellite; and IEEE 802.16j 
multi-hop relay systems, also known as Worldwide Interoperability for Microwave 
Access (WiMAX) Mobile Multi-hop Relay (MMR) systems. 
1.1. Broadband Relay-Based Satellite Communication Networks 
Satellite systems have a key role to play as a global integrated services provider, 
due to the wide coverage of satellite footprints together with their broadcasting 
capability [1]. High-capacity satellite links are a promising medium for transporting 
not only voice and bulk data traffic, but also high-speed Internet content, virtually to 
everywhere in the world without the extra cost of cabling and maintenance. 
Satellites can be in different orbits, such as low earth orbit (LEO), medium earth 
orbit (MEO) and geo-synchronous orbit (GEO). Also satellites can be classified as 
bent-pipe satellites and on-board process (OBP) satellites. Bent-pipe satellites are 
simply signal repeaters which merely receive, amplify and send traffic without extra 




remote sites could be on the ground like Very Small Aperture Terminals (VSAT), or 
in space like spacecraft, which only affects the complexity of the implementation. 
Satellite systems are moving in a new direction from their traditional voice 
service to emerging data communication services, due to the growth in data and video 
applications. Being compatible with Internet-based terrestrial networks, the next 
generation of satellite systems will support both connection-oriented and 
connectionless traffic over a broadband channel, particularly using the Internet 
protocol (IP). In addition, satellite systems often need to provide dynamic support and 
guarantees of different quality-of-service (QoS) upon user demands, sometimes under 
a bursty error environment. To achieve this, the underlying medium access control 
(MAC) protocol plays an important role and therefore needs suitable designs. 
Clearly, the ability to utilize all the recent advances in communication 
technologies could allow investigators on Earth to enjoy a virtual presence in space, 
but this generates a need to provide high quality communication support that will 
enable cost effective global access to experimental data from future space missions, 
and an efficient way to disseminate these data to a large and diverse pool of users. For 
all these reasons, it might be beneficial to consider an approach that gradually 
facilitates broadband Internet services throughout future space missions, eventually 
leading to a scenario where every spacecraft and instrument can be an addressable 
node and has a direct connection to the Internet.  NASA is already exploring several 
evolutionary approaches that will enable the gradual transition of today’s operational 
scenario into a more flexible, IP-compatible environment in the near future, utilizing 




space missions is to adopt (where possible) available industry standards and off-the-
shelf software & hardware. Technically, the Internet Protocol IP can work in space.  
Recent studies demonstrated that this is possible [3,4,5] and outlined the functional 
building blocks and the system engineering work that remains to be done.  
  
 (a) Bent pipe point-to-point topology (b) Bent pipe star topology 
Figure 1.1: Satellite Communication Network Topologies 
Several aspects of extending IP-in-Space have already been demonstrated: 
• IP in small spacecraft: The 1994 CCSDS STRV Dera (U.K. DoD spacecraft) 
and the 1999 UoSat-12 are some early examples of small spacecraft with IP 
functionality. The UoSat-12 satellite has demonstrated a working IP-stack and 
more IP-enabled spacecraft are now operational or in development [6]. 
• The CANDOS payload (Feb 2003) demonstrated UDP, Mobile IP and other 
protocol performance from the Space Shuttle, connecting via NASAs TDRS 
relay satellite [7]. 
• The first Mobile Router demonstration in space involved a CISCO Mobile 
Access Router (MAR3251) demonstration on one of the UK-DMC Satellites 
that was launched Sept 2003 [8]. 
An end-to-end communication architecture for future space missions, using the 




feasible. IP provides a basic standardized mechanism for end-to-end communication 
between applications across a network. This will lead to an environment where most 
spacecraft could have an IP router on board and instruments on the spacecraft can 
become addressable nodes, connected with an on-board LAN. Spacecraft 
environments still pose numerous specific challenges but most of these have direct 
analogs in the ground-based mobile IP and wireless networking industries, such as: 
• Intermittent communication links. 
• Highly asymmetric or unidirectional communication links. 
• Bit error rates higher than most terrestrial wired links. 
• Multiple mobile nodes forming a dynamic network topology. 
• High mobility (velocity), but often very predictable, since most spacecraft 
move along pre-defined orbits and their locations may be easily predicted. 
In order to use IP in space, the basic Internet datagram delivery service over the 
space RF links need to be established first. We assume that issues related to the lower 
layers such as FEC, Reed-Solomon coding, antenna and power issues and all related 
challenges in delivering bits at a needed rate across the space link can be solved with 
current State-of-the-Art techniques or enhancements that will soon be available for 
even more efficient performance. 
Resource Allocation in Broadband Relay-Based Satellite Systems 
The round-trip transmission (up and down) to a GEO satellite (one hop), roughly 
36,000 km above the earth, is approximately 0.24 sec if the satellite is directly 
overhead, and is roughly 0.27 sec if the satellite is near the horizon. Our primary 




efficient way with QoS guarantees. The main problems are the limited resources and 
the time-varying long propagation delays. 
We focus on resource allocation in space communications with bent pipe 
satellites, where a number of IP-addressable spacecraft (LEO, MEO, space shuttle, 
ISS, etc.) are sharing the broadband downlink channel of GEO relay systems (TDRSS 
or other commercial systems). Each relay satellite is a bent pipe satellite with a direct 
link to a specific ground terminal. Highly asymmetric links, the long propagation 
delay, the mobility of spacecraft and the limitation of buffer space on-board the 
spacecraft make it difficult and unique to achieve the following requirements: 
1) High resource utilization or efficiency: Satellite capacity is a scarce resource 
and therefore efficiency is very important. 
2) Good Admission Control algorithm and QoS framework: They must be well-
coupled to provide different QoS guarantees for the users (spacecraft) and all 
the flows. It must be compatible with the terrestrial IP QoS framework. 
3) Variable service classes: This is also a must for providing different QoS 
guarantees for different types of users or flows. In addition, it provides a 
possibility to prefer some service classes to others.  
4) Fairness: Although there are different definitions of fairness, the basic 
principle is to avoid systematical unfair resource allocation among users. And 
the resource allocation management should be flexible. One important 
consideration is the queue management on-board the spacecraft. 
The errors or channel fading mainly occur in the link between the relay satellite 




downlink channel. A simple way to model this fading channel is bandwidth reduction 
[9]. Basically, a factor βm, a real number in the interval [0, 1], is defined according to 
a certain fading level m. This parameter exactly represents the bandwidth reduction 
due to the adoption of a Forward Error Correction (FEC) scheme. Hence, the relation 
between the actual bandwidth (BWm) and the nominal bandwidth (BW) is: 
 BWm = βm * BW (1.1) 
The results can be extended to any planetary communication network (Moon 
vicinity network, Mars vicinity network, Earth-Moon communication network and 
Earth-Mars communication network, etc.) [10]. 
Flexible Dynamic Communication Architecture for Lunar Exploration 
The new phase of space exploration involves a growing number of human and 
robotic missions with varying communication and service requirements. These will 
include continuous, maximum coverage of areas of concentrated activities, such as in 
the vicinity of in-space planetary outposts and orbiting missions (single spacecraft or 
constellations) around the Earth, Moon or Mars. These nodes would be connected 
back to Earth through a broadband backbone and relay infrastructure. This Space 
Information Highway would serve the dual role of providing virtual presence to 
space, mission telemetry and control and coordination between missions but also 
broadband capability to download collected data back to Earth.  
Several network topologies that involve a space component are possible. Most of 
the proposed topologies are for scientific interplanetary communications, with 
satellites acting as relays to connect remote networks on distant planets to networks 




interesting challenges to overcome the constraint of long propagation delay, ensure 
robustness against fluctuations in satellite channel conditions due to atmospheric 
changes. 
Our work in this dissertation on resource allocation in space communication 
networks is also related to communication network design for lunar exploration. This 
network shares similarities with terrestrial wireless network and sensor network 
architectures. However, the issues related to performance and robustness are different 
due to the long delay over the inter-satellite links, the limited power of the space 
nodes, the special hardware required to support functionality in space, and very 
different conditions on the lunar surface. Therefore solutions that are geared towards 
terrestrial wireless networks might not be suitable for the interplanetary network we 
consider; instead, our study of space communication networks around Earth can be 
extended to the communication network for lunar exploration. 
In our view, a space network for lunar exploration consists of one or more small 
clusters of wireless networks on the remote planetary surface, which are connected by 
long-distance broadband links to heterogeneous terrestrial networks. Some important 
design considerations for such a space exploration network are listed as follows: 
• The number of missions might grow and any mission might evolve, with 
varying communication and service requirements. Evolution of a mission 
would impact the size and/or topology of the network. 
• On the remote planetary surface, the areas of concentrated activities would 
require continuous coverage by the satellites. 




• The long-distance broadband backbone should have the capability to upload 
mission telemetry and control data to the remote outposts, and download 
collected mission data to the command centers on Earth. There might also be 
the requirement for coordination between different missions using the satellite 
broadband backbone. 
• The network backbone should be capable of supporting a wide range of data 
rates – from a few kilobits per second (Kbps) in the case of command and 
telemetry traffic, to several gigabits per second (Gbps) in the case of collected 
science data downloaded to Earth centers. 
• The utilization of the network links would be variable in time – there would 
be periods of idle time or low keep-alive interchanges, followed by periods of 
full utilization. 
• The link delays would vary from a few milliseconds (for example, in the case 
of surface wired/wireless links) to a few seconds or minutes (for example, in 
the case of an inter-planetary link between Earth and a remote planet). 
1.2. IEEE 802.16j Multi-hop Relay Systems 
Broadband wireless network technologies attract increasing attentions for 
providing flexible broadband access to the Internet while moving. As one of the latest 
wireless technologies with high data rate and large coverage area, IEEE 802.16 [11] 
has been proposed to serve as a promising alternative to broadband wireline 
networks. IEEE 802.16e Orthogonal Frequency-Division Multiple Access (OFDMA) 
introduces support for mobility, amongst other things and is therefore also referred to 




applications, it is expected that IEEE 802.16e systems will provide QoS 
differentiation and guarantees for different classes. 
Initial field trials of mobile WiMAX products showed that the IEEE 802.16e 
system has limited coverage and provides poor QoS for indoor users as well as users 
at cell boundaries. To address this issue, since 2006 IEEE 802.16j Multihop Relay 
(MR) Task Group has been working to define a new relay station (RS) which can be 
used as an extension to the Base Station (BS) and relay traffic between the BS and the 
mobile station (MS). A RS communicates with the BS through a wireless channel and 
can operate without additional carrier frequencies. This eliminates the need for a 
wired or a dedicated wireless connection to the backhaul network and significantly 
reduces the installation and operation cost compared with using micro-BS to cover 
these areas. By replacing the direct link between a BS and a MS in a poor coverage 
area with two links (the link from BS to RS is called relay link, and the link from RS 
to MS is called access link) with better channel quality, the network capacity may be 
increased. Additional functions to support relay is needed in the BS, and a BS which 
incorporates these new functions are called a MR-BS. The 802.16j RS is fully 
backward compatible to an 802.16e MS, meaning an MS can be supported by an 
802.16j relay network without any change. 
In the 802.16j standard draft D2, two types of RS are defined from the PHY point 
of view. The first type of RS, non-transparent RS (NT-RS), transmits all the control 
signals as well as data packets like a normal BS to the MS. The coverage area of a 
non-transparent RS is the same as that of a micro-BS with similar transmission 




of the MR-BS as well as enhancing the cell capacity. The second type of RS, 
transparent RS (T-RS), does not transmit control signals including frame-start 
preamble (used by MS for network synchronization and BS identification), FCH and 
MAP (received by MS for transmission scheduling); instead, a MS depends on these 
control signals transmitted by the MR-BS. The control signals are usually transmitted 
with a more robust modulation and coding scheme (MCS) and determine the network 
coverage. Consequently a transparent RS can not be used to extend cell coverage but 
only to increase network capacity. The two different types of RS also have different 
and incompatible frame structures and offer different network capacities. In 
centralized scheduling mode, a MR-BS generates the transmission schedule for its 
associated RS. While in distributed scheduling mode, a RS generates its own 
transmission schedule to its MSs. Because a T-RS does not transmit control signals, 
its transmission schedule is generated by the MR-BS. A non-transparent RS can 
operate in either centralized or distributed scheduling mode. 
System Design and Resource Allocation in 802.16j Multi-hop Relay Systems 
It is worthwhile to conduct a detailed comparison study of these options to 
understand the benefits and limits of each option. For each option, a system design 
approach is necessary to determine the frame partition for the usage of different links 
among the BS, RSs and MSs. Special attention also needs to be paid to the MS 
association rule in determining the access station between the MR-BS and the RSs. 
The effect of increasing the number of deployed RSs per sector, and the usage of 




links also need to be investigated. All the above studies have to be considered in a 
framework with a certain fairness constraint among all users (MSs). 
1.3. Contributions of the Dissertation 
The contributions of the dissertation are listed below within three different areas: 
Flexible Access for the Downlink of Relay-based Space Communication Networks: 
• A two-level bandwidth allocation scheme is proposed in a slotted TDMA 
protocol in a space relay topology with the high data rate downlink. Through 
simulation results, it is shown that our scheme outperforms the existing fixed-
assignment TDMA scheme in terms of end-to-end delay, throughput and 
fairness. 
• Novel communication architectures for lunar exploration are considered for 
the design and evaluation of our hybrid TDMA scheme. Special attention is 
paid to the important requirements for future space missions that influence the 
design of this network. 
Dynamic Behavior of the Rate Control Systems with Heterogeneous Time-varying 
Propagation Delays: 
• Analytic fluid models composed of first-order delay-differential equations are 
formulated with consideration of heterogeneous time-varying propagation 
delays for the systems with single flow and multiple flows, respectively. 
• Stationary solutions including their existence conditions and convergence 
speed are presented for the single-flow and multi-flow systems, respectively. 
• The system dynamic behavior (rate and queue size) of fluctuating solutions 




• The effect of delays and parameter design are investigated in terms of 
fairness, fluctuation amplitude and period, transient time and adaptability, etc. 
System Design and Resource Allocation in Multi-hop Relay WiMAX Systems: 
• A detailed system level performance evaluation and system design analysis 
for different types of multi-hop relay WiMAX systems has been carried out. 
• A system design approach is proposed to evaluate the per-user throughput and 
total system capacity in two mutually exclusive options of multi-hop relay 
WiMAX systems: transparent relay system (T-RS) and non-transparent relay 
system (NT-RS). 
• The optimal mobile station (MS) association rules are derived in T-RS and 
NT-RS, respectively. Two heuristic MS association rules are proposed and 
compared along with the optimal rules. 
• One of two heuristic MS association rules, Highest (Modified) ESE Scheme 
has been shown to be optimal for the T-RS. Although it is suboptimal for the 
NT-RS, it has the system capacity close to the optimal rule with much less 
information exchange and computation time required. 
1.4. Organization of the Dissertation 
Brief literature overviews are given in Chapter 2 in areas of MAC protocols and 
scheduling algorithms in communication networks, including satellite, wireline and 
wireless systems. 
In Chapters 3 – 4, we present the details of our dynamic resource allocation 
problems and proposed solutions in the context of broadband IP-based satellite 




Chapter 3 first investigates the traffic characteristics in satellite communication 
networks considered. Different types of traffic sources have different statistics and 
QoS requirements, and hence need different treatment. Constant Bit Rate (CBR) and 
on/off traffic sources are two general types to be considered. According to the 
different requirements, each traffic source provides its bandwidth triple request: LR 
(Lower Resource), TR (Targeted Resource) and UR (Upper Resource), and its 
priority level and weight when trying to get access to the broadband satellite network. 
A fact that needs to be emphasized is that the users (spacecraft or earth stations) need 
to have advanced algorithms to provide estimates of their resource requirements. In 
addition, Chapter 3 also presents a suitable slotted hybrid-mode Time-Division 
Multiple Access (TDMA) scheme to achieve the efficient, dynamic and fair 
utilization of the broadband channel of a bent-pipe relay GEO satellite. 
Chapter 4 proposes a two-level bandwidth allocation scheme for the slotted 
TDMA broadband relay-based satellite communication link. The long-term allocation 
is implemented to provide per-flow/per-user QoS guarantees and shape the average 
behavior. The time-varying short-term allocation is determined by solving an optimal 
timeslot scheduling problem based on the requests and other parameters. Some ideas 
from recent work [13, 14] are incorporated to formulate the timeslot assignment 
problem and find its optimal solution. The bandwidth allocation is performed on a 
per-frame or multi-frame base. After guaranteeing CBR traffic, we want to take 
advantage of the on/off nature of most traffic sources. In many applications like voice 
or video and data communications, if a source transmits a packet to a destination in a 




the next frame. So it is not necessary to schedule incoming packets for every frame if 
we can preserve all the switching patterns for the nearest scheduled frame and update 
the patterns appropriately according to the changes of traffic demands. Through 
extensive simulations, the performance of our MAC protocol with two-level 
bandwidth allocation is analyzed and compared with that of the existing static fixed-
assignment scheme in terms of end-to-end delay and successful throughput. It is also 
shown that pseudo-proportional fairness is achieved by our hybrid protocol. 
Chapter 5 studies rate control systems with heterogeneous time-varying 
propagation delays, based on analytic fluid flow models composed of first-order 
delay-differential equations. Both single-flow and multi-flow system models are 
analyzed, with special attention paid to the Mitra-Seery algorithm. The stationary 
solutions are investigated. For the fluctuating solutions, the dynamic behavior is 
analyzed in detail, analytically and numerically, in terms of amplitude, transient 
behavior, fairness and adaptability, etc.. Especially the effect of heterogeneous time-
varying delays is investigated. It is shown that with the proper parameter design the 
system can achieve stable behavior with close to pointwise proportional fairness 
among flows. 
Chapter 6 investigates resource allocation in 802.16j multi-hop relay systems 
under the user (MS) rate fairness constraint for two mutually exclusive options: 
transparent relay system (T-RS) and non-transparent relay system (NT-RS). SISO and 
MIMO antenna systems are considered in the links between the BS and RS. 1 and 3 
RSs per sector are considered. Our simulation results show that the highest capacity is 




Furthermore, the MS association rule, which determines the access station (BS or RS) 
for each MS, is also studied. Two rules: Highest MCS scheme with the highest 
modulation and coding rate, and Highest (Mod) ESE scheme with the highest 
(modified) effective spectrum efficiency, are studied along with the optimal rule that 
maximizes system capacity with rate fairness constraints. It is shown that the Highest 




2. Overview of Resource Allocation in Communication 
Networks 
The multiple access issue arises from the necessity of sharing a single link or 
channel among a number of users, whether geographically distributed or not. The 
sharing algorithm is called MAC protocol. Based on techniques and domains, there 
are basically three forms of multiple access schemes: [15] 
• Frequency-Division Multiple Access (FDMA) 
• Time-Division Multiple Access (TDMA) 
• Code-Division Multiple Access (CDMA) 
In FDMA, there is no interference among different users since the assigned 
frequency bands are well separated by guard bands. Also, it is simple to implement 
and allows the use of smaller antennas at earth stations when compared with ordinary 
TDMA and CDMA. However, it provides little flexibility for dynamic resource 
management and has some implementation difficulties in dealing with inter-
modulation (IM) products during the amplification process in the satellite gateway 
transponder due to the non-linear power amplifiers [16]. 
TDMA systems divide the radio spectrum into time slots, where each user gets the 
total link capacity for limited time intervals. The data are transmitted in a buffer-and-
burst method; therefore for any user the transmission is non-continuous. Thus, digital 
data and digital modulation must be used with TDMA, unlike accommodating analog 
FM in FDMA. The advances in digital communication give TDMA systems the 




of the channel.  Bandwidth can be supplied on demand to different users by 
concatenating or reassigning time slots based on priority and fairness. Also, 
discontinuous transmissions result in low power consumption, since the user 
transmitter can be turned off when not in use. Moreover, no IM products are 
presented due to the exclusive use of the whole channel in a given time duration. 
However, TDMA has its own disadvantages. High synchronization overhead is 
necessary because of the burst nature of TDMA transmissions, and guard times or 
slots are also required to separate users. Both of them result in larger overhead in 
TDMA systems as compared with FDMA. In addition, each user has to have 
sufficiently high transmission power and large antennas fit for the high channel 
capacity when exclusively using it. To combat this problem, a hybrid of FDMA and 
TDMA, Multi-Frequency TDMA (MF-TDMA), is in usage for broadband IP-based 
satellite networks. In MF-TDMA systems, the total capacity is divided into different 
frequency bands and each of them is used in the sense of TDMA. Each user can 
transmit data in one of these frequency bands in a specific time slot. Since the whole 
channel is segmented into smaller bands, the size of antenna and the level of 
transmission power are reduced in each user. 
In CDMA systems, the narrowband message signal is multiplied by a very large 
bandwidth signal called the spreading signal, and many users share the same 
frequency. Unlike TDMA or FDMA, CDMA has a soft capacity limit, i.e., no 
absolute limit on the number of users. However, the performance for all users 
gradually degrades as the number is increased. Moreover, since the signal is spread 




timing synchronization is merely required between the transmitter of source and the 
receiver of destination, unlike in TDMA systems. But CDMA has several inherent 
problems: self-jamming, near-far problem, lower spectral efficiency. Self-jamming 
arises from the practically non-orthogonal spreading sequences of different users and 
results in the interference of transmissions with each other. The near-far problem 
occurs when stronger received signal levels decrease the probability that weaker 
signals will be received, and therefore need complex power control. CDMA systems 
basically have lower spectral efficiency as compared with TDMA and FDMA. 
According to the qualitative nature of the transmission discipline, MAC protocols 
can also be classified into three general categories: 
• Fixed Assignment Multiple Access (FAMA) 
• Demand Assignment Multiple Access (DAMA) or Reservation Access 
• Random Access (RA) or Contention Access 
Every category is further divided into some sub-categories and has many 
variations. Hybrid multiple access protocols are the combination of the above three. 
FAMA works in a static and pre-scheduled way, which is relatively simple and 
inexpensive, but results in inefficient usage of bandwidth and difficulty to scale as the 
number of possible users increases. Therefore, satellite communications used to adopt 
FAMA systems in the early development stage, and FAMA protocols are still in good 
use with scenarios of small number of users (earth stations or spacecraft) and light 
load now. In addition, FAMA systems do not need synchronization, and easily 
provide QoS guarantee, especially for traffic with relatively smooth characteristics 




infrastructure to support a large number of IP-based users with bursty and dynamic 
traffic nowadays. 
Instead of statically sharing the channel, DAMA assigns the channel to the users 
by using reservation or polling techniques. Both FAMA and DAMA protocols are 
contention-free, in the sense that every scheduled data transmission is guaranteed 
unless transmission errors occur. In DAMA systems, the reservation process may be 
collision-based (e.g. ALOHA) or collision-free (pre-assigned control slots for each 
user). In either case, every user needs to go through the following reservation process 
to obtain its own portion of the channel: request => approval and allocation => 
reservation establishment => channel usage. According to the time scale during 
which the allocated capacity is constant, two types of DAMA protocols are used: 
fixed-rate DAMA and variable-rate DAMA. In fixed-rate DAMA, a fixed amount of 
capacity is allocated to each user for the lifetime of the connection. While in variable-
rate DAMA, the bandwidth allocation to each user is variable for the connection’s 
lifetime. DAMA protocols improve the efficiency of the channel usage and the 
overall system performance, and are fit for networks with variable traffic loads, 
compared with FAMA protocols. However, DAMA protocols introduce an extra 
delay for the reservation process in the amount of at least one Round Trip Delay 
(RTD), which is very significant in the space communications environment. Pure 
DAMA protocols are not fit for real-time applications or other applications bounded 
by end-to-end delay requirements. In order to circumvent this extra delay and provide 
high maximum channel utilization for bursty traffic, DAMA combined with 




Contention-based access protocols, also known as Random Access (RA) 
protocols, include many variations of slotted or unslotted ALOHA and Carrier-Sense 
Multiple Access (CSMA). RA protocols enable each user to attempt to send their own 
traffic through the common channel without avoiding collisions. Once a collision 
happens, users back off their attempts or certain Collision Resolution Algorithms 
(CRA) are used to deal with the retransmission. RA protocols are more effective for 
networks with bursty but light traffic load. Define β as the ratio of propagation delay 
to packet transmission time. For β << 1, CSMA can decrease delay and increase 
throughput significantly over the basic RA protocols [17]. CSMA with Collision 
Detection (CSMA-CD) or CSMA with Collision Avoidance (CSMA-CA) are two 
variations of CSMA, which requires users to sense the channel before use attempts in 
order to reduce the collision probability. In communication networks involved with 
satellites, however, the interesting feature is dealing with β >> 1. CSMA also 
introduces an extra delay for the carrier sensing. Therefore, it is not as useful for 
space communications with long propagation delays as for networks with small 
delays. In addition, the longer the propagation delay is, and the more dispersed the 
users are, the less effective the carrier sensing will be. Another problem with the RA 
protocols is throughput. Even RA protocols with most the sophisticated collision 
resolution techniques can just provide limited throughputs around 0.5 [17]. 
Furthermore, to achieve throughput close to such an upper bound, the RA system has 
to endure a significantly long delay. So, to avoid the unbearable delay, the successful 




Scheduling, or service discipline, is always conducted within the MAC schemes, 
since it is necessary for providing end-to-end per-user or per-connection guaranteed 
performance service to heterogeneous and bursty traffic. In addition, the service 
disciplines must be simple so that they can be fit for high-speed broadband 
communication networks. The scheduling and associated performance problems have 
first been widely studied in the contexts of hard real-time systems and queueing 
systems, and then in QoS provisioning for wire-line packet-switching networks. 
Research has also been conducted in wireless communication networks with bursty 
and location-dependent errors environment. Zhang [18] presented an overview of the 
proposed service disciplines and discussed the tradeoffs in scheduling designs to 
provide QoS guarantees in packet-switching networks. 
 
The following two sections present detailed literature overviews in the areas of 
MAC protocols and scheduling algorithms, respectively, within the framework of 
satellite, wireline and wireless communication networks. 
2.1. Related Work on Medium Access Control Protocols 
To reduce the delay while providing QoS guarantees, hybrid MAC protocols – the 
combinations of free assignment, fixed assignment, demand assignment and random 
access have been often proposed in the literature. 
A reservation protocol, which partitions the multi-access channel into reservation 
and data sub-frames by means of time division, was proposed in [19]. An analysis of 
this protocol is presented by considering the case where the channel partition is fixed 




efficient channel access when propagation delays are long, as in satellite channels, 
and the user data messages are relatively long compared with the overhead for 
reservation requests. Their variations are widely used in wireless IP networks [21, 22, 
23] and satellite communication networks [24, 25, 26]. These dynamic-assignment or 
hybrid schemes no longer need to allocate bandwidth based on the requests in 
advance. Despite that they are more difficult to implement and complicated to meet 
QoS guarantees, the schemes can enable multiple users to dynamically share the 
common link for different types of heavy traffic. 
Le-Ngoc et al. presented the Combined Free/Demand Assignment Multiple 
Access (CFDAMA) protocol in [27] for integrated voice/data satellite communication 
networks. As a hybrid centralized TDMA scheme, CFDAMA first assigns data slots 
to reservation requests of all the users (earth stations) based on the fixed-rate or 
variable-rate demand-assignment principles. These requests can be made in a fixed 
manner (pre-assigned reservation slots), random access manner (RA reservation slots) 
or piggy-backed manner (PB in data slots) by each earth station. After assigning the 
requested bandwidth, the remaining data slots (free channels) are allocated to all the 
earth stations in a round-robin manner. This way, the extra request-allocation process, 
which is exactly equal to one round-trip propagation delay, is avoided for the free 
assignments. Hence, with light load and small number of earth stations, the 
probability of obtaining free assignments is very high for each earth station, and then 
a transmission delay close to one round-trip propagation delay could be achieved. 
Besides, the realization of this round-robin free assignment scheme is simple and 




free capacity to earth stations simply in a round-robin manner, the central scheduler 
(either in satellite or in a main earth station) possibly assigns precious channel 
bandwidth to some stations without the wait-to-send data. With the increase of traffic 
load and/or number of earth stations, the possibility of this kind of waste will be 
highly increased, which leads to inefficient usage of system resources. 
Hung et al. proposed a hybrid DAMA protocol in [28]. Denote fxiρ  as the 
allocated bandwidth for fixed-rate demand to connection i, viρ  as the allocated 
bandwidth for variable-rate demand to connection i, and ρi = fxiρ  + 
v
iρ  as the total 
allocated bandwidth to connection i. Let B represent the total uplink bandwidth and N 
be the number of earth stations. Then the main issue is to assign the rest of the 




i∑ =− 1  to the earth stations to fulfill their variable-rate 
demands. In each TDMA frame, each earth station transmits its current queue size in 
its control slot. The central scheduler estimates the current backlogged queue sizes 
according to the queue sizes information inserted in the control slots, previous 
bandwidth assignments and viρ . Based on these estimations, the new bandwidth 
assignments for the variable-rate demands are made. This scheme is a combination of 
fixed bandwidth allocation and demand assignment multiple access with estimation. 
Under certain load conditions, it will provide better performances than pure DAMA 
and FAMA since one round-trip delay is avoided for some variable-rate demands. 
However, it has several disadvantages. First, this scheme attempts to estimate the 
current demands based on the previous one-step instantaneous queue sizes, which 




the assigned slots for a certain earth station are possibly partially wasted if its actual 
queue size is less than the estimated. And this situation happens with high possibility 
due to the simple estimation technique used in this scheme. Third, the measure and 
transmission of queue sizes need to be achieved every frame at both the satellite and 
earth stations, which inevitably wastes the uplink bandwidth and electric power. 
Movable boundary Random/DAMA Access, a scheme which can support video, 
voice and file transfer, is proposed by Nguyen and Suda in [29]. The frame is divided 
in three subframes by movable boundaries: a reservation subframe, a Slotted Aloha 
channel for bursty data traffic, and a DAMA channel for all other traffic. DAMA 
allocation is done first and the remaining bandwidth is available for Slotted Aloha 
access, which gives DAMA higher priority and determines the moveable boundary 
accordingly. UBR traffic can be sent using random access because no QoS guarantees 
are provided for this service class. This scheme performs like the fixed-rate DAMA 
when voice and CBR video traffic is dominant, while it functions like a random 
access protocol when most traffic in the network is bursty data traffic. 
Anticipated Reservation scheme is presented by Zein et al. in [30]. In this hybrid 
TDMA scheme for fixed-rate and variable-rate demand assignment, the frame is 
divided into three parts: reservation subframe, bursty subframe and stream subframe 
with movable boundaries among them. The stream subframe is reserved for delay 
sensitive traffic using fixed-rate DAMA, while the bursty subframe is reserved for 
delay insensitive bursty traffic using a variable-rate DAMA, anticipated reservation 
protocol. Anticipated reservation means that the initial request for bursty traffic is 




forward approach. After the complete burst is received, another request has to be 
made to reserve the necessary bandwidth. Hence one drawback is that a portion of 
capacity is lost if the burst duration is smaller than the reservation cycle. 
Combined Fixed Reservation Assignment (CFRA), a modified version of the 
Anticipated Reservation scheme, is proposed by Zein et al. in [31] in order to reduce 
the capacity loss. This scheme is a combination of the anticipated reservation protocol 
and the buffer threshold method. It distinguishes between short and long bursts and 
implements different reservation schemes accordingly. At the beginning of each 
burst, a fixed rate-DAMA assignment of Rmin is made. An extra portion of capacity is 
requested if a burst is longer than a certain number of cells. If no more cells arrive in 
the station after a time-out interval, one request is sent to the scheduler for capacity 
de-allocation. Fixed-rate DAMA is still used for stream traffic without modification. 
In [32] and [33], Rosenberg and Acar proposed the Bandwidth on Demand (BoD) 
process, a combination of fixed-rate and variable-rate demand-assignment MF-
TDMA protocol. This adaptive scheme allocates an amount of Static Resource (SR) 
and Booked Resource (BR) to each connection per MF-TDMA frame. Here, SR 
represents the fixed assigned transmission resources, while BR represents the booked 
transmission resources which will be really allocated only if the connection requests 
them in the Resource Request (RR). Active earth stations send their RRs within the 
users’ time slots by piggybacking (i.e., in-band request signaling). For each 
connection: if its RR is less than its BR, it will be allocated exactly the RR; if its RR 
is greater than its BR, it will be allocated the BR and a share from the rest of the 




determine the sharing of the remaining bandwidth among those connections whose 
RRs are greater than BRs. The BoD process also introduces a connection admission 
control based on the (SR, BR) pair of new connections, with consideration of an OBP 
satellite network without on-board buffer. Due to their different QoS requirements, 
CBR connections are assigned SRs only, VBR connections are assigned (SR, BR) 
pairs and UBR connections are not assigned SRs/BRs. The performance of this 
scheme depends on how to set the (SR, BR) pairs and the parameters in the 
optimization problem formulation. 
Connors et al. presented a combined Random Access/Demand Assigned Multiple 
Access (RA/DAMA) for medium quality interactive video in [34]. This scheme takes 
advantage of two facts: first, some real-time multimedia applications can tolerate light 
to moderate packet loss. Second, source coded video, like MPEG, can be thought as a 
slow time process (STP) modulating a fast time process (FTP). RA/DAMA tracks the 
behavior of STP by determining the time when a scene change occurred. The random 
access channel and the DAMA channel are partitioned in a logical manner. In each 
earth terminal, the channel selection algorithm estimates the delays of the last packet 
in the DAMA queue and the RA queue, respectively, and chooses the channel for the 
new arriving packet based on the estimations. So, the basic idea of this scheme is to 
achieve less packet delay while baring some tolerable packet loss and insignificant 
standard deviation of delays. In RA/DAMA, the RA channel is not based on the ARQ 
(Automatic Repeat-reQuest); hence packet loss is inevitable when two users choose 
the same RA slot. Furthermore, no guarantee for the delay can be provided although 




Burst Targeted DAMA (BTDAMA), a DAMA to support on/off type traffic over 
GEO satellite links, was proposed by Mitchell et al. in [35]. BTDAMA is designed to 
support packet-train traffic sources identified by a series of bursts and inter-burst 
gaps. Each terminal only requests the satellite capacity at the beginning of one burst 
and subsequently receives a continuous allocation of bandwidth during this burst as 
long as required, which enables an end-to-end delay close to one round-trip time 
(RTT) for variable rate DAMA. The request slots are allocated to terminals in a 
round-robin manner for contention free DAMA requests on a burst-by-burst basis. 
BTDAMA is very suitable for the traffic sources mainly consisting of bursts with 
length longer than the RTT. An analytical model of BTDAMA is also introduced for 
the performance evaluation of BTDAMA with free and demand assignments. 
Chan et al. presented a dynamic reservation protocol for LEO satellite systems in 
[36]. This scheme is aiming for the emerging MPLS/ATM (Multiprotocol Label 
Switching and Asynchronous Transfer Mode) –based LEO satellite system with both 
connection-oriented and connectionless traffic. The contribution of this scheme is to 
maximize the number of successful terminals by varying the access probabilities of 
the contending terminals and the number of reservation minislots. The frame-based 
and minislot-based approaches of varying the access probabilities are proposed. Most 
importantly, a novel contention-pattern-analysis algorithm is adopted to estimate the 
number of contending terminals, which is a must for operating either of the above 
approaches. Simulations demonstrate the effectiveness and efficiency of this scheme. 
This scheme can adaptively handle a variety of different combinations of traffic 




2.2. Related Work on Scheduling Algorithms 
Packet scheduling has been one of the most important issues in the context of 
wireline, wireless and satellite communication networks. A general introduction and 
analysis of varieties of packet scheduling mechanisms in wireline systems can be 
found in [18].  
Unlike a wireline system, a wireless system has several different characteristics: 
(1) error-prone environment, (2) bursty and location dependent error, (3) time-varying 
and location dependent capacity, (4) mobile users. So compared with a wireline 
system, it is more challenging to provide efficient and effective scheduling algorithms 
for a wireless system. A general introduction of packet scheduling mechanisms in 
wireless systems can be found in [37]. Basically, scheduling mechanisms are 
considered to achieve tradeoffs between system performance, in terms of throughput, 
end-to-end delay, jitter, etc., and fairness, i.e., degrade in system performance while 
improving fairness among users and vice versa [38, 39, 40, 41, 42]. 
Generally, the proposed schedulers for wireless systems are derived from their 
wireline counterparts. So it is acceptable and beneficial to study schedulers originally 
designed for wireline systems, while leaving some tunable parameters and interfaces 
for new components. 
In the rest of this section, we review and compare several widely used scheduling 
algorithms in wireline systems, and then present analysis and review on scheduling 
algorithms in wireless systems.  




A scheduling mechanism is the manner in which queued packets are selected for 
transmission on the link. General scheduling mechanisms used or proposed in 
wireline systems can be found in [18] and its references.  
Scheduling mechanisms are classified into two groups: Work-Conserving 
schemes and Non-Work-Conserving schemes. For Work-Conserving schemes, the 
server is never idle when a packet is to be sent. While for Non-Work-Conserving 
schemes, the server could be idle even when a packet is waiting to be sent, as long as 
its assigned eligibility time is not ready yet. Traffic pattern distortions are generated 
by Work-Conserving schemes, while controlled by Non-Work-Conserving schemes. 
Several widely used schemes in the Work-Conserving group are Virtual Clock 
(VC), Weighted Fair Queueing (WFQ), Worst-case Fair Weighted Fair Queueing 
(WF2Q), Self-Clocked Fair Queueing (SCFQ) and Earliest-Due-Date (EDD). The 
comparison of them follows. 
• Virtual Clock (VC): uses the virtual time that emulates the Time-Division 
Multiplexing (TDM) system. 
o Simple, easy to implement 
o VC and WFQ have same delay bounds for flows with leaky bucket  
o Refer to the static TDM 
o Virtual time is independent of the behavior of other connections 
• Weighted Fair Queueing (WFQ): using finish times, picks the 1st packet at 
current time that would complete service in Fluid Fair Queueing (FFQ). 
o At any given time, the total amount of bits transmitted never falls behind 




o Needs to emulate a FFQ system for reference and keep track of active 
connections at any time 
o In Rate-Proportional Processor Sharing (RPPS), a special case of WFQ, 
the delay bound is inversely proportional to the allocated rate 
• Worst-case Fair Weighted Fair Queueing (WF2Q): considers only packets that 
started receiving service at the current time in FFQ, and picks the 1st packet at 
the current time that would complete service in FFQ. 
o At any given time, the difference between the services provided by WF2Q 
and FFQ is always less than one packet size 
o Needs to emulate a FFQ system for reference and keep track of active 
connections at any time 
o Needs more calculations and operations 
• Self-Clocked Fair Queueing (SCFQ): may use the Virtual time estimated from 
the virtual service time of the packet currently being serviced. 
o Uses a simpler algorithm by calculating virtual time rather than keeping 
the computationally expensive reference FFQ server 
o The inaccuracy incurred can make the SCFQ perform much worse than 
WFQ 
o Does not provide end-to-end delay bounds 
• Earliest-Due-Date (EDD): uses (expected) arrival time plus delay bound as its 
deadline, when a source obeys its contract. 
o Two state variables allow Delay-EDD to solve the problem of coupling 




o The update of state variables depends only on per connection parameters 
instead of system load 
Several widely used schemes in Non-Work-Conserving group are Jitter Earliest-
Due-Date (Jitter-EDD), Stop-and-Go and Rate-Controlled Static Priority (RCSP). The 
comparison of them follows. 
• Jitter-EDD: uses the time difference between the deadline of a packet and its 
actual finish time, stamped in a field of its header. 
o Provides flexible delay bounds and bandwidth allocation 
o The update of state variables depends only on per connection parameters 
instead of system load 
o Has implementation issues 
• Stop-and-Go: maps the arriving frame into the departing frame by introducing 
a constant delay α, 0 < α < T, where T is the length of the fixed-size frame. 
o An arrival packet is postponed for transmission until the beginning of the 
next frame (the traffic that satisfies (r, T) specification keeps its property) 
o Provides a bound for both the delay and Jitter 
o Introduces a coupling problem between the delay bound and bandwidth 
allocation granularity 
• RCSP: consists of a rate-controller, which performs traffic shaping, eligibility 
time calculation and assignment, and a static priority scheduler. 
o Achieves flexibility in the allocation of delay and bandwidth as well as 




o Delay-jitter (DJ) regulators keep all traffic characteristics by completely 
reconstructing traffic pattern, while rate-jitter (RJ) regulators only keep 
certain characteristics 
o Although optimizing for guaranteed performance service, RCSP may 
negatively affect the performance of other packets (e.g., best-effort service 
packets) 
o A client is always punished when it sends more than specified 
Scheduling Mechanisms in Wireless Systems 
Four required objectives for a fair wireless scheduler are clearly specified in [43] 
and quoted below: 
• Delay and throughput guarantees: delay bound and throughput for  error-free 
flows should be guaranteed, and not affected by other flows in error state. 
• Long-term fairness: after a flow exits from link error, as long as it has enough 
service demand, it should be compensated, over a sufficiently long period, for 
all of its lost service while it was in error. 
• Short-term fairness: the difference between the normalized  services received 
by any two error-free flows that are continuously backlogged and are in the 
same state (i.e., leading, lagging or satisfied) during a time interval should be 
bounded. 
• Graceful degradation for leading flows: during any interval while it is error 
free, a leading backlogged flow should be guaranteed to receive at least a 




According to these objectives, several popular wireless scheduling algorithms are 
discussed below. 
Channel State Dependent Packet Scheduling (CSDPS): Channel State Dependent 
Packet Scheduling (CSDPS) is proposed in [44] as one of the first wireless scheduling 
algorithms to address problems of location-dependent and bursty errors. In CSDPS, 
each queue executes First-In-First-Out (FIFO). A Link Status Monitor (LSM) 
monitors the link states, determines whether a link is in a good or bad state, and 
marks queues with bad links accordingly. The marked queues will be unmarked after 
a time-out period. The basic idea is that the server does not serve the marked queue. 
As shown in [44], CSDPS achieves much higher throughput and channel utilization 
and also smaller average delay, compared with a purely FIFO mechanism. However, 
CSDPS does not provide guarantees on bandwidth and delay. Also, there is no 
limitation on the exceeded portion from the fair share of service time for the users in 
good state. 
CSDPS combined with Class-Based Queueing (CBQ): CSDPS, combined with 
Class-Based Queueing (CBQ) [45], is proposed in [46] to solve the problem of 
unfairness in CSDPS. CBQ is used to provide fairness in sharing the wireless 
channel. In [45], CBQ restricts a class from receiving more service when it is 
allocated bandwidth more than its fair share. Some modifications on CBQ are made 
in [46]. First, effective throughput (successful throughput or goodput) replaces fair 
share in the original CBQ scheme. Second, as an exception, a class with more-than-
fair-share allocated bandwidth is still allowed to receive more service if it has a good 




the signaling for link monitoring in the original CSDPS. In summary, CSDPS 
combined with CBQ (CSDPS + CBQ) implements a fairness mechanism on top of 
CSDPS, so it could provide fairness in some sense while trying to maintain high 
throughput. However, no explicit mechanism is provided to compensate the lagging 
user due to link error. 
Idealized Wireless Fair Queueing (IWFQ): Wireless Fluid Fair Queueing (WFFQ) 
and Idealized Wireless Fair Queueing (IWFQ) are proposed in [47] as a variant of 
FFQ and WFQ, respectively. Like the relation between FFQ and WFQ, IWFQ is a 
packet-wise approximation of WFFQ with practical considerations. Basically, IWFQ 
is a lead-and-lag version defined with reference to an error-free WFQ. A flow is 
called leading, lagging, or in sync at any time if its queue size is smaller than, larger 
than, or equal to the queue size in the reference error-free WFQ system.  
IWFQ works exactly like ordinary WFQ if no link suffers from errors. When link 
errors happen, if the chosen packet has a bad link state, the packet with the next 
smallest finish time and good link state will be served. This way, when the link turns 
from bad state to good state, this omitted packet will definitely be served first because 
it always has the smallest finish time. So compensation is guaranteed. In IWFQ, 
leading and lagging of all flows are also bounded with respect to error-free WFQ 
service. In [47], some analyses of delay and throughput guarantee are given in terms 
of deterministic bounds for error-free and error-prone links, respectively. 
To fight bursty and location-dependent errors, the implementation of this policy 
adopts spreading to reduce worst-case packet loss for an arbitrary user, and uses 




simulation results show that performance in terms of delay (average, maximum) and 
packet loss is better than common policies without spreading and swapping. 
However, IWFQ also has its limitations. First, it is complicated and sometimes even 
impractical to have the finish times of all packets in the uplink scheduler. Second, one 
of its parameters reflects a conflict between delay and fairness. Hence delay and 
throughput are coupled together. 
Channel-condition Independent packet Fair Queueing (CIF-Q): Channel-condition 
Independent packet Fair Queueing (CIF-Q) is proposed in [48] to address the fairness 
issue. Similar to IWFQ, a flow is called leading, lagging or satisfied at any time if it 
receives more, less or exactly the same amount of service corresponding to an error-
free fair queueing reference system. Start-time Fair Queueing (SFQ) [49] is chosen to 
be the reference system as an example. 
In CIF-Q, each arrived packet is put into two queues: one in a real error-prone 
system and the other in an error-free reference system. Normal SFQ is performed in 
the reference system and the virtual time of the packet is updated even when this 
packet is not served in the real system due to link error. For any specific flow, the 
difference between the service in the real system and the service in the reference 
system is tracked. When a packet is chosen in the reference system, its corresponding 
packet in the real system is transmitted unless its link state is bad or it belongs to a 
leading flow which reaches the upper bound of received service. Lagging flows have 
higher priority to receive additional service from leading flows giving up lead or 
flows not being able to send because of bad link state. The additional service is 




no lagging flow can send packets due to bad link state, the additional service is 
distributed among the other flows proportionally to their allocated service rates. 
CIF-Q provides both long-term and short-term fairness guarantees. Also packet 
delay and throughput guarantees are provided for flows with error-free links. 
However, it is complicated and sometimes even impractical to have the virtual time of 
all packets in the uplink scheduler. 
Opportunistic Scheduling (OS): In [50], a general background of Opportunistic 
Scheduling (OS) schemes is presented. And then an OS scheme is also proposed to 
achieve an optimal trade-off between throughput and fairness in [50]. The major 
difference between OS and the other schemes is that OS uses a more practical channel 
model instead of a two-state channel (good or bad) model. 
OS is an emerging cross-layer design approach over fading wireless channels. 
Basically it exploits channel variations, in terms of estimated instantaneous carrier-to-
interference ratios, supportable data rates, received signal strength indications, or bit 
error rates of users' links, to maximize wireless throughput. Proportional Fair sharing 
(PF) scheduler [51], 1xEV scheduler [52], and Best Link Lowest Throughput First 
(BLOT) scheduler [50] are examples of OS schemes. 
More on Scheduling Mechanisms 
Store-and-Forward queueing is proposed in [53] and is based on a network-wide 
slot structure. A finite number of connection types are predefined. The delay and 
buffer size guarantees are made by executing an admission policy with upper bound 
of submitted bits in a certain period. This service discipline offers two advantages 




implementation, especially for certain types of traffic with delay jitter requirements. 
Also, due to the long propagation delay in satellite communication networks, it is 
better to place the scheduler on-board the satellite (gateway) to significantly reduce 
the end-to-end delay, which leads to easy implementation and quick response time for 
efficient usage of limited space on-board. However, this discipline has inflexibility 
due to predefined connection types and increases extra delay for the packet delivery. 
Round Robin (RR) is analyzed by Mitchell et al. in [54] for a GEO satellite 
system. RR and its modified version Weighted Round Robin (WRR) are widely 
employed in TDMA-based communication networks because of its simplicity and 
straightforward fairness among users. Also RR maintains traffic smoothness inside 
the network. Under the assumptions of Poisson traffic, infinite buffer capacity at the 
terminals and the satellite, this paper models the system as a discrete-time Markov 
process, and finds numerical/analytic results, which conform to simulation results. 
The performance in term of end-to-end delay degrades with the number of terminals, 
especially when channel load is higher than 0.7. 
Packetized Generalized Processor Sharing (PGPS), also called WFQ, is proposed 
by Parekh and Gallager in [55]. It is a policy that tries to approximate the same FFQ 
or Generalized Processor Sharing (GPS) policy. This scheme is flexible since 
different users can be assigned widely different QoS guarantees, and is efficient since 
the slot will be allocated to another connection if the current connection has no 
packet. It also provides a wide range of worst-case performance guarantees on delay 
and throughput. This is a very popular model for fair resource allocation to fluid flow 




location-dependent errors in wireless communication networks, scheduling policies 
good in wireline networks are not necessarily the best policies in wireless networks, 
including satellite communication networks. 
Shakkottai and Srikant proposed Feasible Earlier Due Date (FEDD) policy, a 
version of EDD, for real-time traffic with deadlines over a wireless channel [56]. The 
basic idea of this policy is to choose the packet which has the earliest time to expire 
from the set of queues whose channels are “good”. The analytical results have shown 
that for Markovian channels and strict delay constraints, the policy is optimal for two 
queues with one packet in each queue. For the issue of fairness, the paper chooses 
WRR in combination with FEDD to provide some degree of isolation among queues. 
However, this policy is not necessarily optimal for the other types of real-time traffic 




3. Flexible Access for Satellite Communication Networks 
 
3.1. Traffic Modeling 
We next turn our attention to the steps that need to be taken in order to enable this 
dynamic mission operation concept.  It is critical to start by understanding the traffic 
characteristics at the sources of this network (science instruments on the spacecraft) 
and the statistics of traffic at different points as it flows through the current and future 
NASA network infrastructure.  It is important to: 
• Establish a baseline set of mathematical/statistical models of communication 
traffic, currently being carried on NASA networks. These models are to 
provide a ‘holistic’ view of NASA networks and will, likely, employ 
switched-circuit concepts of communication networks. The models need to be 
driven by actual usage statistics collected by NASA operational 
communications relay sites. 
• Develop mathematical/statistical models for future NASA communications 
traffic. Projections of future traffic are to be based on future missions’ 
communications requirements and extrapolations of models developed to 
represent the existing traffic and projections of the nature of future NASA 
networks. Thus, models portraying future NASA traffic will, likely, be based 
on switched packed concepts. 
• Employ models representing current and planned communications traffic to 




architectures, will be evaluated in terms of overall throughput, quality of 
service and cost. Models representing current and future communications 
traffic will be used in the analysis. 
3.1.1. Architecture 
The space communication networks are evolving to use Internet Protocols to take 
advantage of the software and hardware popular in the commercial network world. 
However, one of the major challenges is to use a proper data link framing mechanism 
to support IP along with good performance over radio frequency (RF) links. 
There are several combinations for usage in space communications, such as TDM, 
Consultative Committee for Space Data Systems (CCSDS), Frame Relay, Point-to-
Point and ATM. A standard mapping of IP packets over frame relay is defined in the 
IETF and widely supported by standard routers [57]. Hence, the combination of 
Frame Relay over high-level data link control (HDLC) framing may be the most 
suitable one for the future IP-environment space communication networks. However, 
as the traditional framing mechanisms, TDM and CCSDS frames are currently widely 
used in the space communications. And because our MAC protocol with dynamic 
bandwidth allocation scheme is not dependent on the detailed framing mechanisms, it 
would not be a problem to switch to the combination of Frame Relay over HDLC 
framing in the future. So, TDM and CCSDS are used in this Chapter to present our 
MAC protocol with dynamic bandwidth allocation. 
3.1.2. Understanding Mission Traffic Characteristics 
First we study the existing traffic on NASA networks, and then develop models to 




organization and transmission. By using the Packet Telemetry Data System standard 
from CCSDS, we define two data structures—Source Packets and Transfer Frames, 
and a multiplexing process to interleave Source Packets from various Application 
processes into Transfer Frames [58].  The packet telemetry data system is illustrated 
in Figure 3.1. 
According to CCSDS, the source packet consists of packet primary header (6 
bytes) and packet data field (1 to 65536 bytes). The length of the source packet may 
be variable. In this case, we fix the length at 512 bytes to simplify the MAC issues. 
Otherwise they can be decomposed or aggregated to form packets of constant length. 
 
Figure 3.1: CCSDS Packet Telemetry Data System 
The format of a transfer frame is more complicated. It consists of two headers, 
data field (variable) and two control fields in tail. However, it shall be of constant 
length throughout a specific mission phase.  In our case, since the duration during 
which the spacecraft are in the coverage zone is considerably short, it is reasonable to 
assume that they keep the same mission phase. So, the frame length is fixed. This will 
have a desirable feature: if some users make errors in one frame, they will not lose 
track of the next frame. 
Note that we assume CCSDS framing because we start by considering legacy 
systems that are using this frame structure. However, as we move to an IP-
environment and possibly adopt commercial standards or relays, High-level Data 




One standard type and also an important type of spacecraft data is real-time data 
containing spacecraft housekeeping information and science instrument telemetry. 
The requirements for this kind of data are reliability and fast delivery. To model the 
above real-time traffic, we selected TERRA, a typical current Earth Science mission 
spacecraft with five instruments on-board. ASTER, a typical instrument on-board 
TERRA, is selected as our example for traffic modeling. 
 Mission Mode Data Rate 
Day 
Full Mode 89.2 Mbps 
VNIR Mode 62.038 Mbps 
TIR Mode 4.109 Mbps 
Stereo Mode 31.019 Mbps 
Night 
TIR Mode 4.109 Mbps 
SWIR+TIR Mode 27.162 Mbps 
Table 3.1: ASTER Observation Modes 
As shown in Table 3.1, ASTER operates in different modes, basically in Full 
mode during daytime and in SWIR + TIR mode during night. Therefore, for 
simplification and in order to study bandwidth optimization, it is appropriate to model 
the ASTER instrument as a 2-state, 4-mode traffic generator: in Full or VNIR mode 
in one state and in SWIR + TIR or TIR Mode in the other. In a specific state, at the 
beginning of each small period, the active data rate is randomly chosen from two 
modes by their active probabilities. Then the generator keeps generating source 
packets in this active data rate during the following period. All these parameters can 
be set or changed. 
We model the other instruments in a similar way. The five traffic sources are 
using a common queue with priority queuing. The priority levels are assigned 




highest priority. Of course the priority levels can also be assigned by other rules, for 
example, the importance of data. We assume that the traffic (source packets) 
generated from TERRA is relatively bursty. Simulation results showing a 10s 
instance of the traffic from TERRA are shown in Figure 3.2. 



























Figure 3.2: Simulation Results of TERRA Output Packets 
We also consider other types of traffic models for real-time or non real-time data, 
including voice, video and bulk image files. For example, because some on-board 
instruments only generate traffic at constant rate and for part of the time, we could 
use a Constant Bit Rate (CBR) traffic generator model for some instruments. A CBR 
traffic generator model is also fit for the command & data handling traffic and voice 
traffic from the space shuttle. We are using our own multi-state-multi-mode (MSMM) 
traffic generators to emulate this instrument traffic that includes a Poisson-distributed 
traffic generator and a CBR traffic generator. And also, a MSMM traffic generator 
model with on/off switch, where the on/off periods are exponentially distributed, is 
proposed to better model the active/inactive durations of the sources. We call it 




3.1.3. Triple Request Model 
Every traffic source will be provided with the guaranteed QoS in terms of its 
triple request: LR (Lower Resource), TR (Targeted Resource) and UR (Upper 
Resource). Intuitively, the LRs and URs are the minimum and maximum bandwidth 
assignments to fulfill the data delivery for every connection according to the different 
requirements. And the TRs are the expected bandwidths to “better” satisfy the QoS 
requirements of the connections in some sense based on the estimation of the traffic 
behaviors. Here “better” means: below its TR, the traffic source is very eager to get 
more bandwidth assignment if the price is affordable; while some way beyond the 
TR, more bandwidth assignment is not that much in need any more considering the 
price. In other words, the TR is a measure to describe the starting point of the turning 
zone for the tradeoff between resource demand and utilization price.  
The reasons why we introduce the triple request model are as follows: first, it fits 
better the traffic sources in our scenario, which generally have expected performance 
and lower/upper bounds. Second, it allows us to use a unified framework to provide 
long-term average QoS guarantees for the traffic sources for a variety of basic traffic 
models, e.g., (Min, Max), (Static, Best-effort), or (SR, BR) etc. Third, this 
parameterized model could provide more flexible and adaptive control for the 
bandwidth allocation in broadband satellite communication networks with long 
propagation delays. We will describe how our adaptive bandwidth allocation fits the 
triple request model in Chapter 4. 
According to their different types, the traffic sources may or may not need all the 




delivery with zero tolerance of transfer delays. So LR = TR = UR. Real-time (rt) and 
non real-time (nrt) Variable Bit Rate (VBR) traffic flows with minimum QoS 
guarantees are assigned different LRs and URs for their requirements, while different 
TRs by considering the transfer delay they can tolerate and the price they want to pay. 
For example, if these traffic flows are modeled as (Min, Avg, Max), then (LR, TR, 
UR) can be seen as a mapping, where LR is a function of Min, UR is a function of 
Max, and TR is a function of LR, TR and UR. Certainly the simplest mapping is LR 
= Min, TR = Avg, UR = Max. For rt-VBR and nrt-VBR traffic flows without 
minimum QoS guarantees, LR = 0, while the TR and UR are similar as before. Here 
we have discussed three general types of traffic sources: guaranteed bandwidth 
traffic, best-effort traffic and mixed-type traffic. In Chapter 4, we will show that our 
triple request model allows the scheduler to treat users/flows differently during both 
the constant-rate and the variable-rate resource allocation process. 
3.2. Flexible Bandwidth Allocation 
For the paradigm shift that will enable the transition of operations from “pre-
planned” to “on demand” mode, another key requirement would be the development 
of a new multiple access technique to support on demand space to ground 
communications, that takes into account the novel network topologies that need to be 
supported and introduces a new, unique QoS requirement.  Users (spacecraft) are 
visible by a ground station for a limited time window.  Therefore, we have another 
dimension added to the traditional dynamic resource allocation problem: dynamic 




We are trying to define a detailed scenario and evaluation criteria for suitable 
multiple access techniques for this operation, where: 
• A priori bandwidth allocations are still based on advance requests/scheduled 
passes over certain position. 
• There is an option for dynamically assigned additional bandwidth, either 
piggy-bagged to a priori reservation or available on demand as spacecraft 
enters coverage of the ground station. 
A suitable Multiple Access protocol must satisfy the following requirements: 
• Provide required QoS/availability guarantees for different classes of traffic 
(TT&C, Scientific Data Request, other priorities); 
• Support multiple spacecraft sharing a common link to the same ground 
station; 
• Enable multiplexing of various traffic streams on-board for delivery to 
multiple destinations (multiple scientists); 
• Accommodate several scientists sending commands/download requests to 
various instruments on-board the same spacecraft;  
• Does not impose significant cost or complexity demands on hardware on-
board the spacecraft; 
• Handle the mobility of spacecraft (“mobile platform”). 
A potential solution to the multiple access issues would be to implement a scheme 
utilizing a movable boundary concept (Figure 3.3), where transmission is organized 
in fixed size, slotted frames.  The slots in the first part of the frame are dedicated for 




information transmission.  Movable boundaries exist between the different types of 
service.  The objective here is to optimize the boundary positions, and for an optimal 
solution this could be done on a frame-by-frame basis [59]. 
 
Figure 3.3: Dynamic Access Scheme - Movable Boundary Concept 
3.2.1. Network Architecture 
Most Earth Science Enterprise (ESE) missions either use the NASA Tracking and 
Data Relay Satellite System (TDRSS) [60] for relaying data to the ground or can 
communicate directly with certain NASA (or other) ground terminals. TDRSS 
consists of 7 GEO satellites around the globe that relay data from satellites in LEO 
and MEO to ground facilities at the White Sands Complex in New Mexico, and 
Guam. The GEO satellites have the capability to forward and return data in the S and 
Ku bands at speeds of up to 300 Mbps in the Ku band. These systems were developed 
in the 1970’s and have been heavily used over the past two decades. A new 
generation of TDRS satellites (called TDRS-H, TDRS-I, and TDRS-J) was recently 
initiated to augment the older system and provide additional capacity for users. This 
new generation TDRS satellite has the additional capability to relay data in Ka-band 









with ground station modifications. A new tunable, wideband, high frequency service 
offered by the 15-foot antennas provides for the capability of these high data rates. 
In the architecture, large numbers of spacecraft share the downlink channel of 
TDRS to the ground station, which can provide single access for high data rate 
channel (up to hundreds Mbps) per TDRS satellite. TDRSS has a Single Access (SA) 
and Multiple Access (MA) Capability using Spatial Diversity. The total end-to-end 
architecture is known as the Space Network (SN). Further details about the TDRSS 
operation and SN can be found in the Space Network Users Guide [61], and it is 
beyond the scope of this dissertation. 
It is important to note that we are not focusing on the details of the current 
TDRSS nor are we trying to modify or improve on that design, although we start by 
considering a GEO relay satellite similar in architecture to TDRSS. We are looking 
into the concept of optimizing future relay systems which could be the next 
generation of NASA owned relays or other systems that share NASA but also 
commercial traffic. For simplification, we consider only one GEO relay satellite to 
avoid the issues of handover and routing.  
To simplify our analysis, we consider the network architecture shown in Figure 
4.4. This system consists of a number of LEO satellites, one GEO relay satellite and 
one ground station. The ground station receives the scientific data from all the 
spacecraft via the relay link but also acts as Network Control Center (NCC) 
performing the bandwidth allocation under certain QoS guarantees by collecting 
reservation/dynamic access and statistical information from the data transmission 




Science (EOS) missions, and only consider the zone where the spacecraft are in the 
coverage of the relay. Since the orbits of mission spacecraft are known, we know the 
exact time they “join” (enter the coverage zone) and “depart” (leave the coverage 


















Figure 3.4: Network Architecture 
The uplink is from the ground station to spacecraft through the relay satellite, 
operated in TDM broadcasting mode. The downlink is the data link, from the users 
(spacecraft) to the ground station through the relay satellite. The uplink is used by the 
ground station to notify all users of the bandwidth allocation for downlink, which has 
much larger bandwidth. We focus on how the spacecraft can share the downlink 
dynamically. In the current mode of operation this is done using a static-TDMA 
process using a priori reservations. 
The current TDRSS system (with all satellites) provides extended view times for 
LEO satellites and is capable of transmitting to and receiving data from any LEO 




are using the downlink channel of TDRSS in a mainly static and pre-scheduled way, 
which is relatively simple and inexpensive, but results in inefficient usage of 
bandwidth and difficulty to scale as the number of possible users (spacecraft) 
increases. Therefore, we need a new infrastructure to support a large number of 
spacecraft, which could eventually have IP-addressable instruments and could exhibit 
more bursty and dynamic traffic. 
A simple, Reservation-based Demand TDMA protocol has been proposed to 
address the above problems [62]. In this operational scenario, spacecraft share access 
to NASA ground stations based on advance requests but there is also an option for 
dynamically assigning additional bandwidth on demand. Simulation results have 
shown that this solution outperforms pre-planned mode in most cases under unevenly 
distributed traffic load conditions in terms of delay and throughput. However, this 
was based on a number of simplifying assumptions and did not provide a complete 
on-demand scheme or use of realistic traffic models, corresponding to the traffic 
generated by the relevant mission instruments. 
3.2.2. Medium Access Control Protocol Design 
As mentioned earlier, FAMA protocols have very good performance for 
predictable and regular traffic, but are inflexible and inefficient for unpredictable 
dynamic traffic. Random access protocols can solve the problem of inflexibility and 
are suitable for light traffic, but have bandwidth inefficiency and long access delay 
for heavy traffic load. Reservation access protocols are on-demand mode, not 
completely dynamic schemes, but once the reservation requests are granted to users, 




obvious shortcomings of each class, we design a hybrid-mode MAC protocol. And 
since reservation-based and random access protocols both need transmit request and 
feedback information, hybrid reservation-based protocols will inevitably share the 
bandwidth for control. So our scheme should be simple to implement and lower the 
overhead as much as possible. Before we propose our hybrid-mode protocol, we first 
discuss two issues: delay and time synchronization, which are significant for our 
protocol in satellite communication networks. 
Delay 
In a TDMA protocol with reservation, the bandwidth allocation could be 
optimized on a frame-by-frame or multi-frame basis. This will solve the problems of 
inflexibility and inefficiency, but also add some extra delay and more complexity for 
frame structure due to the need for reservation requests in advance. 
The total delay T for the static mode and the reservation mode are: 
Tstatic = Ttransmission + Tqueueing + Tpropagation 
Treservation = Ttransmission + Tqueueing + Tpropagation + Treservation-process 
There is an additional item, reservation delay, in the total delay for reservation 
mode. The spacecraft need to send reservation requests to the ground station and get 
the allocation from the feedback before acquiring extra bandwidth. Therefore, the 
reservation delay is equal or larger than twice the Round Trip Delay (RTD).  
For satellites in LEO, the RTD is in the order of 10ms. In GEO orbits, it is 270-
350ms. And the RTD between GEO and LEO is also in the range of 150-350ms. 
Therefore, in our scenario, the RTD of the system is around 480ms or more. This 




damage the medium access control policy of our system. So in our proposed protocol 
we should carefully address this issue in evaluating its suitability. 
Time synchronization 
Another important issue is time synchronization among the spacecraft and ground 
station. Whether centralized or distributed algorithms, the system using a MAC 
protocol must perform one of them to complete the synchronization. Otherwise, there 
is a danger that durations of the data slots would overlap. 
When the NCC and all users are stationary, it is easy to do this by computing and 
storing the time differences at the initiation phase of the system. The time difference 
of every user is constant. In our case, however, the spacecraft are orbiting the earth in 
high velocities. The time difference between every spacecraft and the ground station 
and thus the position of the frame would be variable due to the variation of their 
relative distance. Thus, synchronization would be more complicated. We would show 
the variation of the time difference in our simulation results. 
Since the orbits of the spacecraft are known in advance, at any given time we 
know the exact position of spacecraft and therefore can compute the relative distances 
between the spacecraft and the ground station, and we can take advantage of this fact. 
There are two approaches in performing the synchronization: (i) When the spacecraft 
gets system time from the ground station, it computes the time difference and stores 
the adjusted own time. Then the spacecraft keeps computing the new time difference, 
and considering the time elapsed from getting the adjusted own time, it restores a list 
of adjusted own time. Alternatively, (ii) The spacecraft only computes the adjusted 




the adjacent two synchronizations, the spacecraft just uses this “out-of-date” adjusted 
own time. This will cause some errors and lead to time slots overlapping. So a guard 
time needs to be added in the frame structure to avoid the overlapping. 
For the first approach, in our case, it is very difficult to decide how fast we should 
compute the time difference to provide updated adjusted own time for every 
spacecraft. When the spacecraft needs to send a packet in its assigned slot, but the 
adjusted own time is not updated yet, the overlapping will occur. Compared with this 
approach, the second approach is more practical and reasonable for our scenario. Note 
that although GPS information could be available to most spacecraft, the problem is 
not simply about getting the precise time, but how to synchronize the spacecraft and 
the ground terminal in the sense of frames to avoid packet collisions. On top of that, 
orbital timing skew could be a potential problem for high speed data transfers and 
could possibly aggravate the synchronization problem, and this must be considered 
during implementation. 
3.2.3. Hybrid-Mode Medium Access Control Protocol 
As shown in Figure 3.5, we are using a simple hybrid-mode MAC protocol in our 
scenario. All active spacecraft are using the common downlink channel to send 
packets to the ground station with NCC. There are request sub-channels in this 
downlink channel and feedback in the control link for bandwidth reservations. 
The whole channel is divided into a number of identical sub-channels. A fixed 
number of these sub-channels are allocated for the static slots and the rest are used for 










Figure 3.5: Hybrid-mode Access Protocol 
Access Control Algorithm 
Reservation minislots are used for access requests from new users. The access 
request contains the source (spacecraft) ID (MAC address) and the demands 
including average, minimal and maximal traffic loads from the new user. According 
to the different requirements, in the demands, every traffic source provides its triple 
request: LR (Lower Resource), TR (Targeted Resource) and UR (Upper Resource), 
and its priority level and weight when trying to get access to the broadband satellite 
network. Certainly for some types of traffic sources, the three parameters might be 
redundant and therefore could be combined. This framework is similar to the studies 
presented by Hung [28] and BoD protocol [33], but has a different parameter model. 
A fact that needs to be emphasized is that the users need to have advanced algorithms 




The access control algorithm is performed as follows: the new user (or new 
connection) will be admitted only if the sum of the LRs of all active users is less than 




i ≤∑  
where B is the total bandwidth. After admitted to the network, every stream will be 
assigned a new triple: LR, PR (Projected Resource) and UR. In other words, LR must 
be guaranteed for every admitted stream. The stream will be allocated its PR as a sum 
of LR and a best-effort share from the rest of the available bandwidth. The best-effort 
share will be assigned according to fairness and efficiency by solving an optimization 
problem. However, the assigned bandwidth could not exceed the requested maximum 
bandwidth. We will present the detailed problem formulation and results in Chapter 4. 
Bandwidth Request Track 
The estimation of “future” traffic demands from users, employs one-step forward 
linear estimation based on n-step previous and current information. 
Since, the RTD is approximately 480ms or more it cannot be ignored. We chose 
RTD as the maximum round trip delay during the whole operating time. Typically the 
frame duration Tf is set to be equal to RTD in communication systems. In our case, 
however, to support data rates as high as 200Mbps while satisfying the requirements 
for frame length in CCSDS, it is impossible to let Tf = RTD. According to CCSDS, 
the transfer frame has mandatory Primary Header (48bits) and Data Field (variable), 




(32bits) and Error Control Field (16bits). The length shall not be longer than 16384 
bits, which gives us a number of choices. 
We can set M·Tf = RTD, where M is a given integer. Then, when a user sends a 
request or makes a transmission attempt in a specific frame, say the frame k, it will 
know the feedback from the uplink before the same slot in the frame (k + M). 
The ground station with NCC broadcasts the feedback packets to spacecraft 
immediately after processing the incoming frame. And for every M frames, it sends a 
“super packet” including system time along with the feedback information. When a 
“super packet” arrives, the spacecraft will perform time synchronization, and we call 
the following frame a “super frame”. We note that frames and slots are using guard 
times to avoid overlapping. 
Suppose a frame has N data slots. N1 slots are used for static slots, while N2 data 
slots are used for reservation-based slots; N1 + N2 = N. Since the data rates and 
capacities of all spacecraft are predictable, these N1 static data slots are allocated to 
them based on the expected traffic loads and the minimal bandwidth requirements. 
One reservation request is piggybacked in the first assigned data slot for each user per 
frame. A reservation request contains the source (spacecraft) ID (MAC address) and 
the current size of the on-board queue. The NCC keeps storing two statistics: the size 
of the on-board queue in the previous adjacent request, and that in the latest super 
frame. The NCC collects these requests from all the spacecraft and then determines 
the allocation of the rest N2 data slots based on these statistics. The NCC assigns the 
weights to every spacecraft by certain rules (for example, nominal data rate, or 




portions of reserved slots assigned to each spacecraft. The obvious benefit is that the 
ground station considers the behavior of traffic not only in a very short range (Tf) but 
also in a relatively long range (RTD). This helps the ground station to make a more 
fair and optimal decision and decrease the opportunity to waste bandwidth, and 
therefore approach the bandwidth-efficiency. Our hybrid-mode protocol performs 
bandwidth optimization on a frame-by-frame basis although the collected information 
is M frames “out-of-date”. 
Another option is to send reservation requests in the “super frame” only and 
operate as a static TDMA protocol based on the previous granted bandwidth 
allocations. This option can decrease the computing complexity and lower the 
overhead, but now the optimization must be done on a multi-frame basis. 
In the next chapter, we propose our two-level dynamic bandwidth allocation 





4. Two-Level Dynamic Bandwidth Allocation 
 
The work presented here can be applied to both space communication networks 
around the Earth, and to novel communication network architectures for lunar 
exploration. Special attention is paid to the important requirements for future space 
missions that influence the design of this network. To provide per-user/per-flow QoS 
guarantees for different users with fairness consideration in communication networks, 
a well-performed bandwidth allocation process along with a good admission control 
algorithm is necessary. Due to significant propagation delays, space communication 
networks even need a much more adaptive bandwidth allocation and a more 
systematic admission control. To efficiently use the available channel, it is shown 
later on that a well-design time-varying bandwidth allocation scheme based on the 
instantaneous or statistical traffic of all users/flows performs better. However, only 
short-term (instantaneous) bandwidth allocation may cause instabilities and will have 
difficulties in providing QoS guarantees and managing the long-term (average) 
behavior of all the users/flows. Besides, the instantaneous and average behavior 
managements need to be well-coupled with each other. Therefore, we propose a two-
level bandwidth allocation in our implemented MAC scheme. 
As shown in Figure 4.1, the two-level bandwidth allocation is performed by the 
scheduler at the ground station with Network Control Center (NCC). To access the 
channel, a new user or new flow first sends a request to the scheduler. After executing 




its decision to the users. If the user/flow is accepted, a static initial bandwidth 
allocation, which will be described further in section 4.1, is made by the long-term 
bandwidth allocator. Then the initial allocations will be delivered to the short-term 
bandwidth allocator as control parameters for the next-level scheduling. Under some 
other conditions, the long-term bandwidth allocation might be performed and updated 
to the next level. In the short-term scheduler, according to the continuous bandwidth 
requests from users/flows, the time-varying bandwidth allocation (or slots 
assignments) will be obtained and broadcast. This is another reason why we use a 
























Bandwidth Allocation at the Ground Station with NCC
 
Figure 4.1: Two-level Bandwidth Allocation at the Ground Station 
The long-term bandwidth allocation shapes the average behavior of all the traffic 
by assigning relatively static fair shares and appropriate bounds of the fluctuations to 
all users/flows, according to the long-term statistics of the traffic. On the other hand, 
the short-term bandwidth allocation shapes the instantaneous behavior and takes 
advantage of the time-varying properties of the traffic by allowing fluctuations of the 




collected statistics of their traffic. The computational complexity and response time 
are critical components affecting the performance of the dynamic bandwidth 
allocation algorithm, and need to be minimized. For dynamic short-term bandwidth 
allocation, the nominal optimal bandwidth allocation for all users/flows packet-wise 
or frame-wise is impractical to be achieved here due to the long feedback delay and 
large amounts of control information otherwise. Hence, we try to find a near-optimal 
solution for a multi-frame allocation instead. The parameters and collected statistics 
for calculation of every short-term bandwidth allocation are time-varying due to the 
characteristics of traffic and propagation delays, and our objective is to adaptively 
and efficiently take full use of this information while avoiding inappropriate 
fluctuations. We will present our simulation results after the presentation of our 
models in the following sections. 
4.1. Long-term Bandwidth Allocation 
To provide certain per-steam (and per-user) QoS guarantees, for access request 
from a new stream (or new user), the central scheduler will execute the admission 
control algorithm to ensure the sum of the contracted bandwidths (rates) of all the 
streams/users is less than or equal to the targeted bandwidth (data rate) of the 
broadband channel. After being admitted to the network, each stream is assigned a 
new triple: LR, PR (Projected Resource) and UR. In other words, LR must be 
guaranteed for each admitted stream. If UR can also be satisfied, then it’s projected to 
the flow and we have PR = UR. If not, then the stream will be allocated its PR as a 




effort share is assigned according to fairness and efficiency by solving an 
optimization problem. 
This long-term optimal bandwidth allocation will be conducted not only when a 
new user or new connection is requesting the admission to broadband satellite 
communication networks (“joining”), but also when an active user turns to be inactive 
or changes to another relay satellite (“leaving”). It could be performed on a fixed or 
event-driven schedule. Here, long-term is referring to a relatively long time range 
compared with the dynamic bandwidth allocation, which is performed per frame or 
on a multi-frame basis. 
Our long-term optimization problem is derived from Kelly’s model [63], so we 
will first briefly introduce the original framework in the following subsection, and 
then propose our formulation and solution thereafter. 
4.1.1. Kelly’s Model 
In this section, we briefly describe Kelly’s basic model as background. Some 
notations and definitions are changed here. Details of the original framework can be 
found in [63]. 
Consider a network with a set L of resources or links and a set I of users (or 
flows). Let Bl denote the finite capacity of link Ll∈ . Each user has a route r, which 
is a non-empty subset of L. Define a 0-1 matrix A, where Al,r = 1 if rl∈ , and Al,r = 0 
otherwise. Suppose that if a rate (bandwidth) xi is allocated to the user then Ui(xi) 
represents its utility. Here, the utility Ui(xi) is an increasing, strictly concave and 
continuously differentiable function of xi over the range xi ≥ 0 (i.e., elastic traffic). 




∑ ∈Ii ii xU )( . Let ),( L lBB l ∈= , ( )I iUU i ∈⋅= ),( , and the rate-control optimization 
problem is formulated as follows: 
 SYSTEM(U, A, B): 
 










Instead of solving the problem (4.1) directly, which is especially difficult for large 
networks, two simpler problems are also proposed in [63]. We will discuss the 
similarly decomposed rate-control problems later in this chapter. 
Also, a vector of rates x = (xi, i∈I) is proportionally fair if it is feasible and for 
any other feasible vector x*, the aggregate of proportional changes is zero or negative, 
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Clearly, for the utility function Ui(·) = log x, its derivative is 1/x. From the 
convexity of the feasible region for x and the strict concavity of the logarithmic 
function, it follows that the solution of the problem (4.1) is unique and proportionally 
fair. Later in Rosenberg’s work [64], it is shown that the optimum solution associated 
with the logarithmic utility function is also a Nash Bargaining Solution. We are 
interested in proportional fairness or its variations because of its simplicity and 




4.1.2. Utility Functions Discussion 
In Kelly’s model, there are no definitions for lower resource guarantee (LR), 
upper resource bound (UR) or targeted resource (TR). To formulate the optimum 
problem in our case, we need to modify the utility function and the constraints to 
incorporate all these parameters. For simplicity, we denote c = LR, b = UR, a = TR. 
To investigate the alternative utility functions, consider a small feasible perturbation 
of x, x = (xi, i∈I) → x + δx = (xi + δxi, i∈I) in problem (4.1). The objective function 
will be increased provided 





Therefore, the optimal point x has the property that for any perturbation, 





To incorporate the minimum bandwidth c and also maintain proportional fairness, 
we modify the utility function to log(x – c), for which the optimal point x has the 
property 






 for any perturbation, (4.5) 
which is exactly proportional fair in a truncated sense. 
Considering TR (or in our notation a), we want the optimal solution associated 
with the modified utility function to have the following property: below its TR, the 
traffic source is very likely to get more bandwidth assignment if the price is 
affordable; while some way beyond the TR, more bandwidth assignment is not that 




describing the starting point of the turning zone for the tradeoff between resource 
demand and utilization price. Considering the variations of logarithmic functions, we 
list some candidates in Table 4.1, where k, k > 0, is the desired attenuation parameter 
for the designated source. Note that the utility functions can be written as logarithmic 
functions: )])(exp()log[( kaxcx −−⋅− , )])(exp()log[( 2 kaxcx −−⋅−  and 
)]||exp()log[( kaxcx −−⋅− , respectively. 
Recall that the utility function U(x) is an increasing, strictly concave and 
continuously differentiable function of x over the range x∈(c, b] for the elastic traffic. 
So, to keep the strict concavity, the second derivative of U(x) needs to be negative, 
which is clearly correct except at one point (x = a) for the 3rd candidate utility 
function. To keep the utility function to be increasing, the first derivative of U(x) is 
nonnegative over the range x∈(c, b], which leads to the regions specified in Table 4.1 
respectively.  
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Table 4.1: Comparison of Utility Functions 
For detailed comparison amongst the above utility functions, we draw all of them 
and the truncated logarithmic function in Figure 4.2, with c = 1, b = 8, a = 6. As 
shown in Figure 4.2, before the point x = a, the 2nd line is the most steep one among 




3rd one. However, the 3rd line is the least steep one before the point x = a. Therefore 
we take the 2nd one, which is associated with the utility function 
 kaxcxkaxcx )()(log]))(exp()[(log −−−=−−⋅− . (4.6) 




Figure 4.2: Comparison of Utility Functions 
Left: linear scales, Right: semi-logarithmic scales. 
1st: log(x-c), 2nd: log(x-c)-(x-a)/k, 3rd: log(x-c)-(x-a)2/k, 4th: log(x-c)-|x-a|/k. 
In the next section, we will present the problem formulation with the chosen 
utility function and show an interesting property associated with the optimal solution. 
4.1.3. Problem Formulation 
In this section, we will use the utility function chosen in the previous section to 
formulate the long-term static centralized bandwidth allocation problem. Consider N 
users or flows and L links or nodes in a network that compete with each other for use 
of the broadband channel. In the following discussion, we will generally use users to 
refer to users or flows. Each user is associated with a minimum bandwidth LR to be 
guaranteed by the network, maximum bandwidth UR and targeted bandwidth TR. 




is defined by the finite capacity B and the triple parameters of the users, and could be 
defined as: 
{ } B   UR and Ax LR, x , x  R x: x  X N ≤≤≥∈= . 
Where LR = [LR1, LR2, …, LRN]T is the vector of lower resource requests of the 
N users, UR = [UR1, UR2, …, URN] is the vector of upper resource requests of the N 
users, A is the L×N, 0-1 matrix and B is the vector defined as before. Recall that for 
simplicity we will use c, a, b to denote LR, TR, UR in equations respectively. 
We make the assumption that the available bandwidth for each node is greater 
than the sum of the LRs in the same node. If for one specific node this assumption 
does not hold, the long-term bandwidth allocation problem is trivial, i.e., x = LR. We 
are only interested in the subset of nodes for which the assumption holds in the 
network. So our assumption is reasonable. Now with our assumption, the feasible rate 
set X is: 
{ } B   UR and Ax LR, x , x  R x: x  X N ≤≤>∈= , 
and has at least one nonempty interior point. 
Now we can formulate our centralized bandwidth allocation problem as follows: 
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with the assumption that Axc < B, where xc = [c1, c2, …, cN]T. Due to the concavity 
and injective properties are invariant under the mapping of the logarithmic function 
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max . (4.8) 
In this problem, mi is the weight for the source i, xi is the allocated bandwidth for 
the source i, ci is the minimum bandwidth for the source i, ai is the targeted 
bandwidth for the source i, bi is the maximum bandwidth for the source i, ki is the 
desired attenuation parameter for the source i, and A, B represent the other constraints 
for the capacity.  
Before solving this problem, we will first investigate the objective function, or 
namely our chosen utility function. According to the previous discussion, the optimal 
point x of the above problem has the property that for any perturbation, 





or equivalently, when mi = 1, 
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i.e., nearby the optimum point, the aggregation of the relative changes of all the 
sources will be upper-bounded, although not zero. We call this property “pseudo-
proportional fairness”. When (ki, i∈I) are large enough, the upper bound will be 
small, even close to zero. We will see that this property is well-coupled with the 
short-term time-varying bandwidth allocation in section 4.2. For arbitrary (mi, i∈I), 



















and we call it “weighted pseudo-proportional fairness”. 
4.1.4. Problem Solution 
Under our assumptions, the feasible rate set X has nonempty interior, and the 
chosen utility function is an increasing, strictly concave and continuously 
differentiable function of x over the designated range. Then clearly, in the problem 
(4.7), the objective function is increasing, strictly concave and continuously 
differentiable, and the constraints are linear. Therefore, the first-order Kuhn-Tucker 
conditions are the sufficient and necessary conditions for optimality [65]. 
Now we consider the Lagrangian form: 






































where λi, µi, βi, i = 1, …, N, are Lagrange multipliers associated with the LRs, URs 
and capacity constraints. 
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µ , l = 1, …, L. 


















)( µβλ . (4.13) 
Under our assumption that the available bandwidth for each node is greater than 
the sum of the LRs in the same node, the constraints 0≥− ii cx  are always inactive 
and then 0=iλ  for i = 1, …, N. Hence, for all i, we consider the two cases βi > 0 and 








































We have several useful remarks for the obtained optimal solution: 
1. The Lagrange multiplier µl is the implied cost of unit flow through link l, or the 
shadow price of an additional unit capacity for link l. 
2. For one specific user, the assigned bandwidth is explicitly dependent on the link 





3. mi is the weight for the user i. The user with higher mi has better opportunity to 
get more bandwidth than the user with lower one in the same node. 
4. ki is the desired attenuation parameter for the source i. Assume that k is 
proportional to (a – c) and (b – c), while inversely proportional to (b – a), we 






∝ . Again, the user with higher ki has better opportunity 
to get more bandwidth than the user with lower one. 
From these remarks, we see that our framework has one more parameter (TR) 
which models the turning point of a user’s request. By increasing the utility function 
before TR while decreasing it after TR, we make the bandwidth allocation more 
reasonable among all the users/flows while maintaining a property similar to 
proportional fairness. At the same time, the importance of TR is modeled by ki. With 
higher ki, the effect of TR on our framework is smaller. 
Now consider the asymptotic property of ki, and the difference between our model 
and the model associated with proportional fairness. Recall that 
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which is exactly the one with proportional fairness discussed in [63, 64] when mi = 1. 
As a result, our optimal solution here is exactly the one in [64] as all ki go to∞ . Also, 
with ki increasing, the attenuation for the source i is decreased, and then the 
possibility for the source i to get more bandwidth after certain point is increased. This 
observation illustrates the relation between our model associated with pseudo-




4.2. Short-term Dynamic Bandwidth Allocation 
In this section we formulate the general time-varying dynamic bandwidth 
allocation problem for a slotted TDMA protocol in space communication networks 
based on the parameters determined by the long-term bandwidth allocation, and find 
its solution to be used in our proposed hybrid MAC protocol. 
4.2.1. Model Description 
As shown in Figure 4.3, the system model includes a number of mobile spacecraft 
(MS) in LEO, a GEO relay system and the ground network consisting of several 
ground stations (GS). The downlink channel of the relay satellite is shared by the 
spacecraft, which we model as streams with different priority levels going through a 
common queue and a router. The data will be delivered to the ground station through 
this relay, and then arrive at the end user, which could be either at a NASA facility or 








The multiple-access scheme in the downlink channel is based on a TDMA 
protocol. The frame with duration Tf consists of control slots and data slots. Let M 
denote the complete set of all MS, and Ma denote the set of active MS (i.e. the 
spacecraft with generating traffic). MS k∈Ma sends a bandwidth request (BR) packet 
to the scheduler in the central ground station. There are two different levels of 
scheduling for dynamic bandwidth allocation: burst-level scheduling and packet-level 
scheduling. For burst-level scheduling, the central ground station performs the 
scheduling only once during each frame and allocates timeslots to a stream within a 
frame in a contiguous fashion. While for packet-level scheduling, the scheduling is 
performed during each timeslot and one timeslot is assigned at a time. Here we 
consider burst-level scheduling only. According to all the BR packets, the scheduler 
generates a bandwidth allocation table (BAT) and sends it back to all the MS in the 
set Ma. Then each active MS knows its assigned timeslots after reading the BAT. A 
BAT contains information including User_ID that defines the identifier of the MS, 
and the fields that specify the timeslots assigned to this specific MS. 
4.2.2. Problem Definition 
The resources to be assigned in our TDMA downlink channel are the total 
available data slots. Let N denote the number of the total available data slots. Here we 
focus on the optimal scheduling problem for assigning the N timeslots for all the 
active MS. The MS now represent the different streams on-board itself. 
We consider the penalty weights νkl, k∈Ma, l∈C for the service class l of the MS 




The penalty weights are determined by the QoS, average waiting time and the amount 
of waiting packets in queues. 
For priority queuing, the packets with higher priority level must be delivered 
earlier than those with lower priority level. Thus we can decompose the optimization 
problem into several sub-problems, each of which deals with the scheduling among 
the MS with the same priority level. Certainly the sub-problems must be solved in the 
descending order of the priority levels. We also can reflect the different priority levels 
in the penalty weights instead of using priority queuing. 
For different slots assignment, the total penalty can be calculated with the 
definition of these penalty weights and the utility function (which will be defined in 
the following section). Our objective for the optimal scheduling is to find the solution 
for minimizing the total penalty. It is very convenient to change the penalty weights 
and utility function to achieve different optimization problems. 
4.2.3. Input Parameters and Utility Function 
Every time before determining the BAT, the scheduler collects the updated 
information including the number of MS (M) and active MS (Ma), the bandwidth 
demands (D) of active MS and those for calculating the penalty weights. To present 
the different types of traffic, we let C denote the set of service classes. Thus, D is a 
two dimensional matrix {Dkl}, k∈Ma, l∈C. The demands (D) could be directly given 
by the MS or estimated by the collected information from the MS. The latter is more 
practical while more complicated since an estimation step is mandatory. The PR, i.e., 




We use a matrix s = {skl} to denote the amount of assigned data slots for service 
class l∈C of the MS k∈Ma. Therefore, the throughput for MS k is∑
∈Cl
klS . 
We use the proportional utility function with the proportion of 1. 
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If a MS requests more timeslots than the available ones, which can be assigned to 
it, only a portion of its requested slots will be actually admitted and the residual 
packets must wait for the next scheduling. Let Ukl and Lkl denote the upper bound and 
lower bound of capacity for the service class l∈C of MS∈Ma, respectively. The LR 
and UR from the user via long-term bandwidth could be used directly here. Some 
mappings from LR and UR are also allowed. The PR, i.e., (xi, i = 1, …, N), are used 
as parameters for bounded assignment. The upper bound of waiting time (delay) for 
the service class l∈C of MS k∈Ma is set and used in the assignment of penalty 
weights to guarantee the maximum delay if necessary. 
4.2.5. Problem Solution 
The solution can be found by these steps (as shown in Figure 4.4): 





2. Lower Bound assignment: Determine the number of data slots for the active 
MS to satisfy the lower bound requirements. 
3. Additional Amount assignment: After the 2nd step, assign the available slots to 
the active MS according to their order in the vector V until the demand or upper 
bound is fulfilled. 
4. Final assignment: Allocate timeslots to each stream within a frame in a 
contiguous fashion. 
5. Create the BAT. 
 
Figure 4.4: Job Flow Diagram of Bandwidth Allocation 
Our problem formulation is based on two assumptions: 1) The demands Dkl, upper 
bounds Ukl and lower bounds Lkl are known or could be determined by the scheduler. 
2) The penalty weights νkl are very important and distinct. Another concern is that our 
problem should consider the multi-frame condition in space communication networks 




We make some improvements for allowing for these concerns. Usually the Ukl 
and Lkl can be assigned according to the service requirements of the streams and the 
practical condition of the whole channel, and can be viewed as two adjustable 
parameters. Let t0 and t denote the time the request was created in the MS and 
processed in the scheduler respectively. Between t0 and t, the total assigned timeslots 
for the service class l of the MS k is called “credit” and denoted by ),( 0  ttCtkl . 
Similarly, the total incoming packets between t0 and t plus the number of packets in 
queue at time t0 for the service class l of the MS k is called “debit” and denoted by 
),( 0  ttDtkl . Then, the “balance”, defined as [ ]+− ),(),( 00  ttCt ttDt klkl , is a very 
practical determination of the demand Dkl. The cumulative bandwidth assignment for 
one user is upper bounded by its (TR * frames + U) and lower bounded by its (TR * 
frames – L). Notice that this approach considers the multi-frame condition for the 
long propagation delay. The penalty weights νkl are assigned discrete values based on 
the relations between the “balance” and some prescribed thresholds. When the νkl of 
some streams are the same, the calculated demands Dkl are used to determine their 
order in the first step. 
One important advantage of this approach is that emergency traffic demands due 
to spacecraft anomalies or missed access opportunities or even science events that 
create a sudden, atypical traffic burst to cover high-entropy events can also be 
accommodated by such a hybrid MAC protocol approach. With dynamic bandwidth 
allocation, which can dynamically adjust the allocation to meet the varying 
requirements of each spacecraft and also allow them to send emergency traffic by 




We present the simulation results by using our dynamic bandwidth allocation in 
the framework of our hybrid TDMA protocol in the next section. 
4.3. Simulation Results of Relay-based Satellite Systems  
4.3.1. Network Configuration 
We use the Satellite Tool Kit (STK) software to create nine orbits of existing 
LEOs in the NASA network: TERRA, LEO1, LEO2, LEO3, LEO4, LEO5, LEO6, 
LEO7, LEO8 and LEO9. These spacecraft are using traffic models similar to those in 
the TERRA but with completely different parameters just for comparison purposes. 
We use OPNET to import the above satellite network, and model the MAC 
protocol and network scenario. Once again, for simplification, we do not consider the 
issue of handover; therefore we will use only one relay satellite. And we only 
consider the spacecraft in the coverage zone of a relay satellite in the current location 
of TDRS_EAST [longitude of 319 degree, latitude of 0 degree, and altitude of 35,787 
km]. As shown in Figure 4.5, only TERRA, LEO2, LEO3 and LEO4 are in the 
coverage zone. These four LEOs have the altitude range of 701–716 km. The White 
Sands Ground Terminal (WSGT) is located at longitude of –106 degrees west, 
latitude of 34.5 degree. 
Because the number of LEOs in the coverage zone is predictable, we can 
determine the length of frame and time slot in advance. The calculated RTD is more 
than 0.66 seconds. We set M·Tf = 0.68 seconds according to the analysis in the 
previous chapter. We set the number of data slots per frame as 64 (N = 64). The data 
rate of 200Mbps is assumed to be supported by this common link. However, to 




capacity to 2Mbps and accordingly take 1/100 of the data rate of all spacecraft. For 
example, the peak data rate of TERRA is taken as 1.08Mbps. Therefore, by 
combining these parameters and the length of source packet (512 bytes), we set M = 
5, and get Tf = 0.1372 sec. Considering the use of guard time, we can assume that the 
downlink channel is an error-free TDMA common link. 
 
Figure 4.5: Network Model in OPNET 
We are particularly interested in the system throughput, defined as the total 
amount of traffic arrived at the ground station in a given unit of time. This measure, 
in a sense, provides an indicator of the level of bandwidth-efficiency. Another 
performance of interest is end-to-end (ETE) delay. By the ETE delay of a packet, we 
mean the time interval between its generation on-board the spacecraft and its arrival 
at the ground station. For our hybrid-mode TDMA, in the initial phase, the ETE delay 
includes the reservation delay, which is more than twice the propagation delay. 
However, once the system is stable, the packet may not endure this type of long delay 




We assume that the network traffic is diverse, i.e., the traffic loads are unevenly 
distributed among the spacecraft. Also, as mentioned earlier, the source traffic 
generating rate in a specific spacecraft varies considerably. Those properties match 
the unpredictable and dynamic traffic pattern in this environment. There would be 
times when a spacecraft could be completely inactive for a period of time, and an 
adaptive protocol would be capable to accommodate that. In practice, the inactive 
spacecraft can notify the ground station of this special status by sending a “negative” 
reservation request, i.e., set a negative number in the field of queue size. Then the 
ground station will exclude the assignment of reservation slots to this inactive 
spacecraft, and free all the reservation slots assigned to it before, except the statically 
assigned data slots. This may improve the bandwidth-efficiency by assigning the 
waste slots to the active spacecraft. 
4.3.2. Performance Results and Discussion 
Our simulation is run for around 10 minutes to reach steady-state. We try to adjust 
the simulation time so as to be within the limits corresponding to having the 
spacecraft inside the common coverage zone under one TDRS relay satellite is 
limited. Note that the spacecraft are orbiting rapidly (typically their orbit periods are 
around 95 minutes). Also note that these LEOs have an altitude range of 701–716 km. 
The propagation delay would vary from 0.24s to 0.30s. The variation of the 
propagation could be 0.06s, almost half the length of one frame. 
The time difference or propagation delay between a spacecraft and the ground 
station includes two parts: 1) the time difference between spacecraft and relay 




ground station, which is fixed. Based on the orbit of the spacecraft and the positions 
of the relay satellite and the ground station, we could calculate the relative distances 
and therefore obtain the time difference. The computation result for the deterministic 
time difference between the spacecraft TERRA and the ground station WSGT is 
shown in Figure 4.6, where we use 6400km as the approximate radius of the Earth. 
 
Figure 4.6: Time Difference between TERRA and WSGT 
In all simulations we use probability-based traffic generators, MSMM (multi-
state-multi-mode) and MM-MSMM (Markov Modulated MSMM), which introduce 
statistical variations to our simulation. We are collecting the statistical mean of the 
simulation results for the throughput and delay performance. The other statistics (for 
example, standard deviation, ranges, etc.) are beyond the scope of this chapter. 
We first present the performance of our hybrid protocol under unevenly 
distributed traffic load. Then the ETE-delay and successful throughput performances 
of a conventional (static) TDMA solution will be compared with this protocol. 
As shown in Figure 4.7, the ETE delay is ranging from 0.26 seconds to less than 
0.5 seconds under different traffic loads with different numbers of active spacecraft. 




mobility, this is very good. A major portion of the ETE delay in this case is 
introduced by the error in time synchronization. Suppose when the spacecraft has 
packets to transmit, it will calculate the propagation delay, say t1, and determine 
whether it owns the current data slot (or control slot). If the answer is yes then it 
sends the packet, otherwise it determines the time for its data slot, say t. However, at 
time t, the propagation delay is t2, not t1. The direct result is that the spacecraft misses 
its data slot. And when the packets are delayed inappropriately in the spacecraft, the 
ETE delay and the throughput would be affected obviously.  From Figure 4.7, we can 
obviously see that, the less active spacecraft, the better the protocol performs. 
 
Figure 4.7: ETE Delay of Hybrid Protocol 
As shown in Figure 4.8, the hybrid protocol outperforms the fixed TDMA in 
terms of ETE delay and successful throughput. This is because the hybrid protocol 
can utilize the data slots once belonging to the inactive spacecraft or spacecraft at low 
data rates in a short range, while in the fixed TDMA, these data slots are just wasted. 




based on the behavior of their traffic, and therefore achieve the better bandwidth 
utilization. The more bursty and unpredictable the traffic sources are, the more the 
hybrid protocol will outperform a fixed TDMA solution. 
 
Figure 4.8: ETE Delay vs. Throughput with Different Number of Active Users 
To further study the performance of our proposed hybrid protocol, we consider 
the queuing delay on-board a specific spacecraft (because of the size of exporting 
data, we only show the results in 5 minutes). The time-varying queuing delay curves 
for the same mission spacecraft in fixed TDMA mode and in hybrid TDMA mode are 
presented in Figure 4.9 (a 5-minute instance). As shown in the left figure, the queuing 
delay on-board a specific spacecraft presents similar behavior no matter how many 




fixed TDMA mode, the assigned bandwidth (timeslots) for a specific user (spacecraft) 
is always the same regardless of the traffic variations affecting the other users. For the 
hybrid TDMA mode, the behavior exhibits significant improvements. As shown in 
the right figure, when there is an inactive spacecraft, the bandwidth re-allocation 
rapidly reduces the queuing delay on-board this specific spacecraft. When all the 
spacecraft are active, and competing for the same bandwidth, the queuing delay 
builds up but is still much shorter than the equivalent case in  the fixed TDMA mode. 
 
Figure 4.9: Queuing Delay On-board a Specific Spacecraft 
Now we fix the ratio of expectations of traffic loads of four users (spacecraft) as 
3:2:2:1, and study the performance of our hybrid protocol in terms of ETE delay, 
successful throughput and the fairness under this special scenario. As shown in Figure 
4.10, the hybrid protocol outperforms the fixed TDMA in terms of ETE delay and 
successful throughput. This is because the hybrid protocol can utilize the data slots 
once belonging to the inactive spacecraft or spacecraft at low data rate in a short 
range, while in the fixed TDMA, these data slots are just wasted. Another reason is 
that in the hybrid protocol, the data slots are dynamically assigned based on the 




more bursty and unpredictable the traffic sources are, the more the hybrid protocol 
will outperform a fixed TDMA solution. 
 
Figure 4.10: ETE Delay vs. Throughput 
To study (long-term) fairness among all the users, the successful average 
throughputs of the total channel and every individual user are shown in Figure 4.11. 
 
Figure 4.11: Fairness among Users 
As shown in Figure 4.7, although obviously the proportional fairness is not 




the average share of the channel for every user is close to its proportional portion 
according to the expectations of traffic loads of four users, i.e., 3/8, 2/8, 2/8 and 1/8 
respectively. Since we use the order of the users to break the tie sometimes in the 
dynamic bandwidth allocation, the average throughput of user 2 is always a little 
higher than that of user 3 despite that they have same traffic loads. A random tiebreak 
rule can be adopted instead of using the fixed user index. 
4.4. Conclusions 
In Chapter 3, we describe a slotted TDMA protocol more suitable for providing 
flexible access in a space relay topology with a high data rate downlink. To provide 
optimally or near-optimally efficient utilization and fair allocation of bandwidth of 
this downlink channel while guaranteeing specific QoS requirements for different 
service classes, we propose a two-level bandwidth allocation scheme in this chapter. 
The long-term bandwidth allocation is implemented to provide per-flow/per-user QoS 
guarantees and shape the average behavior. In our time-varying short-term bandwidth 
allocation with threshold regulation, a dynamic allocation is performed by solving an 
optimal timeslot scheduling problem according to the requests and other parameters. 
Through simulation results, the performance of the suitable MAC protocol with two-
level bandwidth allocation is analyzed and compared with that of the existing static 
fixed-assignment scheme in terms of ETE delay and successful throughput. We also 
study the fairness among all the users under a special scenario and find that the 
pseudo-proportional fairness is achieved for our hybrid protocol. More details can be 




5. Rate-Control System with Time-varying Delays 
 
Real-time rate-based flow control with feedback is broadly used to avoid queue 
overflow by adjusting the variable data rates assigned to all the flows. In wide-area 
networks, however, the time associated with the adaptive processes for feedback-
based rate control is in the order of the large propagation delays. The problem is more 
severe considering the high speed in some wide-area networks, for example, in 
broadband satellite communication networks. But feedback-based rate control is still 
very suitable for broad classes of bursty applications, whose bandwidth demands will 
persist for comparable time durations to the time of adaptive processes. Also, it 
provides the feedback information to allow users/flows to take full advantage of the 
allocated bandwidth. In this chapter, we focus on feedback-based rate control in our 
broadband IP-based satellite communication networks.  
In broadband IP-based satellite communication networks, the propagation delays 
are not only significantly large, but also different among users due to their different 
geographical locations. Moreover, when LEO/MEO/HEO or other moving objects are 
used as source nodes or intermediate nodes, the propagation delays are varying over 
time. Besides, the queuing delays in the source and intermediate nodes are also time-
varying. So, we need to formulate rate-control system models with heterogeneously 
time-varying large propagation delays for our broadband satellite communication 
networks, and study the stability and the time-varying behavior of the bandwidth 




The rest of this chapter will be organized as follows: Section 5.1 describes our 
network models of rate control systems with time-varying propagation delays, and 
presents brief literature reviews directly related to our models. Section 5.2 lists recent 
work on rate control problems with time-varying delays from Kelly’s framework. 
Section 5.3 gives the general algorithms for feedback-based rate control systems. 
Section 5.4 and 5.5 formulates the fluid models for a single flow and multiple flows, 
and studies their stability and time-varying behavior, respectively. Finally Section 5.6 
summarizes this chapter. 
5.1. Network Models 
We first focus on a class of rate control algorithms with feedback to the users in 
the form of single bits within broadband satellite communication networks. The 
feedback information provided by the single bit is whether the instantaneous queue 
size at the distant location is beyond a threshold or not. The inter-arrival time between 
two adjacent feedbacks is approximately the one-way propagation delay since other 
communication delays are very small when compared with it. 
Figure 5.1 shows the considered one-hop network model with various propagation 
delays among different flows. These flows could originate from LEOs or moving 
vehicles located at various geographical sites on the surface of the Earth or other 
planets. A distant queue has the service rate µ and the queue threshold QT, and could 
be located at the LEOs, the relay satellite or the ground station on Earth. For 
simplicity, the forward delay and feedback delay for a specific flow are always equal 
to the one-way propagation delay because the propagation delay is far larger than the 




First-Come-First-Serve (FIFS). Depending on the locations of the flows and the 
distant queue, the propagation delay could be fixed or time-varying. Assume that the 
size of the packet is fixed. Also, the service rate in the satellite system is time-varying 
due to the time-varying characteristics of the satellite/wireless links, i.e., µ = µ(t). It is 
worth noting that any network model with two or more than two hops can be 
decomposed and converted to the combination of one-hop network models as shown 
in Figure 5.1. So we focus on the dynamics of adaptation and the on/off of the flows 
in the one-hop model. 
 
Figure 5.1: Network Models 
Each flow is associated with two nonnegative parameters, νj and σj, for flow j. νj is 
the minimum bandwidth and σj is the nonnegative weight assigned to flow j to 
determine its best-effort share of the available bandwidth. According to their different 
types, the flows may be assigned appropriate values of these two parameters. CBR 
flows are only assigned minimum bandwidth because they demand fast delivery with 
zero toleration of the transfer delays. So σj = 0. Real-time (rt) and non real-time (nrt) 




different νj and σj for their requirements. For rt-VBR and nrt-VBR traffics without 
minimum QoS guarantees, νj = 0, while σj are similar as before. 
We briefly review some prior work directly related to our models here. A network 
model with large propagation delays in wide-area networks is presented in [70], and 
the dynamics of this model is fully investigated via both analytic ways and 
simulations. This network model is very similar to our one-hop network model except 
that both propagation delays and service rates are fixed. A fundamental theory of 
response-time based adaptations for large propagation delays is developed in [71]. 
The damping and gain parameters are selected for the delay-differential equations to 
optimize transient behavior. A basic symmetric algorithm, called Mitra-Seery (MS), 
and its design rules are given in [70], while an asymmetric algorithm, called 
Jacobson-Ramakrishnan-Jain (JRJ), is introduced in [72]. We also draw ideas for the 
model formulation, fluid models approximation and behavior analysis from [73, 74]. 
In the rest of this chapter, we will first present a literature overview on rate-
control problems derived from Kelly’s framework in Section 5.2. Section 5.3 gives 
the general algorithms for feedback-based rate control for our generalized one-hop 
network model, where both propagation delays and service rates are time-varying. 
Section 5.4 and Section 5.5 introduce and analyze the fluid models for single and 
multiple flows respectively. Our goal is to take full advantage of the network 
bandwidth among the active flows according to their allocation parameters and the 




5.2. Recent Work on Rate-Control Problems from Kelly’s Framework 
We have described Kelly’s framework in Section 4.1 and then derived a long-
term bandwidth allocation algorithm from it thereafter. In this section we will briefly 
review previous work on the rate control system from Kelly’s framework with fixed 
or time-varying communication delays. 
Two simpler optimization problems based on Problem (4.1) are proposed and 
rate-based algorithms are presented to solve the system optimization problem in [63]. 
Then the convergence of these algorithms is established in [75] without consideration 











)()()(   )( . (5.1) 
Here, wi(t) and xi(t) are user i’s willingness to pay per unit time and rate allocation 
at time t, respectively. And ki, ki > 0 is the gain parameter for user i. Also µl(t) = 
p(x(t)), where p(x) is the price per unit flow charged by the resource when the rate is 
x. Most detailed notations are described in Section 4.1. 
Recent work has been done on studying the system with fixed delays [76, 77, 78, 
79, 80, 81, 82]. In [76], a single-flow single-resource case with a fixed feedback delay 
is analyzed and the condition of stability was shown under some assumptions on the 
price function. [80] gives the sufficient condition for the stability of the single-flow 
single-resource system with more general utility functions and fixed delay. The case 
with homogeneous fixed round-trip delay and utility function given by wlog(.) is 




condition for the stability of a single-resource multiple-flows system with fixed 
queuing delay. 
The stability of a single-flow single-resource with state-dependent time-varying 
queuing delay is considered in [83]. It is shown that the stability conditions for a fixed 
delay are sufficient for a time-varying delay for this case. Analysis on the stability of 
a multiple-flows multiple-resources system with time-varying delays is presented in 
[76]. The stability of this system is established with a family of popular utility and 
price functions. It is also shown that the stability conditions for a fixed homogeneous 
delay are sufficient for time-varying delays. 
In [81], a class of rate-control systems with time-varying propagation delays is 
analyzed under an optimization framework, with the delay modeled using a Gamma 
distribution. A sufficient condition for global stability of the considered rate-control 
system is proved, using the method based on contraction mapping by bounding the 
solution trajectory. In [82], heterogeneous time-varying delays are taken into 
consideration for the primal/dual distributed algorithms that solve the network flow 
optimization problems. Lyapunov-Krasovskii functionals are used to obtain the 
stability conditions for these algorithms, which is only dependent on the upper bound 
of delays.  
The research in [76] gives us a very good viewpoint to study the dynamics for a 
system with time-varying delay. The network model mentioned in Section 5.1 and 
shown in Figure 5.1, is a multiple-flows single-resource system with heterogeneous 
time-varying propagation delays, which is a special case of the system studied in [76]. 




significantly larger so that it could be necessary to re-evaluate the sufficient and 
necessary conditions for stability for a family of time-varying propagation delays. 
Another reason is that we want to investigate performance and dynamic behaviors 
when the system does not have stationary solutions. 
An alternative view of our proposed rate control problem can be derived from 
equations (10) and (11) in [76]. For i = 1, …, N, the end user dynamics are given by 
 ( )[ ]))(())(()(   )( ttxptxUtxκtx
dt
d
iiiiiii τ−−′= . (5.2) 
Here, τi(t) is the round-trip delay of user i at time t. The other notations are the same 
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)( , (5.3) 
where B is the finite buffer size, [.]+ = max(., 0), and [.]– = min(., 0). 
Equations (5.2) and (5.3) could provide another viewpoint of the rate control 
system proposed and investigated in the rest of this chapter. Recall from Section 4.1.1 
that the utility Ui(xi) is an increasing, strictly concave and continuously differentiable 
function of xi over the range xi ≥ 0 (i.e., elastic traffic). 
5.3. Algorithms for Feedback-based Rate-Control System 
In this section, we give general asynchronous and synchronous versions for 




single flow and multiple flows, and study their stability and dynamic behavior in 
Section 5.4 and 5.5, respectively. 
In what follows below, we first give the asynchronous algorithm, which is a 
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In equation (5.4), Rj(t) denotes the rate allocation to the jth flow right after an 
update at time t. τj(t) denotes the propagation delay associated with the jth flow at the 
receiving time t. U(t), a subset of {1, 2, …, N}, denotes the set of flows which have 
their rates updated at t. Here N is the total number of flows. uj(t)∈{–1, 1} is the 
received feedback at the jth flow right before time t. An update is triggered by the 
receipt of feedback information here but could be triggered by other events too. The 
binary value of uj(t) is determined by the size of the distant queue at time (t – τj(t)) as 
follows: uj(t) = sgn[QT – Q(t – τj(t))]. Here γj(.), γj(.) ≥ 0 is the damping function while 
aj(.), aj(.)≥0 is the gain function. 
Let ∆j(n) denote the interval between nth and (n+1)th updates of the rate allocation 
for the jth flow, and Rj(n) denote the nth update of the rate allocation. Also uj(n) 
denotes the nth feedback. Then we have a synchronous version of equation (5.4) as 
follows: 




The window control problem can be easily formulated from equations (5.4) and 
(5.5) by replacing Rj(t) and νj(t) with Kj(t) and Kj, min, respectively. Here, Kj(t) denotes 
the window of the jth flow at time t and Kj, min is the minimum window of the jth flow. 
5.4. Models for a Single Flow 
In this section we focus on the case of only one flow, i.e., N = 1, hence the flow 
index j is suppressed. We then derive the approximate fluid model from equation 
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 (b) (5.6) 
Here, φ(t) is the flow rate in term of the throughput of packets at time t. Γ+, Γ–, A+, A– 
are nonnegative parameters. Also u(t) = sgn[QT – q(t – τ(t))], and [.]+ = max(., 0). To 
guarantee the minimum bandwidth, the admission control needs to ensure that ν ≤ ρ·µ, 
where ρ is the average channel utilization and belongs to (0, 1). The steady state 
throughput is approximated by the long-term time average: ∫∞→
t
t dsst 0 )(1lim ϕ . 
The correspondence between equations (5.4) and (5.6) leads to the following 
results: φ(t) ≈ R(t), Γ+ ≈ γ+, Γ– ≈ γ–, A+ ≈ a+, A– ≈ a–. Hence the design of algorithms 




Obviously it is difficult to directly solve equation (5.6) or study its dynamic 
behavior. So we will start our analysis from two cases mentioned in Section 5.1: time-
varying propagation delay while fixed service rate; fixed propagation delay while 
time-varying service rate.  
5.4.1. Case 1 – Time-varying Delays with Fixed Service Rate 
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 (b) (5.7) 
In this case, the time-varying propagation delay does not affect the existence of 
stationary solutions. Consider stationary solutions that satisfy 0)()( == dttdqdttdϕ  
in equation (5.7). The only two possibilities are u ≡ 1 and u ≡ –1. When u ≡ –1, 
0>> TQq , and νµϕ >>  from the admission control. But for 0)( =dttdϕ  with u 
≡ –1, we have ννϕ <Γ−= −−A , which leads to contradiction. Hence, u ≡ 1, 
++ Γ+= Aνϕ  and µϕ < . Therefore, the stationary solution exists provided that 
µν <Γ+ ++A . This is the same as the system with fixed propagation delay and 
fixed bandwidth. We have the same results with the (i) and similar results with (ii) of 
Proposition 3.2 in [70]. 
Proposition 5.1: Suppose µν <Γ+ ++A  holds. The system in equation (5.7) 




1.  If ++ Γ+≤ At νϕ )( 1  for any t1, then 
++ Γ+≤ At νϕ )(  for all t ≥ t1. If 
++ Γ+> At νϕ )( 0 , then there exists t2, t2 > t0, s.t. φ(t) decreases monotonically when 
t2 > t > t0, and ++ Γ+= At νϕ )( 2 . 
2. Assume RSt T ⊂∈)(τ  and ST is compact. Denote its bounds as τmin and τmax. There 
exists t3, s.t. for all t ≥ t3, TQtq <)( , 
++ Γ+→ At νϕ )(  at the exponential rate Γ+. 
Proof: (1) If µνϕ <Γ+≤ ++At)( , from equation (5.7b), 0)( ≤dttdq  and q ≤ QT, 
hence u ≡ 1 ≥ 0. From equation (5.7a), 0)( ≥dttdϕ  holds until the stationary 
solution is achieved. So, we have ++ Γ+≤ At νϕ )(  for all t ≥ t1. 
If ++ Γ+> At νϕ )( , from equation (5.7a), we have: 
( ) 0  ] )([,  ] )([max)( <−−−+−−≤ −−++ AνtφΓ AνtφΓdttdϕ , i.e., φ(t) decreases 
monotonically until the stationary solution. 
(2) If ++ Γ+≤ At νϕ )( 1  for any t ≥ t1, then µντϕ <Γ+≤−
++Att ))((  for t ≥ 
(t1 + τmax), and from (5.7b), 0)( ≤dttdq  and q ≤ QT. Hence, after t ≥ (t1 + τmax), q(t) 
decreases monotonically till the queue is empty and it remains empty thereafter. So, 
there exists t3, s.t. for all t ≥ t3 ≥ (t1 + τmax), TQtq <)( , and u ≡ 1 ≥ 0, which from 
(5.7a) leads to: 
[ ]++−⋅Γ−++ Γ−−+Γ+= + AteAt tt νϕνϕ )()( 3)( 3 . 
  
From the proof of Proposition 5.1, we also have the following remarks when 
µν <Γ+ ++A  holds: 
Remark 5.1: The first property of Proposition 5.1 does not require bounded τ(t). 




and (2) (t – τ(t)) is (not necessarily monotonically) increasing to +∞. The conditions 
can be satisfied when the system is always in connection during the considered time 
window and based on FIFO. 
Proof: If ++ Γ+≤ At νϕ )( 1  for any t ≥ t1, there exists t4, such that t – τ(t) ≥ t1 for any 
t ≥ t4. This directly comes from the condition 0 < t – τ(t) → ∞. Hence for any t ≥ t4, 
we have µτϕ <− ))(( tt , and from equation (5.7b), 0)( ≤dttdq  and q ≤ QT. Hence, 
after t ≥ t4, q(t) decreases monotonically till the queue is empty and it remains empty 
thereafter. So, there exists t3, s.t. for all t ≥ t3 ≥ t4, TQtq <)( , and u ≡ 1 ≥ 0, which 
from (5.7a) leads to the same results in the second property of Proposition 5.1.  
  
Remark 5.2: Recall that Γ+, Γ–, A+, A– are nonnegative parameters. Further assume 
that Γ+, Γ– > 0. The system in equation (5.7) is then globally asymptotically stable 
with exponential rate. 
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ψ   (5.8) 
Apparently its unique equilibrium point is ψ(t) = 0 since µν <Γ+ ++A . 
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Hence, the system in equation (5.7) is globally asymptotically stable with 
exponential rate ΓM. 
  
Observe that equations (5.8) and (5.9) hold regardless of whether µν <Γ+ ++A  
is satisfied or not. Therefore, for any t0 and t > t0, 
 [ ] ( )[ ]00 exp)()( ttAtAt MMMMM −Γ−⋅Γ−+Γ≤ ψψ . (5.10) 
This property is very useful when studying the solutions in the fluctuation region 
where µν <Γ+ ++A  does not hold. 
5.4.2. Case 2 – Fixed Delays with Time-varying Service Rate 
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 (b) (5.11) 
Now the admission control needs to ensure that µρν ⋅≤ , where ρ is the average 
channel utilization and belongs to (0, 1), µ  is the expectation of )(tµ . Using the 
same method as in Case 1, when u ≡ –1, 0>> TQq , and )(tµϕ ≥ , which leads to 




ννϕ <Γ−= −−A , which leads to contradiction. Hence, u ≡ 1, ++ Γ+= Aνϕ  and 
)(tµϕ < . With the time-varying service rate, it is not easy to even find the existence 
of stationary solutions except under the following special condition. 
Proposition 5.2: Suppose that )(inf
0
tA tt µν >
++ <Γ+  for a finite time t0. Then 
the system in equation (5.11) has a stationary solution: ++ Γ+≡ Aνϕ and q ≡ 0. 
However, it is worth noting that in broadband satellite communication networks, 
the service rate is time-varying, but slowly compared with the time horizon of the 
system dynamic behavior due to the heterogeneous propagation delay. The service 
rate is even fixed for many other rate control systems. Hence, in the rest of this 
chapter, we focus on the rate control system with time-varying propagation delays 
while the service rate is fixed (Case 1 in Section 5.4.1), unless stated otherwise. 
5.4.3. Solutions in the Fluctuation Region 
According to Proposition 5.1, no stationary solution exists in the fluctuation 
region, where µν <Γ+ ++A  does not hold for the system specified in equation 
(5.7). In this section we focus on the dynamic system behavior in the fluctuation 
region and expect that the system has fluctuating solutions with small amplitude in 
some sense through careful system designs. The assumptions in this section are listed 
below: 
• µν >Γ+ ++A . The system does not have any equilibrium point. 
• A+, A– ≥ 0 and Γ+, Γ– > 0. This is also the condition that the system is globally 
asymptotically stable with exponential rate when µν <Γ+ ++A  holds. 




• RSt T ⊂∈)(τ , where ST is a compact set with nonnegative lower and upper 
bounds τmin and τmax, respectively. 
In Remark 5.1, it has been shown that the propagation delays need not be bounded 
for Proposition 5.1 to hold, provided that τ(t) ≥ 0, t – τ(t) ≥ 0, and t – τ(t) goes to +∞. 
In the fluctuation region, however, since the demand ( ++ Γ+ Aν ) is even higher than 
the service rate µ, unbounded delays may eventually lead to forced dropping of 
incoming packets in the system. Figure 5.2 shows three typical solutions under 
different system conditions. Note that the presented solutions in all figures of this 
chapter are deterministic; however, our analyses are valid for non-deterministic cases. 
 
µ = 150 Mbps, ν = 30 Mbps, A+ = A– = 48.1 Mbps, ∆ = 0.05 s, QT = 10 packets. 
Stationary-state region: Γ+ = Γ– = 0.41; Fluctuation region: Γ+ = Γ– = 0.39. Fixed delays: τ(t) ≡ 
0.1 sec; Unbounded time-varying delays: τ(t) =  t · [0.928 + 0.06 · sin(π · t / 10)]. 
Figure 5.2: Rate-Control System for a Single Flow with Unbounded Delays 
As shown in Figure 5.2, each solid line represents the rates of the rate control 
system and the dash line of the same color depicts the corresponding queue behavior. 
In the system with unbounded delays, clearly τ(t) ≥ 0, t – τ(t) = t · [0.072 – 




++ Γ+ Aν ≈ 147.3 Mbps, even with unbounded delays, the system is stable at the 
equilibrium point with an empty queue. However, in the fluctuation region when 
++ Γ+ Aν ≈ 153.3 Mbps, the system with the same unbounded delays attempts to 
serve the flow at the rate of 153.3 Mbps, and hence with a finite buffer it will have to 
start dropping incoming packets if the service time is long enough. This dropping of 
packets is not desirable in satellite communication networks because satellite capacity 
is a scarce resource. Finally as a reference only, we show the system with fixed 
delays in the fluctuation region when ++ Γ+ Aν ≈ 153.3 Mbps. It has been originally 
shown in [70, 85] that the system with fixed delays will have periodic solutions when 
no stationary solutions exist. In Figure 5.2, this periodic solution fluctuates in the 
range of 117 ~ 153 Mbps with a period of about 12 sec and an average rate of 144.5 
Mbps. 
 
µ = 150 Mbps, ν = 30 Mbps, A+ = A– = 48.1 Mbps, Γ+ = Γ– = 0.39, ∆ = 0.05 s, QT = 10 
packets, τ(t)  =  0.1 + 0.05 · sin(π · t / 11). 




Unlike the system with fixed delays, with bounded time-varying delays, the rate-
control system does not have equiripple periodic solutions in the fluctuation region, 
as shown in Figure 5.3. Here as an example we use a sinusoidal function to model the 
time-varying propagation delay. Let τ(t) = T0 + αsin(2πβt), where T0 is a fixed delay, 
and α, β are parameters with α > 0. Set T0 = 0.1 s, α = 0.05 s and β ≈ 0.0455 Hz. 
As shown in Figure 5.3, the single-flow system with bounded time-varying delays 
has (periodic or aperiodic) fluctuating solutions. With the same average delay as the 
system with fixed delays in Figure 5.2, this system with time-varying delays also has 
similar average rate (144.2 Mbps) and average “period” (12.1 sec). Despite of its 
larger amplitude compared with the fixed-delay case, the fluctuation is relatively 
small (<1/3) compared with the maximum rate (153 Mbps); and it could be even less 
with careful design of parameters. 
Now we study the dynamic behavior of the system with general time-varying 
delay in the fluctuation region. Since ν can be absorbed by φ(t) and µ in equation 
(5.7), we set ν = 0 in the rest of this section. And we use the Mitra-Seery (MS) 
algorithm in [70] where Γ+ = Γ– = Γ and A+ = A– = A. At time 0, φ(0) = q(0) = 0.  
Phase 1: ),( 10 ttt∈ , where t0 ≡ inf{t ≥ 0: φ(t) = µ}, t1 ≡ inf{t ≥ t0: q(t – τ(t)) = QT}. 
We have φ(t0) = µ and q(t0) = 0. Clearly, in Phase 1, u(t) = sgn[QT – q(t – τ(t))] ≡ 1, 
φ(t) overshoots µ and always increases; q(t) stays positive and increases except a 
subset of (t0, t0 + τmax). Assuming t0 + τmax << t1 and ignoring this small transition 













 )(  )(
  (5.12) 
Hence φ(t) is similar to previous discussions of equations (5.8) and (5.9): 
( ) ( )[ ]0exp)( ttAAt −⋅Γ−⋅−Γ−Γ= µϕ , ),( 10 ttt∈ .  (5.13) 
It is straightforward from (5.12) and (5.13) that Γ≤≤ At )( 1ϕµ . 
Note that equation (5.13) can be extended to ),( 0max0  ttt τ−∈  during which 
1)( ≡tu  always holds and hence the governing equation for φ(t) is exactly the same 
with the assumption τmax << t0. Also, )())(()( minmax τϕτϕτϕ −≤−≤− tttt  holds for 
any ),( 0max0 ttt τ−∈  due to the finite bounds of τ(t) and the monotonically increasing 
property of φ(t).  
Define two (bounds) trajectories at ),( 10 ttt∈ : )(tql
( , )(ˆ tql  that satisfy equation 
(5.12) with fixed delay as τmax or τmin, respectively, with the same initial state as q(t) at 
time t0, i.e., 0)()(ˆ)( 000 === tqtqtq ll










ll −−=≤≤−−= )(  )(ˆ)()(  )( minmax
(
, ),( 10 ttt∈ , 
and hence )(ˆ)()( tqtqtq ll ≤≤
( for ),( 10 ttt∈ . So these two trajectories )(tql
( , )(ˆ tql  are 
called left-sided lower and upper bound curves, respectively. 
We can then obtain the solutions of )(tql
( , )(ˆ tql , ),( 10 ttt∈  from equation (5.13): 
( ) ( ) ( )( )[ ]



















Note that µ−ΓA > 0 in equations (5.13) and (5.14). We can also assume 
))(( 00 tt τϕ − >0, by satisfying AΓ⋅−>⋅Γ− µτ 1)exp( max  through parameter design. 
From equation (5.14), a longer delay (τmax, τmin or τ(t)) leads to a slower increasing 
of the number of packets in the queue for the corresponding (bound or time-varying 
queue) trajectory. 
The approximations of )( 01 tt − , denoted as )ˆˆ( 01 tt −  and )( 01 tt
((
− , can be 
obtained from these bound trajectories of equation (5.14) by setting )()(ˆ 11 tqtq =  and 
)()( 11 tqtq =
( , respectively. The relations between these approximations and the true 
value can be easily shown as 010101 ˆˆ0 tttttt
((
−≤−≤−≤ . Note that 000̂ ttt
(
==  from 
the definition of the bound trajectories. 
From the lower bound trajectory in equation (5.14), )( 01 tt
((
− satisfies 
( ) ( )[ ])(exp1)exp(1)()( 01max101 ttAtqtt
((((
−⋅Γ−−⋅⋅Γ⋅Γ=−Γ−− τµ . (5.15) 
Denote 0),( 01 ≥−≡ x ttx
(((( . The LHS of equation (5.15) is a linear equation of x(  
with a positive slope and a negative y-intercept; while the RHS of equation (5.15) is 
an exponential function of x( . Furthermore, the RHS is strictly monotonically 
increasing to )exp(1 maxτ⋅Γ⋅Γ  as ∞→x
( . 
Figure 5.4 shows the LHS and RHS as functions of x(  in the first quadrant. The 
exponential curve (RHS) starts from the origin O and approaches the horizontal line 
)exp(1 maxτ⋅Γ⋅Γ=y . On the other hand, the linear equation (LHS) has a positive x-
intercept ( )µ−ΓAtq )( 1  at the point B and at the point D it crosses the horizontal 
line )exp(1 maxτ⋅Γ⋅Γ=y . So, the intersection J of the LHS and RHS of equation 




can further claim that the point J lies between the points C and D by comparing points 
A, B and C. Hence, the bounds for )( 01 tt
((























An alternative lower bound can be obtained by considering the point B, E and F. 
At time ( )µ−Γ= Atqt )( 1 , the LHS is zero at the point B while the RHS is YE at the 
























max . With a 
slope of 1, the LHS needs an exact time of YE to achieve YE at the point F; and the 
































Figure 5.4: Approximation of (t1 – t0) from the Lower Bound Trajectory 
The relative relation between the two lower bounds in (5.16a) and (5.16b) could 
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  (5.17) 














































  (5.18) 
To move any further from equation (5.18), we need to study the range of q(t1). 
Recall the definitions: }))((:inf{ 01 TQttqttt =−≥≡ τ , })(:0inf{0 µϕ =≥≡ ttt . It can 
be easily derived from the monotonically increasing property of φ(t) in Phase 1 that 
max11 )()()()( τµτµ ⋅−Γ+≤⋅−Γ+≤≤ AQtAQtqQ TTT . (5.19) 

































































Again we use the assumption that t0 + τmax << t1. From equation (5.20) it is 
obvious that (t1 – t0) is roughly inversely proportional to ( )µ−ΓA  and shaped by the 
bounds of the delays. Equations (5.18) and (5.20) can be used to provide bounds for 
the time duration of Phase 1. 
For the system without delay, i.e., τmin = τmax = 0, q(t1) = QT, )( 01 tt − is a solution 
of ( ) ( )[ ])(exp11)( 0101 ttAQtt T −⋅Γ−−⋅Γ=−Γ−− µ , which is consistent with 
equation (5.20). 
It is worth noting that alternative bound trajectories can be obtained by evaluating 
the system behavior in Phase 1 from the right side at time t1. From this viewpoint, 
equation (5.13) can be rewritten as 
( ) ( )[ ]11 exp)()( tttAAt −⋅Γ−⋅−Γ−Γ= ϕϕ , ),( 10 ttt∈ ,  (5.21) 
where φ(t1) > µ from previous analysis. 
Define two trajectories at ),( 10 ttt∈ : )(tqr
( , )(ˆ tqr  that satisfy equation (5.12) with 
fixed delay as τmin or τmax, respectively, with the same initial state as q(t) at time t1, 
i.e., Trr Qtqtqtq >== )()(ˆ)( 111










rr −−=≥≥−−= )(  )(ˆ)()(  )( maxmin
(
, ),( 10 ttt∈ , 
and hence )(ˆ)()( tqtqtq rr ≤≤
( for ),( 10 ttt∈ . So these two trajectories )(tqr
( , )(ˆ tqr  are 
called right-sided lower and upper bound curves, respectively. 
We can then obtain the solutions of )(tqr
( , )(ˆ tqr , ),( 10 ttt∈  from equation (5.16): 
( ) ( ) ( ) ( )[ ]



















Similarly approximations for (t1 – t0) can be obtained (skipped here). 
The following combination of )(tql
( , )(ˆ tql , )(tqr
( , )(ˆ tqr  leads to tighter bound 
trajectories: [ ])(),(max)( tq tqtq rl
((( ≡ , [ ])(ˆ),(ˆmin)(ˆ tq tqtq rl≡ , ),( 10 ttt∈ . These two 
trajectories )(tq( , )(ˆ tq  are then called two-sided lower and upper bound curves, 
respectively. Their formulations can be obtained from equations (5.14) and (5.22); 
however, for simplicity, the details are skipped here. In the following analysis, we 
will only elaborate on the left-sided bound trajectories in any other phase; hence the 
left-sided (right-sided) index l (or r) is suppressed. 
Phase 2: ),( 21 ttt∈ , where t2 ≡ inf{t ≥ t1: q(t – τ(t)) = QT, φ(t) < µ}. Clearly, in 
Phase 2, u(t) ≡ –1, so φ(t) decreases and passes the line φ(t) = µ based on equations 
(5.8) and (5.9). q(t) overshoots QT in Phase 1 when ),()),(( 1max1111 tttttt ττ −⊆−∈ , 
and remains increasing until µτϕ <− ))(( tt  again; it decreases thereafter (to a 
neighborhood of QT) in the rest of Phase 2. Hence q(t), q(t) > 0 is concave with a 




12 tt tt ∈ . Again we assume t1 + 
τmax << t2. 










 )(  )(
  (5.23) 
Similarly to Phase 1, we can obtain: 
( ) ( )[ ] Γ−−⋅Γ−⋅Γ+= AttAtt 11 exp)()( ϕϕ , ),( 21 ttt∈ ,  (5.24) 
where φ(t1) is determined by equation (5.13). In Phase 2, due to the finite bounds of 




)())(()( maxmin τϕτϕτϕ −≤−≤− tttt . Note that )())(()( minmax τϕτϕτϕ −≤−≤− tttt  
holds in Phase 1, including ),( 1max1 ttt τ−∈ . 
Extend the two bound trajectories )(tq( , )(ˆ tq  previously defined for 
),( 1max0 ttt τ−∈  to ),( 21 ttt∈ , such that )(tq
( , )(ˆ tq  satisfy equation (5.23) and have 
the same initial state as q(t) at time t1, i.e., 0)()(ˆ)( 111 >>== TQtqtqtq
( . Their 
corresponding delays are denoted as )(tτ( , )(ˆ tτ : at ),( 2max1 ttt τ+∈ , min)( ττ ≡t
( , 
max)(ˆ ττ ≡t ; while at ),( max11 τ+∈ ttt , 1)( ttt ′−≡τ
( , 1)(ˆ ttt −≡τ , where 
}:)(min{arg max11 τϕ ≤−=′ tt tt . Note that φ(t1) is a (local) maximum value. 
For ),( 21 ttt∈ , µtτt φµ tt φµ tτtφ −−≤−−≤−− ))(ˆ( ))(( ))(( τ
(
, and hence 
we have )(ˆ)()( tqtqtq ≤≤(  from equation (5.23). So, )(tq( , )(ˆ tq  are the (left-sided) 
lower and upper bound curves, respectively. 
The solution for ),(  ),( 21 ttttq ∈
(  can be obtained from equations (5.23) and (5.24): 
( ) ( )























































(  (5.25) 
and the solution of )(ˆ tq , ),( 21 ttt∈ : 
( ) ( )






















































Note that 0)()(ˆ)( 111 >>== TQtqtqtq




From equations (5.25) and (5.26), a longer delay (τmax, τmin or τ(t)) leads to a 
quicker increasing of the queue size for the corresponding (bound or time-varying 
queue) trajectory.  
The approximations for )( 12 tt − , denoted as )ˆˆ( 12 tt −  and )( 12 tt
((
− , can be 
obtained from these bound trajectories in equation (5.23) by setting )()(ˆ 22 tqtq =  and 
)()( 22 tqtq =
( , respectively. The relations between these approximations and the true 
value can be easily shown as 121212 ˆˆ0 tttttt −≤−≤−≤
((
. Note that 111̂ ttt
(
==  from 
the definition of the bound trajectories. Also note the relations here are different from 
those in Phase 1. 
From the lower bound trajectory shown in equation (5.25), )( 12 tt
((
−  satisfies 
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Denote )( 12 ttx











Clearly, we have 0,0 ≥∆≥ τ x( , and also 0max ≥≥ τa
(  since )()( 21 tqQtq T ≥≥ . 
Equation (5.27) can then be written as:  





















A ((( . ( 72.5 ′ ) 
The above equation is very similar to equation (5.15). Apparently its LHS is a 
linear equation of x(  with a positive slope (not 1 this time) and a positive x-intercept 




monotonically increasing to ( ) ( )Γ+⋅∆⋅Γ−⋅Γ At )(exp1 1ϕτ  as ∞→x
( , and has a 
positive x-intercept (τmax). Hence, the bounds for )( 12 ttx
((( −≡  are 
( )













        









Similarly to the analysis of equation (5.15), for equations (5.27) and ( 72.5 ′ ), the 
alternative tighter lower bound can be obtained by considering the time a( , its RHS 
function value at time a(  (denoted as f_rhs( a( )) and the slope of its LHS line function. 
This alternative lower bound is ( )µ−Γ+ − Aarhsfa )(
(( . However, the formulation 
turns out to be complicated and hence we leave it out from our discussion. 
Similarly, from the upper bound trajectory in equation (5.25), )ˆˆ( 12 tt −  satisfies 
( ) ( ) ( ) ( )[ ])ˆ(exp1)(1ˆˆ max1 τϕµ −⋅Γ−−⋅Γ+⋅Γ=−⋅+Γ xAtaxA . (5.29) 











ˆ . Clearly 0ˆ ≥x , and 
also we have 0ˆ max ≥≥ τa  since )()( 21 tqQtq T ≥≥ . Hence, the bounds for 
)ˆˆ(ˆ 12 ttx −≡  are 
( )













        
























            












The range of q(t1), given in equation (5.19), is listed here for convenience. 
Considering the definition of t2: t2 ≡ inf{t ≥ t1: q(t – τ(t)) = QT, φ(t) < µ}, the range of 
q(t2) can be obtained similarly: 
















To move any further from equation (5.31), we still need to study the range of φ(t1) 
and )( 1t ′ϕ . It is straightforward from equations (5.12) and (5.13) that 
Γ≤≤ At )( 1ϕµ . Recall the definition of 1t′ : }:)(min{arg max11 τϕ ≤−=′ tttt . With 
the assumption that t1 + τmax << t2, it is safe to say  
Γ≤≤′≤≤ Attt )()()( 112 ϕϕµϕ .  (5.33) 











12max .  (5.34) 
Both equations (5.31) and (5.34) can be used to provide bounds for the time 
duration of Phase 2. From equation (5.34) it is obvious that t2 – t1 is roughly inversely 
proportional to ( )µ+ΓA  and shaped by the upper bound of delay maxτ . From 
equation (5.31), t2 – t1 is highly dependent on the transition behavior at the 
neighborhoods of t2 and t1. And since )( 1tϕ can be close to µ with parameter design in 
Phase 1, t2 – t1 can be bounded roughly in the range of [ ]Γ+1, maxmax ττ  , which is 
largely affected by maxτ and Γ. 
Phase 3: ),( 32 ttt∈ , where t3 ≡ inf{t ≥ t2: q(t) = 0, φ(t) < µ}, i.e., the first time 




Clearly, in Phases 3 and 4, u(t) = sgn[QT – q(t – τ(t))] ≡ 1, φ(t) always increases but 
φ(t) < µ holds in Phase 3 and 4; q(t) stays positive in Phase 3 but goes down to zero at 
time t3 and thereafter stays in the zero state in Phase 4. Again assume t2 + τmax < t3.  
The governing equation for φ(t) is the same in Phase 3 and 4, which is the reason 






















  (5.35) 
Similarly we can obtain: 
( ) ( )[ ]4exp)( ttAAt −⋅Γ−⋅−Γ−Γ= µϕ , or 
( ) ( )[ ]22 exp)()( tttAAt −⋅Γ−⋅−Γ−Γ= ϕϕ , ),( 42 ttt∈ , (5.36) 
by using φ(t4) = µ, or φ(t2) which is determined by equation (5.24) and φ(t2) < µ. 
Since ))(( tt τϕ −  is monotonically increasing in Phases 3 and 4 but decreasing in 
Phase 2, we have )())(()( maxmin τϕτϕτϕ −≥−≥− tttt  for ),( 4max2 ttt τ+∈ , while 
)())(()( 22 tttt ϕτϕϕ ≥−≥′  for 2)( ttt ≤−τ , where φ(t2) is a (local) minimum value 
and }:)(max{arg max22 τϕ   tt tt ≤−=′ . 
Since 0)( ≡tq  in Phase 4, we focus on the queue behavior in Phase 3 for 
),( 32 ttt∈ . Extend the two (right-sided) bound trajectories )(tq
( , )(ˆ tq  previously 
defined in Phase 1 and Phase 2, such that )(tq( , )(ˆ tq  satisfy equation (5.35) for 
),( 32 ttt∈  with the same initial state as q(t) at time t3, i.e., 0)()(ˆ)( 333 === tqtqtq
( . 
Note that TQtq ≤≤ )(0 2 . Their corresponding delays, )(tτ
( , )(ˆ tτ , are: 2)( ttt ′−≡τ
( , 
2)(ˆ ttt −≡τ  for ),( max22 τ+∈ ttt ; while at ),( 3max2 ttt τ+∈ , min)( ττ ≡t




Apparently dttqddttdqdttqd )(ˆ)()( ≥≥
(
 holds for any ),( 32 ttt∈ . Hence 
with the right-side end point fixed at time t3, )(ˆ)()( tqtqtq ≤≤
(  holds from equation 
(5.35). So )(tq( , )(ˆ tq  are still the (right-sided) lower and upper bound curves, 
respectively. 
The solution of ),( ),( 32 ttttq ∈
(  can be obtained from equations (5.35) and (5.36): 
( ) ( )[ ]
[ ]
( ) ( ) ( )



































































(  (5.37) 
and the solution of )(ˆ tq , ),( 32 ttt∈ : 
( ) ( )[ ]
( ) ( ) ( )



























































Note that TQtq << )(0 2 , µϕϕ << )()( 32 tt  in equations (5.36) – (5.38). 
Again, (t3 – t2) can be approximated from the bound trajectories in equations 
(5.37) and (5.38). These approximations, denoted as )ˆˆ( 23 tt −  and )( 23 tt
((
− , are 
obtained by setting )()(ˆ 22 tqtq =  and )()( 22 tqtq =
( , respectively. It can be easily 
shown that 232323 ˆˆ0 tttttt
((
−≤−≤−≤ . It is worth noting that 333̂ ttt
(
== . 
From equation (5.37), the approximation )( 23 tt
((




( ) ( ) ( )
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Since Γ<< At µϕ )( 2 , the LHS of equation (5.39) is a linear equation with a 
positive slope, and its RHS is an exponential function with the following properties at 
[0, +∞): strictly monotonically increasing, positive after the zero point maxτ , and 
approaching the maximum value as +∞→− )( 23 tt
((
. Therefore, if the linear equation 
(LHS) and the exponential function (RHS) have an intersection in the first quadrant, 
its upper bound will satisfy equation (5.39) by letting +∞→− )( 23 tt
((
 in the RHS. So, 
we have 
( ) ( ) ( )








tA                     
               tAtqttA
((
 (5.40) 
And finally we find the upper bound of )( 23 tt
((
− : 













The necessary condition for the existence of the positive solution in equation 
(5.39) is that the denominator in equation (5.41) is positive, i.e., 
( ) ( ) [ ] 0)(exp1)()()( minmax222max ≥−⋅Γ−⋅Γ⋅−Γ+−′−Γ⋅ ττϕϕτ tAtqtA . (5.42) 
Under the condition that the inequality (5.42) does not hold, equation (5.39) does 
not have a positive solution and hence q(t) stays positive in Phases 3 and 4. In other 
words, the design of parameters leads to a non-empty queue even when the rate φ(t) 




Similarly, the lower bound of )( 23 tt
((
− can be obtained by letting +→−⋅Γ 0)( 23 tt
((
 
in the RHS of equation (5.39). With our previous assumption 23maxmin tt
((
−<< ττ , we 















  (5.43) 
From equation (5.38), the approximation )ˆˆ( 23 tt −  satisfies: 
( ) ( ) ( )








tttA         
          tAtqttA
. (5.44) 
Since Γ<< At µϕ )( 2 , the LHS of equation (5.44) is a linear equation with a 
positive slope, and its RHS is an exponential function with the following properties at 
[0, +∞): strictly monotonically increasing, positive after the zero point maxτ , and 
approaching the maximum ( ))(1 2tA ϕ−Γ⋅Γ  as +∞→− )ˆˆ( 23 tt . So, the upper bound 





















23   (5.45) 
The necessary condition for the existence of a positive solution of )ˆˆ( 23 tt −  is 
( ) ( ) ( ) ( )Γ+⋅−Γ≤Γ+⋅−Γ≤ 11)()( maxmax22 τµτϕ AtAtq  (5.46) 
Again, with the design of parameters that cannot satisfy inequality (5.46), the 
system will not achieve empty queue in Phase 3 and Phase 4. In fact, if it happens, the 
critical point (t3) between Phase 3 and Phase 4 needs to be redefined as the time when 




Similarly, the lower bound for )ˆˆ( 23 tt −  can be obtained by letting 













≥− ,  (5.47) 
where we use [ ] )ˆˆ(1)ˆˆ(exp 2323 tttt −⋅Γ−≈−⋅Γ−  and 0)exp( max ≈⋅Γ τ . 
As a summary of equations (5.41) and (5.47), the bounds of )( 23 tt −  are: 
( )
( ) ( ) [ ]
        
A
tAtqtA





















Equation (5.48) gives the bounds of the time duration of Phase 3. For the case 
when the system will not achieve empty queue in Phase 3 (and Phase 4), the upper 
bound of )( 23 tt −  should be even more tight. 
To move any further from equation (5.48), we need the ranges of q(t2), φ(t2) and 














  (5.49) 
Substituting (5.49) into (5.48), we have 
( ) ( )
( ) [ ]( ) ( )
[ ]( )




















































Both equations (5.48) and (5.50) can provide bounds for 23 tt − , the time duration 
of Phase 3. Its upper bound is roughly inversely proportional to ( )µ−ΓA  and shaped 
by the bounds of delay. And it is also dependent on the transition behavior in the 
neighborhoods at time t2. 
The time duration of Phase 3 and 4, t4 – t2, can be directly determined by equation 




































0 24 . (b) (5.51) 
Phase 1 – 4 together form a “cycle” of the fluctuations in the system working in 
the fluctuation region. The time durations of phases vary in different “cycles”. Clearly 
in each “cycle” φ(t) achieves a local maximum value at t1 and a local minimum value 
at t2, denoted as Φmax ≡ φ(t1) and Φmin ≡ φ(t2), respectively. We have already 
established their ranges in equation (5.33) as 
Γ≤Φ≤≤Φ≤ Amaxmin0 µ .  (5.52) 
In each “cycle” q(t) also achieves a local maximum value Qmax at *12t  in Phase 2. 


























)( .  (5.53) 





















































tt . (5.54b) 
The maximum value Qmax at *12t  can be bounded according to equation (5.54): 
( )[ ] ( )








































































                 
A
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t                 
tttQtq T
.  (5.55) 
From equation (5.55), the bound of the maximum queue size Qmax is roughly 
proportional to ( )µ−ΓA , and dependent on Γ1  and maxτ . 
Define the period of an individual fluctuation “cycle” as 04, tt TT −≡ . Note 
( ) ( ) ( )241201 ttttttT −+−+−= . According to equations (5.20), (5.34) and (5.51), we 










































































min , (5.56b) 



































maxmax . (5.57) 






















































         


















Remark 5.3: From equations (5.52) – (5.58), we have the following remarks for 
the system working in the fluctuation region: 
1. The “period” of fluctuation shows the quality of the responsiveness, including 
the convergence speed, amplitude fluctuation, etc. For the system with time-varying 
propagation delays, although the fluctuation is aperiodic, the time duration of each 
“cycle” is bounded by equation (5.58). In fact, the time duration of each phase is 
bounded by equations (5.20), (5.34) and (5.51). 
2. A larger upper bound maxτ  tends to increase the length of each “cycle period” 
and its variation from equation (5.58). And this fact also holds for the bounds of time 
duration of each phase from equations (5.20), (5.34) and (5.51). This remark is 
straightforward since it is more difficult for the remote user(s) to track the dynamic 
system behavior with likely larger delays. 
3. The parameter designs can significantly affect the dynamic system behavior. 
The time duration of each “cycle” largely depends on the ratio of ΓA  and its 
difference from µ. When ΓA  is close to µ, the terms containing )( µ−ΓA  are 
dominating in equation (5.58). The smaller the difference between ΓA  and µ, the 
longer the time duration of each “cycle” is. Also, with a fixed ratio ΓA , the time 
duration of each “cycle” is affected by Γ , as discussed in the next remark. 
4. Amplitude behavior of the rate φ(t) is also affected by both the time-varying 




the dynamic system behavior due to the outdated feedback information. Its effect on 
the amplitude behavior can be shown in the following equations, which are derived 
from equations (5.13) and (5.24): 
( ) ( )[ ]( ) µµϕ +−⋅Γ−−⋅−Γ=≡Φ 011max exp1)( ttAt ,  (5.59) 
( ) ( )[ ]( )12121minmax exp1)()()( ttAttt −⋅Γ−−⋅Γ+=−≡Φ−Φ≡∆Φ ϕϕϕ . (5.60) 
Generally speaking, the longer the delays, the longer the time duration each 
individual phase lasts. From equation (5.59), this leads to a higher overshoot of φ(t) in 
Phase 1, i.e., the higher φ(t1) (or Φmax). Also, the system has a larger amplitude of 
φ(t), ∆Φ , according to equation (5.60). In summary, the system with larger delays 
has longer phases in each “cycle”, higher overshoot and larger amplitude. 
Now consider the effects of parameter designs for the system with time-varying 
delays. Let the service rate (bandwidth µ) be a constant. With a fixed ratio of ΓA , a 
larger Γ  can speed up the dynamic behavior and in some sense compensate the 
effects of incorrect feedback information due to delays. So the positive overshoot 
happens earlier, at the same time the queue size increases faster which leads to a 
shorter Phase 1. Their composite effect results in a higher positive overshoot and 
larger amplitude, according to equations (5.59) and (5.60). On the other hand, 
although the system with a smaller Γ  has slower behavior, it has a lower positive 
overshoot. The system with a Γ  too small, however, may have such a slow speed that 
it could stay in Phase 4 (and the 2nd half of Phase 3) for a long time, during which the 
system degradation likely happens. 
5. Obviously the system without delays has no overshoot in the queue size, q(t), 




happen with the maximum queue size ( maxQ ) upper-bounded as shown in equation 
(5.55). The system with larger delays tends to have higher maxQ ; so does the system 
with a larger Γ after careful study of equations (5.59) and (5.55). Given the total 
available buffer size (B0) in the remote server and the estimated upper bound of time-
varying delays in the system, the sufficient condition to avoid dropping packets is  





















AQT , (5.61) 
when designing parameters. 
The minimum queue size is zero if the inequality (5.46) holds. Otherwise, the 
empty queue state is not achievable in Phase 3 and Phase 4. The queue sizes at the 
turning points of neighboring phases are two-sided bounded in equation (5.32). 
6. Similar to equation (5.51a), we can have the exact formula for t1 – t0, t2 – t1 
according to equations for φ(t) in Phase 1 and 2, respectively. Hence T is 
( ) ( )












































































From equation (5.62), we can evaluate the possibility of the event that T is 
unbounded in an individual “cycle”:  






)(unboundedis . (5.63) 
So, in the parameter design, ( ) +→−Γ 0µA  needs to be avoided. Equation (5.63) 
is also true for the system without delays, for which the formulation is: 




where, )( 01 tt −  is a solution of ( ) ( )[ ])(exp11)( 0101 ttAQtt T −⋅Γ−−⋅Γ=−Γ−− µ . 
Before the end of this section, we present Figure 5.5 that depicts the “cycles” in 
the dynamic behavior with fluctuations. In Figure 5.5(a), the parameters and the time 
duration (0 ~ 500 sec) are the same as those in Figure 5.3. The fluctuations in 5.5(a) 
are bounded although aperiodic. These 41 different “cycles” (each with 4 phases) can 
be classified into 6 groups; each group has a set of “cycles” whose trajectories are 
very close with each other. With an average rate (Φ ) of 144.2 Mbps, φ(t) achieves its 
maximum 152.96 Mbps and minimum 104.99 Mbps. The maximum queue size is 
14.11max =Q  when φ = 134.3 Mbps. The average T, period of “cycles”, is about 12.1 
sec. Its response time, the time duration from 0 to the time the flow receives the 
feedback of the remote queue overflow for the first time, is 9.8 sec. 
Figure 5.5(b) shows the dynamic behavior of the same system with the same ratio 
of ΓA  but different A and Γ (1/10) as those in Figure 5.5(a). Compared with Figure 
5.5(a), the time duration of each phase and each “cycle” is longer, so within 0 ~ 500 
sec there are less number of “cycles” (about 10). These 10 “cycles” can be classified 
into 5 groups according to their trajectories. Now φ(t) has a maximum value of 151.4 
Mbps, a minimum value of 143.4 Mbps and an average rate (Φ ) of 148.7 Mbps. The 
maximum queue size is 59.10max =Q  when φ = 148.5 Mbps. The average T, period of 
“cycles”, is about 40.2 sec. Compared with Figure 5.5(a), with a fixed ratio of ΓA , 
the smaller Γ leads to a lower Φmax, a much higher Φmin, a smaller maxQ , a longer T 
and more throughput. The amplitude of rate decreases from 48 Mbps to 8 Mbps; the 




system with a smaller Γ has small-amplitude fluctuations, although its response time 
is 98.2 sec, 10 times the previous value. 
 
(a) A+ = A– = 48.1 Mbps, Γ+ = Γ– = 0.39 
 
(b) A+ = A– = 4.81 Mbps, Γ+ = Γ– = 0.039 
µ = 150 Mbps, ν = 30 Mbps, ∆ = 0.05 s, QT = 10 packets, τ(t)  =  0.1 + 0.1 · sin(πt/11). 




5.5. Models for Multiple Flows 
We have made some extensive analysis of the single-flow model, and will follow 
the same methodology to deal with the multiple-flows model here. We need to point 
out that fairness is always one of the important issues in the design of algorithms for 
multiple flows. 
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. (b) (5.65) 
Here −+−+ ΓΓ jjjj AA  , , ,  are nonnegative parameters associated with the j
th flow, j = 1, 2, 
…, N, and the feedback for the jth flow at time t is uj(t) = sgn[QT – q(t – τj(t))]. 
Before the analysis, we list some key issues here for the multiple-flows model: 
1. Transient behavior. As an important dynamic property, it shows the quality of the 
responsiveness, including the convergence speed, amplitude fluctuation, etc. 
2. The effect of heterogeneous time-varying propagation delays. The flows with 
longer propagation delay will typically be discriminated against according to prior 
research [70, 73]. The various time-varying delays may cause instability for the 
system and also demand more robustness for parameters in the algorithm designs. 
3. Fairness in short-term and long-term behavior. For start-up flow, it is always 




algorithms needs to consider the tradeoff of short-term and long-term fairness and 
show some sense of flexibility. 
4. Arbitrary bandwidth allocations to all the flows. 
We will start from the analysis of the system with multiple flows under the 
condition that stationary solutions exist and are stable. The system that satisfies this 
condition is stated as the system in the stationary-state region. 
5.5.1. Solutions in the Stationary-State Region 
Similarly to the analysis of the single-flow model in equation (5.7), we have the 
following results regarding the existence of stationary solution and the stability: 
Proposition 5.3: Suppose ( ) µν <Γ+∑ ++j jjj A . The system in equation (5.65) 
has a stationary solution:  N jA jjjj ...,,1, =∀Γ+≡
++νϕ and q ≡ 0. Furthermore: 
1.  For a given t1, if )...,,1()( 1  N j At jjjj =Γ+≤
++νϕ , the same inequality also 
holds for all flows when t ≥ t1. If for a flow k at time t0, ++ Γ+> kkkk At νϕ )( 0 , there 
exists t2, t2 > t0, s.t. )(tkϕ  decreases monotonically when t2 > t > t0, and 
++ Γ+= kkkk At νϕ )( 2 . 
2. For a flow k, assume RSt kTk ⊂∈)(τ  and 
k
TS  is compact. Denote its bounds by 
k
minτ  and 
k
maxτ . Then there exists t3, s.t. for all t ≥ t3, TQtq <)( , 
++ Γ+→ kkkk At νϕ )(  
at the exponential rate Γ+. 
Proof: can be extended from the proof of Proposition 5.1 in the natural way. 
  




Remark 5.4: The first property does not require )(tjτ  to be bounded. The second 
property also holds for unbounded )(tjτ , given ttj << )(0 τ  and )(tt jτ−  goes to +∞ 
(not necessarily monotonically). The conditions can be satisfied when the system is 
always in connection during the considered time window and based on FIFO. 
Proof: Similar to Remark 5.1 and skipped.  
  
Remark 5.5: Recall that +Γ j , 




jA ,  N j ...,,1= , are nonnegative. Further 
assume +Γ j , 
−Γ j > 0. The system in equation (5.65) is then globally asymptotically 
stable with exponential rate. 





















j A AA ,0max .  
Following the reasoning in the proof of Remark 5.2, it can be shown that the 
system in equation (5.65) is globally asymptotically stable with exponential rate MjΓ  
for the flow j. 
  
And similar to equation (14), regardless of whether ( ) µν <Γ+∑ ++j jjj A  holds 
or not, for any t0 and t > t0, 
[ ] ( )[ ]00 exp)()( ttAtAt MjMjMjjMjMjj −Γ−⋅Γ−+Γ≤ ψψ , (5.66) 
for any flow j. Basically this property shows that even though the system only has 
fluctuating solutions in the fluctuation region beyond ( ) µν <Γ+∑ ++j jjj A , this 




5.5.2. Solutions in the Fluctuation Region 
In this section we will study the fluctuating but bounded dynamic behavior in the 
fluctuation region where ( ) µν >Γ+∑ ++j jjj A . According to our discussion in 
previous sections for the single flow system, we expect that the multiple-flow system 
can also have small-amplitude fluctuating solutions through careful system parameter 
designs. The assumptions in this section are listed below (  N j ...,,1=∀ ): 
• ( ) µν >Γ+∑ ++j jjj A . The system does not have any equilibrium point. 
• 0 , ≥−+ jj AA  and 0 , >ΓΓ
−+
jj . This is also the condition that the system is globally 
asymptotically stable with exponential rate when ( ) µν <Γ+∑ ++j jjj A  holds. 
• jjj Γ=Γ=Γ
−+  and jjj AAA ==
−+  , i.e., mainly consider the MS algorithm. 
• 0=jν , since jν  can be absorbed by )(tjϕ  and µ in equation (5.65). 
• )(and)( t q tjϕ  are piece-wise differentiable functions with 0)0()0( == qjϕ . 
• RSt Tj ⊂∈)(τ , where ST is a compact set with the lower bound 
min
jτ  and the 
upper bound maxjτ . 
maxmin0 jj ττ ≤≤ . Also denote 
min





With the above assumptions, the multiple-flows model (5.65) can be rewritten as 
)( )(  )( tuAtφΓtφ
dt
d






































where the feedback for the jth flow at time t is ))]((sgn[)( ttqQtu jTj τ−−= . It is 
worth noting that different flows have different uj(t), and that all flows are coupled in 
equation (5.67b). 
Using a similar approach to the analysis of the single-flow system, we will study 
the dynamic behavior of the multiple-flow system with general time-varying delay in 
the fluctuation region. Particularly, we focus on Phase 1 which determines not only 
the response time of each flow, but also in some sense represents the effect of 
heterogeneous time-varying delays and parameter designs. 




jτ are the delay bounds of the j
th flow. minτ , maxτ are the global delay bounds 
for the system. Denote 1jt  as the time when the j
th user receives the overflow feedback 
of the remote queue and hence starts reducing its flow rate )(tjϕ . i.e., 
1
jt  can be 
written as: { }Tjj Qttq tt =−>≡ ))((:0inf1 τ . 1jt  is also called the response time of the 






 forms a time sequence. Among different flows, the 
response time decreases with the feedback delay due to their sharing of a common 
queue. In other words, if one flow always has less delay than another flow at any 











tt ≡ . 
Now consider Phase 1 where ),0( 1max tt∈ . For the j
th flow, we have 0)0( =jϕ , 





1  ttt j∈ . Here if 
11
max jt t =  we have Φ=),(
1
max
1  tt j  (empty set) by convention. 





















j   (5.68) 
Hence φj(t) first increases before 1jt t =  and decreases thereafter, which is similar 
to previous results in Phase 1 and Phase 2 of the single-flow system. φj(t) is written as 
( )[ ]


















jϕ . (5.69) 
Apparently φj(t) achieves a local maximum maxjϕ  at 
1
jt t = : 
( ))exp(1 1max jjjjj t  A ⋅Γ−−⋅Γ=ϕ .  (5.70) 
max
jϕ is determined by the ratio jjA Γ , jΓ  and the response time 
1
jt . Note that for 
two flows j, k, the relative relation of their response times depends only on their time-
varying delays since all flows use the common queue in the remote server. 
Now consider the queue behavior in Phase 1 during which q(t) first stays zero and 
then increases. Its governing equation is described in equation (5.67b). Denote t0 as 









jj tttt µτϕ ))((:0inf0 .  (5.71) 
Clearly q(t0) = 0, and j tt j ∀<≤ ,0
1
0 , or equivalently 
1
min00 tt <≤ . We assume 
max0 τ≥t  for convenience. 
For ),( min
1
















d max  )((  (c) 
Equations (5.72b) and (5.72c) govern two reference (bound) queues, denoted as 
)(ˆ tq  and )(tq( . Their initial states are specified as 0)()()(ˆ 000 === tqtqtq
( . So we 
have )(ˆ)()( tqtqtq ≤≤(  for ),( min
1
min0 τ+∈  ttt . According to our previous analysis, 
)(ˆ tq  and )(tq( are the (left-sided) upper and lower bound curves, respectively. 
Substituting (5.69) into (5.72b) and (5.72c), we obtain 
( ) ( )[ ]










































































































 and of the queue behavior, we investigate 
the time t0 defined in equation (5.71) and rewrite it as ∑ =−
j
jj tt µτϕ ))(( 00 . 
Substituting equation (5.69) and the delay bounds of each flow into it, we have 
















































0 τµτ . (5.74) 
Thus far we have not addressed the topic of fairness. Recall in the network model 




where jν  is its minimum bandwidth requirement and jσ  is its relative weight. These 
two parameters are used for the bandwidth allocation. 
Fairness: it is desired to have the following fairness constraint among flows: 
1. For any flow j, there exists time tj ≥ 0, such that jj t νϕ ≥)(  when t ≥ tj. 











 when ),max( kj  ttt ≥ . 
In practice, an approximation to the above proportional fairness is also desirable. 
Note that }{ jσ  are not necessarily normalized. For convenience jν  is set as zero. 
For the above fairness criteria we consider the following parameter design: 
 Γ=Γ⋅==∀ jjj AA N  j ,,...,,2,1 σ , and let ∑≡
j
jσσ . (5.75) 
With the above design rule, the system fluctuation region µ>Γ∑ j jjA  can be 
rewritten as σµ>ΓA . Note that σ  is not necessarily equal to 1. 
It has been shown in [70] that for the system with heterogeneous fixed delays, the 
above design rule achieves “pointwise fairness”: the divergences from the 
proportional fairness vanish monotonically as ∞→t . 
Substituting (5.75) into (5.70), we obtain 
( ))exp(1 1max jjj tA ⋅Γ−−⋅⋅Γ= σϕ .  (5.76) 
Remark 5.5: Consider the design rule (5.75). The (local) maximum rate of the jth 
flow ( maxjϕ ) is determined by ΓA , Γ, jσ  and its response time 
1
jt . Furthermore, 
max
jϕ  increases with jσ  and 
1
jt  (or in fact the time-varying delays). For a pair of flows 
(j, k), only their relative weights ),( kj  σσ  and times ),(
11




varying delays of the jth and kth flows, respectively) are distinct from each other. It is 
also worth noting that maxjϕ  could, but does not necessarily overshoot µ. 
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The following results provide bounds for the time t0, which are useful for our 






 and the queue behavior: 
Proposition 5.4: Suppose σµ>ΓA , and the design rule (5.75) is adopted. t0 
is the time when the queue starts buffering, as defined by equation (5.71). Assume 


























































































Proof: (1) Equation (5.77b) can be rewritten as follows when we further loosen 
the upper delay bounds of each flow: 
 ( )[ ] 0)(exp max0 >Γ⋅−≥−⋅Γ−⋅∑ A tj jj
µστσ  























max0 .  (5.78) 
Similarly the lower bound of t0 can be obtained from equation (5.77a). 
(2) The following property of the exponential function is used for the proof: 
x eRx x +≥∈∀ 1, , with the equality achieved if and only if x = 0.  
So using the above property in equation (5.77a), we have:  
































.  (5.79) 
(3) A tight upper bound can be obtained from equation (5.77b) directly: 








































0 . (5.80) 
The tight lower bound is derived from equation (5.77a) similarly. It is also worth 
noting that the second term in the right-hand side is always positive except for the 
system without feedback delays. 
  
Proposition 5.4 along with equations (5.78) – (5.80) gives the lower and upper 




can be clearly observed. The system with σµ>ΓA  but with only a small 
difference is at the edge of the fluctuation region; and it has a much longer response 
time due to large upper and lower bounds for the time t0. Also, when ΓA  is fixed in 
such a system, to compensate for the long response time, either a large Γ  or a large 
σ  can be adopted (or both). In addition, the distributions of feedback delays affect 
the time t0, which can be adjusted by the design of relative weights.  
As an extensive analysis of time t0, we have the following results directly from 
equation (5.74) for the generalized system without the specific design rule. 
Remark 5.6: For the system in equation (5.67), suppose ( ) µ>Γ∑ j jjA  and 

















































Proof: (1) Equation (5.74) can be rewritten as follows when we further loosen the 
lower delay bounds of each flow: 






















































⇒ ∑∑ )(exp min0  






















































min0 .  (5.81) 
Similarly the upper bound of t0 can be obtained from equation (5.74). 
(2) Again we use the property of the exponential function: x eRx x +≥∈∀ 1, with 










































































.  (5.82) 
The property (2) in Proposition 5.4 can be easily obtained by substituting the 
design rule (5.75) into equation (5.82). 
  
The above results for the time t0 are useful for our further analysis of { }Njj t 11 =  and 
the queue behavior. Substituting the design rule (5.75) into equation (5.73) we obtain 
( ) ( )[ ]



























































































, where { }Tjj Qttqtt =−>≡ ))((:0inf1 τ , we define the times 1̂t , 
1t
(
 such that TQtqtq == )()ˆ(ˆ 11






















 and the upper bound for 
the queue size, using equation (5.83) and the above definitions: 
Proposition 5.5: Suppose σµ>ΓA , and the design rule (5.75) is adopted. 

























max , if the following inequality 
holds: ( )[ ] µτσ >⋅Γ−⋅⋅
Γ ∑ j jj
A


















(4) ( ) ( )µστµστ −Γ⋅⋅+≤−Γ⋅⋅+≤ AQAQtq TjTj maxmax1 )( . 
Proof: (1) From equation (5.83) we have: 


















)ˆ(exp1ˆ)ˆ(ˆ min01011 τσµσ  


















ˆ .  (5.84) 















(2) Using the property of the exponential function: x eRx x +≥∈∀ 1,  with the 
equality achieved if and only if x = 0, equation (5.83) can be rewritten as follows: 
































































max . (5.85) 
Note that ( )[ ] 0)exp(1 max >−⋅Γ−⋅⋅
Γ ∑ µτσj jj
A
 is required for the last two steps. 
(3) Alternatively, from equation (5.83), 








































































max . (5.86) 
(4) From the definition of 1jt , we know Tjjj Qttq =− ))((
































































































 ( ) ( )µστµστ −Γ⋅⋅+≤−Γ⋅⋅+≤ AQAQtq TjTj maxmax1 )( . (5.87) 
  
Proposition 5.4 and Proposition 5.5 (1) – (3) in combination give the lower and 






 for the rate-control systems 
in the fluctuation region ( σµ>ΓA ). The difference between ΓA  and σµ  is one 






: a smaller difference leads to much 
longer response times. In general, for a specific flow j, the bounds of its response time 
1
jt  increase with the feedback delay bounds of the j
th flow minjτ , 
max







 are delayed tracking of a common queue in different flows, the flow 
with less delay always has the shorter response time. As is well known, the (local) 






In our parameter design, when ΓA  is fixed in the above system, to compensate 
for the long response time, either a large Γ  or a large σ  can be adopted (or both). In 
addition, for the same purpose, we can adjust the relative weights { }N
jj 1=
σ  by 
assigning smaller relative weights to the flows with longer feedback delays. 
The fourth item of Proposition 5.5 presents an upper bound of the queue size at 
the response time of each flow. It is not a (local) maximum queue size although the 
rate of each flow achieves its (local) maximum at its response time. After the 
response times of certain flows, the sum of the rates is still higher than the available 
bandwidth, so the queue size keeps increasing. During this period, however, the rate 
of each flow always decreases with a higher speed than its increasing speed in Phase 
1, according to the governing equation (5.67). Hence, we can obtain an upper bound 



















max 2max)(2max  
 ( )µστ −Γ⋅⋅⋅+≤⇒ AQq T maxmax 2 .  (5.88) 
Denote the designed buffer size as QB. It can be set based on equation (5.88) as 
( )[ ]µστβ −Γ⋅⋅⋅+⋅≡ AQQ TB max0 2 . Here 1 , 00 >ββ  is a safety parameter. Clearly 
QB increases with σ , ΓA  and maxτ . So, a larger ΓA  (or σ ) leads to shorter 
response times and lower maximum rates, with the tradeoff of a larger queue size. On 
the other hand, a smaller ΓA  (or σ ) results in a smaller queue size, with tradeoffs of 
longer response times and higher maximum rates. In summary, the tradeoffs in the 




response times of all flows and smaller overshoots, if any, with a reasonable queue 
size. 
5.5.3. Simulation Results of the System with Multiple Flows 
Extensive simulations have been done for the multi-flows rate-control system 
with heterogeneous time-varying feedback delays, to demonstrate the issues discussed 
above, qualitatively and quantitatively. The considered issues were listed at the 
beginning of this section: transient behavior, parameter design, the effect of time-
varying delays, fairness, etc. Particularly we consider the design rule (5.75). 
Figure 5.6 shows two flows with the same weight starting at time 0 and 50 s, 
respectively. Two flows have different time-varying delays with == min2
min
1 ττ 0.05 s, 
=max1τ  0.15 s and =
max
2τ 0.25 s. For convenience the queue size is measured in units 
of nominal packets. 1 nominal packet has 6250 bytes, which is the product of 1 
Mbps/s and 0.05 s. 
In Figure 5.6, for t < 50 s the system has only flow 1, =+Γ⋅ 11 νσ A 112.22 Mbps 
< µ, therefore the system has stationary-state solutions. The rate of flow 1 approaches 
the steady state exponentially and the queue is always empty. After time 50 s, flow 2 
attempts to obtain its share of the bandwidth, ( )=+Γ⋅∑ = 2,1j jj A νσ 224.44 Mbps > 
µ. So the system is in the fluctuation region for t ≥ 50 s, and the fluctuating behavior 
in the rates and queue size can be clearly observed in Figure 5.6. With different time-
varying delays associated with the two flows, these fluctuations are not periodic and 
are different for two flows. However, in Figure 5.6, the amplitude and period of the 




coincide with each other after the transient period. It follows that fairness (½ to ½) is 
achieved between two flows almost at any time. 
 
(a) A = 9.62 Mbps, Γ = 0.117 
 
(b) A = 1.924 Mbps, Γ = 0.0234 
Flow 1 and 2 starts at 0 and 50 s, respectively. µ = 150 Mbps, ν1 = ν2 = 30 Mbps, ∆ = 0.05 s, 
QT = 10 packets, σ1 = σ2 = 1, τ1(t) = 0.1 + 0.05 · sin(πt/11), τ2(t) = 0.15 + 0.1 · sin(πt/7). 
Figure 5.6: Multi-Flows: Various Gain and Damping Constants with Fixed Ratio 
Two sets of gains and damping constants are used in Figure 5.6 with their ratio 
fixed: the one in (a) has larger ( A ,Γ ), which leads to shorter response times in both 
stable and fluctuation regions; while the other set in (b) provides smaller fluctuations 
and requires less buffer size in the common queue. Either of them could be desirable 
depending on the specific purpose of parameter design; or it could be any other set in 




Figure 5.7 presents the results of significantly different feedback delays between 
two flows. The parameters in Figure 5.7 are the same as those used in Figure 5.6(a), 
except that the mean of the feedback-delays of flow 2 increases from 0.15 s to 1.15 s. 
It has been shown in Figure 5.7 as expected that the response times become longer, 
according to equations (5.78) – (5.80) and (5.84) – (5.86), and that the fluctuations 
are slower; the amplitude of rates and queue size both increase, from equations (5.76) 
and (5.88). Also exhibited in Figure 5.7 is the increased difference between two 
flows, compared with Figure 5.6(a), due to their heterogeneous feedback delays. The 
delays of flow 1 are roughly 1/10 of those of flow 2 in magnitude. 
 
 Flow 1 and 2 starts at 0 and 50 s, respectively. A = 9.62 Mbps, Γ = 0.117, µ = 150 Mbps, ν1 = 
ν2 = 30 Mbps, ∆ = 0.05 s, QT = 10 packets, σ1 = σ2 = 1, τ1(t) = 0.1 + 0.05 · sin(πt/11), τ2(t) = 
1.15 + 0.1 · sin(πt/7). 
Figure 5.7: Multi-Flows: The Effect of Various Feedback Delays 
Figure 5.8 presents four flows with different minimum bandwidths and equal 
share (expected) of the remainder of available bandwidth. The rate differences 
between four pairs of flows (1, 2), (3, 4), (1, 3) and (2, 4) are depicted in Figure 
5.8(b). In Figure 5.8(b), there is a 15 Mbps difference in the minimum bandwidth for 
two flow pairs (1, 2) and (3, 4). From the rates and their difference shown in Figure 




the curves fluctuate around their average values that closely correspond to the 
expected sharing under the fairness constraint. For example, in Figure 5.8(b), the rate 
differences of flow pairs (1, 2) and (3, 4) have a mean of 15 Mbps with its amplitude 
less than 3 Mbps. 
 
(a) Rates of flows and the queuing behavior 
 
(b) Difference of rates for certain pairs of flows 
Flow 1 and 2 starts at 0 s, while Flow 3 and 4 starts at 100 s. A = 4.81 Mbps, Γ = 0.0585, µ = 
150 Mbps, ν1 = ν3 = 15 Mbps, ν2 = ν4 = 0, ∆ = 0.05 s, QT = 10 packets, σj = 1, j = 1, 2, 3, 4. 
τ1(t) = τ4(t) = 0.1 + 0.05 · sin(πt/11), τ2(t) = τ3(t) = 0.15 + 0.1 · sin(πt/7). 
Figure 5.8: Multi-Flows: Four Flows with Different Minimum Bandwidths 
Figure 5.9 shows the transient behavior of the system with 16 flows as four new 
flows start at 0, 150, 300 and 450 s, respectively. The rates of all flows are shown in 
Figure 5.9(a) while the aggregated rate, the average rate per flow and the queue size 




    
(a) Rates of flows 
 
(b) Aggregate rate and queue behavior 
    
(c) Fairness index 
Four new flows start at 0, 150, 300 and 450 s, respectively. A = 4.81 Mbps, Γ = 0.0585, µ = 
150 Mbps, ∆ = 0.05 s, QT = 10 packets, νj = 5 Mbps, σj = 0.3, j = 1, …, 16. For k = 0, 1, 2, 3, 
τ4k + 1(t) = τ4k + 4(t) = 0.1 + 0.05 · sin(πt/11), τ4k + 2(t) = τ4k + 3(t) = 0.15 + 0.1 · sin(πt/7). 




In Figures 5.9(a) and 5.9(b), for t < 150 s, the system has stationary solutions with 
an aggregated rate of 120 Mbps (< µ); for t ≥ 150 s, the system has fluctuating 
solutions. Note that the rate fluctuations slow down as the number of flows increases. 
A quantitative measure of fairness, Jain’s Fairness Index, was proposed first in 
[86] and has been widely used thereafter. For a system with N competing users, where 



















1 .  (5.89) 
Figure 5.9(c) shows the Jain’s Fairness Index (FI) at different times with 4, 8, 12 
and 16 active flows, respectively. The minimum bandwidth is not considered in the 
allocated resource, i.e., iii ttx νϕ −= )()( , where flow i is an active flow. The perfect 
fairness (FI ≈ 1) can be clearly observed except for the transient times when a new 
group of flows have been just started. 
5.6. Conclusions 
In this chapter, we focus on feedback-based rate control systems for adaptive 
bandwidth allocation in broadband IP-based satellite communication networks. The 
considered feedback is one bit that indicates whether the remote queue is above or 
below a pre-determined threshold. Each flow in the system has two nonnegative 
parameters, minimum bandwidth and weight.  
Our analyses are based on analytic fluid models composed of first-order delay-
differential equations with damping and gain functions. Furthermore, practically and 
most importantly, the heterogeneous time-varying propagation delays are reflected in 




respectively, with much attention paid to the symmetrical Mitra-Seery (MS) 
algorithm.  
We present the stationary solutions, existence conditions and convergence speed 
for the single-flow and multi-flow system models, respectively. And then for the 
situations under which the systems only have fluctuating solutions, we analyze the 
dynamic behavior of rates and queue size in detail. Based on the analytic results, we 
investigate the effect of delays and parameters in terms of fairness, fluctuation 
(amplitude, period), transient behavior and adaptability, etc. It has been shown, 
analytically and in simulations, that with proper parameter design the system can 




6. Resource Allocation in 802.16j Multi-hop Relay Systems 
 
Systems based on IEEE 802.16 OFDMA standard (mobile WiMAX, or 802.16e) 
are among the leading candidates for 4G wireless networks. Mobile WiMAX is 
designed to provide high data rate to mobile users with QoS; however, initial field 
trials of mobile WiMAX system have limited coverage and poor service for indoor 
users as well as users at cell boundaries. Using relay stations (RS) is a well known 
method to extend the coverage of the base stations (BS) in cellular systems. IEEE 
802.16j multi-hop relay standard has been developed as an extension to the 802.16e 
OFDMA system for coverage extension and capacity enhancement with full 
backward compatibility to the 802.16e mobile stations (MS). In the 802.16j relay 
system, relay stations serve as relay nodes between the multihop-relay BS (MR-BS, 
or BS) and the MSs. The radio link that originates from or terminates at an MS is 
called access link; while the link between a MR-BS and an RS is called relay link. 
Two modes of PHY layer operations are defined in 802.16j: transparent relay 
mode and non-transparent relay mode. In transparent relay mode, a transparent RS 
(T-RS) does not transmit control signals including frame-start preamble, FCH, 
UL/DL-MAP and DCD/UCD. Instead, a MS that access the network through a T-RS 
depends on the MR-BS for these control signals. The MS is not aware of the T-RS. In 
non-transparent mode, a non-transparent RS (NT-RS) transmits all the control signals 
as well as data packets like a regular BS to the MS. T-RS and NT-RS have different 




transparent relay systems and non-transparent relay systems (denoted as T-RS and 
NT-RS as well). In addition, a NT-RS can operate in either centralized or distributed 
scheduling mode if the transmission schedule of the RS is generated by the MR-BS 
(centralized) or the RS itself (distributed). Clearly, a T-RS can only operate in 
centralized scheduling mode. For NT-RS, in this dissertation we only consider 
distributed scheduling mode. 
It is important to understand the benefits and limits of each option. Based on 
methodologies specified in [87, 88], a system-level simulator is introduced in [89] for 
multi-cell 802.16j multi-hop relay systems. Also, performance is compared in [89, 
90] through simulations for these options of 802.16j two-hop relay systems, in terms 
of network coverage and system capacity with various assumptions on relay links for 
simplification. This chapter describes further work on capacity analysis and resource 
allocation. 
The resource allocation problem in 802.16j relay network has been studied in [91, 
92, 93, 94, 95]. It is demonstrated in [91] that in the 802.16j multi-hop relay system, 
that 1 or 2 RSs per sector can improve the per-cell uplink (UL) throughput (e.g., by 
25% or 38% with 90 data users per cell, respectively). RS deployment and resource 
reuse strategies for 802.16j multi-hop relay system are investigated in [92, 93]. It is 
shown that using RSs with resource reuse among all RSs can substantially improve 
the system capacity. In [94], system performance is evaluated for 802.16j multi-hop 
relay networks with both conventional and its proposed spectrum efficiency based 
adaptive resource allocation (SEBARA) method. Simulation results show that the 




packet loss. In [95], several heuristic scheduling schemes for a WiMAX-based 
OFDMA system have been compared in terms of throughput and delay.  
In this chapter, we study and compare the capacity of the two different 16j relay 
systems through joint resource allocation and user (MS) balancing under the user rate 
fairness requirement. Special attention is paid to the MS association rule in 
determining the access station between the MR-BS and the RSs. We carry the study 
in the downlink (DL) direction of two-hop systems where a MS connects to the MR-
BS through at most one RS; the same schemes apply to the UL direction as well. We 
first propose a system design approach to evaluate the per-user throughput and total 
system capacity. Then the maximum capacity among different frame partitions is 
obtained for each type of 802.16j system, and compared with the BS-only system 
(802.16e) used as a baseline. The effect of increasing the number of deployed RSs per 
sector, and the usage of SISO or MIMO in the relay links are also investigated. 
Furthermore, for each 802.16j relay system with rate fairness constraint, two MS 
association rules are compared with the formulated optimal rule that achieves the 
maximum capacity among all the association rules and frame partitions. The effective 
spectrum efficiency (ESE) is used in T-RS networks, and is further modified to 
account for the aggressive frequency reuse in NT-RS networks. 
The chapter is organized as follows: Section 6.1 presents the 802.16j relay frame 
structures and system configuration. Section 6.2 describes the channel models and 
simulation results of DL Carrier to Interference-plus-Noise Ratio (CINR). Section 6.3 
first gives our proposed system design approach for capacity analysis of each relay 




then evaluates and compares their resulting capacity with respect to different relay 
systems and/or MS association rules. Section 6.4 draws our conclusions.  
6.1. Frame Structure and System Configuration 
6.1.1. Frame Structure of Two-hop Relay Networks  
Transparent Relay Frame Structure 
Figure 6.1 shows the transparent relay frame structure when T-RSs are used [96]. 
 
Figure 6.1: Frame Structure for a 2-hop Transparent Relay System [96] 
The DL subframe is partitioned into Access Zone and optional Transparent Zone. 
In Access Zone, BS sends out data bursts to RS and MS, respectively. In Transparent 
Zone, RS forwards data bursts received from BS in Access Zone to MSs. BS and RS 
will never transmit simultaneously, therefore no cross interference exists between BS 
and RS. Because RS needs to switch from receiving mode in Access Zone to 
transmitting mode in Transparent Zone, BS’s Access Zone is 2 symbols longer than 




When transmitting to a MS, a transparent RS cannot adjust its TX power 
arbitrarily. The MS receiver requires the received signal from the RS to match with 
the received preamble from BS, because it uses the preamble as reference to the data 
subcarriers in the data bursts. Consequently the data bursts received from a RS can 
not have higher power than that received from the BS directly, and this eliminates any 
link budget gain in DL that RS could bring to a MR cell. The transmission power of a 
RS to a MS has to be individually adjusted so the powers received from the MR-BS 
and the RS are the same. However, to simulate this requires the detailed transmission 
schedule to be generated. In order to keep the simulation generic, we make the 
approximation that a RS always transmits with constant power. 
Non-Transparent Relay Frame Structure 
Figure 6.2 shows the non-transparent relay frame structure when NT-RSs are used 
[96]. 
 
Figure 6.2: Frame Structure for a 2-hop Non-Transparent Relay System [96] 
The DL subframe is partitioned into Access Zone and Relay Zone. In Access 




MS in each sector; while in Relay Zone, BS sends data bursts to RSs (for forwarding 
to MSs in the next DL Access Zone). Note that BS’s Access Zone is 2 symbols longer 
than a RS due to the transmission-to-reception transmission gap (R-TTG) of a RS. 
6.1.2. Network Configuration 
We list the configuration of relay network and DL OFDMA parameters in Table 
6.1. One slot is one subchannel by two symbols for DL PUSC (Partial Usage of 
SubChannels) [12]. 
Parameters Value 
Number of 3-Sector Cells (staggered) 19 
Operating Frequency 2500 MHz 
Frequency reuse factor 1/3/3 
BS-to-BS Distance 1 km 
RS-to-BS Distance 375 m 
BS Tx Antenna Gain 16 dBi 
BS/RS/MS Height 32 / 10 / 2 m 
BS Tx Antenna Power (3 segments) 43 dBm 
BS/RS/MS Noise Figure 5 / 6 / 7 dB 
RS Tx/Rx Antenna Gain 10 dBi 
RS Maximum PA Power 37 dBm 
MS Rx Antenna Gain Omnidirectional, –1 dBi 
Implementation Loss at Receiver 5 dB 
  System Channel Bandwidth 10 MHz 
Sampling Frequency (Fp) 11.2 MHz 
FFT Size (NFFT) 1024 
Sub-Carrier Frequency Spacing 10.9375 kHz 
Useful Symbol Time (Tb = 1/f) 91.4 µs 
Guard Time (Tg = Tb/8) 11.4 µs 
OFDMA Symbol Duration (Ts = Tb + Tg) 102.9 µs 
Frame duration 5 ms 
Number of Data Symbols 47 
Power boosting of Pilot in DL PUSC 2.5 dB 
DL PUSC 
Null Sub-carriers 184 
Pilot Sub-carriers 120 (40 per sector) 
Data Sub-carriers 720 (240 per sector) 
Sub-channels 30 (10 per sector) 




   
 (a). 1 RS per Sector  (b). 3 RSs per Sector 
RSs are placed evenly in each sector at the ¾ cell radius. The topology of BSs and 
RSs in T-RS and NT-RS is the same except that a T-RS shares the same frequency 
segment as its MR-BS; while a NT-RS may use a different segment than its MR-BS 
and its peers in the same sector. Figure 6.3 shows the frequency patterns in center cell 
for NT-RS with 1 or 3 RSs per sector. Each color represents a different frequency 
segment. The DL CINR distribution for MSs in the center cell has been obtained 
through simulation. Details of the simulation results have been reported in [89] and 
the related results will be listed in Section 6.2 as well.  
Figure 6.3: Topology and Frequency Reuse Pattern in Center Cell in 2-hop Non-
Transparent Relay System 
6.2. Channel Models and Simulation Results 
6.2.1. Channel Models  
Path-Loss Model: 
The path loss types, usage models [97] and detailed path-loss models [98] are 




The modified IEEE 802.16 path-loss model is recommended for Type A/B/C/D 
links in [98]. Type A, B and C are for macro-cell suburban, where one antenna is 
mounted above the rooftops (ART) and another is below the rooftops (BRT). Hence 
they could have a Line-of-Sight (LOS) or Non-Line-of-Sight (NLOS) depending on 
the distance and obstacles between them. Type D is also for macro-cell suburban but 
both node antennas are ART so that they have a LOS between them. 
In the basic IEEE 802.16 model, three propagation scenarios are categorized as: 
• Terrain Type A: Hilly terrain with moderate-to-heavy tree densities 
• Terrain Type B: Intermediate path-loss condition 
• Terrain Type C: Flat terrain with light tree densities 
For Type D, the most benign category (category C) is chosen to allow for the fact 
that the links in this case are assumed to have been deployed with a good LOS. 
Now we present the Modified IEEE 802.16 model as follows: 






















































































































, correction factor for receive antenna height 
• d = distance between transmitter and receiver 
• hb = height of BS/RS antenna, ART 
• ht = height of RS/MS antenna, BRT for Type A/B/C while ART for Type D 
• a, b, c = model parameters 
The corresponding model parameters (a, b, c) for each type are given in Table 6.2. 
Model Parameter Type A Type B Type C/D 
a 4.6 4 3.6 
b 0.0075 0.0065 0.005 
c 12.6 17.1 20 
Table 6.2: Path-Loss Model Parameters 
The formula for correction factor for receive antenna height is different depending 
on whether the receive antenna height is less than 3m. In our simulations, the MS 
antenna height is 2m while the RS antenna height is 10m, hence their correction 
factor for receive antenna height are 1.7609 dB and –10.4576 dB, respectively. 
Shadow Fading: 
According to [87, 88], it is set as 8 dB for BS–MS and RS–MS links, and 3.4 dB 





Modified Stanford University Interim (SUI) models [99] are used for BS–RS 
links with fixed RSs; while ITU models (PA, PB, VA, VB) in [100] are used for BS–
MS and RS–MS links with moving MSs. 
The implemented 802.16 multi-path fading models derived from SUI models are 
listed in Table 6.3. 
Terrain Type C: Flat terrain with light tree densities 
 SUI-1 SUI-2  
 Tap 1 Tap 2 Tap 3 Tap 1 Tap 2 Tap 3 Unit 
Delay 0 0.4 0.9 0 0.4 1.1 µs 
Power 0 -15 -20 0 -12 -15 dB 
K factor 4 0 0 2 0 0  
Doppler 0.4 0.3 0.5 0.2 0.15 0.25 Hz 
Terrain Type B: Intermediate path-loss condition 
 SUI-3 SUI-4  
 Tap 1 Tap 2 Tap 3 Tap 1 Tap 2 Tap 3 Unit 
Delay 0 0.4 0.9 0 1.5 4.0 µs 
Power 0 -5 -10 0 -4 -8 dB 
K factor 1 0 0 0 0 0  
Doppler 0.4 0.3 0.5 0.2 0.15 0.25 Hz 
Terrain Type A: Hilly terrain with moderate-to-heavy tree densities 
 SUI-5 SUI-6  
 Tap 1 Tap 2 Tap 3 Tap 1 Tap 2 Tap 3 Unit 
Delay 0 4 10 0 14 20 µs 
Power 0 -5 -10 0 -10 -14 dB 
K factor 0 0 0 0 0 0  
Doppler 2.0 1.5 2.5 0.4 0.3 0.5 Hz 
Table 6.3: 802.16 Channel Models Derived from SUI Models 
The SUI-1, SUI-2 and SUI-3 models are applicable for LOS condition, and SUI-
4, SUI-5 and SUI-6 models are applicable for NLOS condition. When K factor is 





The implemented 802.16 PDP Channel models are listed in Table 6.4. 
PDP Models Case 1: Pedestrian-A (PA), 4 Paths 
 Tap 1 Tap 2 Tap 3 Tap 4   Unit 
Delay 0 0.110 0.190 0.410   µs 
Relative Power 0 -9.7 -19.2 -22.8   dB 
Speed 3, 30, 120 km/h 
PDP Models Case 2: Vehicular-A (VA), 6 Paths 
 Tap 1 Tap 2 Tap 3 Tap 4 Tap 5 Tap 6 Unit 
Delay 0 0.310 0.710 1.090 1.730 2.510 µs 
Relative Power 0 -1.0 -9.0 -10.0 -15.0 -20.0 dB 
Speed 30, 120, 250 km/h 
PDP Models Case 3: Pedestrian-B (PB), 6 Paths 
 Tap 1 Tap 2 Tap 3 Tap 4 Tap 5 Tap 6 Unit 
Delay 0 0.200 0.800 1.200 2.300 3.700 µs 
Relative Power 0 -0.9 -4.9 -8.0 -7.8 -23.9 dB 
Speed 3 km/h 
PDP Models Case 4: Vehicular-B (VB), 6 Paths 
 Tap 1 Tap 2 Tap 3 Tap 4 Tap 5 Tap 6 Unit 
Delay 0 0.300 8.900 12.900 17.100 20.000 µs 
Relative Power -2.5 0 -12.8 -10.0 -25.2 -16.0 dB 
Speed 30, 120, 250 km/h 
Table 6.4: PDP SISO Channel Model Parameters 
 
Table 6.5 lists used propagation, multi-path fading and Log-normal fading models 
in the following simulation results. 
Parameters Value 
Propagation Model 
BS-RS links Type D 
BS-MS and RS-MS links Type B 
Multi-path Model 
BS-RS links SUI-2 model 
BS-MS and RS-MS links VA model (30km/h) 
Log-normal 
Shadowing SD ( sσ ) 
BS-RS links 3.4 dB 
BS-MS and RS-MS links 8 dB 




6.2.2. DL CINR Calculation and Simulation Results 
DL CINR per Subcarrier 
In two-hop relay systems, the MS can be served by either the BS or RS with the 
strongest received CINR. However, in T-RS, it is required for each MS to receive 
control information, including DL-MAP modulated in QPSK-1/8, from the BS. 
Hence, an additional requirement for the MS served by the RS is that its received 
CINR from the BS can support QPSK-1/8. In NT-RS, both control information and 
data come solely from the BS or RS at the receiver in the MS. Hence the MS could be 
served by either the BS or the RS in center cell and 2nd-tier cells. 
For example, in T-RS, when MS is in Access Zone, the CINR of the m-th 
subcarrier (γm) with consideration of multi-path channels is: 






































≠=   (6.2) 
• BSjiP  , = received power at MS from sector j of BS i,. j = 1, 2 or 3 in this case. 
• K is the number of BS in the system, 
• 0N = noise power, 
• BSTP , = the TX power of BS, 
• BSjiG  , = antenna gain between the MS RX and the sector j of the BS i TX, 
• BSmkH , is the instantaneous channel on the subcarrier m from the BS k, 
• BSiX = lognormal shadowing between the MS and BS i, 




Exponential Effective SIR Mapping (EESM) 
We use EESM method to convert the CINR of individual subcarriers to the 






















βγ   (6.3) 
• N is the number of sub-carriers, 
• β, β ≥ 0, is an EESM parameter. 
The parameter β is determined by the system configuration and Modulation and 
Coding Scheme (MCS), and can be obtained from the extensive training simulations. 
For the same set of CINR in the subcarriers, different β’s lead to different EESM 
CINR values. 
Scheduling Modes 
When the MR-BS determines the transmission schedule of its RSs (centralized 
scheduling), the link quality information between RS and MS has to be forwarded to 
BS for scheduling, which incurs extra delay. For mobile users, however, 
instantaneous channel quality is changing rapidly due to Rayleigh fading and this 
extra delay may lead to obsolete channel quality information (CQI) of MS used by BS 
for scheduling. How the MR-BS handle this is proprietary. One possible solution is 
that the BS introduces an extra CINR margin when selecting the MCS for the RS–MS 
link. In the simulations, an extra CINR margin of 2 dB is used to model this negative 
effect due to this additional delay. 
Simulation Results of DL CINR 
The system coverage is defined as the percentage of MSs which have higher 




to-Noise Ratio (SNR) and β values (from [101]) for DL are shown in Table 6.6. β 
values of the PB model with speed of 3km/h are used for BS-RS links; while β values 
of the VA model with speed of 60km/h are used for BS-MS and RS-MS links. 
MCS (Repetition: 





EESM Beta, β (dB) 
PB (3km/h) VA (60km/h) 
QPSK 
1/2 (4) 0.25 –2.50 2.18 2.12 
1/2 (2)  0.5 0.50 2.28 2.26 
1/2 1 3.50 2.46 2.54 
3/4 1.5 6.50 2.56 2.50 
16-QAM 1/2 2 9.00 7.45 7.48 
3/4 3 12.50 8.93 8.93 
64-QAM 
1/2 3 14.50 11.31 11.43 
2/3 4 16.50 13.80 13.74 
3/4 4.5 18.50 14.71 14.68 
Table 6.6: MCS, Required SNR and β values in DL 
Table 6.7 lists DL coverage for MS with different MCS in single-hop system and 
two-hop relay systems. Here Cumulative Mass Function (CMF) is used. 
MCS 
(repetition: 







1 RS  / Sec 3 RSs / Sec 1 RS / Sec 3 RSs / Sec 
QPSK ½ (4) 0.757 0.749 0.758 0.822 0.891 
QPSK ½ (2) 0.587 0.695 0.736 0.666 0.760 
QPSK 1/2 0.338 0.527 0.607 0.408 0.519 
QPSK 3/4 0.168 0.371 0.460 0.220 0.302 
16QAM 1/2 0.210 0.402 0.490 0.263 0.361 
16QAM 3/4 0.102 0.269 0.342 0.140 0.195 
64QAM 1/2 0.089 0.244 0.308 0.126 0.177 
64QAM 2/3 0.075 0.217 0.279 0.111 0.157 
64QAM 3/4 0.050 0.172 0.222 0.080 0.112 
Table 6.7: DL Coverage (CMF) for MS in Different Systems 
According to Table 6.7, NT-RS has less percentage of MS which are not able to 
be covered by QPSK 1/8 than any other system; and NT-RS with 3 RSs per sector in 
distributed mode has the least. The “QPSK ¾" row is always less than the “16QAM 
½” row, meaning almost no MS is covered by QPSK ¾ since it is even easier for MS 




have a negative impact, because when effective CINR feedback is used, the scheduler 
at BS or RS usually assumes all the MCS level below the MCS signaled by the MS 
can be supported.  It is clear that if the MS signals to BS/RS that its effective CINR is 
16QAM ½, there is some possibility that its channel can not support QPSK ¾. In the 
“64QAM ¾” row, T-RS with either 1 or 3 RSs per sector, performs much better than 
any other system. The reason is as follows: only MS very close to BS or RS can meet 
the tough SNR requirement (18.5dB) for 64QAM ¾. It is obvious that the T-RS can 
provide such chances to more MS compared with the single-hop system; and with no 
intra-cell interference and much less inter-cell interference, T-RS outperforms NT-RS 
in the number of MS with absolute high DL SINR values. 
Similarly, on the relay link, both SISO and MIMO 2x2 are simulated, producing 
different spectrum efficiency (SE). The DL CINR distribution of the SISO relay link 
is shown in Table 6.8, along with the SE for different MCS. Here Probability Mass 
Function (PMF) is used to represent the DL coverage. 
MCS (Rep: 
default = 1) 
Spectrum 
Efficiency 
DL Coverage (PMF) 
1 RS per Sec 3 RSs per Sec 
Not covered 0 0.000 0.005 
QPSK ½ (4) 0.25 0.005 0.003 
QPSK ½ (2) 0.5 0.004 0.005 
QPSK ½ 1 0.007 0.023 
QPSK ¾ 1.5 0.007 0.029 
16QAM ½ 2 0.028 0.086 
16QAM ¾ 3 0.024 0.083 
64QAM ½ 3 0.051 0.115 
64QAM 2/3 4 0.070 0.153 
64QAM ¾ 4.5 0.804 0.498 
Table 6.8: DL Coverage of RS in Two-hop Relay Systems, SISO 
Note that the same relay link results apply to both T-RS and NT-RS systems. The 




In SISO cases, for 1 or 3 RSs per sector, the SE of the relay link is 4.20 and 3.69 
bit/symbol/subcarrier, respectively. In the MIMO 2×2 case, the spectrum efficiency is 
found to be 1.6-times that of the SISO case [102]. 
The simulation results shown in this section have been collected as the statistical 
means over 8660 MSs and 20 ~ 100 frames. The randomness of Log-normal fading 
with spatial correlations, multi-path channels and subcarrier permutations has been 
taken into consideration as well. These results are used for the system design and 
capacity analysis in the rest of this chapter, where no randomness is involved at all. 
6.2.3. General Notation 
S, x, y and z are the size of a frame, BSMS, RSMS and BSRS zone, respectively. 
xi and yi are the corresponding sizes for MSi if applicable. The size of each zone can 
be adjusted to one of all feasible sizes defined by the protocol. DS represents the 
resource for two symbols. From Table 6.1, S = 705, DS = 30. M is the number of RSs 
per sector. N, N0, N1, …, NM are the number of total MSs, MSs served by BS and RS1, 
…, RSM, respectively. I, I = {1, 2, …, N}, is the set of all MSs. I0, I1, …, IM are the set 
of MSs served by BS and RS1, …, RSM, respectively, which form a partition of I such 
that I0 II ... IM  = Φ (empty set) and I0 UU ... IM  = I. ri, ri, 0 and ri, j are the SE of MSi 
if i є I, I0 or Ij, j = 1, …, M, respectively. Rj is the SE of RSj in BSRS zone, j = 1, …, 





6.2.4. MS Association Rules 
The MS association rule determines how a MS chooses its access point (MR-BS 
or RS). For simplification, each MS can only choose between the MR-BS and at most 
1 candidate RS. 
Highest MCS scheme 
The MR-BS or RS that provides the highest MCS level on the access link to the 
MS is chosen as the MS’s access station.  
Highest (Mod) ESE scheme 
Each MS picks the MR-BS or RS with the strongest (modified) effective spectrum 
efficiency (ESE) as its access station. 
ESE is defined as the ratio of the end-to-end throughput and consumed resources. 
For example, consider a 2-hop DL (BS-RS-MS link) in T-RS, where rrelay and raccess 
are the SE of BS-RS (relay) and RS-MS (access) link, respectively. Denote srelay and 































Then, using the notations of Section 6.2.3, the ESE of MSi in T-RS is 
























i   (6.5a) 
For NT-RS, in each sector, the same resource is simultaneously used by BS and M 
RSs to provide access to their serving MSs. The ESE of 2-hop link in NT-RS has to 
be modified to reflect this aggressive frequency reuse among BS and M RSs. Using 























r if MjIi j ,...,1, =∈   (6.5b) 
The Optimal scheme 
It maximizes the system capacity, defined as the total data rate per cell, among all 
MS association rules under the rate fairness constraint. 
6.3. Capacity Analysis in 2-Hop Relay Systems 
We now analyze the system capacity under the user data rate fairness constraint. 
Each MS within the cell is provided with a similar data rate irrespective of its access 
station. Consequently the total resource used by a MS is inversely proportional to its 
ESE. The system capacity is then defined as the number of users per cell times the 
minimal per-user rate. 
6.3.1. Capacity in 2-Hop Transparent Relay Systems 
Figure 6.4 describes our capacity analysis algorithm in T-RS under the user rate 
fairness constraint. It can be used to analyze the system condition with arbitrary frame 
partition or MS association rule, or to search for the optimal point under the user rate 
fairness constraint. Note that x ≥ DS, y ≥ 0 and z ≥ 0. 
The capacity of the cell is given by 












  (6.6) 
It is clear that the capacity C is maximized when each MS chooses the access 




Input: MS association according to any given rule. 
For each feasible RSMS zone size yp, p = 1, …, P { 
Rate per user in RSMS zone: 
 ( ) 01 for 1
0










BSRS zone size ∑ ≠⋅= 0j jj
RSMS
pp RNdz ; 
BSMS zone size ppp zySx −−= ; 
Rate per user when being served by BS in the BSMS zone: 
 ( ) 010,0, for1
0







The optimal frame partition ps is achieved at: 
( )( )  dd p RSMSpBSMSpps ,minmaxarg= . 
Figure 6.4: Capacity Analysis Algorithm in T-RS with Rate Fairness Constraint 
Figure 6.5 shows the per-user rate in the 1-hop and 2-hop links of T-RS for 
Highest MCS scheme and Highest ESE scheme, respectively. Four cases are 
considered: 1 or 3 RSs per sector, SISO or MIMO in relay links. In Figure 6.5(a), the 
per-user data rate increases in 2-hop links while decreases in 1-hop links; the MIMO 
case has slower decreasing speed due to better relay links than the SISO case. 
Compared with the 1 RS case, the 3 RSs case has worse relay links, better RS-MS 
links and more MSs under RSs; and their composite effect leads to its lower per-user 
rate in 2-hop links. Under the user rate fairness constraint, the optimal RSMS zone is 
determined by the intersection of the user data rate served by 1-hop (BSMS) and 2-
hop (BS-RS-MS) links, marked as “o” in Figure 6.5. 
Figure 6.5(b) is very similar to Figure 6.5(a) except for the different MS 
associations in the SISO and MIMO cases in Highest ESE scheme. Compared with 
Highest MCS scheme, its resulted per-user rate and system capacity is slightly better, 
because the MS favors the BS more in Highest ESE scheme; however, with a very 





 (a). Highest MCS Scheme (b). Highest ESE Scheme (Optimal) 
both the BS and RSs can support MCS levels higher than QPSK-3/4. From our 
simulation results of SISO-1RS case, e.g., only 1.4% of MSs falls into this category. 
Figure 6.5: Capacity Analysis (Per-user Rate) in T-RS with Rate Fairness 
Constraint 
6.3.2. Capacity in 2-Hop Non-Transparent Relay Systems 
In the case of NT-RS, the size of the access zone is almost the same for the BS 
and the RSs except a 2-symbol difference (DS). For those MSs served by RSs, their 
data rate is the minimal of the rates it gets on the BS-RS link and on the RS-MS link. 
In order to achieve the maximal system throughput, it is not feasible for the RS-MS 
zone size to be the bottleneck for these MSs. This is because the system capacity can 
be improved by simply increasing the size of the access zone in this case. For this 
reason, the optimal access-zone/relay-zone partition is always achieved when the 
MSs served by the RSs are limited by relay-zone size and the MSs served by the BSs 
are limited by the access-zone size. For MSi served by RSj, j = 1, …, M, let Li,j be the 
resource it actually consumed in RSMS zone, and zi,j be its assigned resource in 




Input: MS association according to any given rule. 
For any feasible BSRS zone size zp, p = 1, …, P { 
pp zDSSy −−= ; % the size of RSMS zone 
( )∑ ∈= jIi ij rypAvgR 1)( ; % tentative per user rate 















pAvgR RNz jjk kk
; 
)()( pzSpxx −== ; % the size of BSMS zone 
( )∑ ∈=≡ 0 10 Ik k
BSMS
p rxAvgRd ; % per user data rate. 
} 
The optimal frame partition ps is achieved at: 
( )( )  dd p RSMSpBSMSpps ,minmaxarg= . 
Figure 6.6 describes our capacity analysis algorithm for NT-RS under the rate 
fairness constraint. Again it can be used to analyze the system condition with 
arbitrary frame partition or MS association rule, or to search for the optimal point 
under the user rate fairness constraint. Note that x, y, z ≥ 0 and y + z ≤ S – DS. 
Figure 6.6: Capacity Analysis Algorithm in NT-RS with Rate Fairness 
Constraint 
Now we want to search for the optimal MS association rule that maximizes the 
system capacity. By bottleneck-BSRS-zone assumption, the per-user rate in 1-hop 
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with: Lj ≤ LT, where LT ≡ S – DS – z. For rate fairness among all MSs, AvgR = 




For any given MS association rule, considering the frame partition under the user 
rate fairness constraint, let Z1, Z2 be the BSRS zone size when the MSs under the BS 
or the MSs under a most heavily loaded RS is the system wide bottleneck, 
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  (6.7) 
Comparison of Z1 and Z2 provides a guidance to switch the MSs between the BS 
and the RSs in order to relieve the bottleneck and improve the system capacity. 
When Z1 ≤ Z2: 








k kkIi i, 
Zzj /RN/r
NS
AvgRNC   (6.8) 
It can be seen from equation (6.8) that switching an MSi from the MR-BS to RSj 
improves the capacity if and only if ri, 0 < Rj. Therefore the optimal rule (NTRS-Rate-
Op-I) is as follows: i є I0 iff either ri, 0 ≥ Rj, or ri, 0 > 0 and ri, j = 0, provided 02
0
1 ZZ ≤  
holds for its resulting 01Z , 
0
2Z . The second condition of NTRS-Rate-Op-I means that 
only the MR-BS can serve MSi. 
When Z1 > Z2: 
So for the frame partition corresponding to the user rate fairness, the system wide 



















Tentatively determine the MS association (MS_A_0) according to NTRS-Rate-
Op-I scheme. 
Calculate its resulting 01Z  and 
0
2Z  from equation (6.7). 
Initially 011 ZZ = , 
0
22 ZZ = . 
If Z1 ≤ Z2 
MS_A = MS_A_0; % stop 
Else { % NTRS-Rate-Op-II scheme 
MS_A = MS_A_0; % start from MS_A_0 
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; 
Switch MS K from its RS to BS and update MS_A, Z1, Z2. 
} 
} % output MS_A and the capacity C by equation (6.8) or (6.9). 
We designed the step-by-step switch-based rule (NTRS-Rate-Op-II), shown in 
Figure 6.7, to approximate the optimal MS association maximizing the system 
capacity. 
Figure 6.7: Optimal Association Rule in NT-RS with Rate Fairness Constraint 
A perspective of the optimal rule in Figure 6.7 is: if 02
0
1 ZZ ≤  holds under NTRS-
Rate-Op-I scheme, the optimum is achieved; otherwise, the selected MSs under RSs 
are switched to the MR-BS, according to NTRS-Rate-Op-II scheme, until Z1 ≤ Z2. At 
each step, it starts from MSs with the lowest MCS levels served by the RSs, and then 
among them, those with the highest MCS levels from the MR-BS are picked as 
candidates. Finally the MS, whose switch will incur the maximum capacity among all 
candidates, is switched to the MR-BS. 
Figure 6.8 shows the per-user rate in 1-hop and 2-hop links of the NT-RS with 





 (a) Highest MCS (b) Highest Modified ESE 
 
(c) the Optimal Rule 
optimal scheme, respectively. In Figure 6.8(a), for each case the two-fold line of 2-
hop links results from the minimization of two straight lines for MR-BS–RS and RS–
MS links. The turning point (Z2) marked as the plus, is the change point of bottleneck 
from BSRS zone to RSMS zone. Its slope before or after the turning point (or the 
turning region) is roughly )()( rMrMR ⋅⋅+ or RrMR )( ⋅+ , respectively. Here R 
and r are the average SE of the relay link and access link in 2-hop links under the rate 
fairness constraint, respectively, and M is the number of RS per sector. The 
intersection of 1-hop and 2-hop links (marked by cycle) indicates the optimal BSRS 
zone size (Z1) under each MS association rule. 
Figure 6.8: Capacity Analysis (Per-user Rate) in NT-RS in Distributed mode 





Figures 6.8(a) and (b) show a typical example of MS association rule when Z1 ≤ 
Z2 and Z1 > Z2, respectively. As shown in Figure 6.8(c), the resulting optimal rule 
locates in the critical situation in between. Note that Highest Modified ESE scheme 
has significantly better capacity than Highest MCS scheme. 
6.3.3. Capacity Comparison of Different 2-Hop Relay Systems 
Figure 6.9 shows the system capacity comparison with different association rules 
under the rate fairness constraint. The system capacity with Highest (Modified) ESE 
scheme in NT-RS is based on the different per-user rate in 1-hop and 2-hop links due 
to the fact that no common per-user rate exists in Figure 6.8(b).  
Figure 6.9: System Capacity Comparison with User Rate Fairness Constraint 
In Figure 6.9, the capacity improvement brought by the RS, especially with 
MIMO in the relay link, is clearly visible. With any MS association rule, the highest 
capacity gain is achieved in NT-RS with 3 RSs per sector in distributed mode and 
MIMO used in the relay link. This is because the radio resources in the access link in 




MIMO in the relay link and then assigned to the access link can be used more fully. 
For example, with Highest MCS scheme, system capacity is improved by 133% and 
155% over the 1-hop baseline system in SISO and MIMO case, respectively. 
In T-RS, Highest ESE scheme is optimal with slightly better system capacity than 
Highest MCS scheme. While in NT-RS, Highest Modified ESE scheme is suboptimal 
but has the system capacity close to the optimal rule; it is also always significantly 
better than Highest MCS scheme. And Highest (Modified) ESE scheme requires only 
information relevant to MS itself and no iterations necessary in the computation. 
Hence it takes much less computation time compared with the optimal rule. 
Highest (Modified) ESE scheme can be realized as follows: for T-RS, the MR-BS 
performs the scheduling function with the known access and relay links’ qualities; 
while for the NT-RS in distributed scheduling mode, to calculate the modified ESE, 
the MR-BS and RSs need to exchange the information: access and relay links’ 
qualities, access station type (MR-BS/RS) and the number of RSs per sector.  
6.4. Conclusions 
IEEE 802.16j multi-hop relay task standard draft 16jD2 includes two mutually 
exclusive options: transparent relay system (T-RS) and non-transparent relay system 
(NT-RS). A system design approach is proposed to compare these different options in 
term of capacity with rate fairness constraint. The effect of the number of RSs (1 or 3) 
and different antenna systems (SISO or MIMO) in the MR-BS–RS link are 
considered. The simulation results show that NT-RS with 3 RSs per sector in 
distributed mode always achieves the highest system capacity, and that both 3 RSs 




heuristic MS association rules: Highest MCS scheme and Highest (Modified) ESE 
scheme are presented and compared with the formulated optimal rule that maximizes 
system capacity under user rate fairness constraint. It is shown that Highest 
(Modified) ESE scheme is optimal in T-RS; and that as a suboptimal rule in NT-RS, it 
has the system capacity close to the optimal rule with much less information 
exchange and computation time. 
More details of the resource allocation in 802.16j multi-hop relay systems under 
the user rate fairness constraint can be found in our paper [103]. Considering another 
popular fairness constraint, the user resource fairness constraint, the capacity analysis 
and resource allocation are different. With the definition of per-user resource, in our 
paper [104], we investigate the MS association rules by presenting a reference 
optimal scheme, proposing a switch-based heuristic optimal scheme, and comparing 
Highest MCS scheme and Highest (Modified) ESE scheme with these two optimal 
schemes. 
A relevant study of frequency assignment schemes in 802.16e systems with 
femtocell size is presented in our paper [105]. We first investigate the effect of the 
TX power at femto-BSs (fBSs), cell radius and loading factor in WiMAX femtocells. 
Furthermore, several heuristic frequency assignment schemes are proposed and 
compared along with the random assignment scheme that randomly assigns one of 
three segments for each fBS. The optimal pattern is also presented and serves as a 
comparison basis. The performance metrics of interest include the average received 
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