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TILINGS OF AN ISOSCELES TRIANGLE
MICHAEL BEESON
Abstract. An N-tiling of triangle ABC is a way to cut ABC into N con-
gruent smaller triangles. The smaller triangle is the “tile.” When ABC is
isosceles with base angles α, and not equilateral, there are only three possible
tiles (aside from a tile similar to ABC): a right-angled tile with one angle α,
or a tile with angles (α, β, 2α), or a tile with angles (α, β, 2pi/3) with α not
a rational multiple of pi. We study all three cases in this paper. We give a
complete characterization of the N-tilings of an isosceles and not equilateral
triangle by a right-angled tile. For tilings by (α, β, 2α), we show that the tile
is necessarily rational (the ratios of its sides are rational), and we give a nec-
essary condition for the existence of a tiling. This condition implies that when
an isosceles and not equilateral ABC is N-tiled by such a tile, N cannot be a
prime number. In the last case, when the tile has a 120 degree angle, we find
a necessary condition that rules out N < 37, but leaves open whether N can
possibly be prime. The only known such tiling has N = 1878500, too large to
draw.
2010 Mathematics Subject Classification: 51M20 (primary); 51M04 (secondary)
1. Introduction
An N -tiling of triangle ABC by triangle T is a way of writing ABC as a union
of N triangles congruent to T , overlapping only at their boundaries. The triangle
T is the “tile”. We consider here the case of an isosceles triangle ABC.
Our results fit into a larger research program, begun by Lazkovich [6]. Laczkovich
studied the possible shapes of tiles and triangles that can possibly be used in tilings,
and obtained results that will be described below. The reader who is new to the
subject may want to see examples of N -tilings for various shapes of ABC; such
pictures can be found in [1]. Here we give only examples relevant to the case of
ABC isosceles.
First we point out that any triangle can be decomposed into n2 congruent tri-
angles by drawing n − 1 equally spaced lines parallel to each of the three sides of
the triangle, as illustrated in Fig. 1. Moreover, the large (tiled) triangle is similar
to the small triangle (the “tile”). We call such a tiling a quadratic tiling.
Figure 1. A quadratic tiling of an arbitrary triangle
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It follows that if we have a tiling of a triangle ABC into N congruent triangles,
and m is any integer, we can tile ABC into Nm2 triangles by subdividing the first
tiling, replacing each of the N triangles by m2 smaller ones. Hence the set of N for
which an N -tiling of some triangle exists is closed under multiplication by squares.
Sometimes it is possible to combine two quadratic tilings (using the same tile)
into a single tiling, as shown in Fig. 2. We will explain how these tilings are
Figure 2. Biquadratic tilings with N = 13 = 32 + 22 and N =
74 = 52 + 72
constructed. We start with a big right triangle resting on its hypotenuse, and
divide it into two right triangles by an altitude. Then we quadratically tile each
of those triangles. The trick is to choose the dimensions in such a way that the
same tile can be used throughout. If that can be done then evidently N , the total
number of tiles, will be the sum of two squares, N = n2 +m2, one square for each
of the two quadratic tilings. On the other hand, if we start with an N of that form,
and we choose the tile to be an n by m right triangle, then we can construct such
a tiling. We call these tilings “biquadratic.” More generally, a biquadratic tiling
of triangle ABC is one in which ABC has a right angle at C, and can be divided
by an altitude from C to AB into two triangles, each similar to ABC, which can
be tiled respectively by n2 and m2 copies of a triangle similar to ABC. A larger
biquadratic tiling, with n = 5 and m = 7 and hence N = 74, is shown in at the
right of Fig. 2.
If the original triangle ABC is chosen to be isosceles, and is then quadratically
tiled, then each of the n2 triangles can be divided in half by an altitude; hence any
isosceles triangle can be decomposed into 2n2 congruent triangles. If the original
triangle is equilateral, then it can be first decomposed into n2 equilateral triangles,
and then these triangles can be decomposed into 3 or 6 triangles each, showing that
any equilateral triangle can be decomposed into 3n2 or 6n2 congruent triangles. For
example we can 12-tile an equilateral triangle in two different ways, starting with
a 3-tiling and then subdividing each triangle into 4 triangles (“subdividing by 4”),
or starting with a 4-tiling and then subdividing by 3.
There is another family of N -tilings, in which N is of the form 3m2, and both the
tile and the tiled triangle are 30-60-90 triangles. We call these the “triple-square”
tilings. The case case m = 2 makes N = 12. There are two ways to 12-tile a
30-60-90 triangle with 30-60-90 triangle. One is to first quadratically 4-tile it, and
then subtile the four triangles with the 3-tiling of Figure 1. This produces the
first 12-tiling in Fig. 3. Somewhat surprisingly, there is another way to tile the
same triangle with the same 12 tiles, also shown in Fig. 3. The next member of
this family is m = 3, which makes N = 27. Two 27-tilings are shown in Fig. 4.
Similarly, there are two 48-tilings (not shown).
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Figure 3. Two 12-tilings
Figure 4. Two 27-tilings
Whenever there is an N -tiling of the right triangle ABM , there is a 2N -tiling
of the isosceles triangle ABC. Using the biquadratic tilings (see Fig. 2) and triple-
square tilings (see Fig 3 and Fig. 4), we can produce 2N -tilings when N is a
sum of squares or three times a sum of squares. We call these tilings “double
biquadratic” and “hexquadratic”. For example, one has two 10-tilings and two 26-
tilings, obtained by reflecting Figs. 4 and 5 about either of the sides of the triangles
shown in those figures; and one has 24-tilings and 54-tilings obtained from Figs. 8
and 9. Note that in the latter two cases, ABC is equilateral.
In the case when the sides of the tile T form a Pythogorean triple n2+m2+k2 =
N/2, then we can tile one half of ABC with a quadratic tiling and the other half
with a biquadratic tiling. The smallest example is when the tile has sides 3, 4, and
5, and N = 50. See Fig. 7. One half is 25-tiled quadratically, and the other half is
divided into two smaller right triangles which are 9-tiled and 16-tiled quadratically.
This shows that the tiling of ABC does not have to be symmetric about the altitude.
1.1. Definitions and notation. We first note that this paper is about triangles
ABC that are isosceles and not equilateral. Let that be understood; then for the
rest of this paper, “isosceles” means “exactly two sides are equal.”1
We give a mathematically precise definition of “tiling” and fix some terminology
and notation. Given a triangle T and a larger triangle ABC, a “tiling” of triangle
ABC by triangle T is a set of triangles T1, . . . , Tn congruent to T , whose interiors
are disjoint, and the closure of whose union is triangle ABC.
Let a, b, and c be the sides of the tile T , and angles α, β, and γ be the angles
opposite sides a, b, and c. The letter “N” will always be used for the number of
triangles used in the tiling. An N -tiling of ABC is a tiling that uses N copies
of some triangle T . The meanings of N , α, β, γ, a, b,c, A, B, and C will be
1That was Euclid’s definition of “isosceles.”
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fixed throughout this paper, and we assume α ≤ β ≤ γ, when there is no other
assumption about α and β, such as 3α+ 2β = π.
2. History
Above we exhibited quadratic and biquadratic tilings in which the tile is similar
to ABC. There are hexagonal tilings, not exhibited in this paper, but see [1] for
pictures. These involve N being square, a sum of two squares, or three times
a square. The biquadratic tilings were known in 1964, when the paper [4] was
published. This is the earliest paper on the subject of which I am aware.2 Snover
et. al. [11] took up the challenge of showing that these are the only possible values
of N . The following theorem completely answers the question, “for which N does
there exist an N -tiling in which the tile is similar to the tiled triangle?”
Theorem 1 (Snover et. al. [11]). Suppose ABC is N -tiled by tile T similar to ABC.
If N is not a square, then T and ABC are right triangles. Then either
(i) N is three times a square and T is a 30-60-90 triangle, or
(ii) N is a sum of squares e2 + f2, the right angle of ABC is split by the tiling,
and the acute angles of ABC have rational tangents e/f and f/e,
and these two alternatives are mutually exclusive.
Soifer’s book [12] appeared in 1990, with a second edition in 2009. He consid-
ered two “Grand Problems”: for which N can every triangle be N -tiled, and for
which N can every triangle be dissected into similar, but not necessarily congruent
triangles. (The latter eventually became a Mathematics Olympiad problem.) The
2009 edition has an added chapter in which the biquadratic tilings and a theorem
of Laczkovich occur.
Mikhail Laczkovich published six papers [5, 6, 7, 2, 8, 9] on triangle and polygon
tilings. According to Soifer, the 1995 paper was submitted in 1992. Laczkovich,
like Soifer, studied dissecting a triangle into smaller similar triangles, not congruent
triangles as we require here. If those similar triangles are rational (i.e., the ratios of
their sides are rational) then if we divide each of them into small enough quadratic
subtilings, we can achieve an N -tiling into congruent triangles, but of course N
may be large. Laczkovich paid little attention to N , focusing instead on the shapes
of ABC (or more generally, convex polygons) and of the tile. His theorems, for
example, say little about the possibility of an N -tiling (of some ABC by some tile)
for any particular N , but they do give us an exhaustive list of the possible shapes
of ABC and the tile, which we will need in our proof that there is no 7-tiling. This
list can be found in §3 (of this paper). However, his theorem published in the last
chapter of [12] does mention N . It states that given an integer k, there exists an
N -tiling for some N whose square-free part is k.
3. Laczkovich
A basic fact is that, apart from a small number of cases that can be explicitly
enumerated, if there is an N -tiling of ABC by a tile with angles (α, β, γ), then
the angles α and β are not rational multiples of π. This theorem is Theorem 5.1
of [6]. Laczkovich states his theorem conversely to the way we just described it:
2The simplest hexagonal tiling is attributed to Major MacMahon (1921) in the notes accom-
panying a plastic toy I purchased at an AMS meeting in 2012.
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if there is a tiling of ABC by a tile T whose angles are rational multiples of π,
then the pair (ABC, T ) belongs to a specific, fairly short list. It is important to
note that Laczkovich’s list in Theorem 5.1 is about dissections of ABC into similar,
not necessarily congruent, triangles. His subsequent Theorem 5.3 shows that three
possibilities for dissecting the right isosceles triangle ABC into similar triangles
are impossible with congruent tiles. That is stated in the proof, but not in the
statement, of Theorem 5.3.
Laczkovich’s list of possibilities from the cited 1995 paper is given in Table 1.
In the table, the triples giving the angles of the tile are (α, β, γ) after a suitable
permutation, i.e., they are unordered triples. The reader who checks with [6] will
need to remember that we have deleted the entries for the right isosceles ABC
mentioned above.
Table 1. Laczkovich’s 1995 list of tilings by tiles with commen-
surable angles
ABC the tile
(α, β, γ) similar to ABC
(α, α, 2β) γ = π/2
equilateral (pi6 ,
pi
6 ,
2pi
3 )
equilateral (pi3 ,
pi
12 ,
7pi
12 )
equilateral (pi3 ,
pi
30 ,
19pi
30 )
equilateral (pi3 ,
7pi
30 ,
13pi
30 )
In subsequent work, specifically Theorem 3.3 of [9], Laczkovich proved that the
table can be considerably shortened: the tilings of the equilateral triangle mentioned
in the last three rows cannot occur (when the tiles are required, as in this paper,
to be congruent rather than just similar). Thus the final version is as shown in
Table 2.
Table 2. Laczkovich’s 2012 list of tilings by tiles with commen-
surable angles
ABC the tile
(α, β, γ) similar to ABC
(α, α, 2β) γ = π/2
equilateral (pi6 ,
pi
6 ,
2pi
3 )
Remark. It is possible to prove by direct computation that the last two rows of
Table 1 do not correspond to actual tilings. Namely, the area equation for the
equilateral triangle with side X tells us X2 = Nbc, if angle α = π/3. Then writing
X = pa+ qb+ rc and calculating (a, b, c) = (sinα, sinβ, sin γ) for the specific angles
involved, we get equations in certain algebraic number fields, that one then has to
6 MICHAEL BEESON
show impossible. For example,(
p
(
ξ − 1 +
√
5
8
)
+ q
√
3
2
+ r
(
ξ +
1 +
√
5
8
))2
= N
(
3
8
−
√
5
8
)
(1)
One interesting thing about this approach is that SageMath [13] is fully capable of
performing all the required calculations, including determining whether certain ex-
pressions lie in certain algebraic number fields or not. We did not succeed, however,
in entirely eliminating the row mentioning π/12 by computation; in that case, using
the area equation as described only tells us that N is six times a square. In any
case, it is merely an exercise to try to reduce these eliminations to computation,
since Laczkovich entirely eliminated all three of the possible tilings in question.
4. Some number-theoretic facts
The facts in this section may not be well-known to all our readers, and their
proofs are short. Some readers may still have to look up some of the definitions.
Lemma 1. An integer N is a sum of two squares (of integers) if and only if no
prime p of the form 4n+ 3 has an odd exponent in the prime factorization of N .
Proof. The proof can be found in most number-theory textbooks, and in the
Wikipedia article on the Gaussian integers.
Lemma 2. If N is a sum of two squares of rational numbers, then N is the sum
of two squares of integers.
Proof. See for example, Proposition 5.4.9, p. 314 of [3], where the theorem is
attributed to Fermat. The proof given there is a one-paragraph appeal to the
Hasse-Minkowski theorem, which was not available to Fermat. A simpler proof was
pointed out to me by Will Sawin (on MathOverflow), which uses only Lemma 1
above. (Fermat knew that theorem.) Here is the proof: Suppose N = r2 + q2.
Then, clearing denominators, w2N = u2 + v2 for some integers w, u, and v. Then
any prime p congruent to 3 mod 4 has an even exponent in the prime factorization
of u2 + v2, and hence p also has an even exponent in the prime factorization of
w2N , and hence also in the prime factorization of N . It follows that N is a sum of
two integer squares. That completes the proof of the lemma.
Lemma 3. A quotient of sums of two rational squares is a sum of two rational
squares.
Proof. A sum of two rational squares is the square of the absolute value of some
complex number. The quotient of the absolute values is the absolute value of the
quotient. Explicitly:
a2 + b2
c2 + d2
=
|a+ bi|2
|c+ di|2
=
∣∣∣∣a+ bic+ di
∣∣∣∣
2
=
∣∣∣∣(a+ bi)(c− di)c2 + d2
∣∣∣∣
2
=
(
ac+ bd
c2 + d2
)2
+
(
bc− ad
c2 + d2
)2
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That completes the proof of the lemma.
The following lemma identifies those relatively few rational multiples of π that
have rational tangents or whose sine and cosine satisfy a polynomial of low degree
over Q.
Lemma 4. Let ζ = eiθ be algebraic of degree d over Q, where θ is a rational
multiple of π, say θ = 2mπ/n, where m and n have no common factor.
Then d = ϕ(n), where ϕ is the Euler totient function. In particular if d = 4,
which is the case when tan θ is rational and sin θ is not, then n is 5, 8, 10, or 12;
and if d = 8 then n is 15, 16, 20, 24, or 30.
Remark. For example, if θ = π/6, we have sin θ = 1/2, which is of degree 1 over Q.
Since cos θ =
√
3/2, the number ζ = eiθ is in Q(i,
√
3), which is of degree 4 over Q.
The number ζ is a 12-th root of unity, i.e. n in the theorem is 12 in this case; so
the minimal polynomial of ζ is of degree ϕ(12) = 4. This example shows that the
theorem is best possible.
Remark. The hypothesis that θ is a rational multiple of π cannot be dropped. For
example, x4 − 2x3 + x2 − 2x + 1 has two roots on the unit circle and two off the
unit circle.
Proof. Let f be a polynomial with rational coefficients of degree d satisfied by ζ.
Since ζ = ei2mpi/n, ζ is an n-th root of unity, so its minimal polynomial has degree
d = ϕ(n), where ϕ is the Euler totient function. Therefore ϕ(n) ≤ d. If tan θ is
rational and sin θ is not, then sin θ has degree 2 over Q, so ζ has degree 2 over
Q(i), so ζ has degree 4 over Q. The stated values of n for the cases d = 4 and
d = 8 follow from the well-known formula for ϕ(n). That completes the proof of
(ii) assuming (i).
Corollary 1. If sin θ or cos θ is rational, and θ < π is a rational multiple of π,
then θ is a multiple of 2π/n where n is 4, 5, 8, 10, or 12.
Proof. Let ζ = cos θ+ i sin θ = eiθ. Under the stated hypotheses, the degree of Q(ζ)
over Q is 2 or 4, since Q(ζ) = Q(cos θ, sin θ, i). Hence, by Lemma 4, θ is a multiple
of 2π/n, where n = 5, 8, 10, or 12 (if the degree is 4) or n = 4 (if the degree is 2).
Lemma 5 (Pythagorean triangles). The integer solutions of the equation x2+y2 =
z2 have the form (x, y, z) = (m2 − k2, 2mk,m2 + k2) for some integers (m, k)
Proof. See any number theory textbook. But the proof is short, so we just give it
here. By the Pythagorean theorem, (x, y, z) form a right triangle, with one angle
α such that x/z = cosα and y/z = sinα. We use the Weierstrass substitution,
t = tan(α/2). Then
cosα =
1− t2
1 + t2
sinα =
2t
1 + t2
Setting t = m/k in lowest terms, and replacing sinα and cosα by y/z and x/z, we
find the formulas of the lemma for (x, y, z). That completes the proof.
5. Isosceles ABC, formulas for a and b
The tilings of an isosceles ABC will be analyzed in two cases, according to
whether the angles of the tile are all rational multiples of π or not. In this section,
we derive some formulas and facts about tilings of an isosceles ABC that will be
used in both cases.
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Lemma 6. Suppose isosceles triangle ABC with base angles β is N -tiled by tile
(α, β, π/2) with sides (a, b, 1). Then a and b are both in Q(
√
N/2), and the following
formulas give a and b in terms of λ =
√
N/2.
a =
p(λ− q)
p2 + r2
± r
√
p2 + r2 − (λ− q)2
p2 + r2
b =
r(λ − q)
p2 + r2
∓ p
√
p2 + r2 − (λ− q)2
p2 + r2
Let X = pa+ rb + q give the decomposition of AB into tile edges. If q = 0 then
a/b is rational and N/2 is a sum of two squares. Specifically, N/2 = p2 + r2, and
tanβ = r/p.
Proof. The length of AB is X = pa+ rb+ q. From the area equation 2X2 = N we
have
2(pa+ rb + q)2 = N
Then
λ = pa+ rb+ q
rb = λ− pa− q
r2b2 = (λ − pa− q)2
r2(1− a2) = (λ − pa− q)2 since b2 = 1− a2 since a = sinα and b = sinβ
= p2a2 − 2ap(λ− q) + (λ− q)2
Writing it as a polynomial in a we have
0 = a2(p2 + r2)− 2ap(λ− q) + (λ− q)2 − r2(2)
We have p2 + r2 6= 0, since otherwise 2X2 = 2q2 = N , contradiction. Solving (2)
by the quadratic formula,
a =
p(λ− q)
p2 + r2
±
√
(λ− q)2p2 + (p2 + r2)(r2 − (λ− q)2)
p2 + r2
=
p(λ− q)
p2 + r2
±
√
p2r2 + r4 − r2(λ− q)2
p2 + r2
a =
p(λ− q)
p2 + r2
± r
√
p2 + r2 − (λ− q)2
p2 + r2
That is the formula for a given in the lemma. The formula for b can be derived
similarly, interchanging p and r. The formula for b contains ∓ instead of ±, because
the equation a2 + b2 = 1 implies that the signs in the equations for a and b must
be opposite.
Define
µ :=
√
p2 + r2 − (λ− q)2
First we observe that µ2 is irrational if and only if q 6= 0, since µ2 = p2 + r2 +
N/2 + q2 + 2qλ, whose irrational part is 2qλ. Writing the formulas for a and b
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terms of µ, we have
a =
p(λ− q)± rµ
p2 + r2
(3)
b =
r(λ − q)∓ pµ
p2 + r2
(4)
We now argue by cases according as q = 0 or q 6= 0. First assume q 6= 0. Suppose,
for proof by contradiction, that µ does not belong to Q(λ). The definition of µ shows
that µ is quadratic over Q(λ), so if it does not belong to Q(λ), then the degree of
F = Q(µ, λ) over Q(λ) is exactly 2. Since λ is quadratic irrational, the degree of F
over Q is 4. Then I say {1, λ, µ, µλ} are linearly independent over Q. For suppose
µλ = A+Bλ+ Cµ with A,B,C in Q.
Then C 6= 1 because λ is irrational, so µ = (A + Bλ)/(1 − C) belongs to Q(λ,
contrary to our assumption. Then {1, λ, µ, µλ} is a basis for F. Let σ be a linear
map of F to F that changes the sign of λ, fixes µ, and changes the sign of µλ. Then
σ is an automorphism of F since it preserves multiplication on the basis elements.
We have proved that there is an automorphism σ of Q(λ, µ) that changes the
sign of λ but fixes µ. Applying σ to (5), the defining equation of µ, σ fixes µ2 on
the left, so it must fix the right side. Therefore
p2 + r2 − (λ− q)2 = p2 + r2 − (−λ− q)2
But that equation implies q = 0, contrary to assumption. That contradiction shows
that µ belongs to Q(λ). Hence, according to (3) and (4), a and b belong to Q(λ).
That completes the proof of the lemma in case q 6= 0.
Therefore, we may assume that q = 0. In that case, µ =
√
p2 + r2 − λ2 =√
p2 + r2 −N/2 is the square root of a rational number, and belongs to the qua-
dratic field Q(λ). Therefore µ is a rational multiple of λ. That is, µ = tλ for some
rational t. The formulas for a and b become
a =
pλ
p2 + r2
± rtλ
p2 + r2
(5)
b =
rλ
p2 + r2
∓ ptλ
p2 + r2
(6)
making it evident that a and b are in Q(λ) and a/b is rational. Then
µ2 = t2λ2
p2 + r2 −N/2 = t2N/2
N/2 =
p2 + r2
t2 + 1
(7)
By Lemma 3, N/2 is a sum of two squares.
However, the lemma makes an additional claim: N/2 is not just the sum of some
two squares, but specifically of p2 + r2. Since q = 0 we have X = pa+ rb; starting
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with the area equation N/2 = X2, we have
N/2 = (pa+ rb)2
=
(
p
(
pλ
p2 + r2
± rtλ
p2 + r2
)
+ r
(
rλ
p2 + r2
∓ ptλ
p2 + r2
))2
=
(
p2 + r2t2 + r2 + p2t2
(p2 + r2)
)2
λ2
= (1 + t2)2
N
2
Canceling N/2 from both sides we have
1 = (1 + t2)2
Therefore t = 0. Then (7) becomes
N/2 = p2 + r2
as claimed in the lemma. With t = 0, (5) and (6) become
a =
pλ
p2 + r2
b =
rλ
p2 + r2
Dividing we see b/a = tanβ = p/r. That completes the proof of the lemma.
6. ABC isosceles and α a rational multiple of π
Figure 5. A 54-tiling; N/2 is three times a square. Tile is 30-60-90.
Theorem 2. Suppose ABC is isosceles with base angles α, or ABC is equilateral,
and ABC is tiled by triangle T similar to half of ABC. If α is a rational multiple
of π, then N is even and either
(i) N/2 is a square, or
(ii) N/2 is a twice a square (that is, N is a square) and α = π/4, or
(iii) N/2 is three times a square and α = π/6.
Remark. One possible tiling under case (iii) of the theorem is illustrated in Fig. 5.
Proof. The proof reduces quickly to well-known facts about cyclotomic fields. Sup-
pose that α is a rational multiple of π. By Lemma 6, cosα and sinα belong to
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Q(
√
N/2). Therefore eiα has degree 2 or 4 over Q. We can therefore apply Corol-
lary 1 to conclude that α = 2π/n, where n = 5, 8, 10, or 12.
From the area equation 2X2 = N we have
2(pa+ rb + q)2 = N(8)
In case n = 8 we have α = π/4; hence the left hand side of (8) belongs to Q(
√
2);
hence
√
N/2 belongs to Q(
√
2). Then
√
N/2 has the form u + v
√
2 with u and v
rational. Squaring both sides we have N/2 = u2 + 2v2 + 2uv
√
2. Hence uv = 0. In
case v = 0 then N/2 is a square. In case u = 0 then N/2 is twice a square.
In case n = 12, α = π/6, so cosα =
√
3/2 and sinα = 1/2; hence the left hand
side belongs to Q(
√
3); hence
√
N/2 belongs to Q(
√
3). Then
√
N/2 has the form
u+v
√
3 with u and v rational. Squaring both sides we haveN/2 = u2+3v2+2uv
√
3.
Hence uv = 0. Hence either u = 0 or v = 0. In case u = 0 then N/2 is three times
a square (which is possible, for example by doubling one of the tilings in Fig. 4,
producing a 54-tiling). In case v = 0 then N/2 is a square.
In case n = 10 we have α = π/5. Then cosα = (1/4)(1 +
√
5), and
sinα =
1
2
√
1
2
(5−
√
5)
But by Lemma 6, sinα and cosα are both of degree 2 over Q, so sinα must belong
to Q(cosα). Hence
√
(5 −√5)/2 belongs to Q(cosα) = Q(√5). This is impossible,
as SageMath can tell us using this code:
x = sqrt((5 - sqrt(5))/2)
K.<a> = QuadraticField(5)
x = sqrt((5 - a)/2)
print("Is x in Q(sqrt(5))?")
print(x in K)
It is not difficult to verify that result by hand if desired, by showing that there are
no rational numbers u and v such that
√
(5−√5)/2 = u + v√5. Thus the case
n = 10 cannot actually arise.
In case n = 5 we have α = 2π/5 and
sinα =
1
2
√
1
2
(5 +
√
5)
cosα =
1
4
(−1 +
√
5)
and in this case also sinα does not belong to Q(cosα), so by Lemma 6, this case
cannot actually arise. That completes the proof of the theorem.
7. Possible values of N in tilings with commensurable angles
We wish to add a third column to Laczkovich’s Table 2, giving the possible forms
of N if there is an N -tiling of ABC by the tile in that row. For example, when
ABC is similar to the tile, then N must be a square, so we put n2 in the third
column. While we are at it, we add a fourth column with a citation to the result,
and delete the rows corresponding to the tilings of the equilateral triangle that we
have proved impossible. The revised and extended table is Table 3. All the entries
in this table except the last one give necessary and sufficient conditions on N for
12 MICHAEL BEESON
the tilings to exist. The last one gives necessary conditions for certain tilings that
probably do not actually exist.
Table 3. N -tilings by tiles with commensurable angles, with form
of N
ABC the tile form of N citation
(α, β, γ) similar to ABC n2 [11]
(α, β, γ) similar to ABC, γ = π/2 e2 + f2 [11]
(pi
6
, pi
3
, pi
2
) similar to ABC 3n2 [11]
(α, α, 2β) γ = π/2 2n2 Theorem 2
(α, α, 2β) (pi
4
, pi
4
, pi
2
) n2 Theorem 2
(pi6 ,
pi
6 ,
2pi
3 ) (
pi
6 ,
pi
3 ,
pi
2 ) 6n
2 Theorem 2
equilateral (pi6 ,
pi
3 ,
pi
2 ) 6n
2 Theorem 2
equilateral (pi6 ,
pi
6 ,
2pi
3 ) 3n
2 Theorem 2
Theorem 3. Suppose (α, β, γ) are all rational multiples of 2π, and triangle ABC
is N -tiled by a tile with angles (α, β, γ). Then ABC, (α, β, γ), and N correspond
to one of the lines in Table 3.
Proof. As discussed above, Laczkovich characterized the pairs of tiled triangle and
tile, as given in Table 2.3 It remains to characterize the possible N for each line.
In several cases lines in Table 2 split into two or more lines in Table 3, which
supplies the required possible forms of values of N . That table lists in its last
column citations to the literature or theorems in this paper for each line. Finally,
we have deleted the rows of Table 2 corresponding to the tilings that are impossible
by Theorem 3.3 of [9]. That completes the proof.
8. Laczkovich’s second table
Laczkovich also studied the case when not all the angles of the tile are rational
multiples of π. Again a finite number of cases can arise. This is Theorem 4.1 of [6],
and the list of cases is given in Table 4.
Table 2 and 4 together constitute an exhaustive list of tilings. If we have some
conditions on the tile, such as for example 3α + 2β = π, then we look to see
what entries in Table 2 satisfy those conditions. That gives some tilings with
commensurable angles. Then we look in Table 4 for tilings in which not all the
angles are rational multiples of 2π. We spell out the details for the case 3α+β = π.
Lemma 7. Let 3α+ β = π. Suppose there is an N -tiling of triangle ABC by tile
T with angles (α, β, γ). Suppose also that ABC is not similar to T . Then α and β
are not rational multiples of π, and every linear relation between π, α, and β is a
multiple of 3α+ β = π.
3 Again, we remind readers who may check with [6] that there are three entries in Laczkovich’s
Theorem 5.1 that are shown in the subsequent Theorem 5.3 not to apply to tilings by congruent
triangles, so they do not appear in our tables.
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Table 4. Tilings when not all angles are rational multiples of π.
ABC the tile
(α, β, γ) similar to ABC
equilateral α = π/3
(α, α, 2β) γ = π/2
(α, α, π − 2α) γ = 2α
(2α, β, α+ β) 3α+ 2β = π
(2α, α, 2β) 3α+ 2β = π
isosceles 3α+ 2β = π
(α, α, π − 2α) γ = 2π/3
(α, 2α, π − 3α) γ = 2π/3
(α, 2β, 2α+ β) γ = 2π/3
(α, α + β, α+ 2β) γ = 2π/3
(2α, 2β, α+ β) γ = 2π/3
equilateral γ = 2π/3
Remark. 3α+ β = π is another way of writing γ = 2α, since α+ β + γ = π.
Proof. Suppose there is an N -tiling as in the statement of the lemma. Then if
angles of the tile are all rational multiples of π, the pair ABC and the tile must
occur in Table 2. So we have to check if any of the triples in that table satisfy
3α+ β = π. The first row, in which ABC is similar to the tile, has been ruled out
here by hypothesis. In the third row we have γ = 4α, not 2α. In the second row,
γ = π/2, which might be 2α, if and only if α = β = π/4. Then ABC, according
to the table, has angles (α, α, 2β), which in this case would be (π/4, π/4, π/2) and
so would have ABC similar to the tile, which is ruled out by hypothesis. That
completes the proof.
9. Tilings of an isosceles ABC with α/π irrational and γ = π/2
Laczkovich studied the possible shapes of tiles that can tile an isosceles triangle,
but did not characterize the possible N . We do so in this section for right-angled
tiles. We have two ways to tile an isosceles triangle by a right triangle: either tile
each of its two halves by a quadratic tiling, in which case N is twice a square, or
tile each of its halves with a biquadratic tiling, in which case N is twice a sum of
squares. See Figs. 6 and 7. The main theorem in this section shows that these are
the only possible values of N .
Is it possible to have more complicated tilings without essential edges? Yes,
because when two tiles share their hypotenuses, they form a rectangle, and we can
just draw the diagonal of that rectangle the other way. In this way we can produce
(exponentially) many different tilings, but they differ only in this trivial way. And
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Figure 6. N is a twice a square or a twice a sum of squares. 50 is both.
Figure 7. 50 is both twice a square and twice a sum of squares.
sometimes, as shown in Fig. 8, even those rectangles can be rotated. That figure
also shows that a tiling need not necessarily include the altitude of ABC.
Figure 8. There are many ways to rearrange the tiles
In the tilings based on two biquadratic tilings, there are no c edges on AB and
BC, while in the tilings based on two quadratic tilings, there are only c edges.
There are of course some hybrid tilings when a square is also a sum of squares, in
which AB falls under one case and BC under the other. If N/2 is not a square (as
is the case for the biquadratic tilings) then there are no c edges on AB and BC, as
we see in the biquadratic tilings (and prove in the next section).
All these tilings, in which N/2 is a sum of squares, involve essential edges (where
tiles of different lengths occur on the two sides of an internal line). One sees such
linear relations in two of the tilings illustrated in Fig. 6.
9.1. Isosceles ABC, tiled with a/b rational, α/π irrational, and γ = π/2.
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Lemma 8. Suppose isosceles triangle ABC with base angles β is N -tiled by tile
(α, β, π/2) with sides (a, b, 1), and α is not a rational multiple of π. Suppose a/b is
rational. Then
(i) N/2 is a square or a sum of two squares, and
(ii) if N/2 is not a square, then there are no c edges of the tiling on AB or BC;
that is, q = 0 in X = pa+ rb + q.
(iii) if N/2 is not a square, and X = pa+rb, then N/2 = p2+r2 and tanβ = p/r.
Remark. Check the pictures of the biquadratic tilings in Fig. 6 to verify that (iii)
holds in those examples.
Proof. We argue by cases according to whether q = 0 or q 6= 0. The case q = 0
follows immediately from Lemma 6. Therefore we may assume q 6= 0. We scale the
tile so that (a, b, c) = sinα, sinβ, 1). We will calculate a and b. The length of AB
is X = pa+ rb + q. From the area equation 2X2 = N we have
2(pa+ rb + q)2 = N
Define
λ :=
√
N
2
.
We may assume λ is irrational, since if it is rational N/2 is a square and we are
done. By Lemma 6, we have
a =
p(λ− q)
p2 + r2
± r
√
p2 + r2 − (λ− q)2
p2 + r2
(9)
b =
r(λ − q)
p2 + r2
∓ p
√
p2 + r2 − (λ− q)2
p2 + r2
(10)
Dividing (9) by (10) we have
a
b
=
r(λ − q)± p
√
p2 + r2 − (λ− q)2
p(λ− q)∓ r
√
p2 + r2 − (λ− q)2(11)
Since a/b is rational, the right side of the equation is rational too.
Define
µ :=
√
p2 + r2 − (λ− q)2
First we observe that µ2 is irrational if and only if q 6= 0, since µ2 = p2 + r2 +
N/2+ q2+2qλ, whose irrational part is 2qλ. Since we have assumed q 6= 0, then µ2
is irrational. Suppose, for proof by contradiction, that µ does not belong to Q(λ)
or is rational. Then there is an automorphism σ of Q(λ, µ) that changes the sign
of λ but fixes µ. That is,√
p2 + r2 − (λ− q)2 =
√
p2 + r2 − (−λ− q)2
If that equation holds, then q = 0, contrary to assumption. Therefore, µ does
belong to Q(λ) and is irrational. Therefore the automorphism σ that changes the
sign of λ also changes the sign of µ. Then
−
√
p2 + q2 − (λ− q)2 =
√
p2 + q2 − (−λ− q)2
Squaring both sides and subtracting p2 + q2 we have
(λ− q)2 = (λ+ q)2
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But that implies q = 0, contradicting our assumption q 6= 0. That completes the
proof of the lemma.
9.2. The graph Γa. Given a tiling of (in our case) a triangle ABC, an internal
segment is a line segment connecting two vertices of the tiling that is contained
in the union of the boundaries of the tiles, and lies in the interior of ABC except
possibly for its endpoints. A maximal segment is an internal segment that is not
part of a longer internal segment. A left-maximal segment is an internal segment
XY that is not contained in a longer segment UXY , i.e., a segment UY with X
between U and Y . A tile is supported by XY if one edge of the tile lies on XY . The
internal segment XY is said to have “all c’s on the left” if the endpoints X and Y
are vertices of tiles supported by XY and lying on the left side of XY , and all tiles
supported by XY lying on the left of XY have there c edges on XY . Similarly for
“all c’s on the right.”
An internal segment XY is said to witness the relation jc = ℓa + mb if XY
has all c’s on one side, and exactly j of them (that is, the length of XY is jc),
and on the other side XY supports ℓ tiles with their a edges on XY and m tiles
with their b edges on XY (in any order) and no other tiles, and the endpoints X
and Y are vertices of tiles on both sides of XY . This implies that c is not a linear
combination of a and b with nonnegative rational coefficients, but it is stronger than
that statement, in some way limiting the size of the (numerators and denominators
of the) coefficients. Similarly we use the terminology “XY witnesses a relation
jc = ℓa+mc”, which implies “c is a rational multiple of a”, but is stronger.
Definition 1 (The directed graph Γa). Given a tiling of some triangle, the nodes
of the graph Γa are certain vertices of the tiling. An link of Γa connects vertices
X and Y if the segment XY is a left-maximal internal segment having all a edges
on one side of XY , and there is another tile supported by XY on that side of XY
past Y that does not have its a edge on that side. The directed graphs Γb and Γc
are defined similarly.
Lemma 9. Suppose isosceles triangle ABC with base angles β is N -tiled by tile
(α, β, π/2) with sides (a, b, 1), and α is not a rational multiple of π. Then
(i) if there are no essential segments in the tiling witnessing a relation ja =
ub+ vc, and PQ is a link in Γa ending at Q, then there is a link QR beginning at
Q; and
(ii) if there are no essential segments witnessing a relation jb = ua + vc, then
every link PQ in Γb is followed by another link QR; and
(iii) If there are no essential segments witnessing a relation jc = ua+ vb, then
every link PQ in Γc is followed by another link QR.
Proof. Ad (i). Let PQ be a link of Γa. Then there is a point J such that PQJ is
an internal segment of the tiling, and there are tiles Tile 1 and Tile 2 supported by
PQ and QJ respectively, on the same side of PQJ , each with a vertex at Q, Tile 1
having its a edge on PQ and Tile 2 having its b or c edge on QJ . By an exhaustive
enumeration of the possible positions of the two tiles and the other tiles with a
vertex at Q (if any), one checks that in every case there is an outgoing internal
segment from Q with an a edge on one side at Q and a b or c edge on the other
side. Let R be the point on that segment as far as possible from Q with only a
edges of tiles supported by QR on that side of QR. Then either QR is an essential
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Figure 9. A link PQ in Γa gives rise to another link through QR.
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segment witnessing a relation ja = ub + vc, or there is another tile on QR past
R, making QR a link in Γa. The cases in which Tile 2 has its b edge on QJ are
illustrated in Fig. 9. The cases in which Tile 2 has its c edge on QJ are illustrated
in Fig. 10. That completes the proof of part (i).
Ad (ii). Interchange a and b in the proof of (i). The only thing distinguishing a
and b is that the base angles of ABC are β, but that is not relevant here.
Ad (iii). As in the proof of (i), but now Tile 1 has its c edge on PQ and Tile 2
has its a or b edge on QJ , and QR has to begin with a c edge on one side and
an a or b edge on the other. It suffices to consider the case when Tile 2 has its a
edge on QJ , since after that we can interchange a and b in the proof. The relevant
configurations are shown in Fig. 11. That completes the proof of the lemma.
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Figure 10. A link PQ in Γa gives rise to another link through QR.
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Figure 11. A link PQ in Γc gives rise to another link through QR.
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Lemma 10. Suppose isosceles triangle ABC with base angles β is N -tiled by tile
(α, β, π/2) with sides (a, b, 1), and α is not a rational multiple of π. Let X be the
length of AB and BC, and suppose X = pa + rb + q is determined by the tiles
supported by AB. Then
(i) if p 6= 0, there exists an essential segment in the tiling witnessing a relation
ja = ub+ vc, and
(ii) if r 6= 0, there exists an essential segment witnessing a relation jb = ua+vc,
and
(iii) if q 6= 0 and not both p and r are zero, there exists an essential segment
witnessing a relation jc = ua+ vb.
In all these formulas, j > 0 and u, v are nonnegative.
Proof. Suppose p 6= 0. We claim there is an essential segment of the form ja =
ua + vc. For proof by contradiction, assume there is no such essential segment.
Then Lemma 9 is applicable. Therefore, in the graphs Γa, the out-degree of every
node is greater than or equal to the in-degree. Since it is a finite graph, that implies
that the out-degree of every node is equal to the in-degree. But no link of Γa can
terminate on the boundary of ABC, since by definition of Γa, if PQ is a link, PQ
is part of a longer internal segment.
Since p 6= 0, there is an a edge on AB. The top tile, at B, must have its α angle
at B, so it cannot have its a edge on AB. Hence AB does not consist entirely of
a edges. Therefore there is a vertex E on AB and two tiles north and south of
E, one of which has an a edge on AB and the other a b or c edge. Then, by the
same argument used in the proof of Lemma 9, and illustrated in Fig. 9, there is an
internal segment EF with an a edge on one side and a b or c edge on the other side
of EF at E. Choosing F to include as many a edges as possible, EF is either an
essential segment with relation ja = ub+ vc, or it is a link of Γa. It cannot be an
essential segment of that form, since we have assumed none exist. Therefore it is a
link of Γa. Therefore there is an incoming link terminating at E. But since E lies
on the boundary of ABC, that is also impossible. We have reached a contradiction.
That proves the claim that if p 6= 0, there is an essential segment ja = ub+ vc.
Similarly, we claim that if r 6= 0, there is an essential segment with relation
Jb = Ua+ V c. We argue as above, but using Γb instead of Γa. The tile at A has
its β angle at a, and hence does not have its b edge on AB. Hence, AB does not
consist entirely of b edges, and therefore there is a vertex E at which a b edge meets
a c edge. From that point on, the argument is the same as for the case ja = ua+vc,
with Γb in place of Γa.
Finally, suppose q 6= 0 and not both p = 0 and r = 0. Then there is at least
one c edge on AB, and not all the tiles supported by AB have their c edge on AB.
Hence there is a vertex E at which a c edge meets either a b edge or an a edge.
Then we argue as before, using Γc instead of Γa or Γb. That completes the proof
of the lemma.
Theorem 4. Suppose isosceles triangle ABC with base angles β is N -tiled by tile
(α, β, π/2) with sides (a, b, 1), and α is not a rational multiple of π. Then
(i) N/2 is square or a sum of two squares, and
(ii) if N/2 is a sum of squares and not a square, then N/2 = e2 + f2 with
e/f = tanβ = b/a.
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Remark. When α is a rational multiple of π, there are also tilings with N/2 three
times a square, but this theorem implies that such tilings do not occur when α/π
is irrational.
Proof. We may assume without loss of generality that N/2 is not a square. Let
X = pa+ rb + q be as above. (We may take c = 1.)
We argue by cases on whether p and r are zero or not. If both of them are zero,
since then X = q and N/2 = X2 = q2, so N/2 is a rational square, hence an integer
square, and we are done.
Now assume p and r are both nonzero. Then, by Lemma 10, there is an essential
segment witnessing a relation ja = ub+v, and another essential segment witnessing
Jb = Ua+ V . In matrix form we have(
j −u
U −J
)(
a
b
)
=
(
v
−V
)
.
This equation be solved for (a, b) provided j/u 6= U/J . That condition holds unless
v = V = 0, since v and V are non-negative. Thus: either a/b is rational (when
v = V = 0), or a and b are both rational (when the equation can be solved). In
case they are both rational, then
N/2 = X2 = (pa+ rb + q)2
is a rational square, and hence an integer square, and we are done. If a/b is rational,
then we are done by Lemma 8.
Next we take up the case p = 0. Then there are no a edges of tiles on AB.
Since not both p and r are zero, we have r 6= 0, so there is at least one b edge on
AB. But since the tile at A does not have its b edge on AB, there is also at least
one c edge on AB. Hence, by Lemma 10, there are essential segments witnessing
relations jc = ua+ vb and Jb = Ua+V c. As above, either b/c is rational, or b and
c are both rational. Since we have scaled a and b so that c = 1, in either case b is
rational.
When p = 0, the formula in (10) b simplifies considerably. We have
b =
λ− q
r
Since N/2 is not a square, λ is not rational; hence b is not rational. But that is
a contradiction; hence the case p = 0 cannot arise in any tiling unless N/2 is a
square.
Finally we take up the case r = 0. Then there are no b edges of tiles on AB.
Since not both p and r are zero, we have p 6= 0, so there is at least one a edge on
AB. But since the tile at B does not have its a edge on AB, there is also at least
one c edge on AB. Hence, by Lemma 10, there are essential segments witnessing
relations jc = ua+ vb and Ja = Ub+V c. As above, either a/c is rational, or a and
c are both rational. Since we have scaled a and b so that c = 1, in either case a is
rational. By (9), when r = 0 we have
a =
(λ− q)
p
which is not rational unless N/2 is a square. That completes the proof.
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10. Tilings of an isosceles triangle with γ = 2α
In this section we take up the row of Laczkovich’s second table in which ABC
is isosceles with base angles α and is tiled by a tile with γ = 2α, and α is not a
rational multiple of π. The condition γ = 2α can also be written as 3α + β = π.
Unlike the similar-looking condition 3α + 2β = π, this condition does not imply
γ > π/2. The vertex angle of ABC is then π − 2α = α+ β.
Laczkovich [6] proves that an isosceles triangle can be dissected into triangles
similar to the tile. See Fig. 12, which is based on the tile (4, 5, 6). To make an N -
Figure 12. Laczkovich’s dissection of isoscelesABC into triangles
similar to (4, 5, 6)
tiling, we have to tile each of these triangles and the parallelogramwith many copies
of the same tile. Along each edge in the figure there is an arithmetical condition
to satisfy. Working out those conditions, we find that more than five million tiles
are required: 5861172 to be precise. It is not possible to print such a large tiling
(unless one could use the side of a large building), and we do not know a smaller
one. But at least, some such tilings do exist.
10.1. Stars and centers. Suppose isosceles triangle ABC is tiled by a tile with
angles (α, β, γ), and the tile is not a right triangle; or equivalently, as Laczkovich
showed, that α is not a rational multiple of π.
We consider the possible configurations of angles of tiles at a vertex of the tiling.
We define the angle sum of a vertex to be the sum of the angles of the tiles sharing
that vertex. Except for the vertices A, B, and C, that angle sum will always be
either π or 2π. It will be π if and only if the vertex lies on the interior of the
boundary of a tile or of ABC. For short, we refer to a vertex with angle sum π as
a boundary vertex, though it need not be on the boundary of ABC.
Consider a boundary vertex. A normal boundary vertex has three tiles, with
angles α, β, and γ. A star has three α angles and a β. These are the only possibilities
for a boundary vertex, since α is not a rational multiple of π. Next, consider an
interior vertex. A normal interior vertex has two each of (α, β, γ) angles. A center
has three γ and two β angles. (For example, there is a center in Fig. 12, more or less
in the center of the figure.) There may also be interior vertices other than centers
that are not normal; these will have either 4α+ 2β + γ or 6α+ 2β. These vertices
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we call interior stars. The case of angles 4α+ 2β + γ we call a single interior star
and the other case is a double interior star.
Lemma 11. Suppose isosceles triangle ABC is tiled by a tile with angles (α, β, γ),
and the tile is not a right triangle. Let C be the number of centers and S the number
of stars, counting double interior stars twice. Then S + 1 = C.
Proof. Each tile has one each of α, β, and γ angles. At the vertices of ABC we
have three α angles and one β angle (just as we have at a star). Counting the
vertex angles we have equal numbers of α, β, and γ angles at each normal vertex.
At each vertex we define the “excess” or “deficit” of each of (α, β, γ) to be the
difference between the number of those angles at the vertex and the number at a
normal vertex. At a star we have two excess α angles and a deficit of one γ angles.
At a single interior star the same applies; at a double interior star we have double
that contribution. At a center we have an excess of one γ and a deficit of two α. At
interior stars we have excesses of α and β and deficits of γ. Adding up the excesses
and deficits from the vertices of the tiling, including A, B, and C, we must get zero.
The vertices of ABC count the same as a star. One center will “balance” one star,
in the sense that the deficits and excesses add to zero. (For example, in Fig. 12, we
have one center, and no stars; so the center balances the vertices of ABC, which
count as a star.)
If there are no interior stars, then the number of stars, plus one for ABC, will
equal the number of centers. If, however, there are interior stars, those will require
additional centers to balance them, one center for each single interior star and two
for each double interior star. Since we defined S by this double-counting of double
interior stars, we still have C = S + 1. That completes the proof of the lemma.
10.2. The tile is rational. If Q is a vertex of a tiling, and QR is an internal
segment of the tiling supporting a tile on one side with its a edge on QR and a
vertex at Q, and supporting a tile on the other side with its b edge on QR and a
vertex at Q, then we say QR is an a/b edge, or an a/b edge at Q. Similarly for a/c
edge and b/c edge. Note that an a/b edge is also a b/a edge.
Lemma 12. Let the isosceles triangle ABC with base angles α be N -tiled by a tile
with angles (α, β, 2α) that is not a right triangle. Let Q be a center in the tiling.
Then there is either an a/b edge at Q or there are both a/c and b/c edges at Q.
Proof. Each tile with a vertex at the center Q has an a edge ending at Q, since
the angles at Q are all β or γ. At a center, five tiles meet, so that is a total of five
a edges. Since five is an odd number, these edges cannot all be paired with other
a edges. Hence there is an a/b edge or there is an a/c edge. Similarly, there are
three b edges ending at Q, belonging to the tiles with their γ angles at Q. Since
three is odd, these cannot all be paired, so there is either a b/c edge or a b/a edge.
There are two c edges; these can be paired if the two tiles with their β angles at Q
are adjacent. If not then there is an a/c edge or a b/c edge. If the two tiles with β
angles at Q are adjacent, and their c edges are paired, then there is an a/b edge. If
their c edges are not paired, there is a b/c or an a/c edge.
It follows that if there is no a/b edge, then there is an a/c edge and a b/c edge.
Also, if there is no a/c edge then there is an a/b edge. Hence, there is either an a/b
edge or an a/c edge and a b/c edge. That completes the proof of the lemma.
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Lemma 13. Let the isosceles triangle ABC with base angles α be N -tiled by a tile
with angles (α, β, 2α) that is not a right triangle. Then the tiling contains essential
segments with associated relations jb = ua+ vc and Ja = Ub+ V c.
Proof. Suppose, for proof by contradiction, that there are no such essential seg-
ments. We consider the directed graph Γb defined in Definition 1. We wish to
identify the terminal links in this graph. To that end we must consider the possible
configurations that can arise when an internal segment UQ of the tiling supports
on the same side a series of (one or more) tiles with their b edges, followed by a
tile with an a or c edge. Let PQV be the three successive vertices, with PQ of
length b and QV of length a or c. We consider all possible configurations in which
Q is a vertex where three tiles on one side of a line PQ each have a vertex at Q,
contributing one angle each, so the angle sum at Q is α + β + γ on one side of
PQ. All these configurations are shown in Fig. 13. The figure shows that in each
of those cases, there is a unique outgoing segment QT that is a b/c edge or a b/a
edge. If this segment is extended far enough, we will come to the last b edge on
the side that has a b edge at Q. Since there are no essential segments, that point
cannot be a vertex of a tile on the other side of QT , so QT is an outgoing link in
Γb.
On the other hand, if Q is a star, the possible configurations are more compli-
cated, and some of them have zero outgoing links, while others have two. It turns
out that we do not need to make use of that fact, so we do not give a diagram of
these configurations. We only have to note that there can be terminal segments,
ending at a star.
Since a center has no lines of the tiling passing through it, PQ can be a terminal
link of Γb only if Q is a (boundary) star. No link can end at an interior star, since
an interior star is not located on the interior of a tile edge, but the end of a link
must be on the interior of a tile edge.
The idea of our proof is that, in simpler applications of Γb we had for each node,
out-degree ≥ in-degree. Now, we do not have that, since there can be terminal links
ending at a star. But only one such terminal link can end at each star (under the
assumption of no essential segments), and for each star there is a matching center,
and at a center we recover the “missing” outgoing link. So the net effect is the same
as if out-degree ≥ in-degree. To make this idea precise we will count the in-links
and the out-links carefully.
What can be the initial links of Γb? First, there may be some initial links on the
boundary of ABC. Next, there may be initial links at the centers and stars of the
tiling. Let I be the number of in-links (i.e., heads of arrows in the graph), O the
number of out-links (tails of arrows), S the number of stars, and C the number of
centers.
At a given vertex Q (star or not) there can be at most one link ending at Q, since
Q lies on the interior of a tile boundary. In particular, if a terminal link ends at Q,
there is only one terminal link ending at Q. Now we count the excess of outgoing
links over incoming links. It is zero at a normal vertex. At a star there can be 0 or
1 incoming links, and possibly some outgoing links, so the excess of outgoing over
incoming ≥ −1. It might be positive. No links can end at an interior star, but
some might begin there. So the excess of outgoing over incoming is ≥ −1.
Thus the total contribution to the excess of outgoing over incoming from stars
is ≥ −S. Let that number be dstars, so dstars ≥ −S. At a center, there are no
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Figure 13. A link PQ in Γb gives rise to another link through QR.
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incoming links, but there will be at least one outgoing link, by Lemma 12, since
there is either a b/a or a b/c edge at Q, and that edge must be part of an outgoing
link, because there are no essential segments. Therefore the excess of outgoing
over incoming is positive, in total at least C. Let that number be dcenters, so
dcenters ≥ C.
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O − I = dstars + dcenters
≥ −S + C
≥ −(C − 1) + C since S ≤ C − 1 by Lemma 11
≥ 1
On the other hand, O = I because every link has both a head and a tail. We have
reached a contradiction from the assumption that there is no essential segment with
associated relation of the form jb = ua+ vc. Hence there is such a segment.
Next we prove the existence of essential segments with relations of the forms
Ja = Ub + V c. This is proved in the same way, using the graph Γa instead of Γb.
Again there is an outgoing link from each center, since by Lemma 12, there is either
an a/b or an a/c edge at Q, and that edge is part of an outgoing link since there are
no essential segments. Again we have to prove that at a normal boundary vertex
there is a unique outgoing link. See Fig. 14. That completes the proof.
Theorem 5. Let the isosceles triangle ABC with base angles α be N -tiled by a tile
with angles (α, β, 2α) that is not a right triangle. Then the tile is rational; that is,
the ratios of its sides are rational.
Remark. If the tile is rational, then after scaling we can assume its sides are integers
with no common factor.
Proof. By Lemma 13, there is an essential segment witnessing a relation ja =
ub + vc, and another essential segment witnessing Jb = Ua + V c. In matrix form
we have (
j −u
U −J
)(
a
b
)
=
(
vc
−V c
)
.
This equation can be solved for (a, b) provided j/u 6= U/J . That condition holds
unless v = V = 0, since v and V are non-negative. Thus: either a/b is rational
(when v = V = 0), or a and b are both rational multiples of c (when the equation
can be solved). In either case a/b is rational. Similarly, a/c is rational. That
completes the proof of the theorem.
10.3. Characterization of the tile. By the law of cosines,
c2 = a2 + b2 − 2ab cosγ
= a2 + b2 − 2ab cos2α since γ = 2α
= a2 + b2 − 2ab(2 cos2 α− 1)
= a2 + b2 + 2ab− 4ab cos2 α
By the law of sines, sinα/a = sin γ/c = sin 2α/c = 2 sinα cosα/c, so cosα = c/(2a).
Hence
c2 = a2 + b2 + 2ab− bc2/a
= (a+ b)2 − bc2/a
c2(1 + b/a) = (a+ b)2
c2 = a(a+ b)(12)
Rational triangles with γ = 2α correspond to solutions of this equation with c <
a+ b and b < a+ c and a < b+ c. For example, (4, 5, 6), and (9, 7, 12).
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Figure 14. A link PQ in Γa gives rise to another link through QR.
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The following lemma gives a more nuanced characterization of (a, b, c). It was
published in [10], but we give the short proof here.4
4I am indebted to Gerry Myerson for pointing out this representation of (a, b, c) to me on
MathOverflow.
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Lemma 14. Let (a, b, c) be integers with no common factor, and suppose the tri-
angle with sides (a, b, c) has angles (α, β, 2α). Then (a, b, c) = (k2,m2−k2,mk) for
some relatively prime integers (k,m).
Proof. By (12) we have
c2 = a2 + ab
Luthar observed that this can be written as
b2 + (2c)2 = (2a+ b)2
as is apparent upon expanding the right side. But now we can apply Lemma 5,
according to which there are integers (m, k) such that
b = m2 − k2
2c = 2mk
2a+ b = m2 + k2
These equations imply the equations to be proved. That completes the proof of the
lemma.
10.4. The number of tiles on a side of ABC.
Lemma 15. Let isosceles ABC with base angles α (at A and C) be N -tiled by a
tile with angles (α, β, 2α), and the tile not a right triangle. Then no tile has one
vertex on AB and another on BC.
Proof. By Lemma 7, α is not a rational multiple of π, and 2α cannot be written
in any other way as a linear combination of α, β, and γ. Suppose some tile has an
edge EF with E on AC and F on BC. Consider the triangle BEF . Since it has
angle α+β at B and is tiled, its angles at E and F must both be α, since otherwise
2α could be written as a linear combination of α and β other than 2α. Then the
north side of EF cannot be covered by a single tile, since if it were, that tile would
have two α angles, one at E and another at F . Therefore the north side of EF
supports at least two tiles. Then the south side of EF supports just one tile, say
Tile 1.
Since the tile is rational by Theorem 5, we may assume without loss of generality
that (a, b, c) are integers with no common factor. In particular, none of (a, b, c) is
an integer multiple of another. Since the south side of EF is equal to one tile edge,
the north side cannot be composed of all a edges, or all b edges, or all c edges, since
then the edge on the south would be an integer multiple of the edge on the north.
Suppose Tile 1 has its a edge on EF . Since a < c, there are no c edges on the
north side of EF . Hence north of EF are only b edges, so a is an integer multiple of
b, contradicting the previous paragraph. Similarly, if Tile 1 has its b edge on EF ,
then b is an integer multiple of a, contradiction. Finally, if Tile 1 has its c edge on
EF , then since a+ b > c, c is an integer multiple of a or an integer multiple of b,
again a contradiction. These contradictions complete the proof of the lemma.
Lemma 16. Let isosceles ABC with base angles α (at A and C) be N -tiled by a tile
with angles α, β, 2α, with the tile not a right triangle. Then fewer than (N + 1)/4
tiles are supported on side AB, or fewer than (N +1)/4 tiles are supported on side
BC.
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Remark. This bound is tighter than N/3, and that will prove crucial for ruling out
a 14-tiling.
Proof. We start by proving that at least three tiles are supported by the base AC.
Suppose, for proof by contradiction, that only two tiles are supported. Those two
tiles have their α angles at A and C, and their a edges both end at the shared
vertex P on AC. Without loss of generality we may assume that Tile 1, with edge
AP , has its β angle at P , and Tile 2, with edge PC, has its γ angle at P , since
two β angles or two γ angles at P is impossible. Then tile 3, the third tile with a
vertex at P , has its α angle at P , and hence has its c side either against Tile 1 or
Tile 2, but that is impossible since those edges are of length a and terminate at the
boundary, and c > a. Hence there are indeed at least three tiles supported by AC.
Let P be a vertex of the tiling lying on the interior of a side of ABC. If only two
tiles meet at P then they cannot have different angles, since any two of (α, β, γ)
make together less than π. But if they have the same angle at P , that angle would
be a right angle, contrary to hypothesis. Therefore at least three tiles meet at each
such vertex P .
Let n and m be, respectively, the total number of tiles with an edge or vertex on
AB, and the total number of tiles with an edge or vertex on BC. Then n +m ≤
N − 1, since N is the total number of tiles, but at least one is on AC not touching
AB or BC, and by Lemma 15, no tile contributes to both n and m. Therefore
either n ≤ (N − 1)/2 or m ≤ (N − 1)/2. Relabeling A and C if necessary, we can
assume without loss of generality that n ≤ (N−1)/2. Now let p and q, respectively,
be the number of tiles supported by AB, and the number of tiles with one and only
one vertex on AB. Then q ≥ p − 1 (it might be strictly greater if some vertices
have more than three tiles sharing that vertex). Therefore
p− 1 ≤ q
p+ q = n ≤ (N − 1)/2
p ≤ (N − 1)/2− q
≤ (N − 1)/2− (p− 1)
2p ≤ (N − 1)/2 + 1
2p ≤ (N + 1)/2
p ≤ (N + 1)/4
p < N/3since N > 3
In the last line, N > 3 since at least three tiles are supported by AC. That
completes the proof of the lemma.
10.5. The area equation and non-primality of N .
Lemma 17 (Area equation). Suppose isosceles triangle ABC, with base angles α,
is N -tiled by a tile with sides (a, b, c) and angles (α, β, γ). Let X be the length of
the equal sides AB and BC. Then X2 = Nab.
Proof. The base angles of ABC are α, so π = 2α + ∠B = γ + ∠B. But also
π = α+ β + γ, so ∠B = α+ β. Twice the area of ABC is given by the magnitude
of the cross product of BA and BC, namely X2 sin(α + β). Twice the area of the
tile is given by ab sin γ. Since γ = π − (α + β), twice the area of the tile is also
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ab sin(α+ β). But the area of ABC is N times the area of the tile. Hence
X2 sin(α+ β) = Nab sin(α+ β)
Canceling sin(α+ β), we have the area equation of the lemma. That completes the
proof of the lemma.
Theorem 6. Let ABC be isosceles Suppose ABC is N -tiled by a tile that does not
have a 120 degree angle. Then N is not prime.
Proof. Let ABC be isosceles, with base angles α at A and C. According to
Laczkovich (see Lemma 7), the only possible tiles are (α, β, π/2), (α, β, 2π/3, and
(α, β, 2α). The second case is ruled out by hypothesis and in the third case α is
not a rational multiple of π. According to Theorem 4, in the first case N is an even
integer, so it is not prime. We may therefore assume without loss of generality that
the tile satisfies γ = 2α. Let (a, b, c) be the sides of the tile. By Theorem 5, the
tile is rational, so we can assume without loss of generality that (a, b, c) are integers
with no common factor. Let X be the length of the equal sides AB and BC. Then
X is an integer, since AB is composed of a sum of tile edges of the form pa+qb+rc.
According to Lemma 14, there are relatively prime integers (m, k) such that
(a, b, c) = (k2,m2−k2, 2mk). Then a and c have a common factor k, but a and b are
relatively prime. According to the area equation of Lemma 17, we have X2 = Nab.
Now assume, for proof by contradiction, that N is prime. Then N divides X . Let
N j be the highest power of N that divides X . Then N2j−1 divides ab and N2j
does not divide ab. Since a is a square, and b is relatively prime to a, if N divides
a then ab contains N to an even power, contradiction. Hence N does not divide
a. Hence N divides b, and to an odd power. Now b = m2 − k2 = (m− k)(m + k).
Since N is prime it divides m− k or m+ k. Since a = k2 and N does not divide a,
N does not divide k. Therefore N does not divide m either, since if it did divide
m, then because it does divide one of m± k, it would also divide k.
Let J = (N + 1)/4. Lemma 16 tells us that either side AB supports fewer than
J tiles, or side BC supports fewer than J tiles. Relabeling A and C if necessary,
we can assume without loss of generality that AB supports fewer than J tiles. Let
X = pa + qb + rc be the relation arising from the edges of the tiling on side AB.
Since N |X and N |b we have pa+ rc ≡ 0 mod N . That is pk2 +2rmk ≡ 0. Since k
is not divisible by N we can cancel k mod N . Hence
pk + 2rm ≡ 0(13)
Either N divides m − k or N divides m + k, which we express as m ± k ≡ 0
(remembering that only one of them is asserted). Subtracting p(m± k) from (13)
we have
∓pm+ 2rm ≡ 0
(2r ∓ p)m ≡ 0
2r ∓ p ≡ 0 since N 6 |m
Since AB supports fewer than J tiles, we have r < J and r + p < J . Then
|2r ∓ p| < 2r + p < 2J.
We have 2J = 2(N + 1)/4 = (N + 1)/2 > N since N > 1. Therefore r = p = 0.
Hence X = qb. Then the area equation becomes
X2 = q2b2 = Nab,
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so q2 = Na = Nk2. Then N = (q/k)2 is a rational square, and hence an integer
square. Hence N is not prime, contrary to our assumption. That contradiction
completes the proof of the theorem.
Theorem 7. Let ABC be isosceles with base angles α, but not equilateral. Suppose
ABC is N -tiled by a tile (α, α, 2α). Then N is not twice a prime. In particular
N 6= 14.
Proof. If we do not assume N is prime, we can repeat the argument of Theorem 6,
replacing N by some prime ρ dividing N . Then the argument works as before
almost to the end, but at the end we have 2r + p < J and 2r ∓ p ≡ 0 mod ρ. We
cannot conclude r = p = 0 as before. If N = 2ρ, however, we can conclude that
either r = p = 0, or 2r+p = N/2. We have 2r+p < (N+1)/2, so it may seem that
our proof barely misses going through. But N is congruent to 2 mod 4, since N/2
is prime (and is not 2 since N > 4). Therefore an integer less than (N + 1)/2 is
also less than (N − 1)/2. Hence 2r+ p < (N − 1)/2, which is less than N/2. Hence
we can conclude r = p = 0. From there, the proof goes through as in Theorem 6.
That completes the proof.
10.6. What is the least N permitting a tiling? In [1], we showed that if ABC
is isosceles with base angles α, and is N -tiled by a tile with γ = 2α, then N ≥ 12.
The methods of that paper do not allow us to settle the case N = 14, which we
settled above in Theorem 7. On the other hand, the only explicitly-known such
tiling has N = 5861172. Laczkovich proved [6] that given a tile T with γ = 2α, T
can be use to tile some isosceles triangle, and he gave a method to construct such a
triangle, but N comes out very large, and his method is not guaranteed to produce
the smallest N . But his proof shows that lots of such tilings exist! They are just
too big to draw.
We have no a priori estimate on the size of (a, b, c). For example, there is no
a priori reason why we could not have N < 100 and (a, b, c) each greater than a
million. Therefore the following theorem is not obvious:
Theorem 8. Given N , it is decidable by a computation whether there exists an
N -tiling of some (any) triangle ABC by a tile with γ = 2α, (where ABC has base
angles α). Indeed, one can explicitly construct a finite set ∆ of isosceles triangles
such that if any isosceles triangle ABC can be N -tiled by a tile with γ = 2α (where
ABC has base angles α), then one of the finitely many triangles in ∆ can be N -tiled.
Proof. The first assertion of the theorem follows from the second, since for a fixed
ABC and tile, it is (in principle) computationally decidable whether there is a
tiling. (There are finitely many ways to place the tiles, so in principle you can try
them all. In practice this takes too long when N is large, but the theorem doesn’t
claim efficiency.)
To prove the second assertion, we write X for the length of the equal sides of
ABC. If there is an N -tiling of some ABC, we scale ABC and the tile so that
c = 1. Then the area equation X2 = Nab becomes
X2 = Na
√
1− a2
We can solve this quartic for a, and reject any solutions that are not rational, by
Theorem 5. We have X = pa + qb + r for some integers (p, q, r). By Lemma 16
we have p + q + r < N/3, so given N , there are finitely many possibilities for
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(p, q, r), and hence finitely many possibilities for (a, b, c) and X . For each of these
possibilities we let Y = X/a, which is the length of AC. If there is a tiling, then
Y is also an integer linear combination of (a, b, c), so we can reject tiles for which
that is not the case. The remaining tiles and corresponding ABC are the finite set
∆ of the theorem. That completes the proof of the theorem.
Remark. We implemented the program to compute ∆. We do not print the code
here, as it is only one line different from the code in [1], which was used to prove
that N ≥ 20, without assuming the tile is rational. In that code we only rejected
non-real solutions of the quartic. If we also reject irrational solutions, the code runs
a little faster, but the solutions found in [1] are rational, so no more values of N
seem to be eliminated.
11. Tilings of an isosceles triangle by a tile (α, β, 2π/3)
In this section we take up the tilings of an isosceles triangle ABC with base
angles α, by a tiling with angles (α, β, 2π/3), where α is not a rational multiple of
π. Laczkovich proved [6] that each such tile can be used to tile some such ABC,
but N can be large. The smallest such tiling we have been able to construct has
N = 1878500, which is too large to draw. It is constructed by first constructing a
dissection of ABC into similar rational triangles and parallelograms, following the
ideas of Laczkovich. Fig. 15 shows such a preliminary dissection. Then to get a
tiling by congruent triangles, we have to choose a very small tile such that if each
of the visible triangles is tiled quadratically, then every shared edge is an integer
multiple of the tile edges. For example if the red triangle will get p2 tiles and
the light blue triangle will get q2 tiles, then we must satisfy pb = qa, in this case
5p = 3q. There will be another such equation on every shared boundary. To clear
all the denominators we will have to use a large number of tiles.
Figure 15. With tile (3, 5, 7), N would be 1878500, too large to draw.
11.1. The tile is rational.
Theorem 9 (Laczkovich). Let ABC be an isosceles triangle with base angles α.
Suppose ABC is tiled by a tile (α, β, 2π/3) with α not a rational multiple of π.
Then the tile is rational.
Proof. Let γ = 2π/3. Since α+β+γ = π, the vertex angle π−2α is equal to α+3β.
Then every vertex of ABC has exactly one tile with an α angle and exactly zero
tiles with a γ angle. In [9], Laczkovich defines a regular tiling to be one in which
two of the tile angles occur the same number of times at each vertex of ABC. Thus
the tilings we are now considering are regular tilings. Laczkovich proved [9] that
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in regular tilings, the tile is necessarily rational, and his result applies here. That
completes the proof of the theorem.
11.2. The Diophantine equation c2 = a2 + b2 + ab. Let (a, b, c) be the sides of
a triangle with angles (α, β, 2π/3). According to the law of cosines, we have
c2 = a2 + b2 − 2ab cos(2π/3)
= a2 + b2 + ab since cos(2π/3) = −1/2
Therefore this Diophantine equation determines the possible rational triangles with
a 2π/3 angle.
Lemma 18. Suppose c2 = a2 + b2 + ab, and (a, b, c) are integers with no common
factor. Then (a, b, c) are pairwise relatively prime.
Proof. If prime p divides any two of (a, b, c) then it also divides the third one.
Lemma 19. Suppose (a, b, c) are integers with no common factor that are the sides
of a triangle with angles (α, β, 2π/3). Then 2b+ a is relatively prime to each of a,
b, and c.
Proof. By Lemma 18, 2b + a is relatively prime to b and a. It remains to prove
2b+a is relatively prime to c. Suppose, for proof by contradiction, that p is a prime
that divides both c and 2b+ a. Then p is not 2, since then c and a would both be
even, contradicting Lemma 18.
Suppose, for proof by contradiction, that p = 3. Then mod 3 we have 2b+a ≡ 0.
Adding b to both sides we have 3b + a ≡ b. But 3b ≡ 0, so a ≡ b. Now c =
a2 + b2 + ab = (a + b)2 − ab ≡ a2 mod 3, since a ≡ b. Since p|c we have p|a2 and
hence p|a. Hence a and b are both divisible by 3, contradiction, since (a, b) are
relatively prime. Hence p 6= 3.
Then we have, mod p,
c ≡ 0
c2 ≡ a2 + b2 + ab
2b+ a ≡ 0
Substituting c = 0 in the last two equations we have
0 ≡ a2 + b2 + ab(14)
2b+ a ≡ 0(15)
From the second equation we have a ≡ −2b. Since a and b are relatively prime,
and p 6= 2, this implies that neither a nor b is divisible by p. Substituting a = −2b
in (14), we have
0 ≡ 4b2 + b2 − 2b2
≡ 3b2
0 ≡ b2 since p 6= 3
0 ≡ b
Then a ≡ −2b ≡ 0. Hence p divides both a and b, contradiction, since a and b are
relatively prime. That completes the proof of the lemma.
Remark. Using the techniques of [3], Corollary 6.3.15, p. 353, we are able to
parametrize the solutions of c2 = a2 + b2 − 2ab by two integer parameters (s, t)
34 MICHAEL BEESON
or one rational parameter s/t. Having worked this out, and used it in preliminary
versions, in the end I found simpler proofs without it. Nevertheless I mention the
reference in case it may be useful to somebody.
11.3. The area equation for an isosceles tiling with γ = 2π/3.
Lemma 20. Let isosceles triangle ABC with base angles α be N -tiled by a tile
with angles (α, β, 2π/3). Assume α/π is irrational. Let X be the length of the equal
sides AB and BC. Then the area equation is
X2(2b+ a) = Nbc2
Proof. By the law of cosines,
a2 = b2 + c2 − 2bc cosα
cosα =
b2 + c2 − a2
2bc
=
b2 + (a2 + b2 + ab)− a2
2bc
=
2b2 + ab
2bc
cosα =
2b+ a
2c
(16)
Twice the area of ABC is X2 sin(π − 2α) = X2 sin 2α. The area of the tile is
Nbc sinα. Equating the area of ABC to N times the area of the tile, we have
X2 sin 2α = Nbc sinα
2X2 sinα cosα = Nbc sinα
2X2 cosα = Nbc(17)
Substituting for cosα the value from (16),
2X2
(
2b+ a
2c
)
= Nbc
X2(2b+ a) = Nbc2
That completes the proof of the lemma.
11.4. A necessary condition.
Lemma 21. Let isosceles triangle ABC with base angles α be N -tiled by a tile with
angles (α, β, 2π/3) and sides (a, b, c). Then 2b+ a divides N .
Remarks. Thus if N is prime, N = 2b + a. Also, this lemma gives us an a priori
bound on (a, b, c), namely N .
Proof. Let X be the length of the equal sides AB and BC. According to Lemma 20,
X2(2b+ a) = Nbc2.
By Lemma 18, a, b, and c are pairwise relatively prime. By Lemma 19, 2b + a is
relatively prime to each of a, b, and c. Then by the area equation, 2b + a divides
N . That completes the proof.
Let the positive integer N be given. We will give an algorithm that provides
a necessary, but not sufficient, condition for the existence of an N -tiling of some
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isosceles triangle ABC with base angles α by a tile with angles (α, β, 2π/3) and
integer sides (a, b, c) with no common factor. It is based on the following theorem:
Theorem 10. Let isosceles triangle ABC with base angles α be N -tiled by a tile
with angles (α, β, 2π/3) and sides (a, b, c). Then 2b+ a divides N , and Nb/(2b+ a)
is a square. These conditions can be tested efficiently, given N , so that their failure
(which shows that no N -tiling of this kind exists) can be determined in a finite
(usually short) time. For N < 33 these conditions fail, so there are no such tilings
for N < 33.
Remark. It is a necessary condition, not a sufficient one. If the conditions hold,
that does not imply that a tiling exists. See Table 5.
Proof. Suppose there is such a tiling. According to Lemma 21, 2b + a divides N .
According to the area equation,(
X
c
)2
=
(
Nb
2b+ a
)
Therefore Nb/(2b+a) is a rational square, and since it is an integer, it is an integer
square, say m2. That completes the proof of the theorem, except for the fact that
the conditions fail for N < 33, which is a computational fact discussed below.
Fig. 15 exhibits SageMath code that implements the algorithm implicit in The-
orem 10.
Here is an English description of the algorithm:
Search through all pairs (a, b) such that 2b+ a divides N .
For each such (a, b), test whether Nb/(2b+ a) is a square.
Compute c according to the equation c2 = a2+b2+ab. If c is not an integer then
there is no tiling with this (a, b, c); continue searching. If (a, b, c) have a common
factor, reject this (a, b, c).
If we get this far, we cannot disprove the existence of a tiling by this algorithm,
so print out N and (a, b, c).
The results of running the code in Fig. 16 for N between 3 and 200 are shown
in Table 5. Note that prime numbers 37, 71, and 193 are not ruled out, and two of
those are congruent to 3 mod 4. Hence the possibility of N prime for this kind of
tiling is not ruled out by the area equation and boundary-tiling conditions.
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Figure 16. SageMath code to implement Theorem 10
def checkIsosceles(N):
for a in range(1,N):
for b in range(1,(N-a)/2+1):
# if gcd(a,b) != 1: it is faster to omit this check
# continue
if N % (2*b+a) != 0:
continue
msq = N*b/(2*b+a)
if not is_square(msq):
continue
csq = a^2 + b^2 + a*b
if not is_square(csq):
continue
c = sqrt(csq)
if gcd(a,gcd(b,c)) != 1:
continue;
print("%d (%d, %d, %d)" % (N,a,b,c))
Table 5. N < 200 and (a, b, c) not ruled out by Theorem 10.
N (a, b, c)
33 (5, 3, 7)
37 (5, 16, 19)
46 (7, 8, 13)
65 (3, 5, 7)
71 (39, 16, 49)
74 (56, 9, 61)
130 (16, 5, 19)
132 (5, 3, 7)
148 (5, 16, 19)
154 (8, 7, 13)
184 (7, 8, 13)
193 (143, 25, 157)
12. Open problems
The methods and results of this paper leave us still unable to answer some
fundamental questions. Here we list several.
(i) What is the smallest N such that some isosceles triangle with base angles
α can be N -tiled by a tile of the form γ = 2α? The smallest such tiling so far
explicitly constructed has more than five million tiles. In fact, we do not even know
the smallest N such that some isosceles triangle can be tiled by the tile with sides
(4, 5, 6).
(ii) If an isosceles triangle is N -tiled by a tile with γ = 2α, or γ = 2π/3, is N
necessarily even?
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(iii) Is it possible to N -tile some isosceles triangle with N a prime number? [Only
the case γ = 2π/3 is open.]
(iv) Is there an efficient algorithm for determining of input N whether there is
any isosceles triangle that can be N -tiled?
In all the possible cases of Laczkovich’s tables, except the non-equilateral ABC
with γ = 2π/3, we have been able to show (either in this paper or in unpublished
work) that given N , there is a finite set ∆ of tiles (a, b, c) and triangles ABC such
that either there is no N -tiling falling under that line of the table, or one of the finite
set permits an N -tiling. Hence, there is always an algorithm, albeit inefficient, for
determining if there is an N -tiling. The inefficiency arises from the exponentially
large number of ways of placing N tiles of a specific shape into a specific ABC. If
we can find a nice necessary and sufficient condition on ABC and N for a tiling to
exist, then we will get an efficient algorithm. We were able to find such conditions
for equilateral ABC and for the non-isosceles ABC with 3α+β = π, and of course
the case when the angles are all rational multiples of π is known. But we were not
able to find such conditions for isosceles ABC.
13. Conclusions
We have studied the possible tilings of an isosceles triangle ABC by a tile that
is a right triangle, or by a tile of the form (α, β, 2α) where the base angles of ABC
are equal to α. In the case of a tile (α, β, 2α), we derived a necessary condition
from the area equation, and we made use of directed graphs inspired by Laczkovich
to prove that the tile is necessarily rational in both cases (although the proofs are
different, and the second case is more complicated).
We analyzed the case of a right-angled tile thoroughly enough to give a complete
characterization of the possible values of N for which ABC can be N -tiled. Namely,
Theorem 4 says N is twice a square or twice a sum of squares, and characterizes
the possible sums of squares e2 + f2 by e/f = tanα.
In the case of a tile with γ = 2α, we gave a necessary condition, using the area
equation and the law of cosines for the tile. That this necessary condition is not
trivial is shown by our proof that N cannot be prime. (That is also true for right-
angled tile, since then N has to be even.) N = 20 is the least number for which we
do not know whether a tiling exists, and 5861172 is the smallest N for which we
are certain a there does exist a tiling.
Finally, in the case of a tile with γ = 2π/3, we gave a necessary condition and
an algorithm to check it; N = 37 is the least number for which we do not know
whether a tiling exists, and 1878500 is the least number for which we are certain
there does exists a tiling.
See the previous section for a list of open problems.
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