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INTRODUCTION 
A significant endeavor in all areas of psychology, clas­
sification or grouping has long been deemed important in 
psychopathology. The earliest attempts were made by the 
Greeks, which lead eventually to the more sophisticated ef­
forts of Kraepelin , and ended with current systems such as 
the Diagnostic Statistical Manual of Mental Disorders, sec­
ond edition (DSM-II)(Morf, Miller, & Syrotuik, 1976). In 
general, classification allows for organization and summari­
zation of data, provides a means for future observations to 
be assigned to an appropriate category, and allows for pre­
dictions to be made based on group membership (Anderberg, 
1973; Hartigan, 1975). Classification of symptoms of psycho-
pathology specifically serves a number of purposes: 
1.) to describe similarities and differences among the 
patterns of symptoms exhibited by various patients, 2) to 
make predictions on variables not used in the classification 
such as prognosis for change, types of behaviors to expect, 
therapeutic techiques and environment most likely to be ef­
fective, and need for medication, 3) to allow for commun­
ication among individuals using the system, and 4) to pro­
vide a basis for theorizing (Blashfield, 1973) . 
Yet, in spite of the accepted usefulness of classifica­
tion, existing classification schemes such as the DSM-II and 
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other related attempts at classification exhibit a number of 
weaknesses- Criticisms include 1) poor reliability or the 
fact that any two clinicians examining the same symptoms are 
likely to classify the same patient in different groups due 
to the large overlap of symptoms in various categories and 
the error seemingly unavoidable in clinical judgment (Meehl, 
1956), 2) poor coverage or the fact that large numbers of 
patients cannot be reasonably classified in any one of the 
existing categories, and 3) poor predictive validity or 
poor ability to predict such things as behaviors, prognosis, 
and response to treatment. 
Multivariate statistical procedures such as cluster 
analysis have been the focus of recent attempts to devise 
more effective classification schemes (Dahlstrom, J.97 2; 
Blashfield & Draguns, 1976). These techiques are empirical­
ly based and thus provide reliable and objective means of ar­
riving at homogeneous subgroups (Blashfield & Draguns, 1976). 
Also, since the advent of high speed computers, larger 
amounts of data on larger groups of subjects can be consid­
ered in arriving at meaningful classifications. After these 
groups have been defined using cluster analytic techniques, 
the next step is to delineate the characteristics and be­
havioral correlates which are shared by members of each group 
such that future patients can be more reliably placed in an 
appropriate group. Thus the potential exists for increased 
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predictive validity and increased likelihood for predicting 
effective treatment methods (Strauss, Bartko, & Carpenter, 
1973; Skinner, Reed, & Jackson, 1975). 
The Minnesota Multiphasic Personality Inventory (MMPI), 
closely related to psychopathology, has also been the sub­
ject of numerous attempts to locate meaningful profile groups. 
Recently, configurai approaches which explore the patterned 
relationships among scales have lost favor and have been re­
placed by simpler two-point code interpretation methods. The 
best available classification techniques can group, at best, 
70% of a typical group of profiles. At that point, profiles 
are being forced into groups, and thus group homogeneity de­
creases along with reliability and predictive validity of the 
classifications. Up until this time cluster analytic techni­
ques have seen only limited applications to the problems of 
grouping MMPI profiles. These have largely been within the 
confines of one diagnostic category (Goldstein s Linden, 1959, 
on alcoholism, Blackburn, 1975, on anti-social personalities, 
for example). It would seem that the values of cluster anal­
ysis already discovered by researchers in the areas of gener­
al psychiatric classification could also be reaped in the 
area of MMPI profile classification. 
The positions taken in this study are that (1) cluster 
analysis can effectively revive the use of configurai MMPI 
profile interpretation, (2) previous studies applying 
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cluster analysis to MMPI profile classification have not uti­
lized much of the information potential of cluster analysis, 
and (3) cluster analysis can be successfully applied as a 
meaningful classification technique to MMPI profiles in gen­
eral, providing additional statistically based interpretive 
information thus far unavailable. The first step in examin­
ing the potential utility of cluster analysis in this area 
would seem to be a direct comparison between the results of 
grouping using the best currently available grouping techni­
ques and the results of cluster analysis on the same pro­
files. Thus, additional unique information obtained through 
use of cluster analysis can be examined as well as the over­
lap with existing systems. By expanding the use of cluster 
analysis in this manner, it is hoped that ultimately the 
most effective balance can be achieved between coverage of a 
grouping technique on one hand, and the homogeneity and pre­
dictive validity of individual groups on the other hand. In 
other words, when coverage increases as more members of a 
population are incorporated into a set of groups, the homo­
geneity of these groups decreases. An effective grouping 
procedure needs to find an effective balance between these 
two opposing goals. 
MiMP I 
The MMPI, useful as a structured, objective, personality 
assessment tool, provides vast amounts of information in the 
patient responses to the 550 different items. Formed through 
comparison of responses of normal adults to responses of per^-
sons in various diagnostic categories, the clinical scales 
have been the traditional means of grouping items. The com­
bination of an individual's scores on these clinical scales 
thus becomes his profile (Dahlstrom, Welsh, & Dahlstrom. 1972). 
In earliest interpretations, groups of profiles with 
similar high points on single scales were used as a basis for 
description and diagnosis. Results, however, were quite dis­
appointing. It became apparent that combinations of scales 
would be a stronger basis of grouping than single scales. 
Thus researchers began searching for effective profile group­
ing methods in hopes of increasing homogeneity and predicta­
bility . 
At the same time, and in a relevant vein, a controversy 
was raging between clinical and actuarial interpretations 
of clinical data- Meehl (1956), on the basis of earlier con­
clusions in favor of the actuarial approach, called for an 
actuarial approach to interpretation of MMPI profiles. In 
his words he was looking for a "good cookbook" which would 
show the actuarial correlates of reliably grouped profiles. 
As a result of this call, cookbooks began to appear. 
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One such cookbook was developed on a profile "power" 
basis. Gilberstadt and Duker [1965) used their clinical 
perience in VA Hospitals to select groups of frequently occur-
ing profiles which seemed to be cardinal types in that they 
grouped certain trait clusters. Patients with these types 
were compared on lists of demographic variables, psychiatric 
symptoms, and personality descriptions. On this basis, rules 
were developed for selecting MMPI profiles to fit various 
groups such that highly homogeneous groups were formed, 
Marks and Seeman (1963) also used profile frequency and 
their clinical experience as a basis for selecting "classic" 
profiles. These profiles were carefully studied and refined 
until a stringent set of rules for the profile configuration 
required for membership was established. Given membership 
in one of the groups, a particular set of descriptors, actuar­
ially determined, could be applied to a single profile based 
on the Marks and Seeman (1963) system. 
These represent the most widely-known configurai at­
tempts at cookbook construction. In another vein of inter­
pretation, the two-point high point method has long been a 
basis for cookbooks (for example, Carson, 1969; Drake s 
Getting, 1959; Good & Brantner, 1961; Hathaway S Meehl, 1951) . 
Many researchers have, in fact, become advocates of the rwo-
point code method after applying the more complex rules of 
Gilberstadt and Duker (1965) and/or Marks and Seeman (1963) . 
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Of the problems with the configurai systems, the major 
criticism seemed to be low coverage (many profiles could not 
be grouped) when the systems were applied to different popu­
lations (Cone, 1956; Fowler & Coy1e, 1968; Huff, 1965; 
Pauker, 1955; Sines, 1965; Webb, 1970). The relaxation of 
rules, however, allowed classification of many more profiles 
(Briggs, Taylor.& Tellegen, 1966; Fowler & Coyle, 1968; 
Payne & Wiggins, 1968) . 
Recent evidence has weighed against the configurai sys­
tem (for example, Goldberg, 1965, 1969, 1972; Stilson S 
Astrup, 1965) s-uggesting that no significant advantage was 
gained through use of the complicated configurai methods 
over simpler linear methods such as the two-point code meth­
ods. In an extensive research project, Gynther, Altman, and 
Sletten (1973) have developed and replicated a two-point 
code system in which they report that (1) related code types 
(i.e. 4-9 and 9-4) nearly always have the same correlates; 
(2) three-point codes do not differ sufficiently from their 
"parent" two-point codes to make the difference worth invest­
igating; (3) males do not generally have correlates signi­
ficantly different from females in each of the code types; 
and finally, (4) that interestingly, correlates of a moder­
ately elevated two-point type do not differ significantly 
from those of a highly elevated type. Lewandowski and 
Graham (1972) obtained similar results in their own repli-
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cated study. These results were impressive enough to con­
vince Marks, Seeman, and Haller (1974) to adopt a system 
which relaxes the old Marks and Seeman (1963) rules and be­
comes basically a two-point code system. 
These two-point code systems, then, represent the best 
interpretive method currently available. However, these 
methods still allow, at best, classification of only 65% to 
70% of MMPI profiles, and there is still room for improve­
ment in the areas of reliability of classification and pre­
dictive validity. The search continues for ways of achiev­
ing a more effective balance between these opposing elements. 
The author contends, as does Meehl (1972), that the possi­
bilities for configurai profile analysis have not been ex­
hausted. It seems logical that a system which could success­
fully make use of the vast amounts of profile information 
available in addition to the two highest points could as­
sist existing systems in achieving this more effective bal­
ance. One method of grouping and classifying profiles, 
cluster analysis, has been used in only limited capacities 
thus far in MMPI profile classification. 
Cluster analysis 
Cluster analysis in its simplest forms occurs naturally 
in our everyday lives in any situation in which categorical 
placement of objects, persons, or variables is desired. 
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Anderberg (1973) describes it as a search for category struc 
ture among a group of observations, followed by assignment o 
observations to categories. Techniques are designed to gener 
ate hypotheses about category structure, which are especial­
ly useful in instances where there are too many grouping pos 
sibilities to enumerate all of them and select the best. 
Hartigan (1975) calls clustering a formal, planned, purpose­
ful, scientific classification, which can serve to name, dis 
play, summarize, or predict. 
Data to be classified or grouped are usually multivari­
ate in nature, and, therefore, most cluster analytic tech­
niques in their current state of refinement require the use 
of high speed computers. As techniques have become more so­
phisticated, their acceptability as techniques of statisti­
cal analysis have also increases. 
In the field of psychology, the usefulness of techniques 
which organize and classify and reduce data is apparent. 
Particularly in the clinical areas where complex data must 
routinely be handled, cluster analysis allows simultanecus 
consideration of large numbers of subjects on numerous vari­
ables in order to arrive at more meaningful classifications 
(Strauss, Bartko, & Carpenter, 197 3} . Psychologiscs hav-n 
made applicarions of many cluster analytic techniques 
their own special problems. Ward (1963) and Lorr, 3ishop, 
and McMair (196 5) are probably tiie tv/o most frequently 
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applied techniques and Hartigan (1975), Everitt (1974), 
Overall and Klett (1972), and Anderberg (1973) provide up-to-
date explanations, definitions, and information on tech­
niques. Anderberg (1973) is particularly useful since it is 
readily understood by the typical psychologist. Cattell 
(Cattell & Coulter, 1966; Cattell, 1968; Cattell, Coulter, & 
Asuoka, 1966) has also become a spokesman on taxonomic prin­
ciples. Blashfield (1976), in a recent important article 
compared four cluster analytic techniques on the basis of 
their usefulness in grouping psychological data. 
The Blashfield (1976) article heralds the arrival of 
cluster analysis as a major psychological technique. Through 
his comparison of four major techniques, Blashfield warns po­
tential users of the wide variation in results depending on 
the techniques selected. He also urges skepticism in exam­
ining cluster solutions in that solutions can vary from 
"repartitioned noise to accurately discovering the popula­
tions underlying a mixture" (Blashfield, 1976, p. 337). He 
suggests various methods that can be used in testing the re­
liability of such solutions such as using numerous cluster 
analytic techniques and choosing the most frequent classifi­
cation scheme or performing cluster analysis on randomly 
chosen subsets of the data. 
Psychological person profiles have long been the subject 
of analysis (e.g.) Cronbach & Gleser, 1953) and more recently 
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the subject of cluster analysis (Ward & Hook, 1953; Keat & 
Hackaian, 1974). Strauss, Bartko, and Carpenter C1974) ex­
plored the usefulness of cluster analysis in the classifica­
tion of profiles made on psychiatric patients such that group 
membership could be a basis for prediction. They clustered 
100 archetypal psychiatric patient profiles using four differ­
ent cluster analytic procedures to explore differential ef­
fects. They also discussed the differences in results which 
can occur based on numerous data handling decisions made be­
fore analysis is completed. The importance of obtaining re­
liable, replicable clusters was also discussed. These are 
all-important issues in clustering and will be discussed in 
greater detail in later chapters. 
Price and Moos (1975) suggest another use for cluster 
analysis in classifying psychiatric in-patient treatment en­
vironments. A "profile" of each environment was created 
from scores on each of several criteria. Results revealed 
six types of in-patient environments and suggestions were 
thus available as to the suitableness of various environ­
ments for various types of patients. 
Thus, with statistical limitations and considerations 
in mind, cluster analysis has dealt successfully with such 
complicated entities as person profiles. This study seeks 
to apply clustering to yet another type of person profile, 
the MMPI profile. Various attemots have been made to make 
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such an application. These will be examined now. 
Cluster analysis applied to MJIPI profiles 
All profiles, MMPI or otherwise, have characteristic (1) 
level or elevation, (2) pattern or shape, and (3) scatter 
or variability (Cronbach & Gleser, 1953). These statistical 
characteristics are an important element of consideration in 
this study. Of the various indices of profile similarity 
available, each deal with these three characteristics in a 
different manner. Thus emphasis will be placed on this as­
pect of the studies cited. 
As mentioned earlier, the majority of the cluster anal­
ytic MMPI studies to date have focused on a particular diag­
nostic category or type of patient. The largest group of 
studies in this area deal with alcoholic patients (Goldstein 
& Linden, 1969; Partington & Johnson, 1969; Skinner, Jackson, 
& Hoffman, 1974; Nerviano, 1976; Skinner, Reed, & Jackson, 
1975). Goldstein and Linden (1969) were the first to at­
tempt cluster analysis on MMPI profiles of alcoholics. The 
authors made note of the fact that they wanted to consider 
both shape and elevation in their profile similarity index. 
2 They ruled out Nunnally's (1962) distance function (D = 
n * 1 ^ 9  1  2  E (X - X ) where X and X equal the two profiles being 
k = i k k 
compared and n equals the number of points on each profile) 
as giving inadequate consideration to shape; however, they 
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did not state clearly which measure they finally selected? 
Lorr, Bishop, and McNair's analysis (1965) was the cluster­
ing technique used by Goldstein and Linden (1959) in arriving 
at four clusters of profiles which appear, at least visually, 
to differ in terms of level and pattern. Nerviano (1975) 
also used the Lorr, Bishop, and McNair (1965) clustering 
technique to arrive at seven groups of alcoholics. Skinner, 
Reed, and Jackson (1976) hoped that their eight alcoholic 
types would generalize to psychiatric patients in general. 
Their analysis employed a method developed by Skinner for con­
sideration of level, shape, and scatter individually. One of 
the objectives of this research with alcoholics was to point 
out the necessity of separate modes of treatment for different 
types of alcoholics. 
A study of groups among opiate addicts was done by 
Berzins, Ross, English, and Haley (1974). In their analysis, 
profiles were standardized and a correlation matrix was used 
as the basis for determining profile similarity. Thus, pat­
tern alone was used to determine similarity of profiles. 
Level and scatter are excluded when a correlation matrix is 
used (Wiggins, 1973). Two different types of addicts were 
isolated which, according to Berzins etal, indicates that dif­
ferent types of treatment should be used for the two groups. 
In a study of personality patterns among short-term 
prisoners, Holland and Holt (1975) clustered MMPI profiles 
using the Overall and Klett C1972) procedure. They used K-
corrected T-scores directly from the profiles as their data, 
with the distance measure as the index of profile similar­
ity. With this measure, level, pattern, and scatter are 
given equal consideration. Thus the most powerful of the 
three will have significant influence on cluster formation. 
In this study, four clusters of prisoner profile types were 
located. Level is clearly the most powerful component, par­
ticularly in isolating the type IV profiles from the other 
three types. One of the considerations in this study was 
cluster reliability or replicability. This issue becomes the 
question of whether the clusters were formed at random or on 
the basis of a stable structure. Holland and Holt (1975) 
checked this reliability by splitting the data in half and 
running simultaneous cluster analyses on each half. If 
clustering were reliable, clusters would be fairly similar 
for each half. This is indeed what Holland and Holt (1975) 
found. 
Blackburn (19 75) used cluster analyses to group MMPI 
profiles of psychopathic individuals. He standardized his 
scores in Z-score form before developing a correlation matrix 
as his profile similarity measure. Thus, profiles were 
grouped on pattern similarities only. He found four differ­
ent groups or personality types among individuals diagnosed 
as anti-social personalities. He thus calls into question • 
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the "classic" characteristics of psychopathy. 
Unwed mothers' profiles were also classified via Ward's 
(1963) cluster analytic method (Horn & Turner, 1975). Their 
index of similarity was the index, which, as discussed be­
fore, gives equal consideration to level, shape, and scatter. 
However, it is obvious to the author that the three profile 
groups found here were formed almost entirely on the basis 
of profile level or elevation. 
It seems, then, after reviewing the applications of 
cluster analysis to the MMPI, that in determining cluster 
similarity, analyses considered pattern alone or all three 
elements (level, pattern, and scatter) simultaneously. Since 
level seems to be the most powerful factor in several studies 
and would probably obscure the effects of pattern and scatter, 
(Horn & Turner, 1975; Holland & Holt, 1975) it would seem 
that consideration of the differential effects of level and 
pattern could shed new light on the grouping procedure. Such 
a consideration advocated by Guertin (1966), has been includ­
ed in this study. 
The previous groups of studies examined only selected 
narrow ranges of pathology. Since the attempt in the re­
search was to compare groups formed according to a wide var­
iety of two-point codes to groups formed using cluster anal­
ysis, profiles were drawn from wider diagnostic categories 
and a wider range of pathology. It was hoped that cluster 
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analysis would add information from a différent perspective 
and that, perhaps with this added information, clinicians 
could more closely approach the goals of adequate classifi­
cation. A related study has been conducted. Reilley and 
Little (1975) selected 35 criterion profiles from MMPI lit­
erature and added the 19 profile types identified by 
Gilberstadt and Duker (1965) . The results of their cluster 
analysis indicated that the classic profiles seemed to 
group according to the diagnostic categories typically ap­
plied to the profiles. (For example, all the various types 
of schizophrenic profiles formed one cluster). Thus the pos­
sible usefulness of cluster analysis with MMPI profiles in 
general was indicated. 
Demographic variables 
Since performing cluster analysis and making group mem­
bership comparisons would not provide any indication of the 
nature of the group differences which might exist, it was 
important to include a means for anchoring these groups in 
clinical reality. Thus, various patient variables such as 
sex, age, race, education and others were collected in ad­
dition to the MMPI profile information in order to allow- for 
clinically-based group comparisons. This i.s by no means a new 
research area as demographic variables such as these have 
long been studied in relation to MMPI profiles. The most 
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frequently studied variables have been age,' sex, and race. 
Some of the pertinent findings are discussed below. 
For example, high points on scales 1, 2 ,  and 3 seem to 
increase in elevation with age, while peaks on scales 4, 6, 3, 
and 9 are most common among young patients (Aaronson, 1958; 
Calden & Hokanson, 1959; Gynther & Shimkunas, 1966). In re­
lation to two-point codes, Marks and Seeman (1963) and Lâcher 
(1968) found 1-2/2-1, 1-3/3-1, 2-3/3-2 and 2-7/7-2 profiles 
associated with the oldest patient samples and 4-9/9-4, 4-6/ 
6-4, 4-8/8-4, and 8-9/9-8 profiles associated with the young­
est samples. 
In the study of two-point codes in relation to sex, 
Webb (1971) completed an extensive study of 12,000 psychiat­
ric patients. Of the two-point codes to be examined in this 
study, Webb found the following codes more frequent among 
males than females: 1-2/2-1, 2-8/8-2, 7-8/8-7, 1-3/3-1, 
2-4/4-2, 4-6/6-4, and 4-8/8-4 profiles occurred more often 
among females than males, while 2-7/7-2, 6-8/8-6, 6-9/9-6, 
8-9/9-8, and 4-9/9-4 profiles occurred with equal frequency 
among sexes. As far as MMPI interpretation is concerned, the 
general conclusion seems to be the same interpretation or set 
of descriptors can be applied to a profile regardless of sex 
(Marks & Seeman, 1963; Gynther, Altman & Sletten, 1973). 
Race differences on the MMPI have been the subject of 
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recent intensive study. To summarize the results relevant to 
this study, two-point codes 8-9/908, 6-8/8-6, and 2-4/4-2 
seem to occur more frequently among black psychiatric patients: 
than among white patients (Costello, Tiffany, S Gier, 1972; 
Gynther, Altman & Sletten, 1973; Miller, Knapp, & Daniels, 
1968). However, the most important conclusion of these stud­
ies was that black profiles could not be interpreted with the 
same descriptors as those used for similar white profiles. 
The same caution applied to other minority groups of geo­
graphically isolated groups. 
In summary, the projected use of cluster analysis in 
this study was as an aid to current two-point code group­
ings. It would seem that valuable information could be 
gained in comparing and contrasting the two grouping tech­
niques. It has also been proposed that studying the sep-
rate contributions of level and pattern to group formation 
will provide additional insight. Overall, the long-term 
goals of research of this type are (1) to increase the inter-
pretability of the MMPI and thus its usefulness as a pre­
dictor in the areas of personality and psychopathogy and (2) 
to broaden the scope of prospective use of cluster analysis 
in the complex areas of personality and diagnostics. 
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Hypotheses 
(1) Groups formed on the basis of two-point codes will 
be different from those formed during cluster analysis. 
This was expected as information in addition to two highest 
points was considered as in clustering the profiles. In 
spite of the numerous studies previous attempts at config­
urai analysis (Cone, 1965; Fowler & Coyle, 1968; Huff 1965; 
Pauker, 1965; Sines, 1966, Webb, 1970), this author along 
with Meehl (1972) contends that configurai analysis can be a 
useful technique given the proper approach. Cluster analy­
sis of MMPI profile configurations, an approach which has not 
been widely explored, is expected to indicate that it may be 
such a proper approach. 
(2) Level will be the strongest determinant of cluster­
ing when all three profile elements (level, pattern, scatter 
are considered simultaneously (Horn & Turner, 1976; Holland & 
Holt, 1975). 
(3) There are significant pattern differences among MMPI 
profiles which will appear only after level and scatter have 
been removed in the standardized clusters as in Berzins, 
Ross, English, and Haley (1974), Blackburn (1975), and hy­
pothesized by Guertin (1966). 
(4) Since more information is considered in clustering 
profiles than in traditional grouping procedures, demographic 
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variables are expected to more clearly differentiate clusters 
than the traditional groups. In other words, more signifi­
cant differences in demographic variables are expected to be 
found among clusters than among groups. No previous research 
attempts to relate demographic variables to MMPI profiles 
grouped through use of cluster analysis. In fact, existing 
research on configurai approaches to profile grouping would 
suggest that the reverse of the above hypothesis is true. 
(Goldberg, 1965, 1969, 1972; Stilson & Astrup, 1966). 
(5) Demographic variables will differentially separate, 
clusters, more so for standardized clusters than for unstan-
dardized clusters. There is no previous research to support 
this hypothesis. However, Guertin (1966) suggests that pat­
tern is of prime importance in classifying profiles, and it 
seems that in analysis of pattern effects without the inter­
acting effects of level and scatter, a clearer basis will ex­
ist for relationships between clusters and demographic vari­
ables. 
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METHOD 
MMPI profiles were selected from the files of psychiatric 
in-patient profiles at Upham Hall, The Ohio State University 
Hospitals. Profiles were available for the years 1974, 1975, 
and 1975. The year 1975 was selected at random as the time 
period from which profiles would be selected. 
Twelve statistically frequent two-point codes were se­
lected for use in this study (Marks, Seeman, & Haller, 1974; 
Lachar, 1974). In order to examine varying levels of path­
ology, four of the two-point codes chosen are often being as­
sociated with psychotic disorders (2-8/8-2, 6-8/8-5, 6-9/9-6, 
8-9/9-8), four are often associated with neurotic disorders 
(1-2/2-1, 1-3/3-1, 2-7/7-2, 7-8/8-7) and the final four are 
commonly associated with character disorders (4-9/9-4, 
4-5/5-4, 2-4/4-2, 4-3/8-4). Ten profiles were selected to 
fit each of the twelve two-point codes. Thus, 120 profiles 
were used. Only profiles completed upon hospital admission 
and representing patiencs between the ages of 13 and 50 with 
profiles that could be considered valid were included (F is 
less than 25, and no more than 30 omissions, ?-K is less 
than 15). 
For each profile the following information was recorded: 
K-corrected T-scores, age, sex, race, educational level, and 
marital status. In addition, discharge diagnosis, length of 
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stay, number of psychiatric admissions, type of admission, 
and type of discharge were recorded from information in 
patient medical records. Scale 5 of the MMPI clinical scales 
was eliminated from consideration as it is scored differently 
for males and females and both sexes were considered in all 
groups here. 
Cluster analysis 
These 120 profiles were then ready for cluster analysis. 
The selection of an appropriate technique requires the con­
sideration of numerous factors. Clustering techniques can be 
either nonhierarchical or hierarchical. Nonhierarchical 
methods develop clusters based on "cluster centers." These 
"centers" are typically selected in order to provide maximal 
between-group separation. On the basis of similarity, objects 
are added to cluster centers resulting in clusters of maximal 
similarity (Baker, 1972). The earliest nonhierarchical 
methods were subjective; grouping was done by visual in­
spection only (Rao, 1952) . Later methods (Ball & Hall, 1967; 
Tryon, 1959) replaced the judgmental decisions with statisti­
cal criteria. 
Hierarchical techniques are iterative procedures which 
group subjects whose measured characteristics are most alike. 
Initially each subject or object is considered a cluster. 
The first grouping then merges the two most similar individ­
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uals or objects. As grouping proceeds, any individuals or 
objects previously grouped are treated as a single unit. 
Thus, new groups are formed by merging two individuals, merg­
ing an individual into an established group, or merging two 
groups. When all individuals finally form one large group, 
clustering is complete (Baker, 1972). The final result is a 
tree-like structure displaying every level of clustering from 
one cluster through n clusters (n = number of subjects or 
objects being clustered). 
According to Borgen and Weiss (1971) hierarchical tech­
niques are preferable in most situations because (1) they fo­
cus on relationships among clusters and (2) the number of 
clusters to be formed does not have to be specified in advance. 
The latter is important in areas where previous research pro­
vide little help in a prior determination of cluster number. 
Every level of clustering is displayed in hierarchical anal­
ysis . 
Among the methods of hierarchical cluster analysis (for 
example, single linkage, complete linkage, average linkage, 
and minimum variance). Ward's (1953) minimum variance has re­
ceived widespread support in its applications to psychologi­
cal data. 
As a result of a survey of cluster analytic literature, 
Borgen and Weiss (1971) found Ward's method to be intuitively 
meaningful, valid, and reliable. It is also a widely used. 
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currently popular method such that a potential user has much 
previous experience on which to draw. 
The most recent support for Ward's method has come from 
Blashfield (1976) in a study comparing four methods of cluster 
analysis. Fifty data sets were prepared from various popula­
tions of known mean and variance. The correlation structure 
of the data sets were also known. Four hierarchical cluster 
analytic techniques, single linkage, complete linkage, aver­
age linkage, and minimum variance (Ward's Method) were com­
pared in terms of their accuracy or ability to reproduce the 
known structure of the data sets. Ward's (1953) minimum var­
iance method obtained the highest accuracy of the four meth­
ods -
Another advantage of Ward's method is the inclusion of 
an index of error at each step which aids in selection of an 
appropriate number of clusters (Borgen, 1970). However, this 
index of error is not clearcut and interpretation of results 
still requires a degree of subjective judgment. 
Based on this support, Ward's method was selected for 
use here. The 12 K-corrected T-scores of each MMPI profile 
became a unit for analysis as cluster analysis was applied to 
the 120 profiles. A similarity index was selected for use 
in determining the distance between each pair of profiles al­
lowing clusters of profiles to form on the basis of all three 
elements of any profile; level or elevation, shape or pattern. 
and scatter or standard deviation CCronbach & Gleser, 
1953) . 
Standardization 
Since this author's criticisms of recent MMPI cluster 
analysis studies include frequent failures to distinguish the 
effects of level and pattern (Horn & Turner, 1975; Holland & 
Holt, 1975; Berzins, Ross, English, & Haley, 1974), the next 
step in analysis was designed to correct this deficit. Clus­
ter analysis was repeated after level had been removed from all 
profiles such that patterns of the profiles could be directly 
compared. In order to accomplish this, data were standard^ 
ized within each individual profile. Thus, each resulting 
individual profile formed a distribution with a mean of 50 
and a standard deviation of 10. Consequently, level and 
scatter were removed and cluster analysis was then performed 
on the 120 profiles such that clusters formed on the pattern 
of the profiles alone. 
Cluster replicability 
In all cluster analyses, there exists the danger that 
random clusters are forced from data without natural struc­
ture. and are thus not being formed on any meaningful basis. 
This possibility can be minimized through use of techniques 
for testing replicability of clusters. In other words, when 
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structure is present in the data, clusters will be stable and 
will be reasonably similar even when data are sampled under 
different conditions. One method of performing such a test, 
suggested by Campbell (1966), involves running parallel clus­
ter analyses on two or more subsamples of data-
in this particular sample of MMPI profiles, an appropri­
ate method of achieving such subsamples seemed to be simply 
dividing the set of 120 profiles into two subsamples of 60 
profiles. The division was accomplished by placing 5 of the 
10 profiles of each two-point code at random in each sub-
sample . 
Then, cluster analysis was performed on each subsample 
of standardized and unstandardized data, resulting in four an­
alyses. In order to determine the stability of the clusters, 
each set of subsample clusters was then compared to its 
"parent" analysis of all 120 profiles. Using a contingency 
table format, the degree to which profiles clustered in the 
same manner in the subsamples and the entire sample could be 
determined. This provided evidence of a stable data struc­
ture on which clusters were being formed and thus of cluster 
replicability. 
Cluster cross-comparison 
The analysis of major interest consisted of comparing 
the 12 groups of 10 profiles, each defined by a two-point code. 
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to the results of the cluster analysis of the same 120 pro­
files (both standardized and unstandardized). Thus the two-
point code clusters formed the vertical dimension of a con­
tingency table while the unstandardized clusters formed the 
horizontal dimension. The clusters were then cross-compared 
using Goodman-Kruska-1 (1954) lambda as the index of associa­
tion between dimensions of a contingency table. This pro­
cedure was repeated for the standardized clusters. In this 
manner, cluster analytic techniques were compared to widely 
used methods of profile type determination. Additional in­
terpretive information was expected to be provided by this 
innovative method of profile examination. A reasonable de­
gree of association was expected. The deviations from assoc­
iation were of special interest and were examined by the 
methods discussed below. 
Standardized clusters were then compared to unstandard-
ized clusters. In order to accomplish this, standardized 
clusters formed the vertical dimension and unstandardized 
clusters formed the horizontal dimension of a contingency 
table. Goodman-Kruskal (1954) lambda was again used as the 
index of association. It was expected that, if pattern was 
indeed a significant factor in cluster formation, the degree 
of association between standardized and unstandardized clus­
ters would be quite low. In other words, if there were sig­
nificant pattern differences among the profiles, these would 
be the basis of formation of clusters quite different: from 
those formed on the basis of level and pattern unstandard-
ized data). 
Analysis of variance and discriminant function analysis 
The final step in the analysis involved examining the 
nature of the cluster differences through use of the vari­
ables age, sex, race, years of education, marital status, 
discharge diagnosis, length of stay, number of psychiatric 
admissions, type of admission, and type of discharge- In 
order to accomplish this, a series of one-way analyses of 
variance (ANOVA) were employed for the continuous variables 
(age, years of education, length of stay, number of admis­
sions) and dichotomous variables (race, sex, type of admis­
sion and type of discharge) . Using a j^'s age as the de­
pendent variable, for example, and cluster membership of the 
same s MMPI profile as the independent variable, ANOVA 
examined clusters for significant mean differences in age. 
Although such use of a dichotomous variable as a dependent 
variable is unusual, Lunney (1970) suggests that it is an 
appropriate technique where there are at least 40 degrees of 
freedom for error. Sex, years of education, and other demo­
graphic variables were dependent variables in additional 
ANOVA's. Thus, the clusters formed by standardized and un-
standardized data as well as the 12 clusters of 10 formed 
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by the two-point code profile types were examined for dif­
ferences on the demographic variables. 
For these same variables, discriminant function analysis 
was then used to examine, in a multivariate fashion, all of 
the continuous and dichotomous demographic variables as one 
predictor set. A measure of overall separation of groups due 
to demographic variables was thus be obtained. 
Chi-square analysis 
For the remaining demographic variables, marital status 
and discharge diagnosis, % analysis was used. The nature of 
the relationship between the discrete groups of these vari­
ables and the clusters of MMPI profiles were thus be exam­
ined . 
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RESULTS 
Data description 
Ten MMPI profiles were selected to fit each of the twelve 
selected two-point codes described in the methods section. 
The resultant sample of 120 patients ranged in age from 18 to 
60. There were 56 females, and 54 males. There were 100 
whites selected and 20 blacks who had been in school from 1 
to 19 years. Forty-one were single, 59 married, and 20 
divorced or widowed. They stayed at the hospital from 2 to 
71 days, 53 were there on their first admission, and the 
others had been there 2 to 7 times previously. Ninety-four 
entered voluntarily, 26 nonvoluntarily, and when they left,15 
did so against medical advice while the other 105 waited for 
the staff's permission. Discharge diagnosis placed the group 
into the following categories: 45 schizophrenic, 11 affective 
disorders, 31 neurotics, 11 personality disorders, 6 organic 
brain syndrome, and 16 miscellaneous (alcohol and drug abuse, 
adjustment reactions, and others). 
The mean profiles of each of these 12 groups can be seen 
in Figures 1, 2, and 3; scale names are listed in Table 23. 
Brief paragraphs listing descriptors typically applied to 
each two-point code in psychiatric settings, fzawn from 
Marks, Seeman and Haller (1974), and adapted through 
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the author's clinical experience follow. 
1-2/2-1 Persons with this profile usually present 
moderate to severe depression and a wide variety of physical 
complaints which often represent the displacement of psycho­
logical conflicts over and above any organic pathology which 
may be present. Typically observed are defensiveness, depend­
ency, pessimism, nervousness, fatigue, irritability, and 
hypochondriacal trends. 
1-3/3-1 This is known as the conversion-V profile. 
Persons with this profile are typically defensive and reluct­
ant to admit emotional problems. As a result, psychological 
conflicts are often displaced and manifested in somatic symp­
toms and physical complaints over and above whatever organic 
pathology may be present. Typically observed are immaturity, 
secondary gain from physical symptoms, undue optimism, de­
pendency, and egocentricity. 
2-4/4-2 Persons with this profile often display both 
impulsive and depressive tendencies. Typically observed are 
inability to compromise, inability to face deficiencies, 
suspiciousness, immaturity, confusion, somatization, and pos­
sible alcohol abuse. 
2-7/7-2 Persons with this profile tend to be de­
pressed, fearful,and worrisome. Inability to modulate emo­
tional behavior is characteristic, even minor irritants evoke 
emergency reactions. Typically observed are rumination. 
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submissiveness, obsessing, fatigue, irritability, feelings of 
inferiority, egocentricity, and exaggerated needs for atten­
tion and affection. 
2-9/8-2 Persons with this profile tend to be de­
pressed, anxious, and withdrawn. In addition to sleep dis­
turbances, despondency, and retarded thought stream which of­
ten accompany depression, these individuals may also be rx-
periencing a thought disorder of a schizophrenic nature, in­
ner turmoil, and fear of loss of control. Typically ob­
served are suspiciousness, poor interpersonal relationships, 
and suicidal ideation. 
4-6/6-4 Persons with this profile are typically 
angry, sullen, bitter people who readily transfer blame to 
others for their problems. Much use of projection and 
rationalization doesn't prevent anxiety, however, and their 
chronic hostility prevents close interpersonal relationships. 
Typically observed are over-sensitivity, extra-punitiveness, 
self-pity, poor impulse control, resentment, and derogation 
of authority figures. 
4-8/8-4 Persons with this profile tend to be pecu­
liar, nonconforming individuals who are complusive and un­
predictable in behavior. They often have communication prob­
lems, confusion, disorganized thought patterns, and poor self-
concepts. Typically seen are both anti-social and schizoid 
features, much hostility, sexual acting out, and problems 
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with the law. 
4-9/9-4 Persons with this profile tend to be under-
controlled, immature, self-centered,and rebellious. They 
seem, to experience relatively little anxiety and do not seem 
to learn from experience. While they seem quite socially 
adept on a superficial level, there is considerable anger, 
suspiciousness, grandiosity and hostility under the surface 
and close interpersonal relationships are rare. Typically 
seen are poor judgment, acting out, and manipulativeness. 
6-8/8-6 This profile suggests paranoid, confused, 
disordered thinking of a schizophrenic nature. Delusions, 
ideas of reference, grandiose ideas, anxiety, and excessive 
fears are characteristic. Such persons are suspicious of 
others, uncooperative, unpredictable, manipulative, and 
withdrawn. Typically seen are feelings of guilt and infer­
iority, emotional immaturity, suicidal ideation, and over-
sensitivity to anything that may be construed as a demand. 
6-9/9-6 Persons with this profile tend to be dis­
oriented, confused, and report difficulty in concentrating. 
They are often unable to express emotions adaptively and 
tend to overreact to real or imagined threat. Typically 
seen are suspiciousness, ideas of reference, delusions, poor 
judgment, unpredicatability, over-ideation, impulsivity, 
anxiety, and rumination. 
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7-3/8-7 Persons with this profile are often experi­
encing much inner turmoil. They seem to be anxious, rumi­
nating, introspective, over-ideational and confused. Much 
time may be spent in fantasy and daydreaming. Schizoid 
thought patterns are also possible. Typically seen are poor­
ly developed defenses, compulsive behaviors, obsessive 
thought patterns, and suicidal ideation. 
8-9/9-8 Persons with this profile are often described 
as being agitated, restless, irritable, ruminative, and 
autistic and confused. They may be experiencing delusions, 
hallucinations, and inability to concentrate. Typically seen 
are suspiciousness, pervasive distrust, and feelings of per­
plexity and unreality. 
Cluster analysis 
As the initial step in the analysis, the 120 profiles 
were cluster analyzed using Ward's Hierarchical Analysis 
first in raw form and then in standardized form (in which 
level and scatter were removed). In examination of results, 
the 12-cluster level was of particular importance since 1) 
the original data were selected to include 12 groups of pro­
files using the two-point code grouping procedure, and 2) 
the purpose of this study was to compare the two-point code 
method to cluster analysis as a grouping procedure. Thus, 
35 
detailed cluster results were examined from the 20 cluster 
level down to the 1 cluster level in order to observe trends 
in the clustering. It was seen that in both the standardized 
and raw data, the error index (provided by Ward's method of 
analysis) seemed to increase gradually from the 20 cluster 
level to the 10 cluster level, and then climb rapidly for 
fewer numbers of clusters. It thus seemed reasonable to se­
lect the 12 cluster level and several other levels at the 10 
cluster level and above on which to perform further analyses 
in order to determine (1) the reliability of the data, and 
(2) the representativeness of the 12-cluster level as a 
basis for further-analysis. The 10 and 11-cluster levels 
were.selected to provide such a comparison. 
Cluster replicability. In order to provide an indica­
tion that clusters were forming on a meaningful basis, the 
reliability or the replicability of the clusters was ex­
amined. There are no established procedures for such a test; 
therefore, the attempt to assure replicability here is exper­
imental . 
The new data set was split into halves. This was accom­
plished by numbering the 120 profiles as they were arranged 
in their two-point code groupings and assigning odd numbered 
profiles to one-half and even numbered profiles to the other 
half. Cluster analysis was then performed on each half-clus-
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ter membership at the 12, 11, and 10 cluster level on each, 
half was compared to corresponding cluster membership in the 
"parent" analysis or analysis of all 120 profiles for both 
raw and standardized data- Goodman-.KrTiskal lambda was used 
as the index of association in making this comparison even 
though such a part-whole comparison has a positive bias. 
Still, such a technique is useful as an indication of re­
liability, as a technique for comparing the different levels 
of clustering, and also for comparing raw cluster reliability 
to standardized cluster reliability. The results are dis­
played in Table 1. With "0" meaning no overlap and "1'' mean­
ing total overlap of the clusters being compared, it can be 
seen that (1) there is essentially no difference between the 
12, 11, or 10 clustering levels and (2) clusters based on 
the raw data seem to be only slightly more replicable that 
clusters based on the standardized data. Although the 
lambdas are positively biased, they seem sufficiently high to 
indicate that clusters are probably not being formed at 
random. 
Standardized vs. raw clusters. The analysis then pro­
ceeded with the cluster results based on all 120 profiles. 
The next step was a further comparison between the raw clus­
ters and standardized clusters. With raw clusters on one di­
mension of a contingency table and standardized clusters on 
the other dimension, Goodman-Kruskal lambda reflected the 
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association between the cluster results at the 12, 11, and 
10 cluster levels. Results in Table 2 suggest that degree of 
association is curvilinearly related to number of clusters. 
In this comparison, a low degree of association is preferable. 
A high degree of association would indicate that clusters 
formed on the same basis even though the two groups of data 
are supposedly different (level, pattern, scatter included 
in the raw clusters while only pattern was considered in 
standardized clusters). The results in Table 2 with lambdas 
below .45 indicate possibly that different information is 
being provided by both sets of clusters. Thus, pattern seems 
to be an important element of clustering when allowdd to form 
clusters independently whereas the interaction of all three 
profile elements produces quite different clusters. In com­
paring levels of clustering, then, the 12-cluster level seems 
to be slightly more desirable than the 11 and 10 levels in 
terms of more differentiation between the two data sets. 
Thus, the 12 cluster level appears to be equally replic-
able and slightly more desirable in terms of differentiating 
raw and standardized data than the other two clustering levels 
chosen for comparison. This 12-level, then, seems to be rep­
resentative of the cluster results and further analyses will 
use this level in order to make direct comparison to the 12 
two-point code groups. The mean profiles for each of the 12 
raw clusters and 12 standardized clusters can be seen in 
38 
Figures 4, 5, 6, 7, 8 and 9. It should be remembered that 
cluster 1 in the raw data groups does not necessarily relate 
in any way to cluster 1 of the two-point code groups or stan­
dardized groups. The clusters were numbered for convenience 
only, not to imply any relationship between similarly num­
bered groups. 
Data set cross-comparison. One of the key analyses 
was the comparison of clustering results, both raw and stan­
dardized, to the groups formed by the two-point codes. 
Lambda was again used as the index of association as the sets 
of clusters were compared in Table 3. Once again, a lambda 
of "1" would indicate that the groups were identical while 
"0" would indicate no members in common. 
In examining the results it seems that while both sets 
•of clusters seem to have some elements in common with two-
point code groups (the standardized groups being slightly 
more similar), there is enough difference to suggest that 
perhaps the clustering methods make use of different informa­
tion than two-point code method in forming groups. This 
"difference" was of primary interest in examining what addi­
tional information clustering techniques may provide above 
and beyond that provided by two-point code methods. 
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Group differences on denographic variables, 
The next important step then was to explore the nature 
of the cluster differences. One procedure for examining this 
difference between clustering methods was to relate the clus­
ters or groups to various demographic characteristics of mem­
bers. Thus, cluster differences could be examined in terms 
of group member descriptive information. 
Three different methods were used to examine such infor­
mation: One-way ANOVA, discriminant function analysis, and 
chi-square. The results of the one-way ANOVA technique will 
be explored first. 
One-way analysis of variance. In this analysis, the 
continuous variables (age, years of education, length of 
stay, number of admissions), and the dichotomous variables 
(sex, race, type admission, and type discharge) were employed. 
Using the 12-cluster levels as the independent variable, a 
one-way ANOVA examined mean age differences between the raw 
clusters. ANOVA's were then calculated for each of the other 
demographic variables successively, and the whole procedure 
was repeated for the standardized clusters and the two-point 
code groups- Results can be seen in Tables 4, 5, and 5 with 
the means displayed in Table 7. 
The first important result was that there appeared to 
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be significant mean differences for age and sex for all 
three sets of data. A slightly higher level of significance 
exists for the standardized clusters than for the other two 
sets of clusters. For the raw clusters only age and sex can 
be used to describe the various clusters or to differentiate 
the clusters; none of the other variables approach signifi­
cance. 
Among the two-point code groups, length of stay also 
seems to significantly differentiate the various groups and 
thus could be used to describe them. Finally, in examining 
standardized results, these groups are found to have the high­
est number of descriptors. Not only age, sex, and length of 
stay, but also number of admissions and type of discharge dif­
ferentiate groups. The standardized groups, then, can be de­
scribed using 5 variables rather than 3 or 2 as in the other 
sets of data. 
In order to examine these mean differences in more de­
tail, post hoc mean comparisons were made using the Newman-
Keuls test. These results can be seen in Tables 8-17. 
In examining first of all Table 8, it can be seen that 
members of groups 11 and 12 based on raw data are signifi­
cantly older on the average than any of the other groups, 
while group 6 members seem to be significantly younger on the 
average than other groups. On Table 9, groups 11, 12, and 8 
seem to differentiate themselves from the other groups. 
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Groups 8 and 11 consist of significantly more males than all 
the other groups while group 12 seems to be more of a female 
profile than any of the other profiles. Thus, in examining 
the profiles in Figures 4, 5, and 6, it could be said that a 
person with a profile resembling group 12 will probably be a 
female over age 50- A profile resembling group 11 will prob­
ably belong to a male over age 50. A profile resembling 
group 8 is more likely to be male than female, but age would 
be difficult to predict. A group 6 profile is likely to be­
long to a young adult (early 20's) of either sex. 
In examining Tables 10 through 14, it must be remembered 
that only pattern of the profiles was considered in forming 
these standardized clusters. Five variables were significant 
in examining data in this manner. A few of the key results 
will be disvussed here. Group 11 members, for example, seem 
to be the oldest, on the average, yet be the most likely of 
all the groups to be in the hospital for the first time. 
Group 3 members, on the other hand, appear to be the youngest, 
on the averagem mostly males, and are likely to spend a rela­
tively long period of time (25 days in the average)in the hos­
pital. Then there are group 10 members who possess the second to 
the youngest average age and spend the least amount of time of 
any of the groups in the hospital. Group 6 members appear to 
be the most likely to be frequent hospital enterers and tend 
to stay over a month, on the average when they arrive. Mean 
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MMPI profiles for these groups can be 
and 9. 
Tables 15, 16, and 17 display sig 
ferences among two-point code groups. 
here are the oldest, on the average, a 
spend a relatively short period of tim 
group S members are also mostly female 
amount of time in the hospital. Group 
other hand, are mostly male and spend 
time in the hospital. Mean MMPI profi 
can be found in Figures 1, 2, and 3. 
It is interesting to note that group 10 from the two-
point code data and group 12 from the raw data possess very 
similar average MMPI profiles (see Figures 3 and 6). Both 
also possess relatively high average ages and both are pre­
dominantly female. Two-point code group 8 and raw data group 
4 are also quite similar in average profile (Figures 2 and 4) 
and are primarily female with an average age of approximately 
30. The fact that similarities such as these can be found 
suggests that cluster results are indeed reliable and are 
contributing useful information. 
The above are only a few examples of the statements 
that can be made based on the ANOVA information. Overall, 
however, it seemed that standardized clusters were the most 
useful in terms of differentiating clusters. 
found in Figures 7,8, 
nificance of mean dif-
Members of group 10 
re mostly female, and 
e in the hospital, while 
and spend the least 
4 members, on the 
the longest period of 
les for these groups 
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Discriminant function analysis. Another way to ex­
amine cluster differences is to use a multivariate technique 
to consider all of the demographic variables at once. In the 
next step of the analysis, then, discriminant function anal­
ysis was chosen as an appropriate multivariate technique. 
While the ANOVA's provided univariate information regarding 
each variable and each group, discriminant function is a means 
of examining overall differences between the 12 clusters 
based on the total set of 8 demographic variables. With 
these demographic variables as predictors and the 12 raw 
clusters as the criterion variable, 8 total discriminants can 
be extracted in this analysis ( equal to the number of 
variables). Each discriminant makes the best successive 
separation among the 12 groups. Discriminant analysis was 
then repeated for the standardized clusters and the two-
point code clusters. Tables 18, 19, and 20 display these re­
sults . 
On these tables, "percentage" refers to the percent of 
between-groups variance or predictive variance accounted for 
by each discriminant. Chi-square then tests the significance 
of group separation. 
It can be seen that one significant discriminant could 
be found among the raw data groups and the two-point code 
groups, respectively, (Tables 13 and 20). In other words, 
these results seem to be commensurate with ANOVA results in 
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which 2 and 3 predictor variables, respectively, were in-
dividaully significant. Thus, some of the group separation 
indicated by those individually significant demographic vari­
ables contributed to the overall significance of the first 
discriminant. Two indices are indicated at the bottom of 
each figure. The first index indicates that, using demo­
graphic variables as predictors, 20% of the individual pro­
files could be correctly classified among the raw and two-
point code groups. Wilks' lambda, the second index on each 
page, is a multivariate measure of overall separation of 
groups with "0" meaning perfect separation of grcups and "1" 
meaning complete overlap. Wilks! lambda are shown to be .3524 
and . 3553 for raw data and two-point code groups Tables 18 & 12. 
For standardized groups, in Table 19, however, two hihg-
ly significant discriminants and a third discrimnant ap­
proaching significance were found. In other words, there 
seems to be a higher degree of significant between-group sep-
eration among these groups. ANOVA data revealed 5 signifi­
cant demographic variables for standardized data, thus, the 
higher number of significant discriminants was expected. Us 
ing the demographic variables to predict group membership, 
20% of the subjects could be correctly classified into the 
correct standardized cluster and Wilks' lambda was .2473. 
Since the first two discriminants account for the 
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majority of variance, another way to picture the results is 
to plot the first two discriminants against one another using 
the centroids or discriminant means for each group as coordi­
nates. Group separation can thus be pictorially seen in 
Figures 10, 11, and 12, It must be remembered, however, that 
these points represent only the centers of the groups. Group 
overlap could not be seen unless all 120 points were plotted 
on each graph. In order to gain an indication of the content 
measured by the graphed discriminants,correlations were cal­
culated between the discriminant scores and each of the demo­
graphic variables. These results can be seen in Table 21. 
It can be seen that there are some similarities in pat­
terns of correlations between the raw and standardized groups. 
Discriminant I in each case is "loaded" at one pole by age 
and the other pole by sex. An age versus sex dimension is 
suggested. Length of stay seems to coincide with sex for raw 
data while number of admissions seems to relate to age for 
standardized data. For discriminant II, age, sex, and type 
of discharge are strongly related to one pole for both raw 
and standardized data. The opposite pole is weakly repre­
sented by number and type of admissions for standardized data 
and nearly nonexistent for raw data. 
Two-point code discriminants suggest different pattern­
ing. Discriminant I is strongly represented by sex and 
length of stay on one pole and only weakly related to race at 
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the other extreme- Age and type of admission represent ex­
tremes of the dimension represented by discriminant II. 
It is interesting to compare these group separations 
with the ANOVA/Newman Keuls results (Tables 8-17). For ex­
ample, groups 6 and 12 were seen to be rather extreme among 
the raw data groups in Tables 8 and 9. Their separation from 
the other groups can be clearly seen in Figure 7- Groups 4, 
3, and 11 were frequently observed at extremes of standard­
ized clusters (Tables 10-14). Their separation can be seen 
in Figure 8. Among two-point code groups (Tables 15, 16, 
and 17) the separation of groups 4, 10, and 11 uncovered by 
the ANOVA results can be seen in Figure 9. 
Chi-square analysis. Still unexamined are two of the 
demographic variables: marital status and discharge diagnosis. 
Since these variables consist of more than two discrete 
classes, it was felt that ^  would be the best choice to ex­
amine the relationship between the variable classes and the 
clusters of raw, standardized, and two-point code data sets. 
In order to examine discharge diagnoses in a.reasonable 
manner, they were grouped into major diagnostic categories: 
schizophrenia, organic brain syndrome, affective disorders, 
neurosis, and personality disorders. Several diagnoses fall­
ing outside these categories (alcohol abuse, drug abuse, ad­
justment reaction, and others) contained less than 4 subjects 
each, 16 subjects in all, and were dropped for purposes of 
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this analysis. 
The results in Table 21 for marital status and diag­
nosis are disappointing. None of the 's were significant 
at the .05 level,indicating no significant relationship be­
tween these two variables and the various sets of clusters. 
There is a relationship between discharge diagnosis and two-
point code groups significant at the .10 level. However, this 
is biased as MMPI profiles are frequently used in making this 
discharge diagnosis after being interpreted by the two-point 
code method. Thus, marital status and discharge diagnosis are 
relatively useless in describing the various clusters. 
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DISCUSSION 
The major focus of this study was on the comparison be­
tween two grouping techniques for MMPI profiles: The two-
point code method, which is among the best available methods; 
and cluster analysis, which is relatively unexplored in this 
area. The purpose was not to condemn either technique, but 
rather, to determine whether cluster analysis could provide 
information over and above that already obtained via two-
point code methods-
Appraisal of results. 
In order to obtain an overview of the outcome, results 
will be examined, first of all, as they relate to each hy­
pothesis. Hypothesis one was central in this research. A 
high degree of similarity between two-point code groups and 
the cluster of profiles would have indicated that clusters 
analysis was using the same information as two-point code 
methods to form groups and therefore was of little incremental 
use in grouping MMPI profiles. Goodman-Kruskal Lambda, which 
tested the degree of association between the clusters, re­
vealed that there were indeed differences between 1) raw 
clusters and ywo-point code groups and 2) standardized dus -
ters and two-point code groups (see Table 3) . Thus, clusters of 
profiles were formed on a different basis than the two-point 
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code groups, and hypothesis 1 was supported. It was suggest­
ed in this study that this "different basis" was the use of 
the entire profile or all the scale scores in grouping rather 
than only the two highest points. Such consideration of the 
entire profile would also allow for consideration of the pro­
file elements of level, pattern, and scatter. Therefore, it 
was profile configuration which was proposed as the reason for 
the group differentiation in qpite of previous negative results 
with configurai analyses (Cone, 1966 ; Webb,197 0, for example). 
Hypothesis two and three examined the elements of config­
uration. Hypothesis two suggested, as had been found in re­
lated studies Horn & Turner, 1976; Holland & Holt, 1975) that 
level would overshadow the effects of pattern and scatter 
when all three were considered simultaneously in the raw data. 
Graphic results which can be seen in Figures 4, 5, and 6, are 
not clear. Groups 9 and 11 appear to be differentiated from 
other groups largely on the basis of level, but pattern and 
scatter effects are apparent along with level effects in dif­
ferentiating the other groups. Therefore hypothesis two has 
no clear support. 
However, the failure to find support for hypothesis two 
was not a serious setback. If level was not the strongest 
component of grouping, it was at least a factor contributing 
to grouping along with scatter and pattern. In order to test 
hypothesis three, then, level and scatter were removed in the 
standardized data. These standardized profiles were clus­
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tered and the results compared to raw clusters (grouped on 
the basis of level, scatter, and pattern) in Table 2. These 
results support hypothesis three. The relatively low degree 
of association indicated in the table suggests that "pattern" 
independently is a viable component of MMPI profiles as the 
clusters formed without the confounded effects of level and 
scatter are different from those formed on the basis of all 
three components. 
It is not sufficient to state that differences exist be­
tween the three sets of clusters (two-point code, raw, and 
standardized) ; the nature of these differences need to be ex­
amined. Hypothesis four and five indicated several ways in 
which members of these clusters may differ when demographic 
variables were considered. Examination of Tables 4, 5, and 6, 
as well as Tables 18, 19, and 20, suggests that hypothesis four, 
which predicted greater separation for clusters than the two-
point code groups, was only partially supported. Group separa­
tion based on demographic variables is very similar for raw 
data and two-point code data rather tiian greater separation for 
raw data as was predicted. However, standardized results do act 
in the predicted direction in that demographic variables provide 
greater group separation for the standardized groups than 
either the two-point code groups (predicted in hypothesis 
four) or the raw groups (predicted in hypothesis five). 
Thus, while raw groups and two-point code groups contain 
different members (Table 3), the degree of group separation 
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based on demographic variables was quite similar. Standard­
ized groups, on the other hand, consist of different members 
than either the two-point code groups or the raw groups 
(Tables 2 and 3) and provide a higher degree of group separa­
tion than the other two sets (Tables 4, 5, 6, 18, 19 and 20). 
Therefore, clusters formed on pattern alone, with the effects 
of level and scatter removed do seem to provide additional and 
clearer profile information over that provided by two-point 
code methods. The importance of pattern in examining pro­
file similarity, suggested by Berzins, Ross, English, and 
Haley (1974), Blackburn *1975), and Guertin (1966) has been 
supported by these results. 
Clinical reality 
In studying the results with clinical uses in mind, it 
is important, first of all, to examine two-point code results 
in relation to previous studies. Examination of Figures 1, 2, 
and 3 along with Tables 15, 16, and 17 reveals that groups 9, 
10, and 11 (two-point codes 2-7/7-2, 1-3/3-1, and 1-2/2-1) 
have the oldest average age of any of the 12 groups while mem­
bers of groups 2, 3, and 7 (two-point codes 6-9/9-6, 4-8/8-4, 
and 8-9/9-8) are rhe youngest, on the average. These results 
are entirely consistent with age-related results of Aaronson 
(1958), Calden and Hokanson (1959 ), Gynther and Shimkunas (1966). 
Marks and Seaman ( 1-263) , and Lachar (1968) as discussed in 
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the review of the literature. Also, male profiles seemed to 
be groups 4,7, and 9 (two-point codes 7-8/8-7, 8-9/9-8, and 
2-7/7-2) while female profiles seemed to be groups 1, 8 and 
10 (two-point codes 4-6/6-4, 4-9/9-4, and 1-3/3-1), Of the 
three male profiles, only the 7-8/8-7 profile was found to be 
composed primarily of males. The other two profiles did not 
seem to be related to sex according to Webb, (1971). Of the 
three female profiles, 1-3/3-1 and 4-6/6-4 profiles were 
found also by Webb (1971) to be predominantly female profiles 
while 4-9/9-4 did not seem to be sex related. The race vari­
able was not significant in any of the results of this re­
search, probably because only 20 black profiles were selected. 
Therefore, race results cannot be related to previous re­
search. Other than for race, however, the sample drawn in 
this research seems to be quite representative of the MMPI 
profile population in its similarity to earlier results. 
To compare cluster analysis results (raw and standard­
ized groups) to results of previous two-point code research 
is not really meaningful. Clusters were formed on the basis 
of profile configuration similarity, not similarity of the 
two highest points. Therefore, the fact that both raw and 
standardized groups are significantly differentiated in terms 
of age and sex means that these variables are related to the 
particular configuration of each group, not the two highest 
points. For any of the groups pictured in Figures 4 through 
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9, the average configuration alone is pictured. Each member 
of a group may reflect a two-point code different from every 
other group member. 
Therefore, the relationship to previous studies was not 
explored in detail for raw and standardized groups. However, 
there are several interesting points to note. Among both raw 
and standardized groups, there are groups for which the aver­
age profiles reflect a 1-3/3-1 or conversion "V" profile. In­
terestingly, whenever this average profile appears, the group 
reflecting it seems to consist predominantly of females and 
the groups tend to be among the oldest, on the average. This 
is in line with two-point code results as reported by Marks 
and Seeman (1963), Lachar (1968), and Webb (1971). It seems 
that there must be some similarities between the configura­
tions of these clusters and the traditional 1-3/3-1 two-
point code such that group members reflect similar character­
istics . 
Standardized groups. 
The most important result of this study was the evidence 
for the usefulness of pattern in group-ing MMPI profiles. 
A summary of some of the key implications of these data fol­
lows . 
Tables 10, 11, 12, 13, and 14 display significant group 
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mean differences on each of the five demographic yariableg 
which were significant in the overall P test for standardized 
groups. Figures 7,8,and 9 reflect the average profile for 
each group- Each variable that was significant Cage, sex, 
length of stay, type of discharge, and number of admissions 1 
can be used to describe these groups. For example, group 11 
members are the oldest, and they are more likely than any of 
the other groups to have had no previous hospitalizations. 
Group three members are the youngest, predominantly male, and 
could be predicted to spend a considerable length of time in 
the hospital. Group 12 bears an average configuration simi­
lar to that of group 11 and its members are also among the 
oldest on the average; however, in contrast to group 11, 
group 12 members have been hospitalized more times, on the 
average than most of the other groups. Group 6 members more 
so than any other group, seem to require long and frequent 
hospital stays. Persons with configuration similar to group 
4 are more likely than any other group members to leave the 
hospital against medical advice, while anyone with a configu­
ration similar to groups 2, 3, 6, 10, 11, and 12 would be 
unlikely to leave agai-nst medical advice. 
Statements such as these represent all that can be reas­
onably stated about these groups at this time. The 5 demo­
graphic variables found significant in this research are in 
some way related to the configurations of each respective 
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group. This then, is the begi 
guage for these groups, which, 
to that used for two-point cod 
this research. 
nning of an "intrepretive lan-
if developed would be similar 
es in the results section of 
Implications 
The potential usefulness of cluster analysis with MMPI 
profiles, particularly standardized profiles, has been indi­
cated. Using only profile pattern to establish groups, clus­
ter analysis formed groups which achieved a higher degree of 
group separation than the two-point code groups or the clus­
ters based on raw data. 
This is only an initial step, however, and. numerous steps 
would need to be carried out before such clusters would be 
deemed useful as interpretive tools. For example, this clus­
ter analysis technique for profile patterns would need to be 
extended to large random samples of profiles drawn from 
all areas of pathology and normal profiles. The positive re­
sults found here would need to be reproduced in numerous clus­
ter analyses of widely varied samples. Only if the technique 
survived such rigorous tests would it be feasible to develop 
it as an interpretive technique. In order to proceed with 
this development, "interpretive language" or descriptors, 
behaviors, and symptoms would need to be attached to the fi~ 
nal set of groups and a reliable means would need to be found 
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for assigning future profiles to the appropriate group. The 
major drawbacks in the development of such a system would be 
the cost of cluster analytic procedures and the limited avail­
ability of computer facilities. Two-point code methods have 
a distinct advantage in their simplicity and in the fact that 
profiles can easily be assigned to groups. Unless the tech­
nique suggested in this research would be shown to.be a sig­
nificant improvement over two-point code methods (in order to 
justify the cost) and means could be found to allow interpre­
tation by an individual clinician without computer facilities, 
it would probably not be practical. 
If such limitations could be overcome and the above men­
tioned steps were completed, the cluster-derived groups would 
be ready for use interpretively and predictively. Since the 
purpose of this study was to determine whether cluster tech­
niques could augment two-point code systems, it is interest­
ing to speculate on the results if the above-described system 
would be combined with the existing two-point code system. 
In such a system profiles could be simulataneously grouped 
from two different perspectives. It is possible that such a 
dual system would increase the number of profiles which could 
be grouped under one system if not the other (coverage) with­
out decreasing the homogeneity of either system, and predic­
tive validity would increase as volume and quality of classi­
fying criteria increase. These, as stated previously, are 
the goals of any grouping or classifying system. These 
statements are however, speculative as this research does not 
address these issues. 
In summary, then, the use of cluster analysis showed po­
tential for revival of the configurai approach to classifying 
MMPI'profiles. Groups formed on the basis of cluster anal­
ysis were different from those based on two-point codes. 
Also, as predicted, making use of more of the information po­
tential from each profile (all scale scores rather than only 
the two highest points) provided for a clearer, closer re­
lationship with descriptive data than that provided by two-
point code groups. In correcting a fault of other recent 
studies in making use of full profile information (level, 
pattern, and scatter) as well as considering pattern individ­
ually, the superiority of groups based on pattern was in­
dicated of the demographic variables used in this study to 
explore the nature of cluster differences, five can be used 
in describing these clusters based on pattern or the stand­
ardized clusters while only 2 or 3, respectively, could be 
used in describing raw clusters and two-point clusters. As 
mentioned previously, this study provides only an indica­
tion of usefulness, and further research with drawbacks in 
mind will be required if the potential of this technique is 
to be realized. Its development, however, could increase the 
interprefeability of the .MMPI and thus increase its usefulness 
as a diagnostic tool and predictor in the area of psycho-
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pathology. Finally the usefulness and versatility of clus­
ter analysis as a grouping or classifying technique has again 
been indicated. Its potential usefulness throughout the areas 
of personality and psychopathology has only begun to be real­
ized , (cf./ Blashfield & Draguns, 1976). Use of cluster anal­
ysis with the much criticized systems of diagnosis, classifi­
cation, and prediction could provide much needed changes in 
reorganizing and revitalizing the entire area. 
BIBLIOGRAPHY 
Aaronson, B,S. Age and sex influences on MMPI profile peak, 
distributions in an abnormal population. Journal of 
Consulting Psychology, 1958, _2_2, 203-206. 
Anderberg, M.R. Cluster analysis for applications. New York 
Academic Press, 1973. 
Baker, F. Numerical taxonomy for educational researchers. 
Review of Educational Research, 1972, 4_2_, 345-348. 
Ball, G.H., & Hall, D. J.A. A clustering technique for sum­
marizing multivariate data. Behavioral Science, 1957, 
27, 948-950. 
Berzins, J.I., Ross, W.P., English, G.E., & Haley, J.V. Sub­
groups among opiate addicts: A typological investiga­
tion. Journal of Abnormal Psychology, 1974, 8_^, 65-73. 
Blackburn, R. An empirical classification of psychopathic 
personalities. British Journal of Psychiatry, 1975, 
127, 456-460. 
Blashfield, R. Evaluation of the DSM-II classification of 
schizophrenia nomenclature. Journal of Abnormal 
Psychology, 1973, 8_2_, 383-389. 
Blashfield, R. An empirical classification of the psycho­
pathic personality. British Journal of Psychiatry, 1975 
127 , 456-460. 
Blashfield, R.K. Mixture model tests of cluster analysis: 
Accuracy of four agglomerative hierarchical methods. 
Psychological Bulletin, 1976, 8_3 , 377-388. 
Blashfield, R.K., S Draguns, J.G. Evaluative criteria for 
psychiatric classification. Journal of Abnormal 
Psychology, 1976, 3 5, 140-150. 
Borgen, F.H. Taxonomic analysis of occupational environments 
A comparison of two grouping methods. Unpublished doc­
toral dissertation. University of Minnesota, 1970. 
50 
Borgen, F.H-, & Weiss, D. Cluster analysis and counseling 
research. Journal of Counseling Psychology, 1971, IS, 
583-591. 
Briggs, P.P., Taylor, M., & Tellegen, A.A. A study cf che 
Marks and Seeman MMPI profile types as applied to a sam­
ple of 2,375 psychiatric patients. Research Laboraror-
ies Report No. PR-66-5, Department of Psychiatry, uni­
versity of Minnesota, 1966, 
Calden, G., & Hokanson, J.E. The influence of age on re­
sponses. Journal of Clinical Psychology, 1559, 1^, 194-
195 . 
Campbell, J. Comparison of criterion clus-ers obtained by 
analyzing the homogeneity of a set cf regression equa­
tions and the matrix of intercorrelations. Educational 
and Psychological Measuremen", 1966, 2^, 405-417. 
Carson, R.C. Interpretive manual to the MM?I- In J.N. 
Butcher (Zd.), MMPI: Research developments and clinical 
applications. New York: McGraw-Hill, 1969. 
Cattell, R-B. Taxonomic principles for locating and using 
types (ana the derived taxonomic computer program). In 
B. Kleinmuntz (Ed.), Formal -representation of human judg­
ment . New York: Wiley, 1968. 
Catcell, R.B., & Coulter, M.A. Principles of behavioral tax­
onomy computer program. The British Journal of Mathemat­
ical and. Statistical Psychology, 1366, 237-271 . 
Cattell, R.3., Coulter, M.A. S Asuoka, 5- The taxonometric 
recognition of types and functional smergents. In 
Cattell, R.3. (3d.), Handbook of multivariate experi-
mental psychology. Chicago: Rand McNally, 1966. 
Cone, J.D. A note on Marks' and Seemans' rules for actuarial­
ly classifying psychiatric patients. Journal of Clinical 
Psychology, 1966, 2_2, 270. 
Costello, R.M., Tiffany, D.W. s Gier, R.H. Methodological is­
sues and racial comparisons on the MI-IP I. Journal of 
Consulting and Clinical Psychology, 19 7 2, 3 8, 161-153. 
Cronbach, L., & Glesar, G. Assessing similarity between pro­
files . Psychological Bulletin, 19 5 3 , 5_0, 456-473. 
61 
Dahlstrom, W-G. Personality systematics and the problem of 
types. Morristown, N.J.: General Learning Press, 1972. 
Dahlstrom, W.G., Welsh, G.S., & Dahlstrom, L.E. An MMPI hand­
book (Vol. I). Minneapolis: University of Minnesota 
Press, 1972. 
Dahlstrom, W.G., Welsh G.S., & Dahlstrom, L.E. An MMPI hand­
book (Vol.11). Minneapolis: University of Minnesota 
Press, 1975. 
Drake, L.E., & Getting, E.R. An MMPI codebook for counselors. 
Minneapolis: University of Minnesota Press, 1959. 
Everitt, B. Cluster analysis. New York: Wiley, 1974. 
Fowler, R.D., & Coyle, F.A. A comparison of two MMPI actu­
arial systems used in classifying an alcoholic out­
patient population. Journal of Clinical Psychology, 1968, 
24, 434-435. 
Gilberstadt, H., & Duker, J. A handbook for clinical and act-
arial MMPI interpretations. Philadelphia: W.B. 
Saunders Company, 1965. 
Goldberg, L.R. Diagnosticians vs. diagnostic signs: The 
diagnosis of psychosis vs. neurosis from the MMPI. 
Psychological Monographs, 1965, 79. 
Goldberg, L.R. The search for configurai relationships in 
personality assessment: The diagnosis of psychosis vs. 
neurosis from the MMPI. Multivariate Behavioral Re­
search , 1969, 4_, 523-536. 
Goldberg, L.R. Some recent trends in personality assessment. 
Journal of Personality Assessment, 1972, 3_6, 457-560. 
Goldstein, S.G., & Linden, J.D. Multivariate classification 
of alcoholics by means of the MMPI. Journal of Abnorm­
al Psychology, 1969, 7_4, 661-659. 
Good, P.K.E-, & Brantner, J.P. The physicians's guide to 
the MMPI. Minneapolis: University of Minnesota Press, 
1961. 
Goodman, L., & Kruskal, W. Measures of association for cross 
classification. Journal of the American Statistical 
Association, 1954, 49. 732-764. 
62 
Guertin, W.H. The search for recurring patterns among in­
dividual profiles. Educational and Psychological meas­
urement , 1966, 151-165. 
Gynther, M.D., Altman, H,, S Sletten, I.W. Development of an 
empirical interpretive system for the .MMPI: Some after-
the-fact observations. Journal of Clinical Psychology, 
1973, 2£, 232-234. 
Gynther, M.D., Altman, H., Warbin, R.W., & Sletten, I.W. A 
new actuarial system for MMPI interpretation: Rationale 
and methodology. Journal of Clinical Psychology, 1972, 
£8, 173-179. 
Gynther, M.D., & Skimkunas, A.M. Age and MMPI performance. 
Journal of Consulting Psychology, 1966, 118-121-
Hartigan, J.A. Clustering algorithms. New York: Wiley, 1975. 
Hathaway, S.R., & Meehl, P.E. An atlas for the clinical use 
of the MMPI. Minneapolis: University of Minnesota Press, 
1951. 
Holland, R.,& Holt, N. Personality patterns among short-term 
prisoners undergoing pre-sentence evaluations. Psycho-
logical Reports, 1975, 3J_, 827-836. 
Horn,. J.M. & Turner, R.G. Minnesota multiphasic personality 
inventory profiles among subgroups of unwed mothers. 
Journal of Consulting and Clinical and Clinical Psycho­
logy , 1976, 25-33. 
Huff, F.W. Use of actuarial descriptions of personality in 
a mental hospital. Psychological Repor~s, 1965, 17, 
224 . 
Keat, D.3. II, & Hackman, R.B. A method of clustering per­
son's profiles. Journal of Psychology, 1974, £7_, 253-
261. 
Lachar, D. MMPI two-point code-type correlates in a state 
hospital population. Journal of Clinical Psychology 
1968, 2±, 424-427. 
Lachar, D. The MMPI: Clinical assessment and automated 
interpretation. Los Angeles: Western Psychological 
Services, 1974. 
63 
Lewandowski, D., S Graham, J,R. Empirical correlates of 
frequently occurring two-point MMPI code types: A repli­
cated study. Journal of Consulting and-Clinical Psycho­
logy, 1972, 39, 467-472. 
Lorr, M., Bishop, P.F., & McNair, D.M. Interpersonal types 
among psychiatric patients. Journal of Abnormal Psycho­
logy, 1965, 70, 468-472. 
Lunney, G.H. Using analysis of variance with a dichotomous 
variable: An empirical study. Journal of Educational 
Measurement, 1970, 1_, 263-269. 
Marks, P.A., & Seeman, W. The actuarial description of ab­
normal personality; An atlas for use with MMPI. Balti- . 
more; Williams & Wilkins Company, 1963. 
Marks, P.A., Seeman, W., & Haller, D.L. The actuarial use of 
the MMPI with adolescents and adults. Baltimore: 
Williams & Wilkins Company, 1974. 
Marks, P.A., & Sines, J.O. Methodological problems in cook­
book construction. In J.N. Butcher (Ed.), MMPI Research 
developments in clinical applications. New York: 
McGraw-Hill, 1969. 
Meehl, P.E. Wanted: A good cookbook. American Psychologist, 
1956, 1^, 262-272. 
Meehl, P.E. Reactions, reflections, projections. In J.N. 
Butcher (Ed.), Objective approaches in personality as­
sessment . New York: Academic Press, 1972. 
Miller, C. Knapp, S.C., & Daniels, C.W. MMPI study of Negro 
mental hygiene clinic patients. Journal of Abnormal 
Psychology, 1968, 7_3, 168-173. 
Morf, M.E., Miller, C.M. & Syrotuik, J.M. A comparison of 
cluster analysis and Q-factor analysis. Journal of 
Clinical Psychology, 1976, 22' 59-64. 
Nerviano, V.J. Common personality patterns among alcoholic 
males: A multivariate study. Journal of Consulting 
and Clinical Psychology, 1976, 4_4, 104-110. 
Nunnally, J. The analysis of profile data. Psychological 
Bulletin, 1962, 59, 311-319. 
64 
Overall, J-S-, & Klett, C,J- Applied multivariate analysis. 
New York: McGraw-Hill, 1972, 
Partington, J.T., & Johnson, P.G. Personality types among al­
coholics. Quarterly Journal of Studies on Alcohol, 1969, 
30, 21-34. 
Pauker, J.D. MMPI profile stability in a psychiatric in­
patient population- Journal of Clinical Psychology, 
1965, 21, 281-282. 
Payne, F.D., & Wiggins, J.S. The effects of rule relaxation 
and system combination on classification rates in two 
MMPI "cookbook" systems- Journal of Consulting and Clin­
ical Psychology, 1968, 22' 734-736. 
Price, R-H., & Moos, R.H. Toward a taxonomy of inpatient 
treatment environments. Journal of Abnormal Psychology, 
1975, 181-188. 
Rao, C-R. Advanced statistical methods in biométrie research. 
New York: Wiley, 1952-
Reilly, S.R., & Little, D.K. Hierarchical grouping as an 
aid in MMPI interpretation. Paper presented at the 
annual meeting of the American Psychological Associa­
tion, Chicago, Illinois, August, 1975. 
Skinner, H.A-, Jackson, D.N., & Hoffman, H. Alcoholic per­
sonality types: Identification & correlates. Journal 
of Abnormal Psychology, 1974, 83^, 558-666. 
Skinner, H.A., Reed, P.L., & Jackson, D.N. Toward the ob­
jective diagnosis of psychopathology: Generalizability 
of model personality profiles. Journal of Consulting 
and Clinical Psychology, 1976, ££, 111-117. 
Sines, J.O. Actuarial methods as appropriate strategy for 
the validation of diagnostic tests. Psychological Re­
view, 1966, 71, 517-523. 
Stilson, D-W., & Astrup, C. Nonlinear and additive methods 
for long-term prognosis in the functional psychoses. 
Journal of Nervous and Mental Disorders, 1956, 141, 
517-523 . 
65 
Strauss, J.S., Bartko, J.J., & Carpenter, W.T. The use of 
clustering techniques for the classification of psychi­
atric patients. British Journal of Psychiatry, 1974, 
122, 531-540. 
Tryon, R.C. Domain sampling formulation of cluster and fac­
tor analysis. Psy chometrika, 1959, 2_4, 113-135. 
Ward, J.H, Hierarchical grouping to optimize an objective 
function. Journal of the American Statistical Associa­
tion, 1963, 5^, 236-244. 
Ward, J.H., & Hook, M.E. Application of hierarchical group­
ing procedure to a problem of grouping profiles. Educa­
tional and Psychological Measurement, 1963, 23_, 59-82. 
Webb, J.T. The relation of MMPI two-point codes to age, sex 
and education level in a representative nationwide 
sample of psychiatric outpatients. Paper presented at 
the Annual Meeting of the Southeastern Psychological 
Associates, Louisville, April, 1970. 
Webb, J.T. Regional and sex differences in MMPI scale high-
point frequencies of psychiatric patients. Journal of 
Clinical Psychology, 1971, 27^, 483-486. 
Wiggins, J.S. Personality and prediction: Principles of per­
sonality assessment. Reading, Massachusetts; Addison-
Wesley, 1973. 
66 
ACKNOWLEDGEMENTS 
I would like to thank, first of all, my major professor, 
Fred Borgen, for all his guidance and assistance and the ex­
tra effort required for completion of this dissertation when 
we were separated by nearly 600 miles. 
In addition, I would like to express my gratitude to 
John Kangas for his advice and his help in arranging for me 
to collect my data at The Ohio State University Hospitals. 
Finally, I would like to thank my committee members: 
Norm Scott, Bob Strahan, Arnie Kahn, and Russ Canute for 
their valuable suggestions and criticisms in helping me 
achieve a quality finished product. 
67 
TABLES 
68 
TABLE 1 
Cluster replicability; Half to whole comparison 
lambdas 
Raw data 
Odd 
Even 
Number of clusters 
12 11 10 
.59 .55 .55 
.74 .74 .77 
Standardized data 
Odd 
Even 
.71 
.47 
.70 
. 51 
.70 
.53 
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TABLE 2 
Lambdas: Standardized clusters versus 
unstandardized clusters 
Number of clusters Lambda 
12 
11 
10 
. 405 
, 436 
, 426 
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TAB.LE 3 
Data set cross-comparison lambdas 
Data sets compared Lambda 
Raw data to two-point codes .316 
Standardized data to two-point codes .432 
Standardized data to raw data '.40S 
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TABLS 4 
One-way ANOVA: Raw clusters 
Independent variable F 
Age 2,53 , 007 
Sex 1,87 ,051 
Race 0 .68 . 688 
Education 1.32 .223 
Length of stay 1.28 . 246 
Number of admissions 0.49 .495 
Type of admission 1.50 . 140 
Type of discharge 1.17 .318 
TABLE. 5 
One-way ANOVA;' Standardized clusters 
Independent variable 
Age 2.75 . 004 
Sex 2.83 . 003 
Race 0.94 . 511 
Education 0.70 . 685 
Length of stay 2.42 . 010 
Number of admissions 1.75 .071 
Type of admission .75 . 665 
Type of discharge 2.89 . 003 
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TABLE 6 
One-way ANOVA; Two-point code clusters 
Independent variable F P 
Age 2.20 .019 
Sex 3.32 . 001 
Race 0.81 . 623 
Education 0,85 .590 
Length of stay 1.75 .072 
Number of admissions 0 . 95 . 495 
Type of admission 0 . 90 .539 
Type of discharge 0 . 33 .139 
TABLE 7 
One-way AKOVA means 
Raw cluste rs 
Variable 1 2 3 4 5 
Age 31. 81 35.48 36.77 28. 57 37 . 28 
Sex 1. 50 1.48 1.30 1. 15 1. 28 
Race 1. 06 1.19 1.23 L • 29 1. 27 
Education 10. 63 11. 90 12 . 69 13. 00 10. 91 
Length of stay 27. 31 24. 05 20. 00 24. 00 22. 73 
No admission 1. 94 2. 00 2 . 08 2 . 14 2 . 73 
Type of admission 1. 13 1. 48 1.46 1. 57 1. 73 
Type of discharge 1. 13 1.19 1. 08 I.  00 1. 09 
Standardized c lusters 
Age 30. 65 33. 57 23 . 50 42. 67 31. 25 
Sex 1. 21 1. 00 1.70 1. 17 1. 50 
Race 1. 21 1. 14 1. 00 1. 00 1. 08 
Education 10. 86 13. 57 12.10 12. 33 11. 00 
Length of stay 15. 54 21. 36 21.10 16. 83 23 . 67 
No admission 2. 79 2.71 1.80 1. 50 1. 67 
Type of admission 1. 57 1. 57 1.40 1. 33 1. 42 
Type of discharge 1. 07 1.00 1. 00 1. 67 1. 17 
Two -po inr code clusters 
Age 38, 80 30.30 28. 60 37. 40 30. 30 
Sex 1. 20 1.30 1.40 1. 90 1. 40 
Race 1- 20 1.20 1. 00 1. 10 1. 10 
Education 10 . 50 12. 50 11. 70 10. 80 11. 40 
Length of stay 16. 70 19. 40 31.40 38. 90 21. 40 
No admission 2 . 50 2. 20 2 . 80 2 . 00 1. 70 
Type of admission 1. 50 1, 50 1. 60 1. 50 1. 80 
Type of discharge 1. 10 1. 10 1. 20 1. 10 T_ ^ 20 
75 
Raw clusters 
6 7 8 9 10 11 12 
22 .40 35 . 50 31.57 34.83 38.55 56.00 51. 13 
1 . 40 1 . 58 1.86 1. 67 1.45 2 .00 1.13 
1 . 00 1 . 25 1. 00 . 1. 17 1.09 1.00 1. 25 
11 . 00 12 .25 12.29 11.00 10 .45 14 . 67 11. 50 
19 . 80 31 . 33 41. 14 26.33 14 . 54 29 . 00 19.75 
1 . 60 2 .00 2 . 29 2.33 2.45 3 . 00 2.50 
1 . 20 1 . 17 1.57 1.17 1.18 1. 00 1.25 
1 . 00 1 .08 1. 14 1. 17 1.18 1. 67 1.00 
Standardized clusters 
36 . 20 36 . 00 40.00 40. 50 29.40 50.40 48. 50 
1 . 20 1 .71 1.50 1. 67 1 . 40 1.20 1.17 
1 - 40 1 . 20 1.07 1. 17 1. 20 1.40 1 .33 
10 . 80 11 . 60 12.00 11. 08 12. 60 11.40 12 . CO 
31 . 20 38 . 00 25. 57 15.50 15 . 00 25. 00 20.33 
3 . 80 2 . 08 2.36 1.92 1. 60 1. 20 3 . 00 
2 . 20 1 . 33 1.43 1. 17 1.40 1. 00 1.33 
1 . 00 1 . 08 1.14 1.33 1. 00 1. 00 1. 00 
Two-point code clusters 
34. 90 28. 20 31. 10 41. 20 46. 00 45 . 00 39 . 00 
1. 50 1. 80 1. 10 1. 70 1. 10 1. 60 1. 40 
1. 30 1. 20 1. 30 1. 10 1. 30 1. 20 1. 10 
12. 00 12 . 00 12. 00 13 -40 11. 70 10 . 80 11. 30 
21. 90 27. 70 15. 70 25 . 00 16 . SO 26. 00 33 . 30 
2 . 90 1. 50 1. 80 1. 90 2 . 30 1. 90 2 . 70 
1. 40 1. 50 1. 20 1. 20 1. 20 I. 00 1 . 20 
1. 10 1. 00 1. 10 1. 10 1. 20 1. 20 1 . 10 
TABLE 8 
Neumari'-Keula results; Age, raw data 
Means 6 4 8 1 9 2 7 3 5 10 1 2 11 
X6=22. 40 6.17* 9, 17* 9. 41* 12 .43* 13 . 08* 13, 10* 14. 37* 14 , 87* 16.15* 28 . 73* 33 . 60* 
X4=28. 57 3. 00 3 . 24 6 . 26* 6 . 90* 6 , 93* 8. 20* 8, 70* 9 ,97* 22. 55* 27 . 43* 
X8=31. 57 0. 24 3 . 26 3 . 90* 3. 93* 5, 20* 5. 70* 6.97* 19. 55* 24. 43* 
X i = 3 1. 81 3 . 02 3 , 66 3 , 69 4 , 96* 5, 46* 6,73* 19. 31* 24 . 19* 
X9=34. 83 0. 64 0. 67 1. 94 2 . 44 3 ,71 16. 29* 21. 17* 
X2=35. 48 0 . 02 1. 29 1 . 80 3 . 07 15. 65* 20. 52* 
X7-=3 5 . 5 0 1, 27 1. 77 3.05 15. 63* 20 . 50* 
X3=37. 77 0 . 50 1.78 14 . 36* 19 . 23* 
X5=37. 27 1. 27 13 . 85* 18. 73* 
XI0^38. 55 12 . 58* 17 . 45* 
X12=51. 13 4 . 88* 
Xll=56.00 
TABLE 9 
Newnjan-Keul S recuits; 
Sex, r^w dgta 
Means 12 4536 10 2 1798 11 
X12=l.125 ,018 1.48* , 183* , 275* . 330* ,351* , 375* ,458* , 542* , 732* . 875* 
X4 =1.14 3 .13* , 165* , 257* . 312* . 333* .357* .440* ,524* .714* . 857* 
X 5 =1.273 . 035 , 127 , 182* , 203* , 227* ,310* , 394* . 584* ,727* 
X3 =1.3 08 , 092 . 14 7* . 168* . 192* . 275* ,359* . 549* . 692* 
X6 =1.400 . 055 ,076 . 100 . 183* . 267* ,457* , 600* 
X10=l.4 55 ,021 . 045 .128 .212* . 402* . 545* 
X2 =1.4 76 .024 , 107 . 191* . 381* . 524* 
XI =1.500 . 083 . 167* . 357* . 500* 
X7 =1.583 . 084 , 274* .417* 
X9 =1.667 . 190* , 333* 
xa =1.857 .143* 
Xll=2.000 
1 = female 
2 •- male 
TABLE 10 
Newman-Keuls results; Age, 
standardized data 
Means 3 10 1 5 2 7 6 8 9 4 12 11 
X3 =23.50 5.9* 7.14* 7.75* 10.07* 12.50* 12.70* 16.50* 17.00* 19.17* 25.00*26.90* 
X10=29.40 1.24 1.85 4.17 6.60* 6.80* 10.60* 11.10* 13-27* 19.10*21.00* 
XI =30.64 .61 2.93 5.36* 5.56* 9.36* 9.86* 12.03* 17.86*19.76* 
X5 =31.25 2.32 4.75* 4.95* 8.75* 9.25* 11.42* 17.25*19.15* 
X2 =33.57 2.43 2.63 6.43* 6.93* 9.10* 14.93*16.83* 
X7 =36.00 .20 4.00 4.50* 6.67* 12.50*14.40* 
X6 =36.20 3.80 4.30* 6.47* 12.30*14.20* 
X8 =40.00 .50 2.67 8.50*10.40* 
X9 =40.50 2.17 8.00* 9.90* 
X4 =4 2.67 5.83 7.73* 
X12=48.50 1.90 
XII = 50 . 40 
TABLE II 
Newinan-Keuls results; Sex, 
standardized data 
Means 2 4 12 6 11 1 10 5 8 9 3 7 
X2 =1 . 00 . 17* . 17* . 20* . 20* . 21* . 40* . 50* . 50* . 67* . 70* .71* 
X4 =1. 1667 . 00 . 03 . 03 . 04 .23* .33* .33* . 50* . 53* . 54* 
X12=l. 17 . 03 . 03 . 04 . 23* .33* ,33* . 50* , 53* . 54* 
X6 =1. 20 . 00 .01 . 20* . 30* . 30* .47* . 50* . 51* 
Xll=l. 20 .01 . 20* . 30* . 30* .47* . 50* . 51* 
XI =1 . 21 .19* . 29* . 29* .46* . 49* . 50* 
X10=l. 40 . 10 ,10 . 27* . 30* . 31* 
X5 =1 . 50 . 00 . 17* . 20* .21* 
X8 =1 . 50 . 17* . 20* .21* 
X9 =1 . 67 .03 . 04 
X3 =1. 70 . 01 
X7 =1.71 
1 = female 
2 = male 
TABLE 12 
blewmari'-Keuls results; Length of stay, 
standardized data 
Means 109 1 4 12 2 5 11 8 3 5 7 
X10=15. 00 .50 ,64 1. 83 5. 33 6 . 86* 8, 66* 10, .00* 10, 57* 11 . 10* 16. 20* 23 . 00* 
X9 =15. 50 . 14 1. 33 4. 83 6. 36* 8. 16* 9 . 50* 10, 07* 10. 60* 15. 70* 22 . 50* 
){1 =15. 64 1. 19 4 . 69 6. 22* 8. 02* 9 , 36* 9 . 93* 10. 46* 15. 56* 22 . 36* 
X4 =16, 03 3. 50 5. 03 6. 83* 8 .17* 8 . 74* 9. 27* 14 . 37* 21 ,17* 
X12=20. 33 1. 53 3 . 33 4 . 67 5 . 24 5. 77 10. 87* 17 . 67* 
X2 =21. 86 1 . 80 3 . 14 3 . 71 4 . 24 9, 34* 16 . 14* 
X5 =23. 66 1 . 34 1 . 91 2 . 44 7 . 54* 14 . 34* 
Xll=25. 00 05 1. 10 6. 20* 13 .00* 
X8 =25. 57 • 0 5 5. 63* 12 .43* 
X3 =26. 10 5. 10* 11 . 90* 
X6 =31. 20 6 . 80* 
X7 =38.00 
. 20 
. 50 
. 60 
. 67 
. 80 
. 92 
. 00 
. 36 
.71 
.79 
.  00  
. 00 
TABLE 13 
Newman-Keula results} Number 
admissions, standardized data 
LO 5 3 9 7 8 2 1 12 6 
4 .47 . 60* .72* . 88* 1. 16* 1 . 51* 1. 59* 1.80* 2. 60* 
1 . 17 .30 .42 . 58* . 86* 1 . 21* 1.29* 1. 50* 2.30* 
. 07 . 20 . 32 . 48* . 76* 1 .11* 1. 19* 1.40* 2 . 20* 
. 13 . 25 .41 . 69* 1 . 04* 1.12* 1.33* 2.13* 
. 12 . 28 . 56* .91* . 99* 1.20* 2 . 00* 
. 16 . 44 * .79* . 87* 1. 08* 1.88* 
. 28 . 63* .71* .92* 1.72* 
. 35 ,43 . 64* 1. 44* 
; 
. 09 . 30 1.10* 
.21 1.01* 
.80* 
TABLE 14 
Newman^Keuls results; Type of 
discharge, standardized data 
Means 2 3 6 10 11 1 2 1 7 8 5 9 4 
X2 =1.00 0 0 0 0 , 0 ,07 , 08 , 14* . 17* .33* . 67* 
X3 =1.0 0 0 0 0 ,07 . 08 . 14* . 17* . 33* . 67* 
X6 =1.0 0 0 0 ,07 . 08 . 14* . 17* . 33* . 67* 
Xi0=l.0 0 0 , 07 , 08 , 14* . 17* . 33* . 67* 
Xll = l. 0 0 . 07 , 08 . 14* . 17* .33* . 67* 
X12=1.0 ,07 . 08 .14* . 17* .33* . 67* 
XI =1.07 
.01 . 07 . 10 . 26* . 60* 
X7 =1.08 
78 =1.14 
X5 =1.17 
. 06 .  0 9  
. 03 
. 25* 
. 19* 
.16* 
. 59* 
. 53* 
. 50* 
X9 =1,33 
. 34* 
X4 =1,67 
1= standard release 
2 = against medical advice 
TABLE 15 
Newnian-Keiils results; Age, 
two-polnt code data 
Means 7 3 2 5 8 6 4 1 12 9 11 10 
ix
 
II to
 
CD
 
2 , 4 2. 1 2 . 1 2. 9 6. 7* 9, 2* 10. 6* 11. 1* 13 . 0* 16. 8* 17 . 8* 
X3 =•20. 6 1. 7 1 . 7 2. 5 6. 3* 8, 8* 10. 2* 10. 7* 12 . 6* 16. 4* 17 . 4* 
X2 =30. 3 0. 0 • 8 4 . 6* 7, 1* 8. 5* 9, 0* 10. 9* 14 . 7* 15 . 7* 
X5 =30. 3 8 4. 6* 7. 1* 8. 5* 9. 0* 10. 9* 14 . 7* 15 . 7* 
X8 =31, 1 3 . 8* 6. 3* 7 . 7* 8. 2* 10. 1* 13. 9* 14 . 9* 
X6 =34. 9 2, 5 3 . 9 4 , 4 6, 3* 10 . 1* 11. 1* 
X4 =37. 4 1 . 4 1 . 9 3 . 8 7 . 6* 8, 6 * 
XI =38. 8 5 2 . 4 6. 2* 7. 2* 
X12=39. 3 1 . 9 5. 7* 6. 7* 
X9 =41. 2 3. a* 4 . 8* 
Xll=45. 0 1. 0 
X10=46.0 
TABLE 16 
Newinari'-Keuls results,• Sex, 
two-point code data 
Means 8 10 1 2 3 5 12 6 11 9 7 4 
X8 ^1. 1 0 . 1 . 2* . 3* ,3* . 3* ,4* , 5* . 6* ,7* . 8* 
X10=l, 1 . 1 ,2* .3* ,3* .3* .4* .5* .6* ,7* . 8* 
XI =1. 2 . 1 . 2* . 2* ,2* . 3* . 4* . 5* .6* .7* 
X2 =1. 3 . 1 . 1 . 1 . 2 *  ,3* . 4* .5* . 6 * 
X 3  =1 . 4 . 0  .0 . 1 . 2* .3* .4* .5* 
X5 ==1. 4 .0 . 1 , 2* . 3* .4* . 5* 
X12=l. 4 . 1 .2* .3* .4* . 5* 
X6 =1 . 5 . 1 . 2* . 3* .4* 
Xll=l. 6 , 1 , 2* . 3* 
X9 =1. 7 . 1 . 2* 
X7 =1. 8 . 1 
X4 =1.9 
1 = female 
2 = male 
TABLE 17 
Newm^n-Keuls results; Length of 
stay two-ppint code data 
Means 8110 2 56 9 11 7 3 12 4 
X8 = 15. 7 0 1. 1 3 . 7 5, 7 6. 2 10. 3* 10. 3* 12 . 0* 15, 7* 17. 6* 23 . 2* 
XI = 15. 7 1 . 1 3 . 7 5. 7 6. 2 10. 3* 10 . 3* 12 . 0* 15. 7* 17 . 6 * 23 . 2* 
X10 = 16. 8 2 . 6 4. 6 5. 1 9. 2* 9. 2* 10. 9* 14 . 6* 16. 5* 22. 1* 
X2 = 19. 4 2. 0 2. 5 6. 6 * 6, 6* 0, 3* 12. 0* 13 . 9* 19. 5* 
X5 = 21. 4  # 5 4. 6 4 . 6 6. 3* 10. 0* 11. 9* 17 . 5* 
X6 = 21. 9 4, 1 4 . 1 5. 8 9. 5* 11. 4* 17 , 0* 
X9 = 26. 0 0 . 0 1, 7 5. 4 7 , 3* 12, 9* 
Xll = 26. 0 1. 7 5. 4* 7 . 3* 12 . 9* 
X7 = 2 7 . 7 3. 7 5. 6* 11. 2* 
X3 = 31 . 4  1. 9 7 . 5* 
X12 = 33 . 3 5. 6* 
X4 ^ 30. 9 
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TABLE 18 
Discriminant function analysis: 
Demographic variables to predict raw score clusters 
Discriminant Percentage 2 
Number ' Variance 'f. DP P 
(1) 33, 08 113,70 88 , 032 
(2) 28.79 77. 78 70 . 247 
(3) 17.22 45.90 54 .776 
(4) 11.36 25.74 40 .961 
(5) 5.48 12.02 28 . 996 
(6) 2 . 07 5.19 18 . 999 
(7) 1.29 2.55 10 . 990 
Cases correctly classified = 20% 
Wilks' Lambda = .3524 
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TABLE 19 
Discriminant function analysis: 
Demographic variables to predict standard clusters 
Discriminant Percentage 
Number Variance DF P 
(1) 32. 92 152.29 88 0,00 
(2) 26.30 105.26 70 0.003 
(3) 19.08 66. 22 54 0.123 
(4) 10.12 36. 57 40 0.626 
(5) 7. 04 C
O m
 
H
 28 0 .870 
(6) 3.22 7. 94 18 0 . 980 
(7) . 82 2.33 10 0.993 
Cases corrently classified - 29.17% 
Wilks' Lambda = .2473 
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TABLE 20 
Discriminant function analysis: 
Demographic variables to predict two-point 
code groups 
Discriminant Percentage 
Number Variance 
(1) 45 . 20 
(2) 24 .75 
(3) 15.32 
(4) 5.88 
(5) 4.26 
(6) 3.44 
(7) . 72 
r DF P 
112.79 88 . 037 
55 . 54 70 . 366 
37. 13 54 . 961 
18.78 40 . 998 
11. 34 28 . 998 
5. 90 18 , 997 
1.49 10 . 999 
Cases correctly classified - 20% 
Milks' Lambda = .3553 
TABLE 21 
Discriminant correlations with 
demographic variables 
Raw data Standardized data Two--point code data 
Variable I II I II I II 
Age . 54 - . 59 - . 37 -, 5 6 .12 . 86 
Sex - . 59 - . 46 . 73 .01 - . 77 . 11 
Race . 34 . 04 - . 27 .10 . 29 , 04 
Education . 07 - . 39 - . 06 -.03 . 07 - . 16 
Length of stay - .42 -.22 . 29 . 19 - . 61 . 14 
Number of admissions . 18 - . 24 -.40 . 37 . 06 . 10 
Type of admission . 05 - . 06 - . 18 . 30 - .15 -.45 
Type of discharge - . 17 52 . 09 - .75 -. 18 . 20 
s o  
TABLE 22 
results 
Data set ^ DF P 
Raw data 
Marital 29.108 33 .6614 
Diagnosis 61.155 55 .2645 
Standardized data 
Marital 37.500 33 .2703 
Diagnosis 66.462 55 .2283 
Two-point code data 
Marital 33.321 33 .4517 
Diagnosis 68.789 55 .1001 
F 
K 
1 
2 
3 
4 
6 
7 
8 
9 
0 
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TABLE 2 3 
MMPI scale names 
Validity scales 
Hypochondriasis 
Depress ion 
Hysteria 
Psychopathic deviate 
Paranoia 
Psychathenia 
Schizophrenia 
Hypomania 
Social introversion 
92 
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Figure 1. Mean group profiles for two-point code groups 1-4. 
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Figure 2. Mean group profiles for two-point code groups 5-8. 
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Figure 3. Mean group profiles for two-point code groups 9-12. 
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Figure 4. Mean group profiles for raw groups 1-4. 
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Figure 5. Mean group profiles for raw groups 5-8. 
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Figure 6. Mean group profiles for raw groups 9-12. 
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Figure 7. Mean group profiles for standardized groups 1-4. 
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Figure 8. Mean group profiles for standardized groups 5-8. 
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Figure 9. Mean group profiles for standardized groups 9-12. 
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Figure 10. Two-point code cluster centers. 
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Figure 12. Raw cluster centers. 
