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Abstract
As formulated by Silva [E.A. de B.e. Silva, Linking theorems and applications to semilinear elliptic
problems at resonance, Nonlinear Anal. 16 (1991) 455–477] and Schechter [M. Schechter, A generalization
of the saddle point method with applications, Ann. Polon. Math. 57 (3) (1992) 269–281; M. Schechter,
New saddle point theorems, in: Generalized Functions and Their Applications, Varanasi, 1991, Plenum,
New York, 1993, pp. 213–219], the sandwich theorem has become a very useful tool in finding critical
points of functionals leading to solutions of partial differential equations. In the present paper, this theorem
is strengthened to apply to more general situations. We present some applications.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The sandwich theorem is a convenient tool used in finding critical points of functionals. As
formulated by Silva [11] and Schechter [8,9], it states as follows:
Theorem 1. Let N be a closed subspace of a Hilbert space E and let M = N⊥. Assume that at
least one of the subspaces M , N is finite-dimensional. Let G be a C1-functional on E such that
m0 := inf
w∈M G(w) = −∞ (1)
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m1 := sup
v∈N
G(v) = ∞. (2)
Then there is a sequence {uk} ⊂ E such that
G(uk) → c, m0  cm1,
∥∥G′(uk)∥∥→ 0. (3)
Sequence (3) does not quite give a critical point, but if it has a convergent subsequence, then it
does. If a functional G has the property that every such sequence has a convergent subsequence,
then it is said to satisfy the Palais–Smale (PS) condition.
However, there are functionals that do not have this property, and for them Theorem 1 has
little value. In the present paper, the conclusion of Theorem 1 is strengthened to read:
For any sequence {Rk} ⊂ R+ such that Rk → ∞, there are a constant c ∈ R and a sequence
{uk} ⊂ E such that
G(uk) → c, m0  cm1,
(
Rk + ‖uk‖
)∥∥G′(uk)∥∥ m1 −m0ln(4/3) . (4)
This is not quite a Cerami sequence, which is a sequence satisfying
G(uk) → c, m0  cm1,
(
1 + ‖uk‖
)∥∥G′(uk)∥∥→ 0. (5)
In practice, however, (4) is just as effective as (5).
In the present paper we show how conclusion (4) can be used to solve problems for which
conclusion (3) will not work. We present some applications. As an example, we consider the
following:
Theorem 2. Let g(x) be a function in L2loc = L2loc(Rn) satisfying
g(x) c0 > 0, x ∈Rn,
for some positive constant c0, and such that multiplication by g−1 is a compact operator from
H 1,2 to L2. Then there exists a sequence of eigenvalues for the equation
−u(x) + g(x)2u(x) = λu(x), x ∈Rn, (6)
satisfying
0 < λ0 < λ1 < · · · < λk < · · · . (7)
Let f (x, t) be a Carathéodory function satisfying∣∣f (x, t)∣∣ V0(x)q |t |q−1 + V0(x)W0(x) (8)
and
f (x, t)/V0(x)
q = o(|t |q−1) as |t | → ∞, (9)
where V0(x) > 0 is a function such that
‖V0u‖q C‖u‖1,2, u ∈ H 1,2, (10)
and W0 is a function in Lq ′ . Here
‖u‖q :=
( ∫
n
∣∣u(x)∣∣q dx
)1/q
, (11)
R
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2 q  2n/(n − 2), n > 2,
2 q < ∞, n 2.
Assume that
H(x, t) := 2F(x, t) − tf (x, t)−W1(x) ∈ L1, x ∈Rn, t ∈R, (12)
and
H(x, t) → ∞ a.e. as |t | → ∞, (13)
where
F(x, t) :=
t∫
0
f (x, s) ds. (14)
Assume also that for some  > 0 there are numbers a1, a2 such that α < a1  a2 and
a1(t
−)2 + γ(a1)(t+)2 −W1(x)
 2F(x, t) a2(t−)2 + Γ(a2)(t+)2 +W2(x), x ∈Rn, t ∈R, (15)
where
α := max
{‖v‖21,2: v ∈ N, v  0, ‖v‖ = 1},
the Wj are in L1, and N is the subspace of H 1,2 spanned by the eigenspaces of (6) corresponding
to the eigenvalues λ0, λ1, . . . , λ. The functions γ(a), Γ(a) are defined by
γ(a) := max
{‖v‖21,2 − a‖v−‖2: v ∈ N, ‖v+‖ = 1} (16)
and
Γ(a) := inf
{‖w‖21,2 − a‖w−‖2: w ∈ M, ‖w+‖ = 1}, (17)
where u± = max{±u,0} and M = N⊥ ∩ H 1,2. Then
−u(x) + g(x)2u(x) = f (x,u(x)), x ∈Rn, (18)
has at least one solution.
Remark 3. This theorem generalizes results of several authors, including [1–5], with various
conditions on the function g(x) to insure that the spectrum of (6) is discrete. We guarantee it
by assuming that multiplication by g−1 is a compact operator from H 1,2 to L2. A sufficient
condition for this is given in [10]. Since g−1 is bounded, a simple sufficient condition is that for
each constant b > 0
m
{
x ∈Rn: |x − y| < 1, g(x) < b}→ 0 as |y| → ∞. (19)
Remark 4. If we choose a1 = λ and a2 = λ+1, inequality (15) reduces to
λt
2 −W1(x) 2F(x, t) λ+1t2 +W2(x), x ∈Rn, t ∈R. (20)
By choosing a1, a2 to be different values, we allow a wider range of possibilities for F(x, t).
Most of the cited authors considered the superlinear problem.
In proving (4) we shall need some of the methods from linking. We present the background
material in the next section.
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Let E be a Banach space, and let Φ be the set of all continuous maps Γ = Γ (t) from E×[0,1]
to E such that:
(1) Γ (0) = I , the identity map.
(2) For each t ∈ [0,1), Γ (t) is a homeomorphism of E onto E and Γ −1(t) ∈ C(E × [0,1),E).
(3) Γ (1)E is a single point in E and Γ (t)A converges uniformly to Γ (1)E as t → 1 for each
bounded set A ⊂ E.
(4) For each t0 ∈ [0,1) and each bounded set A ⊂ E
sup
0tt0, u∈A
{∥∥Γ (t)u∥∥+ ∥∥Γ −1(t)u∥∥}< ∞. (21)
We make the following:
Definition. For A,B ⊂ E we say that A links B if
(a) A ∩B = φ;
(b) for each Γ ∈ Φ there is a t ∈ (0,1] such that
Γ (t)A ∩ B = φ.
Roughly speaking, this says that A links B if it cannot be slipped away from B by one of the
mappings Γ ∈ Φ . The following was proved in [6].
Theorem 5. Let G be a C1-functional on E, and let A,B be subsets of E such that A is bounded,
A links B and
a0 := sup
A
G b0 := inf
B
G. (22)
Assume that
a := inf
Γ ∈Φ sup0s1, u∈A
G
(
Γ (s)u
) (23)
is finite. Let ψ(t) be a nonincreasing, positive, locally Lipschitz continuous function on [0,∞)
such that
∞∫
0
ψ(r) dr = ∞. (24)
Then there is a sequence {uk} ⊂ E such that
G(uk) → a, G′(uk)/ψ
(‖uk‖)→ 0. (25)
If a = b0, then we can also require that
d(uk,B) → 0. (26)
Remark 6. In [6] Theorem 5 was proved for the case of A bounded and ψ(t) non-increasing.
Both of these assumptions can be removed. However, we shall not need this fact in the present
paper.
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G(uk) → a,
(
1 + ‖uk‖
)
G′(uk) → 0. (27)
If a = b0, then we can also require that
d(uk,B) → 0. (28)
Proof. We merely take
ψ(t) = 1
1 + t
in Theorem 5. 
Remark 8. A sequence satisfying (27) is said to be a Cerami sequence. If a functional G has
the property that every Cerami sequence for it has a convergent subsequence, it is said to satisfy
the Cerami condition. Thus, if a functional satisfies the hypotheses of Theorem 5 and the Cerami
condition, then it has a critical point satisfying
G(u) = a, G′(u) = 0.
It is easier to verify the Cerami condition than the PS condition.
Theorem 9. Let G be a C1-functional on E and let A be a subset of E such that the quantity a
given by (23) is finite. Assume that, for each Γ ∈ Φ , the set
gΓ :=
{
v = Γ (s)u: s ∈ (0,1], u ∈ A, v /∈ A, G(v) a0
} (29)
is not empty. Let ψ be a function on [0,∞) satisfying the hypotheses of Theorem 5. Then there
is a sequence satisfying (25).
Proof. Let
B =
⋃
Γ ∈Φ
gΓ . (30)
Then A ∩ B = φ, and for each Γ ∈ Φ , there are a v ∈ B , an s ∈ (0,1] and a u ∈ A such that
v = Γ (s)u. Thus Γ (s)A ∩ B = φ. This means that A links B . Since a0  G(v) for all v ∈ B ,
we have a0  b0. We can now apply Theorem 5 to conclude that a sequence satisfying (25)
exists. 
Corollary 10. If a < ∞ and a0 = a, then for each function ψ satisfying the hypotheses of Theo-
rem 5, a sequence satisfying (25) exists.
Proof. If a0 < a, then for each Γ ∈ Φ there are a u ∈ A, s ∈ (0,1] such that G(Γ (s)u) > a0.
Clearly v = Γ (s)u /∈ A. Thus the set gΓ given by (29) is not empty. We can now apply Theo-
rem 9. 
3. Weaker conditions
We now turn to the question as to what happens if some of the hypotheses of Theorem 5 do
not hold. We are particularly interested in what happens when (22) is violated. In this case we let
B ′ := {v ∈ B: G(v) < a0}. (31)
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B ′ = φ iff a0  b0.
Let ψ(t) be a positive nonincreasing function on [0,∞) satisfying the hypotheses of Theorem 5
and such that
a0 − b0 <
R+α∫
α
ψ(t) dt, (32)
for some finite R  d ′ := d(B ′,A), where α = d(0,A). If B ′ = φ, we take d ′ = ∞. We assume
d ′ > 0. We have
Theorem 11. Let G be a C1-functional on E and A,B ⊂ E be such that A links B and
−∞ < b0, a < ∞. (33)
Under the hypotheses given above, for each δ > 0, there is a u ∈ E such that
b0 − δ G(u) a + δ,
∥∥G′(u)∥∥ψ(d(u,A)). (34)
Theorem 11 was proved in [7]. We now discuss some methods which follow from it. Let
{Ak,Bk} be a sequence of pairs of subsets of E such that Ak links Bk for each k. For G ∈
C1(E,R), let
ak0 = sup
Ak
G, bk0 = inf
Bk
G (35)
and
ak = inf
Γ ∈Φ sup0s1, u∈Ak
G
(
Γ (s)u
)
. (36)
We assume ak < ∞ for each k. We define
B ′k :=
{
v ∈ Bk: G(v) < ak0
}
, (37)
d ′k := d
(
Ak,B
′
k
)
. (38)
We have
Theorem 12. Assume that
d ′k → ∞ as k → ∞, (39)
and for each k there is a positive nonincreasing function ψk(t) on [0,∞) satisfying the hypothe-
ses of Theorem 5 and such that
(ak0 − bk0) <
Rk+αk∫
αk
ψk(t) dt, (40)
where αk = d(0,Ak) and Rk  d ′k . Then there is a sequence {uk} ⊂ E such that
bk0 − (1/k)G(uk) ak + (1/k) (41)
and ∥∥G′(uk)∥∥ψk(d(uk,Ak)). (42)
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conclusions of the theorems follow from Corollary 10. We can now apply Theorem 11 for each k
to conclude that there is a uk ∈ E such that
bk0 − (1/k)G(uk) ak + (1/k)
and ∥∥G′(uk)∥∥ψk(d(uk,Ak)). 
4. A sandwich theorem
The following sandwich theorem is a consequence of Theorem 12.
Theorem 13. Let N be a closed subspace of a Hilbert space E, and let M = N⊥. Assume that at
least one of the subspaces M,N is finite-dimensional. Let G be a C1-functional on E such that
m0 := inf
w∈M G(w) = −∞ (43)
and
m1 := sup
v∈N
G(v) = ∞. (44)
Then for any sequence {Rk} ⊂R+, such that Rk → ∞, there are a constant c ∈R and a sequence
{uk} ⊂ E such that
G(uk) → c, m0  cm1,
(
Rk + ‖uk‖
)∥∥G′(uk)∥∥ m1 −m0ln(4/3) . (45)
Proof. We may assume dimN < ∞. Let Ak be the set ∂BRk ∩ N , and take Bk = M . Then
for each k, Ak links Bk by [7, Section 2.6, Example 2]. We now apply Theorem 12. Note that
αk = Rk and ak0 m1, m0 = bk0. Take
ψk(t) = m1 −m0[2Rk + t] ln(4/3) .
Since Rk + d(u,Ak) ‖u‖, we see that (45) holds for each k. 
5. Some applications
Many elliptic semilinear problems can be described in the following way. Let Ω be a (bounded
or unbounded) domain in Rn, and let A be a self-adjoint operator on L2(Ω). We assume that
A λ0 > 0 and that
C∞0 (Ω) ⊂ D := D
(
A1/2
)⊂ Hm,2(Ω) (46)
for some m > 0, where C∞0 (Ω) denotes the set of test functions in Ω (i.e., infinitely differentiable
functions with compact supports in Ω), and Hm,2(Ω) denotes the Sobolev space. If m is an
integer, the norm in Hm,2(Ω) is given by
‖u‖m,2 :=
( ∑ ∥∥Dμu∥∥2
)1/2
. (47)|μ|m
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is that of L2(Ω). We shall not assume that m is an integer.
Let q be any number satisfying
2 q  2n/(n − 2m), 2m < n,
2 q < ∞, n 2m,
and let f (x, t) be a Carathéodory function on Ω × R. This means that f (x, t) is continuous in t
for a.e. x ∈ Ω and measurable in x for every t ∈ R. We make the following assumptions:
(A) The function f (x, t) satisfies∣∣f (x, t)∣∣ V0(x)q |t |q−1 + V0(x)W0(x) (48)
and
f (x, t)/V0(x)
q = o(|t |q−1) as |t | → ∞, (49)
where V0(x) > 0 is a function such that
‖V0u‖q C‖u‖D, u ∈ D, (50)
and W0 is a function in Lq
′
(Ω). Here
‖u‖q :=
(∫
Ω
∣∣u(x)∣∣q dx
)1/q
, (51)
‖u‖D :=
∥∥A1/2u∥∥ (52)
and q ′ = q/(q − 1). If Ω and V0(x) are bounded, then (50) will hold automatically by the
Sobolev inequality. However, there are functions V0(x) which are unbounded and such that (50)
holds even on unbounded regions Ω (cf., e.g., [10]). With norm (52), D becomes a Hilbert space.
Define
F(x, t) :=
t∫
0
f (x, s) ds (53)
and
G(u) := ‖u‖2D − 2
∫
Ω
F(x,u)dx. (54)
It follows that G is a continuously differentiable functional on the whole of D (cf., e.g., [7]).
We assume further that
H(x, t) = 2F(x, t) − tf (x, t)−W1(x) ∈ L1(Ω), x ∈ Ω, t ∈R, (55)
and
H(x, t) → ∞ a.e. as |t | → ∞. (56)
We wish to obtain a solution of
Au = f (x,u), u ∈ D. (57)
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(u, v)D =
(
f (·, u), v), v ∈ D. (58)
If f (x,u) is in L2(Ω), then a solution of (58) is in D(A) and solves (57) in the classical sense.
Otherwise we call it a weak (or semi-strong) solution. We have
Theorem 14. Assume that the spectrum of A consists of isolated eigenvalues of finite multiplicity
0 < λ0 < λ1 < · · · < λk < · · · , (59)
and let  be a nonnegative integer. Take N to be the subspace of D spanned by the eigenspaces
of A corresponding to the eigenvalues λ0, λ1, . . . , λ. We take M = N⊥ ∩ D. Assume that there
are numbers a1, a2 such that α < a1  a2 and
a1(t
−)2 + γ(a1)(t+)2 −W1(x)
 2F(x, t) a2(t−)2 + Γ(a2)(t+)2 +W2(x), x ∈ Ω, t ∈R, (60)
where
α := max
{
(Av, v): v ∈ N, v  0, ‖v‖ = 1},
the Wj are in L1(Ω) and the functions γ(a), Γ(a) are defined by
γ(a) := max
{
(Av, v) − a‖v−‖2: v ∈ N, ‖v+‖ = 1} (61)
and
Γ(a) := inf
{
(Aw,w) − a‖w−‖2: w ∈ M, ‖w+‖ = 1}, (62)
where u± = max{±u,0}. Assume that (55) and (56) hold. Then (57) has at least one solution.
Proof. First, we note that
sup
N
G B1, inf
M
G−B2, Bj =
∫
Ω
Wj(x)dx. (63)
To see this, note that by (61) we have
‖v‖2D  a1‖v−‖2 + γ(a1)‖v+‖2, v ∈ N. (64)
By (62) we have
a2‖w−‖2 + Γ(a2)‖w+‖2  ‖w‖2D, w ∈ M. (65)
Hence
G(v) B1, v ∈ N,
and
G(w)−B2, w ∈ M,
by (60). By Theorem 13 we conclude that for any sequence Rk → ∞ there is a sequence
{uk} ⊂ D such that
G(uk) → c, −B2  c B1,
(
Rk + ‖uk‖D
)∥∥G′(uk)∥∥ B1 +B2 . (66)ln(4/3)
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‖uk‖2D − 2
∫
Ω
F(x,uk) dx → c (67)
and ∣∣‖uk‖2D − (f (·, xk), uk)∣∣K. (68)
Consequently∣∣∣∣
∫
Ω
H(x,uk) dx
∣∣∣∣K ′. (69)
If ρk = ‖uk‖D → ∞, let u˜k = uk/ρk . Then ‖u˜k‖D = 1. Consequently there is a renamed sub-
sequence such that u˜k → u˜ weakly in D, strongly in L2(Ω) and a.e. in Ω . In view of (67), we
have
1 − 2
∫
Ω
F(x,uk)/ρ
2
k dx → 0. (70)
But by (60), we have
2F(x,uk)/ρ2k  a2
(
u˜−k
)2 + Γ(a2)(u˜+k )2 +W2(x)/ρ2k . (71)
In the limit we have
1 a2‖u˜−‖2 + Γ(a2)‖u˜+‖2.
This shows that u˜ ≡ 0. Let Ω0 be the subset of Ω on which u˜ = 0. Then∣∣uk(x)∣∣= ρk∣∣u˜k(x)∣∣→ ∞, x ∈ Ω0. (72)
If Ω1 = Ω \ Ω0, then we have∫
Ω
H(x,uk) dx =
∫
Ω0
+
∫
Ω1

∫
Ω0
H(x,uk) dx −
∫
Ω1
W1(x) dx → ∞. (73)
This contradicts (69), and we see that ρk = ‖uk‖D is bounded. Once we know that the ρk are
bounded we can apply [7, Theorem 3.4.1] to obtain the desired conclusion. 
Remark 15. It should be noted that the crucial element in the proof of Theorem 14 was (68). If
we had been dealing with an ordinary Palais–Smale sequence, we could only conclude that
‖uk‖2D −
(
f (·, uk), uk
)= o(ρk),
which would imply only∫
Ω
H(x,uk) dx = o(ρk).
This would not contradict (73), and the argument would not go through.
We also have
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H(x, t)W1(x) ∈ L1(Ω), x ∈ Ω, t ∈ R, (74)
and
H(x, t) → −∞ a.e. as |t | → ∞. (75)
Proof. We use (74) and (75) to replace (73) with∫
Ω
H(x,uk) dx =
∫
Ω0
+
∫
Ω1

∫
Ω0
H(x,uk) dx +
∫
Ω1
W1(x) dx → −∞. (76)
We then proceed as before. 
As a specific example of an operator A satisfying the hypotheses of Theorems 14 and 16, let
g(x) be a measurable function satisfying
g(x) c0 > 0, x ∈Rn,
for some positive constant c0. We consider the problem
−u(x) + g(x)2u(x) = f (x,u(x)), x ∈Rn. (77)
We define the operator A on L2 = L2(Rn) by u ∈ D(A) and Au = f if u ∈ D = H 1,2 =
H 1,2(Rn) and
(u, v)D = (∇u,∇v) + (gu,gv) = (f, v), v ∈ H 1,2.
We assume that g(x) ∈ L2loc and that multiplication by g−1 is a compact operator from H 1,2
to L2. It follows that A is a self-adjoint operator on L2 which is bijective. Moreover, A−1 is
a compact operator on L2. It follows that the spectrum of A consists of isolated eigenvalues
of finite multiplicity satisfying (59). Thus, A satisfies the hypotheses of Theorems 14 and 16.
Solutions of (57) satisfy (77). Hence, Theorems 14 and 16 produce weak solutions of (77). We
summarize this as
Theorem 17. Let g(x) be a function satisfying the conditions described above. Then there exists
a sequence of eigenvalues for the equation
−u(x) + g(x)2u(x) = λu(x), x ∈Rn, (78)
satisfying (59). Let f (x, t) be a Carathéodory function satisfying hypothesis (A) for Ω = Rn,
and assume that (55), (56) and (60) hold for some  > 0. Then (77) has at least one solution.
Remark 18. We could have assumed
a1  lim inf
t→−∞ 2F(x, t)/t
2  lim sup
t→−∞
2F(x, t)/t2  a2
and
γ(a1) lim inf
t→∞ 2F(x, t)/t
2  lim sup
t→∞
2F(x, t)/t2  Γ(a2)
in place of (60).
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