Abstract-The massively ever increasing amount of textual and linked biomedical data available online poses many challenges for information seekers. So, the focus of information retrieval community has shifted to precise information retrieval, i.e. providing exact answer to a user question. In recent years, many datasets related to Biomedical Question Answering (BioQA) have emerged which the researchers can use to evaluate the performance of their systems. We reviewed these biomedical datasets and analyzed their characteristics. The survey in this paper covers these datasets for BioQA and has a two fold purpose: to provide an overview of the available datasets in this domain and to help researchers select the most suitable dataset for benchmarking their system.
I. INTRODUCTION
The massive amount of textual data on web makes finding information a challenging task. Although Information Retrieval (IR) systems are developed to cater this problem, such systems just provide a list of documents instead of precise information [1] . The information seeker thus needs to process the provided document list to filter the required information. To overcome this problem, the research and development in the area of question answering is in progress [2] - [4] . To accelerate research in this area, many research initiatives including Text Retrieval Conference(TREC) 1 have been taken to develop benchmark datasets for open domain question answering [5] - [12] . Early research focused on heuristic based methods such as patterns for specific question types or redundancy of data over web to answer questions mostly from textual documents [13] , [14] . The current focus in question answering systems is to use statistical learning approaches and neural networks to answer questions [15] - [19] both in textual and linked data. Moreover, the trend in question answering is changing from open domain to restricted domains such as biomedical [20] , [21] . Focusing on restricted domains makes finding solution to specific answer types easy as different patterns can be used to determine question and answer types and domain knowledge can be incorporated [22] .
The biomedical data on web can be broadly divided into two main categories i.e. textual data and linked data [23] . Textual data includes scientific literature published by biomedical journals and may include other authentic websites on biomedical domain. Linked data provides information about how different biomedical entities are related to each other and provides mechanism to inference and derive new knowledge.
1 http://trec.nist.gov/data/qa.html Linked biomedical data is one of the most important types of data in linked data world as around one-tenth of all linked data available online is biomedical data [10] . It may include drugs, compounds, diseases, genomics, proteomics or other nomenclature/lexical ontologies. Fig. 1 depicts the general categorization of available biomedical data. Biomedical experts usually publish their research both in the form of research articles and submit their experimental results to linked data repositories. To validate their hypothesis during any further experimentation, biomedical experts need to consult both textual and linked data sources manually. Biomedical question answering systems should be able to derive such answer automatically by combining evidence from both textual and linked data sources. To tap the real potential of this heterogeneous data, techniques need to be developed and biomedical question answering datasets play an important role in this process as researchers can use it to evaluate the performance of their systems. Question answering datasets usually contain two main components: 1) Information Need or question in natural language and 2) the corpus or linked data which will help in answering the questions to fulfill some information need. Questions may also have additional information such as question types such as passage, factoid, list or summary. The focus of passage type question is to return relevant passages. The factoid type questions deal with single entity such as genes, proteins, disease, symptoms etc. List questions typically return list of factoids. The answer of yes/no type question is either yes or no. Finally, the aim of the summary question is to provide answer in a summarized form and may include definitional questions. Such questions typically start with What is phrase. There are also datasets available where question type is multiple choice question. The focus of such type of questions is to improve the passage comprehension and inferencing capabilities of question answering systems. Question types may help a QA system to focus on one particular answer strategy [24] and following are some typical questions asked in biomedical domain:
• Passage Question
Biomedical experts have certain information needs. They might be interested in knowing how genes interact with organ functions or what role some genes play in a particular disease.They might be further interested in proteins, proteinprotein interactions, mutations, drugs, adverse effects, cell or tissue types and signs or symptoms. Other entities of interest might be chemicals, species, pathways, genetic variations, and patient characteristics. Heterogeneous biomedical sources are normally required to fulfill an information need as shown in Fig. 2 . Identifying them early in the question answering pipeline helps narrow down candidate answers in later stages [24] . This paper is organized as follows. Section II describes different biomedical question answering datasets and their specific characteristics. A comparative study of such datasets is presented in the next section and finally the paper is concluded in the last section.
II. DATASETS FOR BIOMEDIAL QUESTION ANSWERING
This section enlists the biomedical question answering datasets in chronological order.
A. TREC Genomics Track
Genomics corpus provided by TREC was one of the pioneer datasets developed for Biomedical Question Answering.
The dataset was prepared for TREC Genomics track held in 2006 and 2007 [20] , [21] The dataset was focused on scientific articles only and limited number of questions were not sufficient to evaluate the performance of large-scale QA system. Moreover, no annotations were provided with the corpus or questions so machine learning algorithms could not be effectively used.
B. Question Answering for Machine Reading Evaluation (QA4MRE): Biomedical Text about Alzheimer's Disease
QA4MRE 2 for biomedical data [25] differs from TREC datasets because the focus of the dataset is on passage comprehension and multiple answers are already provided with each question. Corpus is used as a background knowledge i.e. it is used to acquire knowledge instead of directly answering the question. Collection developed as a background knowledge for the task was named Alzheimer's Disease Literature Corpus (ADLC corpus) was collected from different sources: 66,222 pubmed abstracts were from PubMed, 8249 open access full articles from pubmed central, 1041 full text articles from pubmed central in HTML and text format. Moreover, 379 full text articles and 103 abstracts were added in this collection from a list of popular articles on Alzheimer disease. The test set is composed of four reading tests where each test consists of one document and 10 questions related to that document and five answer choices per question. Table III shows some sample questions from the collection. The systems had to either select answer from the given list of possible answers or leave the question unanswered. The background collection, test documents and questions were annotated with word, lemma, chunk, part of speech, named entity, parent node in the dependency tree, dependency syntax label, UMLS entity name, and named entity. These annotations were performed automatically using state of the art tools such as GDep parser, CLiPS NE Tagger, and ABNER tagger. The named entities considered for the task were genes and gene products, chemicals, drugs, symptoms, experimental methods, species, pathway, cellular, genetic variation, adverse effect, dose, timing, patient characteristics etc. The challenge was more about checking the inferencing capabilities of the system and multiple choice question proposed a new dimension of research. Moreover background collection was also different in the perspective. There was no retrieval sub-system and linked data was not used as a source in the dataset.
C. QALD-4: Biomedical Question Answering over Interlinked Data
Question Answering over linked data (QALD) 3 started in 2011 viewing the wide spread of linked data over the web and focused on converting information need into standard semantic query processing and inferencing. The objective of the dataset is to establish a standard against which question answering systems over structured data can be evaluated and compared. The fourth year competition had three tracks i.e. multilingual question answering, biomedical question answering over interlinked data, and hybrid question answering. Biomedical data was selected as there are many structured datasets available in this domain and answer to information need can be satisfied only if evidence is combined from multiple sources. Three biomedical datasets were combined for this competition i.e. 1) SIDER, which describes drugs and it's side effects; 2) diseasome, which provides information about diseases and genetic disorders; and 3) drugbank, which provides FDAapproved active compounds of medication. There were a total of 25 training questions and 25 similar test questions. Some example questions from the dataset are shown in Table IV. There are very limited number of test and training questions and the only target of dataset is on three ontology sources. The questions were prepared in a manner that multiple sources needed to be inquired to find answer to a question. The systems using this dataset should address the problem of converting natural language questions to SPARQL queries efficiently. The focus of BioASQ challenge has been to assemble information from multiple heterogeneous sources in order to answer real-life biomedical experts' questions. The competition is being held every year since 2013. The challenge consists of two tasks 1) Biomedical semantic indexing; and 2) Semantic question answering: semantic answering is further divided into two tasks i.e. retrieval of relevant documents, snippets and triplets (Phase A) and finding the precise answer of the question (Phase B). The focus of the challenge is on drugs, targets, disease and covers both textual and linked data. The selected sources for these categories are shown in Table  V . The challenge involves text/passage retrieval, RDF triplet retrieval, QA for exact answer, multi document summarization and natural language generation. The answer of any question may be factoid or passage depending on the type of question. The system could provide exact answer or ideal answer where ideal answer is paragraph-sized summary of the answer. The dataset contained development and test questions. There are four type of questions in dataset 1) Yes/No; 2) factoid; 3) list; and 4) summary. All questions expect exact and ideal answer except summary question where only ideal answer is expected. Table VI III. DISCUSSION Biomedical data is available in both textual and linked formats. Therefore, the question answering datasets should also provide good coverage of both of these sources. Fig. 3 shows the number of datasets which provide linked, textual and heterogeneous biomedical data. Only one dataset provides linked data source. Three datasets provide textual data out of which two use the same corpus with different question sets. The third textual dataset uses background collection as data source. The four datasets provided by BioASQ provide heterogeneous data. The dataset mostly targets open and publicly available textual and linked datasets and provides good number of training examples. Textual datasets can be searched using keywords based IR techniques. Linked data requires specific query format conversion supported by linked data repositories known as SPARQL. Heterogeneous datasets require both keyword based queries and linked data specific query formats. Moreover, to produce answer in natural language, answers from linked data are normally required to pass through natural language generation module. The datasets providing heterogeneous sources are most effective as both sources are equally important in the context of biomedical domain. The number of questions provided with each dataset have increased over years. Initially, only 28 questions were provided in TREC Genomics track with no training set. Training question were first introduced in QALD-4 with 25 training questions. The trend from then has only increased and current year's BioASQ track contained 1307 training questions. This increase in information needs of real world biomedical experts' needs is essential to build practically usable QA systems. More training data may greatly aid in building machine learning based algorithms. Fig. 4 shows the number of training and test questions in all presented datasets. Table VII shows a comparative table comparing all the datasets presented in this paper. Each dataset's strength and weakness are also mentioned to help researchers select appropriate dataset for their research. To summarize:
• If the QA system is to be built upon IR system, TREC dataset for 2006 and 2007 with a total of 64 questions provide a good starting point.
• To build and test a QA system which queries multiple linked data sources, QALD dataset can be used.
• State-of-the-art dataset is provided by the recent BioASQ challenge. The dataset can be used to evaluate: • Performance of system on heterogeneous data sources.
• Inferencing capabilities of a QA system.
• Ability to generate natural language answer.
• The quality of summarized answers.
IV. CONCLUSION
Question answering aims to provide a practical solution to the information overload problem. The availability of biomedical dataset highlights both the challenges and opportunities present in this domain. The availability of training data provides the opportunity to tailor systems in learning from examples. Moreover, the initiatives from BioASQ on heterogeneous dataset is paving the way towards better datasets to evaluate the effectiveness of biomedical QA systems on a larger scale. BioASQ provides the opportunity to exploit heterogeneous sources, perform inference, and produce summary for ideal answers. All the datasets have their strengths and weakness but overall BioASQ provides heterogeneous sources and more training data. In future, we shall investigate the systems (and their characteristics) which work best for each dataset. 
