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Abstract
The purpose of this study is to investigate the use of hyperspectral X-ray imaging i.e, an
imaging modality where spectral information on detected X-rays is available, for the re-
moval of scatter in mammography.
Features that suggest the presence of cancer are often low in contrast or small in size and
therefore a good image quality is required in order to locate them. Current mammography
systems use an anti-scatter grid to remove scatter from the image. However, this device also
absorbs a proportion of the primary beam and therefore a rise in the dose is required in order
to compensate for the loss in statistics.
Two alternative methods of scatter removal were investigated in this study. Compton scat-
tered X-rays lose energy in the scattering process and therefore appear at a lower energy
in the detected spectrum. Imaging using a monochromatic X-ray beam and a spectroscopic
detector means that these lower energy scattered X-rays can be removed from the image
through spectral windowing. An alternative method of removing scatter is to simulate the
scatter using Monte Carlo modelling. Once a scatter spectrum has been obtained using an
input spectrum similar to the experimental spectrum it can be subtracted from the detected
spectrum, creating a scatter-free image.
This work presents imaging work carried out with a pixellated spectroscopic CdTe detector.
A first approach involved the use of a mosaic crystal monochromator producing a quasi-
monochromatic spectrum from which the scattered component can be removed. The second
approach involved the subtraction of the scattered spectrum, as obtained from Monte-Carlo
modelling, from a full polychromatic spectrum. Both approaches were tested on a custom-
designed low contrast test object. Results showed that in the monochromatic approach scat-
ter removal gave a 40% increase in contrast. It was also found that removing scatter using a
simulated scatter spectrum and a polychromatic beam produced a contrast improvement of
around 15% when compared to full spectrum imaging.
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1 Introduction
1.1 Mammography
In the UK, the NHS breast screening program carries out the mammographic screening of
women between the ages of 50 and 70 every three years. The screening aims to detect breast
cancer at an early stage so that it can be treated early, leading to a much better chance of
survival [1]. The program, that started in 1988, has been very effective and it has been found
that the mortality rate from breast cancer has dropped by 24% for those screened in the pro-
gram [2][3].
There are several features on a mammogram that radiologists look out for in order to de-
termine whether there is a presence of cancer. The problem with identifying these features
is that they are often of very low contrast or very small size. Therefore, a mammographic
method that produces images with a very good contrast resolution and spatial resolution is
required.
The other aspect that makes mammography a challenging examination is dose. As breast
tissue is highly radio-sensitive the amount of delivered dose needs to be kept to a minimum
so that any damage to healthy tissue is avoided. Reducing the dose, however, has the effect
of reducing image quality.
Therefore there is trade off between possible tissue damage and image quality. These prob-
lems will be discussed along with the current solutions and other possible solutions that move
away from conventional mammography.
1.1.1 Breast Anatomy
Breast tissue is made up of several components as shown in figure 1.1: ducts and lobules,
making up the glandular regions, adipose tissue and lymph nodes. The density of the breast
tissue is a measure of the fraction of glandular tissue compared to the total volume [4]. This
varies significantly depending on the woman and for most women the density of the breast
reduces as they get older due to hormone changes [5].
The glandular part of the breast consists of between 15 and 20 sections called lobes. Each of
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these lobes is made of lots of smaller lobules and this is the gland that produces milk. These
lobules are connected by milk ducts that transport milk to the nipple [6].
The adipose tissue consists of the fatty cells that fill in the area around the glands. It extends
from the collarbone down to the underarm and across to the middle of the rib cage [6].
The other main part of the breast is the lymphatic system which includes lymph vessels and
lymph nodes. It extends around the entire body and is used by the body to move abnormal
cells away from healthy tissue. Lymph vessels in the breast lead to regions of lymph nodes
under the arm, above the collar bone and in the chest [7]. If cancer is formed in the breast
the lymph vessels will carry the cancerous cells to the nodes. Doctors often use them to
check how far a cancer has spread (metastasised) by injecting a tracer dye such as Tc-99m
and checking the furthest lymph node the dye is detected in, starting from the closest one to
the position of the cancer [8].
Figure 1.1: a, side view of a breast indicating the main components that form a breast [9]. b,
magnified region showing the intricacies of the glandular region of the breast tissue.
There are different locations within the breast where cancer can form, most commonly the
milk ducts and the lobules. Classification of breast cancer depends on the location of the
cancerous region and how much it has spread. There are two main classifications of breast
cancer, in situ and invasive. Carcinoma in situ means the cancerous cells have not spread
from the initial region. Invasive carcinoma means the cancerous cells have spread to sur-
rounding regions.
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The two types of carcinoma in situ are lobular and ductal. Ductal carcinoma in situ is a type
of cancer confined to the milk ducts in the breast. It is the most common type of carcinoma
in situ and accounts for about 85% of diagnosed carcinoma in situ and is the most treatable
form of breast cancer [10]. Lobular carcinoma in situ is in fact not a form of breast cancer
but points to the presence of cells that increase the risk of developing breast cancer [11].
The most common type of invasive cancer is invasive ductal carcinoma which starts in the
milk ducts and is spread to surrounding tissue and counts for around 80% of all diagnosed
invasive carcinomas [12]. The second most common invasive carcinoma is invasive lobular
carcinoma that starts in the lobules before spreading which accounts for about 10%. There
are several other less common invasive carcinomas including tubular carcinoma, mucinous
carcinoma and medullary carcinoma that make up around 5% of the remaining invasive car-
cinomas [12].
There are three types of abnormalities that are checked for in mammograms that could indi-
cate the presence of breast cancer: calcifications, masses or cysts and asymmetries. Calcifi-
cations are small mineral build ups, around 100 µm in size, that form in the breast tissue [13].
Masses and cysts are lumps found in the tissue that are around 0.5 cm in size. Asymmetries
are differences in the density of the breast and structural distortions which may indicate the
presence of breast cancer without the presence of a detectable mass [14]. The problem with
identifying these features is that they are often of very low contrast in the case of masses and
asymmetries and very small size in the case of calcifications. A mammographic method that
produces images with a very good spatial resolution and contrast is therefore required.
1.1.2 Conventional Mammography
The current conventional mammographic units used in the breast screening program consist
of a conventional X-ray source, a compression plate, an anti-scatter grid and a detector in the
arrangement shown in figure 1.2.
The X-ray tube used in the clinical environment contains a variety of anode/filter materials
that when used in different combinations can vary the energy of the X-rays. This is useful
for different breast thicknesses as thicker breasts require a higher energy to penetrate the full
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thickness. The compression plate is used to compress the breast into an even layer which
improves image quality and reduces the dose by reducing the thickness of the breast [15].
There is an anti-scatter grid that absorbs Compton scattered X-rays which improves image
quality and finally a detector.
Figure 1.2: a schematic of the setup of a generic mammography system.
The image is formed because of the attenuation properties of different materials. Every
material has its own unique attenuation coefficient which is a measure of how X-rays travel
through that material. A higher coefficient leads to a higher proportion of the beam absorbed
than a lower coefficient. This difference in attenuation causes a difference in intensity of
X-rays being detected depending of the anatomy that it has passed through and this is how
an image is formed.
The detector has had several key improvements over the past few years from the screen-film
detector to the Computed Radiography (CR) detector and finally the Digital Radiography
(DR) detector (figure 1.3).
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Screen-film detector
The screen-film detector, schematically shown in figure 1.3(a), was successfully used in the
breast screening program for 30 years and its performance compared well to that of early
digital detectors. It consists of a cassette, a scintillating screen, or phosphor, a light sensitive
film and a phosphor plate. X-rays pass through the cassette cover and through the film into
the phosphor. When the X-ray photons interact with the phosphor in the film, green light is
emitted which exposes the light sensitive film producing the X-ray image [16]. The spatial
resolution of the resulting image is affected by the depth at which the X-ray interacts with
the phosphor. Interactions close to the film have a small light spread and result in a good
spatial resolution and interactions further away from the film have a larger light spread and
result in a worse spatial resolution. There is a higher probability that the X-rays will interact
at shallow depths close to the film when they first reach the phosphor than travel further
through before reacting and therefore the spatial resolution of a screen-film detector is good
[17]. The contrast of the final image is affected by the light formation in the phosphor
and therefore using the optimal settings will keep the contrast high enough for good image
quality [16]. The mammographic film is read by radiographers on a light box, this needs a
high luminescence and a uniform light intensity across the image to create optimal viewing
conditions in order to be able to detect the very subtle cancers.
Computed Radiography (CR) detectors
The CR detector, shown in figure 1.3(b), is similar to the screen-film detector in that it has a
cassette that is removed after acquisition. However, instead of developing a film the cassette
is placed into an external machine which reads the image. The cassette itself contains a
phosphor imaging plate [16]. When the phosphor has absorbed the X-rays, electrons are
moved from the valence band to the conduction band. Due to the presence of long-lived
metastable energy levels, the electrons are captured in electron traps and therefore stored.
This is unlike the film screen phosphor when the electron drops rapidly back down to the
valence band whilst releasing energy in the form of light [18].
The plate is then read using a laser light beam in an external machine. The laser interacts
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with the stored electrons, forcing them to drop down to the valence band and release energy
in the form of light which is read by a photodiode and converted into a digital image. The
spatial resolution of the detector is affected by the spot size of the laser and by the scanning
parameters of the plate through the reader [17].
Digital Radiography (DR) detectors
The DR detector, shown in figure 1.3(c), is an improvement on the CR detector because the
image is processed immediately. There are two types of digital detector, direct conversion
and indirect conversion.
The indirect detector consists of an amorphous silicon layer that produces light from elec-
trons moving from the excited state in the conduction band to the valence band, as with both
CR and flat panel detectors. At this point the light it detected by a photo diode, that produces
an electron-hole pair in the diode. The electrons are forced towards the cathode and the holes
towards the anode, hence producing a current. This charge is stored in a capacitor [17]. This
results in each pixel element having its own capacitor stored charge which directly relates to
the counts on that pixel. Therefore the image can be displayed instantly using this informa-
tion [16].
The direct conversion detector consists of an amorphous selenium layer which the X-rays
interact with, directly producing hole-pairs in the selenium material. This is then converted
to a digital signal in the same way as the photodiode in the indirect method.
The spatial resolution of a digital detector is an improvement on CR detectors. This is be-
cause the dispersion of signal due to X-rays being absorbed by the phosphor in a CR detector
is much less than any charge dispersion in a DR detector. Another benefit of this method is
the more complex processing that is available now the image is collected digitally.
Anti-scatter grids
In X-ray imaging the image is formed by the primary X-rays that have not interacted with the
sample. Scattered X-rays cause a uniform background that reduces resolution and contrast,
and therefore it is crucial to reduce their contribution [17]. When the photon interacts via
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Figure 1.3: the three different detector types as they have been improved on, starting with
the screen-film detector, then the computed radiography (CR) detector and finally the Digital
Radiography (DR) detector.
Compton scattering, energy from the photon is lost in the collision and therefore has a lower
energy to the primary photons. The change in direction of scattered photons results in them
being detected at a different point to where the original photon would have been detected.
As a result the scattered photons cause blurring of the image which reduces the contrast. The
loss in energy of photons and deviation in path results in a larger standard deviation between
the pixel values and therefore there is also a decrease in the Signal to Noise Ratio (SNR) of
the image.
To reduce this problem an anti-scatter grid, shown in figure 1.4, is used. It is placed in
between the patient and the detector [19]. It consists of a grid made of lead (Pb) linear septa
separated by gaps; the direction of the septa are focused towards the X-ray source [20]. The
primary beam that is parallel to the septa will mostly travel straight through. Scattered X-
rays that are travelling at an angle to the main beam will be absorbed by the septa. In order
to prevent artifacts forming in the image from the septa, the anti-scatter grid must oscillate
from side to side at high speed [21]. The main issue with anti-scatter grids is that as well
7
as absorbing the scattered radiation they also absorb a significant fraction of the primary
beam. This results in an increase of the dose used for enough photons to reach the detector
to produce an image of a good quality [19][22]. The increase in dose due to signal loss
from the anti-scatter grid is quantified by the bucky factor. This is a factor comparing the
increase in dose when an anti-scatter grid is present to when it is not and values typically
range from 4 to 10 [23]. This demonstrates how much primary beam is lost when using
an anti-scatter grid. An alternative method is using an air gap which would remove scatter
without a need to increase the dose [21]. However, this introduces the problem of penumbra
blurring due to magnification and reduced fluence. So the best method, which is currently
used in mammography and most other X-ray imaging areas, is the anti-scatter grid.
There are also other problems with current conventional mammography. Ideally a low dose
to the patient with a high image resolution is required. But because an improvement in
one leads to the other worsening, a trade-off is always needed between limiting the dose
and still keeping the image quality as good as possible. Another problem with conventional
mammography is its reduced effectiveness when imaging thick/dense breasts that makes
cancerous structures harder to locate[24]. For these reasons several alternative approaches to
conventional mammography have been implemented.
1.1.3 Alternatives to conventional mammography
There have been many advancements to the conventional mammography system beyond the
DR detector that allow for a better image quality and lower dose. These include methods of
imaging that use the conventional setup as well as more novel X-ray imaging devices and
post-processing software. There are also a number of alternatives to traditional mammog-
raphy that have been researched and some of which are in use today. However, they apply
mostly to women in high risk categories due to cost and practicalities. These are women
that have a family history of breast cancer or women with dense breasts (typically younger
women as breast density decreases with age) which has been shown to increase the chance
of getting breast cancer. The main areas of research are discussed here.
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Figure 1.4: a diagram of an anti-scatter grid showing how it works by absorbing the scattered
radiation and allowing the primary beam through.
Currently implemented improvements
MRI
MRI is used to detect breast cancer in women in the high risk category. Its advantages
include not relying on ionising radiation. It is also used with women who have a conventional
mammogram which is found inconclusive. It also provides a useful tool for locating the exact
location and size of a tumour before a woman has surgery [25].
Currently MRI is only used when the woman is in a high risk category as it is unrealistic to
use it for screening because of the cost and time for a single exam is too high.
Digital Breast Tomosynthesis (DBT)
Digital mammography is a 2D imaging modality which has limits as information about the
breast tissue is overlapped in the image. DBT overcomes these limitations by producing 3D
images of the breast. This is done by the x-ray tube taking multiple images while moving in
an arc over the breast. These 2D projections are then reconstructed to produce a 3D image
that can be viewed by the radiologist by viewing each of the slices [26]. The dose of such a
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procedure is kept comparable to conventional digital mammography as only between 8 and
20 slices are taken which provides a dose similar to the 4 images acquired in conventional
mammography (2 views of each breast) [27]. It has been found on average that there is a
30% increase in the dose for DBT compared with conventional mammography [28]. It has
further been found that combining DBT with conventional mammography provides a better
detection rate of masses [29]. It is possible, however, that these improvements in detection
could have been seen equally with a less invasive ultrasound scan without the added dose to
the patient [29].
New developments
Dual Energy Imaging
Dual energy breast imaging is the process of taking two images of a breast at different en-
ergies. The dependence of material type and energy of photons on attenuation can then be
used to combine the two images to produce an image with reduced background noise which
aims to highlight important structures that would otherwise be hidden [30].
One particular method of achieving this is to make use of two different targets in the x-ray
tube (Molybdenum and Rubidium) to produce the two different energy images and it has
been shown to improve the appearance of structures [31].
K-edge subtraction Imaging
There are some improvements on the dual energy method by using a contrast agent to high-
light important areas. K-edge subtraction imaging takes images of a breast with a contrast
agent like iodine injected both at an energy above the K-edge of iodine and below the K-edge
of iodine. It then takes advantage of the sharp rise in absorption at the K-edge of the con-
trast agent to combine the images which then produces an image with a much better detail
identification [32].
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Photon counting mammography
Photon counting detectors count each individual photon detected and the signal produced is
equal to the number of photons detected. This is different to conventional charge-integrating
detectors where the signal produced is proportional to the energy of the photons detected
[33].
The benefit that these type of detectors has is that by directly counting photons the steps
usually taken of processing the signal are removed meaning there is less opportunity for the
degradation of the signal which reduces noise.
There are several key groups investigating photon counting detectors. Microdose by Philips
is a commercially used product [34]. The Microdose tube uses a scanning motion with a slit
beam which reduces the probability of having scattered X-rays and therefore improving the
image quality. Comparisons have been made between Microdose and previous detectors and
it has been found that it outperforms flat panel digital detectors in terms of the noise and also
the dose [35].
The next two examples of photon counting detectors are in the development phase. The first
of these is a gaseous avalanche detector that uses the avalanche of electrons produced in
the gas when a photon interacts to count photons. This method has the advantage of being
able to discriminate signal against detector noise as each photon produces an avalanche of
thousands of electrons and putting in a threshold can remove noise from the image [36]. An
example of this type of detector is the XCounter developed in Stockholm by the company
XCounter [37].
The second photon counting detector under development is Medipix, developed by CERN.
This detector has the additional benefit of selecting upper and lower energy bands so that
some energy windowing can be achieved [38]. The achievements of Medipix will be dis-
cussed later in the chapter.
Breast CT
There has been a lot of research into breast CT (Computed Tomography) for use in main-
stream screening. This is because it is potentially much more effective at imaging thicker and
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therefore more dense breasts which is where conventional mammography fails. The process
means that overlapping structures can more easily be distinguished [39].
Preliminary results show that CT imaging could match the dose of conventional imaging for
thinner breasts and improve on the dose for thicker breasts [39]. Breast CT also has the ad-
vantage of not needing compression; this reduces discomfort for women and also eliminates
the chance of causing damage with the compression process [40].
Early clinical trials indicated that breast CT was better at detecting masses than conventional
mammography. However, there was no difference when distinguishing between benign and
malignant lesions and conventional mammography performed better on detecting micro cal-
cifications [39].
To improve the performance of breast CT a contrast medium (such as iodine) could be in-
jected to enhance the contrast of the images. It was found that with the addition of a contrast
agent the detection of masses improved making it superior to normal breast CT and also to
conventional mammography [41].
There is still, however, a problem with the cost effectiveness of such a system for the pur-
pose of screening women. Also the time it takes for each screening session is greater than
for conventional mammography which makes it an impractical solution for the screening
program.
Ultrasound
Ultrasound is used as an additional tool when diagnosing breast cancer. In the screening pro-
gram, women who have been called back after a positive mammogram have an ultrasound
in order to check any suspicious areas. For example, a woman with a suspicious mass in the
breast tissue could have an ultrasound exam which would indicate if the mass is just a cyst
or if it needs further investigation. This is because cysts are mainly liquid and because ul-
trasound waves travel well in water there is a high transmission of ultrasound waves at these
regions. Compared with a mass where transmission is much lower means an unltrasound
examination of a suspicious mass can help determine whether it is benign or not [42].
It has been found that for women with dense breasts the likelihood of successfully identify-
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ing a cancer becomes much higher when the conventional mammogram is coupled with an
ultrasound scan [43]. Therefore one possible way of improving cancer detection for women
with dense breast would be to include this in the screening program [44].
Software based scatter corrections
Another area of research is the use of post-imaging scatter corrections. This means the
removal of the anti-scatter grid from the conventional mamography setup. The scattered
photons would then be removed from the image at the post-processing stage using a software
based correction. These corrections use computer programs that model scatter depending on
the thickness and density of the breast being imaged [45]. Over the years there has been vast
improvement in this method and new techniques are being published that account for the
effect that varying breast tissue thickness has on scatter [46][47].
Computer aided detection
Computer aided detection uses image processing, pattern recognition and artificial intelli-
gence methods breast images to locate breast abnormalities. This method is used secondly to
diagnostic imaging by a radiographer as a way of helping the radiographer make diagnostic
decisions. There has been a vast amount of work developing the effectiveness of computer
aided detection as once it is working effectively could be installed very easily into the all
ready digital mammography environment. Although there has been promising results show-
ing a 20 % increase in cancers detected when the software is combined with a radiologist
than the radiologist reading the mammogram independently [48], the approach is a long way
from becoming reliable enough to be used routinely [49].
1.2 Ideas behind the project
This project will look at another alternative method of improving the image quality and dose
trade-off in mammography. This is a method that should be as fast and cost effective as
conventional mammography and therefore applicable in screening of the whole population
in the appropriate age range. Two different aspects will be investigated. Firstly a broad-band
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monochromator will be developed and combined with a pixelated spectroscopic detector.
This will allow for scatter free X-ray imaging. Secondly, as an alternative approach, the beam
will be kept polychromatic and Monte Carlo simulations will be run in order to simulate the
scatter patterns of the photons. This can then be subtracted from the detected spectrum
to produce a scatter free image. Both of these methods rely on having position sensitive
spectroscopic information.
1.2.1 Monochromatic X-rays
There are benefits to using monochromatic X-rays in mammography. In mammography it is
important to minimise the dose to the patient as much as possible because the region being
imaged is very sensitive to radiation [50]. It is also important that the quality of the image
is as good as possible because the details that are being looked for in a mammogram such
as micro calcifications, asymmetries and masses can be very subtle and therefore difficult to
detect.
There are two benefits to using monochromatic X-rays. Firstly, only the most suitable energy
for the imaging task will be used; lower energies are more likely to be absorbed by the body
and increase the dose to the patient without contributing to the image, whilst high energies
would reduce image quality. Secondly, if they are obtained using a monochromator based
on Bragg’s law [51] (equation 1.1), the energy can be tuned and optimised for each case; for
example, the thickness of the breast being imaged. This is important as more dense breasts
need a higher energy beam to penetrate the tissue, whilst low energies can be sufficient for
thinner or less dense breasts.
An alternative approach to monochromatic X-rays that will also be investigated is the re-
moval of Compton scatter by Monte Carlo modelling the interaction of a broadband beam
with a material in order to simulate the scatter pattern it produces and then removing this
from the final spectrum.
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1.2.2 Mosaic crystals
Bragg’s law
When an X-ray beam interacts with a periodic structure, such as a crystal with a lattice spac-
ing d, either constructive interference or destructive interference occurs. To achieve con-
structive interference the path difference between X-rays scattered by two adjacent atomic
planes must equal integer multiples of the wavelength [52]. This results in the equation for
Bragg’s law.
nλ= 2d sinθ (1.1)
Where n is an integer value, λ is the wavelength of the incident radiation, d is the lattice
spacing in the periodic structure and θ is the angle of the incident radiation with respect to
the crystal surface, as shown in figure 1.5.
Figure 1.5: a schematic of the inter-atomic spacing of a crystal with the parameters λ, θ and
d from Bragg’s equation 1.1 indicated on it [53].
Monochromators
A crystal can be used to create a mono-energetic X-ray beam. If a crystal is chosen with a
known lattice spacing, then it can be used to filter a broad band X-ray beam into a beam with
energies that are integer multiples of a certain energy according to Bragg’s law.
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If a crystal with a single consistent lattice spacing is used, then the diffracted beam will con-
sist of a series of peak energy x-rays related to the different values of n in Bragg’s law which
get less intense for the higher orders of n, as shown in figure 1.6. However, this approach is
only feasible at synchrotron sources where the intensity of the beam is high enough to leave
sufficient intensity even after monochromatisation [54].
To solve this problem, a Highly Ordered Pyrolytic Graphite (HOPG) crystal will be used in
this project. This kind of crystal has a graphite structure of layers but each layer is made of
smaller crystallites. Each crystallite has a certain orientation with respect to the surface of the
crystal and the exact orientation varies slightly between each crystallite [55]. This variation
is known as the mosaic spread. Due to this spread in the orientation of the crystallites, there
will be a corresponding spread in the energies that are diffracted from the crystal at each an-
gle, shown in figure 1.6. This will keep the intensity of the resulting beam sufficiently high
but still achieve a nearly monochromatic beam. The larger the mosaic spread of the crystal
that is being used, the larger the variation in energies that are diffracted and the bigger the
FWHM of the resulting peak [56].
The intensity of the final peak is also affected by the shape of the incident spectrum; for ex-
ample, if the diffracted peak had an energy that is near the high end of the incident spectrum
then the intensity of the peak will be limited by the intensity of the incident spectrum at that
point.
1.2.3 Previous work
Monochromatic X-rays from synchrotrons
One effective method of producing a fully monochromatic X-ray beam is to use a syn-
chrotron which can produce a high intensity X-ray beam. This coupled with a Si (1,1,1)
crystal as a monochromator [57] can produce a high intensity monochromatic beam. Mam-
mography using this setup has been found to improve image quality when compared to con-
ventional mammography [58]. A perfect crystal can be used with synchrotron radiation
because the intensity of the beam the synchrotron creates is so big in comparison to a con-
ventional X-ray tube (around 1000 times more intense [59]). Even after diffracting from a
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Figure 1.6: a diagram of the monochromatic peak produced with a crystal without a single
lattice angle and with a crystal with a range of lattice angles.
perfect crystal there is still an intense enough beam for imaging.
A research group in Italy investigated beam energies in the range 14 to 26 keV and images of
breast phantoms and mastectomy samples were acquired using a synchrotron and compared
to images using a conventional mammography system. It was found that details and struc-
tures not seen in conventional images were visible in the synchrotron images and hence the
synchrotron images give a better resolution and a higher contrast than conventional imaging
[60]. This is due to the tuneability of a monochromatic synchrotron beam; the optimum en-
ergy can be chosen for the type of breast being imaged.
It was found that synchrotron imaging provides a lower dose than conventional imaging; this
is because of two reasons. Firstly the beam is monochromatic which means that the low en-
ergy X-rays that increase the dose to the patient are not included in the beam. Secondly the
synchrotron beam is highly collimated as part of the process of generating the beam which
means that instead of an anti-scatter grid to absorb scattered X-rays a slit collimator can be
used instead which results in virtually none of the main beam being absorbed. This is due
to the primary transmission factor, or the proportion of primary beam transmitted through
the collimator or grid, of the slit being nearly 1.0 whereas the factor for a grid is around 0.7.
Therefore the dose does not need to increase to compensate for a loss in primary signal when
the slit is used [59].
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There has been a promising clinical trial using a synchrotron. Seventy one patients who
had previously been imaged with a conventional mammography source but had an uncertain
diagnosis were imaged again using a synchrotron beam with a clinical prototype imaging
system. The synchrotron images showed an improvement in contrast and small detail detec-
tion and in some cases the new images made clear something that was previously ambiguous
in the conventional mammography image [61] [62].
Studies so far show the promise of synchrotron radiation as a way of second-examining a
patient that has had an inconclusive conventional mammogram. The downsides to using a
synchrotron to produce monochromatic X-rays for the screening of women are the cost, ac-
cessibility and size of the system [63]. Neither is practical for diagnostic purposes however
it does show that there are some promising advantages to monochromatic breast imaging if
a cheaper and smaller version could be designed.
Quasi-monochromatic X-rays from a conventional source
To create quasi-monochromatic X-rays using a conventional source, a conventional X-ray
beam needs to be combined with a collimator to produce a laminar beam and a crystal that
will diffract only certain energies, according to Bragg’s law [64]. As described in section
1.2.1, a mosaic crystal is required instead of a perfect one that is used for a synchrotron
monochromatic beam because a conventional beam is not intense enough to produce suffi-
cient flux after diffraction from the crystal. Most of the research that uses this method is by
the same research group in Ferrara, Italy and their work is what will be discussed here.
A very basic model that consisted of a single crystal and an X-ray tube mounted on goniome-
ters for easy movement and a High Purity Germanium (HPGe) detector cooled with liquid
nitrogen (used to characterise the monochromator) was designed [65]. The experimental set
up showed that narrow band X-rays in the mammography energy range could be achieved.
The main limitation with this set up was that only having a single crystal with a stationary
exposure limits the field size of the image. To overcome this problem a new experimental
setup was designed with a series of 10 crystals and a scanning mechanism for the x-ray tube
which aims to increase the field of view [66]. For this experimental setup a multicollimating
18
system was required so that the superposition areas between the beams are shielded from the
final image. This produced a quasi-monochromatic x-ray beam in the mammography energy
range. Some mammography test objects were imaged and it was found that the system gave
half the dose of a conventional broadband beam for the same image quality.
A prototype monochromatic system that could be used in a clinical environment [64] was
proposed. The system was tested by measuring the spatial resolution, the field uniformity
and the image quality to see if it could be used clinically. The dose was also measured
and compared with the dose from a conventional mammography unit. The work found that
the prototype could be comparable with a conventional mammography unit in terms of im-
age quality, but with half the dose. This confirms the importance in researching the use of
monochromatic x-rays in mammography.
There has also been research done into using monochromatic x-rays in other fields of diag-
nostic radiography [63]. Using simulations of x-rays filtered with an Aluminium filter and
x-rays filtered using a crystal, the potential for using monochromatic x-rays above the mam-
mography energy range was tested. The energy resolution and total flux were measured and
compared. From the data in this study it was concluded that a system based on monochro-
matic x-rays could be a good alternative over a conventional system as an improvement in
energy resolution was found. The next step for this study would be to compare the dose
achieved with a monochromatic and conventional system.
An important factor when considering the use of a monochromatic beam over the use of a
broad band beam is the exposure rate and whether the monochromatic rate is comparable to
that of a broad band beam. Values of the exposure rate were found from research papers for a
quasi-monochromatic beam and a comparable conventional beam for both the entrance dose
to a Perspex phantom and exit exposure (Table 1.1) [64][66].
For a quasi-monochromatic beam the exit to entrance ratio is 4 % and for the conventional
beam the exit to entrance ratio is 2 %. This shows that the quasi-monochromatic beam has
a higher proportion of the beam that exits the phantom than the conventional beam which
means the conventional beam will give a higher dose than the monochromatic beam. This is
because the conventional beam has a higher proportion of lower energy X-rays that get ab-
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Quasi-monochromatic
beam (18keV)
Conventional beam
(Mo/Mo 28kVp)
Entrance Exit Entrance Exit
Exposure Rate (mRmA-1s-1) [2] 0.7 0.03 12.3 0.19
Exposure Rate (mRmA-1s-1) [3] 1.38 0.035 12.34 0.21
Table 1.1: Exposure rates found from two different papers [64] and [66] for a quasi-
monochromatic and conventional beam. The entrance rate is before a Perspex phantom and
the exit rate is after the phantom.
sorbed by the object being imaged, whereas the monochromatic beam has less lower energy
X-rays to be absorbed. This shows the benefits of using a monochromatic beam.
1.3 Spectroscopic detectors
A spectroscopic detector retains the energy information about the X-rays detected. This can
then be displayed in the form of an energy spectrum that can give information about the
structure of the material that is being analysed. For example, absorption, fluorescence and
diffraction spectroscopy are methods than analyse the way a beam is absorbed, fluoresces or
diffracts from a material in order to identify the material. Most detectors that have spectro-
scopic capabilities are either single point detectors or have very small arrays leading to only
the spectroscopic information and not spatial information being available.
A pixellated spectroscopic detector combines the spectroscopic capability with the spatial
information of a conventional detector. The spatial information is provided using an array of
pixels over the detector surface; each pixel will give an energy spectrum. This can therefore
be used to analyse how the energy spectra changes over an objects surface rather than just at
a single point.
There are several pixellated spectroscopic detectors in use by different research groups, the
main ones being Medipix, as mentioned in section 1.1.5, and HEXITEC which will be used
in this project.
Medipix has developed from Medipix1 (64 x 64 pixel array, 170 µm square in size) to
Medipix2 (256 x 256 pixel array, 55 µm square in size) providing a much better pixel reso-
lution. The Medipix detector has several important applications. Firstly is in the aerospace
industry, due to the high dynamic range of the detector. The noise in an image can be defined
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as being only due to the statistical noise of the photons which can be improved when imaging
for longer and so images with a high SNR can be achieved which is useful when imaging
objects that are not easy to get at such as parts of spacecraft [67]. In 2012 five Medipix de-
tectors were sent to the international space station [68]. Another application example is low
energy imaging as Medipix has a sensitivity down to 4 keV energies with negligible noise
[67]. It has therefore found use for applications such as low energy electron microscopy [69].
The spectroscopic capabilities of Medipix are less extensive than those of HEXITEC. This
is because Medipix only allows for energy bands to be chosen for imaging with and does
not provide the whole detected spectrum [70]. Therefore as this is required for this study
HEXITEC was used.
1.3.1 HEXITEC
HEXITEC (High Energy X-ray Imaging Technology) is a collaborative project between
Manchester, Durham and Surrey University, Birkbeck College, the Science Technology Fa-
cilities Council (STFC). It also involves collaboration with the Royal Surrey County Hospital
and the University College London. The project develops detectors for use with high energy
X-ray imaging [71]. The detector used in these experiments is an example of a pixellated
spectroscopic detector.
HEXITEC applications
HEXITEC has been used in the development of several different imaging applications be-
cause its ability to analyse spectroscopic data with respect to its position has some very
useful applications.
One application of the detector is in space science for detecting radiation from other planets.
The HEXITEC system will be part of the system that is being sent up into the atmosphere
on a balloon; known as the SuperHERO program which is a collaborative project between
NASA Marshall Space Flight Centre and the Goddard Space Flight Centre. The project
investigates solar observations during the day and astrophysical observations at night. HEX-
ITEC will be an improvement on detectors previously used due to its high energy resolution
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and quantum efficiency and is also well equipped to detect solar radiation because of its ca-
pability of measuring high photon counts [72].
Another application of HEXITEC is in the field of security; more specifically, illegal sub-
stances and weapons detection. The detector could be used to image items, for example in an
airport, and using both the positional and spectroscopic nature of the detector could produce
not only the x-ray image of the item being imaged but also spectral information showing the
diffraction peaks that identify the materials that the items are made from. This could aid in
the discovery of illegal drugs and weapons that are being smuggled without needing to open
the package [73].
There are also lots of medical applications that would benefit from the use of HEXITEC.
Firstly is the field of nuclear medicine, where the good spectroscopic resolution of the detec-
tor means that concepts like multiple-isotope SPECT could be a possibility; the high spatial
resolution of the detector means that imaging small organs could also be more effective than
current methods used in nuclear medicine [74].
There are also potential applications in the field of X-ray imaging. For example K-edge
subtraction imaging, where a patient is injected with a contrast agent and then images are
taken just above and just below the K-edge of the contrast agent. Then by implementing
the K-edge subtraction technique an image of contrast agent with the background image re-
moved can be obtained [75]. Another possible application is for removing the scatter from
an image by windowing the image over a certain energy range and this is an aspect that will
be investigated in this project.
1.3.2 Scatter removal - method 1
This project uses the HEXITEC detector to produce scatter-free images for the improve-
ment of breast cancer detection. A mosaic crystal monochromator will be used to produce a
monochromatic beam with a spread in the peak corresponding to the 0.4±0.1◦ mosaic spread
of the crystal. This beam will be used to image a test object, the energy of which will be
changed depending on the thickness of the object being imaged. Once this has been done,
the energy spectrum of the final image can be viewed by summing the pixels together in
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the X and Y directions. The energy spectrum of the monochromatic peak will also have a
lower energy rise in counts. This is due to X-rays that have interacted with the object via
Compton scattering and have changed direction from the path of the primary beam. In this
collision the photon will lose energy and will appear at a lower energy to the monochromatic
peak in the spectrum. It will therefore be assumed that this lower energy region is made up
of scattered X-rays that decrease image quality. This affect is unavoidable; however, it can
easily be removed by windowing the image spectrum. If the window is chosen around the
monochromatic peak an essentially scatter-free image is produced as illustrated in figure 1.7.
Figure 1.7: an example energy spectrum of a monochromatic peak with the low energy
scattered X-rays still present. The red dashed lines indicate where the spectrum can be
windowed as to cut out the scattered X-rays and therefore improve the image quality.
1.3.3 Scatter removal - method 2
The second method for removing scatter from images to improve image quality will involve
the modelling of scatter using the Monte-Carlo code FLUKA. A conventional polychromatic
beam will be modelled interacting with a test object. The primary X-rays will be removed
from the resulting energy spectrum, leaving a spectrum of just the scattered events. Then
using a conventional X-ray source, the same set up will be imaged using the HEXITEC
spectroscopic detector. Using the spectroscopic capabilities of this detector, the energy spec-
trum can be viewed. Finally the scatter spectrum modelled using FLUKA will be subtracted
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from the spectrum found with HEXITEC. This will produce a scatter-free image.
1.4 Image quality parameters and dose
In mammography a trade off is needed between having a sufficient image quality to identify
features that could suggest the presence of cancer and limiting the dose to healthy tissue.
The different parameters that will be used to quantify the image quality and the dose in this
work are now discussed.
1.4.1 Image Quality
Two important concepts related to image quality are contrast resolution and spatial resolu-
tion.
Contrast Resolution
The contrast resolution of an imaging system is its ability to distinguish between details with
a similar signal intensity and also between these details and any background noise in the
image [17]. It is measured by two parameters, the contrast and the signal to noise ratio.
Noise is a parameter that defines the random fluctuations in image brightness caused by the
random way in which X-rays are produced and detected [76]. The contrast of an image is an
important parameter and is given by equation 1.2, where Nin and Nout are the average signal
intensities inside and outside of the detail [17].
contrast =
| Nout−Nin |
MAX(Nout ,Nin)
(1.2)
This basic form of the contrast can then be used as the starting point for the derivation of the
radiographic contrast [77]. For this the parameters Nin and Nout are defined by equations 1.3
and 1.4. Where the subscripts b and d refer to the background and the detail respectively, µ
is the attenuation coefficient, x is the thickness of that material and S is a scatter component
as shown in figure 1.8.
Nout = N0exp(−µbxb)+S (1.3)
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Figure 1.8: a schematic showing the direction of an X-ray beam incident on a background
object (b) with a detail (d) implanted into it. xb and xd are the thicknesses of the background
and the detail respectively. µb and µd are the attenuation coefficients of the background and
the detail materials respectively.
Nin = N0exp(−µb(xb− xd)−µdxd)+S (1.4)
Substituting equations 1.3 and 1.4 into equation 1.2 gives the final equation for the radio-
graphic contrast (C), equation 1.5. Where ∆µ is the change in attenuation coefficient between
the background and the detail and SPR is the Scatter to Primary Ratio.
C =
1− exp(∆µx)
1+SPR
(1.5)
The signal to noise ratio (SNR) is given by equation 1.6 where Tout and Tin are the integrated
signals inside and outside the detail and σ is the standard deviation [17]. Tout and Tin are
found by multiplying Nout and Nin respectively by the size of the area it was measured over;
this area must be equal for Nout and Nin. This is true when the area A is much greater than
the resolution of the image.
SNR =
| Tout−Tin |
σ
(1.6)
As in this project the detail area A will be kept constant, the parameter that will be measured
is the contrast to noise ratio (CNR) given by equation 1.7.
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CNR =
| Nout−Nin |
σ
(1.7)
As X-rays travel and interact at random they can be modelled using Poisson statistics. This
states that if there is are N photons, there will be a mean of N0 and a standard deviation of
√
N [78]. Therefore the CNR as a function of the number of photons is given by equation
1.8.
CNR(N) =
N0.(| Nout−Nin |)√
N.σ
=
√
N.CNR (1.8)
Therefore, to calculate the image quality independently to any differences in statistical noise
the CNR can be divided by the
√
N. This is known as the Image Quality Factor (IQF) and is
given by equation 1.9.
IQF =
CNR√
Dose
(1.9)
As the dose is equivalent to the number of counts, equation 1.9 can be modified to equation
1.10, where
√
N is equal to the number of counts.
IQF =
CNR√
N
(1.10)
Spatial Resolution
The spatial resolution is a measure of how well two details that are very close together can
be distinguished. For instance a system with a good spatial resolution means that very small,
close together details can be distinguished in that image [52].
A measure of the spatial resolution of an imaging system is the modulation transfer function
(MTF), defined by equation 1.11. The MTF represents the ratio between the information
recorded (Mimage) and the information actually present (Mob ject). The amount of information
recorded cannot exceed the amount of information actually present and therefore the MTF
never exceeds 1 [76]. Figure 1.9 shows a representation of the MTF in terms of object and
image signals. The image waveform shows the decrease in visibility as the spatial frequency
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of the object increases and the final image shows the corresponding MTF [79].
MT F =
Mimage
Mob ject
(1.11)
Figure 1.9: a representation of the MTF in terms of object and image signals [79]
A common method of determining the MTF of a system is to first acquire an image of a
straight edge at a slight angle (typically below 5 degrees [17]). From this the edge spread
function (ESF) can be found by aligning the edge for each row of the image and summing
the data together. The differential of the ESF is the line spread function (LSF) and finally
the MTF is calculated by finding the Fourier transform of the LSF, shown by equation 1.12
where FFT is the Fast Fourier Transform.
MT F = FFT [LSF ] = FFT
[
d
dx
ESF(x)
]
(1.12)
If a straight edge is imaged with a perfect detector and a profile of the edge taken, there
should be no signal loss and the edge therefore well defined. In reality there is some blurring
that occurs when the signal is detected and the MTF is essentially a measure of this blurring.
Figure 1.10 shows example ESF, LSF and MTF plots for a perfect detector (solid line) and a
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realistic detector (dotted line).
Figure 1.10: example ESF, LSF and MTF plots for a perfect detector (solid line) and a
realistic detector (dotted line).
A good image quality is important in breast imaging for cancer detection due to the small,
low contrast details that are being imaged.
1.4.2 Dose
Dose is defined as the energy imparted by ionising radiation per unit mass of the material
and is given by equation 1.13 [17], where E is the energy of the radiation and m is the mass
of the object being irradiated.
Dose =
E
m
(1.13)
The unit of dose is Gray (Gy). The higher the dose the more energy deposited per mass into
healthy tissue and the more likely that damage to that tissue will occur. In mammography the
dose to the patient has to be closely monitored as breast tissue is very sensitive to radiation.
As this method is used to screen asymptomatic women to look for cancer it means that often
healthy breast tissue is exposed to radiation. This could cause damage that would not have
occurred otherwise and therefore the dose needs to be closely monitored.
Carcinogenesis, or the formation of cancer, happens in the glandular tissue and it is therefore
important to have an idea of the dose that this region is receiving [17]. This is measured
using the mean glandular dose (MGD) and is calculated using the following equation (1.14)
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where χ is the entrance skin air kerma (mGy) and g is an air kerma to MGD conversion factor
[80].
MGD = χg (1.14)
The entrance skin air kerma is a measure of the dose in the air rather than the tissue of the
body. It is used instead of dose as it is much easier to measure [19]. The conversion factor g
then converts it to the dose found within the tissue of the body or the mean glandular dose.
The factor g is determined using computer simulations that take into account the quality
of the beam, the breast thickness and tissue composition [80]. The MGD value is used to
to regulate the amount of radiation that healthy breast tissue is exposed to in the screening
program. In the NHS Breast Screening Program (NHSBSP), is it targeted that for an standard
breast (4.5 cm thick breast with 50 % Glandular / 50 % fatty tissue) that a single image should
not exceed 2 mGy and this is checked every six months on all systems used in the NHSBSP
[81].
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1.5 Dissertation structure
Detector characterisation and preliminary studies
The characteristics of HEXITEC are investigated. This includes the components of the de-
tector itself, a calibration of the detector, an investigation into dose rate response and charge
sharing corrections and finally a preliminary imaging study of an anthropomorphic breast
phantom.
Monochromatic X-ray study
A setup to produce and characterise tuneable monochromatic X-rays is proposed. A pro-
cedure for imaging using monochromatic X-rays is determined; this includes the optimum
energy for imaging different thicknesses and the ideal method for windowing the energy
spectrum in order to produce scatter-free images. Scatter removal from a low contrast test
object is then studied for a range of object thicknesses and comparisons of the image quality
for scatter-free and full energy spectrum imaging made. Finally a study looking at scatter-
free imaging of a clinically realistic phantom and comparison to full energy imaging is con-
ducted.
Scattered X-ray simulations
Simulations of X-ray scatter are made using a Monte Carlo simulation package FLUKA. The
spectroscopic capabilities then allow for the removal of this modelled scatter from experi-
mental images taken using HEXITEC. Comparisons of the image quality before and after
scatter removal are then made.
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2 Detector characterisation and preliminary studies
2.1 HEXITEC characteristics
The detector used in this project consists of an 80 x 80 array of pixels, each producing an
energy spectrum of the x-rays detected. The sensor is a 20 mm x 20 mm x 1 mm CdTe
wafer and the detector array has a 250 µm pitch with 50 µm spacing between pixels. Each
pixel is gold stud and silver epoxy bump bonded to one of the 80 x 80 channels on the
HEXITEC ASIC (Application Specific Integrated Circuit). Each channel has an identical set
of electronics associated with it consisting of amplifiers and charge shapers that measure the
magnitude of the pulse produced by each photon when it interacts with the CdTe material;
this can then be converted to energy via calibration against known monoenergetic sources
[82].
The detector also contains a temperature control so that the temperature that the detector
works at can be adjusted. However, as the temperature is reduced, water vapour in the air
starts to condense and this can cause damage to the electronics that operate the detector.
For this reason a humidity control is also needed. If the detector is sealed and the humidity
reduced before the temperature is reduced it can prevent any dew (water droplets) from
forming. Ideally the detector would work best when run at a very low temperatures as it
prevents leakage current in the semiconductor material and therefore improves the energy
resolution. However this increases the risk of damage to the detector unless the humidity
can be kept very low. As a result a compromise is made and experiments are run with the
detector cooled to a cold finger temperature of 10◦C. This gives a sensor temperature of
approximately 19◦C.
The spectroscopic data is collected from HEXITEC and stored in binary files that retain the
information on each single event. A dedicated program processes the data files and combines
them together into a single HEXITEC (.HXT) binary file. This file contains essentially a 3D
array of data, X and Y being the positional information (i.e. the 80 x 80 pixels) and the Z
axis containing the spectral information for each pixel as shown in figure 2.1.
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Figure 2.1: data formation in a spectroscopic detector. The x and y directions are the pixels
on the surface of the detector and the channel direction is where the information about what
energies have been detected for that pixel is stored and is grouped into 4000 bins.
2.2 Calibration
The output from a spectroscopic detector is typically counts vs ADC number, which is pro-
portional to the energy deposited. In order to convert from ADC number to energy a cal-
ibration is required. Moreover, because different pixels have non-equal gain, data must be
interpolated and rescaled for the relative gain in order for spectra from non-equal pixels to
be summed.
2.2.1 Experimental Procedure
To calibrate the detector the following measurements were made using a variable energy X-
ray (VEX) source and the HEXITEC detector. The VEX source is made up of an Americium-
241 source and several metal foils (silver, molybdenum, barium, copper, rubidium and ter-
bium). The source interacts with the foils which then fluoresce in the X-ray region, producing
characteristic fluorescence peaks at certain energies (table 2.1).
A graph of energy vs ADC channel, using the data in table 2.1, is plotted. If the amplifier
has a linear behaviour, the graph will fit a straight line.
The detector was set up with the VEX source as close as possible to the detector to produce
a high flux. Data was acquired until the counts under the main peak became sufficient for
the characteristic peaks to be clearly visible.
The calibration itself was performed using several pre-written IDL (programming language)
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Element Z Kα(keV) Kβ(keV)
Terbium (Tb) 65 44.48 50.38
Barium (Ba) 56 32.19 36.38
Silver (Ag) 47 22.16 24.94
Molybdenum (Mo) 42 17.48 19.61
Rubidium (Rb) 37 13.40 14.96
Copper (Cu) 29 8.05 8.91
Table 2.1: energies of the Kα and Kβ peaks for each of the elements in a VEX source [83].
The elements Tb, Mo, Rb and Cu were the ones used in the following calibration tests.
routines that used the following process [84]:
• An array holding the known energies of each of the peaks used (table 2.1) in ascending
order is created.
• The spectra for all pixels are summed together and displayed.
• The user defines a search region by selecting the start and finish points for each of the
peaks; the software then identifies the maximum point for the peak.
• Then an 80 x 80 x n array is created where the position of the maximum of each peak
and for each pixel is held (i.e. 80 x 80 pixels and n for the n peaks that were measured).
• Then a linear fit of energy against channel is done using the previously made arrays.
The gradient (m0) and intercept (m1) values for each pixel are saved in two 80 x 80
arrays.
2.2.2 Individual Pixel Calibration
Different pixels have a slightly different gain, which cause the peak for each pixel to have a
different channel position. When these pixels are summed there is a broadening of the peak,
shown by the dashed line in figure 2.2. To overcome this problem each of the pixels are
calibrated individually as described in the previous section and then the data is interpolated
so that the sampling points are the same for each pixel. The data can then be summed
together without the effect shown in figure 2.2.
This effect is shown again in figure 2.3, which was obtained by summing all the pixels of
a molybdenum spectrum together. The blue line shows the Kα and Kβ characteristic peaks
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Figure 2.2: a diagram showing the effect of a shift in energy between three different peaks
can have on the final summed spectrum. The broadening of the summed peak demonstrates
the loss in resolution.
before the pixels were interpolated and the red line shows the peaks after the data has been
interpolated using the calibration coefficients. What can be seen is that the peaks for the data
that have been interpolated are a lot sharper than before the calibration and the resolution of
the two peaks is significantly improved. The FWHM of the Kα peak before interpolation is
around 1.3 keV and the FWHM after interpolation for the same peak is around 0.9 keV.
Figure 2.3: a plot of the molybdenum peaks, the blue line is before the data has been inter-
polated and the red line is after the data has been interpolated
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2.2.3 A positional variation of m0 and m1
An investigation into how the calibration varies across the detector has been made. The mean
of m0 and m1 for each column was calculated and plotted against column number and the
mean of m0 and m1 for each row calculated and plotted against row number. A program was
written in IDL to calculate the mean column and rows.
Figures 2.4 and 2.5 show the mean rows and the mean columns for both m0 and m1. The
error bars were calculated using the standard error in the mean method using the standard
deviation calculated using IDL. The dashed line on each of the graphs represents the mean
value for the whole image (80 x 80 pixels).
Figure 2.4: a graph of the mean values for m0 across every column and row from left to right
and up to down across the detector respectively. The dashed line represents the average value
of m0.
There is more variation in the m0 coefficient on the bottom edge of the detector from row
60 to 80, shown by the larger error bars and the deviation from the mean value, figure 2.4.
The columns show much more consistency in the m0 value as it is consistent with the mean
value.
For the m1 parameter there is much less variation for both rows and columns as both are
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Figure 2.5: a graph of the mean values for m1 across every column and row from left to right
and up to down across the detector respectively. The dashed line represents the average value
of m1.
consistent with the mean value, figure 2.5. There are a few data points with much larger
error bars, these are due to a few pixels that significantly deviate from the mean. However,
as this only applies to few pixels out of the total 6400 pixels it does not effect the mean
value. It is also important to note that the m1 is the more important of the two parameters as
it relates to the gain of the pixels, whereas m0 is an offset.
2.2.4 Detector resolution and improvement from cooling
The effect of cooling the detector on the spectral resolution was investigated using VEX
source data. The spectra for molybdenum, rubidium and terbium were compared before and
after the detector was cooled.
The VEX source was placed 5 cm from the detector and data was acquired until a sufficient
amount of counts was acquired for each spectrum so that the characteristic peaks could be
seen clearly; this was of the order of 1x107 counts. The uncooled data was acquired at room
temperature and the cooled data was acquired with a cold finger temperature of 10 ◦C which
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corresponds to an actual detector temperature of (19±1) ◦C.
Figure 2.6: graphs of the Single pixel and all pixel spectra data for Rb, Mo and Tb. The
Blue line represents the uncooled detector data and the red line shows the cooled detector
data. For the Rb peak, only the cooled data is present as the characteristic peaks could not
be identified in the uncooled data.
The data in figure 2.6 and table 2.2 show that the resolution of the characteristic peaks is
improved when the detector has been cooled. For Rb only the cooled spectrum is present as
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the characteristic peaks could not be identified on the uncooled spectrum. For Mo and Tb
both spectra have been plotted and the cooled spectra show better resolutions for both. The
FWHM of the Mo Kα peak before cooling is around 2.2 keV and the FWHM after cooling is
around 0.9 keV showing more than a 50% increase in the resolution after cooling. The Mo
Kβ peak is not distinguishable before cooling but is very clear with a measurable FWHM of
0.9 keV. For Tb, the FWHM increases for the Kα peak from about 3.0 keV to 1.5 keV and
for the Kβ peak from about 3.1 keV to 1.0 keV, which is again more than a 50% increase in
resolution. For Tb once the detector is cooled the Kβ peak has started to separate into Kβ1
and Kβ2 again showing the improved resolution due to cooling.
As a result this work has confirmed the necessity of cooling the detector below room tem-
perature to achieve optimum energy resolution. In this way the optimum selection of energy
windows for scatter rejection can be achieved.
As an additional test of the performance of the detector when cooled, the spectrum from the
copper foil in the VEX source was acquired. Copper has the lowest energy K line charac-
teristic peaks in the VEX source. Therefore, they are the most difficult to resolve unless the
resolution of the detector is performing well. Figure 2.7 shows the copper spectrum acquired
using the cooled detector. The Kα and Kβ characteristic peaks for copper are at 8.05 keV and
8.91 keV respectively. The summed spectra shows the Kα peak on the edge of the spectrum.
The single pixel data shows both the Kα and the Kβ peaks which before cooling was not
achievable. This again shows the benefit to imaging with the detector cooled.
peak uncooled FWHM (keV) cooled FWHM (keV)
Tb kalpha 3.0±0.1 1.5±0.1
Tb kbeta 3.1±0.1 1.0±0.2
Mo kalpha 2.2±0.2 0.9±0.1
Mo kbeta unresolved 0.9±0.1
Rb kalpha unresolved 0.9±0.1
Rb kbeta unresolved 0.8±0.1
Cu kalpha unresolved 1.4±0.1
Table 2.2: The FWHM for the cooled and uncooled kalpha and kbeta peaks for the metal
foils used in the calibration. The missing uncooled data is due to unresolvable peaks.
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Figure 2.7: graphs of the Single pixel and all pixel spectra data for the Cu foil with the
detector cooled. The peak at around 8 keV is the Kα of copper. The peaks at around 23 and
26 keV are the Kα and Kβ of cadmium (detector material). The peak at 50 keV is the Kβ of
terbium and the peak at around 60 keV is from the Americium in the VEX source.
2.3 Dose rate response
The dose rate response of a detector is a measurement of how the detector response varies
with incident photon rate. Ideally as the current of the X-ray source is increased, the count
rate detected should increase linearly with it. In reality this is not the case because of the
dead time of the detector.
The dead time of a detector is the minimum time needed to separate two events so that they
are recorded as two separate events. This depends upon the speed of the readout electronics.
There is a certain probability that two separate events will happen very close together and as
a result they will only be recorded as one event; this is known as a dead time loss. The dead
time loss increases with an increase in count rate.
There are two different models for the dead time; the paralyzable model and the non-
paralyzable model. Figure 2.8 explains the difference between the two models when record-
ing different events (here τ is the dead time of the detector).
For the non-paralyzable model, once an event has been recorded all events occurring in the
dead time following that initial event are lost.
In the paralyzable model, all events that happen in the dead time after an event are lost but in
this case the dead time is then increased by the value of the dead time after each lost event.
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Figure 2.8: demonstrating how the paralyzable and non-paralyzable models behave for mul-
tiple events in a detector, taken from [85].
The main difference between these two models is that when there is a large count rate, a
non-paralyzable detector would count more events than a paralyzable one.
The non-paralyzable model can be described by equation 2.1 and the paralyzable model can
be described by equation 2.2 [85].
m =
n
1+nτ
(2.1)
m = nexp(−nτ) (2.2)
Where n is the true interaction rate, m is the recorded count rate and τ is the dead time of the
system.
A graph of how the two different dead time models behave is shown in figure 2.9.
2.3.1 Charge sharing corrections
A charge sharing event is a situation where a photon generates a charge in the detector ma-
terial that is shared by neighbouring pixels; this has a greater effect in small pixel detectors.
The detected energy of a photon is proportional to the charge it produces in the detector
material. Therefore, if the charge is shared across pixels it leads to an inaccurate represen-
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Figure 2.9: a graph of how the different models of dead time behave
tation of the energy of that photon. In order to correct for charge sharing events, there are
corrections that can be used in post processing with HEXITEC images. This shared event
is defined by a threshold that is set when analysing the HEXITEC data. If a pixel has two
or more neighbours that have a value above a certain threshold then the corrections can be
applied.
There are two different kinds of charge sharing corrections: Charge Sharing Discrimination
and Charge Sharing Addition. Charge sharing discrimination is the default method used in
this study. A diagram of how the two corrections work is shown in figure 2.10.
When a charge sharing event is confirmed the charge sharing discrimination correction re-
moves the event entirely so that only events that are entirely confined to single pixels are
kept.
When a charge sharing event is confirmed the charge sharing addition correction calculates
the pulse height for each of the neighbouring pixels using the magnitude of the pixel output.
These are then added together to reconstruct the original interaction energy. It then replaces
the incident pixel with this energy and sets all the neighbouring pixels to zero.
For the dose rate response tests the most accurate representation of the detected number of
counts is required in order to most accurately calculate an estimate of the dead of the detec-
tor. To do this the charge sharing addition correction is used as this correction reconstructs
the original interaction. No corrections will have a larger number of counts from the events
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shared over pixels and the discrimination corrections removes counts and there will therefore
be fewer than the detected number of counts. Therefore the charge sharing addition option
will be used for the dose rate response tests instead of the default option of discrimination.
Figure 2.10: a diagram of the charge sharing and corrections.
2.3.2 Dose rate response experimental procedure
For the dose rate response measurements the following procedure was applied:
• The detector was set up at a distance from the X-ray tube of 107 cm
• Each acquisition was carried out for 186 seconds; this is 3 minutes plus 6 seconds of
bias refresh time. This is a short time when the imaging is halted and the bias stopped
and started again after the designated time interval in order to reduce the effects of
polarisation on the detector [86]. As no image is acquired during this interval, extra
time is added to the total image acquisition.
• A range of different x-ray tube voltages were used (30, 40 and 50 kVp) and for each
voltage, images were acquired with the following values of the current: 5, 10, 20, 30,
40, 50, 60, 70, 80 and 100 µA.
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The images were then analysed using some simple routines in IDL that output a file contain-
ing the total number of counts for each current used. The counts were then plotted against
current to produce the linearity graph, figure 2.11.
2.3.3 Fitting a dead time curve to the dose rate response data
The equations for the dead time, 2.1 and 2.2, were fitted to the dose rate response data using
a program written in MATLAB. Values for the dead time of the detector were calculated
from this.
To fit the dead time models to the linearity data the current needed to be converted into true
count rate. To do this the ideal spectrum data for the tungsten anode X-ray tube used was
found using the program SpekCalc [87] for the three different energies used (30, 40 and 50
kVp).
The data was given in the units of number of counts per cm2mAs at a distance of one meter;
this was used to convert the current values into true count rate.
There are difficulties when calculating the exact value for the true count rate as there are
many variables that affect it. For instance, the geometry of the X-ray source used which
was a microfocus source. This has a different geometry from a conventional X-ray source
because the anode is parallel to the cathode instead of being at an angle. As the program used
to generate the ideal spectra [87] are modelled on a conventional source, the modelled counts
are not identical to the true counts of the experimental setup. As a result an estimate for the
true counts was worked out for each of the different currents used. The true counts were
assumed to be the same as the experimental counts for the lowest current (5 µA) because the
dead time has a lesser effect as the current is decreased (from 100 µA to 5 µA). Therefore
a conversion factor was calculated by finding the fractional difference between the lowest
current for the true counts and the experimental counts. This conversion factor was then
applied to all the other points.
Using the estimated true counts, the dead time curves were fitted using the inbuilt non-linear
fit function in MATLAB. Table 2.3 shows the values for the dead time that were calculated
from the fit for the different sets of data. Figure 2.11 shows the dose rate response data for
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the the three different energies, with the two dead time fits for each data set.
Figure 2.11: fits for the paralyzable (red) and non-paralyzable (blue) models for the 30, 40
and 50 kVp data.
Non-paralyzable dead time (s)
30 kVp (9.0±2.0)x10-07
40 kVp (8.0±2.0)x10-07
50 kVp (10.0±2.0)x10-07
Table 2.3: values of the dead time (τ) found from the fitted curves for the non-paralyzable
model for 30, 40 and 50 kVp.
The graphs for 30, 40 and 50 kVp (2.11) show that the detector is non-paralyzable as this is
the model that fits within the errors of the data points. From the fits an average dead time of
the detector was calculated to be (9.4±0.6)x10-7 s.
2.3.4 Investigation into dose rate response with and without the noise tail
An example of the resulting final spectrum can be seen in figure 2.12. In the low energy
region of the graph there is a ”tail” (indicated in the figure 2.12) which is formed from three
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different factors; noise in the detector, charge sharing events and end of frame events. The
charge sharing events are removed using the charge sharing corrections explained later in the
chapter. The end of frame events are due to the fact that the detector is read out in frames. If
an event is shared over two frames, then a smaller signal will be counted in the second frame,
leading to additional low energy events in the spectrum. Linearity graphs were plotted for
two situations: with the low energy peak included and without the low energy peak included
for three different tube voltages, figure 2.13. The effect of the low energy counts on the dose
rate response curve were then analysed.
Figure 2.12: an example spectrum with the low energy noise tail indicated.
For all three tube voltages tested the low energy event removed data is either of a very
similar value or less than the data with the low energy events included. This is as expected
because removing the low energy events means removing counts. Each of the data sets had
the non-paralyzable dead time fitted to it. The values of the dead time for without the low
energy events are shown in table 2.4. These are only very slightly difference of about 5%
in comparison to the dead time values calculated for the full spectrum (table 2.3) and these
differences are accounted for by the errors.
The process of windowing out the low energy tail won’t remove all of the noise. This is
because the noise tail extends into the energy spectrum. The two are complex to separate
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Figure 2.13: graphs of the linearity data for 30 kVp, 40 kVp and 50 kVp, both without the
noise tail included (red) and with the full spectrum (blue). The non-paralyzable dead time fit
for each data set is also shown.
Non-paralyzable dead time (s)
30 kVp (9.5±2.0)x10-07
40 kVp (8.6±2.0)x10-07
50 kVp (10.7±2.0)x10-07
Table 2.4: values of the dead time (τ) found from the fitted curves for the non-paralyzable
model for 30, 40 and 50 kVp. This data is without the noise tail included.
without knowing more about the detector noise, this is demonstrated in figure 2.14. There-
fore, windowing the noise tail is not as effective as it would be if all of the noise could be
removed from the spectrum.
2.3.5 Investigation into dose rate response over rows and columns of the detector
The next step was to investigate how the dose rate response varies over different regions
of the detector. To do this an IDL routine was written that sums the number of counts for
each of the rows and columns, for each current for the 50 kVp data set from the previous
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Figure 2.14: the noise peak (light blue) and useful counts (dark blue) for an example spec-
trum. The green dashed line represents what the summed image will look like with the noise
tail included.
experiment. Five different columns and rows were chosen across the width and height of
the detector and plotted on a graph, shown in figures 2.15 and 2.16. These were chosen to
represent the full range of the detector.
Figures 2.15 and 2.16 show that there is very little variation in the dose rate response across
the detector. Each data set had the non-paralyzable dead time curve fitted to it and the
resulting dead time values for each are shown in table 2.5. The values of the dead time show
very little variation for each of the rows and the columns. This shows that the dose rate
response is very regular across the detector. This demonstrates the reliability of the whole
detector for imaging as each pixel has a very similar response to high currents which is where
a deviation is most likely. This means that the whole surface of the detector can be used to
image with for the whole current range tested.
Column/Row number dead time - Columns (s) dead time - Rows (s)
5th (8.5±1.0)x10-05 (8.6±1.0)x10-05
20th (8.5±1.0)x10-05 (8.6±1.0)x10-05
40th (8.3±1.0)x10-05 (8.4±1.0)x10-05
60th (8.6±1.0)x10-05 (8.5±1.0)x10-05
75th (8.7±1.0)x10-05 (8.7±1.0)x10-05
Table 2.5: the values of the dead time (τ) found from the fitted curves for the paralyzable and
non-paralyzable models and also for 30, 40 and 50 kVp.
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Figure 2.15: dose rate response data for columns 5, 20, 40, 60 and 75 with a voltage of 50
kVp
Figure 2.16: dose rate response data for rows 5, 20, 40, 60 and 75 with a voltage of 50 kVp
2.3.6 Investigation into dose rate response at different detector operating tempera-
tures
Data was acquired for 50 kVp over a range of 5 µA to 100 µA, for 3 minutes per acquisition
firstly at 20◦C and secondly at 10◦C. Different temperatures were chosen as the detector
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works more efficiently at lower temperatures therefore changing the temperature could have
an affect on the dead time of the detector. The non-paralyzable dead time equation was fitted
to each set of data which produced the graph shown in figure 2.17. Values of the dead time
are shown in table 2.6.
Figure 2.17: graphs comparing the effect of the different charge sharing corrections on the
10◦C dose rate response data.
Detector temperature Non-paralyzable dead time (s)
20◦C (8.0±2.0)x10-07
10◦C (7.0±2.0)x10-07
Table 2.6: the dead time values for data shown in figure 2.17.
There is a slight drop in the measured dead time when the detector temperature is reduced
from 20◦C to 10◦C. This drop is accounted for within the error of the experiment. The
importance of operating at low temperatures has already been shown regarding the spectral
resolution and therefore the detector was operated at reduced temperatures for all further
experiments.
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2.4 Preliminary imaging investigation
As a way of getting a clinical looking image that could be used as a visual demonstration of
image quality, a Gammex “Rachel” anthropomorphic breast phantom [88] was imaged using
the HEXITEC spectroscopic detector. A breast phantom is a test object that is made from
a combination of materials that give similar imaging properties to actual breast tissue. To
simulate the different structures in a breast the material is formed with differing thicknesses,
as demonstrated in figure 2.18. The thicker regions simulating the glandular areas and the
thinner regions simulating the fatty areas.
Figure 2.18: Side and above profiles of a Rachel phantom. From the side view the thicker
regions of the material represent more dense regions of a breast and the thinner regions of
material represent the less dense regions.
Images of the Rachel breast phantom were acquired using an X-ray tube voltage of 50 kVp
and for the three currents: 10, 50 and 80 µA. This was done so that comparisons of the
quality could be made when the phantom was imaged with beams of increasing intensity.
To perform a flat-field correction the following series of images needed to be acquired:
• A series of dark images taken with no X-ray beam exposure to the detector
• A series of gain (flat-field) images taken at the same tube voltage and current as the
image to be corrected but with only a piece of Perspex in the beam, the same thickness
as the phantom, to generate an image of similar intensity and noise as the phantom
image.
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The gain images and the dark images then need to be averaged and the flat-field correction
can then be applied using equation 2.3 [89]:
Inew(x,y) = Iavg
I(x,y)−D(x,y)
G(x,y)−D(x,y) (2.3)
In equation 2.3, Inew is the corrected image, I is the uncorrected image, D is the average Dark
image, G is the average Gain image and Iavg is the scaling factor that is equal to the average
of (G-D)
For the HEXITEC detector the Dark image would be of the order of a few counts and hence
negligible. This is because semiconductor detectors require a certain energy in order to
excite an electron in the material to create a current and therefore register the event. As any
background radiation is minimal a dark image will have no counts and as a result not affect
the image and therefore equation 2.3 can be simplified to equation 2.4.
Inew(x,y) = Iavg
I(x,y)
G(x,y)
(2.4)
Gain images were acquired with 5 cm of Perspex to imitate the thickness of the phantom
and for each of the tube settings used to image the phantom. Then a MATLAB program was
written to perform the flat-field correction of the phantom images using equation 2.4.
The images were formed from the whole energy spectrum but the low energy noise pre-
vents the low contrast details of the phantom from being visible in the image. The energy
spectrum was windowed around an energy range which will remove most of the low energy
scatter events and detector noise and therefore improve the image quality. The images were
windowed over a 4 keV range starting from 2 keV and finishing with 34 keV. This was so the
correct energy range that would produce the clearest image could be identified. The images
using 80 µA were used to investigate the windowing energy.
The images in figure 2.19 show how the image changes as the energy range that the image
is windowed over is varied. For an energy range below about 14 keV the image becomes
very noisy due to low statistics as most of the beam is absorbed by the phantom. Then below
6 keV the details of the phantom are no longer visible as all photons this low in energy are
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Figure 2.19: images for a range of different energy windows. The lower energy window only
shows the scattered x-rays and noise, and the higher energy window shows x-rays with too
high an energy to interact with the phantom. The image of the phantom itself fades in and
then out of contrast in the mid energy range.
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absorbed and the noisy band across the lower edge of the detector can be seen. For energies
above about 28 keV, the image becomes less clear as most of the X-rays don’t interact with
the phantom. This shows there is an optimum energy range for imaging breast tissue. Lower
energy X-rays often scatter within the breast which when detected blur the final image and
X-rays above a certain energy pass through the breast without interacting and therefore these
do not add to the details of the final image of the breast. An optimum energy range of 20 -
25 keV was chosen; the initial images were then windowed over this energy range and then
the flat fielding was carried out as before. The final images are shown in figure 2.20.
Figure 2.20: images taken with HEXITEC of the flatfield (gain) image, the original phantom
image and the final corrected image for the three different tube voltages used and also win-
dowed between the energy range of 20 keV – 25 keV. The circle region in the flatfield and
original images is an image of the hole in the plastic box that protects the detector, it is taped
with insulating tape to avoid light entering.
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Figure 2.20 shows that when the data is windowed between 20 and 25 keV the final corrected
image is much clearer and all of the noise that was seen before has now been removed. This
data has demonstrated the improvement to the image quality that a beam over a narrow
energy range could achieve.
The images acquired with different currents show that increasing the current there is less
noise in the image so there is an improvement in the image quality.
2.5 Detector characterisation and preliminary imaging summary
The detector characterisation was made in order to have a greater understanding of how
HEXITEC forms an image and how to use the detector in order to produce the best quality
image possible. As the energy spectra for the images were used for the monochromator and
simulation parts of this study it was also important that the images were acquired and pro-
cessed in such a way that the final spectra had the best possible resolution.
It was shown that there is a variation in the energy calibration factors across the detector that
meant when the energy spectra were summed across the image, a blurring in the resolution
was produced. This showed the importance of interpolating the pixels so that the energy cal-
ibration was the same for each. It was also shown that cooling the detector greatly improved
the resolution of the energy peaks and therefore for the remainder of the study the detector
will be cooled when imaging.
The response of the detector was analysed over the rows and columns of the detector in or-
der to determine the reliability each of the pixels. It was found that as a whole the detector
performed well as there was little deviation from the mean.
It was shown that the detector has a non-paralyzable dead time response to high count rates
in the detector. This behaviour was investigated further and it was shown that the measured
dead time of the detector is directly proportional to the number of counts detected.
An investigation into corrections that the processing software can apply to correct for charge
sharing events across the pixels in the detector was made. It was shown that there is a drop
in count rate when the corrections were applied but this is as expected as the corrections
remove counts from the image in order to correct for the charge sharing. It was decided
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that the charge sharing discrimination correction that is currently used as the default setting
will be kept as such for the remainder of the study. This is because the process the addition
correction applies is not completely understood and having no charge sharing corrections
provides an inaccurate representation of the number of counts as each charge sharing event
has multiple counts associated with it.
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3 Monochromatic imaging
This part of the project investigates the effect the combination of monochromatic X-rays
with a spectroscopic detector has on contrast in breast imaging.
3.1 Setup
Figure 3.1 shows a diagram of the setup used for the monochromator experiments. The set-up
consists of a Hamamatsu L6732-01 X-ray source with a tungsten anode operated at up to 80
kVp, a 10 cm thick brass collimator with a 2 cm x 0.1 cm slit, a Highly Oriented Pyrolytic
Graphite Crystal (HOPG) combined with a goniometer, the test object and the HEXITEC
spectroscopic detector.
Figure 3.1: a diagram of the monochromator setup. On the diagram, 1 is the X-ray source, 2
is the collimator, 3 is the mosaic crystal, 4 is the test object and 5 is the HEXITEC spectro-
scopic detector. The angle for diffraction θ is shown. A is the source to collimator distance
and is equal to 60 cm B is the collimator to Detector distance and is equal to 41 cm.
The setup follows the theory explained in section 2. The primary beam is collimated,
diffracted according to Bragg’s law to produce a monochromatic beam, interacts with the
test object and is detected.
The test object used in this study is a low contrast test object shown in figure 3.2. It con-
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sists of a 10 cm x 10 cm x 0.5 cm block of perspex with 3 holes 0.5 mm in diameter and 3
holes 0.3 mm in diameter made in the centre of the block. Two sets of holes were filled with
wax and nylon because these materials have a slightly different attenuation coefficient from
perspex, hence producing a low contrast image. The final set has been left empty and has
not been in this study. The test object also has several extra blocks of perspex of different
thicknesses that can be added to vary the overall thickness.
Figure 3.2: the front and side view of a Perspex test object. A is the Nylon detail, B is the
wax detail and C is the air detail. Each detail is 0.5 cm thick and has two sizes, 0.5 cm and
0.2 cm. The width of the Perspex with the embedded details is 0.5 cm thick. The width of
the additional Perspex (width X cm) can be changed depending on the thickness of breast
tissue that is being simulated.
3.2 Crystal Characterisation
In order to identify the monochromatic energy produced for each crystal angle a character-
isation of the crystal was carried out. A range of crystal angles were imaged with a tube
voltage of 60 kVp and the corresponding monochromatic energy calculated using the cali-
bration coefficients calculated in the detector characterisation. The monochromatic energy
was then plotted against crystal angle, as shown in figure 3.3. Bragg’s law (equation 1.1)
was fitted to the data. This was done by using the relationship between the energy (E), the
wavelength (λ), planks constant (h) and the speed of light (c) shown in equation 3.1 in order
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to convert wavelength in Bragg’s equation to energy. This was then rearranged to produce
equation 3.2 which was fitted to the data. The constants A0 and A1 were found to be 1.59 keV
and 0.14◦ respectively. A0 corresponds to the summation of the constants in the two equa-
tions; hc divided by 2d and converted from Joules to keV. These constants evaluated come to
2.5 keV which is of the same order as calculated from experimental data. A1 corresponds to
the offset from the beam direction of the goniometer used in the study; for example setting
the goniometer to 3◦ would result in an actual angle of 2.86◦.
Figure 3.3: a plot of the monochromatic energy (keV) against the angle of the crystal (de-
grees). Bragg’s law was fitted to the data and is shown by the red line
E =
hc
λ
(3.1)
E(keV ) =
A0
sin(θ−A1) (3.2)
3.3 Monochromator characterisation
The shape of the resulting monochromatic beam and the spectrum produced was investigated.
This was done by imaging a 3◦ and 5◦ crystal angle and analysing how the spectrum changes
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across the width and height of the diffracted beam.
Shown in figure 3.4 is the data for the two different crystal angles. The 3◦ angle corresponds
to a peak energy of 31 keV and a FWHM of 2.9 keV. The 5◦ angle corresponds to a peak
energy of 18 keV and a FWHM of 1.2 keV. The smaller crystal angle produces 50% more
spread over the beam than the bigger crystal angle; this is because the smaller angle is more
grazing across the crystal which produces a greater angular spread and therefore a broader
peak. The 3◦ spectrum also shows the cadmium characteristic peak at around 23 keV.
The images of the beam in figure 3.4 have some points highlighted. ABC indicates the
horizontal direction and DBE indicates the vertical direction. The spectra at these points
are indicated on the plots. It is shown that the peak position across ABC varies very little,
whereas the peak position across DBE varies slightly. This variation is due to the divergence
of the beam through the collimator as illustrated in figure 3.5. The required monochromatic
energy is produced by photons that travel straight through the collimator and reach the crystal
at the centre point producing energy B. The part of the beam below the straight through
point reaches the crystal with a greater angle, this diffracts with a bigger angle and therefore
produces a smaller energy E. Then the beam above the straight through point diffracts from
the crystal with a more grazing smaller angle, producing a bigger energy D. The combination
of these energies produces a summed energy peak with a wider FWHM than the individual
points. The graphs show that this effect is far greater for the 3◦ than the 5◦ angle as there is
more spread of the beam across the crystal for the smaller angle than the bigger angle so the
divergence has a greater effect.
3.4 MTF
The Modulation Transfer Function is a measure of the spatial frequency response on an
imaging system. The theory behind the calculation of the MTF is explained in chapter 1.
The MTF is measured by imaging a sharp edge at an angle of between 1 and 5 degrees [17].
The sharp edge used in this study was a 0.2 cm thick steel blade. In order to measure the
MTF using the monochromatic setup the blade was mounted onto a thin plastic film in a
frame and attached to the motors, about 1 cm from the detector surface, that would move it
59
Figure 3.4: monochromatic beam shape for 3◦ (left) and 5◦ (right). How the spectrum varies
over the horizontal and vertical axis is represented by the plots below the images. A, B and
C is the horizontal axis and D, B, E is the vertical axis.
Figure 3.5: a diagram showing why the exact peak position varies over the height of the
beam and the effect that summing over the different peak positions has on the final spectrum.
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up and down the so that all the slices of the image could be acquired.
A MATLAB program was written to calculate the MTF of the system from the image of
the edge. The image of the edge was processed row by row. The edge is at an angle so the
position of the edge in each row changes slightly across the edge. In order to sum all of the
rows together the edge in each row needed to be aligned. Once the edge has been aligned and
the rows summed to produce the edge spread function (ESF) it is differentiated to produce
the line spread function (LSF). The fast Fourier transform (FFT) is then applied to the LSF
which produces the MTF.
3.4.1 Aligning the edge
In order to sum together the rows of the image to produce the ESF, the edge point for each
row needs to be aligned. This is because the edge is imaged at an angle so the edge point
varies. A program was written in MATLAB that uses the non-linear fit function to fit the
equation of a sigmoid (equation 3.3) to the ESF. It then differentiates the sigmoid in order
to find the central point and uses the x coordinate as in the first program to align the edges
of the whole image and then sums the rows together and calculates the LSF and MTF from
this. An example set of data with a signmoid fitted to it is shown in figure 3.6.
The graphs for the ESF, LSF and MTF using this program are shown in figure 3.7. The ESF
plot shows that there is some transmission through the edge because the lower side is not on
zero but on around 0.3. The LSF plot shows a higher transmission on the edge side of the
peak, this is due to the slanted region on the edge that leads to the point of the blade that was
imaged. In order to get an accurate MTF of the detector this needed to be investigated.
y(x) =
1
1+ e−x
(3.3)
3.4.2 Absorption across the edge
In order to find out the maximum energy that the edge can be imaged with (but still be
absorbed by the edge) some absorption calculations were made.
The blade does not go to a single point and has a slight sloping region to the point of the
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Figure 3.6: Single row normalised ESF data with a sigmoid fitted (solid line) using equation
3.3.
Figure 3.7: the normalised ESF, LSF and MTF for an edge processed using a sigmoid fitted
to the data that was imaged with a 19 keV monochromatic peak.
blade, as shown in figure 3.8. The Blue shaded region represents the edge of the blade and
the clear region the air surrounding the blade.
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Figure 3.8: a diagram of the edge used in the MTF calculations. In the calculations X1 and
X3 were set to 0.5 cm and X1 to 0.2 cm. The thickness of the blade Y was 0.05 cm.
X2 and Y were measured from the blade using a micrometer. Theta was calculated using
basic trigonometry. The mass absorption coefficients for lead (Fe) for several energies were
found from the NIST website [90]. Then points every 0.1 mm from the beginning of X1,
over X2 and to the end of X3 were sampled and the absorption across Y calculated using the
following equation for the transmission of X-rays.
Transmission =
I
I0
= exp(−µleadtlead) (3.4)
Where t is the thickness of the material at that point and µ is the absorption coefficient of the
material. Then the following equation converts the transmission into the absorption.
Absorption = 1−Transmission (3.5)
The Absorption for 15, 20 and 30 keV was then plotted against the distance over the edge,
shown in figure 3.9.
The graphs show that when the energy of the X-rays reach 30 keV not all the beam is ab-
sorbed by the edge and there will be some transmission which will affect the measured MTF.
The slope towards the edge has some effect on the absorption even at 20 keV. To minimise
this effect a lower energy is required so that the whole beam is absorbed as seen for the 15
keV plot.
3.4.3 MTF measurements
Images of the edge were acquired at 16, 17 and 19 keV; the energy used was kept below
20 keV to reduce the effect of absorption on the edge profile. The edge was imaged at two
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Figure 3.9: the absorption over the blade of three different X-ray energies, 15, 20 and 30
keV.
different angles for each energy used. It is recommended that the edge is imaged between
an angle of 1 and 5 degrees [17]; as a result the angles 1 and 5 were chosen to get the full
range. Figure 3.10 shows the images of the edge for all three energies and two angles. The
ESF, LSF and MTF were calculated for each image. Then the data was summed together to
produce the final ESF, LSF and MTF plots, shown in figure 3.11.
The ESF plot shows that even using the lower energies there is still some transmission of the
X-rays through the edge shown by the non zero region on the edge side of the ESF plot and
also by the sloped edge on the edge side of the LSF plot in figure 3.11. In order to image with
a high enough count a high tube voltage is used. For the low monochromatic energies being
used this means that there are also higher order peaks present in the spectrum; due to Bragg’s
law. These peaks are at a higher energy and therefore can transmit through the edge causing
the non-zero edge region shown in figure 3.11. This cannot be solved by windowing the
monochromatic peak as the increased standard deviation between the pixel values from the
decreased statistics leads to a very inaccurate profile of the edge which produces a deformed
MTF curve.
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Figure 3.10: example images of the edge imaged at 19 keV with a 1 (left) and 5 (right) degree
angle.
Figure 3.11: The summed and normalised ESF, LSF and MTF of the 16, 17 and 19 keV
images for 1 and 5 degrees.
3.4.4 Corrections for transmission of X-rays
Using the equation for the transmission of the X-rays across the edge (equation 3.4) and the
diagram of the edge (figure 3.8), some corrections for the transmission were made.
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Firstly, the edge region in the data set was identified. Each data point over the area where
Y does not vary was multiplied by the transmission equation where tlead is constant. Then
knowing that each data point represents one pixel and each pixel is 0.025 cm wide it was
calculated how thick the lead and air were for each point. Each of these data points were
then multiplied by the transmission using the corresponding values of tlead . This method
removes any effect that the sloping edge has on the transmission as shown by the plots of
ESF, LSF and MTF in figure 3.12.
Figure 3.12: the normalised ESF, LSF and MTF for the measured data (blue line) and the
corrected data (red line) for the summed data shown previously imaged with 18, 19 and 20
keV monochromatic beam.
To show that these corrections have only corrected the effect of transmission through the
edge and not removed and information that effects the MTF measurement these corrected
plots were compared to plots taken with a full energy spectrum. The edge was imaged with
a tube voltage of 15 kVp, limiting the effect of transmission through the edge. This can be
seen in figure 3.13 by the zero counts through the edge region. Figure 3.13 also shows that
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the corrected plots match the full energy spectrum plots showing that the corrections that
were applied have not removed any MTF characteristics and only corrected for unwanted
transmission.
Figure 3.13: the normalised ESF, LSF and MTF for the full spectrum (blue line) data imaged
with a tube voltage of 15 kVp and the corrected monochromatic data (red line) imaged with
18, 19 and 20 keV monochromatic beams.
3.4.5 Below and above the K-edge of CdTe
Now that corrections for the transmission through the edge have been shown to be reliable
the edge was imaged at higher energies and the corrections used to remove the unwanted
transmission from the data.
Above the K-edge of the detector material there is an increase in the attenuation of photons
due to the absorption edge. This in turn produces fluorescence X-rays that are often detected
in a pixel different from that of production which could lead to a reduction in the resolution
of the image. To test this theory images of the edge will be taken at 24.9 and 33.4 keV (above
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and below the K-edges of CdTe where the K-edge of Cd is 26.7 keV and the K-edge of Te is
31.8 keV) and the resulting MTF curves compared to see if it has any effect on the detector.
For comparison the corrected MTFs for the 24.9, 33.4 and summed 18, 19 and 20 keV were
plotted on a graph, figure 3.14. It can be seen from these graphs that there is no variation
in the MTF depending on energy. This means that, for the energies investigated, there is no
loss in resolution due to fluorescence photons from neighbouring pixels.
Figure 3.14: a comparison plot of the normalised MTF for the 24.9, 33.4 and summed 18,
19 and 20 keV monochromatic beams
3.5 Optimum energy calculations
The optimal X-ray energy required in mammography is dependent on the thickness of the
breast being imaged. Thicker breasts require higher energies in order to achieve a sufficient
intensity transmitted through the tissue. However, there is a compromise to be made as
higher energy photons have a higher probability of colliding as they are travelling through
the breast tissue. This produces a higher proportion of scattered photons which reduces the
contrast of the image and therefore the image quality.
To calculate the optimum monochromatic energy needed for a range of equivalent breast
68
thicknesses an alternative form of the Image Quality Factor (IQF) to include dose over a
range of X-ray energies was calculate using equation 3.6.
IQF =
SNR2
dose
(3.6)
The signal to noise ratio is given by equation 3.7 where Nout and Nin are the average signals
in and outside of the detail respectively and A is the area of the detail. The mean glandular
dose is given by equation 3.8. The terms between the brackets equal the entrance dose, where
N0 is the entrance signal, (µ/ρ)air is the mass attenuation coefficient of air and E is the X-
ray energy. The added term g is a conversion factor that converts the entrance dose into the
mean glandular dose. This factor is determined from Monte Carlo simulations carried out by
Dance et al [80]. Perspex is often used as a material to simulate the density of breast tissue.
As the thickness of the Perspex increases the equivalent breast thickness starts to differ, table
3.1. Therefore as the work done in this project uses Perspex but the dose conversion factor g
is dependent on breast tissue thickness the equivalent thickness is required to determine the
correct values of g.
Another factor in determining the correct dose conversion factor is the half value layer of
the beam, HVL. This is the thickness of a material needed to reduce the dose by half and is
calculated using equation 3.9 where µ is the attenuation coefficient of the material being used.
The term 0.693 comes from the fact that the dose decreases exponentially as the thickness
of material increases. A 50% decrease in the dose is equivalent to a factor of 0.693 over the
thickness of the material.
SNR =
A|Nout−Nin|
σA|Nout |
(3.7)
MGD = (N0
(
µ
ρ
)
air
E)g (3.8)
HV L =
0.693
µ
(3.9)
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Perspex thickness (mm) Equivalent breast thickness (mm)
30 32
40 45
50 60
60 75
70 90
Table 3.1: the equivalent breast thickness for a range of Perspex thicknesses.
The IQF needed to be calculated for use of the low contrast test object with wax and Nylon
details in a Perspex block. In order to determine values of Nout and Nin, equations 1.3 and
1.4 were used. Where the background is the Perspex and the details are the wax and the
Nylon. Next these equations were substituted into the equation for the SNR (equation 3.7)
and then into the equation for the IQF (equation 3.8). This results in an equation for the IQF
that is independent of the initial number of counts N0. Therefore the IQF was calculated by
inputting values of the attenuation coefficients, thickness of details and energy of the beam.
The IQF was calculated over a the range of energies 10 keV to 30 keV, this being around
the mammographic energy range. Different perspex thicknesses between 32 mm and 90 mm
were analysed because this covers the typical range of compressed breast thicknesses imaged
in the UK [91]. The two detail materials, Nylon and Wax, that are used in the low contrast
test object that will be imaged were used. Figures 3.15 and 3.16 show graphs of the data.
Each plot has a maximum point which is taken as the maximum IQF. All of the maximum
IQF energies for the different breast thicknesses are shown in table 3.2 and these are what
will be used for all the imaging in this study.
Perspex thickness (mm) Optimum energy - Nylon (keV) Optimum energy - Wax (keV)
30 17 17
40 18 18
50 19 19
60 20 20
70 21 22
Table 3.2: The optimum energy calculated from figures 3.15 and 3.16 for the different per-
spex thicknesses and detail materials.
The values of optimum energy are similar for the wax and Nylon details. As a result an
average for the two energies is what will be used to image the low contrast test object for
each of the different perspex thicknesses. Two different methods can be used for windowing
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Figure 3.15: a plot of IQF against energy for the Nylon detail with perspex thicknesses from
3 cm to 7 cm.
Figure 3.16: a plot of IQF against energy for the Wax detail with perspex thicknesses from 3
cm to 7 cm.
the energy spectra of the images around the required region. These methods have been named
the manual and Adaptive methods and are described below.
3.6 Image formation
The dimensions of the monochromatic beam using the setup described are around 20 mm
(width) x 5 mm (height). This fits the width of the detector but to image the whole height
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of an object multiple images must be acquired. To do this the test object is mounted on a
stepper motor that can move the test object accurately in small steps equal to the height of
the beam. The stepper motor used for this project is the Newport ILS series of linear motors
controlled using the Newport EPS controller [92]. Once the whole test object is imaged the
strips of image can be combined to produce the final image.
Once the separate sections of image have been acquired they need to be combined together
to create a single image. A MATLAB program was written that inputs each of the slices
of the image plus a flatfield image taken with the same imaging parameters and equivalent
thickness of perspex but with no details. Due to the high intensity of the beam the equivalent
thickness in perspex is used to prevent the detector from becoming saturated which would
happen if no perspex was used. In order to produce the final image the following procedure
is carried out:
• Firstly the user inputs the test object images, the flat field image, the height of the
monochromatic beam in mm and the required overlap of the strips in pixels.
• The overlap is a region added onto the strips on either side for the middle strips and
on just one side for the bottom and top strips. The pixel values within these overlap
regions are averaged. This helps to reduce any artifacts at the point where two strips
are joined. This is because the intensity varies over the width of the beam as shown in
the monochromator characterisation, figure 3.4.
• The first image is displayed and the user selects the lowest point of the monochromatic
region in the image. Using this point and the height of the monochromatic beam the
program cuts a strip from the image. The program uses the lowest position and height
of the strip to then cut the remaining strips from the other images.
• The energy spectrum is then windowed over the required region. Depending on which
part of the spectrum is being investigated, there are different programs that produce an
image using the whole spectrum or windowed around the monochromatic region.
• Once the strips have been windowed each strip is corrected for the flat field as de-
scribed in chapter 2. Then each strip is normalised to the background counts in order
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to remove any variation in beam intensity resulting from drift of the source.
• The strips are then combined together to produce a single image.
3.7 Spectral windowing
Using the spectral capabilities of the detector described in the introduction chapter, the spec-
trum that forms the image can be windowed around any region required by the user after the
image has been acquired. In this project this will involve using the whole energy spectrum
or windowing it around the monochromatic peaks. If the tube voltage used is high enough
this could include higher order harmonics, as Bragg’s law states.
There are two methods of windowing that were investigated; they were called Manual win-
dowing and Adaptive windowing.
Manual windowing
The manual method requires the user to select the lowest and highest energies to window
the spectrum using a displayed summed spectrum over all rows of a strip of the image; this
is shown in figure 3.17. Once this has been done, the spectrum for each pixel is windowed
around this region.
This method has some flaws as it assumes that the location of the monochromatic peak in
the spectrum is at a constant energy for all rows on an image. However, there is a slight
variation in the peak energy as explained in section 1.3 (figure 3.4). Windowing the region
around this broader summed peak shown in figure 3.5 will result in a proportion of scattered
beam included in the final image which will degrade the image quality.
Adaptive windowing
To rectify this problem the Adaptive windowing method is proposed. This method uses the
following procedure, which is illustrated in figure 3.18:
• Takes the first row of the first image and sums the spectral information over that row
of pixels
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Figure 3.17: a screen shot of an example spectrum summed over all pixels of an image and
the black lines showing where the upper and lower boundaries for windowing the spectrum.
• Then the location of the monochromatic peak is found using the MATLAB inbuilt
function MAX that locates the highest point in the spectrum. A factor f that is chosen
by the user finds a set percentage below and above this peak position and each pixel in
that row is windowed around this region. For this project f is set to 0.2.
• This is then repeated for the remaining rows in all of the slices.
To determine which method provides the best image quality an image of the low contrast
details was acquired and processed using the two windowing methods. The CNR of the two
details in each image was calculated, table 3.3, and comparisons made.
Detail Manual CNR Adaptive CNR
Wax 175±9 223±10
Nylon 135±7 165±8
Table 3.3: the equivalent breast thickness for a range of Perspex thicknesses.
From the CNR values of both low contrast details there is around a 20% increase in the CNR
when the Adaptive method of windowing is used instead of the manual method. The diver-
gence of the beam causes a broadening of the monochromatic peak when summed together.
It is the width of this summed peak that is being used to window every row of the image
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Figure 3.18: a diagram showing the method for Adaptive windowing, for this work a value
of 0.2 was chosen for f as this windowed the peak with a width similar to the manual method.
when using the manual method. This wider window causes a higher proportion of scattered
photons to be included in the image which reduces the contrast of the image. The Adaptive
method windows row by row making the window much narrower around the peak and in-
cludes less of the scattered photons and hence improves the image quality. The difference
between the peak for a single row and the summed strip is shown in figure 3.19. The FWHM
of the Adaptive peak is 1.8 keV which is 50% smaller than that of the manual peak that is
3.9 keV. This shows that windowing around the manual peak will include more of the scat-
ter surrounding the monochromatic peak than the Adaptive windowing method. Hence the
manual method will have a reduced image quality to the Adaptive method. As a result this is
the method that was used to window the images for the rest of the project.
3.8 Preliminary monochromatic imaging
3.8.1 Higher tube voltage imaging
A monochromatic beam obtained using a conventional X-ray source has a relatively low
intensity because a high proportion of the beam is lost through diffraction. To increase this
intensity, a higher tube voltage may be required. This is because increasing the tube voltage
increases the overall X-ray flux [93]. As the beam is monochromatised, this higher voltage
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Figure 3.19: an example graph showing the spectrum summed over the whole strip as would
be done using the manual method (blue) and the spectrum over a single row as is done for
the Adaptive method (red).
only increases the counts to the monochromatic peaks.
When using a higher tube voltage higher order peaks may present in the spectrum. This is
shown by the term n in Bragg’s law that states that n multiples of the wavelength will be
diffracted for a given angle. It is possible that scattered photons from the second peak could
contribute to the first peak in the energy spectrum. If this were the case, windowing around
the first peak could have a reduced image quality than if the test object were imaged with
only the first peak present, as demonstrated in figure 3.20.
To assess the magnitude of this effect an experiment was carried out by imaging the low
contrast test object with 4 cm of Perspex and a monochromatic peak of 18 keV. A constant
tube current of 100 µA was chosen and the object was imaged with two different tube volt-
ages, one excluding the second peak (35 kVp) and one including it (50 kVp). Each image
was windowed around the first monochromatic peak and figure 3.21 shows the final recon-
structed images for both the 35 kVp and 50 kVp tube voltages.
To analyse these images the CNR divided by the square-root of the area of the peak will be
calculated using the equation for the Image Quality Factor (IQF) (equation 1.10) where N is
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Figure 3.20: a diagram showing the possible effect the second harmonic peak could have on
the first peak. Plot A is the first peak only and plot B shows the two peaks and the possible
scatter tail from the second peak is indicated.
Figure 3.21: reconstructed images using a tube voltage of 35 kVp (A) and 50 kVp (B). The
brighter detail is wax and the darker detail Nylon.
the area under the peak (the number of counts). This is because the increase in voltage leads
to an increase in counts which will reduce statistical noise. This could hide any effects that
the scatter from the second order peak has on the first order peak.
The area under the peak was calculated using the triple energy windowing method [94] to
remove the background count from the calculation, this method is demonstrated in figure
3.22.
The values of the Image Quality Figure are shown in table 3.4. The values show that within
the uncertainty of the experiment there is no difference in image quality if the higher tube
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voltage is used to image with. This demonstrates that any scatter caused by the second
harmonic peak does not interfere with the first monochromatic peak. In conclusion, the
higher tube voltage will be used to image with in this project as it produces a more intense
monochromatic peak without any reduction in image quality as a result of scatter from the
second harmonic peak.
Figure 3.22: plots of the energy spectrum for 35 kVp and 50 kVp images. The 35 kVp plot
shows the peak at 18 keV and the 50 kVp plot shows the first peak at 18 keV and the second
order peak at 36 keV. The windows for the triple energy windowing method of calculating
the peak area are shown.
Detail 35 kVp IQF 50 kVp IQF
Wax 0.21±0.02 0.24±0.02
Nylon 0.15±0.02 0.20±0.02
Table 3.4: the IQF values for the wax and nylon details for 35 and 50 kVp tube voltages.
3.8.2 Second Order Peak
As figure 3.22 demonstrates, when a higher tube voltage is used, higher order peaks appear
in the energy spectrum. It has been shown that scatter from the higher order peak does not
bring significant disadvantage to the image quality. An investigation into imaging with the
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second order peak was made by windowing the image from the previous section around only
the second peak using an adapted version of the image reconstruction program.
The resulting image is shown in figure 3.23 and it can be seen that there is only a very
slight trace of the details present in the image. This is demonstrated by the vertical profile
through the centre of the image as there is a very slight drop in counts to the left and a slight
rise in counts to the right, indicating the wax and nylon details (figure 3.23). However, this
difference is very minor as the profile is dominated by the random background fluctuations.
This work confirms the theory that higher energy photons are likely to pass through without
interacting with the breast and therefore provide little anatomical information.
For the rest of the work on monochromators, only the first order monochromatic peak will
be used when windowing the images.
Figure 3.23: the reconstructed image windowed around the second harmonic peak at 36keV
(left) with a vertical profile across the image indicating the position of the pixel values shown
in the plot (right). A and B in the plot indicate the slight drop and slight rise in counts due to
the wax and nylon details and there location is highlighted on the image.
3.9 Dependence of image quality on test object thickness
In the UK the range of compressed breast thicknesses imaged in the breast screening program
are between 4 and 6 cm [91]. Therefore in this study the image quality of the low contrast
details in the test object will be investigated for 4 cm, 5 cm and 6 cm of Perspex. These
thicknesses were imaged with energies of 18, 19 and 21 keV, respectively, as found using the
IQF calculations.
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The first thing to investigate was the ideal tube voltage that is needed to image each thickness
of Perspex. As the thickness of the Perspex is increased, a higher proportion of the beam is
absorbed and so a more intense beam is required to image it within the same time scale. The
first test was to image each thickness with a tube voltage of 50 kVp. The images for 4 cm
and 5 cm are shown in figure 3.24 and the CNR values for each detail are in tables 3.5 and
3.6.
The 4 cm thickness has a good image quality which was improved on once the scatter region
had been removed. This shows that even with the reduction of counts from the removal of
the scatter, the image quality still improves; shown by the CNR values with a percentage
increase of around 16%. The 5 cm thickness has a very poor quality visually, both before
and after windowing. The CNR values have little difference when the scatter component is
removed. It was decided that 50 kVp is not intense enough to image that thickness with so a
higher tube voltage is required when imaging thicknesses greater than 4 cm.
Figure 3.24: the reconstructed images for 4 cm and 5 cm thickness low contrast test object,
both before and after spectrum windowing.
Detail 4 cm - full spectrum CNR 4 cm - scatter free CNR
Wax 272±11 323±14
Nylon 441±9 500±10
Table 3.5: the CNR values for the wax and nylon details for 4 cm thick perspex test object,
before and after the energy spectrum was windowed around the first monochromatic peak.
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Detail 5 cm - full spectrum CNR 5 cm - scatter free CNR
Wax 271±13 276±13
Nylon 286±14 262±13
Table 3.6: the CNR values for the wax and nylon details for 5 cm thick perspex test object,
before and after the energy spectrum was windowed around the first monochromatic peak.
When imaging the 4 cm thick test object with 50 kVp the resulting image quality was good
but for the thicker 5 cm object it was not. There are two possible solutions to this. Firstly,
keeping the 4 cm at 50 kVp and increase the voltage as the thickness increases. This has the
advantage of only using the voltage that is required for the thickness of object being imaged
which keeps the dose at a minimum. However, it also adds an additional variable when com-
paring the image quality between the different thicknesses as the beam intensity increases for
higher voltages which will have an effect on the CNR improvement. Therefore the second
test was to choose a higher voltage that can be kept constant and image all thicknesses with
this.
Increasing tube voltage
For the increasing tube voltage study, voltages of 50, 55 and 60 kVp were chosen for 4, 5
and 6 cm test object thicknesses respectively. Figure 3.25 shows the images for the three
thicknesses both before and after windowing around the monochromatic peak. Tables 3.7
and 3.8 show the contrast and CNR values for each of the thicknesses.
Figure 3.25: the reconstructed images for 4, 5 and 6 cm thickness low contrast test object.
Shown both before the spectrum was windowed around the monochromatic peak and after.
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Object thickness Tube voltage Detail Full spectrum contrast Scatter free contrast
4 cm 50 kVp Wax 0.044±0.002 0.078±0.004
4 cm 50 kVp Nylon 0.066±0.003 0.108±0.004
5 cm 55 kVp Wax 0.041±0.002 0.074±0.003
5 cm 55 kVp Nylon 0.050±0.003 0.095±0.004
6 cm 60 kVp Wax 0.024±0.001 0.048±0.002
6 cm 60 kVp Nylon 0.031±0.002 0.062±0.003
Table 3.7: the contrast values for the wax and nylon details for increasing tube voltages and
different test object thickness. Values are for both before and after the energy spectrum was
windowed around the first monochromatic peak are shown.
Object thickness Tube voltage Detail Full spectrum CNR Scatter free CNR
4 cm 50 kVp Wax 272±11 323±14
4 cm 50 kVp Nylon 441±9 500±10
5 cm 55 kVp Wax 210±10 257±8
5 cm 55 kVp Nylon 287±9 328±9
6 cm 60 kVp Wax 175±8 219±9
6 cm 60 kVp Nylon 234±11 301±15
Table 3.8: the CNR values for the wax and nylon details for increasing tube voltages and
different test object thickness. Values are for both before and after the energy spectrum was
windowed around the first monochromatic peak are shown.
The data shows that there is approximately a 45% increase in the contrast when the scatter
is removed from the image. This improved image quality is evident in the images as the
background seems much more uniform and the details less blurred. The CNR was calculated
in order to show that even though there is a slight increase in the standard deviation due to
the reduction in statistics once the spectrum has been windowed, this still produces a better
image quality once windowed.
The improvement is more significant for greater thicknesses. There are two possible expla-
nations for this. Firstly that a thicker sample produces a greater amount of scattering so
removing this scatter produces a greater improvement in the image quality. Secondly, the
increase in tube voltage increased the beam intensity which had an effect on the amount
of scatter. In order to see which was correct the contrast and CNR for each thickness was
imaged using the same tube voltage.
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Constant tube voltage
For a better comparison of the image quality for different thicknesses of test object, the ob-
ject was imaged using a constant 60 kVp tube voltage.
Figure 3.26 shows the images for the three thicknesses both before and after windowing
around the monochromatic peak; 18, 19 and 21 keV for the 4, 5 and 6 cm thicknesses respec-
tively. The contrast and CNR values for the details in each of the images with the percentage
differences are shown in tables 3.9 and 3.10.
Figure 3.26: the reconstructed images for 4, 5 and 6 cm thickness low contrast test object.
Shown both before the spectrum was windowed around the monochromatic peak and after.
Object thickness Tube voltage Detail Contrast before Contrast after
4 cm 60 kVp Wax 0.042±0.002 0.090±0.004
4 cm 60 kVp Nylon 0.048±0.002 0.099±0.005
5 cm 60 kVp Wax 0.031±0.001 0.062±0.003
5 cm 60 kVp Nylon 0.040±0.002 0.082±0.004
6 cm 60 kVp Wax 0.024±0.001 0.048±0.002
6 cm 60 kVp Nylon 0.031±0.002 0.062±0.003
Table 3.9: the contrast values for the wax and nylon details for increasing tube voltages and
different test object thickness. Values are for both before and after the energy spectrum was
windowed around the first monochromatic peak are shown.
When the tube voltage was increased with object thickness there was an increase in the
contrast improvement as shown by the contrast values in table 3.7. Keeping the tube voltage
constant for all the test object thicknesses shows a constant contrast improvement for all three
thicknesses as shown in table 3.10. This shows that the change in image quality improvement
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Object thickness Tube voltage Detail CNR before CNR after
4 cm 60 kVp Wax 295±9 379±8
4 cm 60 kVp Nylon 378±11 481±12
5 cm 60 kVp Wax 258±8 324±10
5 cm 60 kVp Nylon 316±10 401±11
6 cm 60 kVp Wax 175±8 219±9
6 cm 60 kVp Nylon 234±11 301±15
Table 3.10: the CNR values for the wax and nylon details for increasing tube voltages and
different test object thickness. Values are for both before and after the energy spectrum was
windowed around the first monochromatic peak are shown.
when the tube voltage was not kept constant was due to the change in the voltage and not the
change in object thickness. This is shown in table 3.9 where the increase in the contrast is
about 50% for all the thicknesses and in table 3.10 where the CNR increases by about 20%
for all the thicknesses.
Full spectrum imaging
Images of the low contrast test object were acquired using a full energy spectrum. The con-
trast and CNR were compared to the scatter free images taken using a variable tube voltage.
In order to produce full spectrum images of the three test object thicknesses that are compa-
rable to the monochromatic images, the tube voltage that would produce an average energy
close to the monochromatic energies for each thickness was calculated. This was done using
the spectrum generator SpekCalc [87]. These calculations showed that to produce average
energies of 18, 19 and 21 keV using a tungsten anode X-ray tube, tube voltages of 35, 38
and 45 kVp would be used respectively.
Figure 3.27 shows the full spectrum images of the test object and table 3.11 shows the con-
trast values for each detail and object thickness. Comparing the contrast values of the two
images shows that there is about a 45% increase in contrast for the monochromatic images.
To compare the CNR of the scatter removed and full spectrum images it needed to be divided
by the square root of the number of counts (IQF). This is because full spectrum image was
imaged using a much higher number of counts which will have an effect on the standard
deviation used to calculate the CNR. Table 3.12 compares the IQF for the full spectrum and
scatter free images. It shows an increase in IQF of around 45% when the scatter is removed
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from the image.
Figure 3.27: the full spectrum images for 4, 5 and 6 cm thickness low contrast test object.
Object thickness Detail contrast
4 cm Wax 0.048±0.002
4 cm Nylon 0.063±0.003
5 cm Wax 0.037±0.002
5 cm Nylon 0.049±0.002
6 cm Wax 0.029±0.001
6 cm Nylon 0.034±0.002
Table 3.11: the contrast values for the wax and nylon details and different test object thick-
ness imaged with a conventional full spectrum. Tube voltages of 35, 38 and 45 kVp were
used for the 4, 5 and 6 cm test object thicknesses respectively.
Object thickness Detail IQF - full spectrum IQF - scatter free
4 cm Wax 4.5±0.3 8.0±0.4
4 cm Nylon 6.4±0.3 12.4±0.3
5 cm Wax 4.6±0.2 7.2±0.4
5 cm Nylon 6.5±0.4 11.1±0.4
6 cm Wax 4.0±0.2 7.6±0.4
6 cm Nylon 5.7±0.3 11.7±0.4
Table 3.12: the IQF values for the wax and nylon details and different test object thickness
imaged with a conventional full spectrum and a monochromatic spectrum.
Scatter to Primary Ratio
The Scatter to Primary Ratio (SPR) is a measure of the amount of scattered radiation with
respect to the amount of primary radiation. The relationship between SPR and the contrast
can be derived from equation 1.5 of the radiographic contrast. If the scatter free contrast is
assumed to be given by equation 3.10 then the SPR can be simplified to equation 3.11.
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Cscatter f ree = 1− exp(∆µx) (3.10)
SPR =
Cscatter f ree
C
−1 (3.11)
The image windowed around the monochromatic peak can be assumed to be scatter free and
therefore the SPR can be calculated using measurements of the contrast from before and after
windowing of the energy spectra, the results are shown in table 3.9.
Object thickness Tube voltage Detail SPR
4 cm 60 kVp Wax 1.14±0.03
4 cm 60 kVp Nylon 1.06±0.02
5 cm 60 kVp Wax 1.00±0.02
5 cm 60 kVp Nylon 1.05±0.01
6 cm 60 kVp Wax 1.00±0.02
6 cm 60 kVp Nylon 1.00±0.01
Table 3.13: the SPR values for the wax and nylon details for a constant tube voltage of 60
kVp.
The SPR values calculated are shown in table 3.13. From these values the SPR of the setup
used is about 1. Conventional mammgraphy units have an SPR of under 1, depending on the
thickness of the breast tissue being imaged [17]. For very thick breasts of 8 cm the SPR can
reach 1.1 [17]. As the thicknesses that are used in this study are between 4 and 6 cm, the SPR
calculated is higher than that of standard mammography that is about 0.7 for the same thick-
ness range [17]. It has been shown that the removal of scatter reduction techniques, such as
the anti-scatter grid in this instance, can increase the measured SPR to values calculated in
this study [95].
An additional reason as to why the scatter to primary ratio is higher than standard mammog-
raphy is the type of detector used. Photon counting detectors are very sensitive to radiation.
In the study a higher energy polychromatic beam is collimated and monochromatised for
imaging. There are, however, photons from the polychromatic beam that scatter from ob-
jects in the room. These scattered photons lose energy and are then detected as low energy
scatter in the spectrum leading to an increase in the SPR. Therefore these are the reasons
why higher than conventional SPR values have been measured.
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3.10 ”Rachel” Anthropomorphic breast phantom
To get an idea of the realistic scatter reduction using the monochromator coupled with the
HEXITEC detector an anthropomorphic phantom was imaged. Each image was done with
and without the scatter region included and also using a polychromatic beam for comparison.
The ”Rachel” phantom is made from three parts; a breast equivalent material known as BR-
12 for the main breast region, a high resolution film that inputs the finer details and the
surrounding Acrylic case [88].
Two 2 cm x 2.5 cm regions were chosen from the Rachel Phantom from regions that cover
areas of different breast tissue structures. These were imaged with the monochromator using
a 21 keV monochromatic beam (suitable to image the 6 cm thick phantom using the IQF
measurements). X-ray tube settings of 60 kVp and 100µA were used. The final images both
before and after windowing are shown in figure 3.28. From a visual perspective the images
look clearer once the scatter has been removed for both regions of the phantom because the
images are much more contrasted.
Figure 3.28: images of region 1 and 2 of the Rachel Breast phantom both before windowing
and after windowing around the monochromatic peak, the dotted line shows the location of
the single row profile plotted in figures 3.29 and 3.30
In order to quantify the difference in contrast of these images a profile was taken across each
of the images and compared for with and without scatter. The rows for each image were then
averaged and the final profile compared again for with and without scatter. Figures 3.29 and
3.30 shows the single row and averaged profile for region 1 and region 2 respectively.
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Figure 3.29: plots of a single row (top) and averaged row (bottom) comparing with and with-
out scatter images for region 1, contrast values are estimated using the points indicated where
the dotted line represents points from the without scatter data and the solid line represents
points from the with scatter data.
The data shows that when the scatter is removed from the image the pixel values are much
more variable. This is as expected as an increase in the standard deviation was seen before on
previous tests. The average row data shows more clearly that although the pixel values seem
to be more variable this is due to a rise in contrast as there is a bigger difference between the
lowest and highest pixel value across the image. To quantify this change in contrast, some
regions from each image were identified (shown by the dotted and solid lines on the plots in
figure 3.29 and 3.30) and the contrast calculated from these points. Table 3.14 shows that
there is an increase in contrast of around 40% for the individual row and an overall increase
in contrast of around 50% for the averaged data. The averaged data produced a contrast
increase similar to that of the 60 kVp low contrast test object data in the previous section.
The contrast values of the averaged data are more accurate than the single row data as it was
much more difficult to identify features to measure the contrast from on the single row data
due to the variation in the data points.
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Figure 3.30: plots of a single row (top) and averaged row (bottom) comparing with and with-
out scatter images for region 2, contrast values are estimated using the points indicated where
the dotted line represents points from the without scatter data and the solid line represents
points from the with scatter data.
Contrast with scatter Contrast without scatter
Region 1 single row 0.08±0.01 0.13±0.01
Region 2 single row 0.09±0.01 0.12±0.01
Region 1 averaged row 0.02±0.01 0.04±0.01
Region 2 averaged row 0.01±0.01 0.02±0.01
Table 3.14: contrast values, with and without scatter for the single row plots and the averaged
row plots.
Comparison to full spectrum imaging
Next the monochromatic images were compared to the full spectrum images to see how the
contrast of the phantom images compare. Figure 3.31 shows the images of the Rachel phan-
tom for region 1 and region 2 imaged with a full 45 kVp spectrum. This energy was chosen
as it produced an average energy equal to the 21 keV monochromatic energy used to produce
the scatter free image. The images are smaller than the monochromatic images as a single
image was acquired the size of the detector whereas the monochromatic images are made of
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several slice. The dotted lines on the full spectrum image indicate the same row as the dotted
line on the monochromatic images.
Figure 3.32 show the row profiles for the two regions from the full spectrum (blue line) and
scatter free monochromatic spectrum (red line). Table 3.15 shows the contrast values calcu-
lated from the regions indicated in figure 3.32. From this data it can be seen that although
there is clearly a higher standard deviation in the points of the monochromatic images the
contrast is higher than for the full spectrum images with an increase of about 45%. This
further proves the validity of this method for producing scatter free images for low contrast
imaging in mammography.
Figure 3.31: images of region 1 and region 2 of the Rachel phantom using a full 45 kVp
energy spectrum. The images line up with the top three fifths of the monochromatic images
shown in figure 3.28 and the dotted lines show where the row profile was taken which is the
same row taken from the monochromatic images.
Contrast full energy spectrum Contrast monochromatic energy spectrum
Region 1 0.053±0.002 0.11±0.01
Region 2 0.054±0.003 0.10±0.01
Table 3.15: contrast values for the full spectrum and without scatter data.
3.11 Monochromatic X-ray study summary
In summary, a system for scatter free imaging with monochromatic X-rays has been de-
veloped using a conventional X-ray tube, a mosaic crystal and a pixellated spectroscopic
detector.
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Figure 3.32: plots of a single row from region 1 (top) and a single row from region 2 (bottom)
comparing the full energy spectrum images (blue line) and without scatter images (red lines),
contrast values are estimated using the points indicated where the dotted line represents
points from the without scatter data and the solid line represents points from the full spectrum
data.
A series of areas were investigated before scatter free imaging could begin in order to max-
imise the efficiency of the set up. It was found that the monochromatic peak position varied
over the height of the diffracted beam. This was due to the variation in position the collimated
beam diffracted from the crystal. This variation was taken into account when windowing the
monochromatic peak as the summed peak had a spread due to this variation in peak position.
It was found that by windowing around the summed peak not all of the scatter was removed
from the spectrum leading to a decrease in contrast. As a result the spectrum was windowed
row by row to avoid any additional scatter being included.
An ideal energy for imaging different thicknesses of object was calculated. In mammogra-
phy the energy of the X-rays used to image a breast with is dependent on the thickness of the
breast. This is because a higher energy is required to penetrate a thicker breast and not be
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fully absorbed. This is so the dose to the patient can be minimised. To calculate these ideal
energies the image quality factor that takes into account the image quality and the dose was
calculated for a range of thicknesses.
Calculations of the MTF of the monochromatic setup were made. It was found that the
graduated thickness towards of the edge and the higher order peaks in the spectrum meant
that it could not be imaged with the monochromator as they were transmitted through too
easily. Corrections for this were made using the equation for the transmitted x-rays. These
corrections were validated using MTF data collected using a low energy full spectrum beam.
The corrections were then used to correct higher single energy MTF data. It was found that
there were no differences in the MTF data as a result of any possible fluorescence above the
k-edge of CdTe.
The optimum method for imaging the low contrast test object was investigated. It was found
that the tube voltage needed to be increased in order to provide a sufficient beam intensity
for imaging. Increasing the tube voltage leads to higher order harmonics becoming visible
in the energy spectrum. Investigations in what effects these peaks would have on the image
were made. It was found that the second harmonic had no effect on the image quality of the
scatter free image. It was also found that the second harmonic had no positive effect on the
image quality as the higher energy passed through the object unattenuated. It was therefore
decided that removing it from the image would provide an optimum improvement in image
quality.
An investigation into the scatter free imaging of low contrast details was made. This was
done for three different test object thicknesses. Firstly the tube voltage was increased with
increasing object thickness and secondly the tube voltage was kept constant for all thick-
nesses. It was found that there was a increasing improvement in image quality as the tube
voltage and test object thickness was increased. This could have been for two possibilities,
firstly the increasing thickness provided more scatter to be removed creating a larger increase
in contrast as the thickness is increased. Secondly the increase in tube voltage increased the
statistics of the monochromatic peak which increased the image quality when the scatter was
removed. To deduce which was correct, the tube voltage was kept constant for all thickness.
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The improvement in image quality for the three thicknesses was also constant showing that it
was the tube voltage having the effect on the contrast improvement and not the object thick-
ness.
Full spectrum images were taken of the low contrast test object in order to see how the
contrast compares to the scatter free images. There was a 45% increase in contrast and
IQF when imaged with the monochromatic beam. This shows that it is possible to image
monochromatically with a conventional X-ray source and produce images with an improved
image quality. To see how these results compare when imaging something more clinically
accurate, the Rachel Anthropomorphic breast phantom was imaged using monochromatic
X-rays. Regions were identified from profiles taken across the image and compared with
and without windowing around the monochromatic peak as done with the low contrast test
object. It was found that there was an increase in contrast of around 50% for both regions
when the scatter was removed from the image. This increase correlates with the increase in
contrast found when imaging a similar thickness at a similar tube voltage for the low contrast
test object. The same regions of the Rachel Phantom were also imaged with a full energy
spectrum and these results compared to the monochromatic images. It was shown that the
monochromatic image had a 45% increase in contrast than the full energy spectrum image
which also correlates with the increase found for the low contrast test object. This increase
in image quality when using a clinically realistic phantom shows the potential for improving
image quality in mammography.
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4 Scattered X-ray simulations with a polychromatic spec-
trum
This chapter investigates an alternative method to produce scatter free images. The idea
behind this part of the project is to use Monte Carlo simulations from the FLUKA particle
transport Monte Carlo code to model a conventional X-ray beam and the scattered spectrum
for a number of representative cases [96]. Combining this information with the spectroscopic
information from the HEXITEC detector, the scatter can then be removed from the image
producing a scatter free image.
4.1 FLUKA and FLAIR
FLUKA is a multipurpose Monte Carlo package for modelling of particle transport and their
interactions with matter. FLUKA can operate in the 1 keV to 1 TeV energy range for photons
and can deal with complex geometries [97].
FLUKA runs on a card-based system where each component of the simulation has a ”card”
associated with it. The cards are divided into sections that cover different parts of the sim-
ulation. These parts include the primary beam settings, the geometry and materials of the
components in the geometry and a scoring section. The primary beam section has a series of
cards that determine the type of particle, energy, shape and divergence of the beam. The ge-
ometry has cards that define an object and the position of that object in space. There are also
cards that determine the material assigned to the object. Finally, the scoring cards determine
the desired outputs. There are also additional sections where the physics of how the photons
react can be altered, however there are default options that can be selected depending on the
type of particle being simulated.
FLUKA also has an optional program called FLAIR which acts as a ”front-end” to the
FLUKA code. It allows the user to activate/deactivate the cards for the different sections
by selecting from options on a user friendly interface. FLAIR also has in-built facilities for
constructing geometries, compiling the simulations and processing the data afterwards [98].
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4.2 Modelling scatter
The first stage of the project involved setting up a situation that creates a realistic amount of
scatter. A CdTe detector region 2 cm x 2 cm x 0.1 cm was modelled with a Perspex block
10 cm x 10 cm x t cm where the thickness t of the block is varied to create different amounts
of scatter. A 20 keV conical beam with a divergence angle of 0.1 radians was set up with
zero energy spread. Spectral data was collected for a range of Perspex thicknesses and the
resulting data is shown in figure 4.1.
Figure 4.1: the spectral data for different thicknesses of Perspex modelled with a 20 keV
photon beam and detected with a 0.1 cm thick CdTe detector. The counts are plotted on a
log scale so that the scatter and primary peaks are visible on the same plot.
Figure 4.1 shows that the amount of scatter created is several orders of magnitude smaller
than the primary peak and this is not realistic with what would happen in a real life situation.
In order to model some more realistic scatter some investigations were carried out into what
effects the scatter in the FLUKA program. The FLUKA code has some pre-defined settings
that dictate how particles interact with matter in the simulation. For example, the different
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scattering mechanisms (Rayleigh and Compton) and thresholds can be enabled using these
settings. The default setting when modelling photons is the EMCASCA setting which is
what was used previously. The alternative setting when modelling photons is PRECISION.
An investigation was made into what effect on the scatter using the PRECISION settings for
photon interaction instead of the EMCASCA settings, table 4.1.
First the EMFCUT card was tested. This determines the lower threshold for scatter events
in FLUKA. It was found that even setting this as low as 1 keV made no difference to the
detected spectrum.
Secondly the EMCASCA settings of EMFFLUO and EMFRAY were changed to the settings
used by PRECISION but this also made no difference to the detected spectrum.
FLUKA card Brief description EMCASCA setting PRECISION setting
EMFFLUO Activates a detailed treatment
of photoelectric interactions
with production of fluore-
cence X-rays
1 0
EMFRAY Activates Rayleigh scattering 1 0
Table 4.1: the cards that have differing settings between EMCASCA and PRECISION with
a description of its purpose and value needs altering to change from one to the other.
The FLUKA setup was modelled in an ideal situation with no objects surrounding the beam
that are usually present when imaging in a laboratory set up. This ideal situation does not
allow for much scatter to be produced as there are no objects in the area for scatter to be
formed from. To rectify this some objects were added to the geometry of the simulation to
create some scatter in the detected spectrum.
Three geometries were designed, each with an increasing amount of surrounding objects
that could produce scatter and the resulting detected spectra compared. Figure 4.2 shows
diagrams of the three different geometries, A, B and C. Figure 4.3 shows the detected spectra
for the three different geometries.
The beam modelled was a 50 keV conical X-ray beam with a 0.1 radian divergence angle.
The HEXITEC detector was modelled with an aluminium case with a CdTe detector crystal
2 x 2 x 0.1 cm in dimension on the front face of the case and a Perspex block 10 x 10 x 1
cm in dimension is present in front of the CdTe in all geometries. A concrete wall and some
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lead shielding 0.1 cm thick and a copper collimator 1 cm thick with a 1 cm x 1 cm slit were
added to the geometry in setup B. Three miscellaneous objects made from tin, aluminium
and polyethylene were added to the geometry in setup C.
The resulting spectra show that by adding some more realistic features to the geometry more
scatter is produced. There are some characteristic peaks that follow through all three spectra.
These peaks would not normally be visible in a single piece of CdTe as the characteristic
X-rays would be reabsorbed as part of the overall count and only be seen in a segmented
detector when they are absorbed by a neighbouring pixel. The fact that they are visible is
due to how FLUKA records the data. The peaks represent the K alpha characteristic lines of
cadmium and tellurium which form the CdTe detector material. The K alpha 1 and K alpha
2 peaks of tellurium are shown at 27.2 and 27.4 keV respectively. The peak at around 24
keV is an escape peak from the k alpha of tellurium. The cadmium K alpha 1 and K alpha 2
peaks are at 22.9 and 23.1 keV respectively. The third setup has some additional peaks not
present in the first two spectra; these are at 25 and 28.5 keV and correspond to the K alpha
and K beta characteristic lines of Tin which is one of the objects added to setup C.
Due to the more realistic scatter produced by the geometry modelled in C, this is the setup
that was used for the rest of the experiments.
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Figure 4.2: Diagrams showing the three geometry setups A, B and C. Each of the componants
are numbered and correspond to the following: 1 is a 50 keV monochromatic conical X-ray
beam, 2 is the aluminium HEXITEC case with a 0.5 cm thick CdTe crystal as the detector
region, 3 is a 1 cm Perpsex block, 4 is a Copper collimator and lead shielding, 5 is a concrete
wall, 6 is an aluminium object, 7 is a Polyethylene object and 8 is a tin object.
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Figure 4.3: The normalised detected spectra for the three different geometries A, B and C
shown in figure 4.2. Each were modelled using a 50 keV beam. The three spectra show
characteristic lines at 23 keV, 24 keV, and 27 keV with some additional lines appearing at 25
keV and 28.5 keV for setup C. The region just left of the 50 keV peak in spectra B and C is
the scatter from the objects added to the geometries.
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4.3 Modelling a conventional beam
In FLUKA there are several options that can be selected using the BEAM card in order to
define the type of beam being used. This includes the energy of the beam, the divergence
type and the energy spread. The inbuilt options only allow for simple energy distributions,
for example flat and Gaussian energy spreads; therefore a conventional X-ray tube spectrum
cannot be generated. A proposed method for simulating a conventional X-ray beam is de-
scribed here.
Using the spectrum generator SpekCalc [87], an energy spectrum was modelled with a sim-
ilar average energy to a conventional energy spectrum by using the same tube voltage and
adjusting the filters used. The energy spectrum was then split into bins of equal width over
the energy range of the spectrum as illustrated in figure 4.4.
Figure 4.4: an example spectrum split into 19 energy bins. Each bin is represented by the
energy of the centre point indicated by the dot and has an intensity equal to the total number
of counts in that band.
FLUKA does not allow for an intensity to be entered for the energy used. In order for each
energy bin to be representative of that energy in the spectrum each detected spectrum was
normalised to the number of counts for that bin. The result being that the total number of
detected counts each bin is equal to the number of counts at that energy in the modelled
spectrum. The process that was applied is demonstrated in figure 4.5.
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Figure 4.5: the process of simulating each energy bin; each energy bin is taken in turn, a
FLUKA run made, the detected spectrum is then normalised to the original energy intensity.
This process is repeated for each energy bin.
4.4 Scatter removal
A flatfield image was acquired using a Hammamatsu X-ray tube with a tungsten anode and
HEXITEC as the detector for a 50 kVp tube voltage. The spectrum shown in 4.6 shows
this experimental spectrum (dotted line). Next a 50 keV energy spectrum was modelled
using SpekCalc with an energy distribution similar to the experimental spectrum by first
simulating a 50 keV beam and adjusting the filter thicknesses until a similar shaped spectrum
was produced; this can be seen by the solid line in figure 4.6. The modelled spectrum was
then split into 1 keV bins and each energy from 1 to 50 keV was simulated in FLUKA and
the detected spectra saved. Then each spectrum was normalised by the intensity of the peak
in the modelled spectrum.
Each detected spectrum has two parts associated with it, the primary X-rays and the scattered
X-rays. The monochromatic peak was removed from each of the detected spectra; this cor-
responds to the scatter produced by that energy component. The scatter was then combined
to produce a spectrum of the scatter and of the whole detected beam. Using this and the total
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Figure 4.6: The experimental spectrum of the flatfield image taken at 50 kVp (solid line) and
the SpekCalc modelled spectrum to resemble the input from a conventional X-ray source
(dotted line). There are some low energy peaks at about 10 keV in the experimental spectrum
that were not modelled in SpekCalc due to them being detected characteristic peaks and
therefore do not make up the input spectrum which is what was modelled in SpekCalc.
detected spectrum a relationship between scatter and primary beam was identified.
4.4.1 Recombining the energy spectrum
The next step in the process was to combine the detected spectra to produce a final detected
and scatter spectrum for the whole modelled conventional spectrum.
The detected data is given in FLUKA with a bin width of 0.1 keV so data were binned into
1 keV bins to match the input sampling.
Then, for each bin, the single energy input spectrum was subtracted from the detected spec-
trum produced in FLUKA; resulting in a scatter only spectrum. Each of the bins for the total
detected and scatter spectra were summed together to produce plots of the total detected
spectrum and the scatter spectrum as shown in figure 4.7. The scatter spectrum was also
subtracted from the total detected spectrum to produce the input spectrum and this is also
plotted in figure 4.7.
The data shown is a good representation of the final spectrum and therefore this method will
be used in the remainder of the study. The tin object inserted to add more scatter was now
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replaced with another aluminium object in order to remove the characteristic peaks in the
spectrum. This is because it is not representative of the spectrum found when imaging in the
lab.
Figure 4.7: The summed total detected, scatter and input (detected-scatter) spectra for the
flatfield image taken with a 50 kVp tube voltage and sampled with a width of 1 keV. The plot
truncates at 11 keV, this is due to the modelled setup not detecting primary beam energies
less than 11 keV; therefore only photons scattered by higher primary beam energies appear
in the summed spectrum below 11 keV.
4.4.2 Modelling a low contrast object
The next stage of the project was to generate a simple object in FLUKA and model the de-
tected spectra inside and outside the detail so that the contrast could be calculated. Wax and
Nylon circles 0.5 cm in diameter and 0.5 cm thick surrounded by 10 x 10 x 4 cm of Perspex
was chosen as this is the same as the object used in the monochromator experiments. The
FLUKA simulations as described previously were carried out using the described geometry;
firstly scoring what was detected in the Perspex and then the wax from 1 to 50 keV with a
bin width of 1 keV. For this initial investigation only the wax and Perspex data was analysed.
The data was normalised to the same modelled spectrum as before and plots of the wax and
Perspex data for the detected, scatter and input spectra are shown in figure 4.8.
The scatter changes very little between the wax and Perspex; this is due to most of the scatter
coming from the surrounding objects that stays constant for the wax and Perspex measure-
ments. The contrast of the wax detail from the modelled full energy spectra is 0.10±0.01
and the contrast of the wax detail when using the scatter-free spectra is 0.15±0.01. This
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Figure 4.8: The summed full detected, scatter and input (detected-scatter) spectra for the
Perspex background (above) and the wax detail (below) sampled with a width of 1 keV.
confirms a rise in contrast when the scatter is removed from the spectra.
Next, the scatter to primary ratio for each monochromatic energy was calculated from the
data as described previously in section 3.9. The scatter to primary ratio was then plotted for
each energy so that how it varies across the spectrum could be seen, figure 4.9.
Figure 4.9: The scatter to primary ratio for every monochromatic energy simulated using the
Perspex background.
The scatter to primary ratio increases as the energy of the X-ray increases. This is as expected
as higher energy X-rays are more likely to scatter when interacting with a material whereas
lower energy X-rays are more likely to undergo photoelectric absorption. The scatter to
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primary ratio values for the simulated data are less than those measured in section 3.9 for
using the monochromator. They do however correspond to typical values of the scatter to
primary ratio measured in conventional mammography which for a 4 cm breast is around 0.5
[17].
4.4.3 Removing scatter from experimental images
The final part of the simulation experiment is to investigate the effect of removing a modelled
scatter spectrum from experimental data has on the contrast of the Wax and Nylon details in
the image.
Firstly, a 4 cm thick low contrast test object, as used in the monochromatic X-rays experi-
ments, was imaged using a Hammamatsu X-ray tube with a tungsten anode at 35 kVp and
100 µA. Four spectra were taken from the resulting HEXITEC image:
• A summed spectrum of all pixels.
• A summed spectrum of a 10 x 10 pixel region of the Perspex background.
• A summed spectrum of a 10 x 10 pixel region of the wax detail.
• A summed spectrum of a 10 x 10 pixel region of the Nylon detail.
Next the process of simulating a scatter spectrum for the experimental data is described.
• Using SpekCalc [87], a 35 keV spectrum was modelled and the filter thicknesses ad-
justed so that the peak energy of the modelled spectrum was equal to that of the exper-
imental spectrum (22 keV) as shown in figure 4.10.
• The low contrast test object with the Nylon and Wax details was then inserted into the
geometry in the FLUKA code. Then 1 keV bins between 1 and 35 keV were simulated
as described before and the detected spectra saved.
• As before, the detected data was re-binned to match the 1 keV bin width of the mod-
elled spectra and the content of each bin was normalised to the number of counts for
that energy in the modelled spectra.
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• The primary monochromatic beam was removed from each bin, leaving the scatter
only data.
• The bins were then summed together to produce the final simulated scatter spectrum.
• Finally the scatter free experimental spectrum was obtained by subtracting the scatter
spectrum from the experimental spectrum as shown in figure 4.11.
Figure 4.10: The experimental spectrum for the summed 80 x 80 pixel HEXITEC image
(solid line) and the SpekCalc modelled spectrum to the same peak energy of 22 keV as the
experimental spectrum (dotted line).
In order to compare the image quality of the full spectrum image to the scatter free image,
the 10 x 10 pixel regions from the Perspex, Nylon and wax were used. The scatter spectrum
was calculated for the summed spectrum of the whole detector which is 80 x 80 pixels in
dimension. To be able to subtract the scatter spectrum from each of the 10 x 10 pixel regions
it needed to be normalised to the smaller region in order to be representative of the scatter for
a smaller number of counts. To do this the scatter spectrum was divided by the total number
of pixels (2400 pixels) and then multiplied by the number of pixels in the smaller regions
(100 pixels). Then the scatter spectrum was subtracted from the background Perspex, the
Wax and the Nylon spectra. The spectra for the different details and the Perspex are shown
in figure 4.12.
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Figure 4.11: The experimental, scatter and corrected experimental spectra for the data
summed over the whole 80 x 80 pixels.
Finally the contrast for the scatter-free and full spectrum images were calculated for the
Nylon and wax details, shown in table 4.2.
Detail Full spectrum contrast Scatter free contrast
Wax 0.045±0.002 0.053±0.003
Nylon 0.061±0.002 0.072±0.003
Table 4.2: the contrast values for the wax and Nylon details with the full spectrum and the
scatter subtracted spectrum. Results are for a 4 cm perspex thickness of test object imaged
with a 35 kVp tube voltage.
The contrast values in table 4.2 show a 15% increase in contrast, for both the Nylon and wax
details, when the simulated scatter has been removed from the experimental spectra. The
simulated scatter could be underestimated due to the limited surrounding objects present
in the FLUKA geometry in comparison to the therefore finding a better way to recreate
the experimental setup in the simulation could improve the scatter removal. The consistent
increase in contrast for both details does show the feasibility of modelling scatter for the
purpose of scatter removal in experimental images.
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Figure 4.12: The experimental, scatter and corrected experimental spectra for the 10 x 10
pixel regions of the wax detail, the Nylon detail and the Perspex background material.
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4.5 Scattered X-ray simulations summary
In summary, FLUKA can be used as a tool for simulating scatter. Although the program
itself produces an ideal situation, the ability to add multiple geometries and materials into
the setup means that a more realistic situation can be modelled.
Producing a spectrum via SpekCalc that is similar to the experimental beam is difficult to
achieve. However, with some manipulation of the intensity a spectrum with sufficient simi-
larities can be formed.
Using the scatter spectra attained using FLUKA and simply subtracting them from experi-
mental spectra has shown a 15% increase in the contrast. This was not achievable without
the spectroscopic capabilities of the HEXITEC detector and shows an alternative method of
scatter removal by utilising this ability.
This improvement is less than was found when imaging using monochromatic X-rays and
windowing the scatter from the spectrum. It is possible that this smaller improvement in
contrast is due to the underestimation of the scatter when modelling it in FLUKA. This is
the limitation of such a method as scatter is produced from surrounding objects in the room
and as this is not constant for all mammographic facilities it is difficult to model an accurate
scatter spectrum for all cases.
However although precise spectra of the scatter would be difficult to model, estimates can
be made and have shown to have a good effect on the contrast once removed from the ex-
perimental spectrum. In practise it would be possible to provide estimates of the scatter for
a series of breast thicknesses which is a very simple method to introduce into the screening
process without the need for expensive equipment as many methods for the improvement of
image quality require.
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5 Conclusions
The purpose of this study was to investigate alternative methods to the anti-scatter grid for the
removal of scatter from X-ray images in mammography. Alternatives are needed because of
the increase in dose that is required to compensate for the loss of statistics experienced when
using an anti-scatter grid. Other modalities of breast imaging, such as breast CT and MRI,
have been developed to improve on image quality but these are often more time consuming
or expensive and therefore not efficient enough for the screening of women across the UK
and only used for women at high risk of developing cancer or women already diagnosed.
Two methods of removing scatter using the spectroscopic capabilities of a pixellated spec-
troscopic detector were investigated. These methods have the advantage that they are modi-
fications to conventional mammography X-ray, resulting in a practical solution to the image
quality in mammography without needing very large and expensive equipment such as MRI
and CT scanners and would therefore be more feasible for the use in breast screening.
Both of the methods rely on the use of the pixellated spectroscopic detector HEXITEC. The
detector used has a couple of limitations at this stage in its development. Firstly the detector
size as the detector used in the study is only 2 x 2 cm and therefore to produce an image the
size of a conventional mammogram a detector with a much larger area is required. There
have been investigations made into a larger area HEXITEC detector which is 10 x 10 cm
in size [99]. Although this is still not large enough for a conventional mammogram, it does
show the possible development of this type of detector to a much larger size that could be
used for such a purpose.
There is also a limitation in the rates that it operates at as HEXITEC is designed for low
rates and imaging for a medical purpose involves high rates. The Medipix detector described
in in the introduction chapter is an example of a spectroscopic detector designed for high
rates but it has the limitation of only being able to access the spectroscopic information in
bands instead of the full spectroscopic information acquired with HEXITEC. Therefore a
possible compromise between the two detectors that dealt with higher rates for imaging with
but compromised with a lesser energy resolution. The methods described both require the
use of the detected energy spectra, however both methods could work equally as well with a
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reduced resolution. The monochromatic method needs an energy resolution around the size
of the monochromatic peak so that it can be distinguished from the scatter and the FLUKA
simulations only require the full energy spectrum that scatter can be subtracted from so a
lesser energy resolution could still be used.
The first method investigated was based on monochromatic X-rays produced with a con-
ventional X-ray tube and a mosaic crystal monochromator. Compton-scattered X-rays from
the monochromatic beam would appear at a lower energy than the primary beam in the
detected spectrum and were therefore simply windowed out from the spectrum. Imaging
with synchrotron monochromatic beams has been previously investigated and has seen some
promising results. The downside with this method is that synchrotrons are large and expen-
sive which is why a conventional X-ray tube was chosen for this study. The method used
in this study also has the additional advantage of combining it with a spectroscopic detector
so that scattered X-rays can be removed from the image which was not achievable before
without the use of a spectroscopic detector.
Results showed an increase in contrast of 40% in comparison to imaging with a full energy
beam. The main problem with this method is the limited statistics and hence the long acqui-
sition time. This time was increased further as the size of the mononchromatic beam incident
on the detector was very small and so multiple slices of the image were acquired and then
recombined. This problem has been investigated previously by using multiple crystals to
produce a much wider beam so less slices need to be acquired at one time and this is some-
thing that could be investigated in order to see how much of a decrease in acquisition time it
has.
The second method that was investigated was the removal of scattered X-rays by first mod-
elling them using a Monte Carlo modelling package. A scatter-only spectrum was generated
from an input beam with a peak energy the same as the beam used to acquire the experimen-
tal image. Then using the spectroscopic capabilities of the detector, the scatter spectrum was
subtracted from the experimental one; leaving a scatter-free image.
Results showed that, by subtracting the scatter from background and detail regions, the con-
trast improved by about 15% when compared to the full spectrum image. The limitations
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of this approach is the accuracy in modelling the scattered spectrum for every experimental
situation. Apart from that the method is reasonably simple as there is limited change to a
conventional mammographic set up and simulations of varying breast thicknesses could be
carried out off line and the resulting scatter spectra stored. Then the scatter removal could
be part of the post-processing of the image.
Further work on this method is to find a way to measure how accurate this method is from
removing scatter. Then a more clinically realistic phantom could be imaged with the spec-
troscopic detector and the scatter removed from the whole image.
In conclusion, this project aimed to investigate methods of removing scatter in order to im-
prove image quality using a pixellated spectroscopic detector. Two methods were researched
and both showed positive results by improving on the contrast of low contrast details when
compared to conventional imaging.
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