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a b s t r a c t
Wepropose reverse bridge theorem (RBTH) and give the demonstration in this work. RBTH
is an effective method for constrained minimum. It is necessary and sufficient condition.
RBTH bases on Extended saddle-point condition (ESPC), which is proposed by Yixin Chen.
SGPlan according to ESPC dose the best in satisfying the International Planning Competition
2006 and in Suboptimal Metric Track of International Planning Competition 2004. RBTH
comes into all advantage of ESPC and is different from ESPC, which can be concluded
from two points. First, the core inequality of ESPC is formed by two sub-inequalities,
and the core inequality of RBTH contains only one sub-inequality and one sub-equality.
Generally, equality is easier to handle than inequality. RBTH should be better for planner
than ESPC. The core inequality changes and is no longer saddle shape. We analyze why
the core inequality changes. Second, continuous RBTH (CRBTH) does not need constraint-
qualification conditionwhich is necessary for continuous ESPC. This can be authenticated in
two respects. One is the proof of CRBTH; the other is KKTwhich has relationshipwith ESPC.
RBTH is real necessary and sufficient condition and ESPC is not. So RBTH can be used more
widely. Besides, we show some errors in ESPC. We define point domain and Shrink-point
domain to explain error. We also analyze the cause of errors, and provide an example.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In this work, we propose reverse bridge theorem (RBTH) and give a demonstration. RBTH is an effective method for
nonlinear programming problems. In term of variable, RBTH can split into continuous reverse bridge theorem (CRBTH),
discrete reverse bridge theorem (DRBTH) and mixed reverse bridge theorem (MRBTH). They are all necessary and sufficient
theorems. RBTH comes from Extended saddle-point condition (ESPC). We think it is more effective than ESPC.
ESPC is proposed by Yixin Chen and is effective tool in nonlinear programming problems. SGPlan according to ESPC
was first to satisfy the International Planning Competition 2006 and in Suboptimal Metric Track of International Planning
Competition 2004. ESPC is specific penalty function which uses transfer function.
There are three types of ESPC: continuous, discrete and mixed. For continuous ESPC, constraint-qualification condition
must be satisfied. So it is not strict that continuous ESPC is necessary and sufficient condition.
In continuous ESPC, there is a logic error in necessary demonstration. Also the classification of demonstration is wrong.
Case (1) should not exist.
Corollary of ESPC is not sufficient condition. Corollary is formed by two inequalities which come from the core inequality
of Mixed ESPC. The inequalities of corollary are necessary and sufficient together which is introduced in [1]. The corollary
is just necessary condition. It can easily be shown that corollary is necessary, because it is simply a particular case of mixed
ESPC. They are not sufficient together. There are a lot of points which satisfy inequalities of corollary. But some of them are
just constrainedminimum of point domain, and not constrainedminimum in neighborhood. Section 3 shows why corollary
is not sufficient, and gives an example.
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Demonstration of mixed ESPC is wrong. The demonstration is divided into two parts, continuous and discrete part. Every
part proves the theorem according to corollary. Corollary is built on particular neighborhoodwhere continuous and discrete
variables have no relationship with each other. First part of the demonstration is to fix discrete variable, then change to
continuous variable; the other is to fix continuous variable, then change discrete variable. Every part is right. It contains
more points than exist in neighborhood. But when we see them together, it is wrong. Because it only contains two kinds of
points and misses some points which should be consider. So the demonstration is wrong.
RBTH is different from ESPC. First, the core inequality of ESPC is formed of two sub-inequalities, and the core inequality of
RBTH just contains one sub-inequality and one sub-equality. Equality is easier than inequality at time and in space generally.
So RBTH should be better for planner thanRBTH.Nowweare not sure of it, becausewe cannot get SGPlan. The core inequality
changes, so theorem is saddle shape no more. We analyze the reason in Section 4. Second, CRBTH needs not Constraint-
qualification condition which is necessary for ESPC. This can be authenticated from two points. One is the demonstration of
CRBTH; the other is KKT which has relationship with ESPC.
Section 2 introduces ESPC, KKT and saddle-point condition which are previous knowledge; Section 3 shows errors of
ESPC; Section 4 gives RBTH and the demonstration; Section 5 is conclusion.
2. ESPC
Section 2 introduces ESPC and knowledge connected to EPSC. Karush–Kuhn–Tucker (KKT) and saddle-point condition
(SP) are previous knowledge of ESPC.
2.1. KKT condition
Continuous nonlinear programming (CNLP1):
(Pc) : min f (x) x = (x1, x2, . . . , xv)T ∈ Rv
subject : h(x) = (h1(x), h2(x), . . . , hm(x)) = 0
g(x) = (g1(x), g2(x), . . . , gr(x)) ≤ 0 (description 1)
x is continuous variable and f (x) is continuity and differentiability.
The aim of CNLP1 is to find constrained minimum of Pc.
Definition 2.1. Point x∗ is constrained minimum of Pc (CMc), if x∗ is feasible and f (x∗) ≤ f (x) is right for all feasible x in
neighborhood of x∗.
The penalty function of KKT is Lagrangian function of Pc with Lagrange-multiplier vectors λ = (λ1, λ2, . . . , λm)T ∈ Rm
and β = (β1, β2, . . . , βr)T ∈ Rr which is defined as:
L(x, λ, µ) = f (x)+ λTh(x)+ βTg(x). (2.1)
Point x is regular point [1], if gradient vectors of equality constraints and active inequality constraints are linearly
independent. That is gradient vectors of equality constraints ∂h1(x)
∂x ,
∂h2(x)
∂x , . . . ,
∂hm(x)
∂x and gradient vectors of active
inequality constraints
∂ga1 (x)
∂x ,
∂ga2 (x)
∂x , . . . ,
∂gar (x)
∂x are linearly independent,aj ∈ A(x). A(x) is the index set of active inequality
constraints, A(x) = {i|gi(x) = 0}.
KKT [1,2] is necessary condition. If x∗ is CMc of Pc and regular point, then there exists unique λ∗ ∈ Rm and µ∗ ∈ Rr to
satisfy ∂(x
∗, λ∗, µ∗)
∂(x) = 0, µj = 0 if ∀j 6∈ A(x∗) = {i|gi(x∗) = 0};µj > 0 otherwise.
Now using KKT to solve CNLP1:
F(x, λ, µ) =

∂ f (x)
∂(x)
+ λT ∂h(x)
∂(x)
+ µT ∂g(x)
∂(x)
h(x)
µTg(x)
 = 0. (2.2)
Because KKT is just necessary condition, there are some points which is not CMc. They are KKT points. KKT requires f (·),
h(·) and g(·) are continuity and differentiability. But it is not always satisfied.
2.2. Saddle-point condition (SP)
Continuous nonlinear programming of SP (CNLP2):
(Pc) : min f (x) x = (x1, x2, . . . , xv)T ∈ Rv
subject : h(x) = (h1(x), h2(x), . . . , hm(x)) = 0
g(x) = (g1(x), g2(x), . . . , gr(x)) ≥ 0 (description 2)
x is continuous variable.
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The penalty function of SP is Lagrangian function with Lagrange-multiplier vectors λ = (λ1, λ2, . . . , λm)T ∈ Rm and
β = (β1, β2, . . . , βr)T ∈ Rr which is defined as:
L(x, λ, µ) = f (x)− λTh(x)− βTg(x). (2.3)
SP [3,4] is sufficient condition. For continuous and differential constraint functions, x∗ is CMc of Pc if there are unique
λ∗ ∈ Rm and µ∗ ∈ Rr , µ∗ = 0 for all x ∈ Rv , to satisfy the inequality:
L(x∗, λ, µ) ≤ L(x∗, λ∗, µ∗) ≤ L(x, λ∗, µ∗). (2.4)
SP is just sufficient condition, because there may not exist λ∗ and µ∗ to satisfy (2.4).
2.3. ESPC
Yixin Chen proposes ESPC [1,5] on the foundation of KKT and SP, and completes SGPlan [6] according to ESPC. The planner
does the best in satisfying of International Planning Competition 2006 and in Suboptimal Metric Track of International
Planning Competition 2004.
ESPC does not require that functions be continuous and differential, but continuous ESPC should meet constraint-
qualification condition. Reverse bridge theorem dose not need. We explain why reverse bridge theorem does not require
constraint-qualification condition in Section 4. The demonstration [1] of ESPC has several errorswhichwe show in Section 3.
2.3.1. Continuous ESPC
In continuous ESPC, nonlinear programming is description 1.
The penalty function [1] of continuous ESPC with penalty-multiplier α ∈ Rm and β ∈ Rr is defined as:
L(x, α, β) = f (x)+ αT|h(x)| + βT max(0, g(x)). (2.5)
Here,|h(x)| = (|h1(x)|, |h2(x)|, . . . , |hm(x)|), max(0, g(x)) = (max(0, g1(x)),max(0, g2(x)), . . . ,max(0, gr(x))). They are
transfer functions. If there are not transfer functions in penalty function, it is too simple to solve problem effectively. Transfer
functions are useful and have good properties. The reason why ESPC is necessary and sufficient condition, SP is sufficient
condition and KKT is necessary condition is just transfer functions.
Definition 2.2 ([1] Function Subdifferential).∇(ϕ(x′), Ep) represents subdifferential of function ϕ(·) at x′ ∈ X along direction
Vector Ep under an infinitely small perturbation ε. It is
∇(ϕ(x′), Ep) = lim
ε→0
ϕ(x′ + εEp)− ϕ(x′)
ε
.
That subdifferential of function ϕ(·) exists along Ep does not imply that it is differentiable respecting to Ep, which is
presented in [1].
Definition 2.3 ([1] Constraint-qualification Condition). If x∗ is CMc of Pc, there exists no direction Ep ∈ X along which the
subdifferentials of continuous equality and continuous active inequality constraints are all zero.
Theorem 2.1 ([1] Continuous ESPC). If x∗ satisfies the constraint-qualification condition, x∗ is CMc of Pc if and only if there exists
finite α∗ ≥ 0, β∗ ≥ 0 for any α∗∗ > α∗, β∗∗ > β∗ such that the following is satisfied,
L(x∗, α, β) ≤ L(x∗, α∗∗, β∗∗) ≤ L(x, α∗∗, β∗∗) (2.6)
for any x in neighborhood.
2.3.2. Discrete ESPC
Discrete nonlinear programming (DNLP):
(Pd) : min f (y) y = (y1, y2, . . . , yv)T ∈ Rv
subject : h(y) = (h1(y), h2(y), . . . , hm(y)) = 0
g(y) = (g1(y), g2(x), . . . , gr(y)) ≤ 0 (description 3)
y is discrete variable.
Definition 2.4 ([1]). Point y∗ is constrained minimum of Pd (CMd), if y∗ is feasible and f (y∗) ≤ f (y) is right for all feasible y
in neighborhood of y∗.
Discrete neighborhood is a user-define definition. In form of different problems, it can be designed differently. There is
no influence to ESPC.
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Theorem 2.2 ([1] Discrete ESPC). y∗ is CMd of Pd if and only if there exists finite α∗ ≥ 0, β∗ ≥ 0 for any α∗∗ > α∗, β∗∗ > β∗
such that the following is satisfied,
L(y∗, α, β) ≤ L(y∗, α∗∗, β∗∗) ≤ L(y, α∗∗, β∗∗) (2.7)
for any y in neighborhood.
2.3.3. Mixed ESPC
Mixed ESPC is based on continuous and discrete ESPC which are introduced in Sections 2.3.1 and 2.3.2. Due to the same
reason with discrete neighborhood, mixed neighborhood is not well defined.
Mixed nonlinear programming(MNLP):
(Pm) : min f (x, y) x = (x1, x2, . . . , xv)T ∈ Rv x is continuous variable
y = (y1, x2, . . . , yw)T ∈ Rw y is discrete variable
subject : h(x, y) = (h1(x, y), h2(x, y), . . . , hm(x, y)) = 0
g(x, y) = (g1(x, y), g2(x, y), . . . , gr(x, y)) ≤ 0 (description 4).
Definition 2.5 ([1]). (x∗, y∗) is constrained minimum of Pm (CMm), if (x∗, y∗) is feasible and f (x∗, y∗) ≤ f (x, y) is right for
all feasible (x, y) in neighborhood of (x∗, y∗).
The penalty function of ESPC [1,5,6] with penalty-multiplier α ∈ Rm and β ∈ Rr is defined as:
L(x, y, α, β) = f (x, y)+ αT|h(x, y)| + βT max(0, g(x, y)). (2.8)
Here, |h(x, y)| = (|h1(x, y)|, |h2(x, y)|, . . . , |hm(x, y)|), max(0, g(x, y)) = (max(0, g1(x, y)),max(0, g2(x, y)), . . . ,
max(0, gr(x, y))).
Theorem 2.3 ([1] Mixed ESPC). (x∗, y∗) is CMm of Pm if and only if there exists finite α∗ ≥ 0, β∗ ≥ 0 for any α∗∗ > α∗,
β∗∗ > β∗ such that the following is satisfied,
L(x∗, y∗, α, β) ≤ L(x∗, y∗, α∗∗, β∗∗) ≤ L(x, y, α∗∗, β∗∗) (2.9)
for any (x, y) in neighborhood.
Definition 2.6 ([1,5,6] Mixed Neighborhood).
Nm(x, y) = Nc(x)|y + Nd(y)|x = {(x′, y)|x′ ∈ Nc(x)}
⋃
{(x, y′)|y′ ∈ Nd(y)}.
Nc(x) is continuous neighborhood, Nd(y) is discrete neighborhood.
In the neighborhood, x or y perturbs but not both. It is specific.
Corollary 2.1 ([1]). Given the definition of Nm(x, y) in Definition 2.6, (2.9) can be rewritten into two following necessary
inequalities that, collectively, are sufficient.
L(x∗, y∗, α, β) ≤ L(x∗, y∗, α∗∗, β∗∗) ≤ L(x∗, y, α∗∗, β∗∗) y ∈ N d(y∗) (2.10)
L(x∗, y∗, α∗∗, β∗∗) ≤ L(x, y∗, α∗∗, β∗∗) x ∈ N c(x∗). (2.11)
3. Errors in ESPC
3.1. Errors in mixed ESPC
Error 1. (2.10) and (2.11) of Corollary 2.1 are only necessary condition, and collectively they are not sufficient conditions.
Corollary 2.1 is necessary condition, because two inequalities of Corollary 2.1 are specific appearance of (2.9) in
Theorem 2.3.
But Corollary 2.1 is not sufficient condition when taken collectively. The reason must be analyzed from formation of
(2.10) and (2.11):
L(x∗, y∗, α, β) ≤ L(x∗, y∗, α∗∗, β∗∗) ≤ L(x∗, y, α∗∗, β∗∗) y ∈ N d(y∗) (2.10)
L(x∗, y∗, α∗∗, β∗∗) ≤ L(x, y∗, α∗∗, β∗∗) x ∈ N c(x∗). (2.11)
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Definition 3.1 (Point Domain). Any point in mixed neighborhood can form a point domain. The point which forms point
domain is base point. And all point in point domain has the same continuous variable or discrete variable with base point.
Assuming point (x′, y′) is a base point in neighborhood, the point domain formed by (x′, y′) is s. All points in s have the
same variable with x′ or y′.
If we use (2.10) and (2.11) to look for constrained minimum, we can get a team of points generally. In this team, a lot
of points are not constrained minimum. In the neighborhood, every feasible point can become base point, so there is a
point domain for every feasible point. If a feasible point in its own point domain is constrained minimum, it will satisfy
Corollary 2.1. Of course the real constrained minimum is contained. So Corollary 2.1 is not sufficient condition.
To ‘‘shrink’’ point domain, it will be convenient to understand the following definition.
Definition 3.2 (Shrink-point Domain). Shrink-point domain contains base point and the feasible points in point domain.
Shrink-point domain is understood easily. It deletes points that violate constraint functions. It is also right. The feasible
points should only be focused on. If a feasible point in its own Shrink-point domain is constrained minimum, it will satisfy
(2.10) and (2.11).
Example
Pm: f (x, y) = x2 + y2
h(x, y) = x+ y− 10
continuous variable x ∈ [−6, 6], discrete variable y ∈ {4, 5}.
Feasible points: (6, 4), (5, 5). (5, 5) is CMm of Pm.
Now we will show (6, 4) has chance to be found by (2.10) and (2.11).We form point domain of (6, 4).
(1) fix x at x∗, that is to fix x at 6. There are two point (6, 4), (6, 5). Regardless choice of α∗, the second sub-inequality of (2.10)
can be satisfied.
(2) fix y at y∗, that is to fix y at 4. Points are ([4,6], 4). Pm converts into new Pc. New Pc is f (x) = x2 + 16, h(x) = x − 6. α∗
which satisfies (2.11) can be got through Theorem 2.1.
(3) (6, 4) is feasible point, first sub-inequality of (2.10) is satisfied.
All about, (6, 4) is possible point for Corollary 2.1.
So Corollary 2.1 is not sufficient condition.
Why Corollary 2.1 is not sufficient condition is that Corollary 2.1 just considers points in point domain, not in whole
neighborhood. When the real constrained minimum is not in current point domain, there will be a false constrained
minimum.
Error 2. Demonstration of mixed ESPC is wrong.
Main demonstration [1] of mixed ESPC:
Given (x∗, y∗), need to prove that there exists α∗ ≥ 0, β∗ ≥ 0 to satisfy (2.9).
(1) fixing y at y∗ converts Pm into Pc. From Theorem 2.1, there exists α∗c ≥ 0, β∗c ≥ 0, such that:
L(x∗, y∗, α∗∗, β∗∗) ≤ Ł(x, y∗, α∗∗, β∗∗)
∀x ∈ N c(x∗)|y∗ , α∗∗ > α∗c ≥ 0, β∗∗ > β∗c ≥ 0
(2) fixing x at x∗ converts Pm into Pd. From Theorem 2.2, there exists α∗d ≥ 0, β∗d ≥ 0, such that:
L(x∗, y∗, α∗∗, β∗∗) ≤ Ł(x∗, y, α∗∗, β∗∗)
∀y ∈ N d(y∗)|x∗ , α∗∗ > α∗d ≥ 0, β∗∗ > β∗d ≥ 0
α∗ = max(α∗c , α∗d ) = (max(α∗c1 , α∗d1),max(α∗c2 , α∗d2), . . . ,max(α∗cm , α∗dm))
β∗ = max(β∗c , β∗d ) = (max(β∗c1 , β∗d1),max(β∗c2 , β∗d2), . . . ,max(β∗cr , β∗dr )).
Summary demonstrate is to looking for α∗∗ > α∗ ≥ 0, β∗∗ > β∗ ≥ 0 to satisfy L(x∗, y∗, α∗∗, β∗∗) ≤ L(x, y, α∗∗, β∗∗) in
the media of
L(x∗, y∗, α, β) ≤ L(x∗, y∗, α∗∗, β∗∗) ≤ L(x∗, y, α∗∗, β∗∗) y ∈ N d(y∗) (2.10)
L(x∗, y∗, α∗∗, β∗∗) ≤ L(x, y∗, α∗∗, β∗∗) x ∈ N c(x∗). (2.11)
Mixed ESPC finds α∗, β∗ by Corollary 2.1. Corollary 2.1 is built on specific neighborhood defined by Definition 2.6. In
Definition 2.6, continuous and discrete variables have no relation with each other. For (1) and (2), they are both right. In
(1), fix y at y∗ and x changes. In specific neighborhood, x can contain value which is not in mixed neighborhood when it
combines with y∗. So (1) and (2) consider more points. But if we see them together, it is wrong. (1) and (2) contain some
points which are not in mixed neighborhood, but they miss some points in neighborhood.
Demonstration only considers two kinds points, (x, y∗) and (x∗, y). (1) is (x, y∗) and (2) is (x∗, y). It is very easy to find
point which is in the neighborhood, but not in two kinds points. Point (x′, y′), let x′ = x∗+ε, y′ = y∗+ε. It is not considered.
Whether α∗ and β∗ is fit for (x′, y′) is not known. So it is wrong.
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3.2. Error in continuous ESCP
Error 3. Case (1) in necessary demonstration of Theorem 2.1 has a logic error.
Case (1) is part of proving that ESPC is necessary condition. So case (1) is part of that If x∗ is CMc, there exists finiteα∗ ≥ 0,
β∗ ≥ 0 for α∗∗ > α∗, β∗∗ > β∗ to satisfy L(x∗, α, β) ≤ L(x∗, α∗∗, β∗∗) ≤ L(x, α∗∗, β∗∗) (2.6).
Case (1) is as follow [1]:
If all the constraints are inactive inequality constraints, every point is a feasible point. Hence, (2.6) implies f (x) ≥ f (x∗).
Regardless the choice of the penalties, L(x, α∗∗, β∗∗) = f (x) ≥ L(x∗, α∗∗, β∗) = f (x∗).
It can be concluded that: f (x) ≥ f (x∗) is got through L(x, α∗∗, β∗∗) ≥ L(x∗, α∗∗, β∗); then L(x, α∗∗, β∗∗) ≥ L(x∗, α∗∗, β∗)
is obtained from f (x) ≥ f (x∗). Case (1) is to prove (2.6) through (2.6). So it is a logic error.
Error 4. Cases (1) dose not exist.
(1) says that if all the constraints are inactive inequality constraints, every point is a feasible point. Because penalty
multiplier of inactive inequality constraints is zero according to KKT. From this, every point is feasible in penalty function.
But not every point is feasible actually.
Penalty function of ESPC has transfer function, so actual inequality constraint is max(0, g(x)) = (max(0, g1(x)),
max(0, g2(x)), . . . ,max(0, gr(x))). For x∗, inequality constraint ismax(0, g(x∗)) = 0. So every inequality constraint is active.
Case (1) does not exist.
4. Reverse bridge theorem
This section introduces continuous reverse bridge theorem (CRBTH), discrete reverse bridge theorem (DRBTH), mixed
reverse bridge theorem (MRBTH), and their demonstrations; explains why theorem is reverse bridge and saddle shape
no more. CRBTH needs not Constraint-qualification condition. It can be obtained from the demonstration and analysis of
Lagrangian function of KKT. Nonlinear programming is description 1, 3, 4. Penalty function is (2.5) and (2.8).
4.1. Continuous reverse bridge theorem
Theorem 4.1 (Continuous Reverse Bridge Theorem (CRBTH)). x∗ is CMc of Pc if and only if there exists finite α∗ ≥ 0, β∗ ≥ 0 for
any α∗∗ > α∗, β∗∗ > β∗ to satisfy the following:
L(x∗, α, β) = L(x∗, α∗∗, β∗∗) ≤ L(x, α∗∗, β∗∗) (4.1)
for any x in neighborhood.
Demonstration:
⇒ Given x∗, we need to prove that there exists α∗ ≥ 0, β∗ ≥ 0 to satisfy (4.1).
(1) Equality part: x∗ is feasible point, so h(x∗) = 0, g(x∗) ≤ 0. According to definition of transfer function, |h(x∗)| = 0,
max(0, g(x∗)) = 0 is got.
L(x∗, α, β) = f (x∗)+ αT|h(x∗)| + βT max(0, g(x∗))
= f (x∗)+ αT · 0+ βT · 0 = f (x∗)
L(x∗, α∗∗, β∗∗) = f (x∗)+ α∗∗T|h(x∗)| + β∗∗T max(0, g(x∗))
= f (x∗)+ α∗∗T · 0+ β∗∗T · 0 = f (x∗).
So L(x∗, α, β) = L(x∗, α∗∗, β∗∗).
(2) Inequality part:
(1) f (x∗) is unique minimum of f (·). Because of |h(x)| ≥ 0, max(0, g(x)) ≥ 0 and |h(x∗)| = 0, max(0, g(x∗)) = 0,
regardless the choice of the penalties, the following can be got.
L(x, α∗∗, β∗∗) ≥ f (x) ≥ f (x∗) = L(x∗, α∗∗, β∗∗).
(2) f (x∗) is not unique minimum of f (·) or is not minimum of f (·). Assume there is point x′, which is f (x′) ≤ f (x∗).
(2.1) f (x′) = f (x∗), and h(x′) = 0, g(x′) ≤ 0. x′ is another CMc according toDefinition 2.1. Regardless the choice of penalties,
inequality of (4.1) is satisfied.
(2.2) f (x′) = f (x∗), and x′ violates constraints. Assuming it violates an equality constraint function hi(·) (the case with an
inequality constraint function is similar), α∗ ≥ 0 is enough.
(2.3) f (x′) < f (x∗), x′ is feasible point. This is impossible. In this situation, x∗ is not CMc according to Definition 2.1.
(2.4) f (x′) < f (x∗), and x′ violates constraints. Assume it violates an equality constraint function hi(·) (the case with an
inequality constraint function is similar), so |hi(x′)| 6= 0.
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set α∗ = f (x
∗)− f (x′)
|hi(x′)|
L(x∗, α∗∗, β∗∗) = f (x∗)
L(x′, α∗∗, β∗∗) = f (x′)+
m∑
i=1
α∗∗i |hi(x′)| +
r∑
i=1
β∗∗i max(0, gi(x
′))
≥ f (x′)+ α∗∗i |hi(x′)|
> f (x′)+ f (x
∗)− f (x′)
|hi(x′)| |hi(x
′)| = f (x∗).
So L(x∗, α∗∗, β∗∗) ≤ L(x, α∗∗, β∗∗).
⇐ Assuming (4.1) is satisfied, x∗ is CMc of Pc.
L(x∗, α, β) = L(x∗, α∗∗, β∗∗) That is:
f (x∗)+ αT|h(x∗)| + βT max(0, g(x∗)) = f (x∗)+ α∗∗T|h(x∗)| + β∗∗T max(0, g(x∗)).
It is for any α and β , so |h(x∗)| = 0 and max(0, g(x∗)) = 0 is the unique approach. Because of |h(x∗)| = 0 and
max(0, g(x∗)) = 0, h(x∗) = 0 and g(x∗) ≤ 0 is got. x∗ is feasible point.
L(x∗, α∗∗, β∗∗) ≤ L(x, α∗∗, β∗∗) ensures x∗ is minimum for all feasible points.
Assume x′ is another feasible point.
L(x∗, α∗∗, β∗∗) = f (x∗)+ α∗∗T|h(x∗)| + β∗∗T max(0, g(x∗)) = f (x∗)
L(x′, α∗∗, β∗∗) = f (x′)+ α∗∗T|h(x′)| + β∗∗T max(0, g(x′)) = f (x′).
Though L(x∗, α∗∗, β∗∗) ≤ L(x, α∗∗, β∗∗), we get f (x∗) ≤ f (x′).
So x∗ is constrained minimum.
4.1.1. CRBTH needs not constraint-qualification condition
From demonstration, we know CRBTH needs not Constraint-qualification condition. Here we will explain it from
Lagrangian function with transfer function.
Constraint-qualification condition makes sure there must exist α∗, β∗ to satisfy (2.6) for x∗. Lagrangian function is
L(x, λ, µ) = f (x) + λTh(x) + βTg(x); penalty function of CRBTH is L(x, α, β) = f (x) + αT|h(x)| + βT max(0, g(x)). We
can look penalty function of CRBTH as a particular Lagrangian function, by setting ˆh(x) = |h(x)|, ˆg(x) = max(0, g(x)). New
Lagrangian function is L(x, λ, µ) = f (x)+λT ˆh(x)+βT ˆg(x) = f (x)+λT|h(x)|+βT max(0, g(x)). It is possible. According to
nonlinear programming, a point is feasiblewhen the value of equality constraint is zero and the value of inequality constraint
is zero or below. If x′ is a feasible point, we can get h(x′) = 0 and g(x′) ≤ 0. So ˆh(x′) = |h(x′)| = 0, ˆg(x′) = max(0, g(x′)) = 0
can be got. In new Lagrangian function, when it is feasible point, the value of constraint function is zero; when it violates
constraint function, the value of constraint function is greater than zero.
In KKT, gradient vectors of equality constraints and active inequality constraints about x∗ are linearly independent.
It ensures that change of equality and inequality constrains can not balance off. Because of ˆh(x) = |h(x)| and ˆg(x) =
max(0, g(x)), value of constraint function must be zero or greater than zero. It will not balance off. λ∗, µ∗ which need
not x∗ is regular point make x∗ is CMc of Pc. So without Constraint-qualification condition, it is sure that there exists α∗ and
β∗ which make x∗ is CMc.
Because KKT sets µi of inactive inequality constraint zero, Lagrangian function misses partial constraints. KKT is just
necessary condition. Because of new Lagrangian function with transfer function, every inequality constraint is active. It
filtrates some KKT points that are not constrained minimum. So it is reasonable that we analyze this problem from KKT.
4.2. Discrete reverse bridge theorem
Theorem 4.2 (Discrete Reverse Bridge Theorem (DRBTH)). y∗ is CMd of Pd if and only if there exists finite α∗ ≥ 0, β∗ ≥ 0 for
any α∗∗ > α∗, β∗∗ > β∗ such that the following is satisfied,
L(y∗, α, β) = L(y∗, α∗∗, β∗∗) ≤ L(y, α∗∗, β∗∗) (4.2)
for any y in neighborhood.
Proof of Theorem 4.2 is similar with CRBTH, so we do not repeat again.
4.3. Mixed reverse bridge theorem
Theorem 4.3 (Mixed Reverse Bridge Theorem (MRBTH)). (x∗, y∗) is CMm of Pm if and only if there exists finite α∗ ≥ 0, β∗ ≥ 0
for any α∗∗ > α∗, β∗∗ > β∗ to satisfy
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L(x∗, y∗, α, β) = L(x∗, y∗, α∗∗, β∗∗) ≤ L(x, y, α∗∗, β∗∗) (4.3)
for any (x, y) in neighborhood.
Demonstration:
⇒ Given (x∗, y∗), we need to prove that there exists α∗ ≥ 0, β∗ ≥ 0 to satisfy (4.3).
(1) Equality part: (x∗, y∗) is feasible point, so we get h(x∗, y∗) = 0, g(x∗, y∗) ≤ 0. |h(x∗, y∗)| = 0, max(0, g(x∗, y∗)) = 0
can be got.
L(x∗, y∗, α, β) = f (x∗, y∗)+ αT|h(x∗, y∗)| + βT max(0, g(x∗, y∗))
= f (x∗, y∗)+ αT · 0+ βT · 0 = f (x∗, y∗)
L(x∗, y∗, α∗∗, β∗∗) = f (x∗, y∗)+ α∗∗T|h(x∗, y∗)| + β∗∗T max(0, g(x∗, y∗))
= f (x∗, y∗)+ α∗∗T · 0+ β∗∗T · 0 = f (x∗, y∗).
So L(x∗, y∗, α, β) = L(x∗, y∗, α∗∗, β∗∗).
(2) Inequality part:
(1) f (x∗, y∗) is unique minimum of f (·). Because of |h(x, y)| ≥ 0, max(0, g(x, y)) ≥ 0 and |h(x∗, y∗)| = 0,
max(0, g(x∗, y∗)) = 0, regardless of the choice of the penalties, the following is right.
L(x, y, α∗∗, β∗∗) ≥ f (x, y) ≥ f (x∗, y∗) = L(x∗, y∗∗, α∗∗, β∗).
(2) f (x∗, y∗) is not unique minimum of f (·) or is not minimum of f (·). Assume there is point (x′, y′), which is f (x′, y′) ≤
f (x∗, y∗).
(2.1) f (x′, y′) = f (x∗, y∗), and h(x′, y′) = 0, , g(x′, y′) ≤ 0. (x′, y′) is another CMm according to Definition 2.5. Regardless
of the choice of penalties, inequality of (4.3) is satisfied.
(2.2) f (x′, y′) = f (x∗, y∗), and (x′, y′) violates constraints. Assuming it violates an equality constraint function hi(·) (the case
with an inequality constraint function is similar), α∗ ≥ 0 is enough.
(2.3) f (x′, y′) < f (x∗, y∗), (x′, y′) is feasible point. This is impossible. In this situation, (x∗, y∗) is not CMm according to
Definition 2.5.
(2.4) f (x′, y′) < f (x∗, y∗), and (x′, y′) violates constraints. Assume it violates an equality constraint function hi(·) (the case
with an inequality constraint function is similar), so |hi(x′, y′)| 6= 0.
set α∗ = f (x
∗, y∗)− f (x′, y′)
|hi(x′, y′)|
L(x∗, y∗, α∗∗, β∗∗) = f (x∗, y∗)
L(x′, y′, α∗∗, β∗∗) = f (x′, y′)+
m∑
i=1
α∗∗i |hi(x′, y′)| +
r∑
i=1
β∗∗i max(0, gi(x
′, y′))
≥ f (x′, y′)+ α∗∗i |hi(x′, y′)|
> f (x′, y′)+ f (x
∗, y∗)− f (x′, y′)
|hi(x′)| |hi(x
′)| = f (x∗, y∗).
So L(x∗, y∗, α∗∗, β∗∗) ≤ L(x, y, α∗∗, β∗∗).
⇐ Assuming (4.3) is satisfied, (x∗, y∗) is CMc of Pc.
L(x∗, y∗, α, β) = L(x∗, y∗, α∗∗, β∗∗) That is:
f (x∗, y∗)+ αT|h(x∗, y∗)| + βT max(0, g(x∗, y∗)) = f (x∗, y∗)+ α∗∗T|h(x∗, y∗)| + β∗∗T max(0, g(x∗, y∗)).
This is for any α and β , so |h(x∗, y∗)| = 0, max(0, g(x∗, y∗)) = 0 is the unique approach. Because of |h(x∗, y∗)| = 0 and
max(0, g(x∗, y∗)) = 0, h(x∗, y∗) = 0 and g(x∗, y∗) ≤ 0 is got. Point (x∗, y∗) is feasible point.
L(x∗, y∗, α∗∗, β∗∗) ≤ L(x, y, α∗∗, β∗∗) ensures (x∗, y∗) is minimum for all feasible points.
Assume (x′, y′) is another feasible point.
L(x∗, y∗, α∗∗, β∗∗) = f (x∗, y∗)+ α∗∗T|h(x∗, y∗)| + β∗∗T max(0, g(x∗, y∗))
= f (x∗, y∗)
L(x′, y′, α∗∗, β∗∗) = f (x′, y′)+ α∗∗T|h(x′, y′)| + β∗∗T max(0, g(x′, y′))
= f (x′, y′).
Though L(x∗, y∗ α∗∗, β∗∗) ≤ L(x, y, α∗∗, β∗∗), we get f (x∗, y∗) ≤ f (x′, y′).
So (x∗, y∗) is constrained minimum.
4.4. Reason why theorem is reverse bridge and not saddle shape
In Theorems 4.1–4.3, RBTH has lost saddle shape. The reason is transfer function. Below, we will set Theorem 4.1 as
example.
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SP is saddle. Lagrangian function without transfer function is L(x, λ, µ) = f (x)− λTh(x)− βTg(x). Because x∗ is feasible
point, there is h(x∗) = 0, g(x∗) ≥ 0.
L(x∗, λ, µ) = f (x∗)− λTh(x∗)− βTg(x∗)
= f (x∗)− λT · 0− βTg(x∗) ≤ f (x∗)
L(x∗, λ∗, µ∗) = f (x∗)− λ∗Th(x∗)− β∗Tg(x∗)
= f (x∗)− λ∗T · 0− β∗Tg(x∗).
According to [4, Theorem 3.13], β∗Tg(x∗) = 0, so L(x∗, λ∗, µ∗) = f (x∗). Hence, L(x∗, λ, µ) ≤ L(x∗, λ∗, µ∗).
Yet in RBTH, L(x∗, α, β) = f (x∗)+ αT|h(x∗)| + βT max(0, g(x∗))
= f (x∗)+ αT · 0+ βT · 0
= f (x∗) = L(x∗, α∗∗, β∗∗).
The first inequality in SP has degraded to equality, the second is still. So RBTH becomes reverse bridge.
5. Conclusion
In this work, we propose reverse bridge theorem and give demonstration. RBTH is effective method for constrained
minimum.
Compared to SP, it is necessary and sufficient condition and it can be used more widely.
KKT is necessary condition, so some KKT points are not constrained minimum. Penalty multiplier of inactive inequality
constraint is zero, so it misses some constraint. But in RBTH, transfer function solves this problem. It makes constraints
complete.
RBTH does not need functions differential. In Definition 2.2 of ESPC,
∇(ϕ(x′), Ep) = lim
ε→0
ϕ(x′ + εEp)− ϕ(x′)
ε
is expression of directional differential actually. So ESPC requires constraints are partial differential, yet other methods
require all constraints differential. This disadvantage does not exist in RBTH. RBTH does not require constraint differential.
CRBTH does not require constraint-qualification condition, which must be satisfied in ESPC. function.
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