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Abstract 
Dillen, F.. Polynomials with constant Hessian determinant. Journal of Pure and Applied 
Algebra 71 (1991) 13-18. 
We show that the Jacobian conjecture for dimension 2 over the complex numbers holds for 
poJynomia1 mappings with symmetric Jacobian matrix. We indicate two applications in differen- 
tial geometry. 
1. The Jacobian Conjecture 
The Jacobian Conjecture, also known as Keller’s problem, is a longstanding 
open problem in algebra. Keller formulated in 1939 the problem as follows: 
Keller’s problem [8]. Given two polynomials P and Q in two variables with 
integer coefficients. If the Jacobian determinant 
is a nonzero constant, then do there exist polynomials with integer coefficients F 
and G such that F(P(u, v). Q(n, u)) = II and G(P(u, u), Q(u, u)) = v? 
It is clear that the constancy og the determinant is a necessary condition. The 
problem can be generalized to arbitrary fields k of characteristic 0 and to arbitrary 
dimension y1 as follows: 
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is constant. Conversely, a polynomial P whose Hessian determinant is a nonzero 
constant, gives rise to a polynomial mapping with constant Jacobian determinant. 
The following theorem classifies all polynomials with constant Hessian de- 
terminant. 
Theorem. If P is a polynomial in two variables u and v and if H(P) is constant. 
then up to an afine transformation in the (u, v)-plane, 
P(u, v) = uv + Q(u), 
where Q is a polynomial in one variable u. 
This theorem was proved in [4] for real polynomials. The proof that we give in 
Section 2 is an ad \ptation of the proof in [4] to the complex case. The Theorem 
implies the following corollary: 
Corollary 1. If F : C’) + C’ is a polynomial mapping whose Jacobian matri.x is 
symmetric and has a nonzero constant determinant, then F is invertible. 0 
Finally in Section 3, we will briefly describe two applications in differential 
geometry. 
2. Proof of the Theorem 
Let P E C[u, v] be a polynomial with Hessian determinant constantlv equal to 
- 1. If deg( P) = 2, then we can choose new coordinates (u, v) such that P(u, v) = 
uv. So we can assume that n = deg(P) > 2. First we decompose P intce homoge- 
neous parts Qi of degree i, 
P(u, V) = ~ Qi(U, V) . 
i=l 
Then it follows from the constancy of H(P) that H( Q,,) = 0. This implies that 
QJu, v) = (av + bv)” for a, b E @. We can choose new affine coordinates (u, v) 
such that Q,,(u, v) = zi’. We can also make sure that H(P) = - 1. Next we 
consider P as a polynomial of degree m in v with coefficients P, in C[U], 
P(Uy V) = C pi(u)vi ’ 
i=l 
It is clear that deg( P,,) = n > m. 
If m = 1, then P = P,,(u) + P,(u)v, and H(P) = - 1 implies th;?t ((P, ),, )’ = 1. 
Hence P can be brought into the desired form. So we assume that nz > 1. Looking 
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at the coefficient of z?“‘- *) in H(P) gives us the following differential equation: 
(m - 1) Pi, P,,, = mP,lz’ . 
We can solve this equation and obtain th P,(u) = (au + b)‘-“‘. Since Ptn must be 
a polynomial, it follows that a = 0, so we obtain that P,,,(u) is a constant. 
Awxtion. deg(P,) 5 m - i. 
If the assertion is true, then deg(P,,) 5 But this contradicts deg( P,,) = n > m. 
Hence the Theorem is proved once we e the Assertion. 
Proof of tZ.2 Assertion. The proof goes y induction. The assertion is true for 
. 
I = m. Let us assume that the assertion true for i>m -s. We show that the 
assertion also holds for i = m - ption we have deg( Pm _,) (: t for t < s. 
We consider H(P) as a polyno h coefficients in C[u]: 
m 
H(P) = x j((j- l)pyp,-i 
i.j=O 
Let us look at the coefficient of u~“‘-~-‘. This coefficient is constant 
and zero otherwise. Anyway we can write down this coefficient: 
ifm=s=2 
EC m-s+j)((m-s+j--1) 
j = 0 
In this coefficient occurs only one term of which we do not know, yet, an upper 
bound of the degree, namely m(m - 1) Pz_, . All the otner terms are of degree 
not bigger than s - 2. Hence deg(P \ == 0 n m-s/;3* u 
3. Some applications in differential geometry 
3.1. Afine differential geometry 
Affine differential geometry is already very old branch of differential geome- 
try. It started with the school of Blaschke. Recently, a lot of interesting work was 
done on this subject by, amongst others, Nomizu, Pinkall, Cheng, Yau, Li and 
Simon. Affine differential geometry studies submanifolds in the (real) affine space 
A”. One particular subject, namely the study of surfaces in A”, is still very 
popular. 
Given a nondegenerate (in the sense that there are no developable points) 
surface M’ in A”. one can define an ‘affine normal vector field’ on M’. Then M2 is 
called an improper affine sphere if its affine normal vector field is parallel. 
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Analytically this means that the surface can be given as the graph z = f(x, y) of a 
C-function f, satisfying 
where c is a nonzero constant. If c > 0, it means that M’ is locally convex. So the 
study of improper affine spheres can be reduced to the study of functions with 
constant Hessian. In this respect there is the following classical result: 
Jiirgens’ Theorem [6]. Let f be a function, defined on the whole of I@, such that 
the Hessian determinant off is a positive constant, then f is quadratric. 0 
This theorem places the study of the equation H(f) = c in the theory of 
differential equations. In particular this equation is called the partial differential 
equation of Monge-Ampere. A generalization to higher dimensions was obtained 
by Calabi and Yogorelov [2,13]. 
Equation (3) is however not solved for c < 0. But if we demand that f is a 
polynomial, then the Theorem easily gives that we can choose coordinates (x, y) 
such that f(x, y) = j/mxy + Q(x) f or some polynomial function Q. A more 
geometric formulation can be given as follows: 
CoroIlary 2. Let M’ be an improper afine hypersphere of A”. If V”h = 0 for some 
positive integer k, then M’ is a paraboloid or the graph of a polynomial function P, 
given by 
P(x, y) = xy + x’Q(x) 
where Q is a polynomial of degree k - 2. cl 
For the definition of the tensor field V’h, see [5]. The condition that M’ is an 
affine hypersphere is not necessary for k < 6, see [5,12]. 
3.2. Flat surfaces in a 3-dimensional space form 
If we consider a flat surface M’ in a 3-dimensional sphere S”(c) of constant 
curvature c > 0 or a 3-dimensional hyperbolic space H”(c) of constant curvature 
c < 0, then the second fundamental form [3] can be viewed as the Hessian form of 
some function f of two real variables, satisfying H(f) = -c, cf. t4.91. If M) is 
complete and c <O, then f can be defined on the whole of IR’ and the Jorgens 
Theorem then yields a classification for complete flat surfaces in H”(c). 
The demand that the function f is a polynomial here means that some higher 
order fundamental form vanishes. Using the theorem we obtained in [4] a 
classification of all surfaces in S3(c) and H”(c) with vanishing higher-order 
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fundamental form (flatness of the surface is implied by the vanishing of the 
fundamental form). 
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