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The performance of low temperature detectors utilizing thermal effects is determined by their
energy relaxation properties. Usually, heat transport experiments in mesoscopic structrures are
carried out in the steady-state, where temperature gradients do not change in time. Here, we
present an experimental study of dynamic thermal relaxation in a mesoscopic system – thin metallic
film. We find that thermal relaxation of hot electrons in copper and silver films is characterized by
several time constants, and that the annealing of the films changes them. In most cases two time
constants are observed, and we can model the system by introducing an additional thermal reservoir
coupled to the film electrons. We determine the specific heat of this reservoir and its coupling to
the electrons. We argue that multiscale thermal relaxation arises from the complicated morphology
of the films, in which electron-phonon coupling strength in grains with different orientations varies.
Investigation of thermal transport in mesoscopic de-
vices is essential for the study of fundamental physics and
for the development of low temperature detectors [1]. Ex-
amples include transition edge sensors [2–6], hot-electron
detectors [7–11] and other types of nano-calorimeters in
the application of photon and particle detection [12–14],
mass spectrometry [15, 16] and in the field of quantum
technologies [17–20]. In the steady-state, thermal trans-
port down to a single heat-conducting channel has been
studied at low temperatures in the last decades [21–25].
In the dynamic regime, tremendous progress has been
achieved in investigating electron-phonon interactions in
metals at picosecond time scales with laser pumping tech-
niques [26–31]. In this paper we focus, instead, on milli-
and microsecond time scales and at very low tempera-
tures. The experiments are achievable with the recent-
developed fast low temperature thermometers [32–36]
and they are particularly important for low temperature
detectors utilizing thermal effects. Indeed, thermal re-
laxation determines the performance of the detector and
its recovery time after a detection event. In the absence
of detailed time resolved measurements, the relaxation
in the detector is usually assumed to be exponential, and
its time constant is estimated from the parameters mea-
sured in the steady state [33, 37]. Here we demonstrate
the deficiency of this approach for a metallic film ab-
sorber, which may exhibit several relaxation times and
may equilibrate very slowly.
In this letter, we mostly focus on the thermal relax-
ation process in a copper (Cu) film and study the time
dependence of the electron temperature after the applied
heating is turned off, as shown in Fig. 1. Theory predicts
that for a normal metal at low temperatures, thermal re-
laxation is governed by electron-phonon (e-ph) coupling
[38], then the relaxation time τe−ph = γ/5ΣT 3. Here γ
is the Sommerfeld constant, which determines the heat
capacity of electrons, Ce = γV T , with V the volume of
the film, and Σ the characteristic electron-phonon cou-
FIG. 1. Left panel: Time dependence of the electron temper-
ature Te in response to the external heating power PH . After
PH is switched off, the electron temperature relaxes to the
bath temperature Tb. Inset: False-color SEM image of a typ-
ical sample with the measurement circuits. (Cu is shown in
brown, Al in blue). Right panel: Thermal model of a heated
Cu film on a dielectric substrate. Film electrons are ther-
mally coupled to the bath (Tb) and to an additional thermal
reservoir (Td, Cd) by thermal conductances Gth and Gd.
pling constant defining the heat flux Pe−ph between elec-
tron and phonon sub-systems having the temperatures
Te and Tph, Pe−ph = ΣV (T 5e − T 5ph). For Cu, these two
parameters take the values γ = 98 JK−2m−3 [39] and
Σ = 2 nWK−5µm−3 [38, 40], which results in a relax-
ation time τe−ph ∼ 10 µs at 100 mK. In our experiment,
we show, in contrary to theoretical prediction, that the
relaxation of electron temperature in Cu films is charac-
terized by several time constants. We have observed the
same effects in silver (Ag) films [41]. Our results suggest
that this phenomenon is caused by the combined effect
of strong anisotropy of electron-phonon scattering rate
in bulk Cu and Ag [42–46] and of the complex texture
of thin films, which contain grains with different orienta-
tions relative to the substrate [47, 48].
One of our devices is shown as a false-color SEM image
in the inset of Fig. 1. Cu films of varying thicknesses are
evaporated on SiO2/Si substrate with the electron-beam
evaporation technique. Superconducting aluminum (Al)
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2is used for the galvanic connection to the Cu films. The
large pad on top (partly shown) constitutes the main vol-
ume of the film to be studied. Long horizontal Cu wire in
the middle is a heater, it is biased with currents of oppo-
site polarities ±IH . The short wire at the bottom, which
contacts two aluminum leads at both ends, behaves as
a proximity Josephson junction (JJ). It is used as a fast
thermometer to monitor electron temperature in the Cu
film. In the explored temperature range its resolution
was around 0.1 mK for a probing pulse of 2 µs duration
[41]. Details of the measurement technique have been re-
ported earlier [34]. Thermal equilibration times between
the heater, the thermometer and the pad can be esti-
mated as τ ijeq = Ci/Gij , where Ci is the heat capacity of
the corresponding film and Gij is the heat conductance
of the bridge connecting the two components. We find
τ ijeq < 10 ns at 0.1 K for all measured devices, which is
much shorter than thermal relaxation times [41].
In the inset of Fig. 2 (a) we show the time dependence
of the electron temperature for the two heating current
pulses with inverse polarities. Each current pulse has a
FIG. 2. Thermal relaxation in a 300 nm thick Cu film.
(a) Time dependence of the normalized electron temperature
∆Te(t)/∆Tes. Bath temperatures are Tb = 55, 60, 70, 80,
90 mK from right to left. Red lines are fits with Eq. (1).
Inset: electron temperature versus time, the values of Tb are
the same as in the main plot. (b) Temperature dependence
of the two time constants τL and τS . τe−ph (dash-dotted),
τph (dashed) and τt (solid black) are the theory predicted
time constants given by Eqs. (4). The solid-blue line shows a
simple power law fit of the dependence τL(T ).
width of 500 µs, and they were applied during the time
intervals −3.5 to −3 ms and−0.5 to 0 ms. The thickness
of the Cu film was 300 nm. Before the heating pulse was
applied, i.e., for −4 < t < −3.5 ms, the electrons were in
thermal equilibrium having the bath temperature Tb. Af-
ter the heating was turned on, the electron temperature
began to rise and finally reached the steady-state value
Tes. Identical responses to the two heating pulses confirm
the accuracy of our measurement technique. The steady-
state temperature rise ∆Tes = Tes−Tb is consistent with
the previous DC measurements [49]. It decreases at high
Tb due to the increase of the thermal conductance be-
tween the electrons in the film and the environment.
In order to investigate the dynamic thermal relaxation,
we have recorded the time dependence of the electron
temperature after the heating current is turned off. Fig-
ure 2 (a) shows the normalized ∆Te(t) as a function of
the time t. We have found, contrary to our expectation,
that the dependence ∆Te(t) could not be fitted with an
exponentially decaying function. However, we could very
well fit the data with two exponents,
∆Te(t)/∆Tes = ae
− tτL + (1− a)e− tτS , (1)
where a is a constant pre-factor, and τS and τL are, re-
spectively, the short and the long relaxation times. Red
lines in Fig. 2 (a) show the corresponding fits. The times
τS and τL for different temperatures are shown in Fig. 2
(b). At low temperatures the time constant τL is about
one order of magnitude longer than τS , and at high tem-
peratures τL and τS differ even more. As a result, at high
temperatures τS cannot be resolved and the relaxation
process takes a single exponential form with a time con-
stant τL. This explains previous observations of very long
relaxation times in Cu and AuPd films [9, 32]. Due to the
high sensitivity of our JJ thermometer at low tempera-
tures, we can now clearly distinguish the two time con-
stants. Performing simple power law fits, we find that the
relaxation times scale with temperature as τL ∝ T−3.5
and τS ∝ T−3. We have also verified that the effect of
the heating pulse amplitude on thermal relaxation is neg-
ligible for temperature increments within the range 6 mK
< ∆Tes < 18 mK [41].
We have repeated the measurements with several films
in order to test the dependence of the relaxation times
on the film thickness, which has been observed earlier
[50]. Such dependence would suggest that multiple re-
laxation times may be caused by impurities or defects on
the surface of the film. To verify this, we have fabricated
a sample with a film thickness of 50 nm, in which the
surface to volume ratio is increased by a factor of 6, and
a sample with 300 nm Cu film coated with a 5 nm thin
layer of Al right after evaporation. The volumes of these
two films were the same as the volume of the original
300 nm film, which was 120 µm3. We have found that
both films show two time constants, which are quite close
3FIG. 3. Temperature dependence of thermal relaxation times
for all samples. (a) Short time constant τS (for the annealed
50 nm film we show both τS and the shortest relaxation time
τ0). Black-solid line shows the calculated electron-phonon
time τe−ph (4); red-dashed line is the linear fit of τ0 of the
annealed 50 nm film. (b) Longer realxation time τL versus
temperature. Red-dashed line shows the electron-phonon re-
laxation time of electrons moving in <110> direction mea-
sured in bulk Cu, τ〈110〉 = 10
−7 × (T/1K)−3 s [42].
to the ones of the 300 nm film without surface coating,
as shown in Fig. 3 (a). Finally, we have measured an
annealed 50 nm thin Cu film in order to test the effect of
the grain size and grain interface on thermal relaxation.
SEM pictures of the sample show significant growth of
the grain size after annealing [41]. Thermal relaxation
of the annealed film has changed significantly, and we
needed three exponents with different relaxation times
in order to fit the dependence ∆Te(t) with sufficient ac-
curacy. These time constants are also shown in Fig. 3.
The longest and the middle of them are of the same order
of magnitude as the times τL and τS measured in other
samples. The shortest time constant of the annealed film
τ0 is about 6 - 10 times smaller than τS , and has a linear
dependence on temperature.
Summarizing these observations, we conclude that the
appearence of an additional relaxation time τL cannot
be explained by surface effects. One may alternatively
relate it to magnetic impurities in the bulk of the films.
However, previous experiment [50] has ruled out such
possiblity for Cu films. It was found in Ref. [50] that Cu
films with very low concentration of magnetic impurities
still exhibited long relaxation time. In contrast, less pure
silver (Ag) film had only shown short relaxation time τS ,
and its value was in good agreement with the predictions
of free electron model. We argue below that the origin
of the multi-scale thermal relaxation should be rather
explained by the morphology of the films.
In order to analyze the two scale relaxation of the elec-
tron temperature on the quantitative level, we propose a
phenomenological model, in which the electrons in the Cu
film are coupled to phonons and to an additional ther-
mal reservoir, as shown in Fig. 1. In this model, the time
evolution of temperatures follows the equations
Ce
dTe
dt
= −ΣV (T 5e − T 5ph)− Σd(Tαe − Tαd ) + PH(t),
Cph
dTph
dt
= ΣV (T 5e − T 5ph)− κA(T 4ph − T 4b ),
Cd
dTd
dt
= Σd(T
α
e − Tαd ). (2)
Here Cd is the heat capacity of the thermal reservoir,
Td is its temperature, Σd is the constant characterizing
the coupling between electrons and the reservoir, A is
the contact area between the film and the dielectric sub-
strate, κ is the constant characterizing thermal boundary
conductance between the phonons in the film and in the
substrate, Cph is the heat capacity of the phonons in the
film, Ce = γV Te is the heat capacity of electrons, α is an
unknown exponent, and PH(t) is the heating power. The
phonon heat capacity is usually very small, and one can
put Cph = 0. Adopting this approximation and consid-
ering linearized versions of Eqs. (2), which are valid at
sufficiently small PH , we obtain ∆Te(t) after an abrupt
removal of the heating in the form of Eq. (1) with the
relaxation times and the pre-factor a having the form
1
τL,S
=
1
2
[
1
τd
+
1
τt
]
∓
√
1
4
[
1
τt
− 1
τd
]2
+
Cd
Ce + Cd
1
τtτd
,
a =
τ−1d − τ−1L
τ−1S − τ−1L
τd
τS
. (3)
The time τd, appearing above, characterizes the relax-
ation between electrons and the additional thermal reser-
voir, τ−1d = (C
−1
d +C
−1
e )Gd, and τt is the relaxation time
of the electron temperature in the absence of the reser-
voir. It is given by the sum of two contributions,
τt = τe−ph + τph−ph,
τe−ph = Ce/Ge−ph, τph−ph = Ce/Gph−ph. (4)
In the above expressions, Gd = αΣdT
α−1 is the ther-
mal conductance between electrons and the reservoir,
Ge−ph = 5ΣV T 4 is the thermal conductance between
electrons and phonons, and Gph−ph = 4κAT 4 is the ther-
mal conductance between the phonons in the film and in
the substrate. In Fig. 2 (b) we plot the times τe−ph,
τph−ph and τt, given by Eqs. (4), with the constants Σ
= 2 nWK−5µm−3 and κ = 60 pWK−4µm−2 measured in
an indepedent steady-state experiment [49]. We observe
rather good agreement between the measured values of
τS and the calculated times τt.
Next, we invert the Eqs. (3,4) and express the heat
capacity of the thermal reservoir, Cd, and the thermal
conductance, Gd, in terms of measured parameters,
Cd = [(τL − τS)2/τLτS ]a(1− a)γV T, (5)
Gd = [CdCe/(Cd + Ce)]
(
τ−1L + τ
−1
S − τ−1t
)
. (6)
These values are plotted for three different films in
Figs. 4 (a) and (b). The heat capacity Cd does not exhibit
4FIG. 4. (a) Temperature dependence of the specific heat
of the additional thermal reservoir coupled to electrons (5),
i.e., heat capacity normalized by the volume of the absorber,
Cd/V , for three different Cu films. Solid and dashed lines are
the phonon and electron specific heats of the films, respec-
tively. (b) Thermal conductance between the reservoir and
the electrons (6) per unit volume, Gd/V . The dashed line
shows the electron-phonon thermal conductance Ge−ph/V ;
the solid line is the fit of the data for the 50 nm thin film
with ∝ T 4 dependence.
clear temperature dependence in the explored tempera-
ture range. Its value is rather high and comparable to the
heat capacity of electrons Ce. It is unlikely that low con-
centration impurities would result in such a high value.
We believe that the most natural reason for that would
be the existence of a significant number of grains in the
film, which remain electrically decoupled from it. Such
grains would form an additional thermal reservoir, which
we have postulated in our model. In Fig. 4 (b) we show
the temperature dependence of the thermal conductance
Gd. For the two 300 nm films Gd is almost constant,
while for the 50 nm film it roughly follows power-law de-
pendence with the exponent close to 4, which corresponds
to α = 5 in Eq. (2).
Our hypothesis about electrically decoupled grains in
the film as a reason for the long thermal relaxation time is
supported by other experiments. Indeed, previous exper-
iments [50] have demonstrated that thermal relaxation
in a uniform silver film follows a single exponential de-
cay with the time constant expected from the theory,
while two exponents are needed for a silver film with
different grain orientations [41]. Furthermore, the exper-
iments with Cu films evaporated on SiO2/Si substrate
[47, 48] have shown that at the beginning of the growth
process a film with <111> orientation is formed. Subse-
quently, grains with <110> orientation are nucleated at
the boundaries of the <111> grains, which results in the
growth of <110> texture. Afterwards, <111> grains can
again nucleate at the boundaries between <110> grains
and so on. In the end, one obtains a sandwiched structure
of alternating textures, which might be poorly coupled
electrically, especially in our films, which were in con-
tact with atmosphere between fabrication and measure-
ment. It is also well known that electron-phonon scatter-
ing rates in bulk Cu are strongly anisotropic [42]. Since in
thin films phonon wave vectors are parallel to the surface
and since the Fermi velocity of electrons is much higher
than the speed of sound, phonons predominantly interact
with electrons moving perpendicular to the film surface.
Thus, in grains with <110> orientation, for example,
the scattering rate should be close to that of electrons
moving in <110> direction in the bulk material. Bulk
relaxation time in the <110> direction is, indeed, signif-
icantly longer than that in <111> direction, as magnetic
resonance experiments have shown [42]. In Fig. 3 (b),
we plot measured electron-phonon relaxation time in the
bulk Cu in <110> direction, τ〈110〉 = 10−7× (T/1K)−3 s
[42–44], and find that its value is indeed close to mea-
sured τL. Within this scenario, the high value of the
pre-factor in front of slowly decaying exponent observed
for the 50 nm thin Cu film, a ≈ 0.8, points to the dom-
inant <110> texture. For the two 300 nm films a drops
from 0.5 at low T to 0 at higher T [41], which hints to
<111> as preferred orientation.
Though the above arguments qualitatively explain our
findings, further experiments and more detailed theoret-
ical modeling are required in order to fully understand
heat relaxation mechanisms in thin Cu films. For exam-
ple, thermal relaxation in the annealed 50 nm film can
only be fitted with three exponents and, therefore, can-
not be described by the simple model (2). On the other
hand, the pronounced effect of annealing on thermal re-
laxation points at the importance of the grain structure
of the film. Yet another unclear issue is the nature of
the thermal coupling between conducting and electrically
decoupled grains, which is described by the thermal con-
ductance Gd. We expect such coupling to occur through
tunnel barriers between the grains, which would result
in Gd ∝ T temperature dependence, but the observed
Gd ∝ T 4 scaling differs from that. We have also con-
sidered an alternative thermal model, in which the addi-
tional reservoir couples to film phonons instead of elec-
trons. However, this model results in much smaller values
of the pre-factor a than the observed ones.
In summary, we have investigated dynamic thermal re-
laxation in Cu and Ag films at sub-kelvin temperatures.
In contrast to uniform Ag thin films, which are well de-
scribed by the free electron model [50, 51], thermal re-
laxation in granular Cu and Ag films is complicated and
characterized by two or more relaxation times. We ex-
plain this effect by the existence of a thermal reservoir
consisting of the grains weakly electrically coupled to the
current-carrying electrons. Our experiment refines the
understanding of non-equilibrium thermal transport in
mesoscopic metallic structures and should help to further
optimize the performance of the devices utilizing thermal
effects and operating at low temperatures.
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