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In the end, only three things matter: 
how much you love, 
how gently you lived, and 







Lo modelos de nicho ecológico (MNE) tienen como objetivo caracterizar la relación de las 
especies con su medio ambiente, para así delinear en la geografía los lugares donde pueden 
estar los organismos. En el campo de la biología del cambio climático es una de las 
herramientas más utilizadas, ya que debido a su relativa fácil implementación es posible 
estimar los potenciales cambios que presentaran los nichos y distribuciones de las especies. 
Sin embargo la estimación futura de la distribución está sujeta a factores metodológicos que 
generan alta incertidumbre, entre estas está el hecho de que las predicciones hacia el futuro 
no pueden ser probadas, asimismo que los resultados entre los algoritmos es diverso. Esto 
dificulta la elección de un método, por lo que es necesario identificar cual de los algoritmos 
utilizados tiene un mejor desempeño. México cuenta con la información climática primara 
para robustecer las superficies climáticas actuales, así como para generar periodos 
climáticos que representen condiciones pasadas recientes que pueden ser utilizadas junto 
con datos de colecciones biológicas para probar el desempeño de diferentes algoritmos de 
modelado ecológico. En este trabajo se desarrollaron superficies climáticas robustas y 
confiables, con el software ANUSPLIN, para tres periodos: t1-1940 (1910-1940), t2-
1970(1950-1979) y t3-2000(1980-2000), y un periodo adicional que representa la 
actualización de las superficies climáticas, la cual incluye un mayor número de estaciones y 
años climáticos. Para probar la capacidad de transferencia de 8 algoritmos de MNE se 
utilizaron 14 especies de aves, para las cuales existían datos de presencias que 
correspondían a cada uno de los periodos. Con estos datos fue posible probar las 
transferencias de los modelos. Como análisis adicional, se estimaron las tendencias y tasas 
entre periodos en las provincias Biogeográficas de México. Como resultados fue posible 
generar periodos climáticos para el país e identificar que las tasas y tendencias de cambio 
climático no han sido uniformes en la geografía país. Por ejemplo, regiones del norte han 
sido más vulnerables al cambio climático debido a las tasas más rápidas y tendencias más 
consistentes. En relación al desempeño de los algoritmos se identifico una variación 
considerable entre MNE. GARP y GLM tienden sobreestimar los nichos de las especies. 
Maxent y GAM proporciona consistentemente un buen desempeño en comparación con las 
otras técnicas y Random forest sobreajusta, por lo que debe ser utilizado con precaución 
para predecir los efectos del cambio climático. Se espera que los resultados y productos de 
este trabajo ayuden a fortalecer y ayudar a crecer el campo del modelado del nicho 










The ecological niche models (ENM) characterize the relationship of species with their 
environment, in order to delineate potential areas of distribution in the geography. In the 
field climate change ENM areas one of the most frequently used tools. However, the future 
estimation of the distribution is subject to methodological uncertainties, among which is the 
fact that the predictions into the future cannot be test. So it is necessary to identify which of 
the algorithms has higher performance and accuracy for climate change predictions. 
Mexico has weather stations, useful for climate interpolations to strengthen existing climate 
surfaces, and to generate average climatic periods that represent recent past conditions. We 
used this information together with data from biological collections to test the performance 
of eight different ecological niche modeling techniques. We developed robust and reliable 
climate surfaces with ANUSPLIN software, for three periods: t1-1940 (1910-1940), t2-
1970(1950-1979) y t3-2000(1980-2000). As expected climatic change rates and trend have 
not been uniform across the country geography. For example, northern regions are most 
vulnerable to climate change due to the fastest and most consistent trends. Regarding the 
performance of the algorithms we find considerable variation between ENM. GARP and 
GLM tend to overestimated species distribution, although overall Garp performed better when 
hindcast. Maxent and GAM provided consistently good performance in comparison with the 
other techniques. Random forest strongly overfitted range sizes, and should be used with 
caution to predict the effects of climate change on species distributions. We hoped that the 
results and products of this work will help to strengthen the field of ecological niche 
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El análisis de la relación de las especies y el medio ambiente siempre ha sido un tema 
central en la ecología. Lo modelos de nicho ecológico (MNE) tienen como objetivo 
caracterizar las condiciones ambientales adecuadas para la especie y delinear en la 
geografía los lugares donde pueden estar los organismos, es decir el área “abióticamente” 
adecuada, comúnmente denominada: distribución potencial (Soberón, 2010; Anderson, 
2012). El funcionamiento general de los modelos de nicho se puede entender como la 
correlación entre observaciones de presencia (algunas veces también ausencias) y aquellas 
variables ambientales que no son afectadas por la presencia del especie (Soberón & 
Nakamura, 2009), denominadas variables escenopoeticas (Peterson et al., 2011). Estas 
representan de forma general, los factores ambientales independientes a la densidad de la 
especie que permiten tasas de crecimiento poblacional positivas. Son estimadas en un 
espacio ambiental (E), conocido como el nicho Grineliano (Soberón & Nakamura, 2009; 
Soberón, 2010; Peterson et al., 2011). Generalmente estas variables son climáticas y 
topográficas, medidas a una resolución espacial y geográfica gruesa (Pearson & Dawson, 
2003). Se estima que el nicho fundamental Grineliano (NF) de una especie contiene varios 
subconjuntos más pequeños que representan condiciones que pueden denominarse: nicho 
existente fundamental (EA), nicho invadible (EI), y nicho ocupado (EO), cada uno tiene su 
equivalente en el espacio geográfico, G (Peterson et al., 2011). 
  Los MNE han demostrado ser útiles para probar hipótesis biogeográficas (Kreft & 
Jetz, 2010; Fei et al., 2012; Wilson & Pitts, 2012; de Lima et al., 2014), mejorar los atlas 
florísticos y faunísticos (Koleff & Soberón, 2008; Anderson, 2012), así como para 
establecer prioridades de conservación (Rodríguez-Soto et al., 2011; Sánchez-Fernández et 
al., 2013; Meller et al., 2014) o para evaluar el impacto del uso de la tierra (Ficetola et al., 
2010; Shirley et al., 2013) y el cambio climático sobre la distribución de los organismos 
(Vanderwel & Purves, 2013; Serra-Diaz et al., 2014; Zank et al., 2014).  
Entre estas diversas aplicaciones, las evaluaciones del impacto del climático han 
atraído la mayor atención al campo, debido en parte a la necesidad que tiene la sociedad de 
predecir los efectos futuros de nuestras acciones (Anderson, 2012). Asimismo, por el 
desarrollo de escenarios climáticos pasados (Otto-Bliesner et al., 2006) y futuros (Pachauri 
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& Reisinger, 2007), en los que se puede transferir el nicho de las especies y estimar los 
cambios potenciales en las áreas distribución. Esto, junto a la relativa fácil implementación 
de los algoritmos ha incrementado los análisis de cambio climático en esta área. Al realizar 
una consulta en el Web of Science de las palabras: “climate change effects on species 
distributions and ecological niche modelling” se evidencia que desde 1995 se han 
publicado alrededor de 1500 artículos y que desde el 2003 el crecimiento de estos ha sido 
casi exponencial.  
Sin embargo, es ampliamente reconocido que los modelos de nicho están sujetos a 
diferentes supuestos e incertidumbres (Rocchini et al., 2011; Araújo & Peterson, 2012; 
Fernández et al., 2013), los cuales se incrementa o se hacen más sensibles en los análisis de 
cambio climático (Heikkinen et al., 2006; Pearson et al., 2006; Wiens et al., 2009; 
Braunisch et al., 2013). El problema general de la estimación futura de la distribución de 
las especies es complejo, ya que depende de factores conceptuales y metodológicos 
(Heikkinen et al., 2006). Estos últimos tienen un efecto critico en la salida de modelos 
correlativos (entiéndase salida como mapa resultante), e incluyen temas relacionados con 
sesgos en la ocurrencia de las especies (Anderson, 2012), la resolución espacial de análisis 
(Austin & Van Niel, 2011), los errores los datos ambientales (Parra & Monahan, 2008; 
Fernández et al., 2013), la selección del algoritmo (Pearson et al., 2006) y la evaluación del 
modelo (Pearson et al., 2006; Anderson, 2012, 2013). Varios de estos aspectos han sido 
evaluados, pero es importante destacar que se han realizado muy pocas valoraciones del 
rendimiento de los MNE en predecir los cambios en la distribución de las especies de un 
período climático a otro (Eskildsen et al., 2013), principalmente porque las transferencias 
hacia el futuro no pueden ser evaluadas. Asimismo se ha observado que las predicciones de 
los diferentes algoritmos arrojan resultados diferentes, es decir la magnitud y dirección del 
cambio varía sustancialmente entre algoritmos (Pearson et al., 2006; Araújo & New, 2007), 
lo que dificulta la elección de un algoritmo para realizar análisis de cambio climático. 
Si bien no se cuenta con una máquina del tiempo que permita probar las 
predicciones de los modelos, si existen otras formas para realizar evaluaciones. Una 
estrategia ha sido transferir hacia el pasado para evaluar las predicciones con los registros 
fósiles correspondiente (Martínez-Meyer et al., 2004; Roberts & Hamann, 2012; Macias-
Fauria & Willis, 2013), sin embargo esto solo es posible para muy pocas especies y para 
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zonas climáticas uniformes como la región neartica. Esta región es una de las mejor 
estudiadas (Feeley & Silman, 2011; Anderson, 2012), ya que cuenta con caracterizaciones 
del ambiente muy completas (McKenney et al., 2011). Lo que ha permitido generar 
superficies climáticas para diferentes periodos del siglo XX (McKenney et al., 2006; 
Hutchinson et al., 2009), los cuales permiten relacionar cambios recientes de los 
organismos e identificar el mejor algoritmo para realizar predicciones de cambio climático 
(Parra & Monahan, 2008; Rapacciuolo et al., 2012; Eskildsen et al., 2013). Asimismo este 
tipo de información ha sido aprovechada para determinar las tasas de respuesta de las 
especies (Loarie et al., 2009; Serra-Diaz et al., 2014) y/o de los ecosistemas (Beaumont et 
al., 2011; Iwamura et al., 2013) lo que fortalece las estrategias de conservación ante el 
cambio climático.  
Hasta el momento este tipo de análisis no se han realizado para países como México 
el cual es uno de los países más diversos del mundo debido en parte a la amplia variación 
topográfica y por ende ambiental. México cuenta con la información primaria (estaciones 
climatológicas) para el desarrollo de información ambiental que represente diferentes 
momentos del siglo 20, así como se ha hecho para Canadá, Estados Unidos de America y 
Europa ((McKenney et al., 2006; Hutchinson et al., 2009). También cuenta con una historia 
larga de colectas de especies de aves, considerada como una de las colecciones científicas 
mas robustas del país (Navarro-Singüenza et al., 2003). Esta información presenta un alto 
potencial que no ha sido utilizado. Por lo tanto este trabajo tiene como objetivo evaluar los 
problemas metodológicos que afectan a las salidas de los modelos de nicho, a partir del 
desarrollo de superficies climáticas robustas para el país. Principalmente estimar el desempeño 
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- Capítulo I: Generar las superficies climáticas mensuales de la temperatura y 
precipitación de México, para los promedios de los periodos de 1910-2009, y tres 
periodos del siglo XX e inicio del siglo XXI: 1910-1949 (1940), 1950-1979 (1970) 
1980-2009 (2000). 
 
- Capítulo II: Determinar cuáles de los algoritmos de modelado de nicho actualmente 
más utilizados, tienen la capacidad de representar adecuadamente las distribuciones de 
las algunas especies de aves y reptiles de México en extrapolaciones de los periodos de 


















ÁREA DE ESTUDIO 
 
México tiene una extensión territorial de 1,972,546 km
2
 (Challenger, 1998). Las zonas 
climáticas de México, se han propuesto basadas en la fisiografía del país, debido a que las 
grandes sierras juegan un papel importante como barreras climáticas y conforman un límite 
natural entre la mayoría de las regiones (Vidal Z., 2005). México está compuesto 
principalmente por tres componentes bióticos, la Región Neartica, la Región Neotropical y 
la Zona de Transición entre ambas regiones. El componente Neártico comprende las áreas 
áridas subtropicales del norte del país, e incluye las provincias biogeográficas de California, 
Baja California, Sonora, Altiplano Mexicano y Tamaulipas. La región Neotropical incluye 
áreas tropicales húmedas y subhúmedas del sur de México, asignadas a las provincias 
biogeográficas de la Costa Pacífica Mexicana, Golfo de México, Chiapas y Península de 
Yucatán. La zona de transición incluye básicamente las áreas montañosas de país y se 
localiza en los límites de las zonas biogeográficas permitiendo la interacción entre los 
elementos bióticos neotropicales y neárticos (Morrone, 2005). Esta variación ambiental ha 
contribuido a que México sea considerado como un país megadiverso, y en lo que 
concierne a los dos grupos de vertebrados que se estudiaran en este trabajo, a nivel mundial 
ocupa el segundo lugar en el número de especies de reptiles y el octavo lugar en aves 

















Como resultados de esta tesis doctoral se tienen dos artículos (uno aceptado y otro envido) 
que corresponden al primer capítulo y uno enviado que corresponde al segundo capítulo de 
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ABSTRACT: Climate surfaces are digital representations of climatic variables from a region in the planet estimated
via geographical interpolation techniques. Climate surfaces have multiple applications in research planning, experimental
design, and technology transfer. Although high-resolution climatologies have been developed worldwide, Mexico is one
of the few countries that have developed several climatic surfaces. Here, we present an updated high-resolution (30 arc
sec) climatic surfaces for Mexico for the average monthly climate period 1910–2009, corresponding to monthly values of
precipitation, daily maximum, and minimum temperature, as well as 19 bioclimatic variables derived from the monthly
precipitation and temperature values. To produce these surfaces we applied the thin-plate smoothing spline interpolation
algorithm implemented in the ANUSPLIN software to nearly 5000 climate weather stations countrywide. As an additional
product and unlike the previous efforts, we generated monthly standard error surfaces for the three climate parameters,
which can be used for error assessment when using these climate surfaces. Our climate surface predicted slightly drier
and cooler conditions than the previous ones. ANUSPLIN diagnostic statistics indicated that model fit was adequate.
We implemented a more recent error assessment, a set of withheld stations to perform an independent evaluation of the
model surfaces. We estimate the mean absolute error and mean error, with the withheld data and all the available data.
Average RTGCV for monthly temperatures was of 1.26–1.12 ◦C and 24.67% for monthly precipitation, and a RTMSE of
0.48–0.56 ◦C and 11.11%. The main advantage of the surfaces presented here regarding the other three developed for the
country is that ours cover practically the entire 20th century and almost the entire first decade of the 21st century. It is the
most up to date high-resolution climatology for the country.
KEY WORDS ANUSPLIN; climate surfaces; temperature; precipitation; Mexico; 1910–2009
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1. Introduction
Climate surfaces have proven useful for several applica-
tions, including to understand the effect of climate change
on various aspects of the environment, such as the distri-
butions of species (Cuervo-Robayo and Monroy-Vilchis,
2012; Martinez-Meyer et al., 2004; Venegas-Barrera
and Manjarrez, 2011), spatial epidemiology (Elliott and
Wartenberg, 2004; Kuhn et al., 2003; Peterson et al.,
2002), and productivity of forest plantations and agri-
cultural crops (Geerts et al., 2006; Wang, 1994). They
have also been useful for assessing the impact of climate
* Correspondence to: O. Te´llez-Valde´s, Laboratorio de Recursos Natu-
rales, UBRIPO, Facultad de Estudios Superiores Iztacala, Universidad
Nacional Auto´noma de Me´xico, Av. de los Barrios 1, Los Reyes Izta-
cala, Tlalnepantla de Baz, Estado de Me´xico C.P. 54090, Me´xico.
E-mail: tellez@servidor.unam.mx
change in water resources (Yatagai et al., 2008), agricul-
ture, and biodiversity (Telle´z-Valde´s et al., 2006).
One of the first digital global climate datasets in the
form of interpolated surfaces was generated by New et al.
(1999), using 30-year climate records (1961–1990). A
year later the same authors updated the temporal coverage
of the database to a 96-year period (1910–1996), at
a spatial resolution of 0.5◦. These climate datasets
represented a step forward from previous products (Dai
et al., 1997; Easterling et al., 1997; Hulme, 1995; Jones
et al., 1999), mainly because they covered a much larger
period of time and a larger number of stations (New
et al., 2000, 2002). Later, Daly et al. (2008) generated
a new climatology to properly represent the climatic
conditions of the conterminous United States for a more
recent period (1997–2000) and compared it with climate
surfaces created with different interpolation methods.
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There has been substantial progress in the development
of climate surfaces for specific regions and worldwide
(Funk and Richardson, 2002; Hutchinson, 1995; Kriticos
et al., 2011). Hijmans et al. (2005) developed climate
surfaces for the entire world that has been widely used
because of their relatively high spatial resolution (30
arc sec ≈ 1 km2). Despite this, interpolations of climatic
data have continued at regional-scale, since cleaning and
interpolation of meteorological data at this level represent
an opportunity to properly supervise the interpolation
process. Regions like the United States and Canada (Daly
et al., 2008; Hutchinson et al., 2009; McKenney et al.,
2006), Europe (Haylock et al., 2008), Asia (Guan et al.,
2009; Hong et al., 2005; Taesombat and Sriwongsitanon,
2009), Middle East (Yatagai et al., 2008), Mexico (Saenz-
Romero et al., 2009; Te´llez-Valde´s et al., 2011), among
others, have continue to develop climate surfaces.
Interpolating climate datasets at a regional scale, rather
than globally, has the advantage of including more
information for that specific region, making a more
thorough data cleaning and get a better control of source
data, resulting in more robust and reliable products,
which can be merged into a global dataset, as proposed
by Hijmans et al. (2005). Furthermore, some countries
have increased the number and type of information from
weather stations (e.g. Klok and Klein Tank, 2009), which
can be used to improve and extend the temporal coverage
of the resulting climatologies (New et al., 2002). Besides,
average global temperature has increased significantly
since 1977 (Rahmstorf et al., 2007), so updating climate
surfaces is necessary to generate reliable information to
support scientific research and decision making (Kriticos
et al., 2011).
Specifically for Mexico, we know two sets of regional
climate surfaces (Saenz-Romero et al., 2009; Te´llez-
Valde´s et al., 2011) and a third as a part of the global
model WorldClim, generated by Hijmans et al. (2005).
All of them were generated with the thin plate spline
interpolation method, implemented in the ANUSPLIN
software (Hutchinson, 2006; Hutchinson and Gessler,
1994), which fits smoothing spline surfaces to the longi-
tude, latitude, elevation coordinates of geographic space
and has shown better performance compared with others
(Price et al., 2000). While these surfaces cover the entire
country and contain the same type of climatic variables,
except those from Saenz-Romero et al. (2009), their val-
ues are somewhat different because they cover different
time periods and use different number of stations (e.g.
Saenz-Romero et al., 2009). They also lack diagnostic
statistics (e.g. Hijmans et al., 2005), making them dif-
ficult to evaluate critically to determine which is more
reliable.
The climate surfaces developed in this work cover
climatic records from 1910 to 2009, representing the most
up to date and available information of this type for the
country. This climate surfaces were also interpolated with
ANUSPLIN at a spatial resolution of 30 arc sec, but
with a larger number of meteorological stations compared
with the other climatologies available for Mexico. We
also included monthly surfaces of the model standard
error, which can be useful to evaluate the uncertainty
associated with the interpolation process in a spatially
explicit fashion, or can be incorporated into the next
generation of species distribution models (Parra and
Monahan, 2008). One of the main reasons to develop
these new climate surfaces was to make an accessible
climatology that represents the entire 20th century and
almost the entire first decade of the 21st century.
2. Methods
2.1. Climate data for Mexico
The National Meteorological Service has daily weather
records for more than 5000 weather stations across the
country, from 1910 to the present (Figure 1). However,
some of the stations have observations for only a fraction
of this period. We removed missing daily values with
the NoData extension implemented in the Idrisi Taiga
software (CRI-UAEMe´x, 2007). The resulting datasets
were averaged to obtain monthly values that cover most
of the 20th century and early 21st century (1910–2009).
This process was facilitated by the Structuration exten-
sion, also implemented in Idrisi (Quentin et al., 2007).
These extensions are available for free on the website:
http://idrisi.uaemex.mx/index.php?option=com_content&
task=view&id=553&Itemid=114.
2.2. Climate data for the United States and Central
America
The north and south of Mexico has low density of
meteorological stations. In order to accurately interpolate
and strength Mexico’s climate surfaces at north and
south boundaries, we included weather data from the
southern portions of the United States and northern
Belize and Guatemala (Figure 1). The US data were
collected from the United States Historical Climatology
Network (USHC: http://cdiac.ornl.gov/epubs/ndp/ushcn/
access.html). Rainfall data from Central America
and the Caribbean were gathered by using the FAO-
CLIM 2.0 software (http://geonetwork3.fao.org/climpag/
agroclimdb_en.php, FAO 2001), and temperature data
were obtained from National Climatic Data Center
(http://www.ncdc.noaa.gov/ol/ncdc.html) and from
Colombia’s Centro Internacional de Agricultura Tropical
(CIAT: http://ciat.cgiar.org).
About 72% of the weather stations have records of
temperature and precipitation for 20 years or more, only
5% hold records for less than 5 years. We included
these low-record stations because they are distributed
in the northern part of the country, where the density
of stations is already low (Diaz et al., 2001), thus any
information is useful to improve the interpolation. More
station data are preferred even if the period of record
is incomplete. Hopkinson et al. (2012) showed that the
use of larger datasets with incomplete record or adjusted
data was superior in supporting climate interpolation for
Canada, than using only less climate stations, with a
complete record. Also, ANUSPLIN has demonstrated to
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Figure 1. Locations of weather stations used to generate climate surfaces of precipitation, maximum and minimum temperature.
be very effective in reducing errors in short-period means
(Hutchinson, 1995). Although, short-period stations had
the largest residuals from the fitted surfaces (see methods
below).
Weather stations were geographically confined to
13◦00′00′′ –33◦59′57′′N and 79◦00′06′′ –122◦00′00′′W
(Figure 1).
2.3. Interpolation
Monthly climate surfaces of precipitation, maximum,
and minimum temperature were generated with the
thin-plate spline interpolation technique, implemented
in the ANUSPLIN software version 4.3 (Hutchinson,
2006), which fits smoothing parameters to the longitude,
latitude, and elevation coordinates in geographic space.
The partial spline model for N observed data values zi
is given by:
zi = f (xi ) + bT yi + ei (i = 1, . . . , N )
where each xi is a d -dimensional vector of spline of
independent variables, f is an unknown smooth function
of the xi, each yi is a p-dimensional vector of independent
covariates, b is an unknown p-dimensional vector of
coefficients of the yi, and each ei is an independent, zero
mean error term. The ei accounts for measurement error
as well as deficiencies in the spline model such as local
effects below the resolution of the data network. The ei
is assumed to have a covariance matrix V 2 where V is
a known positive definite n × n matrix, usually diagonal,
while 2 is usually unknown (McKenney et al., 2011a,
2011b). A more detailed description of the model can
be found in Wahba (1990). Here we did not use any
covariates, so the model is reduced to an ordinary thin
plate spline model (p = 0), then xi represents the three
coordinates: longitude, latitude, and appropriately scaled
elevation (Hutchinson, 2006).
We fitted a second-order spline, using longitude, lati-
tude, and elevation as independent variables as described
by Hijmans et al. (2005). The value of the smoothing
parameter is normally determined by minimizing a mea-
sure of predictive error of the fitted surface given by
the generalized cross-validation (GCV). The GCV is cal-
culated by implicitly removing each data point in turn
and summing, with appropriate weighting, the square of
the difference of each omitted data point from the spline
fitted to all other data points (Hutchinson, 2006; McKen-
ney et al., 2011a, 2011b). We used a square root trans-
formation to reduce positive skewed values and ignore
all negative values in precipitation data (Hutchinson,
1998, 2006). The square root transformation applies more
smoothing to large precipitation values and less smooth-
ing to small precipitation data values (Hutchinson et al.,
2009). We used SPLINB, as recommended by Hutchin-
son (2006) when there were more than 2000 stations,
and used SELNOT to select a set of knots to reduce the
complexity of the fitted spline (Hutchinson, 2006).
SPLINB produces a list of the largest data residuals
(abnormal stations). With this list we detected errors in
the stations’ data. Residuals with large values usually
indicate errors in the geographic position or variable val-
ues. We corrected the geographic positions and/or eleva-
tions for a hundred of erroneous stations by using online
gazetteers and Google Earth; however, about 200–300
stations had to be excluded since these remained as resid-
uals indicating some error. Properly referenced stations
that kept high residual values were removed from the
data because probably the records were erroneously cap-
tured; also we notice that some of them were the stations
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with low record (<5 years), as mentioned above. This sig-
nificantly reduced data errors, which were then evaluated
with the diagnostic statistics provided by ANUSPLIN and
by withheld stations.
2.4. Assessing primary climate surfaces
We assessed the accuracy of the fitted model surfaces in
three ways: (i) we examine ANUSPLIN diagnostics mea-
sures (Hutchinson, 2006), (ii) the difference between the
predicted value of each monthly variable and observed
climate dataset, and (iii) in order to have an independent
evaluation of data use to create climate surface for Mex-
ico, we also partitioned the stations into a test (withheld)
and training set and developed an additional climate sur-
faces with the training data and interrogated them for
the locations of the withheld data (Hijmans et al., 2005).
Because these second set of climate surface were only
exploratory, ANUSPLIN statistics are not shown. With
the last two tests we were able to compare the values of
interpolation back to the original weather stations, and
evaluate the accuracy and bias relative to the available
weather stations (Parra and Monahan, 2008).
ANUSPLIN provides several measures to assess model
quality (Hutchinson, 2006). The signal indicates the
degrees of freedom associated with the surfaces (Hutchin-
son, 2006). It indicates the complexity of the surface and
varies between a small positive integer and the number of
stations used to generate the surface (McKenney et al.,
2006). Hutchinson and Gessler (1994) suggest that the
signal should be no greater than about half the number of
data points. Models with a signal below these thresholds
tend to be more robust and reliable in regions where data
are scarce (McKenney et al., 2006). Higher signals can
indicate that the climate field being analysed is too com-
plex to be adequately represented by the data (Hutchinson
et al., 2009). When monthly data is interpolated, there
should be a steady progression in the signal values from
month to month, indicating that there are no errors or
outliers in the monthly values used (Te´llez-Valde´s et al.,
2011). The RTGCV is robust measure of predictive per-
formance. It is a spatially averaged standard error that
reflects errors of prediction (Hutchinson, 2006) and it is
calculated as the square root of the GCV.
We also withheld as test data a set of 850 and 600
stations of maximum and minimum temperature surfaces,
and 900 stations for the precipitation. To select the
withheld data we used SELNOT. We then calculated the
mean error (ME) and the mean absolute error (MAE) of
the differences between the fitted surface and the withheld
data (Hutchinson et al., 2009; McKenney et al., 2006,
2011b, 2011a). Mean error is used in forecast analysis,
because it can denote if the model is biased, and the mean
absolute error describes the accuracy at specific spatially
representative locations of the model (McKenney et al.,
2011a, 2011b). In addition, we also calculated MAE and
ME to the difference between the predicted value of
each monthly variable and observed climate dataset. The
final climate surfaces were created using all the available
weather stations.
2.5. Monthly climate surfaces
Gridded monthly climate values and model standard
error estimates for each surface were generated with the
function LAPGRD, using coefficients defining the partial
spline surface and the error covariance matrices (Hutchin-
son, 2006). Unlike the other climate surfaces for Mexico,
this is the first time that spatially explicit standard errors
are available for the country hence it represents a
significant contribution. The model standard error relates
to the error in the interpolation process, which can be
useful to evaluate uncertainty in the climate surfaces. It
is estimated using the derived covariance structure of the
surface coefficients as described by (Hutchinson, 1995).
All gridded climate values were derived using the eleva-
tion values from the 30 arc sec resolution (approximately
1 km2) GTOPO30 digital elevation model (http://eros.
usgs.gov/#/Find_Data/Products_and_Data_Available/gto
po30_info). With the ANUCLIM software (Xu and
Hutchinson, 2009) and the climate surface coefficients
we derived 19 bioclimatic variables that represent more
biologically meaningful combinations than the original
climate variables and have been broadly used in different
research areas (Hijmans et al., 2005).
2.6. Comparison with earlier works
Our climate surfaces differ from early works (Hijmans
et al., 2005; Saenz-Romero et al., 2009; Te´llez-Valde´s
et al., 2011) in three ways: the temporal coverage,
number, and set of climate stations (Table 6). These
differences can lead to non-objective comparisons among
them; therefore we only compared all climatologies
using standardized z -scores. Moreover, z -scores allow
analysing differences between surfaces and help to avoid
including spatial variations on precipitation and temper-
ature. To calculate z -scores, for each month (12 months)
and variable (precipitation, minimum, and maximum
temperature), we obtained the average and standard devi-
ation from the four climatologies. For example, for the
monthly data we created an average January, an average
February and so on. Then we substracted the long term
average from each month. The result was divided by the
standard deviation to create a z -score (Eastman, 2009).
In this new system, positive z -scores of one surface are
related to warmer or wetter conditions than the average
of the four surfaces, negative z -scores to colder or
driest conditions than average, and values near to zero
represents monthly surface closest to the average. We
performed Function Discriminant Analysis (Statistica 10,
StatSoft 2013) to estimate if the four climate surfaces
differ statistically depending on z -scores of precipitation,
minimum and maximum temperature on February,
May, August and November, which represent seasonal
climatic variations. Discriminant analysis is a descriptive
version of multivariate analysis of variance for two or
more groups, which find linear combinations of the
variables that separate the groups (James and McCulloch,
1990). The analysis estimate the optimal combination of
variables that maximizes the differences between groups
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Figure 2. Precipitation surfaces for the lowest (April; a) and highest (September; c) monthly values of RTMSE. Panels b and d represent the
standard errors for the same months.
and minimizes the differences within groups, so the first
function (root) provides the most overall discrimination
between groups, the second provides second most, and
so on. Moreover, the functions will be orthogonal; their
contributions to the discrimination between groups will
not overlap. Also, this test identifies which variables
has the greatest contribution to discrimination between
groups (factor structure), by means of estimating the
correlation between the variables in the model and
the discriminant function (values from 1.0 to −1.0).
Finally, we determine the number of significant roots,
which account significant variance to discrimination
between groups, with the Chi square test of successive
roots removed. With the module SAMPLE of the Idrisi
Taiga software (Eastman, 2009), we randomly selected
937 pixels from Mexico. Comparisons were made
only for the area of Mexico, because higher model
standard error occurred in the US and Central America
(Figure 2). Finally, when available, we also compared
the diagnostics statistics produced by ANUSPLIN.
3. Results
Final surface of precipitation, maximum and minimum
temperature were generated with 4966, 4851, and 4602
weather stations, respectively. All monthly surfaces of
precipitation, minimum and maximum temperature, their
respective standard error surfaces and the 19 biocli-
matic parameters are freely available to download at:
http://idrisi.uaemex.mx. Finer-resolution climate surfaces
for a specific location can be generated upon special
request.
3.1. Model assessment
For the final fitted model the average ratio of the signal
to the number of data points was 0.24 for monthly tem-
peratures and 0.27 for precipitation (Table 1). Minimum
values of the signal were similar for both temperatures
(0.22), however the maximum signal ratio was slightly
higher for minimum temperature (0.26). Because ratio
signal are below the maximum value recommended by
Hutchinson and Gessler (1994), the surfaces are robust.
Also, as mentioned by Te´llez-Valde´s et al. (2011) there
is a steady progression in the signal values from month
to month (Table 1). This indicates no systematic errors
or outliers in the monthly values and an appropriate
degree of smoothing. The monthly average RTGCV for
minimum temperature was 1.26 ◦C, and 1.12 ◦C for max-
imum temperature. For precipitation (Table 1) it was
of 11.11 mm (24.67%). Maximum temperature RTMSE
(0.48 ◦C) was slightly less than minimum temperature
(0.54 ◦C), and of 8.65 mm (11.1%) for precipitation
(Table 1). In general, real error deviance should be a
value between RTGCV and RTMSE (Hutchinson, 2006).
Considering the degree of error of the diagnostic statistics
these surfaces represent a good fit between the data and
the modelled surface, this also indicates that the model
is reliable (McKenney et al., 2006). Like the signal, the
RTGCV values for precipitation were higher during the
summer months, mainly from July to September. The
RTGCV values for maximum temperature were smallest
from June to November, as for minimum temperature
(Table 1). ANUSPLIN diagnostic measures described
spline models that fit well to the diverse climates
of Mexico.
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Table 1. The signal ratio to total number of observations and the square root of the general cross validation (RTGCV) for spline
monthly temperatures and precipitation surfaces.
Month Min temperature (◦C) Max temperature (◦C) Precipitation (%)
Ratio RTGCV RTMSE Ratio RTGCV RTMSE Ratio RTGCV RTMSE
January 0.22 1.44 0.60 0.24 1.16 0.49 0.26 11.63 5.01
February 0.22 1.30 0.54 0.24 1.07 0.46 0.26 8.38 3.70
March 0.22 1.42 0.59 0.25 1.17 0.51 0.25 8.17 3.49
April 0.24 1.33 0.57 0.25 1.15 0.50 0.24 10.42 4.41
May 0.24 1.29 0.56 0.25 1.19 0.52 0.26 17.47 7.62
June 0.25 1.17 0.51 0.25 1.13 0.49 0.29 33.02 14.90
July 0.26 1.10 0.48 0.25 1.11 0.48 0.29 38.16 17.35
August 0.24 1.10 0.47 0.25 1.09 0.47 0.29 38.16 17.35
September 0.25 1.05 0.45 0.25 1.04 0.49 0.29 40.09 18.12
October 0.26 1.14 0.50 0.24 1.08 0.46 0.28 26.08 11.73
November 0.25 1.28 0.55 0.23 1.08 0.46 0.27 13.36 5.88
December 0.24 1.40 0.60 0.22 1.15 0.48 0.27 11.86 5.25
Average 0.24 1.26 0.54 0.24 1.12 0.48 0.27 24.67 11.11
Table 2. Mean absolute error and mean error for temperature and precipitation surfaces using all weather stations (fitted minus
observed).
Month Min temperature (◦C) Max temperature (◦C) Precipitation (mm)
MAE ME MAE ME MAE ME
January 0.89 0.01 0.73 0.02 4.66 0.35
February 0.81 0.01 0.68 −0.02 3.17 −0.24
March 0.87 −0.02 0.74 −0.03 3.17 −0.24
April 0.81 −0.02 0.72 −0.03 4.20 −0.27
May 0.78 −0.03 0.74 −0.04 7.34 −0.30
June 0.70 −0.03 0.70 −0.04 13.83 −0.51
July 0.65 −0.03 0.69 −0.04 16.21 −0.61
August 0.66 −0.03 0.68 −0.04 16.25 −0.71
September 0.63 −0.03 0.66 −0.03 17.01 −0.72
October 0.68 −0.02 0.69 −0.03 10.93 −0.42
November 0.77 −0.02 0.69 −0.03 5.45 −0.39
December 0.85 −0.01 0.73 −0.02 4.63 −0.36
Average 0.76 −0.02 0.70 −0.03 8.90 −0.37
Bias denotes the mean difference between surface values and withheld values and MAE (i.e. accuracy) denotes the mean absolute error.
Residuals from the surfaces minus the full dataset
were generally small, indicating that the model was close
to the observed stations (Table 2), and the magnitude of
the errors was close to those of the RTMSE (Table 1).
Mean absolute error for both temperatures were <1 ◦C,
and <15 mm for precipitation. MAE showed the similar
season variation as RTGCV (Tables 1 and 2). Mean
errors for the three variables were small and slightly
underestimated (Table 2). On average, precipitation has
the highest values of mean error (−0.37).
3.2. Model assessment – withheld data
Withholding data were used as a third test of the
accuracy and bias. As expected, the mean absolute and
mean withheld errors were higher (Table 3) than errors
estimated from all the observed data from the fitted
model (Table 2), mainly for precipitation. In Mexico, the
operation of the weather stations has been very irregular,
that is why it was not possible to withheld stations with
a 100-year mean period, although 60% of the withheld
data represent a period greater than 40 years. The use
of withheld data with short period means can inflate the
estimate errors, however we were also able to identify
seasonal variations in MAE. Precipitation showed higher
mean absolute error during summer months and both
temperatures showed it during winter. The spatially
standard error for the model created with withheld
data was higher in the mountains, as for the surfaces
interpolated with all the stations (Figure 2). Although
greater models errors were distributed in the west of the
US and Central America (>180 mm, and 1 ◦C).
We chose the two extreme weather months, April as
the driest and September as the wettest to exemplify the
amount of standard error in these two seasons (Figure 2).
Model standard errors were higher in the mountains and
in the Gulf of Mexico, mostly in the Sierras of Chiapas,
the Llanura Veracruzana and the swamps of Tabasco, as
seen in the standard error surface, which provides insights
into the spatial distribution of error of both the driest
(Figure 2(c)) and wettest months (Figure 2(d)).
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Table 3. Mean absolute and mean withheld errors associated with spatial models of temperature and precipitation.
Month Max temperature (◦C) Min temperature (◦C) Precipitation (mm)
MAE ME MAE ME MAE ME
January 1.17 0.03 1.39 −0.13 9.08 2.24
February 1.12 0.01 1.28 −0.18 6.67 1.28
March 1.24 0.03 1.40 −0.12 5.78 0.93
April 1.20 0.06 1.38 −0.11 6.08 −0.35
May 1.26 0.09 1.40 −0.09 11.46 −0.71
June 1.19 0.04 1.30 −0.07 22.92 −4.01
July 1.15 0.02 1.23 −0.06 27.76 −4.92
August 1.14 0.03 1.19 −0.04 27.78 −4.65
September 1.06 0.04 1.15 −0.06 29.89 −7.42
October 1.09 0.06 1.31 −0.07 18.15 −4.27
November 1.08 0.03 1.39 −0.12 9.94 −2.93
December 1.10 0.06 1.39 −0.14 9.59 −2.22
Average 1.15 0.04 1.32 −0.10 15.43 −2.25
3.3. Comparison with earlier work
In general, our monthly surfaces represent drier and
colder conditions than the other climatologies (Figure 3).
We found that the four climatologies differ on z -scores of
precipitation and temperatures (Wilk’s Lamda = 0.0009,
F df = 36,11148 = 15311.74, P < 0.0000, Table 4). Mini-
mum and maximum monthly temperatures offer higher
variations between surfaces than monthly precipitations
(Table 5). The first root accounts 99.97% of variations,
it discriminates Hijmans et al. (2005) surfaces from
the other three climatologies, because it predicts higher
values of minimum temperature on May, August and
October. The second root accounts 0.02% of variations
(Eigenvalue = 4.6), discriminates our climatologies from
Te´llez-Valde´s et al. (2011) and Saenz-Romero et al.
(2009), which differ mainly because our climate surfaces
predicts lower maximum temperatures on February. The
third root accounts for 0.01% of variations, it differen-
tiates Te´llez-Valde´s et al. (2011) from Saenz-Romero
et al. (2009), principally because the first one estimated
higher maximum temperatures on August than the
second one (Figure 3).
Previous climatologies assessed their model only with
ANUSPLIN diagnostic statistics (Table 6); we used
more recent error assessment like spatially representative
withheld data to estimated MAE and ME, mainly
because there are situations where the RTGCV may
not be entirely reliable, due to the presence of data
with significant short-range correlation or unevenly
spaced data networks dominated by particular data-dense
areas (McKenney et al., 2011a, 2011b), and RTMSE
is considered an overoptimistic measure (Hutchinson
2006). Comparison of ANUSPLIN statistic was only
possible for some of the months (Table 6). Saenz-
Romero et al. (2009) report all monthly statistical
values, and Te´llez-Valde´s et al. (2011), only describe the
inter-seasonal statistics. Monthly values of RTMSE and
RTGCV of Saenz-Romero et al. (2009) are higher than
ours, indicating higher error in their climate surfaces.
The inter-seasonal monthly statistics of minimum
temperature reported by Te´llez-Valde´s et al. (2011) have
slightly lower values than the ones that we obtained.
4. Discussion and conclusions
Climate is highly diverse at the global scale and its accu-
rate representation is challenging, especially when the
weather stations that provide source data are unevenly
and insufficiently distributed in many regions of the
world (Jones et al., 1999; New et al., 1999, 2000, 2002).
Nonetheless, availability of climate surfaces and biocli-
matic parameters is an invaluable source of informa-
tion which has been widely used in diverse applications
in the biological and agricultural sciences (Funk and
Richardson, 2002; Haylock et al., 2008; Hijmans et al.,
2005; McKenney et al., 2006; Saenz-Romero et al., 2009;
Te´llez-Valde´s et al., 2011). However, given the dynamic
nature and rapid change of climate in the last century
information needs to be updated to increase its reliabil-
ity and usefulness (Jones et al., 1999; Kriticos et al.,
2011; Rahmstorf et al., 2007). Climatic surfaces have
been updated several times for the United States (New
et al., 1999, 2000, 2002) and recently Mitchell and Jones
(2005) and McKenney et al. (2006) produced historical
and actual climate surface representing the entire 20th
century. McKenney et al. (2006) also derived 29 bio-
climatic parameters that play an important role control-
ling the abundance and distribution of plant and animal
species (Nix, 1986; Xu and Hutchinson, 2009). Our goal
was to develop reliable and robust climate surfaces that
represent the 20th century, so that they could be helpful
for stakeholders and decision makers.
For Mexico, three digital climatologies have been
produced before, covering different time periods:
1898–1995 (Te´llez-Valde´s et al., 2011), 1960–1990
(Saenz-Romero et al., 2009), and 1950–2000 (Hijmans
et al., 2005). Differences between the climatologies were
expected, due to the difference in the data that was used
for the interpolation (Hazeu et al., 2011). The climate
surfaces generated by Te´llez-Valde´s et al. (2011) extend
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Figure 3. Canonical position of centroid of four surfaces on three roots derived from discriminate function analysis.
Table 4. Mahalanobis distance (upper diagonal) and F values (12, 3773) estimated from paired comparisons between four climatic
surfaces derived from discriminate function analysis, all comparisons were statistically different (P < 0.0000).
Cuervo-Robayo







Cuervo-Robayo et al. (this study) 1119 1095 3 746 969
Te´llez-Valde´s et al. (2011) 28.43 46 3 725 202
Saenz-Romero et al. (2009) 27.83 1.16 3 743 278
Hijmans et al. (2005) 95236.99 94683.74
Table 5. Factor structure matrix of z -scores of precipitation and
temperatures derivate from discriminate function analysis that
represents the correlation of z -scores with canonical roots.
Variable Root 1 Root 2 Root 3
Tmin8 −0.913 −0.011 −0.092
Tmax2 −0.005 0.733 −0.367
Tmax10 −0.001 0.010 −0.343
Tmax8 −0.001 0.002 −0.605
Tmin10 −0.621 −0.002 −0.068
Tmax5 0.000 0.013 −0.227
Tmin2 −0.014 0.003 −0.026
Prec2 0.001 0.081 0.429
Prec10 0.000 −0.012 −0.245
Prec8 0.000 0.073 0.338
Tmin5 −0.642 0.002 0.015
Prec5 0.000 0.085 0.119
Eigenvalue 17834.24 4.60 0.08
Cum.Prop 99.9738 99.9996 100
from 1898 to 1995 and used 6218 station for precipi-
tation and 4262 for temperature. These were compiled
from three sources: The Mexican Institute of Water
Technology (1996), the International Center for Tropical
Agriculture in Colombia (http://www.ciat.cgiar.org) and
the National Climatic Data Center of the United States.
Saenz-Romero et al. (2009) created monthly surfaces
for a shorter period (1960–1990) and used data from
3971 stations for precipitation and about 3700 for tem-
peratures. These data were collected from the National
Weather Service of Mexico, the National Climate Center
of United States (1994 and 2008), and from the EarthInfo
Inc. (1994) database. The climate data source used by
Hijmans et al. (2005) is diverse, cover an average period
between 1950 to 2000, but the number and year of
registration of stations used specifically for Mexico, were
not reported (Table 2). They do not report the model’s
diagnostic statistics, maybe because it is a global model,
so the interpolation errors do not reflect the range of
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Table 6. Number of weather stations used, time period and quality metrics for four climatologies produced for Mexico.
Author Number of weather stations Time period RTGCV RTMSE

































RTCV, square root of the cross-validation; RTMSE, square root of the standard error, *, number of weather stations used for the entire world;
NA, not available.
error for a specific region. Even though they estimated
that cross-validation errors for temperature were higher
in some parts of the Americas and precipitation error was
generally less than 10 mm/month in the vast majority of
places within a 2-degree grid climate surfaces. They do
not report the signal, RTGCV and RTMSE values, or
standard error surfaces to compare for model assessment.
A source of error in all these climate surfaces is cer-
tainly the use of stations with poor data, however it
has been estimated that the use of low quality stations
does not have major negative effects or bias the results
(Muller et al., 2013); however, we think if data is of
extremely poor quality surely the results could also be
poor quality. Instead, the use of more stations improves
interpolations, especially in complex climatic areas like
Mexico, where a low number of stations may not reflect
climatic variations (Daly et al., 2008; New et al., 2002).
In this sense, the climatologies presented in this work
represent a substantial upgrade to the climatic informa-
tion for the country. Diagnostic statistics indicated that
these new surfaces hold comparable errors to other cli-
mate surfaces developed for North America (Daly et al.,
2008; Hutchinson et al., 2009; McKenney et al., 2006;
Parra and Monahan, 2008; Saenz-Romero et al., 2009;
Te´llez-Valde´s et al., 2011). The signal ratios for both
temperature and precipitation were lower than the maxi-
mum indicating an appropriate degree of smoothing and
that the surfaces are stable and robust. This is especially
important for the north of Mexico, where coverage of
weather station was scarce. The errors are directly related
to the number of weather stations used for the interpola-
tion (Hutchinson et al., 2009), on one hand, and on the
other, to topographical complexity (Hijmans et al., 2005;
Saenz-Romero et al., 2009), particularly so for precipita-
tion.
Summer precipitation is difficult to model due to the
high variability of rain in these months, and the result
of convective processes that produce localized rainfall
events (McKenney et al., 2006). For example in north-
western Mexico, there is a tendency for more winter
precipitation, which has resulted in positive trends in river
water levels (Dore, 2005). A general changing pattern
shows that precipitation has increased in the Northern
Hemisphere, but that in particular depends in the orien-
tation of the catchment (Ja´uregui, 1979). Furthermore,
few stations register differences in precipitations, associ-
ated to mountain barrier, slope, land form and mountain
bridges (Go´mez et al., 2008). In this sense, it is impor-
tant to mention that the quality of the surfaces is spatially
variable and depends on the local climate variability, and
density of weather stations. In that sense, standard error
surfaces are useful to assess the variability of the uncer-
tainty within the monthly climate surfaces.
We recommend that future interpolations’ of climate
for a specific region must consider variables that better
explain climate variation at that local spatial scale. For
example, for the region of Los Tuxtlas, southern Veracruz
(Gutierrez-Garcia, 2011), additionally to longitude, lati-
tude and elevation independent variables, used distance
to the sea, the terrain’s slope, and the terrain’s aspect as
covariates. Interpolations for conterminous parts of Mex-
ico could be improved by including variables as those
mentioned above (Daly et al., 2008). Also, future cli-
mate surfaces can be developed for different periods (i.e.
annually and/or monthly) of the 20th century, which can
be useful to define a baseline for climate change analysis.
In conclusion, the climatologies presented here rep-
resent significant progress regarding the climatic infor-
mation available for Mexico, but additional efforts are
needed to improve them (Mitchell and Jones, 2005). Eval-
uation of data sources, the amount of uncertainty and
comparisons between datasets, as in this study, provides
information on the geographical distribution of the error,
as a starting point to improve areas where surfaces have
more error. However, given the deficiency of climatic
data in Mexico, we suggest using time periods covering
at least 30 years of weather record, to produce climatolo-
gies that reflect climatic patterns of the country.
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Spatial assessments of climate change have generally focused on well 
represented taxonomic groups. One way to reduce this bias has been to evaluate 
the effect of climate change on spatial domains that represent a broader range of 
biological diversity. Stable patterns in areas of high conservation importance, such 
as Mexican biogeographic provinces, can be identified by means of past climatic 
information and the assessment of climate change rates and trends. We developed 
climate surfaces for three 30-year mean climate periods that cover all the 20th 
century: t1-1940 (1910-1949), t2-1970 (1950-1979) and early 21
th t3-2000 (1980-
2009). We used the linear trend of monthly values to characterize climate change 
rates and used a Mann-Kendall test to identified spatial trends within the 19 
biogeographic provinces of Mexico since t1-1940 to t3-2000, t1-1940 to t2-1970 and 
from t2-1970 to t3-2000. Rates of change and trends have not been uniform across 
Mexico; Northern provinces have been more vulnerable to climate change than 
tropical regions, due to higher rates of change and consistent trends. At the 
beginning of the century Mexico cooled in central and southern regions, however it 
warm-up since 1970. Potential heterogeneous responses of species are expected, 
thus integration of climate information from recent past and future periods may help 
to improve management strategies for biodiversity conservation. 
 
Keywords: Climate change rates and trends, Mann-Kendall test, ANUSPLIN, 




Climate change has been recognized in the last years as one of the major drivers 
of biodiversity extinction (Sala et al. 2000), due to a strong effect on species 
distributions and ecosystem processes (Williams et al. 2007). Therefore it will 
increase present threats like fragmentation and environmental degradation 
(Saunders et al. 1991). Global mean surface temperatures have increased over 
0.5° C since the late 19th century (Folland et al. 2001), and precipitation has 
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generally increased over 30°N, but downward trends dominate the tropics since 
1970. These changes are already affecting the physiology, distribution and 
phenology of some species in a relatively short term (Hughes 2000; Thomas et al. 
2004), although there is a considerable variation in species response to climate 
change (Burrows et al. 2011; Loarie et al. 2009). One reason for variability in 
estimates of responses could be that patterns of climate change are dynamic and 
highly heterogeneous across earth, warming or cooling rates have been differential 
thus uniform responses across the globe must not be anticipated (Burrows et al. 
2011; Loarie et al. 2009).  
Many studies of climate change have been conducted in well studied 
species and taxonomic groups (Araújo et al. 2004; Thuiller 2004). However, 
climate change effects are very species specific (Dawson et al. 2011). To reduce 
this biased towards well-studied and well-modelled taxonomic groups (Rondinini et 
al. 2006) in climate change spatial analysis, a strategy has been to make large 
scale evaluations based on spatial domains, such as protected areas (Araújo et al. 
2011; Araújo et al. 2004), ecoregions (Beaumont et al. 2011; Iwamura et al. 2013) 
and ecosystems (Burrows et al. 2011). However, most of these studies have 
focused on future climate change scenarios, useful to define prioritization and 
conservation schemes for these spatial domains. To strengthen conservation 
plans, it is important to assess the effectiveness of global conservation priorities in 
the context of climate change (Iwamura et al. 2013), one way is to identify 
environmental change base on past information (Dawson et al. 2011; Ficetola et al. 
2010; Macias-Fauria & Willis 2013), because it will allow to identifies trends within 
in time and space.  
Biogeographic regions of Mexico can be used as a surrogate of Mexico´s 
biodiversity (Margules & Pressey 2000). They characterized to be physiographic 
and ecological areas, where the distributions of two or more endemic species 
overlap and represent unique ecological and evolutionary phenomena (Espinosa & 
Ocegueda 2008). There are 19 provinces organized into three major regions in 
México: Nearctic, Neotropical, and Transition zone (Arriaga et al. 2000). The 
Nearctic region basically comprises the cold temperate areas of the north, the 
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Neotropical region comprehends the humid and subhumid tropical areas of the 
south, and, the Transition zone includes the central mountainous area (Espinosa & 
Ocegueda 2008; Morrone 2005). In this paper, we will use Mexican provinces 
based in their representativeness of Mexico´s biodiversity, which can be used to 
identify vulnerable areas for protection of biodiversity and ecosystems. 
Here, we assess the extent to which the 19 biogeographic provinces of 
Mexico have been exposed to climate change effects (temperature and 
precipitation) during 20th century and early 21th. We developed climate surfaces for 
three climate periods that cover all the 20th century (1910-1949; 1950-1979) and 
early 21th (1980-2009). We test whether precipitation and temperature of each 30-
year mean eras were statistically different. Specifically, we evaluated the rates of 
climate change within the 19 biogeographic regions of Mexico for each climate 
variable from one period to another, and we estimated spatial trends of climate 
change throughout the century.  
METHODS 
Climate data  
We employed weather stations of the Sistema Metereologico Nacional prearranged 
by Cuervo-Robayo et al., (2013) to derive mean climate surfaces for three 30-year 
eras that encompass all 20th century: 1910-1949 (t1-1940), 1950-1979 (t2-1970) 
and early 21th century, 1980-2009 (t3-2000). We select these periods based on 
evidence of global (Rahmstorf et al. 2007; Serreze et al. 2000) and regional (Pavia 
et al. 2009) analysis of climate change during the 20th century, and on to the 
number of stations available for each period (Jáuregui 2004). In the case of the first 
period (t1-1940), we used a 40-year average period because of the limited number 
climate stations. This information was averaged and organized into the 30-year 
mean periods with the Structuration tool implemented in the Integrated Water 
Management extension implemented in the software Idrisi Selva (Quentin et al. 
2007). This extension is available for free at: http://Idrisi.uaemex.mx.  
We used the ANUSPLIN software version 4.36 (Hutchinson 2006), which is 
an interpolation technique that implements a thin-plate smoothing splines to noise 
multivariate data, and because it has shown to perform better than other methods 
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(Price et al. 2000). It generates continuous climate surface based on weather 
stations and topographic variables. For each period we interpolated climate dataset 
of monthly precipitation, maximum and minimum temperature of Mexico, and of 
southern portions of the United States, northern Belize and Guatemala (see 
Cuervo-Robayo et al,. 2013 for details in parameterizations). We only use 
climatological data for stations that operated for more than 10 years in at least one 
variable (temperature and precipitation). We used a second order spline with three 
independent variables (latitude, longitude, and elevation in km), and a square root 
transformation for precipitation. 
We assessed the accuracy of the fitted model surfaces by examining 
ANUSPLIN diagnostic measures (Hutchinson 2006). The signal indicates the 
degrees of freedom associated with the surfaces (Hutchinson 2006). It indicates 
the complexity of the surface and varies between a small positive integer and the 
number of stations used to generate the surface (McKenney et al. 2006). 
Hutchinson and Gessler  (1994) suggest that the signal should be no greater than 
about half the number of data points. Models with a signal below these thresholds 
tend to be more robust and reliable in regions where data are scarce (McKenney et 
al. 2006). We also examined the RTMSE (root mean square error), because it is a 
robust measure of predictive performance. It is a spatially averaged standard error 
that reflects errors of prediction after the data error has been removed (Hutchinson 
2006) and it is calculated as the root mean square error. Gridded climate surfaces 
were generated with the function LAPGRD, using a 30arc sec resolution 
GTOPO30 digital elevation model (https://lta.cr.usgs.gov/GTOPO30). As an 
additional output, we also derived 19 bioclimatic variables that include annual and 
quarterly summaries of temperature and precipitation that represent more 
biologically meaningful combinations than the original climate surfaces and have 
been broadly used in several studies of climate change impacts on species and 
ecosystems (Hijmans et al., 2005).  
For the first period (t1-1940) we used 803 stations for precipitation, and 500 
for minimum and maximum temperatures. In the second period (t2-1970) the final 
set of stations for precipitation and temperatures were 3411 and 3670, 
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respectively. For the third (t3-2000) period we were able to slightly increase the 
number of station to 3870 and to 4200 for precipitation and temperature, 
respectively.  
We estimated if z-scores of monthly precipitation, maximum and minimum 
temperatures were significantly different between periods using a Function of 
Discriminate Analysis (Statistica 10, StatSoft 2013). The z-scores allow analyzing 
differences between surfaces and help to avoid including spatial variations on 
precipitation and temperature. Climate surface for each period differ mainly in the 
number of weather stations used, because in the first period we used less stations 
than in the second (t2-1970) and the third (t3-2000). Difference might be due to the 
number of stations used in the interpolation of each period, so we also tested for 
difference only between t2-1970 and t3-2000, for which we used a similar number of 
climate stations.  
 
Mexican biogeographic provinces 
Mexican biogeographic provinces (Fig. 1) were obtained from the Comisión 
Nacional para el Conocimiento y Uso de la Biodiversidad (Conabio 1997): 
http://www.conabio.gob.mx/informacion/gis/). There are 19 biogeographic 
provinces for México, based on four taxonomic groups: (1) vascular plants, (2) 
amphibians, (3) reptiles and (4) mammals. This provinces are also based on the 
main morph-tectonic features of Mexico (Arriaga et al. 2000). These biotic units 
consist on areas that concentrate high levels of endemic species that share similar 




Figure 1. The distribution of the 19 biogeographic provinces of Mexico. 
 
Climate change rates and trend analysis 
We examined climate changes rates and trends from t1-1940 to t2-1970 and from 
t2-1970 to t3-2000 for monthly precipitation, maximum and minimum temperature. 
To characterize annual climate change rates during our time-series in each 
Mexican biogeographic province we estimate the maximum, mean and minimum 
monthly profile values for each climate variable within each biogeographic 
province. With this profile we were able to calculate the trend line to estimate a 
change rate as follows:  
 (TLIJ – TLij)/N 
Where TL is the trend line, i and I represents the months January and December 
respectively, j and J two climate periods and N the total number of years of the two 
assessed periods. For example we calculated the difference of January trend value 
of the t1-1940's period and the December trend value of t2-1970, and then divided it 
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by 70 years which corresponds to 40 years of t1-1940 plus 30 years of t2-1970. A 
positive number close to 1 represents an increasing rate and negative number the 
opposite. We obtained the rate changes between each period (t1-1940 to t2-1970 
and t2-1970 to t3-2000); and called these variables Δppt (precipitation), ΔmaxT 
(maximum temperature) and ΔminT (minimum temperature). These analyses were 
conducted in the software Earth Trends Modeler of Idrisi Selva (Eastman 2012). 
Each time period represents an average of four or three-decade of 
climatological variables, thus significant trend analysis during the three periods 
might not be evident in comparison to long term interannual or seasonal trends 
analysis (Hipel & McLeod 1994). Even though, we assessed spatial trends in 
monthly temperature and precipitation during these three 30-year mean periods 
with a Mann-Kendall test. This test is a non-linear tendency indicator that 
measures the degree to which a trend is consistently increasing or decreasing. It 
ranges from -1 (always decreasing) to +1 (always increasing). A value of 0 
indicates no consistent trend. The Mann-Kendall statistic is simply the relative 
frequency of increases minus the relative frequency of decreases (Eastman 2012). 
With the Series Trend Analysis tab of ETM trends were calculated for each pixel 
separately. We examined the general tendency since t1-1910 to t3-2000 (i.e: t1 + t2 
+ t3), and transitions between periods as for the change rate analysis (t1-1910 to t2-




Overall anusplin diagnostic measures described spline models that fit well 
for the three climate periods. The average ratio of the signal to the number of data 
points was < 0.5 for monthly temperatures and precipitation (Table 1). For the first 
period, precipitation had a low number (< 900) of climate stations. With the aim to 
maintain a reasonable number of stations (> 800), we only performed the data 
cleaning to a few number of stations. That is why average signal for precipitation is 
above permitted threshold, it indicates that the climate being analyzed is too 
complex to be adequately represented by the data (Hutchinson et al. 2009), but 
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see particular monthly ratio signal (Table 1S). Therefore, period t1-1940 must be 
used with caution. Overall, the monthly average RTMSE for both temperatures was 
below 0.6 and below 10 mm for precipitation, these error were similar to those of 
Cuervo-Robayo et al., (2013) and Sáenz-Romero et al., (2009), both climate 
models for Mexico although from different time frames.  
We found that the climate periods differ on z -scores of precipitation (Wilks' 
Lambda = .2952673,  Fdf = 24,178478 = 6249.079, P < 0.0000), maximum (Wilks' 
Lambda = .4191034, Fdf = 24,178478 = 4050.582, P < 0.0000) and minimum 
temperature (Wilks' Lambda = .3983392, Fdf = 24,178478 = 4346.174, P < 0.0000). 
Without taking into account the t1-1940, we were also able to determine statistical 
difference between t2-1970 and t3-2000 (P <0.0000, Table S2). 
Climate surfaces, bioclimatic variables and Mann-Kendall trends for each 
period can be download at: www.bioclimasneotropicales.org. 
 
Climate change rates  
We have estimated climate change rates and spatial trends for the 19 
biogeographic regions of Mexico. The first ones represent an average numeric 
pace per year and the second a spatially consistent trend of the frequency of 
increases and/or decreases within each region. Across Mexico maximum and 
minimum temperature rates of change since t1-1910 to t2-1970 ranges from -0.065 
°C/yr to 0.034°C/yr and from -0.019°C/yr to 0.036°C/yr, respectively. Since t2-1970 
to t3-2000 maximum temperature range from -0.018°C/yr to 0.063°C/yr and from 
0.003°C/yr to 0.065°C/yr for minimum temperature. Precipitation vary from -
0.002mm/yr to 1.936mm/yr since t1-1910 to t2-1970, and from -0.093mm/yr to 




Figure 2. Mean values of the climate change rate between each period. a. 
precipitation (in mm: Δpptt1-t2 and Δpptt2-t3), b. maximum temperature (in °C: ΔmaxTt1-
t2 and ΔmaxTt2-t3) and minimum temperature (in °C: ΔminTt1-t2 ΔminTt2-t3). Values 




In average, the precipitation rate from Δpptt1-t2 (0.71mm/yr) was higher than 
from Δpptt2-t3 (0.42mm/yr: Fig. 2a). This means that precipitation has decreased 
around two times from Δpptt1-t2 to Δpptt2-t3, although precipitation rate has been 
positive throughout the century (Fig. 2a). From t1-1940 to t2-1970, mean values 
were higher in five biogeographic regions; Sierra Madre de Sur (1.04mm/yr), Costa 
del Pacifico (1.10mm/yr), Oaxaca (1.43mm/yr), Soconusco (1.85mm/yr) and Golfo 
de Mexico (1.93mm/yr). In the other regions precipitation was positive but at a 
lower rate compared to the above. Only California province showed a negative rate 
from Δpptt1-t2 (-0.001mm/yr), the same as from Δpptt2-t3 (-0.09mm/yr), this means 
that precipitation in this region has decreased. For the regions of Sonorense, Baja 
California and Del Cabo the maximum (Fig S1a) and mean values (Fig. 2a) of 
precipitation have slightly increased since Δpptt2-t3. Minimum values of monthly 
precipitation have increased more during Δpptt2-t3, than from Δpptt1-t2 in the Sierra 
Madre Occidental (0.3mm/yr), Soconusco (0.38mm/yr), Yucatan (0.47mm/yr) and 
Los Altos de Chiapas (0.58mm/yr: Fig S2a). 
Overall, mean values of monthly minimum temperature have increased all 
across Mexico (Fig. 2b) although in a higher rate during the last periods, mainly in 
the nearctic region, like California (0.054°C/yr), Sonorense (0.065°C/yr), Baja 
California (0.050°C/yr) and Del Cabo (0.051°C/yr). Since t2-1970 to t3-2000, the 
provinces of the Depresión del Balsas, Oaxaca, Sierra Madre del Sur and 
Soconusco had a lower rate than at the beginning of the century (Fig. 2b). Mean 
rate in the province of Yucatan (-0.02°C/yr) and in Los Altos de Chiapas (-
0.009°C/yr) was negative during ΔminTt1-t2, this means that minimum temperature 
decrease from t1-1940 to t2-1970, but for the last two periods the rate of both 
regions have mildly increased. Moreover, minimum values for the Eje Volcanico, 
Sierra Madre de Sur and Soconusco have decreased from t2-1970 to t3-2000 
although in a relative slow rate (Table S4). 
The change rate of the maximum temperature was also higher during the 
last 60 years (Fig. 2b) and more evident in the Northern provinces: California 
(0.054°C/yr), Sonorense (0.052°C/yr), Baja California (0.063°C/yr), Del Cabo 
(0.049°C/yr), Sierra Madre Occidental (0.016°C/yr), Altiplano Norte (0.034°C/yr ) 
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and Taumalipeca (0.043°C/yr). Mean values of monthly maximum temperature 
decreased since t1-1940 to t2-1970 at higher rate in the provinces of Oaxaca, 
Sierra Madre de Sur and Los Altos de Chiapas, yet this rate was reduced from t2-
1970 to t3-2000 (Fig. 2b). Also minimum values in La Sierra Madre del Sur 
(0.024°C/yr), Los Altos de Chiapas (0.048°C/yr), Depresion del Balsas, Yucatan 
(0.023°C/yr) and Peten (0.016°C/yr) slightly increased during the last 60 years 
(Table S4). 
 
Mann-Kendall trend analysis 
Since t1-1910 to t3-2000 high Mann-Kendall values (> 0.5 and > -0.5) were not 
present (Fig. 3), however trends were more evident between periods (Fig. 4). We 
considered as relevant tendencies those greater than 0.1 and -0.1, however 






Figure 3. Mann-Kendall trend analysis for three climate variables, within Mexican 
biogeographic provinces throughout: t1-1910, t2-1970 and t3-2000. In parenthesis 
the percentage of area occupied by each category of trend. 
 
Precipitation was the only variable that displayed a relative uniform tendency 
through all the century and between periods (Fig. 3 and 4). Overall the tendency 
was positive, from t1-1910 to t2-1970 there was a mark positive trend (<0.3) of 
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8.3% of the territory, mainly in the Sierra Madre de Sur, Costa del Pacifico, 
Oaxaca, Soconusco and Golfo de Mexico, and in other regions like Sonorense and 
Yucatan, but at low proportion (Fig. 4). For the last two periods the proportion of 
pixels with Mann-Kendall value <0.1 decrease to 67%, but continue to occupied 
more area than the negative trend. This difference is evident primarily in the 
regions of the Eje Neovolcanico and southern part of the Altiplano Sur, where no 
consistent trend was found (Fig. 4). In relation to the region of California, which 
presented a negative change rate for precipitation, the downward trend was only 
evident in a small part of the region, plus in general it did not show a clear trend. 
 
 
Figure 4. Mann-Kendall trend analysis for three climate variables, between: t1-
1910 to t2-1970 and t2-1970 to t3-2000. In parenthesis the percentage of area 




Tendencies for minimum temperature throughout the century were no 
constant in most of the country (70%), and about 20% and 10% had positive and 
negative trend respectively (Fig. 2). Between periods, positive trends where 
located in the mountainous regions of the country, especially consistent in the 
highest peaks of the Eje Neovolcanico (i.e. Nevado de Toluca, Popocatépetl and 
Iztaccíhuatl). Also for the last two periods there was an increased the proportion of 
positive pixels of the northern regions, and at the Costa del Pacifico (Fig. 2 and 3). 
The negative trend occurred mainly in the same areas where a negative rate of 
change was estimated; Yucatan and Los Altos de Chiapas, just as in the Peten 
region, although this proportion decreased from 7% to 5%.  
Maximum temperature tendencies were not consistent during the century 
(60%), and unlike minimum temperature negative trend (28%) was proportional 
higher than positive trend (11%). Although when we examined transition between 
periods, the overall trend was not consistent, but the proportions of positive and 
negative trends change. For the first two periods the country showed a positive 
trend (63%) in the northern regions (Fig. 3) and the negative trend (11%) mostly 
occurred in the south west of Mexico. Since t2-1970 to t3-2000 prevalence of 
positive and negative trends reduced, but like for minimum temperature we 
identified a positive trend in the highest peaks of the Eje Neovolcanico. Also, Baja 




To our knowledge these are the first mean climate surfaces of Mexico that 
represent three different eras of 20th and early 21th century, nevertheless this type 
of information has been developed for other countries (McKenney et al. 2011; 
Parra & Monahan 2008). Climate surfaces have proven to be useful for research 
planning (Williams et al. 2007), especially for the detection of vulnerable regions to 
climate change (Beaumont et al. 2011; Iwamura et al. 2013). We address the 
extent to which Mexican biogeographic provinces have been exposed to climate 
change effects during 20th and early 21th century. We identified positive rates of 
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change and trends in precipitation throughout the century, although precipitation 
rate decreased since the last 60 years. At global scale Mexico is projected to have 
medium to high climate stability (Iwamura et al. 2013), but as expected, rates of 
change and trends have not been uniform (Beaumont et al. 2011). Northern 
regions have been more vulnerable to climate change than tropical regions, due to 
faster rates of change and consistent trends. 
Our analysis suggests that Neotropical region (Costa del Pacifico, Golfo de 
Mexico, Oaxaca, Sierra Madre de Sur and Soconusco) may be particularly 
vulnerable to noticeable decline in precipitation rates. This might be due to an 
increased frequency and intensity of El Niño events in the last two decades 
(Magaña et al. 2004), and to an increase in the number of Pacific tropical storms in 
the last 40 years which inhibits rain, and reduced continental moisture (Englehart & 
Douglas 2001). Precipitation has shown a positive trend in Northern provinces, as 
well as temperature (Pavia et al. 2009). The combined effect of an increase in 
precipitation and temperature can cause a higher vapor pressure deficit and 
evaporation, which may reduce water resource (Beaumont et al. 2011). This has 
been evident for the regions of Tamaulipeca, Baja California and Sonora (Liverman 
1990; Magaña et al. 2004). In addition, human demography and agriculture has 
increased which has raised water demand much more than availability (Magaña & 
Conde 2000). Arid and semiarid regions are highly dependent on the availability of 
water, which dominates net ecosystem productivity (Beaumont et al. 2011; Weltzin 
et al. 2003) and agriculture (Iwamura et al. 2013; Liverman 1990). Furthermore, we 
highlight the vulnerability of these regions because we have also identified that 
they require greater velocities to keep pace with climate change (Loarie et al. 
2009). 
Our results also confirmed that Mexico has warmed up during recent periods 
(t2-1970 and t3-2000), as suggested by Pavia et al. (2009) and Englehart et al. 
(2004). They analyzed annual trends of maximum and minimum temperatures 
throughout Mexico and as our results found that warming has not been outright. 
During the early period (1940–1969) Mexico cooled down, this cooling was mainly 
in central and southern regions of the country (Englehart & Douglas 2004; Pavia et 
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al. 2009). From the Sierra Madre Oriental to Soconusco negative rate of maximum 
temperature has reduce since t2-1970, and there is a clear increased in warming 
rate in the Sierra Madre Oriental, Golfo de Mexico and Yucatan. Species response 
within these provinces will depend in their capacity to adapt, although recently it 
has been estimate that endemic species of costal dune vegetation of the last two 
regions will be severely limited by climate change and human infrastructure 
(Mendoza-González et al. 2013). The Sierra Madre Oriental harbors the world´s 
richest coniferous forest (Olson & Dinerstein 1998), and will be negative affect by 
climate warming (Rojas-Soto et al. 2012; Téllez-Valdés et al. 2006), thus it is 
consider as a critical or endanger region (Olson & Dinerstein 1998).  
There was no consistent trend in most of the Altiplano del Sur and in the Eje 
Neovolcanico, although within the latter province we identified a positive trend in all 
volcanic areas. It has generally been expected that biota within regions will be 
more vulnerable to climate change, due to their limited ability to respond with range 
shifts and to the rapid receding of glaciers during the 20th century (Beaumont et al. 
2011; Iwamura et al. 2013; White 2007). The convergence of different floras and 
faunas considerably increases species richness of this area (Espinosa & 
Ocegueda 2008). Species survival will depend on the capacity of keeping the pace 
with moving climate, but this type of region where species have limited range of 
distribution are considered more threaten (Loarie et al. 2009) 
Changes in climate are now occurring simultaneously with other types of 
change. It will not be possible to fully understand and predict ecosystem responses 
to climate change without taking into account the interactions with other 
components of environmental change (Shaver et al. 2000). Species turnover and 
dramatic changes will depend, in part, on their exposure, to other human-induced 
pressures, their inherent capacity to adapt to new conditions, the presence of 
thresholds/tipping points and time lags in responses (Beaumont et al. 2011).  
Mean climate periods as the ones developed in this study, together with 
future climate scenarios can be used to evaluate the robustness of Mexican priority 
areas, since when delineated their persistence to climate change was not 
measured (Araújo et al. 2011; Arriaga 2009). They could also be useful to access 
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climate variability through the century, and its effects on agriculture and species 
distribution. However for agriculture studies annual or even daily climates models 
will be more helpful (Hutchinson et al. 2009). Also, information at this temporal 
resolution will help to identify more significant trends, than the ones of this study.  
We have generated reliable, robust climate surfaces, although t1-1940 was 
interpolated with a reduce number of weather stations that had more 
inconsistencies than the other periods (Jáuregui 1997), thus the success of any 
effort involving historical data is also limited by deficiencies and inaccuracies in the 
data itself (Hutchinson et al. 2009). Historical climate surface can be improved, 
with the incorporation of co-variables like aspect (Hijmans et al. 2005), which will 
clarify precipitation patterns in the mountain system (Gutiérrez-García 2011). Also 
to control differences and to strengthen comparisons between these information, 
new climate data surface can be organize in to two different periods that use 
similar number and distribution of weather stations. As well, we encourage 
researchers to develop climate surfaces for finer temporal resolutions; it might not 
be possible to do it for the whole country, but some regions that have more 
complete climatic information, such as central Mexico.  
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Table 1S. The average signal ratio to the total number of observations and the root mean square error (RTMSE) for the 
spline model of monthly temperatures and precipitation surfaces. 
 




















Month Ratio RTMSE Ratio RTMSE Ratio RTMSE Ratio RTMSE Ratio RTMSE Ratio RTMSE Ratio RTMSE Ratio RTMSE Ratio RTMSE 
1 0.35 0.67 0.43 0.57 0.62 4.65 0.21 0.63 0.18 0.60 0.28 4.08 0.22 0.69 0.20 0.57 0.26 4.00 
2 0.27 0.59 0.43 0.54 0.62 4.38 0.22 0.58 0.19 0.57 0.28 3.15 0.21 0.62 0.21 0.53 0.26 2.74 
3 0.20 0.55 0.55 0.58 0.61 3.98 0.21 0.62 0.21 0.64 0.28 3.21 0.20 0.66 0.22 0.60 0.28 2.63 
4 0.22 0.56 0.56 0.57 0.62 4.58 0.23 0.61 0.21 0.63 0.29 3.92 0.21 0.64 0.22 0.62 0.27 3.15 
5 0.26 0.55 0.50 0.62 0.57 7.05 0.23 0.59 0.23 0.66 0.33 6.41 0.20 0.63 0.23 0.64 0.28 5.45 
6 0.25 0.49 0.44 0.59 0.85 8.55 0.23 0.52 0.24 0.63 0.36 12.20 0.20 0.57 0.22 0.58 0.31 10.80 
7 0.30 0.49 0.44 0.55 0.74 10.8 0.21 0.48 0.25 0.62 0.35 15.30 0.19 0.54 0.21 0.57 0.33 12.80 
8 0.33 0.49 0.46 0.54 0.75 11.5 0.21 0.47 0.23 0.61 0.36 15.10 0.17 0.51 0.21 0.56 0.34 12.60 
9 0.29 0.46 0.46 0.49 0.80 12.7 0.22 0.45 0.22 0.56 0.37 14.80 0.18 0.50 0.20 0.52 0.31 13.00 
10 0.25 0.51 0.48 0.49 0.73 7.74 0.23 0.53 0.21 0.59 0.36 9.07 0.21 0.57 0.20 0.54 0.31 8.12 
11 0.24 0.62 0.41 0.52 0.73 4.94 0.24 0.58 0.20 0.56 0.35 5.01 0.21 0.63 0.18 0.52 0.29 3.89 
12 0.29 0.64 0.41 0.54 0.72 4.28 0.23 0.62 0.20 0.59 0.33 4.23 0.21 0.68 0.19 0.55 0.29 3.76 
Average 0.27 0.55 0.47 0.55 0.71 7.71 0.22 0.56 0.21 0.60 0.34 9.35 0.20 0.61 0.21 0.57 0.30 8.04 
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Table S2. Discriminant Funtion Analisys between t2-1970 and t3-2000. 





Wilks' Lambda: .5581845, Fdf=12,59489 = 3923.906 p < 
0.0000 
 






























Figure 1. Maximum values of the climate change rate between each period. a. 
precipitation (in mm: Δpptt1-t2 and Δpptt2-t3), b. maximum temperature (in °C: ΔmaxTt1-
t2 and ΔmaxTt2-t3) and minimum temperature (in °C: ΔminTt1-t2 ΔminTt2-t3). Values 











































































































































































































































































































































































































































Figure 2. Minimum values of the climate change rate between each period. a. 
precipitation (in mm: Δpptt1-t2 and Δpptt2-t3), b. maximum temperature (in °C: ΔmaxTt1-
t2 and ΔmaxTt2-t3) and minimum temperature (in °C: ΔminTt1-t2 ΔminTt2-t3). Values 
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Ecological niche models (ENMs) have been the primary tool to predict how species 
distributions will change in response to environmental changes. There are a variety of 
algorithms to make such predictions; however, they all are influence model variability and 
uncertainty. With global change well underway, field records of observed range shifts are 
increasingly being used for testing ENM transferability. We address the temporal 
transferability capacity of 8 ENM, with independent presence data. Model performance as 
well as transferability differed considerably between species and datasets. GARP and GLM 
tend to overestimated species distribution, although overall Garp performed better when 
hindcast. Maxent and GAM provided consistently good performance in comparison with 
the other techniques. Random forest strongly overfitted range sizes. 
 
INTRODUCTION 
Ecological niche models (ENMs) have increasingly been used in conservation planning, 
and have provide a valuable insight into potential climate warming effects on biodiversity 
(Crumpacker et al., 2001; Bellard et al., 2012; Shaw et al., 2012; Summers et al., 2012). A 
reason why the ENMs have been quite used to analyze climate change effects is because of 
its easy implementation. Niche models use occurrence records from museum and herbarium 
collections, and climate scenarios to estimate the direction and magnitude of species range 
shifts under changing conditions (Yates et al., 2010). However, the use of ENMs for 
climate change studies is subject to different methodological uncertainties which make 
them critical to have accurate predictions.  
ENM assumptions and uncertainties when assessing climate change effects are 
related to different steps of the modeling process; such as extrapolation into non-analog 
climates (Veloz et al., 2012; Anderson, 2013), variability in projection arising from 
different climate scenarios (Thuiller, 2004; Beaunont et al., 2009), modeling process 
assumptions (Wiens et al., 2009), sampling bias (Warren et al., 2013), among others. One 
of the features that have been poorly evaluate in climate change predictions and has shown 
to influence model variability and uncertainty (Elith et al., 2006; Pearson et al., 2006) is the 
choice of a modeling technique that accurately predicts species distribution (but see 
Heikkinen et al,. 2012 and Roberts & Hamann, 2012 for evaluation of performance into 
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new areas). Traditionally the decision to use a particular modeling technique is based on the 
performance evaluation using data-splitting of calibration data, though with extrapolation, 
performance of the model usually decreases (Heikkinen et al., 2012). Therefore not 
necessarily selection of a particular technique for calibration is the best method to transfer 
distributions.  
When assessing different modeling techniques in the context of climate change, the 
ideal way to validate ENMs is to use independent data collected from another point of time 
(Araújo et al., 2005; Araújo & Rahbek, 2006). Future predictions cannot be evaluated 
because there are no data against which predictions can be tested (Hill et al., 2002; Araújo 
et al., 2005), however hindcast of species distributions can be test with fossil records or 
documented data of species ranges shift (Roberts & Hamann, 2012; Macias-Fauria & 
Willis, 2013). However, fossil datasets are very scarce, and like climate reconstructions are 
coarse and uncertain (Hijmans & Graham, 2006). A recent strategy to assess ENMs 
transferability has been to model recent changes in species the distribution (Kharouba et al., 
2009; Rapacciuolo et al., 2012; Eskildsen et al., 2013) with interpolations of climatic data 
from the 20th century (New et al., 2002; Parra & Monahan, 2008), mainly from Nearctic 
regions of the world (i.e. Britain, Finland, Canada). To our knowledge this type of testing 
has never been done for the tropics, mainly because for the lack of necessary inputs. 
In this study we predicted Mexican birds’ distribution during three climate periods 
that cover all the 20
th
-century (1910-1949; 1950-1979) and early 21st (1980-2009) to 
validate temporal transferability of 8 algorithms most commonly used in this field. We 
evaluated the performance of the interpolations with an internal division of calibration data 
into training and testing datasets (non-independent validation), and compare the 
projections, using all data to calibrate, and testing them with its correspondent observed 
records (independent validation). We also test temporal transferability in both modeling 
directions; hindcast and forecast. Specifically, we address the following questions: 
Performance of modeling techniques varies with the direction of modeling? Which 







Species Distribution Data 
We used presence records of 14 species from Mexico’s bird atlas. This atlas has been 
geographically and taxonomically verified by experts (Navarro-Singüenza et al., 2003). We 
used collection date to separate presence records into three time periods: (t1-1940) 1910-
1949, (t2-1970) 1950-1979, and (t3-2000) 1980-2009, related to the three climate periods 
available for Mexico (Cuervo-Robayo et al., in press). Because these climate variables 
extend only to the south of the United States and northern Guatemala, we only considered 
species that distribute primary in Mexico. These were: Atlapetes pileatus, Callipepla 
douglasii, Corvus imparatus, Cardinalis sinuatus, Junco phaeonotus, Myadestes 
occidentalis, Parus sclateri and Trogon mexicanus. Four of the species extend beyond 
Mexico; Auriparus flaviceps, Campylorhynchus brunneicapillus, Celeus castaneus and 
Callipepla squamata, but there area of distribution are inside the limits of the climate 
variables. Only, Cyanocorax yucatanicus and Icterus prosthemelas distributions reach the 
coasts of Costa Rica.  
In order to control problems in models using small samples, we chose those species 
that had more than 20 unique records per period (Stockwell & Peterson, 2002; Wisz et al., 
2008) and that represent most of Mexico´s climate variability. The minimum number of 
records used was 29 and the maximum 250, with an average of 92 presence records. 
Most methods ENM require information about the environment, with the exception 
of presence-only methods, as Bioclim. Presence-absence or presence/background (i.e. 
ENFA) algorithms are affected by spatial bias of occurrence records (Phillips et al., 2009). 
We correct this bias by including a target-group background (TGB), using Mexico’s entire 
bird species occurrence available for each period. The TGB allows better discrimination of 
the algorithms, since algorithms based on presence and absence/background with same 
sample selection bias as the occurrence records, will not focus on the sample bias, but in 
any differentiation between the distribution of the occurrences and the background (Phillips 
et al., 2009). For each of the 14 species of birds we generate two sets of TGB. One for 
presence/background models as MaxEnt, were TGB’s included records of the species 
model called an overlapping background. For presence-absence algorithms we use a non-
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overlapping background or pseudo-absences (Phillips et al., 2009), where we removed true 
presence from the background. 
Climate data 
For each time period: t1-1940, t2-1970 and early 20st-century, t3-2000, we use the 19 
bioclimatic, at a spatial resolution of approximately 0.0083 arc sec (Cuervo-Robayo et al. 
in press). To reduce the risk of overfitting during the modeling process we conducted a 
Pearson correlation (cut-off Pearson’s < 0.85, Elith et al., 2006), and selected a final set of 
variables that were also biologically relevant to the species. We divided the country into 
three general climate areas. These climate zones were: arid, temperate and tropical 
(Cervantes-Zamora et al., 1990). ENM were constructed with 6 variables: temperature 
seasonality (bio4), maximum temperature of warmest month (bio5), minimum temperature 
of coldest month (bio6), precipitation seasonality (bio15), precipitation of wettest quarter 
(bio16) and precipitation of driest quarter (bio17) for temperate and tropical regions, and 
for the arid we used annual mean temperature (bio1), mean temperature of wettest quarter 
(bio8), mean temperature of driest quarter (bio9), as bio4, bio16 and bio17. The chosen 
variables have direct and indirect effects on birds, primarily in physiological tolerances of 
the species, such as extremes of temperature and precipitation; and climate average values 
can indicate the availability of food (Crick, 2004; Huntley et al., 2006). 
Modeling algorithms 
We evaluated a subset of approaches that have shown generally higher predictive 
performance and that have been widely used in species distributions modeling (Elith et al., 
2006). The first group is represented by a presence-only. This model is solely based on 
presence records, without reference to any other information from the environment 
(Peterson et al., 2011). In the DisMo package, Bioclim values range from 0 to 1, were 1 
represents the median value of the training data for all variables considered, and 0 is 
assigned to all cells with a value of at least one environmental variable outside the 
percentile distribution (Hijmans & Elith, 2011). The second group includes the 
presence/background method, which uses presence records along with environmental data 
drawn from the whole study area including the known occurrence localities (Peterson et al., 
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2011), or an overlapping TBG (Phillips et al., 2009). Within this group we evaluated the 
maximum entropy algorithm (MaxEnt). Which estimates a target probability distribution by 
finding the probability distribution of maximum entropy (i.e., closest to uniform), subject to 
a set of constraints that represent our incomplete information about the target distribution 
(Phillips et al. 2006). We run MaxEnt with a SWD file, so we could include the 
overlapping TGB. We used its logistic output which under some sampling assumptions has 
been interpreted as an estimation of probability of occurrence, but see Royle et al., (2012). 
The third group is represented by the presence/pseudo-absence methods, which compare 
known occurrence localities with a set of localities having some probability of constituting 
presences below unity (Peterson et al., 2011). For this group we evaluated two regression 
methods; Generalized Linear Models (GLM) and Generalized Additive Models (GAM). 
Also three learning methods: Boost Regression Trees (BRT), Random forest and GARP. In 
addition to the predictions of these five models, we calculated the mean value of the whole 
predictions. This method is known as mean (All) and has been suggest as one of the better 
consensus methods (Marmion et al., 2009) to reduce uncertainty in ecological niche 
modeling (Araújo & New, 2007). GLM, GAM, Bioclim, BRT and Random Forest were 
implemented in DisMo (Hijmans & Elith, 2011), a software package of R (R Development 
Core Team, 2012), and the other two (Maxent and GARP) on its stand-alone application. 
All algorithms were run with their default settings or rules of thumbs (see Supporting 
Information, Appendix S1). 
We forecast the distribution data from t1-1940 to climate periods t2-1970 and t3-
2000, as well as data from t2-1970 to climate period t3-2000, and hindcast t3-2000 to 
climate periods t2-1970 and t1-1940, and t2-1970 to t1-1940.  
Model evaluation 
Prior to the transference of models in time, we assessed the discrimination ability of 
ecological niche models with the AUC. We randomly divide calibration data into 75% for 
training and 25% for testing; this was called a non-independent validation. Then to test the 
transferability performance of the algorithms, we perfome an independent evaluation in 
which we use the 100% of the presence records to calibrate the models, and evaluated them 
with the 100% of corresponding presence data.  
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In order to assess predictive power of the models, we used the area under the curve 
(AUC) of the receiver operating characteristic (ROC) function (Fielding & Bell, 1997). 
This test measures the agreement between the observed presence/absence records over a 
range of probability thresholds above which the model predicts presence (Fielding & Bell, 
1997). Presence-absence maps under two different thresholds were evaluated with a 
binomial test and the true skill statistic (TSS), a measure that unlike Kappa or AUC is not 
affected by prevalence (Allouche et al., 2006; Lobo et al., 2008). It ranges from -1 to +1, 
where +1 indicates perfect agreement and values of zero or less indicate a performance no 
better than random (Allouche et al., 2006). We consider as good TSS values those greater 
than 0.40 (Landis and Koch 1977).  
We transform continuous probabilities into binary presence-absence predictions 
using parameter E (Peterson & Soberón, 2012), and select two threshold criteria: (i) the 
lowest presence threshold (LPT) that corresponds to the lowest predicted value related to an 
occurrence presence (Pearson et al., 2007), and (ii) the 10
th
 percentile training presence, 
which predicts absence of the 10% of records with the lowest predicted value, these points 
may represent recording errors, ephemeral populations, or migrants (Morueta-Holme et al., 
2010). We test the significance of presence-absence maps with a binomial test, which 
indicates if occurrence points fell into areas predicted present more often than expected at 
random, given the overall proportion of pixels predicted present vs. predicted absent 
(Anderson et al., 2002). Because we used the same area to calibrate and project the ENMs, 
we used the binomial test to compare the accuracy of the algorithms. 
 
Selection of best algorithms 
Omission error characteristics are more important than commission error in distinguish 
informative predictions, because often ENM are based on presence records only, owing to 
the low probability of collecting absence information (Peterson et al., 2001; Peterson et al., 
2008; Peterson et al., 2011). Besides, for applications such as conservation planning, 
presence-absence maps are more often require. Hence it is not correct to judge false-
positive predictions as failures since species may not be present due to historical or 
biological restrictions (Anderson et al., 2003; Pearson et al., 2007). Therefore it is 
necessary for a model to successfully predict a high proportion of presence localities 
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(Pearson et al., 2007), especially in transferring species ecological niches or distributions 
from one time period to another.  
Here we called as best algorithms those that frequently had high significant success 
rate. Since there is much variation within algorithm´s prevalence, and based on the idea that 
accurate distributions models are those that significantly predict occurrence records 
(Peterson & Soberón, 2012), we used a combination of two approximations to select the 
optimal algorithm per species, and direction of modeling: (i) The binomial test and (ii) the 
2± deviation from median of the proportional predicted area (Anderson et al., 2003).  
As a first step we used the binomial test to filter out models with success rate less 
than 0.7, 0.8 and 0.9, and with a p > 1.00E-10. Then for each species we arranged and 
average the success rate and proportional predict area into three categories: general, 
forecast and hindcast. The general category includes the average of the predictions without 
taking into account its direction, i.e. the six possible time projections. To identified as best 
algorithms, we count the frequency of those that were within two deviations (±) near to the 
median of the predicted area. This gave us the frequency of successful models, which was 
classified as follows: ≤ 6 = fail; 7 = low; 8 = fair; 9 = good and ≥ 10 = excellent. For 
example, an algorithm has failed if only equal or less than six species were within the 
median, and an excellent model is represented by more than ten species. This selection of 
best algorithm is dependent of the threshold used to reclassified probabilistic maps; 





Model performance  
On average, models internal validation showed fair to good AUC values (≥ 0.80), 
indicating good fit on calibration data (Table 1) according to the Sweets (1998) criterion. 
Mean performance of transferability based on an independent evaluation was good 
(AUC<0.8, s.d. 0.012), except for Bioclim (0.76 s.d 0.089: Table 2). Performance of 
transfers decrease compared to calibration internal validation, however for MaxEnt 
performance increase in 8 out of 14 species. Overall, only 10.4% of the individual models 
show excellent AUC values, 12.5% were fair and 77.1% had good discrimination ability. 
AUC values for forecast and hindcast were very similar, even though forecast was slightly 
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better in most of the algorithms, except for Bioclim and GARP (Table 1). On average, the 
two methods with the highest AUC were the consensus Mean All (0.895) and MaxEnt 
(0.897). MaxEnt had the highest validation AUC scores, generating excellent forecasts and 
hindcast (AUC >0.90) for 50% species modeled.  
 
Table 1. Predictive accuracy of 8 different techniques (BC = Bioclim, GLM, GAM, RF = 
Random forest, BRT, GARP, MaxEnt and MA = Mean All) done with 30% and 100% of 
the data set for internal and independent evaluations.  
  Internal Validation (30%) Independent validation (100%) 
  t1-1940 t2-1970 t3-2000 Forecast Hindcast Mean AUC 
BC 0.811(s.d. 0.072) 0.817 (s.d. 0.068) 0.829 (s.d. 0.065) 0.769 (s.d. 0.102) 0.751 (s.d. 0.075) 0.760 (s.d. 0.089) 
GLM 0.882 (s.d. 0.076) 0.879 (s.d. 0.072) 0.891 (s.d. 0.055) 0.875 (s.d 0.054) 0.874 (s.d. 0.059) 0.875 (s.d. 0.057) 
GAM 0.897 (s.d. 0.071) 0.905 (s.d. 0.072) 0.921 (s.d. 0.047) 0.881 (s.d. 0.069) 0.879 (s.d. 0.058) 0.880 (s.d. 0.063) 
RF 0.891 (s.d. 0.064) 0.898 (s.d. 0.054) 0.914 (s.d. 0.055) 0.885(s.d. 0.047) 0.876 (s.d. 0.057) 0.880 (s.d. 0.052) 
BRT 0.892 (s.d. 0.063) 0.898 (s.d. 0.055) 0.934 (s.d. 0.044) 0.890 (s.d. 0.043) 0.884 (s.d. 0.054) 0.887 (s.d. 0.049) 
GARP 0.849 (s.d. 0.107) 0.841 (s.d. 0.106) 0.851 (s.d. 0.075) 0.809 (s.d. 0.083) 0.817 (s.d. 0.096) 0.813 (s.d. 0.089) 
MaxEnt 0.885 (s.d. 0.060) 0.900 (s.d. 0.052) 0.899 (s.d. 0.053) 0.903 (s.d. 0.043) 0.891(s.d. 0.057) 0.897 (s.d. 0.051) 
MA 0.920 (s.d. 0.048) 0.929 (s.d. 0.048) 0.944 (s.d. 0.050) 0.901 (s.d. 0.044) 0.890 (s.d. 0.061) 0.895 (s.d. 0.053) 
 
Bioclim showed poor TSS values when hindcast (LPT = 0.383 and 10
th
 = 0.391). 
Random forest with both thresholds and directions showed poor TSS mainly because these 
binary maps stand for less area (Fig 1 Supporting Information, Appendix S2). The rest of 
the models showed good TSS values, there was no evident difference between the 
directions of the prediction but in general TSS was somewhat improve with the 10
th
 












Table 2. TSS values of 8 different techniques (BC = Bioclim, GLM, GAM, RF = Random 
forest, BRT, GARP, MaxEnt and MA = Mean All). 
  LPT 10th 
  Forecast  Hindcast  General  Forecast  Hindcast  General  
BC 0.466 0.383 0.424 0.472 0.391 0.431 
GLM 0.425 0.454 0.439 0.548 0.570 0.559 
RF 0.212 0.189 0.200 0.085 0.070 0.077 
GARP 0.423 0.498 0.460 0.482 0.521 0.502 
MaxEnt 0.547 0.538 0.543 0.578 0.553 0.565 
BRT 0.513 0.534 0.523 0.474 0.428 0.451 
GAM 0.549 0.486 0.517 0.592 0.470 0.531 
MeanAll 0.521 0.496 0.508 0.488 0.402 0.445 
 
Binomial test 
The overall success rate (i.e low omission) for the LPT was > 0.7, except for Random forest 
who fail to significantly predicted the species presence (Fig. 1) one or more times for the 
projections of C. sinuatus, C. castaneus and C.squamata, C. yucatanicus and  I. 
prosthemelas. MaxEnt and GLM had the excellent success rate (>0.9), in each projection 
the 14 species were statistical significant (P < 0.05), although GLM predicted more area 
(Fig. 1 and 2). GARP, GAM, BRT and Mean (All) had a good success rate between ≤ 0.8 
and < 0.9, but one or more species were not statistical significant. Bioclim forecast success 
rate was only fair: ≤ 0.7 < 0.8, while it failed when hindcasting. Changes in the rank of the 
algorithms were mainly in GARP. From hindcast the success rate increased to 0.9, but 
decreased in forecasts (0.8). GAM success rate was good during forecasting (0.9) but when 




Figure 1. Overall success rate against the predicted proportional area: a. Least presence 
training threshold; b. 10
th
 percentile training presence threshold. Symbols represent: (+) 





Figure 2.  Variation in prevalence in the probabilistic outputs of Callipepla douglasii 
forecast from t2-1940 to t3-2000 with 8 different techniques (Bioclim, GLM, GAM, 




 percentile training presence threshold, the overall success rate was 
lower than for LPT (≤ 0.5 to <0.8; Fig. 1b). GARP and GLM had good success rate (<0.8), 
however GLM only for forecast and GARP for hincast. The predictive power of all the 
algorithms decreased during hindcast, except GARP. With a more restrictive threshold 
MaxEnt decreased to a fair category. GAM and Bioclim also had fair success rate and BRT 
and Mean (All) failed in predicting the independent data with this threshold. Nevertheless 
random forest had the poorest success rate. Similar to LPT, MaxEnt and GLM were the 
only algorithms that produce significant projections for all species (P < 0.05). 
 
Best algorithms 
After filtering out the predictions per specie that had a p > 1.00E-10, and dividing them 
into three success levels (0.7, 0.8 and 0.9), and without considering deviations from the 
median, we identified that overall GARP and MaxEnt had more accurate predictions than 
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the others algorithms. This was strongly related to the threshold selection and to the 
direction of modeling. Moreover, as success level increases the number of algorithms that 
favorably predicted presence of the species decreased. Overall Random forest had the 
poorest success (Fig. 3 Supporting Information, Appendix S3). 
 When the criteria of 2 ± deviations from the median all algorithms was considered, 
the overall frequency under three success levels and modeling direction show that MaxEnt 
and GAM are the best algorithms for climate change predictions (Table 3). Bioclim, GLM, 
Mean All and Random forest failed to classify near the median of the proportional predicted 
area of the 8 techniques, so the frequency was equal or less than six species. Generally, 
GARP under the three success levels show a more homogeneous response, its frequencies 
varied from fair to excellent. BRT in the general category had excellent frequencies, but as 
threshold and success level increased frequencies decreased. The latter is also evident for 
MaxEnt and GAM. These two also performed better when forecast than hindcast, unlike 
GARP which tended to better hindcast than the other techniques except at a 0.7 level; 
because GARP predicted more area than the other algorithms at this level where it seems to 




Table 3. Frequency of times in which each species’ proportional predicted area of 8 modeling techniques was within two deviations 
























0.7 4 6 10 8 13 13 8 9 0 3 10 12 3 6 1 0 
0.8 5 7 10 6 11 9 10 8 0 1 10 11 4 2 0 0 
0.9 4 6 8 3 9 5 9 9 2 5 10 6 6 1 0 0 
 
 
               
Hindcast 
0.7 4 6 11 4 11 8 6 9 0 3 10 8 4 3 0 0 
0.8 5 5 8 2 10 5 8 9 1 4 9 6 5 1 0 0 
0.9 1 4 6 1 8 0 7 5 2 4 10 1 5 0 0 0 
 
 
               
Forecast 
0.7 6 5 9 6 10 9 10 8 0 4 9 11 5 5 1 0 
0.8 5 5 6 5 10 9 9 6 0 4 10 10 4 2 1 0 
0.9 3 3 8 3 8 4 7 7 1 6 11 4 3 1 0 0 
 
 
          




In this study we address the temporal transferability capacity of 8 technique to estimate 
ecological niches, with independent presence data. We identified considerable variation 
between ENM, as expected given previously reported studies (Rapacciuolo et al., 2012; 
Eskildsen et al., 2013), also variations in their ability to forecast and hindcast. GARP and 
GLM tend to overestimated species distribution, although overall Garp performed better 
when hindcast. Maxent and GAM provided consistently good performance in comparison 
with the other techniques. Random forest strongly overfitted range sizes, and should be 
used with caution to predict the effects of climate change on species distributions.  
ENM are useful for predicting climate change effects on species potential 
distribution (Araújo et al., 2005; Rapacciuolo et al., 2012; Macias-Fauria & Willis, 2013). 
In our study, overall ENM s performance when transfer maintain good scores of AUC 
values, mainly because good calibration models provide accurate transfer prediction 
(Heikkinen et al., 2012). Similar to our results Hijmans and Graham (2006) found that 
MaxEnt and GAM accurately predict species distributions under novel conditions and 
between presences/background and presence/absence models these two had the best 
balance between the correct prediction of presences and absences/background records 
(Rapacciuolo et al., 2012). Among presence-absence/pseudo-absence models (Peterson et 
al., 2011) GARP and GLM predicted presence records by increasing the commission error 
(Peterson et al., 2007), hence we believe that for binary transformations they will 
performed well with restrictive thresholds. 
ENM that overfit have show difficulties when transfer into novel conditions 
(Peterson et al., 2007). Under the parameterization used in this study random forest 
performed poorly, mainly with the restrictive threshold used for the binary reclassification.  
Random forest has shown to overfit during calibration (Elith & Graham, 2009), as well in 
predictions of climate change. In a comparison of transferability in time of a varied group 
ENM and within different taxonomic groups, RF was highly biased towards predicting 
absences or overfitting (Rapacciuolo et al., 2012).  Even though its performance could be 





CAVEATS AND LIMITATIONS 
We used a similar approach to “best subsets” procedure of Anderson et al. (2003), where 
models were selected based on omission and commission characteristic of the binary 
predictions of all the algorithms, therefore we know this approach strongly depends on 
threshold selection. Species extinctions rates under climate change are influenced by the 
choice of threshold, this is the second source of uncertainty of species range change and 
temporal turnover (Nenzén & Araújo, 2011). Therefore is necessary to test this approach 
with species of different taxonomic groups, and with a greater variety of thresholds (Liu et 
al., 2005; Li & Guo, 2013). We have given particular importance to presence-absence 
maps, because ENM are mostly used to predict potential areas which are more informative 
for conservations goals in climate change assessment (Araújo et al., 2004; Elith & 
Leathwick, 2009; Araújo et al., 2011).  
Because there will always be some variation between modeling techniques we 
recommend to used more than a single ENM, even if we have identified that consistently 
MaxEnt and GAM performed better when forecasting, it should also be considered that 
there were techniques more suitable for hindcast (i.e. Garp), and that every test technique 
performed best for at least one specie. Also, due to numerous sources of uncertainty, 
models outputs should be applied with a thorough understanding of the limitations involved 
(Heikkinen et al., 2006). 
Well-established models are very useful for anticipating climate change effects on 
biodiversity (Araújo et al., 2011). A strategy for optimizing conservation planning and 
improve understanding the likely effects of future climate on biodiversity (Araújo & 
Rahbek, 2006) could be the use of historical climate as the ones used in this study before 
projecting species distributions into the future. It can be useful for identifying and 
excluding species that do not behave predictably through time, such projections for 
conservation planning will be most reliable when limited to species that have responded 
predictably to recent global changes (Kharouba et al., 2013). 
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Appendix S1: Description of the modelling techniques used 
 
Presence-only methods 
Bioclimatic envelop model (Bioclim): It is consider a presence only method because it 
relays only on presence records, without reference to any information drawn for the study 
area (Peterson et al., 2011b). The BIOCLIM algorithm computes the similarity of a location 
by comparing the values of environmental variables at any location to a percentile 
distribution of the values at known locations of occurrence. The closer to the 50th 
percentile (the median), the more suitable the location is. The tails of the distribution are 
not distinguished, that is, 10 percentile is treated as equivalent to 90 percentile. In DisMo 
package the values of the upper tail are transformed to the lower tail, and the minimum 
percentile score across all the environmental variables is used. This value is subtracted from 
1 and then multiplied with two so that the results are between 0 and 1 (Hijmans & Elith, 
2011). 
Presence/Absence methods 
Generalized linear models (GLM): GLM are an extension of traditional regression 
models. They are based on an assumed relationship (called a link function; see below) 
between the mean of the response variable and the linear combination of the explanatory 
variables. Data may be assumed to be from several families of probability distributions, 
including the normal, binomial, Poisson, negative binomial, or gamma distribution, many 
of which better fit the non-normal error structures of most ecological data (Guisan et al., 
2002).  We generated a basic GLM model, with no interactions terms. We used a binomial 
error distribution with a logistic link function. 
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Generalized Additive Models (GAM): GAMs are semi-parametric extensions of GLMs; 
the only underlying assumption made is that the functions are additive and that the 
components are smooth. A GAM, like a GLM, uses a link function to establish a 
relationship between the mean of the response variable and a ‘‘smoothed’’ function of the 
explanatory variable(s). GAM can fitted very complex functions (Guisan et al., 2002). We 
used the 'mgcv' R package (R Development Core Team, 2012). All models were run using a 
binomial error distribution. 
 
Boosted regression trees (BRT): BRT uses two algorithms: regression trees for 
classification and decision trees, and boosting for building and combining the models. The 
aim is to improve the performance of a single model by fitting many models and combining 
them for prediction. (Elith et al., 2008). We implemented BRT with the rules of thumbs 
suggested by Elith et al. (2008): a learning rate = 0.001, bag.fraction = 0.50, and 
tree.complexity = 5. All models were run using a Bernoulli distribution. 
 
Random Forest: The Random Forest method is an extension of Classification and 
regression trees. In R it is implemented in the function 'randomForest' in a package with the 
same name (Hijmans & Elith, 2011). Hijmans and Elith (2011) recommend to better used 
random forest as a regression, rather than classification.  Random Forest was implemented 
with 500 trees to grown and by the total number of predictors – 1. 
 
Maximum entropy (MaxEnt): The follow settings were used during the run, we enabled 
all feature classes (linear, product, quadratic, hinge, threshold and categorical) and a value 
of 1 as the regularization parameter for modeling species responses to environmental 
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variables, also we set to 500 the maximum number of iterations and to 0.00001 the 






































Figure 1. TSS scores vs proportion of the predicted area of 8 modeling algorithms, using 
two thresholds: a.) 10
th




















































Appendix S3 Best algorithms  
With a LPT threshold and without considering the direction of modeling, GAM 
outperformed BRT, BIOCLIM, Mean All and GLM. Besides with forecast GAM performed 
better than all of the algorithms, although just slightly better than MaxEnt and BRT. That 
did not happen with the hindcasting, among 0.7 and 0.8 success GARP predicted better than 
the others algorithms, followed by MaxEnt and GLM. In general GLM had more 
predictions that were not statistical significant although during hindcasting, the three 
success rates were stable unlike when forecasting. BRT performed very well although it 
was unstable as success rate increase and the direction of modeling change. With a 0.9 
success it had a poor performance, as Mean All (Fig 4). 
By means of the 10th percentile threshold, algorithms that predict more area have 
better success than those that overfit. Overall GLM GARP and MaxEnt predict more 
presences within three categories of success. With this threshold Bioclim´s number of 
success were greater than GAM, BRT and Mean All. Only at a 0.7 of success GAM predict 
better than Bioclim. Also, hincast at 0.9 for Bioclim was better than MaxEnt. GAM and 
Mean All had no success within a 0.9 score. 
 
Figure 3. Number of successful models reclassified with a LPT threshold under tree 





















































































































 Figure 4. Number of successful models reclassified with 10
th
 percentile training presence 
threshold under tree omission rates and significance greater than 1.00E-10. 
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En el presente trabajo ha sido posible analizar la mayoría de los factores metodológicos que 
afectan el buen desarrollo de análisis sobre el efecto del cambio climático en los nichos 
ecológicos de las especies. Se consideraron los siguientes factores: sesgos en la ocurrencia 
de las especies (Anderson, 2012; Hijmans, 2012), los errores los datos ambientales 
(Fernández et al., 2013), la selección del algoritmo (Pearson et al., 2006) y la evaluación 
del modelo (Pearson et al., 2006; Anderson, 2012, 2013), principalmente los últimos tres. 
En el caso del sesgo en los registros de las especies solo se consideraron recomendaciones 
de otras revisiones (Phillips et al., 2009) para realizar los MNE, por lo que no se realizo un 
prueba de evaluación específica.  
En este trabajo fue posible generar información climática a alta resolución única 
para el país, así como los correspondientes modelos de incertidumbre los cuales podrán ser 
integrados en los futuros modelos de nichos ecológicos (Parra & Monahan, 2008; Rocchini 
et al., 2011; Metzger et al., 2013). El realizar interpolaciones a nivel regional permitió 
corregir con mayor confianza el error del modelo, en comparación a las interpolaciones a 
nivel global (Téllez-Valdés et al., 2011). Es por esto que a pesar de que existen superficies 
climatices generadas para todo el mundo (Hijmans et al., 2005), el desarrollo a nivel local o 
regional continua (Hong et al., 2005; McKenney et al., 2006; McVicar et al., 2007; Parra & 
Monahan, 2008; Gutiérrez-García, 2011). En el caso de México, la actualización de las 
superficies climáticas permitió evidenciar diferencias marcadas con los productos 
anteriores (Hijmans et al., 2005; Sáenz-Romero et al., 2009; Téllez-Valdés et al., 2011), 
pero ante todo identificar la distribución espacial del error en toda la cadena montañosa del 
país. Este error es más alto en las variables climáticas de precipitación, por lo que es 
necesario robustecer esta información con otras herramientas que controlen mejor la 
variación en la topografía. Una de estas opciones es utilizar imágenes satelitales.   
Para México, es la primera vez que se crean superficies climáticas a esta resolución 
temporal, las cuales son robustas y confiables (McKenney et al., 2011). Se espera que con 
esta información se logre fortalecer los análisis de nichos ecológicos y áreas de 
distribución, principalmente en el campo de la biología del cambio climático. Ya que 
permitirán contrastar cambio recientes (White & Kerr, 2006; Devictor et al., 2008; 
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Dobrowski et al., 2010) con modelos realizado para el futuro (Loarie et al., 2009; Ackerly 
et al., 2010; Veloz et al., 2012), así como evaluar las tasas de cambio de la biodiversidad 
(Parmesan & Yohe, 2003; Parmesan, 2006; Serra-Diaz et al., 2014) y si las especies han 
sido capaces de mantenerle el paso al cambio climático (Visser, 2008). Una reciente línea 
de investigación se ha centrado en el desarrollo de métodos para medir cómo las 
condiciones climáticas podrían desplazarse en el espacio durante un intervalo de tiempo 
determinado (Loarie et al., 2009; Ackerly et al., 2010; Serra-Diaz et al., 2014), teniendo en 
cuenta que cualquier supervivencia de las especies dependerá en parte de su capacidad para 
realizar un seguimiento de los cambios geográficos en condiciones climáticas adecuadas. 
A continuación se describen dos ejemplos sobre el uso de esta información en casos 
de modelado de nicho, para evaluar la ecología de un artrópodo invasor y el efecto sobre 
los MNE al usar variables climáticas generadas con dos métodos de interpolación diferente. 
En el primer caso, se creía que la distribución de Halotydeus destructor estaba limitada por 
condiciones climáticas del área nativa, pero utilizando datos históricos y actuales de clima y 
de la presencia de la especie, se logro evidenciar que H. destructor ha sufrido un cambio en 
su distribución a zonas más calientes y secas que las condiciones climáticas de su rango 
nativo. Lo que permite identificar la capacidad invasiva de la especie, dado el cambio 
reciente de su distribución (Hill et al., 2011). Por otra parte, Parra y Monahan (2008), 
evaluaron la sensibilidad de las proyecciones de los modelos de nichos al usar 
reconstrucciones climáticas del siglo 20 generadas con dos métodos de interpolación: 
ANUSPLIN y PRISM. Recomiendan usar más de una reconstrucción climática, e 
incorporar superficies de error que ayuden a identificar las zonas con mayor incertidumbre. 
Este tipo de información tiene un potencial enorme, por lo que se espera que sea 
considerado por los tomadores de decisiones del país. 
El campo del modelado de nichos ecológicos es relativamente joven. Los avances 
que se han hecho han sido gracias a la colaboración de diferentes investigadores alrededor 
del mundo (Peterson et al., 2011a; Peterson & Soberón, 2012), que han logrado evidenciar 
la fortaleza que existe en las herramientas que se utilizan para estimar los nichos. No 
obstante, al ser un área reciente aun existen muchos factores (Duputié et al., 2014; 
Gutiérrez et al., 2014; Hefley et al., 2014; Meller et al., 2014; Radosavljevic & Anderson, 
2014; Varela et al., 2014) que requieren ser mejorados para así obtener modelos más 
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confiables. Anteriormente, se utilizaban muchas herramientas sin comprender el 
funcionamiento de estas o sin considerar las variaciones que podrían resultar al usar 
diferentes herramientas para estimar lo mismo. Una de las fortalezas de este campo es que 
este tipo de factores están siendo considerados (Araújo & New, 2007; Veloz, 2009; Warren 
et al., 2013; Radosavljevic & Anderson, 2014), y que se ha tratado de comprender mejor 
como funcionan y que implicaciones pueden tener en la pregunta de investigación (Diniz-
Filho et al., 2009; Elith et al., 2010; Veloz et al., 2012).  
Los MNE representan el marco más plausible para generar predicciones del destino 
de la biodiversidad en un período de rápido cambio ambiental. Los cambios observados en 
la distribución de especies brindan valiosas oportunidades para poner a prueba sus 
predicciones. Por ejemplo, aunque se utilizaron pocas especies, se eligieron aquellas que 
representaran diferentes condiciones climáticas del país, es decir especies de zonas áridas, 
templadas y tropicales. Por lo que se pudo observar que las diferencias entre las especies 
también genero variabilidad en la transferibilidad temporal, como se reporta para diferentes 
grupos taxonómicos de Gran Bretaña (Rapacciuolo et al., 2012). Para aquellas especies en 
las que la totalidad de su distribución no se encontraba representada dentro de las variables 
climáticas (ej. Cyanocorax yucatanicus y Icterus prosthemelas) la tasa de éxito de la 
clasificación de las presencias baja, lo que indica que al no incluir todas las condiciones de 
la especie se puede esta sobre-estimando los cambios en los rangos de estas especies, por lo 
tanto en análisis hacia el futuro también se puede sobre-estimar la tasas de extinción 
(Barbet-Massin et al., 2010). Por lo tanto sugieren que una prioridad en el campo del 
modelado de nichos ecológicos es incluir la capacidad de dispersión (Peterson et al., 2011a; 
Travis et al., 2013) e interacciones con otras especies (Gutiérrez et al., 2014), 










CONCLUSIÓN GENERAL  
 
Predecir las posibles implicaciones que tendrán nuestras acciones en la 
biodiversidad siempre será prioritario y relevante, es por esto los MNE han tenido tanto 
éxito en el área del cambio climático. Sin embargo, el diseño y ejecución de estos análisis 
esto representa un gran reto. El propósito final de este trabajo fue informar a la comunidad 
que esta tarea no es fácil y que depende de muchos supuestos que aun merecen bastante 
intención. Entre estos, la elección del algoritmo, la cual siempre va a tener una fuerte 
influencia en la variación de los MNE, por lo tanto también en las decisiones que se tomen 
basados en sus resultados. Aunque la elección de un algoritmo en particular tenga que ver 
con varios aspectos, como el tipo de datos de especies que se tengan (solo presencias o 
presencias y ausencias), la cantidad de registros, etc., a partir de los resultados de este 
trabajo es posible reconocer que no existe un mejor algoritmo. Ya que aunque algunos 
algoritmos fueron más consistentes que otros, ninguno fue excelente en todos los casos, 
aunque alguno, como random forest, fallo en la mayoría de los casos. Se recomienda 
siempre utilizar más de uno para la estimación de los nichos, y reportar tanto los resultados 
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