The ability to process, understand and interact in natural language carries high importance for building a Intelligent system, as it will greatly affect the way of communicating with the system. Deep Neural Networks (DNNs) have achieved excellent performance for many of machine learning problems and are widely accepted for applications in the field of computer vision and supervised learning. Although DNNs work well with availability of large labeled training set, it cannot be used to map complex structures like sentences end-to-end. Existing approaches for conversational modeling are domain specific and require handcrafted rules. This paper proposes a simple approach based on use of neural networks' recently proposed sequence to sequence framework. The proposed model generates reply by predicting sentence using chained probability for given sentence(s) in conversation. This model is trained end-to-end on large data set. Proposed approach uses Attention to focus text generation on intent of conversation as well as beam search to generate optimum output with some diversity.Primary findings show that model shows common sense reasoning on movie transcript data set.
INTRODUCTION
Natural language is preferred as medium for communication among humans, making Natural language Understanding an important ability for the intelligent systems to have. The ability to comprehend and communicate in natural language is an important milestone in the advancement of Artificial intelligence. It will enable users to interact with the system more naturally rather than having them go through option based User Interface which is rather very robotic. An intelligent system with ability to comprehend and generate context aware responses can provide solution to complex problem like customer care. Natural Language Processing and Deep Learning plays important role in building such system which show intelligence. Machines are far more efficient at repetitive tasks than humans as they can perform same task again and again producing same results every time, allowing use of machines for such tasks to get better accuracy, consistency and scaling.
In recent years, availability of hardware with high computational power and software that can take advantage of such computational power implementation of the computation intensive solutions have become possible. Allowing researchers to explore application of neural networks for more complex tasks like text generation. Deep Neural Networks (DNNs) are powerful models which have already achieved good performance for different machine learning tasks like speech recognition, image captioning, image classification, text classification, etc.
Advances in field of machine learning with deep learning and neural networks have led to remarkable progress towards solutions for many complex learning tasks such as speech recognition, computer vision, and language processing. Recent advances in deep learning shows that neural networks are much more capable than just classification and can be used for mapping complex structures such as sentences. An good example of this ability is the sequence-to-sequence framework [1] seq-2-seq [1] illustrated ability of multi-layer LSTM RNN to achieve good performance on Machine Translation tasks.
Article also shows that reversing the input sequences yields in better representations of the dependencies in input sequence and expected output sequence as well as better mapping of source symbols to target symbols. Proposed approach produces good BLEU scores by itself and state-of-art results when coupled with other baseline systems. end-to-end [11] proposes a recurrent memorybased model with multi-hops and trains the same with standard gradient descent. Author then evaluates the model for question-answer task. Model attends to sequences in timely fashion by considering next relevant piece of information at each time step. Though the model outperforms the baseline unsupervised approaches, it is far inferior than supervised approach.
NMT-joint-align-translate [12] proposed a novel "attention" mechanism for improvements in standard sequence-to-sequence models. Since not all information can be encoded in a single vector, author proposes an approach to overcomes this by introducing an attention vector based on weighted sum of the input hidden states. Then the attention weights are learned along with rest of the weights and biases in the network.
Approach proposed in article enables model to focus on more important part of input sequence to generate output sequence. attention-MT[8] evaluates effect of various attention mechanisms for task of Machine Translation. The author proposes "global" and "local" attention models where attending over all source words and subset of source words respectively. batch-norm [13] proposed a technique to normalize unit activation and unit variance within network. Author shows that Batch Normalization leads to faster traiing and better accuracy for convolutional networks. It also reduces the need of dropout.
attentn-sent-summary [7] Extends sequenceto-sequence model for task of abstracting sentences summarization.
Neural attention is added for soft alignment.
neural-convmodel[2] applies sequence-to-sequence model for modeling conversations instead of Machine translation like in base paper. The proposed approach exploits the ability of RNNs to map compelx structures for purpose of modeling conversations. Author then trains model on ITHelpdesk and Open Subtitles dataset.
show-attend-tell[6] tries to improve image captioning by allowing decoder to focus on specific part of image than entire image and finds correspondence between words and image patches. The RNN uses underlying CNN outputs as input to map objects in image patch with captions in knowledge base.
char-CNN-txtclassify [14] evaluated deep Convolutional Neural Network (CNN) on large-scale text classification using one-hot encoding to achieve competitive performance.
char-decode-no-explicit-segmentn [15] illustrates LSTM model, the model unlike baseline LSTM model models makes use of per word characterlevel CNN outputs and highway layer. Since word embedding are completely avoided the resulting model has significantly fewer parameters while achieving better performance. char-aware-LM[?] evaluates use of character-level decoder in Natural Machine Translation, also proposes a bi-scale architecture with slow and fast layers in decoder. Both biscale and base character-level decoder models perform better than word-level models at Machine Translation. char-MT-nosegmentn [17] proposed a character-level Neural Machine Translation model. Unlike other RNN based encoder decoder models for NMT, this model uses CNN with max-pooling for encoder while using highway layer to reduce size of source representation. Standard RNN is used as decoder.
CLSTM [18] proposes a Contextual LSTM (CLSTM) model which makes use of both the input word and context vector to predict next word. This model performs better at selecting next sentence and predicting next topic than the baseline models for same tasks. hierarchymulti-RNN [19] proposed a new hierarchical RNN which learns both temporal and hierarchical representations without prior knowledge of structure or timescale of hierarchy. To achieve this binary boundary detectors are used at each layer which control propagation of information between neighboring layers. Proposed approach makes use of sequence-tosequence framework [1] . The model is based on Recurrent Neural Network(RNN) which reads input at one token at a time while generating output at one token at time. To speedup training and obtaining better accuracy the true output sequence is fed to decoder for training and learning happens by back propagation. The model is trained to maximize cross-entropy of correct sentence.
MODEL
During inference greedy approach is used, where instead of true output sequence the output generated in previous step is fed to decoder as next token. Less greedy approach in form of Beam-Search is used to provide better output by taking into consideration multiple output paths instead of going with local maximum at each step like in greedy approach of vanilla decoder.
The Seq2Seq framework relies on the encoderdecoder paradigm. The encoder encodes the input sequence, while the decoder produces the target sequence. For example, consider dialogue pair is "ABC", "WXYZ". Then neural network can be used to map "ABC" to "WXYZ" as shown in figure
Encoder
Each word from input sequence is associated to a vector w ∈ R d . Then, this sequence of vectors are processed by LSTM layer and last hidden state of LSTM is passed to the decoder network for further processing. This last hidden state outputs are known as final state and provide encoder representation of input vector.
Decoder
The encoded vector representation of input sequence e is used by the decoder network to generate output sequence word by word. Last hidden state of encoder e along with start of sentence indicator are given as input to decoder. Decoder LSTM computes next hidden state h0 ∈ R h . Then a function g is applied so that s0 := g(h0) ∈ R V is vector of same size as vocabulary. Then, apply Softmax to normalize it into vector of probabilities p0 ∈ R V . Each entry in p measures likelihood of each word in vocabulary being output token.
as proved in [1] . Decoding stops when end of statement token is generated.
Fig. 1. High level diagram of generator model
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EXPERIMENTS

Data Set
The experiments are performed on cornell movie transcript dataset [20] and amazon product data [21] . The dataset contains 220,579
conversational exchanges between 10,292 pairs of movie characters. The dataset contains about 57K words, including boundary markers. All sentences are shuffled, duplicates removed, 40k words with highest frequency are chosen while all remaining are replaced with <UNK>token indicating that the word is out of vocabulary.
Model Setup
Perplexity is used as measure for analyzing model performance, which is the average per-word log-probability on holdout dataset: e
We compute perplexity by summing over all the words including the end of sentence token.
Cornell movie transcript dataset with vocabulary size of 40000 without any pre-processing and cleaning.
The sentences are shuffled and are given as input to mdoel, start and end of statement is indicated with <SOS>and <EOS>tokens. For training maximum word length is set to 50.
Training Procedure
Using the predicted token as input to then next step during training increases errors as errors would accumulate over time-steps taken to generate output. This makes training slow if not impossible. To speed-up training as well as increase accuracy of model trained the actual output sequence is fed to the decoder LSTM while training while using the generated token for next step of decoding for inference.
The model is trained till convergence with ADAM optimizer using learning rate of 0.001 with learning rate decay of 0.999 and decay step size of 1000. Batch size of 32 is used while using 2 bidirectional LSTM layers with residual connections while using network size of 512. For decoding beam width is set to 30.
Model Evaluation
Perplexity : it is the average per-word logprobability on holdout dataset. Perplexity is computed by summing over all the words including the end of sentence token. 
BLEU : It analyzes the co-occurrences of n-grams in the ground truth and the proposed responses. It first computes an n-gram precision for the whole dataset.
where k indexes all possible n-grams of length n and h(k, r) is the number of n-grams k in r.
To avoid the drawbacks of using a precision score, namely that it favours shorter (candidate) sentences, the authors introduce a brevity penalty [24] .
(4.4) where βn is a weighting that is usually uniform, and b is the brevity penalty.
RESULTS AND DISCU-SSION
The proposed model is trained on aforementioned data-sets and is evaluated using test perplexity and training loss. During training process the learning of model can be validated through performance metrics like loss and perplexity. Performance metrics for proposed work are illustrated in figure , and . The model achieves acceptable test perplexity score as well as BLEU score on test dataset.
Perplexity on test dataset after 140k steps of training is between 90-115 and BLEU score is between 0.7 to 0.9 at same training steps. Though, the perplexity score is little higher than the baseline models for translation proposed model is able to generate acceptable responses at with same checkpoint. This clearly indicates that perplexity and BLEU can be used to evaluate text generation models that solve problem of machine translation same cannot be said for the evaluation of models performing text generation in same language. It is also observed that sometimes, model performs better on checkpoints resulting higher perplexity score than those at lower perplexity score.
FUTURE ENHANCE-MENTS
Proposed approach shows promising results when the inputs given stick to the context, but when intent on conversation changes too rapidly or is out of context which the system can handle the performance degrades. This problem occurs due to absence of flow control mechanism and by providing a action controller kind of mechanism to the system by means of some natural language understanding ability this problem can be better handled.
The performance of system is evaluated on basis of metrics like BLEU and perplexity, but this metrics do not have any context awareness while the system is built for context aware text generation. Since the evaluation metrics do not consider the performance of model based on the words solely rather than the meaning, the numbers indicated by these metrics not necessarily indicate true performance of system. It would be good to evaluate this system with an evaluation parameter which can account for the cohesiveness and meaningfulness of the generated responses with respect to actual input provided.
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