Abstract-Let ( ) be a finite-state continuous-time Markov chain with generator = ( ) and state space = . . . , where for are distinct real numbers. When the state-space and the generator are known a priori, the best estimator of ( ) (in terms of mean square error) under noisy observation is the classical Wonham filter. This note addresses the estimation issue when values of the state-space or values of the generator are unknown a priori. In each case, we propose a (suboptimal) filter and prove its convergence to the desired Wonham filter under simple conditions. Moreover, we obtain the rate of convergence using both the mean square and the higher moment error bounds.
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I. INTRODUCTION
Given a probability space (; F;P) and t 2 [0; T] for some T > 0. Assume that the Markov process (t) is observed with the observation process y(t) such that dy(t) = (t)dt + (t)dw(t) y(0) = 0 w:p: 1 (3) where w( 1 ) is a standard one-dimensional Brownian motion that is independent of (t), and that ( 1 ) : 7 ! , with (t) c for all t 2 [0; T] and some c > 0, is a continuously differentiable function.
Note that (3) indicates that the basic observation model has the form of "signal plus noise," and that the distribution of y(t) is non-Gaussian but is a Gaussian mixture due to the jump processes (t). priori and fixed, the Wonham filter [9] provides the optimal filter in the sense of mean square error. It was the first finite-dimensional filter for non-Gaussian processes, and remains as one of the very few known finite-dimensional filters to-date. (The first rigorous development of nonlinear filters for diffusion-type processes was [5] . For a more detailed treatment of filtering problems, see [7, Vols. 1, 2] ; for a more recent reference on filtering, see [2] ; for the use of Wonham filter in adaptive control and estimation, see [1] and references therein; for the use of Clark's transformation, see [8] ; for some recent references on filtering and estimation, see [10] and [12] . It is natural to take a step further and consider the estimation problem when there are additional uncertainties in the value of the state space prove that these suboptimal filters converge to the desired Wonham filter under simple ergodicity conditions. We also evaluate the accuracy of the approximations and derive the approximation error bounds.
These bounds, including both mean square (or L 2 bounds) as well as bounds based on higher moments, provide results on the rate of convergence and enable one to assess the quality of the approximations. The rest of the note is organized as follows. Section II contains the main results. Proofs of the main theorems are in Section III. Section IV concludes the note with some remarks. It was proved in [9] that this conditional density satisfies the following system of stochastic differential equations: dp i (t) = . . .
II. MAIN RESULTS

A. Wonham Filter
Then the Wonham filter can be rewritten as shown in (5) at the bottom of the page.
B. Approximate Wonham Filter Using fẑ n g
Now, let us assume that z i 's are not available, and that only their noise corrupted measurements or observations or distributional information are at our disposal. We assume further that (q ij ) remains unchanged and known a priori.
In particular, we assume that a sequence of observations of the form z n = (ẑ 1 n ; . . . ;ẑ m n ) 0 2 m21 such that Eẑ n = z can be obtained. For example,ẑ n = z+ n , where f n gisasequenceof m -valued zero mean observation noise satisfying appropriate conditions. This essentially means that although the information about states of the Markov chain is inaccurate, one can repeat many experiments to get samples of the states. For instance, such a sequence may be obtained by simulation using Markov chain Monte Carlo (MCMC). Based on this assumption, we proceed to construct the approximate filter. First, define z n = 1 n n j=1ẑ j : (6) Then in lieu of (5), we have a sequence of approximations p n (t) given by (7) , as shown at the bottom of the page, where
Since fpn(t)g is a sequence of approximations of the posterior density p(t), we may appropriately normalize it to ensure its boundedness [9] . Define e n (t) = p n (t) 0 p(t):
Then, e n (t) satisfies
To obtain the desired limit result, we impose the following conditions. A1) fẑ n g is a stationary ergodic sequence that satisfies Eẑ n = z and is uniformly bounded. The sequence fẑ n gis independent of the Markov chain ( 1 ) and the Brownian motion w( 1 ). Remark 1: The uniform boundedness of the sequence fẑ n g is not a restriction since one may use, for example, truncated normal random distributions. Although no independence is assumed for the sequence fẑ n g, in simulation one often uses i.i.d. sequences for simplicity. Ergodicity implies that zn ! z w.p.l. The conditions cover a large class of processes. Examples of interests include the case when fẑ n g is a stationary -mixing sequence, which in turn is ergodic (see [4, pp.
488-489]). That is,
zn ! z w.p.l.
Theorem 2:
Under assumption A1), sup 0tT Eje n (t)j 2 ! 0 as n ! 1.
It is well known that convergence in L2 implies convergence in probability. Thus, the following is immediate.
Corollary 3:
Under assumption A1), for any > 0; limn!1 P (jen(t)j ) = 0. Next, define e n (t) = n e n (t) for any 0 < 1=2. Then, the following estimates hold.
Theorem 4:
Under assumption A1), as n ! 1
In this, o(1) means that Eje n (t)j Now, we assume uncertainty in (q ij ) with its sequence of noise corrupted observationsQn = (q ij n ) 2 m2m . As in the previous section, the approximate filter can be built accordingly by defining
and by redefining a sequence of approximations p n (t) with (11), as shown at the bottom of the next page, where n(t) = hpn(t);zi An(t) = diag(z 1 0 n(t); . . . ; z m 0 n(t)): dp(t) = p(t)Qdt 0 02 (t) (t)p(t)A(t)dt + 02 (t)p(t)A(t)dy(t) p(0) = p 0 (5) dp n (t) = p n (t)Qdt 0 02 (t) n (t)p n (t)A n (t)dt + 02 (t)p n (t)A n (t)dy(t) pn(0) = p0 
A2) fQ n g is a stationary ergodic sequence such that it is uniformly bounded, EQ n = Q, and fQ n g is independent of the Markov chain ( 1 ) and the Brownian motion w( 1 ).
In a similar fashion, we can derive the following results.
Theorem 6: Assume A2). Then, sup 0iT Eje n (t)j 2 ! 0 as n ! 1. It asserts that the convergence speed is of the order n 1=2 . For any < 1=2, a trivial limit is obtained. Note that the convergence is in the sense of mean square convergence. Thus, Theorems 4 and 8 tell us how the mean square error depends on the size of the sample. Finally, the same techniques can be used to build Wonham filters using both fẑng and fQng. Formally, the approximate filters so designed have the same form as (11) . Assuming Al) and A2), and the independence of fẑng and fQng, then the conclusions of Theorem 8 continue to hold.
III. PROOFS
This section presents the proofs of results. Since the proof of Theorem 4 uses similar techniques as that of Theorem 5, in order not to dwell on it, the proof of Theorem 5 proceeds that of Theorem 4.
A. Notation
Throughout the rest of this note, we use the notation K; K T ; K T;`t o denote some generic positive constants, in which the subscripts highlight their dependence on the indicated quantities. These constants are generic in the sense their values may be different for different usage.
That is, the convention K + K = K and KK = K is used. Before going through the proofs, here are some basic inequalities used throughout. The lemma follows.
B. Review of Some Inequalities
Lemma 11 (Gronwall's Inequality):
Let u(t) and g(t) be nonnegative continuous functions on Lemma 12: For any real numbers J1; J2; J3; J4; J5, and r 1 jJ 1 +J 2 +J 3 +J 4 +J 5 j r K r (jJ 1 j r +jJ 2 j r +jJ 3 j r +jJ 4 j r +jJ 5 j r )
where K r is a positive constant depending on r.
Proof: This is obtained via repeated applications of the following inequality: For any real numbers a; b, and r 1; ja + bj r 2 r01 (jaj r + jbj r ).
C. Proof of Theorem 2
Writing (8) dpn(t) = pn(t) Qndt 0 02 (t) n(t)pn(t)An(t)dt + 02 (t)pn(t)An(t)dy(t) p n (0) = p 0 The desired result then follows. 5 1 An application of the Gronwall's inequality yields that E je n (t)j 
D. Proof of Theorem
IV. FURTHER REMARKS
An approximation algorithm has been developed in this work. For simplicity, it was setup as a scalar problem. Extensions to vector-valued problems are straightforward. For example, one may consider the observation of the form dy(t) = g((t))dt + (t)dw(t); y(0) = 0 w Another interesting problem is to construct approximation of Wonham filter based on observations taken at discrete time and/or by noisy observation of the underlying system instead of the noisy observation of the unknown system parameters. For a recent paper on this direction, the reader is referred to [11] .
