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ON THE CONTROLLABILITY AND STABILIZATION OF THE
LINEARIZED BENJAMIN EQUATION ON A PERIODIC DOMAIN
MAHENDRA PANTHEE & FRANCISCO J. VIELMA LEAL
Abstract. In this work we study the controllability and stabilization of the linearized Ben-
jamin equation which models the unidirectional propagation of long waves in a two-fluid
system where the lower fluid with greater density is infinitely deep and the interface is sub-
ject to capillarity. We show that the linearized Benjamin equation with periodic boundary
conditions is exactly controllable and exponentially stabilizable with any given decay rate in
Hsp(T) with s ≥ 0.
1. Introduction
We consider the Benjamin equation,
(1.1) ∂tu− αH∂2xu− ∂3xu+ ∂xu2 = 0, x ∈ R, t ∈ R,
where u = u(x, t) denotes a real-valued function of two real variables x and t, α is a positive
real number, and H denotes the Hilbert transform defined by
(1.2) H(f)(x) = 1
pi
p.v.
∫
f(x− y)
y
dy.
The Benjamin equation (1.1) is an integro-differential equation that serves as a generic
model for unidirectional propagations of long waves in a two-fluid system where the lower
fluid with greater density is infinitely deep and the interface is subject to capillarity. It was
derived by Benjamin [6] to study gravity-capillarity surface waves of solitary type in deep
water. He also showed that solutions of the equation (1.1) satisfy the conserved quantities,
I1(u) =
1
2
∫
R
u2(x, t) dx,
and
I2(u) =
∫
R
[
1
2
(∂xu)
2(x, t)− α
2
u(x, t)H∂xu(x, t)− 1
3
u3(x, t)
]
dx.
Several works have been devoted to study the existence, stability and asymptotic properties
of solitary waves solutions of (1.1), see for instance [1, 2, 6, 8]. The well-posedness of
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the initial value problem (IVP) associated to the Benjamin equation on Hs(R) has been
intensively studied for many years, see [17, 9, 35, 23]. The best known global well-posedness
result in L2(R) is due to Linares [23]. There are further improvements of this result, viz.,
local well-posedness in Hs(R) for s ≥ −34 [9].
The Benjamin equation posed on a periodic spatial domain T := R/(2piZ) is also widely
studied in the literature. Linares [23] proved global well-posedness in L2(T), and Shi and
Junfeng [35] proved local well-posedness in Hs(T) for s ≥ −12 .
In this work, we interested in considering the linearized Benjamin equation posed on a
periodic domain,
(1.3) ∂tu− αH∂2xu− ∂3xu = 0, x ∈ T, t ∈ R,
and study controllability and stabilization. More precisely, we are interested in the following
two problems.
Exact control problem: Given an initial state u0 and a terminal state u1 in a certain space
with [u0] = [u1], can one find an appropriate control input f so that the equation
(1.4) ∂tu− αH∂2xu− ∂3xu = f(x, t), x ∈ T, t ∈ R,
admits a solution u such that u(x, 0) = u0(x) and u(x, T ) = u1(x) for all x ∈ T and any
final time T > 0?
Stabilization Problem: Given u0 in a certain space. Can one find a feedback control law:
f = Ku so that the resulting closed-loop system
(1.5) ∂tu− αH∂2xu− ∂3xu = Ku, u(x, 0) = u0, x ∈ T, t ∈ R+
is asymptotically stable as t→∞?
Control and stabilization of the dispersive equations has been widely studied in the lit-
erature. In particular, for the Korteweg-de Vries (KdV) equation, the study of control and
stabilization problems can be found in [19, 33, 37, 32, 28, 11, 24, 29]. Also, the Benjamin-Ono
(BO) equation has called the attention in the last decade (see [21, 20, 22] and the references
therein). The Benjamin equation displays both a third order local term ∂3xu as in the KdV
equation, and a second order nonlocal term αH∂2xu as in the BO equation. So, it is natural
to analyse the Benjamin equation from the control and stabilization point of view and check
whether it behaves in the similar way as the KdV and the BO equations.
Inspired by the recent works of Linares and Ortega [21], Russell and Zhang [33], and
Laurent, Rosier, and Zhang [19] who respectively studied the controllability and stabilization
of the linearized BO equation and the KdV equation on a periodic domain, we have obtained
similar results for the linearized Benjamin equation as well. Different nature of eigenvalues for
the associated operator creates an obstacle in our case which we overcome using a generalized
Ingham’s inequality (see Remarks 1.2 and 1.3 below).
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Initially, we consider the initial value problem (IVP) associated to equation (1.3) in the
periodic setting,
(1.6)
{
∂tu− αH∂2xu− ∂3xu = 0, t ∈ R, x ∈ T
u(x, 0) = u0(x), x ∈ T,
with initial data u0(x) in an adequate space. As in the real setting, with appropriate boundary
conditions the equation (1.6) admits the following conserved quantity∫ 2pi
0
u(x, t) dx =
∫ 2pi
0
u0(x) dx.
The IVP associated to equation (1.4) in the periodic settings, can be written as
(1.7)
{
∂tu− αH∂2xu− ∂3xu = f(x, t), t ∈ (0, T ), x ∈ T
u(x, 0) = u0(x), x ∈ T,
with initial data u0 in an adequate space. The solution u of system (1.7) satisfies
d
dt
[∫ 2pi
0
u(x, t) dx
]
=
∫ 2pi
0
f(x, t) dx.
So, the mass in the control system (1.7) is indeed conserved if we demand the function f
to satisfy
(1.8)
∫ 2pi
0
f(x, t) dx = 0.
In this work, the control function f in (1.4) is allowed to act on only a small subset of the
domain T, i.e., f is considered to be supported in a given open set ω ⊂ T. This situation
includes more cases of practical interest and is therefore more relevant in general. With these
considerations, we consider g(x) as a real non-negative smooth function defined on T such
that
(1.9) 2pi[g] :=
∫ 2pi
0
g(x) dx = 1,
where [g] represents the mean value of the function g over the interval (0, 2pi). We assume
supp g = ω ⊂ T, where ω = {x ∈ T : g(x) > 0} is an open interval. We will restrict our
attention to control functions of the form
(1.10) f(x, t) = G(h)(x, t) := g(x)
[
h(x, t)−
∫ 2pi
0
g(y)h(y, t) dy
]
, ∀x ∈ T, t ∈ [0, T ],
where h is a function defined in T × [0, T ]. Thus, h ≡ h(x, t) can be considered as a new
control function. Moreover, for each t ∈ [0, T ] we have that (1.8) is satisfied.
Now we state the main results of this work which provide affirmative answers to the both
questions posed above. The first main result deals with the controllability and reads as
follows.
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Theorem 1.1. Let s ≥ 0, α > 0, and T > 0 be given. Then for each u0, u1 ∈ Hsp(T)
with [u0] = [u1], there exists a function h ∈ L2([0, T ];Hsp(T)) such that the unique solution
u ∈ C([0, T ];Hsp(T)) of the non homogeneous system (1.7) with f(x, t) = G(h)(x, t) satisfies
u(x, T ) = u1(x), x ∈ T. Moreover, there exists a positive constant ν ≡ ν(s, g, T ) > 0 such
that
‖h‖L2([0,T ];Hsp(0,2pi)) ≤ ν (‖u0‖Hsp(0,2pi) + ‖u1‖Hsp(0,2pi)).
Remark 1.2. The difficulty in the proof of Theorem 1.1 comes from the fact that the sequence
of eigenvalues associated to the Benjamin equation is not increasing, contrary to the case of
the KdV and Benjamin-Ono equations (see Figure 1 below). The increasing property of the
eigenvalues is a necessary condition to apply the Ingham’s Theorem (see Theorem 2.11). Due
to this reason, we followed an approach implemented by Micu, Ortega, Rosier and Zhang in
[25] and used a generalized form of the Ingham’s inequality.
Figure 1. Eigenvalues
Remark 1.3. Theorem 1.1 is strong from the point of view that we do not make restrictions
neither on the eigenvalues of the operator Aϕ = αH∂2xϕ + ∂
3
xϕ nor on the time T. It is
important to point out that the so called “asymptotic gap condition” (see condition iii) of
Remark 4.4 below) that holds for the eigenvalues associated to Benjamin equation was crucial
to obtain the exact controllability for any positive time T.
Regarding stabilization, we prove the following results.
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Theorem 1.4. Let α > 0, g as in (1.9), and s ≥ 0 be given. There exist positive constants
M = M(α, g, s) and γ = γ(g), such that for any u0 ∈ Hsp(T) the unique solution u ∈
C([0,∞);Hsp(T)) of the closed-loop system (1.5) with Ku = −GG∗u satisfies
‖u(·, t)− [u0]‖Hsp(T) ≤Me−γt‖u0 − [u0]‖Hsp(T), for all t ≥ 0.
Furthermore, using an observability inequality derived from the exact controllability result
we can prove that the exponential decay rate of the resulting closed-loop system (1.5) is as
large as one desires. This is stated in the following theorem.
Theorem 1.5. Let s ≥ 0, α > 0, λ > 0, and u0 ∈ Hsp(T) be given. There exists a bounded
linear operator Kλ from H
s
p(T) to Hsp(T) such that the unique solution u ∈ C([0,+∞), Hsp(T))
of the closed-loop system (1.5) with Ku = Kλu satisfies
‖u(·, t)− [u0]‖Hsp(T) ≤M e−λ t‖u0 − [u0]‖Hsp(T),
for all t ≥ 0, and some positive constant M = M(g, λ, α, s).
This theorem implies that for any given number λ > 0 we can design a linear feedback
control law such that the exponential decay rate of the resulting closed-loop system is λ.
The paper is organized as follows: In section 2 we list notations and a series of preliminary
results which are used throughout this work. In Section 3 we prove well-posedness results.
The main results regarding controllability and stabilization are respectively proved in Sections
4 and 5. Finally, in Section 6 some concluding remarks and future works are presented.
2. Preliminaries
In this section we introduce some definitions, notations, properties and results related with
Periodic Distributions, Sobolev spaces, and the Hilbert transform. We also introduce Riesz
basis, its properties and Ingham’s inequality.
We denote by C∞p (T) the space of all functions defined on T that are infinitely differentiable
and by Cp(T) the space of all functions defined on T that are continuous. We denote by D′(T)
the space of all periodic distributions which is the dual space of C∞p (T).
2.1. Sobolev Spaces of L2 type. Here we will introduce some definitions and results that
involve Sobolev spaces.
Definition 2.1. Let s ∈ R, the Sobolev space of order s on torus is defined by
Hsp(T) =
{
f ∈ D′(T) / ‖f‖2Hsp(T) := 2pi
∞∑
k=−∞
(1 + |k|2)s|f̂(k)|2 <∞
}
,
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where f̂(k) is the kth−Fourier coefficient of f given by
f̂(k) =
1
2pi
∫ 2pi
0
f(x)e−ikxdx, ∀ k ∈ Z.
For all s ∈ R, Hsp(T) is a Hilbert space with the inner product
(f , g)Hsp(T) = 2pi
∑
k∈Z
(1 + |k|2)sf̂(k) ĝ(k) <∞.
If s = 0 then H0p (T) is isometrically isomorphic to L2p(T). Moreover, given s, r ∈ R with s ≥ r
one has
Hsp(T) ↪→ Hrp(T)
and this immersion is dense. We define a Fourier’s orthonormal basis {ψk}k∈Z for L2p(T) by
(2.1) ψk(x) :=
eikx√
2pi
, ∀k ∈ Z, x ∈ T.
The following Remark recalls a characterization for Sobolev spaces.
Remark 2.2. For s ≥ 0, it is known that v ∈ Hsp(T) if and only if, for v(x) =
∑
k∈Z
vkψk(x)
we have that
∑
k∈Z
(1 + |k|)2s|vk|2 <∞.
2.2. The Hilbert transform (see [26, page 66]). Recall that the Hilbert transform H
defined by (1.2) can also be written as
(2.2) Ĥ(f)(k) = −i sgn(k)f̂(k), ∀k ∈ Z.
The Hilbert transform is an isometry in Hsp(T) (see [15, page 210]) and satisfies the following
properties.
Proposition 2.3 (The Hilbert Transform Properties). Assume f, g ∈ L2p(T), then
(2.3)
∫
T
f(x) g(x) dx =
∫
T
H(f)(x) H(g)(x) dx,
(2.4)
∫
T
f(x) H(g)(x) dx = −
∫
T
H(f)(x) g(x) dx,
(2.5) H (f · H(g) +H(f) · g) (y) = H(f)(y) · H(g)(y)− f(y) · g(y),
(2.6) H(f)(x) = −i
∑
k∈Z
sgn(k)f̂(k) eikx.
Proof. To prove (2.3) and (2.4), we use the Parseval’s identity. The proof of (2.5) can be
found in page 80 [26], and (2.6) is a direct consequense of (2.2). 
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2.3. Riesz basis. In this subsection we record some definitions and results related to Riesz
basis. Most of these can be found in Heil [13]. In what follows, J represents a countable set
of indices which could be finite or infinite.
Definition 2.4 ([13, page 21]). Let {xn}n∈J be a sequence in a normed linear space X. The
finite linear span, or simply the span of {xn}n∈J is the set of all finite linear combinations of
elements of {xn}n∈J
span {{xn}n∈J} =
{
N∑
n=−N
cnxn : for all N > 0 and c1, ..., cn ∈ F
}
.
We say that {xn}n∈J is complete in X if span {{xn}n∈J} = X
Definition 2.5. Let {xn}n∈J be a sequence in a Hilbert space X.
i) Riesz basis: {xn}n∈J is a Riesz basis if it is equivalent to some (and therefore every)
orthonormal basis for X.
ii) Bessel sequence: A sequence {xn}n∈J in a Hilbert space X is a Bessel sequence if
∀x ∈ X,
∑
n∈J
|〈x, xn〉|2 <∞.
Definition 2.6. Given a Banach space X and sequences {xn}n∈J ⊆ X and {an}n∈J ⊆ X∗,
we say that {an} is biorthogonal to {xn} if 〈xm, an〉 = δnm for every n,m ∈ J. We call {an}
a biorthogonal system or a dual system of {xn}.
Theorem 2.7 ([13, page 197]). Let {xn}n∈J be a sequence in a Hilbert space X. Then the
following statements are equivalent.
(1) {xn}n∈J is a Riesz basis for X.
(2) {xn}n∈J is a basis for X, and∑
n∈J
cnxn converges ⇔
∑
n∈J
|cn|2 converges.
(3) {xn}n∈J is complete in X and there exist constants A, B > 0 such that
for all c1, ..., cN scalars, A
N∑
n=1
|cn|2 ≤ ‖
N∑
n=1
cnxn‖2X ≤ B
N∑
n=1
|cn|2.
(4) {xn}n∈J is a complete Bessel sequence and possesses a biorthogonal system {yn}n∈J
that is also a complete Bessel sequence.
Definition 2.8. We say that a sequence {xn}n∈J in a Banach space X is minimal if no
vector xm lies in the closed span of the other vectors xn, it means,
∀m ∈ J, xm /∈ span{{xn}n∈J, n6=m}.
A sequence that is both minimal and complete is said to be exact.
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Lemma 2.9 ([13, page 155]). Let {xn}n∈J be a sequence in a Banach space X. Then
1. there exists {an}n∈J ⊆ X∗ biorthogonal to {xn}n∈J ⇔ {xn}n∈J is minimal.
2. there exists a unique {an}n∈J ⊆ X∗ biorthogonal to {xn}n∈J ⇔ {xn}n∈J is exact.
Theorem 2.10 ([13, page 171]). If {xn} is a basis for a reflexive Banach space X, then its
biorthogonal system {an} is a basis for X∗.
2.4. The Ingham’s inequality. Here we introduce the main tool to prove the controllability
result for the linearized Benjamin equation, viz; the Ingham’s inequality which is a gener-
alization of Parseval’s equality due to Ingham [14]. Further generalizations can be found in
Komornik and Loreti [16] or in Ball and Slemrod [4] and the references therein.
Theorem 2.11 ([14]). Let {λk}∞k=−∞ be a strictly increasing sequence of real numbers, and
I a bounded interval. Consider the sums of the form
f(t) =
∑
k∈Z
cke
iλkt, t ∈ I,
with square-summable complex coefficients ck. Assume that there exists γ > 0 such that the
“gap condition”
λn+1 − λn ≥ γ, ∀ n ∈ Z,
holds, then there exist constants A, B > 0, such that for every bounded interval I of length
|I| > 2piγ ,
A
∑
k∈Z
|ck|2 ≤
∫
I
|f(t)|2dt ≤ B
∑
k∈Z
|ck|2.
The following result is a generalization of Theorem 2.11, for details see Theorem 4.6 in [16,
page 67]
Theorem 2.12 ([16, page 67]). Let {λk}k∈J be a family of real numbers, satisfying the
uniform gap condition
γ = inf
k,n∈J
k 6=n
|λk − λn| > 0.
Set
γ′ = sup
S⊂J
inf
k,n∈J\S
k 6=n
|λk − λn| > 0,
where S rums over the finite subsets of J.
If I is a bounded interval of length |I| > 2piγ′ , then there exists positive constants A and B
such that
A
∑
k∈J
|ck|2 ≤
∫
I
|f(t)|2dt ≤ B
∑
k∈J
|ck|2,
for all functions given by the sum f(t) =
∑
k∈J
cke
iλkt with square-summable complex coefficients
ck.
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3. Well-posedness of the Linearized Benjamin equation
In this section we give some properties of the operator G defined in (1.10) and well-
posedness results for the IVPs (1.6) and (1.7).
3.1. Properties of the operator. We begin with following property of G which can be
found in [21] (Remark 2.1) and [25] (Lemma 2.20).
Proposition 3.1. Let s ∈ R. The operator G : L2 ([0, T ];Hsp(T)) → L2 ([0, T ];Hsp(T)) is
linear and bounded.
Proposition 3.2. The operator G : L2(T)→ L2(T) is linear, bounded and self-adjoint.
Proof. It is easy to see that G ∈ L(L2(T)). Moreover, there is a constant Cg depending only
on g (see (1.9)) such that
‖G(ϕ)‖L2(T) ≤ Cg‖ϕ‖L2(T).
We show that G is symmetric. Let h ∈ L2(T), thus
(G(h) , f)L2(T) =
∫ 2pi
0
g(x)h(x)f(x) dx−
∫ 2pi
0
g(x)f(x)
[∫ 2pi
0
g(y)h(y) dy
]
dx.
=
∫ 2pi
0
g(y)h(y)f(y) dy −
∫ 2pi
0
g(y)h(y)
[∫ 2pi
0
g(x)f(x) dx
]
dy
=
∫ 2pi
0
g(y)h(y)
[
f(y)−
∫ 2pi
0
g(x)f(x) dx
]
dy
=
∫ 2pi
0
h(y)G
(
f
)
(y) dy
= (h , G(f))L2(T).
This proves the proposition. 
3.2. Well-posedness. In this subsection, we establish global well-posedness for the linear
IVP (1.6) and well-posedness for the non homogeneous system (1.7) with f = G(h).
Proposition 3.3. Let α > 0 be given. The operator A : D(A) ⊆ L2(T)→ L2(T), defined by
Aϕ := αH∂2xϕ+ ∂3xϕ, generates a strongly continuous unitary group {U(t)}t∈R on L2(T).
Proof. Let ϕ,ψ ∈ D(A) = H3p (T). Using properties of the Hilbert transform we have
(3.1) H(∂xϕ)(x) = ∂xH(ϕ)(x) and H(∂2xϕ)(x) = ∂2xH(ϕ)(x), ∀x ∈ T,
and
(3.2) (Aϕ , ψ)L2(T) = −α
∫ 2pi
0
∂2xϕ(x)Hψ(x) dx+
∫ 2pi
0
∂3xϕ(x)ψ(x) dx.
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Using integration by parts with respect to x in (3.2) we get
(Aϕ,ψ)L2(T) = −
∫ 2pi
0
ϕ(x)[αH∂2xψ(x) + ∂3xψ(x)] dx
= −(ϕ , Aψ)L2(T).
This implies that A is skew-adjoint and in particular (Aϕ , ϕ)L2(T) = 0. Therefore, Theorem
3.2.3 in Cazenave-Haraux [7] implies that the operator A generates a strongly continuous
unitary group of isometries (contractions) {U(t)}t∈R on L2(T). 
As a consequence of this proposition and Theorem 3.2.3 in Cazenave-Haraux [7] we have
the following global well-posedness result for the IVP (1.6) in H3p (T).
Corollary 3.4. Let u0 ∈ H3p (T), then there exists a unique solution
u ∈ C(R, H3p (T)) ∩ C1(R, L2(T))
for the homogeneous system (1.6).
We can generalize the last Corollary to get solutions of the system (1.6) in Hsp(T) for all
s ∈ R. This, can be stated in a formal way as following.
Taking Fourier’s transform in the spatial variable, the IVP (1.6) is equivalent to the fol-
lowing ODE
(3.3)
{
∂tû(k) = ik
2 [α sgn(k)− k] û(k), t ∈ R,
û(k, 0) = û0(k),
for all k ∈ Z. The unique solution of (3.3) is given by
(3.4) û(t)(k) = eik
2[α sgn(k)−k]tû0(k), ∀k ∈ Z.
Taking inverse Fourier transform in (3.4), we get
(3.5) u(t) =
(
eik
2[α sgn(k)−k]tû0(k)
)∨
, ∀ t ∈ R.
It means that,
(3.6) u(x, t) =
∑
k∈Z
eik
2[α sgn(k)−k]tû0(k)eikx, ∀ t ∈ R,
is the unique solution for the IVP (1.6).
Now, in a rigorous way, define the family of operators U : R→ L(Hsp(T)) by
t→ U(t)ϕ := e(αH∂2x+∂3x)tϕ = (eik2[α sgn(k)−k]tϕ̂(k))∨.(3.7)
Note that, with this definition the relation (3.5) becomes u(t) = U(t)u0, t ∈ R, and we get
the following lemmas, whose proof can be obtained from classical results on the semigroup
theory (see for eg. Cazenave and Haraux [7], Pazy [27] or Iorio and Magalhes [15] for more
details).
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Lemma 3.5. Let s ∈ R. The family of operators {U(t)}t∈R given by (3.7) defines a strongly
continuous one-parameter unitary group of contractions on Hsp(T). Furthermore, U(t) is an
isometry for all t ∈ R.
Proof. Here we only show that lim
t→t0
‖U(t)f − U(t0)f‖Hsp(T) = 0, ∀ t0 ∈ R, and f ∈ Hsp(T). In
fact, assume t0 ∈ R, then
‖U(t)f − U(t0)f‖2Hsp(T) = 2pi
∑
k∈Z
(1 + |k|2)s
∣∣∣(eik2[α sgn(k)−k]t − eik2[α sgn(k)−k]t0)f̂(k)∣∣∣2 .
Note that (1 + |k|2)s
∣∣∣(eik2[α sgn(k)−k]t − eik2[α sgn(k)−k]t0)f̂(k)∣∣∣2 ≤ 4(1 + |k|2)s|f̂(k)|2, and∑
k∈Z
4(1 + |k|2)s|f̂(k)|2 ≤ 4‖f‖Hsp(T) <∞.
Thus, a direct application of Weierstrass’s M-test implies that the series∑
k∈Z
(1 + |k|2)s
∣∣∣(eik2[α Sgn(k)−k]t − eik2[α Sgn(k)−k]t0) f̂(k)∣∣∣2
converges absolutely and uniformly with respect to t. Therefore,
‖U(t)f − U(t0)f‖2Hsp(T) → 0, as t→ t0.

Lemma 3.6. Assume s ∈ R. If u(t) = U(t)u0, then
lim
h→0
∥∥∥∥u(t+ h)− u(t)h − [αH∂2x + ∂3x]u
∥∥∥∥
Hs−3p (T)
= 0,
uniformly with respect t ∈ R.
Next theorem is a direct consequence of Lemmas 3.5 and 3.6.
Theorem 3.7. Let s ∈ R and u0 ∈ Hsp(T), then there exists a unique solution u ∈ C(R, Hsp(T))
for the homogeneous IVP (1.6).
In the following, we are going to deal with the well-posedness of the non-homogeneous
system (1.7) with f = G(h) associated to the linearized Benjamin equation.
Lemma 3.8. Let 0 ≤ T < ∞, s ≥ 0, u0 ∈ Hsp(T), and h ∈ L2([0, T ];Hsp(T)). Then, there
exists a unique mild solution u ∈ C([0, T ], Hsp(T)) for the IVP (1.7) with f = G(h).
Proof. For h ∈ L2([0, T ];Hsp(T)), the Proposition 3.1 implies G(h) ∈ L2([0, T ];Hsp(T)). Thus,
G(h) ∈ L1([0, T ];Hsp(T)). We rewrite the IVP (1.7) with f = G(h) in its equivalent form,
u ∈ C([0, T ], Hsp(T))
∂tu = αH∂
2
xu+ ∂
3
xu+Gh(t) ∈ Hs−3p (T), t ∈ (0, T )
u(0) = u0,
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where the initial data u0 ∈ Hsp(T). From Corollary 2.2 and Definition 2.3 in Pazy [27], we
have that
u(t) = U(t)u0 +
∫ t
0
U(t− t′)Gh(t′)dt′
is the unique solution of (1.7) with f = G(h) for s ≥ 0, 0 ≤ t ≤ T <∞. 
4. Control of the linear Benjamin equation
In this section we prove an exact controllability result for the system (1.7) with f = G(h)
using the classical moment method, see [31]. Without loss of generality, one can consider
u0 = 0. In fact, for given u0, u1 ∈ Hsp(T) with [u0] = [u1], if h is the control which leads
the solution v of system (1.7) with f = G(h) from initial data v0 = 0 to the final state
u1 − U(T )u0, then v can be written as,
v(t) =
∫ t
0
U(t− s)Gh(s)ds.
So
u1 − U(T )u0 = v(T ) =
∫ T
0
U(T − s)Gh(s)ds.
Therefore,
u1 = U(T )u0 +
∫ T
0
U(T − s)Gh(s)ds = u(T ),
where u is the solution of system (1.7) with f = G(h) and initial data u0. It means that, the
control h leads the solution u of system (1.7) with f = G(h) from the initial state u0 to the
final state u1.
From this point onward we assume u0 = 0, so that [u1] = [u0] = 0. In consequence, we
have c0 = 0 whenever we write u1(x) =
∑
k∈Z
ck ψk(x) ∈ Hsp(T), with s ≥ 0, and ψk as in (2.1).
The next result is fundamental to get control for the linear system (1.7) with f = G(h).
Lemma 4.1. Let s ≥ 0, and T > 0 be given. Assume u1 ∈ Hsp(T) with [u1] = 0. Then, there
exists h ∈ L2([0, T ], Hsp(T)), such that the solution of the IVP (1.7) with f = G(h) and initial
data u0 = 0 satisfies u(T ) = u1 if and only if
(4.1)
∫ T
0
〈Gh(·, t), ϕ(·, t)〉Hsp×(Hsp)′ dt = 〈u1, ϕ0〉Hsp×(Hsp)′ ,
for any ϕ0 ∈ (Hsp(T))′, where (Hsp(T))′ is the dual space of Hsp(T), and ϕ is the solution of
the adjoint system
(4.2)
{
∂tϕ− αH∂2xϕ− ∂3xϕ = 0, t > 0, x ∈ T
ϕ(x, T ) = ϕ0(x), x ∈ T.
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Proof. (⇒) Let ϕ0 and h be smooth functions and ϕ be the solution of the adjoint system
(4.2) with final data ϕ0. Multiplying the equation in (1.7) by ϕ, integrating by parts, and
using the Hilbert transform proprieties in Proposition 2.3, we obtain
(4.3)
∫ T
0
∫ 2pi
0
Gh ϕ dx dt =
∫ 2pi
0
u(T ) ϕ(T ) dx−
∫ T
0
∫ 2pi
0
u
[
∂tϕ− α∂2xHϕ− ∂3xϕ
]
dx dt
=
∫ 2pi
0
u(T ) ϕ(T ) dx.
Therefore, ∫ T
0
∫ 2pi
0
Gh ϕ dx dt =
∫ 2pi
0
u1 ϕ0 dx.
Now, identifying L2(T) with its dual (see [12, page 254]) by means of the (conjugate linear)
map y → (·, y)L2(T), we have the following inclusion
Hsp(T) ↪→ L2(T) ≡ (L2(T))′ ↪→ (Hsp(T))′,
where the embedding is dense and continuous. Moreover, 〈φ, ϕ〉Hsp×(Hsp)′ = (φ, ϕ)L2(T), for all
φ, ϕ ∈ L2(T). Thus,∫ T
0
〈Gh(·, t), ϕ(·, t)〉Hsp×(Hsp)′ dt =
∫ T
0
(Gh(·, t), ϕ(·, t))L2(T) dt
=
∫ 2pi
0
u1 ϕ0 dx
= 〈u1, ϕ0〉Hsp×(Hsp)′ .
(⇐) Let h be a smooth function such that (4.1) holds for any smooth ϕ0 ∈ (Hsp(T))′. Identi-
fying L2(T) with its dual and using (4.3), we have∫ 2pi
0
u1 ϕ0 dx = 〈u1, ϕ0〉Hsp×(Hsp)′
=
∫ T
0
〈Gh(·, t), ϕ(·, t)〉Hsp×(Hsp)′ dt
=
∫ T
0
∫ 2pi
0
Gh ϕ dx dt
=
∫ 2pi
0
u(T ) ϕ(T ) dx
=
∫ 2pi
0
u(T ) ϕ0 dx.
(4.4)
Identity (4.3) implies that
∫ 2pi
0
[u(T )− u1] ϕ0 dx = 0, for all smooth function ϕ0. In con-
sequence u(T ) = u1. Thus, the lemma is true for all smooth data
In general case, we use density arguments to complete the proof. 
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The following result is a characterization for the existence of control to the system (1.7)
with f = G(h) and initial data u0 = 0.
Lemma 4.2. Let s ≥ 0, T > 0 be given, and ψk(x) as in (2.1). If
u1(x) =
∑
l∈Z
clψl(x) ∈ Hsp(T),
is a function such that [u1] = 0, then the system (1.7) with f = G(h) and initial data u0 = 0
is exactly controllable to u1, that is, u(x, T ) = u1(x), ∀x ∈ T, if an only if there exists
h ∈ L2([0, T ];Hsp(T)) such that
(4.5)
∫ T
0
∫
T
Gh(x, t) e−iλk(T−t)ψk(x) dx dt = ck, ∀ k ∈ Z,
where λk := k
3 − αk|k|.
Proof. (⇒) In view of Lemma 4.1, let us to consider the adjoint system
(4.6)
{
∂tϕ− αH∂2xϕ− ∂3xϕ = 0, t > 0, x ∈ T
ϕ(x, T ) = ϕ0(x), x ∈ T
and let k ∈ Z be fixed. Note that ψk ∈ (Hsp(T))′. So, we suppose ϕ0 = ψk. Then identity
(3.5) implies that
ϕ(x, t) = U(t− T )ϕ0(x)
= U(T − t)∗ϕ0(x)
=
(
e−il
2[α sgn(l)−l](T−t)ϕ̂0(l)
)∨
=
∑
l∈Z
e−il
2[α sgn(l)−l](T−t)ϕ̂0(l)eilx
=
∑
l∈Z
eiλl(T−t)ϕ̂0(l)eilx,
(4.7)
where λl = l
3 − αl |l|. Since
ψ̂k(l) =
{
1√
2pi
, if k = l
0, if k 6= l.
we obtain from (4.7) that
ϕ(x, t) = eiλk(T−t)ψk(x).
Now, using identity (4.1) one gets∫ T
0
∫
T
Gh(x, t) ϕ(x) dx dt−
∫
T
[∑
l∈Z
clψl(x)
]
ϕ0(x) dx = 0.
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Therefore,∫ T
0
∫
T
Gh(x, t) e−iλk(T−t)ψ−k(x) dx dt =
∫
T
[∑
l∈Z
clψl(x)
]
ψ−k(x) dx
=
∑
l∈Z
cl
∫
T
ψl(x) ψ−k(x) dx
= ck ∀k ∈ Z,
as required.
(⇐) Now, suppose that there exists h ∈ L2([0, T ];Hsp(T)) such that (4.5) holds. With similar
calculations as above, we obtain∫ T
0
∫
T
Gh(x, t) eiλk(T−t) ψk(x) dx dt−
∫ 2pi
0
u1 ψk dx = 0, ∀ ϕ0 = ψk, k ∈ Z.
Multiplying both sides of the last equality by ϕ̂0(k) and summing over k ∈ Z, we get∑
k∈Z
∫ T
0
∫
T
Gh(x, t) eiλk(T−t) ψk(x) ϕ̂0(k)dx dt =
∑
k∈Z
∫ 2pi
0
u1(x) ψk(x) ϕ̂0(k) dx.
Note that
ϕ(x, t) =
∑
k∈Z
eiλk(T−t)ϕ̂0(k)eikx
is the solution of the adjoint system (4.6) and ϕ0 ∈ C∞p (T) can be expressed as
ϕ0(x) =
∑
k∈Z
ϕ̂0(k) ψk(x),
where the series converge uniformly. Thus∫ T
0
∫
T
Gh(x, t) ϕ(x, t) dx dt−
∫ 2pi
0
u1 ϕ0 dx = 0, ∀ ϕ0 ∈ C∞p (T).
The result follows by using density arguments. 
Lemma 4.3. Let ψk(x) be as in (2.1), and
(4.8) mj,k = Ĝ(ψj)(k) =
∫ 2pi
0
G(ψj)(x)ψk(x) dx, j, k ∈ Z,
where G is as in (1.10). In addition, for any given finite sequence of nonzero integers kj,
j=1,2,3,....,n, let
Mn =

mk1,k1 · · · mk1,kn
mk2,k1 · · · mk2,kn
...
...
...
mkn,k1 · · · mkn,kn
 .
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Then
i) there exists a constant β > 0, depending only on g, such that
mk,k ≥ β, for any k ∈ Z− {0}.
ii) mj,0 = 0, for any j ∈ Z.
iii) Mn is an invertible n× n hermitian matrix.
iv) there exists δ > 0, depending only on g, such that
(4.9) δk = ‖G(ψk)‖2L2(T) > δ > 0, for all k ∈ Z− {0}.
Proof. The proof of items i), ii), and iii) can be found in [25, page 296]. The proof of iv) can
be found in [33, page 3650] (see also [21, page 213]). 
Remark 4.4. The sequence of eigenvalues {λk}k∈Z, with λk = k3 − αk|k|, satisfies the
following properties:
i) λ−k = −λk, for all k ∈ Z.
ii) lim
|k|→∞
|λk| =∞.
iii) lim
|k|→∞
|λk+1 − λk| =∞ (asymptotic gap condition).
iv) Observe that not all the eigenvalues of the sequence {λk}k∈Z are distint, it depends on
the value of α. For each k1 ∈ Z set I(k1) = {k ∈ Z : λk = λk1} and |I(k1)| = m(k1),
where |I(k1)| denotes the numbers of elements of I(k1). Then we have the following
properties for m(k1) :
a) m(k1) ≤ 3, for all k1 ∈ Z. This is a consequence of the fact that m(k1) is less or
equal to the number of integer roots of the equation f(x) := x3−αx|x| = β, where
β is an arbitrary real number, see the format of the curve in Figure 2 below.
b) If the sequence of eigenvalues tend to infinity, there exists k∗1 ∈ N such that
m(k1) = 1, for all |k1| > k∗1. This is a consequence of the fact that the function
x→ x3 − αx|x| is strictly increasing for |x| large enough.
v) If we count only the distinct eigenvalues, we obtain a sequence {λk}k∈I, where I ⊆ Z
has the property that λk1 6= λk2, for any k1, k2 ∈ I, with k1 6= k2.
vi) From part a) in iv) we infer that there are only finitely many integers in I, say, kj ,
j = 1, 2, 3, ..., n, such that one can find another integer k 6= kj with λk = λkj . Let
Ij := {k ∈ Z : k 6= kj , λk = λkj}, j = 1, 2, 3, ..., n.
Then
Z = I ∪ I1 ∪ I2 ∪ · · · ∪ In,
where the sets in the right are pairwise disjoint.
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Figure 2. Eigenvalues
vii) From part b) in iv), we infer that
γ := inf
k,n∈I
k 6=n
|λk − λn| = min
F
|λk − λn| > 0,(4.10)
where F :=
{
n, k ∈ I : k 6= n, and − 1− [3α2 ] ≤ k, n ≤ [3α2 ] + 1
}
, because
x→ x3 − αx|x| is increasing very fast for |x| > [3α2 ] + 1.
Now we provide proof of our main theorem regarding controllability of non-homogeneous
linear system (1.7) with f = G(h), stated in Theorem 1.1.
Proof of Theorem 1.1. As discussed above, it is enough to consider u0 = 0. We prove this
theorem in five steps.
Step 1. We show that the family {eiλkt}k∈I is a Riesz basis (see Definition 2.5) for the closed
span span{eiλkt : k ∈ I} =: H in L2([0, T ]), where the set of indices I was defined in part v)
of Remark 4.4.
In fact, since L2([0, T ]) is a reflexive separable Hilbert space so is H. It follows from
Definition 2.4 that the sequence {eiλkt}k∈I is complete in H. On the other hand, from item
iii) of Remark 4.4, the eigenvalues associated to the linearized Benjamin equation satisfy the
assymptotic gap condition which implies
γ′ = sup
S⊂I
inf
k,n∈I\S
k 6=n
|λk − λn| = +∞,
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where S rums over the finite subsets of I. Using Theorem 2.12 with γ defined by (4.10), we
obtain that there exist positive constants A and B, such that
(4.11) A
∑
n∈I
|bn|2 ≤
∫ T
0
|f(t)|2dt ≤ B
∑
n∈I
|bn|2,
for all functions of the form f(t) =
∑
n∈I
bne
iλnt, t ∈ [0, T ] with square-summable complex
coefficients bn. In particular, if b1, ..., bN are N arbitrary constants we have
A
N∑
n=1
|bn|2 ≤
∫ T
0
∣∣∣∣∣∑
n∈I
bne
iλnt
∣∣∣∣∣
2
dt ≤ B
N∑
n=1
|bn|2.
Thus
A
N∑
n=1
|bn|2 ≤
∥∥∥∥∥∑
n∈I
bne
iλnt
∥∥∥∥∥
2
H
≤ B
N∑
n=1
|bn|2 for all b1, ..., bN scalars.
Now, applying Theorem 2.7 we conclude that {eiλkt}k∈I is a Riesz basis for the closed span
H in L2([0, T ]).
Step 2. In this step we show the existence of a unique biorthogonal dual basis {qj}j∈I ⊆ H∗.
Indeed, theorem 2.7 implies that {eiλkt}k∈I is a complete Bessel sequence and possesses a
biorthogonal system {qj}j∈I which is also a complete Bessel sequence. Moreover, Theorem
2.10 implies that {qj}j∈I is a basis for H∗ which can be identified with H, therefore, {qj}j∈I
is also a Riesz basis for H. So, by Lemma 2.9 part 1, we get that {eiλkt}k∈I is minimal. In
consequence, we have the existence of a unique biorthogonal dual basis {qj}j∈I ⊆ H∗ due to
exactness (see Definition (2.8)) of the sequence {eiλkt}k∈I and Lemma 2.9 part 2. Thus
(4.12) (eiλkt , qj)H =
∫ T
0
eiλktqj(t) dt = δkj , ∀ k, j ∈ I.
Step 3. Here we will define an adequate control function h.
In fact, in Step 2, we found a sequence of functions qj where j is running on the set of
indices I. In this step, we will need to define a sequence of functions qj with j running on Z.
Note that, Z = I ∪ I1 ∪ I2 ∪ · · · ∪ In, so it is enough to define this sequence for indices in Ij ,
j = 1, · · · , n. Furthermore, recall from part vi) in Remark 4.4 that, each Ij contains at most
2 integers. Without loss of generality, we may assume that
Ij = {kj,1, kj,2}, j = 1, 2, 3, · · · , n.
We denote kj by kj,0 for any j = 1, 2, 3, .., n. Therefore, for kj,l we define
qkj,l := qkj,0 = qkj , for all j = 1, 2, 3, ..., n, and l = 0, 1, 2.
Also, it is important to note that
λkj,l = λkj , for all j = 1, 2, 3, · · · , n, and l = 0, 1, 2.
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For suitable hj ’s, consider a control function h defined by
(4.13) h =
∑
j∈Z
hj qj(t) ψj(x).
Note that, using the identity G(qj(t) ψj) = qj(t) G(ψj), we obtain
(4.14)∫ T
0
∫ 2pi
0
G(h)(x, t)e−iλk(T−t)ψk(x) dx dt =
∫ T
0
∫ 2pi
0
∑
j∈Z
hjqj(t)G(ψj)(x, t)
 e−iλk(T−t)ψk(x) dx dt
=
∑
j∈Z
hj
∫ T
0
qj(t)e
−iλk(T−t) dt
∫ 2pi
0
G(ψj)(x)ψj(x) dx
=
∑
j∈Z
hje
−iλkTmj,k
∫ T
0
qj(t)e
iλkt dt.
Step 4. In this step we find hj ’s such that h defined by (4.13) serves as a required control
function. For this, we use the identity (4.14) and Lemma 4.2 applied to
u1(x) =
∑
n∈Z
cnψn(x) ∈ Hsp(T), with [u1] = 0 (c0 = 0 and u0 = 0),
to infer that it is enough to consider hj ’s satisfying
(4.15) ck =
∑
j∈Z
hje
−iλkTmj,k
∫ T
0
qj(t)e
iλkt dt.
Note that, part ii) of Lemma 4.3 implies that the equation (4.15) is satisfied for k = 0,
independently of the values of hj . Moreover, from (4.12) we obtain that
ck = hkmk,k e
−iλkT , if k 6= kj,l, l = 0, 1, 2, j = 1, 2, 3, ..., n;
and for k = kj,l, l = 0, 1, 2, j = 1, 2, 3, ..., n.
ck,0 =
2∑
l=0
hkj,lmkj,l,kj,0e
−iλkj,0T ;
ck,1 =
2∑
l=0
hkj,lmkj,l,kj,1e
−iλkj,1T ;
ck,2 =
2∑
l=0
hkj,lmkj,l,kj,2e
−iλkj,2T .
Therefore, choosing h0 = 0, and using part iii) of Lemma 4.3, we obtain
(4.16) hk =
ck e
iλkT
mk,k
, if k 6= 0 and k 6= kj,l, l = 0, 1, 2, j = 1, 2, 3, ..., n;
and
(4.17)
 hkj,0hkj,1
hkj,2
> =
 ckj,0eiλkj,0Tckj,1eiλkj,1T
ckj,2e
iλkj,2
T
>M−1j , for j = 1, 2, 3, ..., n,
20 MAHENDRA PANTHEE & FRANCISCO J. VIELMA LEAL
where
Mj =
 mkj,0,kj,0 mkj,0,kj,1 mkj,0,kj,2mkj,1,kj,0 mkj,1,kj,1 mkj,1,kj,2
mkj,2,kj,0 mkj,2,kj,1 mkj,2,kj,2 .
 .
In this way, we take hj ’s given by (4.16) and (4.17).
Step 5. In this step we prove that the unique function h defined by (4.13) belongs to
L2([0, T ];Hsp(T), where h0 = 0, and hk with k 6= 0 is defined by (4.16) and (4.17).
Indeed, identifying H∗ with H, and using the Remark 2.2, together with the fact that
{qj}j∈I is a Riesz basis for H we obtain
‖h‖2L2([0,T ];Hsp(T)) = C
∑
k∈Z
(1 + |k|)2s
∫ T
0
|hk qk(t)|2 dt
≤ C
∑
k∈Z
(1 + |k|)2sB2 |hk|2,
where B2 is the constant given by the Bessel type inequality (similar to (4.11)) for the Riesz
basis {qj}j∈I in H. Thus, from identity (4.16) and Lemma (4.3) part i), we obtain
(4.18)
‖h‖2L2([0,T ];Hsp(T)) ≤ CB2
∑
k∈Z−{0} k 6=kj,l
l=0,1,2 j=1,2,...,n
(1 + |k|)2s
∣∣∣∣ckeiλkTmk,k
∣∣∣∣2 + CB2 n∑
j=1
2∑
l=0
(1 + |kj,l|)2s|hkj,l |2
≤ CB2
β2
∑
k∈Z−{0} k 6=kj,l
l=0,1,2 j=1,2,...,n
(1 + |k|)2s |ck|2 + CB2
n∑
j=1
2∑
l=0
(1 + |kj,l|)2s|hkj,l |2.
From identity (4.17) we obtain that for each l = 0, 1, 2 and j = 1, 2, ..., n
|hj,l|2 ≤
2∑
m=0
|hj,m|2 ≤
(
2∑
m=0
∣∣∣ckj,meiλkj,m ∣∣∣2
)
‖M−1j ‖2 ≤ ‖M−1j ‖2
2∑
m=0
|ckj,m |2,
where ‖M−1j ‖ is the Euclidean norm of the matrix M−1j . This implies that for each l = 0, 1, 2
and j = 1, 2, ..., n
(1 + |kj,l|)2s|hj,l|2 ≤
2∑
m=0
‖M−1j ‖2
(1 + |kj,l|)2s
(1 + |kj,m|)2s (1 + |kj,m|)
2s|ckj,m |2
≤ C(s)
2∑
m=0
(1 + |kj,m|)2s|ckj,m |2,
(4.19)
where C(s) = max
j=1,2,...,n
m,l=0,1,2
{
‖M−1j ‖2
(1 + |kj,l|)2s
(1 + |kj,m|)2s
}
.
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Therefore, using inequalities (4.18), and (4.19), we obtain
(4.20)
‖h‖2L2([0,T ];Hsp(T)) ≤
CB2
β2
∑
k∈Z−{0} k 6=kj,l
l=0,1,2 j=1,2,...,n
(1 + |k|)2s |ck|2 + 3CB2C(s)
n∑
j=1
2∑
m=0
(1 + |kj,m|)2s|ckj,m |2
≤ ν2‖u1‖2Hsp(T),
where ν2 ≡ ν2(s, g, T ) = max
{
CB2
β2
, 3CB2C(s)
}
.
This completes the proof of the theorem. 
Remark 4.5. The dependence of ν with respect to T is implicit in the constant B2 which is
obtained by applying Theorem 2.12.
Theorem 1.1 allows us to get the following corollary.
Corollary 4.6. For s ≥ 0, and T > 0 given, there exists a unique bounded linear operator
Φ : Hsp(T)×Hsp(T)→ L2([0, T ];Hsp(T)) defined by Φ(u0, u1) := h, for all (u0, u1) ∈ Hsp(T)×
Hsp(T) (see (4.13)) such that
(4.21) u1 = U(T )u0 +
∫ T
0
U(T − s)(G(Φ(u0, u1)))(·, s) ds,
and
(4.22) ‖Φ(u0, u1)‖L2([0,T ];Hsp(T)) ≤ ν (‖u0‖Hsp(T) + ‖u1‖Hsp(T)),
where ν depends only on s, T, and g (see (1.9)).
Also, Lemma 4.1 and Corollary 4.6 allow us to get the following observability inequality,
which is fundamental to obtain a result on exponential asymptotic stabilization with decay
rate as large as one desires for the system (1.5).
Corollary 4.7. Let T > 0 be given. There exists δ > 0 such that∫ T
0
‖GU(−τ)φ‖2L2(T)(τ) dτ ≥ δ2‖φ‖2L2(T),
for any φ ∈ L2(T).
Proof. Let T > 0. Define a linear map FT : L
2([0, T ];L2p(T))→ L2p(T) by
(4.23) FT (h) = u(·, T ),
where u = u(x, t) is the solution (mild solution) of
(4.24)
{
∂tu− αH∂2xu− ∂3xu = Gh(x, t), t ∈ (0, T ), x ∈ T
u(x, 0) = 0, x ∈ T.
Note that if u1 ∈ L2p(T) is given, then from Corollary 4.6 there exists h such that
FT (h) = u(T ) = u1.(4.25)
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Therefore, FT is onto and trivially Ran(FT ) is dense in L
2
p(T).
On the other hand, from Corollary 4.6, for u1 ∈ L2p(T), we have that
(4.26) u1 =
∫ T
0
U(T − s)(G(h))(·, s) ds.
Therefore, from (4.25) and (4.26)
‖FT (h)‖L2p(T) =
∥∥∥∥∫ T
0
U(T − s)(G(h))(·, s) ds
∥∥∥∥
L2p(T)
≤
∫ T
0
‖U(T − s)(G(h))(·, s)‖L2p(T) ds
≤ cg
∫ T
0
‖h‖L2p(T) ds
≤ cg T 12 ‖h‖L2p([0,T ];L2(T)).
So, FT is a bounded linear operator. Thus, F
∗
T exists, is a bounded linear operator, and is
one-to-one (see Rudin [30, Corollary b) page 99]). Also, from Theorem 4.13 in [30] (see also
[10, page 35]), we have that there exists δ > 0 such that
(4.27) ‖F ∗T (φ∗)‖(L2([0,T ];L2p(T)))′ ≥ δ ‖φ
∗‖(L2p(T))′ , for all φ
∗ ∈ (L2p(T))′ .
From Lemma 4.1, we have that the solution u of (4.24) satisfies
(4.28)
∫ T
0
〈Gh(·, t), ϕ(·, t)〉L2p×(L2p)′ dt− 〈u1, ϕ0〉L2p×(L2p)′ = 0,
for any ϕ0 ∈ (L2p(T))′, and ϕ the solution of the adjoint system (4.2). Note that
ϕ(·, t) = U(T − t)∗ϕ0.
Then it follows from (4.28) that∫ T
0
〈h(·, t), G∗U(T − t)∗ϕ0〉L2p(T)×(L2p(T))′ dt = 〈u(·, T ), ϕ0〉L2p(T)×(L2p(T))′
= 〈FT (h), ϕ0〉L2p(T)×(L2p(T))′
= 〈h , F ∗Tϕ0〉L2([0,T ];L2p(T))×(L2([0,T ];L2p(T)))′ .
Therefore, F ∗T = G
∗U(T − t)∗, and using (4.27), we have
‖G∗U(T − t)∗(φ∗)‖L2([0,T ];(L2p(T))′) ≥ δ ‖φ
∗‖(L2p(T))′ , for all φ
∗ ∈ (L2p(T))′ .
It means,∫ T
0
‖G∗U(T − t)∗(φ∗(x))‖2(L2p(T))′ dt ≥ δ
2 ‖φ∗‖2(L2p(T))′ , for all φ
∗ ∈ (L2p(T))′.
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Performing a change of the temporal variable τ = T − t, we obtain∫ T
0
‖G∗U(τ)∗(φ∗(x))‖2(L2p(T))′ dt ≥ δ
2 ‖φ∗‖2(L2p(T))′ , for all φ
∗ ∈ (L2p(T))′.
Identifying L2(T) with its dual we conclude the proof. 
Before ending this section, we record an observation. To simplify the calculations in the
study of the stabilization problem, we would like to consider solutions of system (1.7) with
mean zero. Note that, in general, the assumption [u(·, t)] = [u0] = [u1] = 0 is not valid for
solutions of system (1.7). To solve that problem, let u be a solution of equation (1.4) with
[u(·, t)] = [u0] = [u1] =: µ, for all t ∈ [0, T ] and let v(x, t) = u(x, t)− µ. Note that v solves
(4.29)
{
∂tv − αH∂2xv − ∂3xv + 2µ∂xv = f(x, t), t ∈ (0, T ), x ∈ T
v(x, 0) = v0(x) := u0(x)− µ, x ∈ T,
where µ ∈ R, and [v(·, t)] = [v0] = 0, ∀t ∈ [0, T ].
Conversely, if v is a solution of equation (4.29) then, u(x, t) = v(x, t) + µ is a solution of
system (1.7). In consequence, we must resolve the controllability and stabilization problems
for the system (4.29). As before, we begin by considering the linear non homogeneous system
(4.30)
{
∂tv − αH∂2xv − ∂3xv + 2µ∂xv = Gh(x, t), t ∈ (0, T ), x ∈ T
v(x, 0) = v0(x), x ∈ T,
where v0 ∈ Hsp(T) with s ≥ 0. As the operator Aµ : D(Aµ) ⊆ L2(T)→ L2(T), defined by
(4.31) Aµϕ = αH∂
2
xϕ+ ∂
3
xϕ− 2µ∂xϕ
is skew-adjoint, it generates a strongly continuous unitary group {Uµ(t)}t∈R on L2(T). More-
over, for s ∈ R the family of operators {Uµ(t)}t∈R given by
Uµ : R→ L(Hsp(T))
t→ Uµ(t)ϕ := e(αH∂2x+∂3x−2µ∂x)tϕ =
(
ei(−k
3−2µk+αk|k|)tϕ̂(k)
)∨
,
(4.32)
defines a strongly continuous one-parameter unitary group of contractions on Hsp(T). Fur-
thermore, Uµ(t) is an isometry for all t ∈ R.
Remark 4.8. For s ∈ R and v0 ∈ Hsp(T), (respectively v0 ∈ H3p (T)) we obtain that there
exists a unique solution v ∈ C(R, Hsp(T)) (respectively, v ∈ C(R, H3p (T)) ∩ C1(R, L2(T)))
for the homogeneous equation associated to equation (4.30). Furthermore, if 0 ≤ T < ∞,
s ≥ 0, v0 ∈ Hsp(T), and h ∈ L2([0, T ];Hsp(T)) then, there exists a unique mild solution
v ∈ C([0, T ], Hsp(T)) for the system (4.30).
Remark 4.9. We get an analogous result of Lemma 4.2 for the system (4.30), just modifying
λk = k
3 − αk|k| by λk = k3 + 2µk − αk|k|. Also, due to the “asymptotic gap condition”
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that holds for the eigenvalues of the operator Aµ, we have an analogous result of Theorem 1.1
for the equation (4.30), it means that the system (4.30) is exactly controllable.
Thus, similarly to Corollary 4.6, for s ≥ 0 and any T > 0 given, there exists a bounded
linear operator
Φµ : H
s
p(T)×Hsp(T)→ L2([0, T ];Hsp(T))
defined by hµ = Φµ(v0, v1), for all (v0, v1) ∈ Hsp(T)×Hsp(T) such that
(4.33) v1 = Uµ(T )v0 +
∫ T
0
Uµ(T − s)(G(Φµ(v0, v1)))(·, s) ds,
and
(4.34) ‖Φµ(v0, v1)‖L2([0,T ];Hsp(T) ≤ ν (‖v0‖Hsp(T) + ‖v1‖Hsp(T)),
where ν depends only on s, T, and g. Therefore, the following observability inequality holds
(4.35)
∫ T
0
‖G∗Uµ(τ)∗(φ(x))‖2L2p(T) dτ ≥ δ
2 ‖φ‖2L2(T), for any φ ∈ L2(T), some δ > 0,
and for any T > 0.
5. Stabilization of the linear Benjamin equation
In this section we prove the exponential stabilization results stated in Theorem 1.4 and
Theorem 1.5. From the observation made in the final part of section 4, it is enough to study
the stabilization problem for the linear IVP (4.29) in Hs0(T) with s ≥ 0, where
Hs0(T) :=
{
u ∈ Hsp(T) : [u(·, t)] = 0, for all t > 0
}
.
If s = 0 then, we denote H00 (T) by L20(T). Here, we mention some properties of these Sobolev
spaces.
Proposition 5.1. Hs0(T) is a closed subspace of Hsp(T) for all s ≥ 0. In particular, L20(T) is
a closed subspace of L2(T).
Remark 5.2. The Proposition 5.1 implies that (Hs0(T), ‖ · ‖Hsp(T)) is a Hilbert space for all
s ≥ 0. Furthermore, it is easy to show that if s ≥ r ≥ 0 then Hs0(T) ↪→ Hr0(T), where the
embedding is dense.
So, we study the stabilization problem for the system
(5.1)
{
∂tu− αH∂2xu− ∂3xu+ 2µ∂xu = Ku, t > 0, x ∈ T
u(x, 0) = u0(x), x ∈ T,
where u = u(x, t) is real valued function, α > 0, and K is a bounded linear operator on
Hs0(T). In view of the discussion at the end of the previous section we assume that µ ∈ R,
and [u(·, t)] = 0, for all t ≥ 0.
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5.1. Stabilization of the linear Benjamin equation. In this subsection we prove that
there exists a feedback control law such that the system (5.1) is exponentially asymptotically
stable when t goes to infinity. First, we prove that the system (5.1) is globally well-posed in
Hs0(T), s ≥ 0.
Theorem 5.3. Let u0 ∈ H30 (T), then the IVP (5.1) has a unique solution
u ∈ C([0,∞);H30 (T)) ∩ C1([0,∞);L20(T)).
Moreover, if u0 ∈ Hs0(T), then we have that u ∈ C([0,∞);Hs0(T)), for all s ≥ 0.
Proof. We know that the operator Aµ = αH∂2x + ∂3x − 2µ∂x is an infinitesimal generator of
a C0-semigroup {Uµ(t)}t≥0 over Hs0(T). Also we know that K is a bounded linear operator
on Hs0(T). From the semigroup theory (see pg. 76 in [27]), we get that the operator Aµ +K,
which is a perturbation of Aµ by a bounded linear operator, is an infinitesimal generator
of a C0−semigroup {T (t)}t≥0 on Hs0(T). It is important to observe that A∗µ = −Aµ is the
infinitesimal generator of a C0-semigroup {Uµ(t)∗}t≥0, with domain of A∗µ dense in L20(T),
and Uµ(t)
∗ = Uµ(−t). 
In order to stabilize the equation (5.1) in Hs0(T), we employ a simple feedback control law,
Ku = −GG∗u. The following theorem says that the trivial solution, (u=0) of equation (5.1)
with this feedback control law is exponentially asymptotically stable when t goes to infinity.
Theorem 5.4. Let α > 0, µ ∈ R, g as in (1.9), and s ≥ 0 be given. There exist positive
constans M = M(α, µ, g, s) and γ = γ(g), such that for any u0 ∈ Hs0(T), the unique solution
u of (5.1) with K = −GG∗ satisfies
(5.2) ‖u(·, t)‖Hs0(T) ≤Me−γt‖u0‖Hs0(T), for all t ≥ 0.
Proof. We prove this theorem in five steps.
Step 1. First we prove the case s = 0. In this case we use a procedure similar to [21, 32].
Let T > 0 be given and assume u0 ∈ H30 (T). Theorem 5.3 implies that the solution u of the
IVP
(5.3)
{
∂tu− αH∂2xu− ∂3xu+ 2µ∂xu = −GG∗u, t > 0, x ∈ T
u(x, 0) = u0(x), x ∈ T,
satisfies u ∈ C([0,∞);H30 (T)) ∩C1([0,∞);L20(T)). It means u(·, t) ∈ H30 (T), for all t ≥ 0 and
in particular, for t = T. Now we consider the IVP
(5.4)
{
∂tw − αH∂2xw − ∂3xw + 2µ∂xw = Gh, t ∈ (0, T ), x ∈ T
w(x, 0) = 0, x ∈ T.
Remark 4.9 implies that there exists a unique h ∈ L2([0, T ];H30 (T)) such that the unique
solution w ∈ C([0,∞);H30 (T))∩C1([0,∞);L20(T)) of equation (5.4) satisfies w(x, T ) = u(x, T )
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for all x ∈ T, and there exists a positive constant ν = ν(g) such that
(5.5) ‖h‖L2([0,T ];H30 (T)) ≤ ν ‖u(x, T )‖H30 (T).
On the other hand, note that u0 ∈ H30 (T) ⊂ L20(T), therefore Theorem 5.3 implies that
u ∈ C([0,∞);L20(T)) is a solution of equation (5.3). Furthermore, Remark 4.9 implies that h ∈
L2([0, T ];L20(T)) and the solution w ∈ C([0,∞);L20(T)) of equation (5.4) satisfies w(x, T ) =
u(x, T ), for all x ∈ T, with
‖h‖L2([0,T ];L20(T)) ≤ ν ‖u(x, T )‖L20(T).(5.6)
Now, multiplying the first equation in (5.3) by u¯ and integrating with respect to x, it
follows that
(5.7)
∫
T
∂tu u¯ dx−
∫
T
αH∂2xu u¯dx−
∫
T
∂3xu u¯ dx+
∫
T
2µ ∂xu u¯ dx =
∫
T
−GG∗u u¯dx.
Integrating by parts, using the Parseval’s identity and the fact that the operator G is
self-adjoint on L20(T), it is easy to obtain from (5.7) that
(5.8)
1
2
d
dt
(
‖u(·, t)‖2L20(T)
)
= −‖Gu(·, t)‖2L20(T), for all t > 0.
Now integrating (5.8) with respect to the variable t from 0 and T, we get
(5.9)
1
2
‖u(T )‖2L20(T) −
1
2
‖u0‖2L20(T) = −‖Gu‖
2
L2((0,T );L20(T))
.
On the other hand, multiplying (5.4) by u¯ and integrating with respect to the x−variable,
we get
(5.10)
∫
T
∂tw u¯ dx−
∫
T
(
αH∂2xw u¯+ ∂3xw u¯ − 2µ ∂xw u¯
)
dx =
∫
T
Gh u¯dx, for all t > 0.
Using integration by parts in the second term of (5.10) we get
(5.11)
∫
T
∂tw u¯ dx−
∫
T
w (−αH∂2xu− ∂3xu + 2µ ∂xu) dx =
∫
T
Gh u¯dx, for all t > 0.
Integrating (5.11) with respect to t from 0 and T, and using integration by parts, we obtain∫
T
w(x, T ) u¯(x, T ) dx−
∫ T
0
∫
T
w (∂tu− αH∂2xu− ∂3xu+ 2µ∂xu) dx dt =
∫ T
0
∫
T
Gh u¯ dx dt.
Observe that u is a solution of equation (5.3). Thus∫
T
u2(T ) dx+
∫ T
0
∫
T
w (GG∗u) dx dt =
∫ T
0
∫
T
Gh u¯ dx dt.
Using that the solution u is real, the operator G is self-adjoint on L20(T), and the Cauchy-
Shwartz inequality, we get
‖u(·, T )‖2L20(T) ≤ ‖h−Gw‖L2((0,T );L20(T)) ‖Gu‖L2((0,T );L20(T)).(5.12)
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From (5.6), we have
‖h−Gw‖L2((0,T );L20(T)) ≤ ν‖u(T )‖L20(T) + c
(∫ T
0
‖w(·, t)‖2L20(T) dt
) 1
2
.(5.13)
Also, observe that
‖w(·, t)‖2L20(T) ≤
∥∥∥∥∫ t
0
Uµ(t− t′)Gh(·, t′) dt′
∥∥∥∥2
L20(T)
≤ c2 T
(∫ T
0
∥∥h(·, t′)∥∥2
L20(T)
dt′
) 1
2
2
≤ c2 T‖h‖2L2((0,T );L20(T))
≤ c2 T ν2‖u(T )‖2L20(T).
(5.14)
It follows from (5.13) and (5.14) that
‖h−Gw‖L2((0,T );L20(T)) ≤ cg,T ‖u(T )‖L20(T),(5.15)
where cg,T = max{ν, c2 T ν}.
Thus, from (5.12) and (5.15), we have
(5.16) ‖u(·, T )‖2L20(T) ≤ cg,T ‖u(T )‖L20(T) · ‖Gu‖L2((0,T );L20(T)),
which implies that
(5.17) − ‖Gu‖2L2((0,T );L20(T)) ≤ −
1
c2g,T
‖u(·, T )‖2L20(T).
From identity (5.9) and the inequality (5.17), we obtain
(5.18)
(
1 +
2
c2g,T
)
‖u(T )‖2L20(T) ≤ ‖u0‖
2
L20(T)
.
Thus, there exists ρg,T = ρ ∈ (0, 1) such that
‖u(T )‖2L20(T) ≤ ρ ‖u0‖
2
L20(T)
, for any T > 0.
Moreover, we can repeat this estimate on successive intervals [(n− 1)T, nT ], to get
‖u(x, nT )‖2L20(T) ≤ ρ
n ‖u0‖2L20(T), for any T > 0, n ≥ 1,(5.19)
where u is the solution of (5.3), and ρ = ρg,T ∈ (0, 1).
In particular, fixing T > 0 we obtain that for any t ≥ 0, there exists n ∈ N such that
nT ≤ t ≤ (n + 1)T. From (5.8) we know that the function t → ‖u(·, t)‖2
L20(T)
, with t ≥ 0 is
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decreasing. From (5.19) there exists ρ = ρg ∈ (0, 1) such that
‖u(x, t)‖2L20(T) ≤ ‖u(x, nT )‖
2
L20(T)
≤ ρn ‖u0‖2L20(T), for all n ≥ 1.
It is easy to show that if
0 < γ ≤ − ln(ρ)
2T
, and M ≥ eγ T ,
one has
ρn ≤M2 e−2γ t, for all n ∈ N.
Therefore,
(5.20) ‖u(x, t)‖L20(T) ≤M e
−γ t‖u0‖L20(T), for all t ≥ 0,
and we get the result for smooth initial data in H30 (T). We complete the proof for s = 0 using
density arguments.
Step 2. Here we consider s = 3. In this case we use a similar argument as in Proposition 2.3
of [19]. Let u be the solution of equation (5.3) with initial data u0 ∈ H30 (T), then
u ∈ C([0,∞);H30 (T)) ∩ C1([0,∞);L20(T)).
Since H30 (T) ⊂ L20(T), then from the s = 0 case we have that there exist positive constants
M1 and γ = γ(g) independent of u0, such that
(5.21) ‖u(·, t)‖L20(T) ≤M1e
−γt‖u0‖L20(T), for all t ≥ 0.
On the other hand, differentiating the equation (5.3) with respect to t, we obtain
∂t(∂tu)− αH∂2x(∂tu)− ∂3x(∂tu) + 2µ∂x(∂tu) = −GG∗(∂tu).
Therefore, w := ∂tu ∈ C([0,+∞);L20(T)) is the unique solution of
(5.22) ∂tw − αH∂2xw − ∂3xw + 2µ∂xw = −GG∗w, t > 0, x ∈ T,
with initial data
(5.23) w(x, 0) = w0 = ∂tu(x, 0) = αH∂2xu0 + ∂3xu0 − 2µ∂xu0 −GG∗u0 ∈ L20(T), x ∈ T.
Again, from the case s = 0 applied to equation (5.22), there exist positive constants
M1 = M1(g) and γ = γ(g), independent of w0, such that
(5.24) ‖∂tu(·, t)‖L20(T) = ‖w(·, t)‖L20(T) ≤M1e
−γt‖w0‖L20(T), for all t ≥ 0.
Note that, for each t ≥ 0
‖u(·, t)‖H30 (T) ≤ c0
(
‖u(·, t)‖L20(T) + ‖∂
3
xu(·, t)‖L20(T)
)
.(5.25)
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To estimate the term ‖∂3xu(·, t)‖L20(T) observe that from equation (5.3)
∂3xu(·, t) = w − αH∂2xu+ 2µ∂xu+GG∗u.
Thus, for each t ≥ 0
(5.26) ‖∂3xu(·, t)‖L20(T) ≤ ‖w(·, t)‖L20(T) + α‖H∂
2
xu(·, t)‖L20(T) + 2|µ|‖∂xu(·, t)‖L20(T) + ‖GG
∗u(·, t)‖L20(T).
Using Gagliardo-Niremberg inequality (see the Theorem 3.70 in [3]) and Cauchy-Schwartz
inequality with , we have
(5.27)
2|µ|‖∂xu(·, t)‖L20(T) ≤ 2|µ|
√
2pi‖∂xu(·, t)‖L∞(T)
≤ 2|µ|
√
2pi c1‖∂3xu(·, t)‖
1
2
L20(T)
‖u(·, t)‖ 12
L20(T)
= cµ‖u(·, t)‖L20(T) +
cµ
4
‖∂3xu(·, t)‖L20(T),
where cµ = 2|µ|
√
2pi c1. Also, using that H is an isometry in L20(T), integration by parts and
Cauchy-Schwartz inequality with , we obtain
‖H∂2xu(·, t)‖2L20(T) =
∫
T
∂2xu(x, t) ∂
2
xu(x, t) dx
≤ ‖∂xu(·, t)‖L20(T)‖∂
3
xu(·, t)‖L20(T)
≤ ‖∂xu(·, t)‖2L20(T) +
1
4
‖∂3xu(·, t)‖2L20(T).
(5.28)
Therefore,
‖H∂2xu(·, t)‖L20(T) ≤ c2
(

1
2 ‖∂xu(·, t)‖L20(T) +
1
2
1
2
‖∂3xu(·, t)‖L20(T)
)
.(5.29)
Using inequality (5.27) we obtain from (5.29)
‖H∂2xu(·, t)‖L20(T) ≤ c3 
3
2 ‖u(·, t)‖L20(T) +
c4

1
2
‖∂3xu(·, t)‖L20(T),(5.30)
where c3 = c2
√
2pi c1, and c4 =
c2c1
√
2pi
4 +
c2
2 . Thus, from inequalities (5.24), (5.26), (5.27)
and (5.30), we obtain
(5.31)
(
1− c4 α

1
2
− cµ
4
)
‖∂3xu(·, t)‖L20(T) ≤M1e
−γt‖w0‖L20(T) +
(
α c3 
3
2 + cµ+ c
2
g
)
‖u(·, t)‖L20(T)
≤M1e−γt‖w0‖L20(T) +
(
α c3 
3
2 + cµ+ c
2
g
)
M1e
−γt‖u0‖L20(T).
Therefore, taking  > 0 large enough such that 1− c4 α

1
2
− cµ4 > 0 we infer that there exists
a positive constant c = cα,µ,g, independent of u0, and w0 such that
‖∂3xu(·, t)‖L20(T) ≤ c M1e
−γt
(
‖w0‖L20(T) + ‖u0‖L20(T)
)
.(5.32)
Also, note that
‖w0‖L20(T) ≤ α ‖∂
2
xu0‖L20(T) + ‖∂
3
xu0‖L20(T) + 2|µ| ‖∂xu0‖L20(T) + c
2
g‖u0‖L20(T)
≤ c6 ‖u0‖L20(T),
(5.33)
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where c6 = c5(α+ 1 + 2|µ|+ c2g). Thus from (5.32) and (5.33), we have
‖∂3xu(·, t)‖L20(T) ≤M2e
−γt‖u0‖L20(T),(5.34)
where M2 = c M1(c6 + 1).
Now, from (5.21), (5.25) and (5.34), we get
‖u(·, t)‖H30 (T) ≤ c0
(
M1e
−γt‖u0‖L20(T) +M2e
−γt‖u0‖L20(T)
)
≤ c0 (M1 +M2) e−γt c5 ‖u0‖H30 (T)
≤M e−γt‖u0‖H30 (T), for all t ≥ 0,
(5.35)
where M = M(α, µ, g) = c0 (M1 + M2) c5, and γ = γ(g) are positive constants independent
of u0.
Step 3. Using induction and similar arguments as above, we prove that inequality (5.2) holds
for s = 3n, with n ∈ N.
Step 4. We consider 0 < s < 3. In this case we use the Real Interpolation Method, especif-
ically the K-method of Interpolation, (see Definition 2.4.3, and Theorem 3.1.2 in Bergh and
Lofstrom [5]). From Corollary 1.111 in Triebel [36] we know that the space of interpolation
between L20(T) and H30 (T) is
(L20(T), H30 (T))θ,2 = H3θ0 (T),
where 0 < θ < 1. Therefore, interpolating (5.20) and (5.35) we get that there exists M =
M(α, µ, g, θ), and γ = γ(g) such that
‖u(·, t)‖H3θ0 (T) ≤Me
−γ t‖u0‖H3θ0 (T), for all t ≥ 0,
where 0 < θ < 1, and u is the solution of (5.1) with K = −GG∗. Thus, denoting s = 3θ, we
obtain the result.
Step 5. Finally, using an induction argument and computations similar to those in the
previous cases we can prove the following claim.
Claim: For 0 < ρ < 1, and n ∈ N ∪ {0}, there exist positive constants M = M(α, µ, g, n, ρ)
and γ = γ(g), such that for any u0 ∈ H3n+3ρ0 (T), the unique solution u of (5.1) with K =
−GG∗ satisfies
‖u(·, t)‖
H3n+3ρ0 (T)
≤Me−γt‖u0‖H3n+3ρ0 (T), for all t ≥ 0.
Note that, for s ≥ 0 given, there exist n ∈ N ∪ {0} and 0 ≤ ρ ≤ 1, such that s = 3n+ 3ρ.
Therefore, inequality (5.2) for the other values of s follows from the claim and the result
obtained in the third step. This complete the proof the Theorem 5.4. 
Observe that Theorem 1.4 is a direct consequence of Theorem 5.4.
CONTROL AND STABILIZATION OF THE LINEARIZED BENJAMIN EQUATION 31
5.2. Stabilization of the linear Benjamin equation with an arbitrary decay rate.
In this subsection, we show that it is possible to choose an appropriate linear feedback control
law such that the decay rate of the resulting closed-loop system (5.1) is as large as one desires.
Let T > 0 be any fixed number. For λ > 0 and s ≥ 0 given, we define the operator
(5.36) Lλφ =
∫ T
0
e−2λτ Uµ(−τ)GG∗Uµ(−τ)∗φ dτ, for all φ ∈ Hsp(T).
With an analogous argument as in Lemma 2.4 of [19] we can prove the following properties
of this operator.
Lemma 5.5. The operator Lλ : H
s
p(T) −→ Hsp(T) is linear and bounded. Moreover, Lλ is an
isomorphism from Hs0(T) onto Hs0(T), for all s ≥ 0.
Remark 5.6. Lemma 5.5 implies that there exists a positive constant C = C(δ, s, λ, T, g)
such that
‖L−1λ ψ‖Hs0(T) ≤ C ‖ψ‖Hs0(T), for all ψ ∈ Hs0(T).
Choosing the feedback control law in system (5.1) as
(5.37) Ku :=

−Kλu = −GG∗L−1λ u, if λ > 0
−K0u = −GG∗u, if λ = 0,
we can rewrite the resulting closed-loop system in the following form
(5.38)
{
∂tu− αH∂2xu− ∂3xu+ 2µ∂xu = −Kλu, t > 0, x ∈ T
u(x, 0) = u0(x), x ∈ T,
where λ ≥ 0 and Kλ is a bounded linear operator on Hs0(T) with s ≥ 0. We have the following
result.
Theorem 5.7. Let α > 0, µ ∈ R, s ≥ 0 and λ > 0 be given. For any u0 ∈ Hs0(T),
the system (5.38) admits a unique solution u ∈ C([0,+∞), Hs0(T)). Moreover, there exists
M = M(g, λ, δ, α, µ, s) > 0 such that
‖u(·, t)‖Hs0(T) ≤M e−λ t‖u0‖Hs0(T), for all t ≥ 0.
Proof. As Kλ is a bounded linear operator the same argument used in Theorem 5.3 shows
that for u0 ∈ Hs0(T) the problem (5.38) has a unique solution u ∈ C([0,∞);Hs0(T)) for all
s ≥ 0. We denote by {Tλ(t)}t≥0 the C0−semigroup on Hs0(T) with infinitesimal generator
Aµ −Kλ.
The s = 0 case follows from Theorem 2.1 in [34]. The others cases of s are proved as in
Theorem 5.4. 
Finally, observe that Theorem 1.5 is a direct consequence of Theorem 5.7.
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6. Concluding Remarks
We proved that the linearized Benjamin equation with periodic boundary conditions is
exactly controllable and exponentially stabilizable with any given decay rate in Hsp(T) with
s ≥ 0. These results are in accordance with the controllability and stabilization results
for the linearized BO and the KdV equations respectively obtained in [21] and [33]. The
Benjamin equation has a combination of the KdV term ∂3xu and the BO term αH∂2x in its
linear part. Recently, using propagation of compactness, unique continuation property and
propagation of smoothness, Laurent, Rosier and Zhang [19] proved that the nonlinear KdV
equation is globally exactly controllable and globally exponentially stabilizable. Very recently,
similar results for the nonlinear BO equation are proved by Laurent, Linares and Rosier [20].
Therefore, it is natural to ask if these controllability and stabilizability results are valid for the
nonlinear Benjamin equation as well. Taking idea from [18], [19] and [20], we plan to derive
propagation of compactness, unique continuation property and propagation of smoothness
results for the solutions of the Benjamin equation in some adequate Bourgain’s spaces in
order to provide an affirmative answer to the question posed above. This work is in progress.
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