The understanding of the organisation of cell cycle events is of utmost importance to devise eective therapeutic strategies for cancer. In this article we gather evidences from the literature in support of a system model of the cell cycle, in which a growth-sensitive threshold controls entry into S phase and the sequential activation of cyclin-dependent kinases. The cycle is terminated by an End function, that comprises events from the onset of mitosis to cell division and that may also be modulated by the increase of cell size. This blueprint allows quantitative predictions by computer simulations of steady and transitory states. In fact, we show that the proposed control system applies to budding yeast populations during nutritional shift-up and following hyperactivation of the cAMP signalling pathway. Besides the growth-sensitive control system it is shown to apply to mammalian cells both in the exit from quiescence and in active proliferation. The putative molecular determinants that set the threshold controlling S phase entry are consistently altered in cancer cells. Finally, we discuss an input/output analysis based on the simulated behaviour derived from the blueprint as a new tool to investigate the road to cancer. Oncogene (2001) 20, 1128 ± 1134.
Introduction
Nowadays it is urgently felt the need to describe integrated biological processes such as cell cycle or signal transduction in quantitative functional terms (Hartwell et al., 1999) . To do so a complex process should be disassembled into basic`operating units' or modules', sub-systems of interacting molecules (proteins, DNA, RNA and smaller molecules) that perform a given function in a way largely independent from the context (Hartwell et al., 1999) . General design principles, derived from synthetic sciences and engineering, govern the interactions and the function of modules (i.e. switch, threshold control, positive and negative feedback, ampli®cation, robustness, error correction; Hartwell et al., 1999) . It is interesting to point out that, for a system analysis it is not necessary to know all the components of a module. Instead, the complete knowledge of a module's components is required if one wants to approach the problem following chemical kinetics (Palsson, 1997) . A given process could then be described by its blueprint, that is a plan in which its basic modules and governing interactions are identi®ed. The availability of such a blueprint will allow modeling programs to develop to simulate how changes in the module structure or interactions would aect the behaviour of the system. The predictions could then be validated by comparing them with experimental data. In this way and also utilizing ®ndings from genome-wide gene and protein expression analyses, it should be possible to re®ne the description of the blueprint down to the molecular level.
The purpose of this article is to identify the basic modules of the cell cycle and the design principles linking them. The derived cell cycle blueprint has been tested by computer simulations to predict physiological behaviours both in budding yeast and in mammalian cells and validated by comparing them with experimental ®ndings.
Results

Identification of modules for a cell cycle blueprint
The consistent trend of evolutionary conservation of gene products engaged in the control of the cell cycle from lower eukaryotes to mammalian cells (Hutchison and Glover, 1995 for a review) suggests that the organization of the cell cycle is signi®cantly conserved during evolution and has fostered the role for Saccharomyces cerevisiae as a model system.
In S. cerevisiae, the basic control system is given by the coordination between increase of the cell size, mostly given by the accumulation of proteins and RNA, and the execution of discontinuous events of the nuclear division cycle, whose more signi®cant steps are DNA replication, chromosome condensation, segregation, and cell division (Johnston et al., 1977) . A large wealth of information indicates that a critical cell size has to be achieved to enter into the S phase (for a recent review see Futcher, 1996) . Several mechanisms have been proposed for the detection of the critical cell size: dilution of an inhibitor (Sompayrac and Maaloe, 1973) , building up of an activator (Cooper, 1979) and titration of an inhibitor by an activator . This coordination mechanism determines the speci®c cell size, protein and DNA contents of cell populations growing at dierent rates (Tyson et al., 1979; Vanoni et al., 1983; Alberghina and Porro, 1993) .
The commitment to DNA replication and budding occurs in late G1 in an area called Start. The cyclindependent kinase (Cdk) encoded by CDC28 and associated with the Cln3 cyclin, is the most upstream activator of Start . While the Cdk abundance per unit of cell protein is roughly constant throughout the cycle (Nasmyth, 1993) , changes in the availability of Cln3 modulate the duration of the G 1 phase. Cln3, whose localization appears to be nuclear, has been suggested to monitor the increase in cell size (Futcher, 1996) . In this respect, it should be recalled that enhanced levels of Far1 protein (a cyclindependent kinase inhibitor, Cki) yield larger cell (Oehlen et al., 1996) and that Far1 protein inhibits the activity of Cln3 ± Cdc28 kinase (Jeoung et al., 1998) . Further work will tell whether a threshold mechanism, involving Cdc28 or Cln3 as activators and Far1 as inhibitor, controls the entry in S phase in budding yeast.
Overcoming a cell size threshold, allows a cell to enter S+G 2 +M phases whose order and timing are set by the sequential activation of a family of Ser/Thr kinases, the cyclin-dependent kinases, activated by their regulatory subunits, the cyclins (Breeden, 2000) . In budding yeast only one`true' Cdk is present, Cdc28 kinase, which is activated by periodically synthesized cyclins: Cln1, Cln2, Clb5 and Clb6 in late G 1 , Clb3 and Clb4 in S and G 2 , Clb1 and Clb2 in late G 2 and mitosis (Futcher, 1996; Nasmyth, 1996; Breeden, 2000) . As a ®rst approximation, the accumulation of a given type of cyclin, G 1 cyclin, S cyclin or G 2 +M cyclin, can be considered as the rate limiting step for the activation of the corresponding cyclin ± Cdk complex. Since the accumulation of the dierent cyclins occurs in waves (Futcher, 1996; Nasmyth, 1996) their behaviours may be simulated by a simpli®ed model given by the sequential interconnection of three subsystems presented as a block-diagram in Figure 1 . The synthesis of a given cyclin is sparked by the preceeding cyclin and sustained by an autocatalytic process (Breeden, 2000) . The accumulation of the subsequent cyclin has a negative feedback eect on the level of the preceding cyclin by stimulating its proteolysis and/or repressing its expression. The cycle model is then terminated by an End function that comprises events from the onset of mitosis to cell division. Several experimental ®ndings argue in favour of this model structure for the autoregulated cyclin waves. Functional Cln3 ± Cdk drives the synthesis of Cln1 and Cln2 (Stuart and Wittenberg, 1995) , which indirectly allow the expression of Clb cyclins (Futcher, 1996) . Mitotic Clb cyclins stimulate their own expression while repressing the expression of CLN mRNA (Amon et al., 1993) . On the other hand, G 2 cyclins are required for the proteolysis of Cln1 and Cln2 cyclins (Blondel and Mann, 1996) . Cycle speci®c events require the previous degradation of a given cyclin, for instance cyclin B destruction is needed for exit from mitosis (Murray, 1995) .
The blueprint of the cell cycle reported in Figure 1 is clearly a low-resolution one. To gain more information on its structure it will be tested to account for the complex dynamics of cell budding and division in yeast populations undergoing changes of the critical cell size required to enter S phase and of the rate of traverse of the End function.
Blueprint analysis of perturbed S. cerevisiae populations
Availability of nutrients has a key role in controlling cell cycle progression in budding yeast. During a nutritional shift-up a rapid decrease in the percentage of budded cells is observed: cells that were before Start at the moment of the shift delay their entry into the S phase, while cells that were after Start delay their exit from the cycle (Alberghina et al., 1998) . The observed dynamics have been analysed by a simulation programme, described in the Materials and methods section, which incorporates both the protein level required for budding (Ps) and the duration of the budded phase (Tb). The ®ttings of the predicted percentage of budded cells and of the predicted cell number per volume unit with the experimental data are quite good (Figure 2 ). Since the addition of glucose increases the level of cAMP in yeast cells (Thevelein, 1991) , one may suggest that at least part of the eect of glucose on proliferation and cell cycle progression could be mediated by cAMP, whose requirement for the execution of early events of Start is well established (Broach, 1991) . When cAMP is added to growing budding yeast cells, the critical protein content Ps required for budding is increased (Baroni et al., 1992) and the expression of CLN1 and CLN2 cyclins is repressed (Baroni et al., 1994) . The addition of cAMP brings a sharp decrease in the percentage of budded cells (BI), while the increase in cell number is unaected for more than 1 h, then it remains constant for about 2 h before it starts to increase again at a rate comparable to that of untreated cultures (Alberghina et al., 1998; Baroni et al., 1992) . The comparison of the experimental growth data and of the percentage of budded cells with the simulation data is as satisfactory as for the shift-up (Figure 3) .
From the simulation analysis it is possible to derive the transient evolution of Tb and Ps, estimated from the best ®tting of the simulated behaviour to the experimental data (Figures 2b, c and 3b, c) . For the shift-up, the estimated Ps, assumed to be equal to 1 in the preexisting cells, increases slowly for about 3.5 h to reach the value detected during proliferation in the richer medium (Ps=1.7). The duration of the budded phase increases immediately from 2.5 h to 3.3 h, in agreement with the experimental ®ndings (Alberghina et al., 1998) , then it slowly declines to reach the value characteristic of the new medium (1.4 h) 3.5 h after the shift-up. It has been shown previously that daughter cells standing at Start at the moment of the shift-up have a Tb duration of 3.5 h, while daughter cells born at 45 min or later after the shift have a Tb of 1.4 h (Alberghina et al., 1998) .
In the hyperactivation of cAMP pathway, Ps starts to increase immediately after cAMP addition and this increase is maintained for the entire observation period. Tb increases from 1.3 h to reach a new apparent steady value of 1.8 h after 4 h. The dierences with the pattern observed for the shift up are signi®cant.
In conclusion, the blueprint analysis of perturbed yeast populations has allowed attainment of kinetic evidences on the whole population about the complex relations between proliferation and cell cycle progression. Nutritional shift-up and hyperactivation of the cAMP pathway in growing cells interfere with the Start function bringing a sudden drop in the ability to enter S phase and an increase of Ps that builds up slowly with time. Nitrogen-starved yeast cells pause in G 1 even if they have reached a cell size that allows budding in unstarved cells. Such a response appears to be related to reduced mRNA translation and enhanced protein degradation for Cln3 (Gallego et al., 1997) . A reduction of the availability of Cln3, due to its degradation or to a nuclear to cytoplasmic delocalization, during the early period of shift-up and of cAMP addition, could force pre-Start cells to delay their entry into S phase. As for the End function, a sudden increase of Tb is observed in shifting up cells at the moment of the shiftup (Figure 2b ), due to a delay in cell division. An arrest in metaphase or in late anaphase is observed in growth-limited cells after addition of cAMP (Anghileri et al., 1999) , while Tb (Figure 3b ) increases only slightly in growing cells. These ®ndings as well as the reported eects of growth on wee-1 and nim1 activities (Booher et al., 1993; Tanaka and Nojima, 1996) indicate that growth and cAMP control the End function at three distinct levels, at the onset of mitosis, at the metaphase/anaphase transition and at the exit of mitosis.
Blueprint analysis of normal and transformed mammalian cells
The model of Figure 1 appears to account also for the basic regulatory circuits of the cell cycle in mammalian cells, as indicated by the following data.
In mammalian ®broblasts the accumulation of active cyclin D-Cdk4 as well as of active cyclin E-Cdk2 is required in late G 1 phase to activate the transcriptional program that promotes passage to S phase (Sherr, 1994 as inhibitors of the threshold mechanism taken to coordinate proliferation and cell cycle progression . The threshold mechanism of Figure 4 can be integrated with the cell cycle model of Figure 1 , so to allow to link the dynamics of cyclin D accumulation with the timing of cell cycle progression.
One of the questions that have puzzled investigators for a long time is why the addition of mitogens to quiescent G 0 cells is followed by entry in S phase after 10 ± 12 h, while in cycling cells the duration of the G 1 phase is about 5 h (Baserga, 1976) . Since it has been observed that the cyclin D is undetectable in quiescent cells (Won et al., 1992) , and that overexpression of Dtype cyclins shortens G 1 phase in mouse ®broblasts (Quelle et al., 1993) , a simulation analysis has been performed to examine the link between growthdependent synthesis of cyclin D and the timing of the onset of S phase in cells recovering from quiescence.
The addition of serum to quiescent ®broblasts, that have a smaller cell size than cycling cells (Alberghina, 1977) and undetectable levels of cyclin D (Won et al., 1992) , stimulates growth at a rate of 0.049 h 71 corresponding to a duplication time of 15 h (Zetterberg and Layson, 1995) . The simulation shown in Figure 5a has been performed assuming a ®rst order kinetics for the accumulation of cyclin D, and setting the amount Figure 3 Eects of the addition of cAMP on the behaviours of the budding index (BI), total number of cells (N), length of the budded phase (T B ) and size at budding (Ps). Comparison between experimental and simulated data (data redrawn from Alberghina et al., 1998) . To cAMP-permeable OL214 yeast cells grown on glucose-YNB medium so to reach the balanced exponential phase (m=0.370), cAMP was added at time T=0 (®nal concentration: 3 mM). The speci®c growth rate of the yeast population before and after the addition of cAMP did not change (Alberghina et al., 1998; Baroni et al., 1992) . (a) Experimental (*) and simulated (7) Figure 1 , between levels and dynamics of accumulation of cyclin D and cell mass on one hand and the timing of G1 phase and cell cycle duration on the other, both in the recovery from quiescence and in cycling cells.
An additional observation can be derived from the model of Figure 1 in relation to cancer cells. It is quite well known that overexpression of cyclin D (Motokura and Arnold, 1993), mutations of Cdk4 that reduce its ability to be inhibited by Cki (Wolfel et al., 1995) , decreased levels, mutations, deletions or increased degradation of p21 (Hunter and Pines, 1994) , mutations or deletions of p53 (Kastan et al., 1995) take place in cancer cells. Considered in the frame of the threshold model of the cell cycle discussed in this paper, all these molecular alterations converge to change the setting of the threshold controlling the entry in S phase, facilitating its overcoming. The coordination between growth and cell cycle progression will then be altered with a tendency to yield smaller cells. This event could put a signi®cant selective constrain on the clonal evolution of transformed cells.
Discussion
The blueprint of the cell cycle discussed in this article could oer a framework in which to embed a large number of experimental ®ndings on cell cycle regulation both in budding yeast and in mammalian cells. Its main regulating event is a Start function, in which à cell sizer' controls entry into S phase, by activating waves of cyclins that set the timing of the onset of mitosis and of cell division. Kip1 , p16 INK4a and p15 INK4b as inhibitors of the threshold mechanism. Increase in cell size is monitored by the constant level of cyclin D. In cycling cells, the amount of cyclin D-Cdk4 is proportional to cell mass and CyclinD-Cdk4 interacts with the various Cki forming inactive complex. When all the present Cki have been titrated away, active cyclin D dependent kinase is formed and the activation of the transcriptional programme that bring to S phase takes place Figure 5 Simulation of the transition from quiescence to proliferation in mammalian cells. Growth stimulation of quiescent cells induces the accumulation of total proteins P and the synthesis of the activator A, cyclin D whose level is undetectable in quiescent cells. Entry into S phase occurs when the inhibitor Cki, taken to be a ®xed amount at division, is titrated away by the activator. This event is followed by a degradation of the inhibitor, which allows the triggering of a cascade of cyclins (namely C 1 , C 2 , and C 3 ) up to cell division, when the initial level of inhibitor is restored. Newborn cycling cells are larger than quiescent cells and are endowed of a level of activator (cyclin D) characteristic of proliferating cells, therefore they move into the S phase after a shorter G 1 period than the quiescent cells, while cross S+G 2 +M phase in the same time. Growth modulates several rate limiting steps both for the entry into S phase and for the execution of mitosis. Computer simulation analyses based on this blueprint allowed to put into a quantitative relation the changes in the values of one or more of the ratelimiting steps with phenomenological properties of cell proliferation measured either as growth rate or as percentage of budded cells in yeast. It is an easy prediction that they will also do so with DNA and protein distributions obtained by¯ow cytometry. It is therefore feasible to perform quantitative input/output analysis in which putative molecular determinants of the rate-limiting steps are modi®ed either by genetic or by metabolic means and the behaviour of cell proliferation will be analysed both experimentally and by simulation. The results of such an analysis will be useful in identifying the molecular determinants of the rate-limiting steps. By complementing this new approach with the more classical analysis of cell cycle regulation such as genetic interactions (for instance synthetic lethality), genome-wide gene and protein expression and analysis of interacting proteins, it should be possible to move from the actual sketchy blueprint to one de®ned at the molecular level. As a consequence, it is likely that this approach will also oer a useful tool to investigate the road to cancer.
Materials and methods
Modelling cell population dynamics
The simulation of growth and proliferation of a budding yeast culture (see Figures 2 and 3 ) has been developed from the population model described by Mariani et al. (1986) . In that formulation, the cell cycle is fully described by a simpli®ed deterministic model based on: the speci®c growth rate m, at which cell size (or protein content) increases; the critical size Ps, at which unbudded cells start budding; the size Pd, at which cell division is completed. Although Ps and Pd slightly increase at each new generation (Hartwell and Unger, 1977) , the present analysis assumes, to simplify and speed up the simulations, that they are independent from the genealogical age, without remarkably aecting the predicted behaviour.
From the cell cycle model a population model has been developed, describing the time evolution of the density distribution function f(x,t). This function represents the state of the population with reference to its distribution along all the possible cell sizes: f(x,t) dx gives the number of cells having size between x and x+dx at time t. The simulation program performs two main tasks: to predict the time evolution of f(x,t) starting from a given initial value to deal with varying culture conditions. Three parameters in¯uence the simulated dynamics: m, Ps and Pd.
To perform a more reliable and realistic analysis, the cell cycle model has been modi®ed to account for cell growth variability around the mean value m. The produced eect can be summarized as follows: a given cohort of cells, all with the same size, spreads, during growth, around a mean value, corresponding to that of the deterministic case, and with variance increasing with the size increase.
The relationship between Ps and Pd can be represented either with reference to the relative size increase, i.e., the adimensional parameter h=Pd/Ps, or to the duration of the budded phase, i.e., the parameter Tb. While h is a well de®ned deterministic parameter, because Ps and Pd are assumed to be deterministic, Tb is not, because it depends on the growth rate. The mean Tb value has been estimated from the value predicted by the fully deterministic model, i.e., from the solution of equation:
In fact, a cell divides at time t after a period Tb only if there is a size increase from Ps, at time t-Tb, to Pd, at time t; the exponential function represents the relative size increase. The setting of cell size threshold (Ps) controlling the entry into S phase has been taken to depend on the interactions between inhibitors and activators of protein kinase Cdk. The essential features of this mechanism were proposed and modelled by Alberghina et al. (1983) . In stationary conditions, the amount of inhibitor I endowed to a cell is constant at birth; the intracellular concentration of activator A is constant so that the total amount of A is proportional to the cell size. The critical size for entry in S phase (Ps) is achieved when the endowed inhibitor is completely titrated by the activator.
Modelling cyclin dynamics (Figure 5)
To investigate the functional properties of the interactions between size control mechanism and the activation of waves of cyclins, a functional model has been developed. It assumes that three cyclin dependent components, C 1 , C 2 and C 3 are required for the following transitions: C 1 for G 1 to S; C 2 for S to G 2 ; C 3 for G 2 to M.
The 
