Identi cation of images irrespective of their location, size and orientation is one of the important tasks in pattern analysis. Use of global moment features has been one of the most popular techniques for this purpose. We present a simple and e ective method for graylevel image representation and identi cation which utilizes fuzzy radial moments of image segments (local moments) as features as opposed to global features. A multi-layer perceptron neural network is employed for classi cation. Fuzzy entropy measure is applied to optimize the parameters of the membership function. The technique does not require translation, scaling or rotation of the image. Furthermore, it is suitable for parallel implementation which is an advantage for real-time applications. The classi cation capability and robustness of the technique is demonstrated by experiments on scaled, rotated and noisy gray-level images of uppercase and lowercase characters and digits of English alphabet, as well as the images of a set of tools.
I. INTRODUCTION
The issue of pattern/object classi cation and recognition invariant to translation, rotation and scaling is very important for pattern recognition, image processing and computer vision 18] . Various shape description techniques have been developed to extract image features which represent the image accurately and are robust to noise and changes in position, size or orientation of the image. One of the most commonly used techniques is moment invariant which has many applications in the areas of pattern recognition and image processing. Hu introduced moment invariants in 1962, based on algebraic invariants 1]. If f(x, y) is a piecewise continuous therefore bounded, and has nonzero values only in the nite part of the xy plane, then moments of all orders exist and satisfy the uniqueness theorem: the moment sequence fm pq g is uniquely determined by f(x,y); and conversely, f(x,y) is uniquely determined by fm pq g. This theorem is the foundation of applying moments for classi cation/recognition. 2] used a set of moment invariants (features) to identify six di erent types of aircrafts. The experimental results indicated the method had signi cantly lower error rate than human observers. 3] developed a character recognition system based on moments and was tested on six di erent machine-printed fonts. The recognition rate 98.5% to 99.7% was achieved. 19] discussed two-dimensional image moments with respect to Zernike polynominals, and the application examples of Zernike moments were also given. 20] used complex moments to derive moment invariants and to provide an analytic characterization of moment invariants as features for pattern recognition and image processing. Problems about information loss, suppression and redundancy in moment invariants were also investigated. 7] evaluated a number of moments (regular moments, Legendre moments, Zernike moments, pseudo-Zernike moments, rotational moments and complex moments) and discussed some essential issues, such as, representation ability, noise tolerance, information redundancy, etc. The authors concluded that high order moments were more vulnerable to noise and the orthogonal moments (Legendre, Zernike and pseudo-Zernike) were better than other types of moments in terms of information redundancy. In terms of overall performance, Zernike and pseudo-Zernike moments are superior to others. 21] described the derivation of moment equations and a method of moment measurement. A threshold sequence and decision rule were developed and implemented in the matching of radar to optical images. A comprehensive study of the e ectiveness of di erent moment invariants in pattern recognition using two sets of data (handwritten numerals and aircrafts) was presented in 22]. It was showed that the new method of deriving Zernike moment invariants along with the new normalization scheme obtained the best overall performance even when the data were degraded by additive noise. 23] proposed a new corner detection method based on the principle of preserving gray and mass moments. The location, orientation and angle of the corners in a digital image can be determined at a good accuracy level. 5] studied a novel global description technique based on lower order silhouette moments. 6] described radial and angular moment invariants and expressed Hu's invariants in terms of these radial and angular moments. 24] discussed a new normalization technique for moment-based global image features and used them for identifying three-dimensional objects from a silhouette image obtained at an arbitrary range and viewpoint. 25] discussed the overall problem of shape reconstruction, normalization and recognition of 3D objects by means of 3D moments. The excellent classi cation rate was achieved by using only a small number of normalized moments. 
where k is the order of the radial moments and (p + q) is the order of the angular moments.
Since the fuzzy sets theory was rst introduced by Lot Zadeh in 1965 29] , it has found many applications in pattern recognition, control system, medicine, social science, etc. [30] [31] [32] . In this work we present a simple technique using the rst order fuzzy radial moments of the image segments of image as the features. The membership grade of a pixel in an image is determined by the gray level of the pixel, where the standard S-function is used as the membership function. To obtain the optimal parameters for the S-function, a fuzzy entropy measure based on Shannon's function is applied. The classi cation capability of the technique is tested using a data set consisting of scaled, rotated and noisy gray-level images of uppercase and lowercase characters and digits of English alphabet, as well as scaled and rotated images of a set of tools. A multi-layer perceptron neural network with back-propagation training is used for classi cation.
II. FUZZY LOGIC, FUZZY MOMENTS AND ENTROPY
Fuzzy logic becomes more and more popular in the eld of image processing and pattern recognition recently. The reason is that many image properties, such as boundaries, brightness, etc., are fuzzy in nature. In many real-world situations, we need to classify scenes in which the separation between an object in the scene and the background is not perfect. This can be due to the lighting condition or due to the inherent nature of the scene. The scene may contain various levels of intensities, some of which may be common between the object and the background. It is di cult to use feature extraction methods like moments for such scenes, because it requires one to determine if a given pixel belongs to the object to be classi ed or not. The concept of fuzzy logic can provide a solution to this problem by allowing pixels to belong to an object to a certain degree. We introduce fuzzy logic and propose fuzzy versions of moments described in the previous section to handle classi cation of gray-level images. Fuzzy Logic: A fuzzy set A with its nite number of supports x 1 , x 2 ,..., x n in the universe of discourse U is de ned as The values of parameters a; b and c can seriously a ect the quality of the solution, because these parameters determine the degree of membership of a given pixel in the image.
For di erent images, di erent values of a; b and c should be determined, depending on the nature of the image. We propose an automated way to determine the optimal values for these parameters for a given image using minimization of entropy, discussed below.
Entropy and Fuzzy Sets: When uncertainty is involved in the system under consideration, the concept of entropy can play an important role in the formulation of a model of the system. In probabilistic systems, entropy under the measure of probability is used. On the other hand, when the system is characterized by vagueness or fuzziness as opposed to randomness, e.g., lack of a crisp boundary between regions of an image, entropy should be based on fuzziness. The entropy of a fuzzy set is an indication of the ambiguity in the set. For a fuzzy set X, the entropy 9, 11, 12] can be measured by: 
where h(x) is a function indicating the number of pixels with a given intensity x of the image, and x fL min :::L max g.
Low entropy of an image indicates less ambiguity and better separation between the various regions of the image. In a classi cation task where images consist of object(s) and the background, a low entropy means better separation between the object(s) and the background, which facilitates a more accurate feature extraction. In this work, we select the location of the fuzzy region of the S-function ((c?a) = 2(b?a) = 2 ) so as to minimize the entropy of the image. For a selected width of the fuzzy region, entropy is computed for all possible values of the parameter a and the value of a which produces the minimum entropy 
This approach has the advantage that while respecting the inherent fuzziness of the image, it tries to optimize the membership function so as to achieve minimum ambiguity and better feature extraction. How to select the fuzzy region and determine the fuzzy membership function can be found in 26 -28] .
III. IMAGE DESCRIPTION SCHEME First, the centroid of the image (x 0 , y 0 ) is found, using the zero-th order and the rst order moments as shown below:
x 0 = m 10 m 00 ; y 0 = m 01 m 00 (9) where m pq is obtained from Eq. (1). Next, the image is divided into n sectors formed by drawing n radial lines from the centroid at an angle to each other such that n = 360 0 .
Furthermore, m concentric circles are drawn with the centroid of the image as center such that each \band" or \ring" between any two consecutive circles has equal area 5]. This is accomplished by computing the radius r j of the jth circle as follows:
where r m is the distance between (x 0 ; y 0 ) and the furthest pixel of the image from (x 0 ; y 0 ). Thus, the image is divided into n m segments. Fig. 2 shows this scheme for n=12 and m=3. Fig. 3 (a) and 3(b) show images of characters`G' and`H' after segmenting them according to this scheme. The rst order radial moment of the segment contained between angles and + and band between circles of radius r j and r j+1 is given by Note that all the sectors and bands have equal area, so all of n m segments cover an equal area of the image. The reason for having segments of equal area is to ensure that all portions of the image are emphasized equally in extracting features. This enables us to apply this method \blindly" to a image classi cation problem, without having to tweak any parameters. This approach can be tailored easily to achieve better performance for a particular problem, by changing the size of bands so as to nely divide areas of the image which contain details important for classi cation. The obtained feature vector can be transformed as described below to achieve translation, scale and rotation invariance.
A. Translation invariance:
In the above scheme, translation invariance is achieved by moving the origin to the centroid of the image. This is done by transforming the image f(x,y) into f(x+x 0 ,y+y 0 ) where (x 0 ,y 0 ) is the centroid of the image and determined by Eq. (10). 
x Mm ; x Mm+1 ; :::; x m n ; x m ; x m+1 ; :::; x Mm?1 ]g
In other words, each feature subvector is shifted in such a way that the maximum valued feature becomes the rst element of the subvector, and the relative order of the features remains the same for that subvector. In case of more than one maximum values in a particular band, the value with the next highest value is selected as maximum. Clearly, X R is independent of the orientation of the image, since only the order of the features changes with orientation of the image. Notice that a sector of degrees gives perfect rotation invariance only if the image is rotated in steps of degrees. The error due to rotation will be maximum when the image is rotated in steps of /2 degrees. However, if is su ciently small, then the error can be ignored at the cost of higher computational time.
The computation of the moments of a segment is independent of that of other segments. Thus the computational process lends itself naturally to parallel implementation. The moments of each band of the image can be computed in parallel and the procedure for obtaining scale and rotation invariance can also be performed in parallel, therefore, the computational time can be signi cantly reduced. This parallel nature of the algorithm can be utilized e ectively in real-time applications.
IV. CLASSIFICATION
The aim of pattern classi cation 4] is to assign input patterns to one of a nite number, M, of classes. Biologically inspired adaptive non-parametric arti cial neural-network classi ers (or simply neural-nets) have gained popularity for classi cation tasks. They posses the ability to learn and build unique structure speci c to a particular problem. The ability to select combinations of features pertinent to the problem, fault tolerance or graceful degradation with noise, potential for real-time parallel implementation using custom VLSI circuits are the major characteristics of neural-nets which give them an edge over the conventional statistical classi ers. Amongst several neural-net paradigms available, we use the multi-layer perceptron, discussed below. The multi-layer perceptron: This type of network 14], illustrated in Fig. 4 , has an input layer, an output layer and at least one hidden layer. Each layer comprises several processing elements (PEs/neurons). Each layer is usually fully connected to the succeeding layer. The number of units in the input layer equal the number of features plus one as the bias. The number of output neurons depends on the number of classes into which the input data are to be classi ed. In the local or distributed encoding of outputs 17], where each output neuron is assigned to single class, and the number of outputs equals the number of classes. As shown in Fig. 4 , inputs to any processing element are multiplied by the connection weights and summed to produce a network value, net j , as given in Eq. (16) . net j = X w ji O i (15) Here, w ij is the weight between neurons U i and U j , and O i is the output of neuron i. This sum of products is transferred to the neuron output via a semi-linear a sigmoid function,
The network operates in two distinct phases: training and recall 14, 16] . During training, each member of the training set is presented to the network inputs. The output produced is compared with a target vector for that input and an error vector is computed. This error is then back-propagated through the network layers and the connection weights are adjusted according to the learning rule. This process continues until the r.m.s. error of the output layer for the whole training set falls below a prespeci ed threshold or the network stops improving. In order to determine if the neural network has stopped improving, a veri cation phase is often introduced. A veri cation set is made from the training samples. Network performance is checked periodically on the veri cation set, and training stops if the performance does not improve for a certain number of training cycles. This method, known as cross-validation, can prevent under-training or over-training of the neural network 33].
At the start of the training the connection weights are assigned uniformly random values between a high and low prede ned limit. As traing proceeds, the weights between any two neurons U i and Uj are adjusted using the local neuron Uj. For a given training vector, if d represents the desired output vector and O represents the actual output vector produced, then a measure of error in achieving that desired output is given by (17) where the subscript k indexes the components of d and O. The local error, e k , at each neuron in the output layer is then used to compute the required change in the value, w kj , for each weight connecting the neurons of the output layer w kj = e k O j (18) where is a constant learning coe cient. By back-propagating errors through the network a similar process can be employed to adjust weights between other layers. The algorithm outlined above is known as the error back-propagation algorithm. One of its characteristics is long training period. Several improvements in the standard back-propagation have been suggested to reduce the training time. We have used a variation popularly known as QuickProp, introduced by S. Fahlman 15] .
V. EXPERIMENTS AND RESULTS

Experiment 1.
The e ectiveness of the method is tested by utilizing the dataset of images of 62 characters (26 uppercase, 26 lowercase and digits 0-9). The gray level for the characters has the range from 0 to 91, while for the background has the range from 164 to 255. We apply the image transformation algorithms 34] to generate new images. Each image is rotated at 7 random angles to generate 7+1 images per character in a 64 64 resolution. Each resulted image is scaled by a factor of 0.8, 0.9, 1.0, 1.1 and 1.2. For each such image, a noise of 0%, 5%, 10%, 15%, 20% and 25% is added. Totally, 8 5 6 = 240 di erent samples are produced for each character, and the dataset has 240 62 = 14,880 samples.
For segmenting an image, one has to decide the number of sectors and bands. In order to achieve rotation invariance, the sectors have to be small. But small sectors imply large dimensions of the feature vectors, and high computational time. Experimentally, we found that = 10 o is a good choice. The gray-level of each pixel of noise is chosen randomly between 150 and 200. Images of characters`5',`a' and`T' at di erent orientations with scaling factors of 1.0, 0.8, 0.9, 1.1 and 1.2, and with noise of 0%, 5%, 10%, 15% and 25% are shown in Fig. 5 . Radial moments of each segment are computed using Eq. (12) . Transformations are performed as discussed in Section III to make this vector invariant to translation, scaling and rotation. Normalization for scale is performed for each band, which is advantageous if moments of each band are calculated in parallel. The width of the fuzzy region of the S-function is selected as 225. For each image, the membership function is optimized by Eq. (9) . Scaling is done prior to rotation. Moments of various sectors of the images of character`a' at scales of 1.0 and 0.9 and rotated by 0 o and 62 o , before and after performing transformations for scale and rotation invariance are shown in form of graphs in Fig. 6a ) through 6d), respectively. Numbering of segments is similar to that shown in Fig. 2 .
The neural network has an input layer with 36 n + 1 (bias) nodes (n is the number of bands used); a hidden layer with 62 nodes (for 1 band and 2 band cases), 80 nodes (for 3 band case) and 100 nodes (for 4 band case); and an output layer with 62 nodes. To train the neural-net classi er, a training set is prepared from the dataset generated as above. For each class, 3 noisy (0%, 10% and 20%), 3 scaled (0.8, 1.0 and 1.2) and 2 rotated (0 o and another angle picked randomly) samples are chosen to form a training set of 3 3 2 = 18 samples per class, and there are 18 62 = 1,116 samples in total. Thus, less than 10% of the dataset is used for training. A veri cation set of the same size is prepared, for using the cross-validation method to prevent over-or under-training of the network. The rest of the samples are used as the testing set. A single hidden-layer network is used with local encoding of outputs (one node is assigned to each character, which is coded by 1 in the output vector; rest of the nodes are assigned 0). Training is stopped when there is no improvement in recognition rate on the veri cation set for a certain number of epochs. Neural networks in this work are implemented using the NeuralWorks Professional II/Plus package 16]. For interpreting the output of the network, we apply the winner-take-all principle, i.e., we consider the neuron with the maximum output value to be 1, and rest as 0. The network is considered to have identi ed the character corresponding to the node with output 1.
The results obtained using various number of bands are shown in Table I . A high accuracy is achieved even for highly noisy images, in spite of the small size of the training set. Using 3 bands gives the best performance. Lowing number of bands means that there are not enough feature elements for classi cation. Increasing number of bands means that each feature element is very small and the e ect of the noise could surpass the one of the image. However, experimental results show that the performance does not change drastically with the number of bands which implies that the choice of the number of bands is not very critical.
It is important to notice that many of the errors are caused by the nature of the problem, rather than by an inadequacy of the technique. Uppercase versions of characters`c',`o', p',`s',`v',`w',`x',`y' and`z' are very similar to their lowercase counterparts when scaleinvariance is taken into account. Similarly, characters like`p' and`d' or`b' and`q' or`u' and`n' are very di cult to distinguish, even for a human observer, when they are rotated 180 o . Experiment 2. The problem of classi cation of images of seven tools shown in Fig. 7 is used for testing the proposed method. The gray level ranges for foreground, background and noise are the same as the previous experiment. The image size is 100 100. The experiment is carried out in a manner similar to that of the previous experiment. Dataset consisting of 40 images per class is prepared by scaling images by factors of 0.8, 0.9, 1.0, 1.1 and 1.2 and by rotating them at 7 random angles. Then images are segmented by 36 sectors and 2 bands. The neural network has an input layer with 36 2 +1 (bias) nodes, a hidden layer with 50 nodes and an output layer with 7 nodes. We experimented with several numbers of input nodes and found that 50 was a good choice to handle the high-dimensional input vectors. The training and veri cation sets consist of one unrotated and unscaled image of the tool, and one other image picked randomly. The rest of the samples are used for the testing set. A neural network with a single hidden layer is trained with cross-validation. A 100% recognition rate has been achieved on the testing set.
VI. DISCUSSIONS AND CONCLUSIONS
A simple, e ective moment-based technique for gray-level image description and recognition has been proposed. The technique has been tested on two di erent problems and found to be robust to scale and orientation changes as well as noise. A method for automatic determination of the optimal membership function using minimization of image entropy has also been proposed. Like all methods relying on the center of gravity of the image, this technique is sensitive to certain type of noises, e.g., cases where some portions of the image are completely missing. It would probably not be advisable to use this method in such cases. However, it is tolerant to a high degree of salt-and-pepper type of noise and can be used in a variety of situations where invariance is required. It does not require boundary detection or contour following and thus is insensitive to discontinuous boundaries. The feature extraction method is task-independent, therefore, it can be applied to a variety of pattern classi cation problems. There is no translation, scaling or rotation of the image involved, which reduces the computation time signi cantly. Furthermore, the algorithm is suitable for parallel implementation.
This method utilizes the rst order radial moments which are simple to compute. However, it has been shown in studies comparing several types of moments (regular, complex, Legendre, Zernike, pseudo-Zernike, etc.) that Zernike moments are superior to other types of moments in terms of image representation capability, information redundancy and noise sensitivity 7]. They can be used instead of radial moments at an additional computational cost. The high dimensionality of the feature vector could be a drawback of this method, since it usually increases the training time of the neural network. This problem is alleviated to some degree by the small size of training set required. Radial basis function classi ers have been shown to signi cantly reduce the training time, while typically providing error rates similar to those provided by back-propagation classi ers 13]. They can be used instead of back-propagation classi ers to eliminate the problem. Local output coding method has been used for encoding neural-net outputs in this work. However, another encoding scheme known as the error-correcting coding can be used which has been shown to improve performance of back-propagation classi ers 17].
