Abstract-The pattern recognition approach to transient stability analysis (TSA) has been presented as a promising tool for online application. This paper applies a recently introduced learning-based nonlinear classifier, the support vector machine (SVM), showing its suitability for TSA. It can be seen as a different approach to cope with the problem of high dimensionality. The high dimensionality of power systems has led to the development and implementation of feature selection techniques to make the application feasible in practice. SVMs' theoretical motivation is conceptually explained and they are tested with a 2684-bus Brazilian system. Aspects of model adequacy, training time, classification accuracy, and dimensionality reduction are discussed and compared to stability classifications provided by multilayer perceptrons.
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I. INTRODUCTION
T HE increasing load demand in power systems without accompanying investments in generation and transmission has affected the analysis of stability phenomena, requiring more reliable and faster tools. One of the most challenging problems in real-time operation of power systems is the assessment of transient stability. Its importance has increased due to the reduction of operational safety margins. Analytical techniques alone do not allow to take preventive or corrective actions in due time. A possible solution to overcome this drawback is the application of the pattern recognition approach.
Research efforts in communication and computer processing have enabled the development of online tools for transient stability analysis (TSA) [1] - [3] . A number of pattern recognition methods have been reported as playing important roles in such tools [1] , [4] , [5] . The integration of automatic learning/pattern recognition techniques with analytical TSA methods can provide more accurate monitoring, improved use of power systems resources (e.g., reduced spinning reserves), flexibility in maintenance scheduling, etc. [2] . Besides avoiding the repetitive burden of analyzing similar operating points, the pattern recognition approach for online TSA [or even assessment (i.e., including control)] can deal with modeling uncertainties (e.g., dynamic load modeling [6] ) and measurement errors.
Analytical methods hardly provide, alone, all functionalities that control center operators would like to have, which are
• current operating point qualitative evaluation;
• stability margins;
• visualization of security regions;
• available transfer capability;
• preventive and/or corrective controls;
• "optimum" load shedding.
The pattern recognition approach for online TSA can fulfill directly the first four operators' desires, and could also help on providing the last two. In particular, ultrafast stability margin estimation can provide a feedback variable with a system-wide view for the controllers. So far, online centralized coordination has not been possible for the control of fast phenomena. The current decentralized approach, based on local measurements, does not produce adequate pre and postcontingency control, reducing stability limits and increasing the need for more stabilizers.
Neural networks (NNs) technology has been reported as an important contributor for reaching the goals of online TSA [1] , [2] , [7] - [16] . It presents desirable characteristics, such as fast response in simple format (stable/unstable or stability margin), heavy computational burden is paid offline, failure tolerant with respect to data requirement, and it can allow better real-time control. Explanation capability can also be introduced through the extraction of if-then rules from the NN [17] . Recent proposals of NNs' application to online TSA show how these properties can be turned into practical use. In general, these proposals present one of the following ideas: a) to rank or screen the contingencies, and after that perform detailed time-domain simulations [2] , [12] , [13] ; b) to provide a stability evaluation during time-domain simulations, halting the cases clearly evaluated as stable [14] ; c) to provide fast stability evaluations and allow border identification [11] , [18] . In most of the NN proposals for online TSA, multilayer perceptrons (MLPs) are used, which present, as a major drawback, the extensive training process. Like other nonlinear learning machines, they lack simple design procedures. In estimating a NN, one is found between two opposing extremes: i) to use lots of data for learning and suffer from long training, or ii) to use less data, and suffer from "insufficient" learning.
Support vector machines (SVMs), a recently introduced learning paradigm, have very interesting theoretical and prac-0885-8950/04$20.00 © 2004 IEEE tical characteristics [19] , [20] . They rely on so called support vectors (SVs) to identify the decision boundaries between different classes. The SVs are located near the separation surfaces, which are critical to achieve correct classifications. SVMs can map complex nonlinear input/output relationships, and they are very well suited for TSA because the learning focus is on the security border. SVMs are based on a linear machine in a high dimensional feature space, nonlinearly related to the input space, which has allowed the development of somewhat fast training techniques, even with a large number of input variables and big training sets [21] . Investigations of the application of SVMs to TSA can be found in [7] - [10] . In the present work, it is shown that SVMs cope with the demands of large power systems' TSA, and how they compare to MLPs.
Feature selection techniques have been previously proposed to make the matter of high dimensionalities easier, especially in TSA, where the power system representation leads to a large number of input features [16] . Feature selection reduces the input dimensionality in order to use as few variables as possible, getting a more concise representation of the power system. This paper presents the application of MLP and SVM classifiers to the TSA of a real power system, the Brazilian Priba, comprising 2484 buses, 200 generation buses, and 5720 branches. The paper shows how the large input dimensionalities represent a concern in stability classification. The paper also presents a comparison between MLP and SVM models, since the former is used in almost all previous proposals of NN application to TSA. Aspects of model adequacy, training time, classification accuracy, and dimensionality reduction are discussed, may any of the ideas (a), (b), or (c) be pursued.
The structure of the paper is as follows. In Section II, a summarized description of SVM classifiers is sketched considering the conceptual ideas and discussions on advantages and disadvantages. Section III describes the power system used in the tests and how the transient stability data have been collected for the NNs' training. In Section IV, the details about the MLP and SVM training procedures are presented, including the feature selection processing. In Section V, the results of NN stability classifications are presented. Comparisons and discussions about the two models are also carried out. Finally, conclusions are drawn in Section VI.
II. SUPPORT VECTOR MACHINE CLASSIFIERS
SVMs are nonlinear models based on theoretical results from the statistical learning theory [19] . This theoretical framework formally generalizes the empirical risk minimization principle that is usually applied for NN training (i.e., the minimization of the number of training errors). In traditional NN training, several heuristics are applied in order to estimate a classifier with adequate complexity for the problem at hand.
An SVM classifier minimizes the generalization error by optimizing the tradeoff between the number of training errors and the so-called Vapnik-Chervonenkis (VC) dimension, which is a new concept of complexity measure.
A formal theoretical bound exists for the generalization ability of an SVM, which depends on the number of training errors , the size of the training set , the VC dimension associated to the resulting classifier , and a chosen confidence measure for the bound itself [19] (1)
The risk represents the classification error expectation over the entire population of input/output pairs, even though the population is only partially known. This risk is a measure of the actual generalization error and does not require prior knowledge of the data probability density function. Statistical learning theory derives inequality (1) to mean that the generalization ability of an SVM is bound by the right-hand side of (1). This upper limit is valid with probability . As increases, the first summand of the upper bound (1) decreases while the second summand increases, so that there is a balanced compromise between the two terms (i.e., training error and complexity), respectively.
Consider a training set , where is a realvalued -dimensional input vector (i.e., and is a label that determines the class of . The SVMs employed for two-class problems are based on hyperplanes to separate the data, as exampled by Fig. 1 . The hyperplane (indicated by the dotted line in Fig. 1 ) is determined by an orthogonal vector and a bias , which identifies the points that satisfy . By finding a hyperplane that maximizes the margin of separation , it is intuitively expected that the classifier will have a better generalization ability. The hyperplane with the largest margin on the training set can be completely determined by the nearest points to the hyperplane. Two such points are and in Fig. 1 (b), and they are called SVs because the hyperplane (i.e., the classifier) depends entirely on them.
Therefore, in their simplest form, SVMs learn linear decision rules as (2) so that are determined to classify correctly the training examples and to maximize .
To show the underlying reason for doing this, consider the fact that it is always possible to scale and so that (3) for the SVs with and (4) for non-SVs. Using the SVs and of Fig. 1 and (3), the margin can be calculated as (5) For linearly separable data, the VC dimension of SVM classifiers can be estimated by [19] ( 6) where is the minimum radius of a ball which contains the training points. For linearly separable data, as shown in Fig. 1 , a linear classifier can be found such that the first summand of bound (1) is zero. Therefore, the risk (1) can be reduced by decreasing the complexity of the SVM (i.e., by increasing the margin of separation , which is equivalent to decreasing ). As practical problems are not likely to be linearly separable, the linear SVM has been extended to a nonlinear version by mapping the training data to an expanded feature space using a nonlinear transformation (7) where . Then, the maximum margin classifier of the data in the new space can be determined. With this procedure, the data that are nonseparable in the original space may become separable in the expanded feature space. The next step is to estimate the SVM by minimizing (i.e., maximizing (8) subject to the constraint that all training patterns are correctly classified, that is (9) However, depending on the type of nonlinear mapping (7), the training points may not happen to be linearly separable, even in the expanded feature space. In this case, it will be impossible to find a linear classifier that fulfills all of the conditions (9). Therefore, a new cost function is used, instead of (8) (10) where non-negative slack variables are introduced to allow for training errors (i.e., training patterns for which and ). By minimizing the first summand of (10), the complexity of the SVM is reduced, and by minimizing the second summand of (10), the number of training errors is decreased. is a preselected positive penalty factor that acts as a tradeoff between the two terms.
The minimization of the cost function (10) leads to a quadratic optimization problem with a unique solution. In fact, the nonlinear mapping (7) is indirectly obtained by the so-called Mercer Kernel functions, which correspond to inner products of data vectors in the expanded feature space . Because the SVM formulation ends up with an inner product format (see the Appendix for more details), the Kernel function can substitute the nonlinear mapping (7) wherever it appears. In order for this equivalence to be valid, a Kernel function must satisfy some requirements called Mercer Conditions [20] . The most commonly used functions are the RBF kernel (11) and the polynomial kernel (12) where the parameters and in (11) and (12) must be preset. One important advantage of using a Kernel function instead of the nonlinear mapping (7) is that some of its key aspects like representation, complexity, and generalization capability become highly dependent on a few control parameters, as will be shown later. Another important advantage is related to the computational complexity of the large expanded dimension space . For example, the polynomial kernel (12) corresponds to a nonlinear expanded space of dimension , and the features , represent all of the monomials of the original input vector up to and including degree . In power systems, where is typically large, would become computationally intractable. However, by substituting the nonlinear mapping by the Kernel function, all calculations are performed in the original input space dimension.
In summary, a nonlinear mapping (7) can be indirectly defined by a Kernel function [i.e., there is no need for specifying (7)], for example (11) or (12) . Overfitting problems in the expanded feature space are overcome by implicit generalization control in the learning process. The parameters and affect how sparse and easily separable the data are in the expanded feature space, and consequently, they affect the complexity of the resulting SVM classifier and the training error rate. The parameter also affects the model complexity. Currently, there is no indication, besides trial and error, on how to set , to choose the best Kernel function, and to set the Kernel parameters. In practice, a range of values has to be tried for and for the Kernel parameters, and then the performance of the SVM classifier is estimated for each of these values (and Kernel functions). Details on the minimization of (10) and the SVM architecture are shown in the Appendix.
III. POWER SYSTEM DESCRIPTION AND DATA SET GENERATION
The power system used for TSA tests is a subsystem of the Brazilian southeast grid, which is located in the region with the largest power consumption in the country. The system is basically formed by the hydroelectric plants along Paranaíba and Grande rivers, and by the power grid around these plants. This so-called "Priba System" has 2484 buses, 200 generation buses, and 5730 branches, including 26 major 750-kV, 500-kV, and 345-kV transmission lines and transformers connecting the generation plants to load centers and to other subsystems.
The transient stability studies assume that 14 of the major branches become unavailable due to maintenance scheduling, one at a time. For each major branch outage for maintenance scheduling, single contingencies are assumed in nine other major branches. The contingencies consist of three-phase short-circuits, which are cleared by tripping the corresponding line. Three load levels (light, medium, and heavy) have been simulated, besides the combinations of different generation dispatches and power exchanges between subsystems. These base cases for TSA have been simulated in the time domain, and each one has been classified as stable or unstable. With this procedure, 994 training patterns and 248 test patterns have been obtained. The TSA data set has a large percentage of stable cases, with the ratio of stable to unstable cases of approximately 10:1.
It is important to clarify that the data used in this work have not been produced for estimating the proposed classifiers. In fact, the simulations were performed during operational studies for an electric utility, without any specific concern regarding the classifiers' design. These studies include the specialists' knowledge about the list of the most important contingencies, the most important variables, typical operating conditions, the required accuracy in power system modeling, etc., which represent the utility's expertise as far as offline TSA is concerned. All of this knowledge, which has been considered and included in the training set, makes up the necessary information to be learned by a NN. This kind of data is usually available in electric utilities, and this paper intends to show that useful classifiers can be obtained from it without any other data requirement.
However, as power systems are planned to operate most of the time under stable conditions, operational studies usually generate highly unbalanced classes. This unbalance between the stable and unstable classes can be troublesome for some classifiers.
Based on the approach developed in [9] - [11] , and [16] , the following input variables have been chosen to describe the power system operating point and the applied fault: active and reactive power at selected generation buses before fault occurrence; active and reactive power flows on the 26 major branches before fault occurrence; and a binary coding for the nine faults under analysis. The output variable has been chosen to be the two classes of interest: stable or unstable . Taking into account the generation buses that yielded relevant information (i.e., significant variation on the generated power), 224 input variables have been preselected. Topology information is implicitly informed by the branches' power flow variables ("no flow" means an open line).
IV. NEURAL NETWORKS TRAINING
This section presents details about the MLP and SVM training procedures, including the feature selection processing.
A. Multilayer Perceptron Training
The MLPs have been trained by the Stuttgart NNs Simulator [22] , which is a free software developed in C. The back-propagation training with adaptive learning and momentum rates, and cross-validation have been used. Cross-validation has been performed by randomly splitting the original training set and reserving 20% of its patterns for validation. The random splitting was repeated at every 50 epochs (one epoch is one training cycle for which all training patterns have been presented to the NN once), when the training and validation errors were also calculated in order to monitor their behavior and to stop training earlier (i.e., before overfitting).
It has been noticed that during the entire training process, the false dismissal rate (rate of unstable cases assigned to the stable class) is high and the false alarm rate (rate of stable cases assigned to the unstable class) is close to zero, which is highly undesirable. The training set unbalance between the two classes of interest damages the MLP classifier estimation, because it overfits the stable data. An example of this overfitting is in Fig. 2 , which presents the classification performance during the MLP training process. When training is terminated, after 1000 epochs (20 50), all of the errors are false dismissals. The error rate is the sum of the false dismissal and false alarm rates.
To try to avoid overfitting the stable data and to decrease the false dismissal rates, a new training procedure has been performed. An augmented training set has been devised with the ratio between stable and unstable patterns artificially modified. A 1:1 ratio has been set by adding copies of unstable training patterns to the original training set and the results on the test set will be presented in Section V.
B. SVM Training
The SVM classifier is based on a subset of the training patterns, the support vectors, located at the separation region between the two classes. The SVs define the largest possible margin of separation. Two different kernel functions have been used, the RBF kernel (11) and the Polynomial kernel (12) . The parameters (10), (11) , and (12) have been searched heuristically, trying to achieve the best generalization capacity. The software [21] , developed in C, has been used for training and testing the SVM models.
The SVM training process consists of a quadratic optimization problem in which the support vectors represent the minimum solution. The use of an augmented training set as in the MLP training is not appropriate because of linear dependencies in the constraints. Instead, to account for the training set unbalance, different values for can be used. A large value of for the unstable patterns and a small value for the stable ones have been adopted during the training process (the corresponding values of have been multiplied by 0.1 for the stable training patterns). In this way, the optimization process emphasizes the minimization of the unstable patterns training errors. Different values for and for the parameter have been tried.
The RBF kernel SVMs have not shown satisfactory results, because in the test set they have maximum false dismissal rate and 0% of false alarm rate, no matter the values of the parameters. On the other hand, polynomial kernel SVMs have been trained successfully, and the results of their performance on the test set will be presented in Section V.
C. Feature Selection
Because of the high dimensionality of the input space, feature selection techniques have also been applied to achieve a more concise representation of the power system and overcome the curse of dimensionality.
According to the notation introduced in Section II, a classification task in two groups is represented by ordered pairs in the training set , where represents the operating point and denotes the security index of that point. The main objective of a feature selection technique is to generate a -dimensional feature vector where . The " " selected features represent the original data in a new training set . If the feature selection is successful, a point in can be assigned to one of the two classes with minimum error. Two feature selection techniques are used in this work, as presented in [16] : sequential search and genetic algorithms (GAs). Reductions on the data set dimensionality from to , and have been tested.
V. RESULTS AND DISCUSSIONS
The following comparison between MLP and SVM models results from an extensive search over their parameters and the number of input variables ( and ). The classifiers have been initially trained to achieve low classification error rates. After that, the ones having the lowest false dismissal rates have been picked.
Taking as the NN output (stability condition estimated by the NN), notice that the output range of the MLP model is , whereas the output range of the SVM model is . Operating points close to the stability border (outputs close to zero) indicate a dangerous situation, even if they are on the stable side, and deserve similar treatment as the unstable points. Therefore, besides stable and unstable, it is useful to take a third stability classification, according to the classifiers' outputs . A high risk range is devised near the 0 classification threshold, and if falls within this range, the point is classified as "high risk" (to mean it is not considered stable nor unstable). For the SVM classifier, points with output values in the range are natural candidates for high risk cases, because they are located between the support vectors of different classes and near the classification border.
Taking these considerations into account, the results of the two classifiers on the test set are presented in Table I . Column (2) shows the classification results with the high risk range for the SVM with 224 inputs, and . The false dismissal cases occur when and . The false alarm cases occur when and . The high risk cases occur whenever . The error rate is the sum of the false dismissal and false alarm rates. The total error, false dismissal, Table I for the same SVM classifier, where the performance rates are calculated like the case represented by column (2) .
For the MLP classifier with 150 inputs selected by the GA, arbitrarily large high risk ranges , and have been defined, and the results are shown in columns (4), (5), and (6) of Table I , respectively. The performance rates have been calculated according to each high risk range, just as explained for the SVM model.
The use of such high risk ranges is well known in NN applications to TSA, where false dismissal rates must be very close to 0%. There is a clear compromise between the high risk ranges and the false dismissal rates, because one increases as the other decreases. In a contingency screening application, by taking the SVM classifier criterion of column (3) instead of the one in column (2), one would favor reliability and would conservatively accept % % % more high risk cases. Although most of these would be stable cases, they could start up preventive actions or detailed stability simulations, depending on the specific approach taken. As the high risk range is increased, the classifier becomes more reliable (i.e., with lower false dismissal rate), but less effective in screening out true stable cases. The false dismissal rate would decrease from 0.8% to 0% and both classifiers of columns (2) and (3) have good performances. The decision about which one to take is a project decision. The conceptual description of high risk cases for the SVMs leads to a comprehensive definition of high risk ranges, whose validity is confirmed in practice by the results presented in Table I .
By taking the MLP of column (5) instead of the one of column (4), the false dismissal rate would decrease from 3.2% to 2.4%. However, it cannot be lowered further, even by setting a very large upper limit for the high risk range, as it is shown in column (6) of For the MLP, feature selection allows a gain in generalization resulting from the dimensionality reduction, despite the loss of information due to the discarded variables. However, the best MLPs offer no competition to the best SVMs. Surprisingly, the dimensionality reduction does not provide any improvement to the overall performance of the SVMs, if compared to the ones estimated with the original inputs. Table I also shows the training times in cpu seconds and cpu minutes, run in an 850-MHz PC. The SVM training time is lower than the MLP training by one order of magnitude. It is worth noting that the training set size is not large compared to the number of MLP parameters. In fact, larger training sets would be recommended for a better representation of the power system behavior, though the relationship between the computational burden and the training set cardinality is inconvenient when employing backpropagation learning.
The number of SVs (168) determines the number of free parameters of the SVM classifier [see Fig. 4 and (15) in the Appendix, and recall that only for the SVs]. That helps to understand why a training set with 994 patterns only is enough to estimate an SVM with good performance, despite the large number of input variables. The results show how the SVM models can take advantage of a stability study database already available in a control center. Their performance could continuously improve during the online TSA process by adding new operating conditions to the training set.
The SVM performance stems from its capacity to generalize well from the available training data, which is related to an "implicit" feature selection ability. In order to make that clear, take the receiver operating characteristic (ROC) curves, shown in Fig. 3 . This graph presents false dismissal rates on the horizontal axis and detection rates on the vertical axis. The detection rate is just an indirect measure of the false alarm rate, calculated by subtracting it from 100% (without considering the high risk range, that is, when the classification threshold is zero). Each ROC curve in Fig. 3 corresponds to SVMs trained with the indicated input variables and different values of . For each curve, a specific value of has been chosen to the best possible ROC, which is the one having the points with the lowest false dismissal rates coupled with the highest detection rates. ROC curves cannot be drawn for the MLPs, because there is no parameter to control the relationship between false alarm and false dismissal rates. The number of factors that affect an MLP's performance are large and inter-related.
The "best" curve in Fig. 3 is from 224 inputs. As the number of input variables decreases, the curves get "worse," which is an indication of loss of discrimination capability as variables are discarded from the original input set. On the other hand, it is also an indication of how good the SVMs can be on the high dimensional original space. That means, embedded in the learning process of an SVM there is an automatic feature selection, which prevents it from being trapped by the curse of dimensionality on the expanded feature space. Fig. 3 also shows that the parameters and can be used to control the relationship between the number of false dismissals and false alarms. For a specific value of , it is possible to move the SVM classifier to the left of the ROC curve as much as desired to achieve lower false dismissal rates, at the expense of larger false alarm rates. This procedure gives some inspiration on a structured way to design an SVM classifier for TSA. For a selected Kernel function: a) perform a fine search over the values of and of the Kernel parameter, and draw ROC curves for them; b) choose the curve with the "best" RO characteristic (the one having points with the largest ratios between detection rates and false dismissal rates); c) choose the point in the "best" ROC curve with the largest ratio between detection and false dismissal rates; d) pick the values of and of the Kernel parameter that correspond to the point chosen in (c); e) choose a high risk range that provides acceptable false dismissal rate for the classifier estimated from (d).
VI. CONCLUSION
This paper shows that SVMs fit the TSA task for large power systems. They provide a different strategy to tackle the curse of dimensionality. The SVMs performed better when the complete set of input variables was used, which confirms, in practice, their implicit feature selection capability and the validity of the theoretical developments on generalization control. The SVM learning machine allows a deep understanding of its practical implications, which can be used to devise structured design practices for the model.
The sparsity reduction of the data has turned the training process into an easier task for MLPs. However, the MLPs performance (3.2% of false dismissal rate, 11.7% of false alarm rate, and 3.23% of high risk rate) is not as good as the SVMs (0.8% of false dismissal rate, 4.8% of false alarm rate, and 14.1% of high risk rate). It has been shown that stability studies databases already available in electric utilities, containing specialists' knowledge, can be used in NN-based TSA as a good starting point.
Future work will focus on dynamic features. The majority of work about TSA, based on the pattern recognition approach, has focused the analysis on prefault static features. With the popularization of synchronized phasor measurements acquisition systems (phase angle monitors), loss of synchronization can be predicted, in real time, based on postfault phasor measurements (i.e., speed and acceleration at each generation bus are calculated from the synchronized phasor measurements) [23] . Therefore, the next generation of transient stability assessment tools will be allowed to move from preventive countermeasures (contingency analysis on prefault operating points) to corrective control.
Another promising idea for online TSA of large-scale power systems is the hybrid approach based on direct-type methods coupled with detailed time simulation [24] . In this approach, NNs can be used as filters to discard stable contingencies in a very fast way.
APPENDIX
The computation of the decision boundary of an SVM for the nonseparable case consists in solving the following optimization problem: minimize subject to (13) Instead of solving (13) directly, it is much easier to solve the dual problem (14) , in terms of the Lagrange multipliers minimize (14) subject to and which is a quadratic optimization problem. From the solution, of (14) , the decision rule can be computed as (15) The training points with are the SVs, and (15) depends entirely on them. The threshold can be calculated using (3), which is valid for any SV (16) An SVM can be represented as in Fig. 4 , where the number of units is determined by the number of SVs. 
