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Vertical fault detection from scattered data 
Abstract 
The purpose of this paper is to stud! the problem of detection of vertical faults in explicit surfaces. First. we establish 
a characterization ofjump discontinuities for btvariate functions. ru’ext. we derive a detection method of vertical faults in 
surfaces which takes as input a set of scattered data points. FYnally, some numerical and graphical examples are given. 
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0. Introduction 
In this paper we consider the problem of detection of vertical faults in explicit surfaces from sets 
of data points. 
In geology or geophysics. the reconstruction of a faulted surface from a set of scattered data 
points is a common problem. There exist different methods to solve it (cf., for example, [l, 2, 5, 6, 
10-131). However, to apply such methods, it is necessary to previously determine the position of 
the fault lines. Hence, the interest in developing a fault detection algorithm that provides an 
approximation of the fault lines using the same set of data points that later will be employed for the 
surface fitting process. 
Let .Y be a faulted surface of the form : =,f’(s. JS). where ,f’ is defined on a bounded open set 
R that corresponds to the terrestrial region of interest. Our problem is to determine the position of 
the fault lines. that is. the subset .F of Q where j’ is singular (i.e. ,f’ or some of its derivatives are 
discontinuous on 9). In this paper. we focus on a method to detect vertical faults, modelled as 
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jump discontinuities of the function f on the set 9. In [4, 7-91, for example, different kinds of 
methods are presented for solving similar problems. 
This paper is organized as follows. We briefly recall, in Section 1, some preliminary notations 
and results. In Section 2 we give a characterization of jump discontinuities for bivariate functions, 
from which we derive, in Section 3, a detection method of vertical faults in explicit surfaces. Finally, 
Section 4 contains some numerical and graphical examples. 
1. Preliminaries 
Let A be a subset of R2. We denote by A and /i(A), respectively, the closure and the measure of A. 
We write P,(A) for the space formed by the restrictions to A of all polynomials of degree < 1. 
For any A c R2, measurable and nonempty, L*(A) is the space of all real functions, defined on A, 
whose square is integrable over A. This space is equipped with the norm 
,,t>,,LJcAj = ( j: ,Qz),2dx)12. 
For any .f~ L*(A), n,f is the unique element of P1 (A) such that 
II f- fl.4f IIL’U, = $y4) II f- P lIL’(Ab 
i.e., n,f is the least-squares polynomial of the function $ 
In Section 2 we shall frequently use the First Mean Value Theorem for integrals (cf., for example, 
[3]): Zf 4 and 5 are continuous functions on un intertlul [a, b] and c(t) 2 0, for any t E [a, b], then 
there exists a point to E [u, b] such that 
c 
:’ &t)<(t)dt = +(tO) 
s 
b <(t)dt. 
a 
Finally, we recall that. if Sz is a bounded open set of R2 and f is a Lipschitz continuous function 
on R. there exists a unique continuous extension off to a, which we shall denote with the same 
letter f: 
2. Theoretical results 
In this section, Q will be an open, bounded, nonempty subset of R2. 
For any closed set K c 0, with /A(K) # 0, and for any f~ L2(Q), let 
J,(f) = & II W’,f)(x,,x,)l 2dx,d.x2, 
11. I/ being the Euclidean norm in R2. 
Theorem 2.1. Let f: !2 + R be a Lipschitz continuous function on 51 with Lipschitz constant L. Then, 
for UPI!, closed rectanyk K c a, with ,u(K) # 0, we haue JK(f) < 18L2. 
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Proof. Let K = [aI, h,] x [az, h,] be a closed rectangle of a. It is readily seen that n,f has the 
following expression: 
n,f= YrJ + X]Xl + 22x2. 
with 
where, for i = 1. 2, Iii = hi - ai and iii = Ui + t/?i. 
Thus, 
JI;(,f) = x; + 2:. 
We shall now bound the term 2:. Obviously. we have 
(sl - a,),f(x,, x2)dx1 dxz - ’ (h, - xI)S(xl, xz)dxI dx2 
3 
. 
K > 
For all s2 E [al, h,], by the First Mean Value Theorem. there exist sl. s2 E [aI, b,] such that 
Hence, from (1) (2) and (3) we get 
a,)d.u, 
xl)dx, 
= 
3 
x1 =qr2 
(.f(s, ,x2) -f’(s2, x2))dsz. 
Applying that f‘ is Lipschitz continuous with constant L, we finally obtain 
9 
ii; 
bl 
! 
2 
x: <- 
hfh: 
If(sl, x,) -,f‘(s2. rz)\dxt 
uz 
9 i-h_ 
6- 
i! 
2 
h:hs u2 
Lls, - s2/ dx2 
) 
< 9L2. 
Analogously, we have xf < 9L’, and therefore JK(j‘) < 18L2. •l 
(3) 
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Theorem 2.2. Let .F = (cl 1 x (d,, d,) hr a c.erticul sryrnent such that .F c 0, and define Q’ = Q’\,g, 
f21 = ((x,, x2) E Q/.x-l < (‘1 1, anciQz= ((s~,.Y~)EQI.Y~ >c.~) (seeFig.l).Letf:52-t[Wbeu,func- 
tion such that ,fi =,fIR, and ,f2 =,f jR, me Lipschitz continuous. Assume that ,f‘ is continuous on R’ and 
that ,f’ presents 0 jump di.scontinuit~ on ewry point of 3, thut is, 
v.uz E ((11, tl,),.f;(c,. x2) #,fL(Cl. Xl). 
Proof. For any II E W. we have 
(4) 
where 
with Si,, = lli,, + f/l;,,, for i = 1. 2. 
Next, we shall prove that the sequence (T;,,),,~.. is divergent. In view of (4), this is sufficient to 
establish the result. 
Fig. I. Open ct Q and fault line F/;. 
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It is clear that, for any 11 E N, 
But 
"ht., 
1' 
“ (s, - u,,,),f;(xl, s2)dxI + 
i 
blr1 
(sl - LI~,~),~‘(s,. x2)ds1 = (xl - u,,)f;(sl. x,)dxr. 
” ‘II., 01, CI 
Applying the First Mean Value Theorem. for all x2 E [LIP,,, hz,], there exist tl E [nr,, cl] and 
t2 E [c,. hr,,] such that 
Analogously. there exist f3 E [u,,~. cl] and tS E [cl, h,,] such that 
(/I,,, - s,),f’(sl. x2)d.y, =,f;(r3,x2) 
/?;,l -  ( h , ,  -  (‘1 )’ 
2 
Thus, for any II E k. 
(5) 
Consider the function S: (0,. d2 I + 2 given by 
S(z2) ==j; (L’, . x2) -,f>(c, . l-2 ). 
which is continuous on (dr . tlz). Note that S is nonnull in such an interval. 
From (i) and (ii), we get 
lim I/?,, = lim h7,1 = c2. (6) 
I,-+ I ,,-- I 
Since (‘2 E (~1~. tlz ). we assume. without loss of generality. that [aZn, hzn] c (d,, d,) for all M E k4. 
Then adding and substracting S in the numerator of every integrand in (5), we have 
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where 
and 
Since ,fr and f2 are Lipschitz continuous, with constants L, and LZ, it follows that 
Vne N, Ifin d 6(L1 + Lz). 63) 
Likewise, since S(.u2) is continuous at c’~ and S(c2) # 0, there exists 6 > 0 such that 
V.X, E (c2 - d, (‘2 + (51, p(.~~) - s(c,)l < f Is(~ 
Hence, taking into account (iii) and (6), there exists no E N such that 
Vn 3 no. IynI > 3C21S(c~2)l j+- 
In 
(9) 
From (7))(9) and hypothesis (ii), we then derive that the sequence (x~~),,~~ is divergent, and 
therefore the theorem holds. 0 
Corollary 2.3. Let .3 und ,f : l2 -+ R be as in Theorem 2.2. Let (x1, x2) E R and let (K,),,N be 
a sequence of rectangles of 0 that verify the hypotheses (i)-(iii) of Theorem 2.2 with (x1, x2) instead 
of (cl, c2). Then we have: 
(i) if (x1, x2) E .3, rhe sequence (JKn(,f))nEPJ is divergent, 
(ii) If (JK,,(J‘))nEPv is dicergenr, (x1, x2) belongs to 9. 
Proof. Point (i) is just the statement of Theorem 2.2. With regard to point (ii), it is a consequence of 
Theorem 2.1. In effect, suppose that (x1, x2) belongs to R’. It is readily seen that there exists an open 
rectangle which contains the point (X , , x2) and where the function f is Lipschitz continuous with 
constant max(L,. L,), L1 and L2 being the Lipschitz constants of fi and f2. Theorem 2.1 then 
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implies that (JK,,(,f))ntl,J is bounded. This fact contradicts the divergence of this sequence. Hence, 
(x1, x2) belongs to 9. 0 
Remark 2.4. Point (ii) of Corollary 2.3 is not exactly the reciprocal of point (i), since the sequence 
(Jdf)hEN may diverge if (x1, x2) is one of the extreme points of 9. Observe that, in fact, they are 
continuity points off and that neither Theorem 2.1 nor Theorem 2.2 can be applied to analyze the 
character of (JK,,(.~))~~~~. 0 
Remark 2.5. Making the appropriate (and obvious) changes in the hypotheses of Theorem 2.2, the 
last two results are also verified if 9 is an horizontal segment, and hence if 9 is any arbitrary union 
of vertical and horizontal segments. We conjecture that. in fact, they hold, under convenient 
conditions, for curved fault lines, as suggested by numerical experiments. 0 
3. Fault detection method 
Let R = (ul, h,) x (nz, h,) be an open rectangle of R2 and let f: Q + R be a function which 
presents a jump discontinuity on every point of a set 9 contained in 52. In a geological context, the 
graph of ,f is a surface with vertical faults, and .9 is the fault line. We next propose a method, based 
on the results of Section 2, to determine .P: 
l For all n E N, construct a tesselation -7,, of Q by means of equal closed rectangles of area ,~((sz)j4”. 
l Consider all sequences of rectangles (K,),,r, such that K, E Z, and K,, r c K,,. 
l Analyze the divergence of the sequences (JK,,(.f’)),,EX.,. 
l Choose any sequence of nested rectangles (IY,,),,.~,! whose associated sequence (JK. ( ,f‘))nt Fd is 
divergent and compute the intersection point nllEp, K,,. 
Under hypotheses on .f similar to those of Theorem 2.,. 7 the final step provides a collection of 
points which just form the set .P. 
However, this method does not detect jump discontinuity points, if any exists. with abcissae or 
ordinates of the form, respectively. u1 + Z( h, - ()I ) and 112 + ~(h, - uZ), with z belonging to the set 
!‘;2”1 i. n E w 0 < i < 27. , ‘/ This drawback can be avoided by repeating the algorithm on an open 
set that resuhs from a slight displacement of Q. Another strategy could be to apply the algorithm 
taking F,,, for all II E N, as a covering of Q made up with overlapping rectangles. 
To deal with real situations. the above detection method has to be modified, since the function 
,f is not explicitly known and only the values at a limited number of points of 0 are available. The 
following changes should be considered: 
(a) Compute JK( .f’) using the discrete least-squares polynomial fii,J’ instead of IZ,f; where fiKf 
is the unique element of PI(K) such that 
{(al;, 1!2i)3;=1 being the set of data points in K (which must contain at least three nonaligned 
points). 
(b) Adapt the tesselations -Y,, to the distributions of the data points in order to have, if possible, 
a similar number of points in any rectangle of the same tesselation (uniform grids may not be 
adequate). 
(c) “Guess” the character of each sequence ( JK,,(,f’))rrt,, from the first terms (they are the only 
ones we can calculate, since after a finite number of steps there will be rectangles in any tesselation 
without data points). For this. it is useful to compare J,,,( 1’) with JK, (,f’). . . . JK,, , (,f), but also with 
JK(,/‘). K being a rectangle of .T,7;, close to K,,. 
4. Numerical results 
To test our detection method. we have considered two explicit surfaces of the form z =,f(x, y), 
\+-here 1’ is a function defined in the open set Q = (0. 1) x (0. 1) and discontinuous on a set 9. For 
the first surface. we have taken 
j (s. j‘) = 
: 
(1 - (.Y - O.X)‘)(T! - (j‘ - 0.8)‘). j‘ > 0.5 + 0.2 sin(3rc.y). 
(1 - (.Y - 0.5)‘)( 1 - (J‘ - 0.2)‘). otherwise 
and 
F = ( (.Y’. j‘) E R’ 10 < .\- < 1, j’ = 0.5 + 0.2 sin (3 SLY); 
For the second one. we have 
i g, (.Y. J) j‘ < min ( ,\.Y. 0.25). 
,f (s. j‘) = {, (/z(.U. J). min(fr. 0.25) < 1‘ < 2s - 0.5. 
( 6. otherwise. 
with 
~,(.Y.J,) = 1 + 1.4375(2 - (.Y ~ l)‘)exp(5(1 ~ .u)(4j, ~ 111. 
(jz(.Y. j,) = 1 + (2 ~ (.Y - l)‘)(:! -(j’ - 1)‘) 
an d 
3 = ((.Y. +.Y)IO < s < 0.75; u ;(s. 2.~ - 0.5)10.3 6 .Y < 0.75;. 
The surfaces and the fault lines are represented in Figs. 2-5. 
For both surfaces. Lve have evaluated f’ at 10.000 points randomly distributed on R and then we 
have applied the detection method with these data, taking into account the changes detailed in 
Section 3. For this. v,‘e have considered five tcsselations -F,,, for II = 1. . . , 5, each one of which is 
made up by 4” almost equal rectangles. The values of JK(,/‘) have been computed for all the 
rectangles in any of these grids. Remark that. for -7 -5. there are about 9 data points per rectangle, 
lvhich is insufficient to perform a new subdivision. 
Figures 6-9 and IO 13 show. for each surface, the corresponding tesselations (except .Y1) and, in 
black. the rectangles 1% hose associated \,alues of ,IK( ,I ) are greater than a user-supplied bound. In 
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Fig. 5. Surface 1. Fault line .F. 
T---r 
i 
Fig. 6. Surface 1. Grid T2 and rectangles K with JK( f’) E [e”. e”] 
the foot of every figure we specify the range of values of JK(.f’) (in powers of number e) for the 
selected rectangles, which, according with the theoretical results. in general grow rapidly from one 
figure to the next one. 
The figures display a “thick line” that is progressively refined as n increases. For n big enough, we 
obtain a good approximation of the form and position of the fault line, in spite of some perceptible 
irregularities (see for example. in Fig. 13. the white rectangles along the lower branch of the fault 
line and the black rectangle at the lower right corner). due surely to roundoffs and to the lack of 
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Fig. 7. Surface I. Grid -T3 and rectangles K with JK(.f’) E [e”, P”] 
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Fig. 8. Surface 1. Grid .T4 and rectangles K with .IK( f‘) E [r’, 
236 
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Fig. IO. Surfxe 2. Grid T2 an d rectangle:. K with .J,(,/ I E [e”. e-1 
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Fig. 13 Surface 2. Grid .y5 and rectangles K with JK(.f’) E [e”, 
0.8 1 
sufficient data. If we were interested in visualizing a curve instead of the “thick line”, we could apply 
a fitting method to interpolate or smooth, for example, the center of the selected rectangles. 
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