Agricultural system models are tools to represent and understand major processes and their interactions in agricultural systems. We used the Root Zone Water Quality Model (RZWQM) with 26 years of data from a study near Nashua, IA to evaluate year to year crop yield, water, and N balances. The model was calibrated using data from one 0.4 ha plot and evaluated by comparing simulated values with data from 29 of the 36 plots at the same research site (six were excluded). The dataset contains measured tile flow that varied considerably from plot to plot so we calibrated total tile flow amount by adjusting a lateral hydraulic gradient term for subsurface lateral flow below tiles for each plot. Keeping all other soil and plant parameters constant, RZWQM correctly simulated year to year variations in tile flow (r 2 = 0.74) and N loading in tile flow (r 2 = 0.71). Yearly crop yield variation was simulated with less satisfaction (r 2 = 0.52 for corn and r 2 = 0.37 for soybean) although the average yields were reasonably simulated. Root mean square errors (RMSE) for simulated soil water storage, water table, and annual tile flow were 3.0, 22.1, and 5.6 cm, respectively. These values were close to the average RMSE for the measured data between replicates (3.0, 22.4, and 5.7 cm, respectively). RMSE values for simulated annual N loading and residual soil N were 16.8 and 47.0 kg N ha −1 , respectively, which were much higher than the average RMSE for measurements among replicates (7.8 and 38.8 kg N ha −1 , respectively). The high RMSE for N simulation might be caused by high simulation errors in plant N uptake. Simulated corn (Zea mays L.) and soybean [Glycine max (L.) Merr.] yields had high RMSE (1386 and 674 kg ha −1 ) with coefficient of variations (CV) of 0.19 and 0.25, respectively. Further improvements were needed for better simulating plant N uptake and yield, but overall, results for annual tile flow and annual N loading in tile flow were acceptable.
Introduction
Agricultural system models have been improved tremendously in the last two decades because of advancements in computer technology, integration with field research, and realtime data collection. The Root Zone Water Quality Model (RZWQM) has evolved steadily since its debut in 1992 . By partnering with scientists at MSEA (Management Systems Evaluation Areas) sites, team members developing RZWQM have been able to integrate field research results ) and test the model for: 1) water and pesticide movement in Minnesota (Wu et al. 1999) ; 2) surface runoff, nitrate and pesticide losses to seepage and runoff, and crop yield in Missouri (Ghidey et al., 1999) ; 3) crop yield, and water, nitrate and pesticide movement in Iowa (Jaynes and Miller, 1999) ; 4) crop yield, N uptake, plant biomass, leaf area index, soil water content, and soil N in Nebraska (Martin and Watts, 1999) ; and 5) leaf, stem, and seed biomass of corn in Ohio (Landa et al., 1999) .
At another MSEA site near Nashua, IA the RZWQM has been evaluated extensively under tile-drained conditions to estimate pesticide leaching, N loss, and crop growth (Bakhsh et al., 2004a,b; Singh et al., 1996; Kumar et al., 1998a,b) . This site is composed of 36 0.4-ha plots and has gone through three phases of study (1978-1992, 1993-1998, 1999-2003) . In
A u t h o r ' s p e r s o n a l c o p y
previous model applications, RZWQM was used only for selected plots (management systems) and years. Kumar et al. (1998a) tested RZWQM on three plots (Plot #13, #22, and #35) and for 1993 and 1995 growing seasons to study swine manure application on nitrate leaching in tile drains. In a subsequent study, they evaluated RZWQM on six plots (#14, #25, #31 for no till and #13, #22, and #35 for moldboard plow) from 1990 to 1992 to investigate macroporosity effects on pesticide transport to tile drains (Kumar et al., 1998b) and pesticide distributions in soils (Azevedo et al., 1997) . Singh and Kanwar (1995a,b) and Singh et al. (1996) simulated tile drainage and nitrate-N losses to tile drains using RZWQM for 12 of the plots (continuous corn) from 1990 to 1992. The same set of data was later used by Kumar et al. (1999) to study tillage effects on water and nitrate movement with RZWQM. Bakhsh et al. (1999) applied RZWQM to three manure plots (#11, #23, and #27) for 1993-1996 data to study swine manure application on nitrate-N transport to tile drains. In order to fully integrate RZWQM with the long-term field study near Nashua, we need to simulate all the management practices (crop rotation, tillage, and N and Fig. 1 . Schematic of the 36 Nashua plots. Lines are digitized elevation and scientific numbers in each plot are calibrated lateral hydraulic gradients.
manure management) for all the years on all the plots. Doing so will: 1) quantify weather variability; 2) identify possible experimental errors due to equipment failure or mismanagement; and 3) fill in data gaps that will allow analysis of water and N balances in the soil-plant-atmosphere continuum.
Since most RZWQM applications at other locations used only 2 to 4 years of field data as shown above (Ma et al., , 2003 Bakhsh et al., 2004a,b; Jaynes and Miller, 1999; Kumar et al., 1998a,b) , in this study, we recalibrated an improved version of RZWQM for one plot using the 26 years of data collected in Nashua, Iowa of the USA and then applied the calibrated soil and plant parameters to other plots with various management practices. Therefore, our objectives were to (1) demonstrate the calibration of RZWQM for plant and soil parameters using long-term field experiments and (2) analyze the overall goodness-of-simulation of RZWQM for crop yields as well as long-term water and N balances under different management practices. However, detailed analyses of simulation results for a specific management effect (rotation, tillage, and N management) were discussed by Ma et al. (2007a-this issue) and Malone et al. (2007-this issue) .
Materials and methods
The experiment was conducted at Iowa State University's Northeast Research Center near Nashua, IA. The three dominant soils at this site are Floyd loam (fine-loamy, mixed, superactive, mesic Aquic Hapludolls), Kenyon silty-clay loam (fine-loamy, mixed, superactive, mesic Aquic Hapludolls), and Readlyn loam (fine-loamy, mixed, superactive, mesic Aquic Hapludolls). These soils are moderately well to poorly drained, lie over loamy glacial till, and belong to the Kenyon-ClydeFloyd soil association. The seasonal water table fluctuates from 20 to 160 cm and subsurface drainage tubes/pipes (10 cm in diameter) were installed in the fall of 1979 at 120 cm depth and 29 m apart. A trenchless drain plow was used to install the center drain in each plot and a chain trencher was used to install the drains between the plots (Karlen et al., 1991) .
The research site consists of 36 0.4-ha plots that are instrumented to collect drainage water from the center of each plot for water quantity and quality analysis ( Fig. 1 Table 2 ). Weather data (solar radiation, daily rainfall) were derived from an on-site weather Parameters with an asterisk are suggested calibration parameters by the model developers.
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station for most of the years with missing data filled from nearby weather stations (Saseendran et al., 2007-this issue) . RZWQM was calibrated using data from Plot #25 because the water table in this plot was recorded continuously and the plot had all crop rotations (continuous corn and both phases of the corn-soybean rotation), inorganic fertilizer and manure applications during the 26 years of research at this site. The calibrated soil and plant parameters from Plot #25 were subsequently used for the other 29 plots with different rotation, tillage, and N management treatments, with the same plant parameters, initial soil nutrient condition, and soil hydraulic properties, except for the lateral hydraulic gradients for subsurface flow, which were adjusted for each plot (Ma et al., 2007b-this issue) .
Results and discussion

Model calibration
Model calibration was conducted following the procedure outlined by Ma et al. (2003) . Measured soil hydraulic properties were used for the 10 soil layers (Table 2) . Since the lateral saturated soil hydraulic conductivity (Lksat) was not sensitive except for the layers immediately above (#6) and between (#7) the tile drains, Lksat was therefore assumed to be the same as the vertical saturated soil hydraulic conductivity (Ksat) for all the layers except the two (#6 and #7) layers. Lksat for these two layers were optimized and listed in Table 2 (Ma et al., 2007b-this issue) . Soil carbon pools were calibrated based on measured data assuming all the carbon was in the slow humus pool since the site had very low fertility when the experiments were started in 1978 (Karlen et al., 1991 (Karlen et al., , 1998 . Microbial population was initialized by running the model using current management practices for Plot #25 and weather data for a course of 26 years.
The calibrated values are listed in Table 3 . The estimated soil organic pools can only be tested with soil organic carbon (OC) in the top 20 cm soil profile. As shown in Fig. 2 
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was about 51% in the first year, which is in agreement with commonly hold assumptions (Karlen et al., 2004) . Plant growth was calibrated last by adjusting the parameters (Table 4) as suggested by Ma et al. (2003) . Although corn and soybean varieties have been changed throughout the 26 years of experiments (Karlen et al., 1991) , only one set of plant parameters was used for either corn or soybean. Since some of the plant parameters were inter-dependent, the values in Table 4 might be best viewed as a set of parameters that provided reasonable simulations of plant growth. Grain yield was the only complete measurement (along with a few years of above ground biomass data), so we adjusted the parameters manually by trial and error until the model simulated reasonable maximum leaf area index and selected growth stages (e.g., germination, beginning of reproductive growth). Table 5 shows calibrated plant growth along with water and N balances. On average, the model over-predicted corn yield by 17% with RMSE (root mean square error) of 1757 kg ha −1 or CV (coefficient of variation) of 0.28 and under-predicted soybean yield by 4% with RMSE of 295 kg ha −1 or CVof 0.09. The high RMSE for corn was mainly due to over-prediction in years 1992, 1993 (flood damage), and 1995 (hail damage). The reason for the low yield in 1992 was unknown except for low rainfall in May (5.3 cm), June (5.4 cm), and August (6.7 cm). Eliminating these 3 years from statistics resulted in an over-prediction of 11% and CV of 0.19. Correlation between measured and simulated corn yield from year to year was low with r 2 = 0.48 when all the years were included and improved with r 2 = 0.61 when 1992, 1993 and 1995 were excluded (Fig. 3) . Although soybean yield were simulated well with RMSE of 295 kg ha −1 , it did not 
respond to yearly variation with r 2 close to zero. The reason for the no response was a very low annual variation in measured soybean yield (standard derivation of 290 kg ha −1 ). Corn biomass was over-predicted by 15% with CV of 0.27. Biomass measurements for soybean were available for 1994 only (7590 kg ha −1 ), but overall the simulated value was reasonable (8217 kg ha −1 ) with only 8% over-prediction (Table 5) . However, measurement of soybean biomass was very difficult because of sloughed leaves and aborted pods.
Simulated total tile drainage flow from 1990 to 2003 was 209 cm which matched the measured flow (209 cm) for the same period. Simulated total N loading was 321 kg N ha −1 from 1990 to 2003, which was also close to the measured value of 343 kg N ha −1 . It should note that sometimes there were recorded drainage flows without associated N concentrations. As an approximation, we took the average of measured N concentrations available before and after the missing event to fill the missing data. Therefore, actual total N loss might be slightly different from what is reported in this paper. Also shown in Fig. 4 are simulated and measured depths to water table with r 2 of 0.78; soil water storage in the top 120 cm soil profile with a RMSE of 3.6 cm and r 2 of 0.20; and simulated yearly drainage flow with a RMSE of 9.1 cm. The high RMSE of simulated annual tile flow was due primarily to the higher prediction in 1999 (36.1 cm vs. 7.4 cm) when flooding occurred and flow measuring equipment failed. As a result, drainage N loss was also over-predicted for 1999 with an overall RMSE of 13.1 kg N ha −1 (Fig. 4) . If the 1999 data was omitted, RMSE for simulated tile flow was reduced to 5.3 cm with an r 2 of 0.87, and RMSE for simulated yearly N loss in tile flow was decreased to 7.0 kg N ha −1 with r 2 of 0.97. Although measured N concentration in tile flow was over-predicted for high N loss events, a high correlation between measured and simulated concentrations was observed (r 2 = 0.78). Total soil nitrate-N in the 120 cm soil profile was also generally over-predicted with RMSE of 44.9 kg N ha −1 and r 2 of 0.13 only (Fig. 4) . Poor simulations in soil N may be partially due to extremely dry weather in 1989, which caused difficulty in both modeling and soil sampling. Biomass N was over-predicted by 29% for corn and 14% for soybean on average. Grain N uptake was overpredicted by 33% for corn and under-predicted by 8% for soybean on average. Therefore, there is a need to improve plant N uptake and its effects on growth in RZWQM.
An advantage of using system models to analyze field studies is that processes or properties that were not measured due to technical issues or resource limitations can be examined. One such process is mineralization of organic carbon. RZWQM simulated an average mineralization rate of 109 kg N ha
with a range from 67 to 223 kg N ha −1 yr −1 (Table 5 ). This is within the range reported in the literature for manure and nonmanure field studies (Vigil et al., 2002, Schepers and Mosier, 1991) . The model also simulated about 51% of organic N being mineralized the first year, which is in agreement with common assumption in manure fertilization (Karlen et al., 2004) . However, N fixation was high (196-336 kg N ha −1 ) in our simulations ( Table 5 ) compared to that reported by Schepers and Mosier (1991) who listed from 57 to 94 kg N ha −1 for the U.S. Midwest-and 73 to 218 kg N ha −1 for Southeastern-conditions. This presumably occurs because RZWQM does not simulate N fixation per se but rather the difference between soybean N demand and soil N supply is assumed to be met through fixation. Simulated denitrification loss averaged 15.4 kg N ha −1 yr −1 , which accounts for 7 to 13% of input inorganic fertilizer and is within the range given by Meisinger and Randall (1991) for somewhat poorly drained soils. Simulated soil inorganic N before spring fertilization ranged from 75 to 175 kg N ha −1 except for the extremely dry year, which was close to that reported by Sanchez and Blackmer (1988) . However, RZWQM did not simulate a high percentage of ammonium N in early spring as reported by Sanchez and Blackmer (1988) , suggesting that further improvement in simulating nitrification during winter seasons is needed (Ma et al., 1988) . 
Although there was no measurement of lateral subsurface flow below the tiles, RZWQM simulated an amount comparable to tile flow (352 vs. 328 cm) (Table 5 ). This is reasonable based on the study of Wahba et al. (2001) . Simulated yearly evapotranspiration (54.6 cm) was close to that reported by Jaynes and Miller (1999) for Iowa conditions, who observed ET from 45 to 50 cm during the crop growing season in normal rainfall years. Simulated average maximum leaf area index for corn and soybean was 8.6 and 4.1, respectively, which again are in agreement with literature values (Lizaso et al., 2003; Pedersen and Lauer, 2004; Jones et al., 2003) . Runoff was very site-specific. RZWQM simulated yearly runoff ranging from 0.9 to 13.2 cm with average value of 6.6 cm. Estimates of measured surface runoff from Plots 21, 22, 31, and 32 for 1993 through 1995 ranged from 0.1 to 1.7 cm. The main reason for higher simulated values was due to the fact that no surface roughness/detention storage was considered in RZWQM so all rainfall exceeding saturated hydraulic conductivity and macropore flow was assumed to be runoff. If rainfall intensity used in RZWQM was higher than actual rainfall intensity, higher runoff was simulated. Nonetheless, runoff was a small percentage of the overall soil water budget (7.5% of rainfall).
Model evaluation
Calibrated lateral hydraulic gradients (LHG) for each plot are shown in Fig. 1 . Spatial distribution of LHG was not obviously correlated to soil type or the elevation. It was more or less randomly distributed and affected by the combination of soil and landscape within each plot (Bakhsh and Kanwar, 2004) . Since LHG was obtained by matching total tile flow from 1990 through 2003 in each plot, the calibrated values were highly correlated to tile flow (r 2 = 0.93, Fig. 5 ). Table 6 lists RMSEs across all plots and years for several water, N and plant growth valuables. In general, RZWQM simulations were within the experimental errors among replicates of each treatment, especially for soil water storage, depth to water table, and yearly tile (Table 6 ). Nitrogen loading in tile flow and flow weighted N concentration in tile flow were reasonable with r 2 as high as 0.70 although simulated RMSE was twice the average RMSE among replicates. Although soil water storage simulations in the 120 cm soil depth were within the experimental errors, the correlation between simulated and measured soil water storage was low (r 2 = 0.46). Soil residual N has a RMSE of 47 kg N ha −1 with a CV of 0.91. However, the RMSE between replicates in field measured soil N can be as high as 140 kg N ha −1 . High RMSE and high CV associated with plant growth and N uptake warrant improvement in plant N uptake simulation in RZWQM. However, RMSE among replicates for biomass N uptake can be as high as 55 kg N ha −1 (CV = 0.32) for corn and 173 kg N ha −1 (CV = 0.59) for soybean, and RMSE among replicates for biomass can be as high as 3800 kg ha −1 (CV = 0.22) for corn and 2900 kg ha −1 (CV = 0.32) for soybean. Simulated yearly tile flow and N loading in the corn years are shown in Fig. 6 . There were no noticeable differences in annual tile flow among N treatments, but N loading was much higher when UAN (or anhydrous ammonia, AA) was applied than when swine manure was applied in the spring. Fall manure application had higher N loading than spring applications primarily due to the high percentage of NH 4 -N in the swine manure (as high as 90% of NH 4 -N in swine manure) that was subject to mineralization and subsequent leaching during the winter months. The model simulated much higher N leaching in 1999 (especially after fall manure, Fig. 6 ) due to a loss of tile samples after an equipment failure. We also found that simulated annual N loading was improved if we ignored the drainage samples without N concentration measurements rather than using average N concentrations from drainage samples before and after. Similarly, when UAN was applied to the previous corn crop, a higher N loading was expected in drainage in the subsequent soybean year (Fig. 7) . However, N loading was generally lower in soybean years than in the corn years. Flow weighted N concentrations (yearly N loading/yearly tile flow amount) were higher in the corn years than in the soybean years when UAN was applied, but were comparable when (Fig. 8) . These management effects were demonstrated by both field measurements and simulation results.
Simulated corn yield was over-predicted when UAN (or AA) was applied, but was under-predicted when manure was applied in the fall (Fig. 9) . The high measured yield for manure plots may also be due to factors other than N availability (Singer et al., 2004) . Corn biomass was over-predicted as well when UAN was applied, but was reasonably simulated when swine manure was applied (Fig. 10) . However, correlations between simulated and measured corn yield and biomass were improved if 1993 and 1995 data were excluded. Soybean yield was predicted reasonably well without biases, but soybean biomass simulation failed to follow the experimental trends (Fig. 11) . Here we should mention that soybean biomass was difficult to measure and only a few biomass measurements were taken. The reported soybean biomass might contain considerable error. For example, in Plot #10 in 1991 , 1997 , measured soybean biomass was from 11,400 to 12,700 kg ha −1 and yield was from 2900 to 3200 kg ha −1 with harvest index of only 0.25. Simulated corn N uptake did not change as observed when UAN (or AA) was applied (Fig. 12) , but there was an N uptake response when manure was applied. Soybean N uptake was always met by N fixation in RZWQM. Therefore, maximum N concentrations in biomass and grain were simulated at all times (Fig. 11) . Since average yearly N loading in tile flow was only 21.3 kg N ha −1 , high simulated RMSE (48 to 67 kg N ha −1 ) in N uptake contributed inevitably to errors in simulated N loading and residual soil N (Table 6) .
Simulated management effects across years for tillage and crop rotation were reported by Ma et al. (2007a-this issue) and for nitrogen and manure by Malone et al. (2007-this issue) . However, it was also important to compare measured and simulated weather effects when averaged across all treatments. On average, RZWQM responded to weather patterns well in terms of yield, annual tile flow, and N loading in tile flow (Fig.  13) . With the exception of 1979, 1989, and 1997 when corn yield was predicted to decrease but actually increased compared to the previous year, the model correctly simulated the trends of yield from 1978 to 2003. The model started to simulate considerable N stress in 1997 when UAN was applied at a much lower rate (110 kg N ha −1 vs. 202 kg N ha −1 ). The simulated corn yield was higher in 1993 because the model did not account for damage due to excessive rainfall that year. For (1981 and 1983) . These discrepancies between simulated and measured yields resulted in low r 2 values (0.52 for corn and 0.37 for soybean) for both crops. Yearly tile flow also followed the measured temporal trend (Fig. 13) . Simulated high annual tile flow in 1999 was mainly due to a loss in tile flow samples caused by equipment failure. Also, 1993 was a flood year and the measured high tile flow could be due to overland flow from adjacent fields. Nonetheless, a high r 2 (0.74) was obtained. Simulated yearly N loading and flow weighted N concentrations also responded to the weather pattern, with r 2 values of 0.71 and 0.69, respectively (Fig. 13) . Since 1990 was the first year when tile flow and N concentration in the drainage water were recorded after an extremely dry year (40 cm rainfall in 1989), measured N loading in tile flow varied considerably among replicates. Differences among replicates were as high as 61 kg N ha −1 in that year. Therefore, 1990 data should not be weighted too much in evaluating model performance. However, the discrepancies between measured and simulated yearly N loading in 1990, 1993, and 1999 became less important when flow weighted concentration was taken.
Summary and conclusions
We evaluated RZWQM using long-term (1978 to 2003) field data for 30 out of 36 plots. RZWQM was calibrated using data for Plot No. 25 and then used with the same soil and plant parameters, except for lateral hydraulic gradient, to simulate responses for the other 29 plots. Simulated water and N balances and crop production were compared to experimental measurements whenever possible. In general, the model correctly simulated year to year variations in tile flow and N loading in the tile flow. Simulated and measured average annual tile flows were 13.5 cm, which was expected because total tile flow was calibrated from plot to plot to capture the difference in flow characteristics. Simulated average annual N loading in tile flow was 21.3 kg N ha −1 compared to measured value of 17.6 kg N ha −1 . Simulated and measured average yearly flow 
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weighted N concentrations in tile flow were 13.3 and 13.8 mg N L −1 , respectively. Simulated soil water storage in the 120 cm soil profile had the same RMSE (3.0 cm) as experimental errors (RMSE) between replicates. Similarly, simulated water table depth (22.1 vs. 22.4 cm) and yearly tile flow (5.6 vs. 5.7 cm) were within experimental RMSEs among replicates.
However, RZWQM over-predicted corn yield when spring UAN or anhydrous ammonium was applied, but it underpredicted corn yield when fall swine manure was applied. Simulated N uptake did not respond to N management. High simulated errors for plant N uptake were related to both large errors in simulated soil residual N (supply) and simulated plant N concentration (demand). Simulated N fixation for soybean was high compared to literature values. However, across all plots and years, corn yield was over-predicted by 5% (331 kg ha −1 ) and soybean yield was over-predicted by 3% (or 68 kg ha −1 ). Corn biomass was over-predicted by 2% (392 kg ha −1 ) and soybean biomass was under-predicted by 17% (1544 kg ha −1 ). Less than satisfactory results for plant growth were partially due to uncertainty in soil condition from plot to plot; lack of consideration for pest, hail, and flood damage in the model; missing weather data on the experimental site, and changes in corn and soybean varieties during 26 years of experiments. To improve plant simulations in this study, RZWQM needs to: (1) account for subsurface lateral flow below the tile between adjacent plots so that lateral flow out of one plot can be routed to other plots; (2) simulate N fixation rather than supplying all N needed by soybean; (3) improve simulation of plant N uptake; (4) take into account of surface roughness/detention storage in runoff estimation; and (5) reduce winter nitrification so that there is more soil NH 4 -N at planting.
The questions now are: what is the usefulness of this simulation exercise and what do we learn from it? We calibrated RZWQM for one plot by trial and error without using a mathematically sound optimization scheme. During the calibration process, we also had difficulty to select criteria for goodness-ofcalibration, and variables or parameters to calibrate. The calibrated model by no mean was the best, rather it was reasonable. We tried to match total tile flow and total N loading in tile flow for the calibrated plot, but there was an equipment failure in 1999. When the model was evaluated on the other 29 plots, we found that N uptake simulation was generally unacceptable and simulations of biomass and yield had much higher RMSE than experimentally observed. In spite of these discrepancies between simulated and measured results, we went ahead and examined the management effects on tile flow, N loading in tile flow, and crop yield. As shown by Ma et al. (2007a-this issue) and Malone et al. (2007) , simulated management effects seemed to be reasonable on N loading in tile flow, regardless of poor simulations of plant N uptake and N fixation. As shown in this study, the model also responded reasonably to yearly variations in yield, tile flow, N loading in tile flow when taking average across treatments. Since this study was one of the very few on simulating management effects using more than 10 years of experimental data, it identified many knowledge gaps in agricultural system modeling, including: (1) How should a system model be calibrated for a long-term experimental data? Should it be calibrated by plot or by year? (2) What are the criteria for the goodness-of-calibration? Can we define an objective function to include both plant and soil measurements? How can we objectively calibrate a system model? (3) How should modeling results be interpreted and used? Is it acceptable to focus on simulated differences between management practices even if simulation results have large errors? (4) How should we deal with missing data (weather, soil, and plant) in calibrating a system model for long-term experiments? It is hoped that this study reveals the complexity in system modeling and its applications to long-term experiments. More applications of system models to long-term comprehensive field studies are needed, and performance of system models should be evaluated for all the system components (soil, water, nutrient, and plant growth), rather than a single component.
