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海上保安庁[1]からの平成 29 年度海難情報によって、平成 29 年度に認知した船舶事故
数は 1,977 隻で、そのうちに 44％がプレジャーボート、27％が漁船、９％が貨物船であ




2633 人がいる。平成 29 年において重大な海難事故が発生していている。2 月 10 日青








件を満足する船舶には AIS を搭載する義務がある。AIS 装置を通じ、他船の船名、位置
情報、速度、速度などの情報を全部取得し、海難の削減に大きな貢献をした。海上保安
庁からの統計情報によって、近年日本の沿海海域に通航している船舶の中に、AIS が搭


















































FPGA に画像の処理時間がかかる欠点もある。また、丹羽ら[4]は GPS を用いて自船の
動静と他船の動静ともに AIS で把握し、衝突の事前検出、警報の提示が行えるような
支援システムのコンセプトを作成した。このシステムでは自船と他船両方が AIS を搭











する。3 層ニューラルネットワークは入力層、隠れ層と出力層を分け、入力層は 36 ユ




機械学習に基づくニューラルネットワークや HOG（Histogram of Oriented Gradient）
を用いて航海環境画像から障害物を分類する手法を提案した。この論文では河川交通












値 IOU この概念を導入された。最初に画像は入力値とし、続いて Selective Search 手
法で 似た領域を階層的にグルーピングして、約 2000 個程度の物体領域の候補を出す。
Selective Search からの候補領域をリサイズし、ニューラルネットワークに輸送する。
ニューラルネットワークからの feature map を SVM（IOU を用いたサンプル分類器で
各カテゴリ分類する。最後、NMS 活性化関数(non-maxinum suppression、非極大値抑
制関数)で一番高いスコアの領域を表示する。この論文では IOU が 0.5 より大きい場合
はその候補領域を positive とする。逆に、その候補領域を捨てる。この論文は CNN の
softmax 分類器が使っていない。SVM 分類器を使ったため、精度を上がった。また、こ
のモデルは各カテゴリに一つの分類器を生成するから、ネットワークは複雑である。 
また、2016 年に Mask-CNN [10]この論文は M-CNN モデルを提案した。学習する
ときに part annotation と image-level ラベルこの二つの情報だけが入力される。その
うちに part annotations は二つ部分を分け、head part と torso part である。M-CNN は
4 つのストリームモデルで、4 つの入力それぞれは元画像、頭の部分、体の部分、物体
の部分である。それぞれの部分をニューラルネットワークかけ、deep descriptors ある
いは feature map を取得し(Oject feature,Torso feature,Head feature,Image feature)、次
にこれらの 1024-d 特徴ベクトルを取得し、4 つのベクトルをつなぎ合わせ、最終的に
カテゴリを l２正則化関数、fc 層、softmax 損失関数で取得する。この論文では物体が




























































ートまたは実装する方法を専門にする。機械学習の定義は最初 1996 年に Langley から
提出した。機械学習は人工知能科学で、主な研究対象が人工知能、特に経験的学習にお




化させる性能標準と定義した。1959 年アメリカの研究者 Samuel は学習の能力を持たす
チェスプログラムを設計した。このチェスプログラムはゲームプレイでスキルを学び、





























⚫ パターン識別：パターン識別は機械学習に相当する。「Pattern Recognition And 
Machine Learning」この本で、Christopher M. Bishop は「パターン認識は工業
界から来ており、機械学習はコンピュータ学科から来ている。しかし、彼らは
































































































線は回帰線と呼ばれ、簡単に線形方程式：y =  a ∗  x +  bで表される。 
上記の式において、それぞれの意味は以下の通りである。 
ｙ: 従属変数 
a : 勾配 
x : 独立変数 
b :インターセプトターム 
5-4-2 ロジスティック回帰 
予測対象が確率的である場合、値域は 0 以上 1 以下を満たす必要がある。確率は０




し、0 より小さい場合は負の例と判断し、臨界値が 0 の場合は任意に決定することが
できる。 








            分岐：分類の基準。 
リーフ：各クラス。 












その後、N 個子行列から N 個決定木を生成し、N 個決定木からの一番良い決定木の分
類結果を最後の予測結果とする。 









2） 近傍を見つける：最も近い k 個の学習データをテストデータの最近傍として囲む 





1) K-means は各クラスタの k 個の点を選択し、重心と呼ばれる。 





4) 新しい重心があるので、手順 2 と 3 を繰り返す。新しい重心から各データ点に最
も近い距離を見つけ、そのクラスタへ割り当てを変える。このプロセスは、収束
が生じるまで繰り返される。すなわち、重心は変化しない。 





ベイズの定理は、ランダム事件 A および B の条件付き確率に関する定理である。そし
て、ベイズの式は以下に示す。 
     P(B|A) =
𝑃(𝐴|𝐵)𝑃(𝐵)
𝑃(𝐴)
                                  (5-4-2) 
P(A):A 事件の発生確率 
P(B):B 事件の発生確率 
P(A|B):A 事件に対して B 事件の発生確率 
P(B|A):B 事件に対して A 事件の発生確率 
アルゴリズムの手順は次のとおりである。 
1） データの特徴属性 Ai を確認する上、学習データを獲得する。 
2） クラス別に P(Bi)を計算する。 
3） 特徴属性ごとに P(Ai|Bi)を計算する。 
4） クラス別に P(Ai|Bi)* P(Bi)を計算する。 
5） P(Ai|Bi)* P(Bi)の極大項を Ai の所属クラスとする。 
5-4-8 SVM 




















ネットワークは SNN（shallow nerual network）と呼ぶ。隠れ層が多層であるニューラ







1) 入力データが線形変換 wx + b で処理し、線形データへ変更する。 
2) 線形変換の後、線形データが活性化関数をかけて非線形データを得る。活性














   



























































6-3 今まで流行している画像認識手法( CNN に基づく) 
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⚫ CNN(Convolutional neural networks) [27] 
⚫ R-CNN(Regions with CNN features) [28] 
⚫ Fast R-CNN[29] 
⚫ Faster R-CNN[30] 
⚫ SPPnet（Spatial pyramid pooling in deep convolutional networks）[31] 
⚫ SSD (Single Shot MultiBox Detector)[32] 









ムワークは主に 6 種類があり、それぞれは Caffe、TensorFlow、Torch、Theano、MXNet、
Kares である。この節では、本研究で使ったフレームワーク Caffe,TensorFlow,Kares を紹介
する。 
Caffe は最も古いフレームの 1 つで、非常に良い機能を持っている。同時に、汎用性を
持っている。Caffe フレームワークの学習時間は、Keras-Theano より 5 倍ほどはやい。








TensorFlow は、DistBelief に基づく Google の第 2 世代の人工知能学習フレームワークで
















フレームワーク keras である。Keras は二つ backend tensorflow と theano があり、すごく
使いやすい。また、keras ではたくさんの関数が直接に呼び出しでき、拡張性を持っている。
さらに、keras ライブラリーのソースコードは python に基づくため、読みやすい。そのた




 (a) 物体カテゴリ識別 
 (b) 物体検出 
 (c) 物体領域抽出と表示 
CNN は、畳み込み層とプーリング層と呼ばれる２種類の層を持っているフィードバッ






（１） Convolution Layer（畳み込み層）：特徴量の畳み込みを行う層である。 
この層を通じ、画像の特徴を抽出できる。一般的に、フィルタを用いて元画像 







る。CNN には一般に ReLU 活性化関数がよく使われている。 












                    (6-5-2) 
       tanh 関数の値域は[-1,1]である。この関数はシグモイド関数よりも速い収
束速度という利点を持つが、シグモイド関数と同じ欠点、勾配消失の問題が
ある。 
   
3) ReLU（Rectified Linear Unit Funtion）関数 
シグモイド関数と同じ、隠れ層ニューロンの出力に使われている。 
𝑓(𝑥) = 𝑚𝑎𝑥 (0, 𝑥)             (6-5-3) 
ReLU 関数はｘ＞＝０の時に、f(x)=x.その以外の場合は、f(x)=0. 




4) Softmax 関数 
多種類ニューラルネットワークの出力に使われている。 


























𝑚𝑎𝑥                        (6-5-6) 
 
 






R-CNN（Regions with CNN features）は CNN 手法に基づいて、物体検出問題に適用





図 6．RCNN ネットワークの構造 
（1）画像を読み込む。 
（2）Selective Search [34]（似た領域を階層的にグルーピングし、物体領域の候補を出
す）で候補領域（約 2000 個程度）を出す。 
（3）候補領域をそれぞれリサイズし、CNN に入力する。 







⚫ Fast R-CNN 










Fast R-CNN のネットワークの構造は以下に示す。 
 
 
図 7．Fast RCNN のネットワークの構造 
（1）画像を読み込む。 
（2）Selective Search で候補領域 RoI（Regions of Images）を出す。 
（3）候補領域をそれぞれリサイズし、CNN に入力する 
（4）CNN からの feature map を RoI pooling layer に入力する。RoI Pooling で任意サ
イズの領域をプーリングして、固定サイズの出力をする。普通の Max Pooling (フ
ィルタ出力層の小領域をまとめる処理)と同様に誤差に誤差逆伝播ができる。 
（5）SoftmaxLoss は SVM を置き換え、SmoothL1Loss は Bouding box の回帰を置き
換える。 
 
⚫ Faster R-CNN 





図 8．Faster RCNN の構造 
 
（1）任意サイズの画像を入力する。 
（2）特徴抽出のために画像全体を CNN に入力する。 
（3）CNN から取得した feature map を RPN（region proposal network）に入力する。 
（4）RPN で（region proposal）を生成し、各画像に対して 300 個の候補領域を生成する。 
（5）候補領域を CNN の畳み込み特徴マップの最後のレイヤにマッピングする。 
（6）RoI プーリング層を通じ、各 RoI に固定サイズの特徴マップを生成する。 










Anchor には、IoU が 0.7 より大きい場合、合格サンプル(positive)として記録され、IoU が
0.3 未満である場合、不合格サンプル(negative)として記録される。それ以外の Anchor は、
捨てる。さらに、画像のエッジを越えて破棄される。 
IOU 閾値：物体検出では、物体の bounding box を定位する必要がある。アルゴリズムか
らのデータが手作業でラベル付けされたデータと完全に一致することができないため、位
置決め精度評価式である。IOU は、2 つの bounding box の重なりの程度を定義する。たと










IOU=S_1/(S_A+S_B-S_1)                 (6-5-7) 
 
S_1：重なりの面積 
S_A：ボックス A の面積 





図 9．RPN の構造[31] 
FASTER-RCNN は、畳み込みネットワークを創造的に使用して候補領域を生成し、畳み込





本研究使っている SSD のフレームワークは tensorflow-karas である。 






図 10．SSD の構造 
 
（1）300*300 の画像を読み込む。元画像に M×N×3 のフィルタをかけ、特徴を抽出する。
「300x300x3 の画像」は 300x300 ピクセルの画像、3 は色情報（R、G、B）である。 
（2）VGG16 のネットワークを通じ、256＊３＊３チャネルの conv4_3 から予測する。 
（3）1024＊3＊３の conv5_3 から第一次 FC 処理を行った後、もう一度 FC 処理を行い、
第二次予測する。 
（4）512＊3＊３の conv6_2 から第三次予測を行う。 
（5）256＊3＊３の conv7_2 から第四次予測を行う。 
（6）256＊3＊３の conv8_2 から第五次予測を行う。 








図 11.NMS 関数の例 
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図 12．Faster RCNN と SSD の比較 
 
SSD の検索速度と検索精度は Faster R-CNN より高い。また、SSD は比較的低解像度（300
ｘ300px）でも高精度に検索できる。階層的な Feature map と利用することでさまざまなス
ケールに対応する。アスペクト比ごとに識別器を作ることで、高い精度の検出率を達成した。 




















7-1 データセット 1 
船舶認識実験は二つのデータセットを作った。2017 年 9 月 21 日、22 日及び 10 月 6 日
に東京海洋大学所有船舶「汐路丸」(全長：49.63[m]、幅：10.0[m])を使用し、学習に使用
する海上環境画像を撮影した。取得した約 4000 枚の画像はデータセット 1 を作成し、9 カ
テゴリを分類し、約 50epoch を学習した。障害物からコンテナ船、LNG (liquefied natural 
gas)船、PCC（自動車運搬船）、その他の大型船、漁船、プレジャーボート、タグボート、






































































































































表１データセット 1 を用いた静止画像の認識率 
 
表 1 を見ると、 
⚫ 0～5 海里の認識率は、88～100％である。 
⚫ 5～10 海里の認識率は、86～99％である。 

























距離(NM)     





















0~5 100 99 88 99 100 100 99 99 100 
5~10 99 98 86 91 92 86 85 94 89 
10~ 86 76 65 67 63 67 62 77 84 
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7-3 データセット 1 を用いた動画の認識結果 
 
図 32．動画に対して小型船の認識結果   



















表 2 データセット 1 を用いた動画の認識結果 
 
表２を見ると、 
⚫ 0～5 海里の認識率は、61～78%である。 
⚫ 5～10 海里の認識率は、53～67%である。 
⚫ 10 海里以上の認識率は、34～56%である。 
⚫ 静止画像の認識率よりも動画像の認識率が低い。 













7-4 データセット 2 





船）、buoy )に分類した。その後、データセットを約 200epoch 訓練し、最終的に 200epoch
認識率 
(%) 
距離(NM)      





















0~5 72 72 68 78 75 78 61 67 74 
5~10 65 62 65 67 65 63 53 56 53 
10~ 50 43 34 54 45 43 32 43 56 
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の weight を得た。プログラミングをこの weight でかけて障害物を認識する。 
  距離の問題を解決に向けて、水平線から下 100 ピクセル（汐路丸から 5NM 以内）




図 36. データセット 2 の作成基準 
 





































































































認識率（%） 92  97 91 89 94 
 
表 3 を見ると、 











7-6 データセット 2 を用いた動画の認識結果 
乗船する前に、研究室に汐路丸から撮影された映像を利用して船舶認識の簡易実験を行






































認識率（%） 64 73 43 61 78 
 































2018 年 1 月 16 日から 18 日までの 3 日間、汐路丸に乗船して SSD の船舶認識実験を行
った。また、学習データセットを変わって、2 月 6 日から 8 日までの 3 日間も SSD の船舶
認識実験を行った。 
実験環境は以下の表 4 に示す。 
表 5 ．実験環境 
 
実験日 2018 年 1 月 16 日～18 日 





















また、使った重みは 70epoch 学習された重みである。 
8-2 航行中の船舶から取得した映像による実験 




s4、l1、l2、l3、l4、buoy 10 カテゴリを分類される。実験結果はそれぞれ以下に示す。 
2018 年 1 月 16 日～18 日の実験結果 
 
図 51．2018 年 1 月 16 日～18 日航海実験の実験結果 
 
 















2018 年 2 月 6 日～8 日の実験結果 
 











図 57．2018 年 2 月 6 日～8 日航海実験の実験結果 
 
 






図 59．2018 年 2 月 6 日～8 日航海実験の実験結果 
 
 






























































る。自然言語処理のモデルなら、 x1 は最初の単語、x2 は 2 番目の単語などと見なす
ことができる[34]。音声処理のモデルなら、x1、x2、x3、...は各フレームの音声信号で
ある[35]。 





































図 61．RNN ネットワークの構造図 
 
伝統な RNN 構造は多個入力と多個出力がある。時系列データは、元のニューラルネット
ワークように処理できない。時系列問題をモデル化するために、RNN は隠れ状態 h の概念
を導入し、時系列のデータから特徴を抽出し、それを出力に変換することができる。 
⚫ xt は入力層で時系列データの入力を処理する。 
⚫ ht は隠れ層の処理である。動画の各フレームの分類ラベルと位置情報を計算する。 計
算は各フレームに対して実行されるので、入力シーケンスと出力シーケンスは同じ長
さになる。 
⚫ yt は出力層である。ｈt と ht-1 からもらった画像の特徴を softmax 処理で実行する。ま
た、それぞれの処理の間は固定な重なりついている。CNN の場合ではそれぞれの処理
の間の重なりが固定ではない。 
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𝑦𝑡 = 𝑆𝑜𝑓𝑡 𝑚𝑎𝑥(𝑉ℎ𝑡 + 𝑐) 
 




ℎ𝑡 = 𝑓 (𝑈𝑥𝑡 + 𝑊ℎ𝑡−1 + 𝑏)                      (9-1-1) 
𝑦 = 𝑆𝑜𝑓𝑡 𝑚𝑎𝑥(𝑉ℎ𝑡 + 𝑐)                        (9-1-2 ) 
 
9-1-3 多層 RNN 構造（１  vs N ） 
ℎ𝑡 = 𝑓 (𝑈𝑥 + 𝑊ℎ𝑡−1 + 𝑏)                      (9-1-3) 
𝑦𝑡 = 𝑆𝑜𝑓𝑡 𝑚𝑎𝑥(𝑉ℎ𝑡 + 𝑐)                       (9-1-4) 
  ここで、f は、一般に tanh または ReLU のような非線形活性化関数である 











9-1-5 RNN に基づいて物体認識の研究 
2016 年に Bell S ら[36]は skip pooling と RNN layer を利用し、IRNN というニュー
ラルネットワークを提案した。修正された IRNN は、LSTM に似た高速性と精度を持
っている。VOC2012 では、主にマルチスケールの feature map と layer の使用により、
認識精度が 76.4％に達した。 RoI pooling は、マルチスケールの feature map 上で行
われるため、各スケール上の feature map のレスポンスの大きさは同じではないため、
L2-norm の関数を行ってから RoI  feature によってスケールを連結する必要がある。 
次に、スケール（ネットワークによって学習されたスケール）を統一する。最後の feature 
map は、RNN によって取得される。ボトルやプラントなどの小物体の認識効果がよく
ない。初期の feature map で識別するほうがいいと思う。最も早い feature scale 情報が
よりよく保存される。RNN は特徴の抽出のみに使っている。物体の時間序列を考慮し
ていない。一回目で物体を認識したら、Attention モデルを用いて、これらの object を
feature map から削除し、小物体を識別するのみほうがいい。 
また、Jiang Wang ら[37]は画像の複数ラベル識別ができる学習モデル CNN-RNN を
提案した。この論文の主な目的は、画像の複数ラベル識別を行うことである。文章から
when using the same image features to predict multiple labels, objects that are small in 
the images are easily get ignored or hard torecognize independently.そういう一言があ






























































LSTM は構造の上で RNN と大体同じであるが、四つのニューラルネットワークが
あり、それぞれは廃棄、更新、出力、セル更新部分である。 
⚫ 廃棄 
𝑓𝑡 = 𝜎(𝑊𝑓[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)                      (9-2-1) 
⚫ 更新 
𝑖𝑡 =  𝜎(𝑊𝑖[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)                      (9-2-2) 
?̃?𝑡 =  𝑡𝑎𝑛ℎ(𝑊𝑐[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐                   (9-2-3) 
 
⚫ セルの状態を更新する 
𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ ?̃?𝑡                        (9-2-4) 
 
⚫ 情報を出力する 
𝑜𝑡 =  𝜎(𝑊𝑜[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)                     (9-2-5) 
ℎ𝑡 = 𝑜𝑡 ∗ tanh (𝐶𝑡)                           (9-2-6) 
 
 
9-2-2 今流行している LSTM モデル 
多様な LSTM 変種の 1 つは、2000 年に Gers と Schmidhuber[39]によって提案
されたもので、「peephole connection」が追加されている。 つまり、ドアレイヤー
がセル状態の入力を受け入れるようにする。 
𝑓𝑡 = 𝜎(𝑊𝑓[𝐶𝑡−1, ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)                    (9-2-7) 
𝑖𝑡 =  𝜎(𝑊𝑖[𝐶𝑡−1, ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)                    (9-2-8) 

























𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + (1 − 𝑓𝑡) ∗ ?̃?𝑡                     (9-2-10) 
 
Coupled 忘却ゲートと入力ゲート 
9-2-3 RNN と LSTM の比較 
入力ゲート、忘却ゲートと出力ゲートの概念を導入したため、RNN に関する勾
配消失の問題を解決できる。LSTM は従来の RNN セルでは長期依存が必要なタ
スクを学習することができなかった問題を解決できる。 
9-2-4 LSTM に基づいて物体認識の研究 
Xiaodan Liang ら[40]から Graph LSTM 学習モデルを提案している。この論文
の主な考え方は、元々のポイント・バイ・ポイント・シーケンスを捨て、スーパー
ピクセルを序列として使用することである。スーパーピクセルの入力順序は、前の









混在している。 最終的なモデルは標準的な LSTM モデルよりも簡単で、非常に一般的な変
形である。 
 
𝑧𝑡 = 𝜎(𝑊𝑧[ℎ𝑡−1, 𝑥𝑡])                                  (9-3-1) 
𝑟𝑡 =  𝜎(𝑊𝑟[ℎ𝑡−1, 𝑥𝑡])                                  (9-3-2) 
ℎ̃𝑡 =  𝑡𝑎𝑛ℎ(𝑊[𝑟𝑡 ∗ ℎ𝑡−1, 𝑥𝑡])                            (9-3-3) 




GRU(Gated Recurrent Unit)ネットワーク構造 
 
図 64．GRU ネットワークの構造[41] 
 
⚫ zt は更新ゲートであり、活性化 ht を更新するときの論理ゲートである。 
⚫ rt はリセットゲートであり、候補活性化を決定するときに、以前の活性化 ht を放棄
するかどうかを判断するゲートである。 
⚫ ℎ̃𝑡は、候補活性化であり、[xt、ht-1] を受け取る。 
⚫ ht は活性化であり、これは GRU の隠れ層であり、[ht-1、ℎ̃𝑡]を受け取る。 
9-3-1 LSTM と GRU の比較 




QRNN( Quasi-Recurrent Neural Network) [42]は従来の RNN の学習効率の向上に向け










LSTM の計算式に続いて、QRNN のゲートの式は次のとおりである。 
𝑧𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑧 ∗ 𝑥𝑡)                                    (9-4-1) 
𝑓𝑡 = 𝜎(𝑊𝑓 ∗ 𝑥𝑡)                                       (9-4-2) 
𝑜𝑡 =  𝜎(𝑊𝑜 ∗ 𝑥𝑡)                                      (9-4-3) 
*は一次元畳み込み演算を表す。このステップ動作は時間序列に依存しない。 
時間序列関係をモデル化するために、メモリは次のように異なる時間に更新される。 
𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + (1 − 𝑓𝑡) ∗ 𝑧𝑡                            (9-4-4) 
ℎ𝑡 = 𝑜𝑡 ∗ 𝐶𝑡                                          (9-4-5)  
このステップは時間に依存するが、計算量は少なく、要素単位の操作だけが使用される。 
また、dropout を使用したソリューションも提案している[42]。 
𝑓𝑡 =  1 − 𝑑𝑟𝑜𝑝𝑜𝑢𝑡(1 − 𝜎(𝑊𝑓  ∗  𝑥𝑡))                     (9-4-6) 
9-4-2 RNN,LSTM,GRU と QRNN の比較 
QRNN は、演算行列の乗算演算に時間依存性がないため、適切に実装された QRNN
は、LSTM / GRU よりも速度上の優位性を持っている。QRNN 本体は畳み込み演算であ
るため、ループよりも学習が容易である。 
9-5LSTM、GRU に関する実験 
映像を用いた検出精度の向上のために、LSTM を SSD に追加することを検討した。LSTM
は時系列データを用いた学習モデルであるから、普通のデータセットを時系列データへ変
換しなければならない。しかし、画像のデータセットを時系列データへ変換することが難し
い。そして、本研究では、LSTM を SSD のネットワーク層の最後、予測の前に追加する。







図 65．SSD-LSTM 学習モデルのネットワーク構造 





























































































ぜならば、SSD のフレームワーク tensorflow は計算量が膨大なため、システム実行の
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