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Abstract
Precipitation time series on different spatial and temporal scales are required for various
applications like water engineering design, flood modeling, risk assessments or ecosystem
and hydrological impact studies. However, the length of observed precipitation time series
is very often too short and the gauge network density is often too small for the mentioned
applications. Stochastic models can be used to generate synthetic time series instead.
Spatial Interpolation of Temporal Distributions of Precipitation
For generating precipitation at individual points one crucial variable is the precipitation
amount, that is modeled through its temporal distribution function. The spatial interpo-
lation of temporal distributions of precipitation is traditionally based on parametric mod-
els, which provide a continuous distribution function at the point locations of observation
gauges. In order to provide distribution functions at ungauged locations, the parameters
of these models are subsequently used for the spatial interpolation. Non-parametric kernel
density estimates offer a more flexible way to model temporal distributions of precipitation,
as no theoretical function needs to be preassigned. However, non-parametric models can
not be interpolated by using their parameters, since they do not exhibit any parameter that
can be easily interpolated. To overcome this deficiency, a new concept for the spatial inter-
polation of non-parametric models for temporal distributions of precipitation is introduced.
This concept is based on the persistent spatial order of the temporal distributions. The ap-
plied regionalization techniques need to consider this spatial persistence and the monotonic
increasing characteristic of distribution functions. Kriging with positive weights is a region-
alization technique that complies implicitly with these conditions.
The new regionalization concept for non-parametric distributions is then compared to
commonly used parametric models like the two-parametric gamma and the mixed expo-
nential distribution for temporal resolutions from one hour to one month. In addition to the
regionalization concepts, also the use of two different auxiliary variables for regionalization
is evaluated: directionally smoothed elevation and the daily gauge network for sub-daily
temporal distributions. The new spatial interpolation concept is found to provide compa-
rable results to the traditional concepts. As an auxiliary variable the use of daily gauges
for sub-daily resolutions is evaluated as very beneficial. The incorporation of smoothed
elevations is especially favorable for the parametric approach in the summer season.
XII Abstract
Spatial Simulation of Precipitation
The spatial simulation of precipitation intensities is needed to consider the whole spatial
variability of precipitation for subsequent applications. In this thesis it is proven that the
spatial estimates of daily andmonthly rainfall at ungauged locationsmay be biased, particu-
larly in topographically heterogeneous areas. A bias in this context is a systematic under- or
overestimation of precipitation occurring at specific locations. Unfortunately, such system-
atic errors are not taken into account by traditional simulation schemes, they only consider
random errors.
To overcome this deficiency, a new simulation concept is introduced, that includes sys-
tematic errors. For the newmodel concept this systematic fraction of the error is assumed to
originate from the regionalization of the temporal distributions, as they are systematically
different for different locations. The random fraction of the error is assumed to originate
from the quantiles of the precipitation values.
The interpolation performance of the introduced simulation concept is comparable to tra-
ditional concepts, but provides the additional possibility of estimating the uncertainty re-
sulting from systematic deviations. It is therefore especially important for long term assess-
ments, as systematic errors are more pronounced for longer time periods. Not considering
a systematic error component could lead to very different estimates of risks.
Kurzfassung
Niederschlagszeitreihen verschiedener zeitlicher und ra¨umlicher Auflo¨sung werden fu¨r un-
terschiedlichste Anwendungen wie das Entwerfen von wasserbaulichen Anlagen und das
Modellieren von Hochwa¨ssern, sowie fu¨r hydrologische Untersuchungen und Studien zu
O¨kosystemen beno¨tigt. Gemessene Niederschlagszeitreihen sind dafu¨r jedoch ha¨ufig zu
kurz und Messstationen weisen oft zu hohe ra¨umliche Entfernungen auf. Um diesen Pro-
blemen zu begegnen, ko¨nnen stochastische Modelle fu¨r die Generierung von synthetischen
Niederschlagszeitreihen eingesetzt werden.
Ra¨umliche Interpolation von zeitlichen Niederschlagsverteilungen
Eine entscheidende Gro¨ße bei der Generierung von Niederschlag ist die Niederschlagsin-
tensita¨t. Die ra¨umliche Interpolation von Verteilungsfunktionen zeitlich verteilter Nieder-
schlagsintensita¨ten basiert traditionell auf parametrischen Modellen, durch die man an
Messorten eine kontinuierliche Verteilungsfunktion erha¨lt. Fu¨r die Bereitstellung von
Verteilungsfunktionen an unbeobachteten Orten (ohne Niederschlagsdaten) werden die Pa-
rameter dieser Modelle ra¨umlich interpoliert. Im Vergleich zu parametrischen Modellen,
werden nicht-parametrische Modelle als flexibler angesehen. Da diese definitionsgema¨ß
keine Parameter besitzen, ko¨nnen sie nicht mit dem traditionellen Interpolationskonzept
ra¨umlich interpoliert werden. In der vorliegenden Arbeit wird daher ein neues Interpola-
tionskonzept fu¨r nicht-parametrische Verteilungsfunktionen vorgestellt. Dieses Interpola-
tionskonzept basiert auf der konsistenten ra¨umlichen Ordnung von zeitlichen Verteilungs-
funktionen. Die verwendete Regionalisierungsmethode muss diese ra¨umliche Konsistenz
und die monoton steigende Eigenschaft von Verteilungsfunktionen beru¨cksichtigen. Krig-
ing mit positiven Interpolationsgewichten ist eine Regionalisierungsmethode, die diese Be-
dingungen erfu¨llt.
Die neue Interpolationsmethode nicht-parametrischer Verteilungen wird mit tradi-
tionellen Methoden fu¨r parametrische Verteilungen, fu¨r zeitliche Auflo¨sungen von einer
Stunde bis zu einem Monat, verglichen. Zusa¨tzlich zu den Interpolationsmethoden wird
auch der Nutzen zweier Hilfsvariablen fu¨r die Regionalisierung untersucht: richtungs-
gegla¨ttete Ho¨hen und Tagesstationen fu¨r zeitliche Auflo¨sungen unter einem Tag. Anhand
der Evaluierungsergebnisse kann gezeigt werden, dass das neue Interpolationskonzept zu
sinnvollen Ergebnissen fu¨hrt. Außerdem konnte der Nutzen von Tagesstationen fu¨r die
Interpolation von Intensita¨ten ho¨herer zeitlicher Auflo¨sungen nachgewiesen werden. Die
Verwendung von gegla¨tteten Ho¨hen fu¨hrt hingegen hauptsa¨chlich bei parametrischen Mo-
dellen und fu¨r Sommermonate zu verbesserten Interpolationsergebnissen.
XIV Kurzfassung
Ra¨umliche Simulation von Niederschlag
Ra¨umliche Simulationen von Niederschlagsintensita¨ten werden fu¨r verschiedenste Anwen-
dungen beno¨tigt, um die gesamte ra¨umliche Variabilita¨t des Niederschlags korrekt abzu-
bilden. Ra¨umliche Scha¨tzungen von Tages- und Monatswerten haben gezeigt, dass diese
- v.a. in topographisch heterogenen Gebieten - verzerrt (biased) sind. Eine Verzerrung
beschreibt dabei eine systematische ortsabha¨ngige U¨ber- bzw. Unterscha¨tzung von Nieder-
schlagsintensita¨ten. Traditionelle Simulationsmethoden beru¨cksichtigen solche systema-
tischen Fehler nicht, sie beru¨cksichtigen nur zufa¨llige Fehler.
Um dieses Problem zu beheben, wird ein neues Simulationskonzept zur impliziten
Beru¨cksichtigung des systematischen Fehlers eingefu¨hrt. Es wird dabei angenommen, dass
der systematische Anteil des Scha¨tzfehlers von der Regionalisierung der Verteilungsfunk-
tionen herru¨hrt. Der Zufallsanteil wird durch die Quantile der Verteilungsfunktionen be-
stimmt.
Das eingefu¨hrte Simulationskonzept liefert im Vergleich zu traditionellen Methoden a¨hn-
liche Interpolationsergebnisse, verfu¨gt aber u¨ber die zusa¨tzliche Mo¨glichkeit die aus sys-
tematischen U¨ber- bzw. Unterscha¨tzungen resultierende Unsicherheit zu quantifizieren.
Das neue Konzept ist insbesondere fu¨r Langzeitberechnungen wichtig, da systematische
Fehler fu¨r la¨ngere Zeitra¨ume ausgepra¨gter sind und deren Nichtberu¨cksichtigung zu unter-
schiedlichen Risikobewertungen fu¨hren kann.
1. Introduction
In the broad field of hydrology, different types of models are used in various sub-domains,
e.g. rainfall models, rainfall-runoff models, models for river hydraulics, soil hydraulic mod-
els or groundwater models and their combinations. Models are needed to compensate for
a lack of observations, for future predictions, to provide understanding of the investigated
system and to synthesize information (see e.g. Bredehoeft, 2005) and they also serve as in-
put for decision making processes. Unfortunately these models are never perfect as already
stated by the statistician George Box in 1978:
All models are wrong but some are useful.
The challenge now lies in estimating the usefulness of a model. Doherty and Vogwill (2016)
claimed that models need to be built for a certain purpose and that different models are
needed to illuminate different aspects to compensate for the complexity of hydrologic sys-
tems. Bredehoeft (2005) states that the uncertainty in the model selection process is not only
determined by its numerical implementation (prediction errors), but also by its concept, as
with a changing availability of data the model judgment may change. Kikuchi et al. (2015)
presented a framework to discriminate among competing conceptualizations and predic-
tion groups and mentioned that their framework would be the most informative when a
comprehensive set of conceptual models was considered. Combining multiple models with
multiple scenarios is necessary to examine resiliency (Ferre´, 2016).
Increasing the number of reasonable model concepts, is, therefore, very beneficial, as one
particular model concept is most probably not enough to account for the complexity of the
examined hydrologic sub-domain. Different concepts are needed to meet different kinds of
challenges. In some cases the existing model concepts may cover the complexity in the area
of interest, in other cases new model concepts are needed, as the assumption of existing
models are not always fulfilled or their performance is not satisfactory. Within this thesis
two linked hydrologic areas of research are investigated:
1. Spatial interpolation of temporal distributions of precipitation.
2. Spatial (conditional) simulation of precipitation.
Precipitation is highly variable in space and time, and observations of rainfall are mostly
too sparse in space and time to take account of these variabilities. In addition the future is
unknown, so models are needed to compensate for two problems: a partially unobserved
past and an unknown future. In general, two main types of mathematical models exist:
deterministic (numerical) and stochasticmodels. Gires et al. (2010) compared a stochastic and
a deterministic rainfall model and assumed that the deterministic model under-represents
the natural variability of rainfall fields. In Benoit and Mariethoz (2017) it is mentioned that
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1.1. Spatial Interpolation of Temporal Distributions of
Precipitation
Rainfall time series of differing temporal resolutions are needed for various applications like
water engineering design, flood modeling, risk assessments or ecosystem and hydrological
impact studies (e.g.Wilks and Wilby, 1999; Burton et al., 2008). As many precipitation records
are too short and contain erroneous measurements, stochastic precipitation models can be
used to generate synthetic time series instead. Starting from single-site models (Wilks and
Wilby, 1999) andmulti-site models for simultaneous time series at various sites (e.g. Ba´rdossy
and Plate, 1992;Wilks, 1998; Buishand and Brandsma, 2001; Ba´rdossy and Pegram, 2009), models
that allow for gridded simulations are finally developed (e.g.Wilks, 2009; Burton et al., 2008).
For modeling precipitation at individual points, one crucial variable is the precipitation
amount, which follows a certain temporal distribution. Distributions of the daily precipi-
tation amounts are strongly right skewed, with many small values and a few large values
(Wilks and Wilby, 1999; Li et al., 2012; Chen and Brissette, 2014). This holds also true for dif-
ferent temporal resolutions with increasing skewness for higher temporal resolutions and
vice versa. The usage of distribution functions includes the implicit assumption of tempo-
rally independent and identically distributed (i.i.d.) variables. This assumption is generally
accepted for daily rainfall as the autocorrelation of consecutive non-zero daily precipitation
is relatively small and usually of less importance. For higher temporal resolutions, such as
hourly, autocorrelation needs to be incorporated in the model (Wilks and Wilby, 1999). In
practice different methods exist to take such a correlation into account. One approach is to
include autocorrelation prior to the sampling procedure by using conditional distributions.
Conditionsmay be event statistics like the duration of a rainfall event (e.g.,Acreman, 1990) or
varying statistical moments depending on the hour of the day (e.g., Katz and Parlange, 1995).
Another approach is introducing autocorrelation after the sampling procedure. Ba´rdossy
(1998) uses empirical distributions of hourly rainfall intensities to sample values whose ran-
dom order is subsequently changed within a Simulated Annealing scheme to consider auto-
correlation. In Ba´rdossy et al. (2000) theoretical representations of the empirical distributions
are used to allow for regionalization of the distributions and enable simulations at ungauged
locations. In general, a pointwise (temporal) distribution of precipitation amounts is fully
described by its Cumulative Distribution Function (CDF). The CDF of a random variable Z
is (DeGroot and Schervish, 2012):
F (z) = P (Z ≤ z) for 0 ≤ z <∞ (1.1)
F Cumulative Distribution Function (CDF)
P Non-exceedance probability (or quantile)
Z Random variable
The random variable Z represents precipitation amounts of different time steps at a given
location. In Fig. 1.2 an example CDF is shown. For observed rainfall values an Empiri-
cal Distribution Function (EDF) can be obtained directly. To obtain a continuous CDF for
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by using non-parametric estimates of distribution functions. However, a different interpola-
tion scheme is required for non-parametric estimates, as they do not use any parameter that
can be simply interpolated.
In the present thesis a regionalization strategy for non-parametric KDEs is introduced and
compared to the traditional regionalization of parametric distributions for varying temporal
resolutions from hourly tomonthly scales. The common procedure to interpolate parametric
distributions is outlined as follows:
1. Fit a parametric distribution (e.g., a gamma or exponential distribution) at each sam-
pling site to the data.
2. Interpolate the moment(s) or parameter(s) of the fitted parametric distribution in
space.
3. Set up the theoretical Cumulative Distribution Function (CDF) at every interpolation
target with the interpolated moment(s) or parameter(s).
The parameters or moments of distributions with more than one parameter are usually in-
terpolated independently from each other, even if they exhibit a dependence. In order to
take this dependence into account a Principal Component Analysis (PCA) is used to test an
alternative interpolation of independent parameters (see section 4.5.3).
The newly proposed procedure for the non-parametric distribution functions is the fol-
lowing (see section 4.3.1):
1. Fit a non-parametric distribution to log-transformed rainfall values using a Gaussian
kernel.
2. Estimate the interpolation weights with the precipitation values of a certain quantile.
3. Apply these weights to the values of certain discrete quantiles.
4. Linearly interpolate the remaining quantile values to receive a continuous CDF for all
target locations.
InArns et al. (2013), a similar approach is used to interpolate the quantile value differences
of water levels for a bias correction between the empirical distributions of the observed and
modeled values at the German North Sea coast. In contrast to their work, entire theoreti-
cal distribution functions are estimated in the present work through interpolation, and not
a simple bias correction of already existing distributions is conducted. Goulard and Voltz
(1993) introduced a curve Kriging procedure to regionalize fitted functions, which was fur-
ther developed byGiraldo et al. (2011). Based on their workMenafoglio et al. (2013) developed
a universal Kriging approach for the non-stationary interpolation of functional data, which
was applied in Menafoglio et al. (2016) for the simulation of soil particle distribution func-
tions. As CDF curves are special functions, that are monotonically non-decreasing between
0 and 1, the curve Kriging procedure additionally needs to be constrained to these condi-
tions. The presented approach can deal with these conditions directly.
6 Introduction
1.2. Spatial Simulation of Precipitation
The spatial simulation of precipitation intensities is required to consider the whole spatial
variability of rainfall in subsequent applications like spatially discretized hydrological or
ecological models. Among others, these models are used for: flood forecasting, manag-
ing and design of (urban) water systems and impact assessments on ecosystems. However,
the required spatial coverage is very often not achieved through rainfall observations as
the measurement networks are very often too coarse (Benoit and Mariethoz, 2017). Mapping
rainfall with simulations instead of interpolations is needed for applications where a good
representation of the spatial variability and structure of the investigated variable is impor-
tant, for example the importance of high rainfall values for flood forecasts. Therefore, the
spatial simulation of precipitation must not only be evaluated by its estimation errors, but
also by its spatial and pointwise variances, which are considered as ameasure of uncertainty
(Chappell et al., 2012). Goovaerts (2001) describes very clearly the basic idea of uncertainty es-
timation for soil properties using spatial simulations as follows:
The basic idea is to generate a set of equiprobable representations (realizations)
of the spatial distribution of soil attribute values and to use differences among
simulated maps as a measure of uncertainty.
Within this thesis the soil attributes are replaced by precipitation amounts, apart from
that, the uncertainty estimation follows the above described idea. Similar to the investi-
gations of Chappell et al. (2012) not the uncertainty introduced by measurement errors or
an inhomogeneous spatial distribution of gauges inside a catchment is addressed, but the
uncertainty introduced by spatially distributed gridded estimates of precipitation amounts
on different spatial and temporal scales. Within this kind of uncertainty quantification the
conditioning data (precipitation observations at the gauges) are assumed to be unbiased.
Due to Goovaerts (2001) uncertainty estimation is seldom a goal per se, but usually is a
preliminary step for risk assessment or for further investigations on the propagation of pre-
diction errors through complex transfer functions. Uncertainties in precipitation amounts
may propagate into discharge forecasts of hydrological models (e.g., Winchell et al., 1998;
Borga, 2002;Moulin et al., 2009; Leblois and Creutin, 2013). Therefore, estimates and character-
izations of rainfall uncertainties are considered as crucial for further applications like crop
modeling or water resource modeling (e.g. Ekstro¨m et al., 2007; de Wit et al., 2008; AghaK-
ouchak et al., 2010; Kleiber et al., 2012) as the response of the environment to rainfall forcing
is often non-linear (Benoit and Mariethoz, 2017). Realizations of spatial precipitation fields in
combination with rainfall runoff models can then be used as support for decision making
processes in agriculture, urban development or flood protection. Spatial uncertainty estima-
tion can also be used as preliminary step for designing gauge networks, as it was done for a
network of groundwater observations by Li et al. (2011).
Spatial uncertainty quantifications are possible through stochastic simulation techniques,
computationally cheaper Kriging approaches (Goovaerts, 2001) or copula based interpolation
methods (Ba´rdossy, 2006). However, simulation approaches exhibit advantages:
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1. Realistic propagation of uncertainty through multiple-point transfer functions is only
possible with simulation approaches (Goovaerts, 2001; Vischel et al., 2009), as interpola-
tions produce rain fields which are smoothed and do not honor the structure of rain
(Benoit and Mariethoz, 2017). Distributed hydrological models could be such a transfer
function for precipitation amounts.
2. For variable spatial supports simulations are only needed for the smallest support,
as averaging the resulting point simulations directly leads to estimates for larger ar-
eas. Furthermore, no assumptions on the shape and variance of the block CDFs are
needed in this case (Goovaerts, 2001). Chappell et al. (2012) pointed out that aggregat-
ing smoothed interpolation estimates over space leads to a further deterioration of the
variability of the precipitation in space and in time.
Another disadvantage of Kriging based models is their inability to reproduce non-
Gaussian dependence structures. Through copula based geostatistical techniques (Ba´rdossy,
2006) it is possible to include non-Gaussian dependence structures within stochastic simula-
tions. The use of stochastic simulations, however, requires an examination of the uncertainty
of the realizations. In other words, the representation of the uncertainty through simulations
needs to correspond to the uncertainties present in the observations.
For the purpose of representing uncertainties resulting from precipitation fields consid-
ering spatially distributed point observations, the simulation techniques are required to be
conditional (Leblois and Creutin, 2013). Several such simulation techniques do exist, among
others, gridded multi-site weather generators (e.g. Wilks, 2009), sequential Gaussian simu-
lation schemes (partially used within the non-stationary simulator of Schleiss et al. (2014)),
sequential copula based simulations (Li et al., 2011) or space-time simulation approaches
(e.g. Kyriakidis et al., 2004; Ekstro¨m et al., 2007). Vischel et al. (2009) describes meta-Gaussian
models (e.g. Shah et al., 1996; Leblois and Creutin, 2013) as relatively simple to implement
and practical, as their smaller number of parameters can directly be inferred from point
observations. Other terms to describe these kinds of models are censored Gaussian model
(see e.g. Ba´rdossy and Pegram, 2016) or latent Gaussian model (see e.g. Benoit and Mariethoz,
2017). Such models make use of the simpler conditioning of Gaussian models within three
successive steps:
1. The conditioning non-Gaussian values (observed precipitation values in space) are
transformed into Gaussian values (e.g., via a normal score transformation).
2. The transformed values are used to condition the Gaussian random fields.
3. The conditioned Gaussian random fields are back transformed into a non-Gaussian
field.
Conditioning of Gaussian random fields by point observations is possible with a various
number of methods. Among them are Kriging based techniques (e.g. Lantua´joul, 1994), the
stochastic simulation method of Dietrich and Newsam (1996), or the Random Mixing (RM)
approach introduced by Ba´rdossy and Ho¨rning (2016). Equiprobable conditional spatial real-
izations of precipitation fields for each time step can then be used to quantify the uncertainty
locally (for a grid point) and spatially (average over several grid points). The usual way to
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estimate the uncertainty is through pointwise conditional distributions and estimation vari-
ances (Pardo-Igu´zquiza et al., 2006).
Amajor problem of the described rainfall mapping techniques is their implicit assumption
of unbiasedness, so they only consider random errors. This assumption is equal to assuming
a zero mean estimation error. However, this assumption is not true, as the mapping of
rainfall can lead to systematic under- or overestimation of rainfall at certain locations. In
order to consider a bias in the mapping of rainfall, Lebrenz (2013) introduced new concepts
to separate the estimation error of rainfall in a random and a systematic fraction for monthly
values in South Africa. Theses concepts are combinedwith the RM technique of Ba´rdossy and
Ho¨rning (2016), further developed for simulating daily rainfall intensities and validated in a
topographically heterogeneous region in section 5.
For the new model concepts the systematic fraction of the error is assumed to originate
from the regionalization of the temporal distributions of precipitation (see section 1.1), as
they are systematically different for different locations. The random fraction of the error is
assumed to originate from the quantiles of the distributions. The quantiles can be seen as
rankings of rainfall intensities adjusted for their local differences through the locally varying
temporal distributions. In other words, the similarity of rainfall quantiles during an event
for neighbouring gauges is assumed to be greater than the similarity of the actual rainfall
intensities.
1.3. Organization of the Thesis
In the following chapter 2 the study region and a data analysis are described, while chapter
3 describes the theoretical backgrounds of temporal distributions of precipitation amounts
together with the used spatial interpolation and simulation methods. Temporal distribu-
tions of precipitation amounts are crucial parts of stochastic rainfall simulations. More flex-
ible Kernel Density Estimates (KDEs) offer another concept for the smooth estimation of
temporal Cumulative Distribution Functions (CDFs). A new interpolation concept for these
non-parametric models is described and compared to existing interpolation concepts for
parametric models in chapter 4. A part of these investigations was published inMosthaf and
Ba´rdossy (2017).
The mapping of precipitation fields is supposed to be biased for regions with a spatially
heterogeneous distribution of rainfall. However, traditional mapping methods only con-
sider random errors and new model concepts to include systematic errors are required. An
example investigation in chapter 5 demonstrates the presence of bias in the regionalization
of precipitation and is followed by an introduction to new regionalization concepts together
with their validation. For implementation of the new model concept it is necessary to quan-
tify the uncertainty resulting from the combination of systematic and random errors. Con-
ditional simulation techniques are therefore found to be the best choice for implementing
the new regionalization strategies. To conclude, a summary and outlook are presented in
chapter 6.
2. Study Region and Data
2.1. Study Region
The study region is the federal state of Baden-Wu¨rttemberg, which is located in the south-
west of Germany. The mountain range Black Forest in the western part and the mountain
range Swabian Alps extending from southwest to northeast exhibit the highest elevations
in Baden-Wu¨rttemberg. The rising of large-scale moist air masses across the mountainous
regions causes higher rainfall amounts on the windward side and lower amounts on the lee-
ward side. In the summer months, slopes with differing inclinations lead to a warming of
the air that triggers convection currents, leading to a greater number of showers and thun-
derstorms over the mountainous regions. This shows a dependence of rainfall on elevation
with seasonal differences. In addition to the seasonal differences also regional differences
can be observed. The rain-bearing westerly winds lead to high rainfall amounts in the Black
Forest, but in the northern part the amounts are similar to the amounts in the higher ele-
vated southern part. The upstream French mountain range Vosges have a key influence,
because they lead to a decrease of the rainfall amounts in the southern part. Additionally,
the relatively lower altitude of the Swabian Alps results in lower rainfall amounts as they
lie in the shadow of the Black Forest (Landesanstalt fu¨r Umwelt, Messungen und Naturschutz
Baden-Wu¨rttemberg (LUBW), 2006).
The years from 1997 to 2011 are chosen as the investigation period, as the German Mete-
orological Service (Deutscher Wetterdienst, DWD) set up many new rain gauges in 1997. A
relatively homogeneous data set is obtained by only choosing gauges with observation pe-
riods greater than or equal to 5 years, which also provide rainfall measurements for at least
80 % of the time steps within their observation period. The data set consists of (i) 242 hourly
and 5 min resolution and (ii) 347 daily gauges available in the study region, with 80 sites
having both high and daily resolution instruments. The observations are provided by the
DWD and the Environmental Agency of Baden-Wu¨rttemberg (LUBW). The high-resolution
(5 min and hourly) rain gauges are mostly equipped with tipping buckets and gravimetric
measurement devices (Beck, 2013). Fig. 2.1 shows the study region with the locations of the
two sets of rain gauges.
2.2. Data Selection
For the applications of rainfall estimates, like hydrological or hydraulic modeling, the cor-
rect representation of small rainfall values is not necessary as their contribution to decisively
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Table 2.1.: The basic rainfall information of the study region for different aggregations (agg):
P0 is the probability of 0 mm rainfall, Qth stands for the defined quantile thresh-
olds or the threshold ranges and QVth represents the corresponding quantile val-
ues (rainfall) for the defined Qth.
Agg P0 (-) Qth (-) QVth (mm)
1H 0.82 – 0.93 0.95 0.2 – 1.6
2H 0.76 – 0.9 0.93 0.3 – 2.3
3H 0.71 – 0.87 0.92 0.4 – 3.1
6H 0.61 – 0.81 0.9 0.7 – 5.1
12H 0.46 – 0.72 0.86 1.2 – 7.7
1D 0.38 – 0.6 0.72 1.0 – 6.4
5D 0.1 – 0.22 0.29 1.0 – 7.2
M 0.0 – 0.02 0.0 – 0.02 0
For the estimation of the basic statistics in Table 2.1 and for the following calculations,
the rain values of the investigated aggregations smaller than 0.1 mm are set to 0 mm. The
reason is to achieve the homogenization of the data sets for different years and gauges, as
the discretization ranges from 0.01 mm to 0.1 mm depending on the gauge.
3. Theory
In the following section 3.1 non-parametric and parametric models for temporal distribu-
tions of precipitation at individual sites are introduced. In the subsequent section 3.2 the
regionalization techniques used for the interpolation of the temporal distributions and the
spatial simulation of rainfall are explained.
3.1. Temporal Distributions of Precipitation
Before fitting the non-parametric or parametric distributions at each observation gauge, ob-
servations smaller thanQVth (see Table 2.1) are censored from the sample of each gauge and
QVth is subtracted from the values above them to fit to the support of the theoretical distri-
bution functions [0,∞). QVth varies from gauge to gauge for different temporal resolutions
(see Table 2.1). After estimating the theoretical CDFs, the quantiles F are scaled with Qth
F (z)sc = F (z) · (1−Qth) +Qth (3.1)
and QVth is added to the quantile values. Only the monthly resolution is excluded from the
whole scaling procedure, as all monthly rainfall values are used.
Note that traditional approaches for modeling temporal distributions of precipitation use
the probability of zero rainfall P0 to model the occurrence of rainfall and a continuous distri-
bution for non-zero rainfall. In this case P0 is different for different locations. Contrastingly,
in the presented approach the probability Qth is constant, but the corresponding quantile
values QVth differ from location to location.
3.1.1. Non-Parametric Models
Non-parametric Kernel Density Estimates (KDEs) for temporal distributions of precipita-
tion were previously used and described for daily precipitation amounts in Rajagopalan et al.
(1997) and Peel and Wilson (2008). Using this non-parametric method means that no the-
oretical distribution needs to be preassigned: only a kernel and its bandwidth need to be
chosen. That is why they are assumed to be more flexible. A kernelK(x, b) in this context is
a function which is centered over each observation value and is itself a probability density
function with variance controlled by its bandwidth b (Bowman and Azzalini, 1997). Kernel
functions are usually symmetric
K(x, b) = K(−x, b), (3.2)
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boundary bias. A boundary bias occurs when kernels with infinite support are used for data
with bounded support, as this would lead to a leakage of probability mass (Rajagopalan et al.,
1997).
In this thesis the symmetric Gaussian kernel with a prior transformation of data to loga-
rithms is chosen, as this is an implicit adaptive kernel method with increasing bandwidths
for increasing values and therefore alleviates the need to choose variable bandwidths with
skewed data (Lall et al., 1996; Charpentier and Flachaire, 2014). The Gaussian kernel is chosen
as it is straightforward and its application is facilitated through several software implemen-
tations (Sheather, 2004). The Gaussian kernelK(x) follows Eq. 3.6:
K(x, b) =
1
b
√
2pi
· exp
(−x2
2b2
)
(3.6)
If the density of the logarithmically transformed observed values y = log(z) is fY and a
Gaussian kernel is used for this density estimation, the density estimation fZ of the original
values z according to Charpentier and Flachaire (2014) is:
fZ(z) = fY (log(z))
1
z
(3.7)
Finally, the kernel bandwidth b needs to be chosen, which is commonly indicated as the
key step for KDEs (e.g., Bowman, 1984; Harrold et al., 2003; Sheather, 2004; Charpentier and
Flachaire, 2014), as a poor bandwidth selection may result in peakedness or over-smoothing
of the density estimation. Due to this great importance of the bandwidth selection, the
performances of different selection methods are investigated.
1. The simplest and mostly used selection method is Silverman’s rule of thumb (Silver-
man, 1986), which is defined as
bopt,SRT = 0.9 ·min
(
s;
qv3 − qv1
1.349
)
n−1/5 (3.8)
to obtain the optimal kernel bandwidth bopt,SRT with n sample values, where s is the
standard deviation and qv3−qv1 is the interquartile range of the observed precipitation
values. Silverman’s rule of thumb (SRT) is deduced by minimizing an approximation
of the mean integrated squared error between the estimated and the true densities,
where the Gaussian distribution is referred to as the true distribution. This resulted in
using the minimum of two measures of dispersion: the standard deviation, which is
sensitive to outliers and the interquartile range (Charpentier and Flachaire, 2014).
2. The second method is a plug-in approach developed by Sheather and Jones (1991),
which is widely recommended due to its good performance (Jones et al., 1996; Ra-
jagopalan et al., 1997; Sheather, 2004). Instead of using a Gaussian reference distribution
it uses a prior non-parametric estimate in the approximation of the mean integrated
square error and therefore requires a numerical calculation (Charpentier and Flachaire,
2014), to find the optimal bandwidth bopt,SJ . This is performed with the R implemen-
tation ofWand (2015).
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3. Instead of minimizing the mean integrated squared error, Bowman (1984) recom-
mended to minimize the integrated squared error, which results in minimizing the
following equation (Sheather, 2004; Charpentier and Flachaire, 2014) to obtain the opti-
mal bandwidth b for n values:
LSCV (b) =
∫
f(z)2dx− 2
n
n∑
i=1
f−i(zi) (3.9)
where f−i(zi) is the density estimation for sample value zi based on the remaining
sample values. This method is called least squares cross-validation (LSCV) and is
applied using the R package of Duong (2015). The cross-validation expression results
from the f−i(zi) part in Eq. 3.9, where the density estimates for each sample value zi
are cross validated with the remaining sample values.
4. Another common cross-validationmethod is themaximum likelihood cross-validation
(MLCV), where the optimal bandwidth b is obtained by maximizing the following
pseudo likelihood equation (Rajagopalan et al., 1997):
MLCV (b) =
1
n
n∑
i=1
ln (f−i(zi)) (3.10)
Cross-validation methods tend to produce small bandwidths and therefore tend to pro-
duce a peakedness in the density (Rajagopalan et al., 1997; Sheather, 2004; Peel and Wilson,
2008), which then leads to a high similarity between the empirical and modeled CDF.
This similarity is not very useful for following applications as it makes the advantages of
smoothed distribution estimates, like using continuous instead of discrete values and the
prevention of using recurring historical values, negligible.
3.1.2. Parametric Models
Five different parametric models are used to model the temporal distributions of all aggre-
gations in this study. The most commonly used models are the exponential distribution
and the two-parameter gamma distribution (Wilks and Wilby, 1999). The mixed exponen-
tial distribution was recommended in Wilks and Wilby (1999) and was first used for daily
precipitation amounts by Woolhiser and Pegram (1979). Another common and efficient dis-
tribution to model precipitation amounts, especially with daily temporal resolution, is the
generalized Pareto distribution (e.g. Chen and Brissette, 2014; Li et al., 2012). In addition to
these models, the Weibull distribution is used, which showed good performance for mod-
eling monthly precipitation amounts in Baden-Wu¨rttemberg (Beck, 2013). The Cumulative
Distribution Function (CDF) F (z) and the Probability Density Function (PDF) f(z) of each
parametric distribution used here are listed in the following.
1. For the exponential distribution these functions are:
f(z;λ) = λe−λz (3.11)
F (z;λ) = 1− e−λz (3.12)
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2. For the two-parameter gamma distribution they are:
f(z;λ, k) =
zk−1e−
z
λ
Γ(k)λk
(3.13)
F (z;λ, k) =
γ
(
k, zλ
)
Γ(k)
(3.14)
where Γ is the gamma function and γ is the lower incomplete gamma function.
3. For the two-parameter Weibull distribution F (z) and f(z) are:
f(z;λ, k) =
k
λ
( z
λ
)(k−1)
e−(z/λ)
k
(3.15)
F (z;λ, k) = 1− e−(z/λ)k (3.16)
4. The mixed exponential distribution exhibits the following functions:
f(z;λ1, λ2, φ) = φλ1e
−λ1z + (1− φ)λ2e−λ2z (3.17)
F (z;λ1, λ2, φ) = 1− φe−λ1z − (1− φ)e−λ2z (3.18)
5. The generalized Pareto distribution exhibits the following PDF
f(z; k, φ) = φ−1(1− kx/φ)1/k−1, k 6= 0
= φ−1e−x/φ, k = 0
(3.19)
and CDF:
F (z; k, φ) = 1− (1− kx/φ)1/k, k 6= 0
= 1− e−x/φ, k = 0.
(3.20)
The parametric distributions with more than two parameters are not considered, as this
would complicate the regionalization of the distributions due to the dependences among
the parameters. For the three-parameter mixed exponential distribution, the parameter φ is
fixed for the whole study region (Wilks, 2008), transforming it into a two-parameter distri-
bution.
In order to estimate the optimal parameter sets of the presented parametric distributions
for each rainfall gauge and temporal resolution, the Maximum Likelihood Method (MLM)
and the Method of Moments (MOM) are applied. The MLM is applied to all mentioned
parametric distributions. Within MLM the Likelihood function ln(L(ϑ; z1, ..., zn)) is maxi-
mized by changing the parameter set ϑ of the respective distribution using numerical maxi-
mization via a Simplex algorithm. The Likelihood function L consists of the product of the
corresponding PDF values of n observations:
L(ϑ; z1, ..., zn) =
n∏
i=1
f(zi|ϑ) (3.21)
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For numerical reasons it is a common procedure to take the (natural) logarithm of the above
product. As the logarithm is a monotonic function, the maximum is obtained with the same
parameter combination as before:
ln(L(ϑ; z1, ..., zn)) =
n∑
i=1
ln(f(zi|ϑ)) (3.22)
In the special case of the mixed exponential distribution the parameter φ is varied be-
tween 0.01 and 0.5 within the parameter estimation. For each value of φ the sum of the
log-transformed likelihoods is calculated over all gauges with varying values of the remain-
ing parameters, while the maximum sum defines the parameter set.
To apply MOM to the gamma and generalized Pareto (Hosking and Wallis, 1987) distribu-
tion, the mean z¯ and the standard deviation sz of the sample values are needed. In order to
use MOM for the Weibull distribution at first the coefficient of variation CV is determined.
CV =
sz
z¯
(3.23)
This empirical value of CV is subsequently used to estimate the Weibull parameter k
through solving the following Eq. 3.24 (Cohen, 1965)
CV =
√
Γ
(
1 + 2k
)− (Γ (1 + 1k))2
Γ
(
1 + 1k
) (3.24)
with a Simplex algorithm. The second parameter can be obtained via
λ =
x¯
Γ
(
1 + 1k
) (3.25)
subsequently. For the estimation of the mixed exponential distribution parameters the
MOM is not applied, due to its shortcomings described in Rider (1961). The MOM is also not
applied to the one-parameter exponential distribution, as it would yield the same results as
with the MLM.
3.2. Regionalization Techniques
The used regionalization techniques are stochastic-type geostatistical methods, that provide
values of the examined variable at ungauged locations. Geostatistical methods were first
used in the mining industry of South Africa by Danie G. Krige (Krige et al., 1989) and then
set into a theoretical framework byMatheron (1971). Geostatistical methods assume that the
investigated variable – temporal distributions of precipitation or precipitation values within
this thesis – has some kind of statistical structure in space (and time) and the resulting re-
gionalizations are considered as structured manifestations of random fields (e.g., Benoit and
Mariethoz, 2017). In the following only a brief summary of the applied techniques is pro-
vided. For more detailed information about geostatistics and random fields, the interested
reader is referred to Abrahamsen (1997), Wackernagel (1995), Kitanidis (1997) or Ahmed and
De Marsily (1987).
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3.2.1. Random Fields
The regionalized value at a specific location x1 is denoted with z(x1) and is a realization of
a random variable Z(x1), which is itself a realization of the random function Z(x). The ran-
dom function Z(x) is n-dimensional and can be described by its n-dimensional Cumulative
Distribution Function (CDF):
Fx1,...,xn(z1, ..., zn) = P (Z1(x1) ≤ z1, ..., Zn(xn) ≤ zn) (3.26)
F Multivariate n-dimensional Cumulative Distribution Function (CDF)
P Probability
In order to allow for statistical inference of this n-dimensional distribution several as-
sumptions are needed, as only observations of one single realization or limited realizations
are available. Assuming stationarity in the strict sense means that the random function Z(x)
is translation invariant, which implies that the statistics of a random function Z(x) do not
change through moving any set of n locations by any vector h:
Fx1,...,xn(z1, ..., zn) = Fx1+h,...,xn+h(z1, ..., zn) (3.27)
Second order stationarity (or stationarity in the wide sense) further assumes that the expecta-
tion value E(Z(x)) of the random function is constant over the domain and the covariance
Cov of two random variables Z(xi) and Z(xj) at the locations xi and xj does only depend
on their separation vector h, which introduces the covariance function C:
E(Z(x)) = µ (3.28)
Cov(Z(xi), Z(xj)) = C(xi − xj) = C(h) (3.29)
C(h) = E((Z(x)− µ)(Z(x+ h)− µ)) (3.30)
If the covariance function further does only depend on the (Euclidean) distance |h| and
not on the separation vector h the resulting random fields are isotropic random fields.
3.2.2. Kriging Approaches
A weaker form of the second-order stationarity is the intrinsic hypothesis. The used Kriging
approaches follow this intrinsic hypothesis, which is based on two assumptions and can
be viewed as a reduction of the second-order stationarity to the increments of a random
function:
20 Theory
1. The mean µ of the increments Z(x + h) − Z(x) is invariant for any translation of h
and equals zero:
E(Z(x+ h)− Z(x)) = µ(h) = 0 (3.31)
2. The variance of the increments has a finite value 2γ(h):
Var(Z(x+ h)− Z(x)) = 2γ(h) (3.32)
The intrinsic hypothesis then leads to the theoretical variogram, which describes the devel-
opment of the spatial dependence over increasing distances of the regarded variable:
γ(h) =
1
2
E
(
(Z(x+ h)− Z(x))2) (3.33)
For the estimation of γ(h) the empirical variogram γe(h) is calculated using Eq. 3.34
γe(h) =
1
2n(h)
n(h)∑
i=1
(z(xi)− z(xi + h))2 (3.34)
where n(h) is the number of gauge pairs for the (Euclidean) distance h = |h|, xi represents
the position of a gauge i and z(xi) is the variable value at gauge i. As the distances between
the rainfall gauges are never a continuous set of distances, the h in Eq. 3.34 represents the
different distance intervals. For the following applications, the width of the interval of h
is 2 km. After estimating the empirical variogram, it has to be approximated through dif-
ferent types of curves described by different theoretical variogram models γm(h) to obtain
variogram values for continuous distances. The S parameters represent the sills, the R pa-
rameters the ranges of the variograms:
1. Gaussian model:
γm(h) = S1
(
1− e−
h
2
R2
1
)
(3.35)
2. Spherical model:
γm(h) = S2
(
1.5
h
R2
− 0.5
(
h
R2
)3)
(3.36)
3. Exponential model:
γm(h) = S3
(
1− e−
h
R3
)
(3.37)
4. Matern model (Pardo-Iguzquiza and Chica-Olmo (2008), Kv is the modified bessel func-
tion of second kind):
γm(h) = S4
(
1− 1
2v−1Γ(v)
(
h
R4
)v
Kv
(
h
R4
))
(3.38)
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A nugget-effect variogram model is not used, as a sudden change of the investigated
variables (e.g. rainfall) at a very small spatial scale is not reasonable and supposed to be
induced by measurement errors. Including such a variogram in the regionalization would
lead to estimations of observations includingmeasurement errors at ungauged locations and
not to an estimation of the (true) rainfall values. Obtaining a pure nugget-effect variogram
also would lead to spatially inconsistent or rather independent estimation errors for spatial
simulations. This causes the spatial compensation of estimation errors, what is also not a
desirable effect for the investigated applications (see e.g. section 5.6.2).
Within Ordinary Kriging (OK) the estimation Z∗ of the regarded random variable at an
unobserved location x0 is obtained through a weighted linear combination of n observed
values Z(xj):
Z∗(x0) =
n∑
i=1
αi · Z(xi) (3.39)
The estimation error Z∗(x) − Z(x) is assumed to be unbiased considering a constant ex-
pectation value E(Z(x)) over the domain (see Eq. 3.28) :
E
[
n∑
i=1
αiZ(xi)− Z(x)
]
= µ(x)
[
n∑
i=1
αi − 1
]
= 0 (3.40)
In order to ensure this unbiasedness assumption the weights αi are constrained to:
n∑
i=1
αi = 1 (3.41)
The estimation variance
σ2 = E
(
(Z∗(x0)− Z(x0))2
)
= −γm(x0 − x0)−
n∑
i=1
n∑
j=1
φiαjγm(xi − xj) + 2αni=1αiγm(xi − x0)
(3.42)
needs to be minimized to obtain optimal weights, which reduce the variance of the esti-
mation error as much as possible. Minimizing the estimation variance and respecting the
constraints of the weights leads to the following equation system of OK, which needs to be
solved in order to obtain the weights:
n∑
i=1
αiγm(xj − xi) + µL = γm(xj − x0) j = 1, ..., n,
n∑
i=1
αi = 1
(3.43)
where n is the number of gauges included in the interpolation (10 within this thesis) and
µL is the Lagrange multiplier. In order to incorporate secondary information, External Drift
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Kriging (EDK) is used. By using EDK the assumption of a constant mean of the variable
in OK gets replaced by a linear dependence y(x) between the variable and the secondary
information. This leads to the following equation system:
n∑
i=1
αiγm(xj − xi) + µL + µY y(xj) = γm(xj − x0) j = 1, ..., n,
n∑
i=1
αi = 1,
n∑
i=1
αi · y(xi) = y(x0).
(3.44)
3.2.3. Conditional Simulation
The ensemble mean (expected value) resulting from conditional simulations at unobserved
locations can also be used as estimation value (interpolation) of the regarded variable. Fur-
thermore, conditional simulation strategies offer a great tool for the quantification of uncer-
tainties (see section 1.2). Gaussian random fields are introduced first, as ameta-Gaussian ap-
proach is used. Gaussian random fields are simply random fields where the n-dimensional
distribution in Eq. 3.26 is a multivariate normal distribution (Abrahamsen, 1997), which can
be described by its probability density function:
fZ(z1, ..., zn) =
1√
(2pi)n|Σ|exp(−
1
2
(z − µ)TΣ−1(z − µ)) (3.45)
Σ n x n covariance matrix
|Σ| Determinant of the covariance matrix
µ n-dimensional mean vector
The marginal distributions of the random variables Z(xi) for 1 ≤ i ≤ n of a multivariate
normal distribution are also Gaussian. In this study only standard Gaussian distributions
are used. This leads to the following conditions:
µ = 0 (3.46)
C(0) = Var(Z(x)) = 1 (3.47)
To sum up, a standard Gaussian random field in this study is a two dimensional (spatial)
realization of an n-dimensional standard Gaussian CDF containing n number of regional-
ized values z(x1), ..., z(xn) at n different locations x1, ...,xn (which are two dimensional
vectors).
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3.2.3.1. Random Mixing
To apply Random Mixing (RM), unconditional Gaussian random fields are required first,
whereby unconditional means only conditioned on a spatial structure represented by the
covariance function. After the unconditional simulation of random fields, they can be used
to generate conditional fields which, e.g., reproduce rainfall values at certain point locations.
Several techniques for simulating stationary isotropic unconditional Gaussian random
fields Yi do exist. Among others, turning bands simulations (e.g., Matheron, 1973; Journel,
1974;Mantoglou and Wilson, 1982), matrix factorization techniques like the application of the
Cholesky decomposition of the covariance matrix (Davis, 1987) or spectral methods (e.g.,
Shinozuka and Jan, 1972;Mejı´a and Rodrı´guez-Iturbe, 1974). Wood and Chan (1994) and Dietrich
and Newsam (1993) introduced the circulant embedding technique. Following Dietrich and
Newsam (1997) circulant embedding is a combination of matrix factorization and spectral
methods, which is fast and accurate at the same time and is therefore applied within this
thesis. The basic idea of circulant embedding is embedding the covariance matrix of all
grid points into a bigger symmetric circulant matrix, which can then be used for a faster
estimation of the Gaussian random fields. In Fig. 3.2 four different Gaussian random fields
are shown using a pure exponential or Gaussian covariance model respectively.
Following the explanations in Ho¨rning (2016), a conditional stationary Gaussian random
field Z can be constructed through the linear combination of n unconditional identically
distributed stationary Gaussian random fields Yi
Z =
n∑
i=1
αiYi (3.48)
where αi represents a weight for the linear combination. In the case of identical covariance
structure for the unconditional fields Yi, the conditional fieldZ also exhibits this covariance
structure if
n∑
i=1
α2i = 1. (3.49)
To further condition Z on L linear constraints like observations zl at point locations xl,
the following equation needs to be satisfied:
Z(xl) = zl l = 1, ..., L. (3.50)
Combining Eq. 3.48 and 3.50 results in
n∑
i=1
αiYi(xl) = zl l = 1, ..., L. (3.51)
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norm of the weights αi (which is the length of the vector in a two or three dimensional space)
can be reduced below 1:
n∑
i=1
α2i < 1. (3.52)
From Eq. 3.52 follows that the closest point is inside the unit sphere, which means that at
least one value of the weights αi is below 1 and that a solution in line with Eq. 3.48 exists. In
order to obtain this solution a homogeneous component needs to be added. The fieldsHm
are called homogeneous, if:
Hm(xl) = 0 l = 1, ..., L m = 1, ..., J − L. (3.53)
Combining these fields linearly will always lead to another homogeneous field, what
leads to an infinite number of possible solutions. As well as the field Z in Eq. 3.48 the
fieldsHm are constructed through a linear combination of J(J > L) independent random
fields Vj , which have the same covariance structure as the Yi fields:
Hm =
J∑
j=1
βj,mVj m = 1, ..., J − L (3.54)
The J weights βj,m for the J − L homogeneous fieldsHm and the L conditioning points
xl are obtained with the following equations:
L∑
j=1
βj,mVj(xl) = −VL+m(xl) l = 1, ..., L m = 1, ..., J − L (3.55)
by setting the weights βj,m received from Eq. 3.55 for j ≤ L and
βj,m =
{
1 if j = L+m
0 if j > L and j 6= L+m (3.56)
This leads to the following weights (β1,m, ..., βL,m, 0, ..., 0, 1, 0, ..., 0)with the value 1 at the
L + m position for each homogeneous field Hm, which fulfill Eq. 3.53. Final conditional
fields Z, which satisfy the conditions in Eq. 3.49 and Eq. 3.50, can then be obtained by
Z =
n∑
i=1
αiYi + k(λ)
J−L∑
m=1
λmHm =
n∑
i=1
αiYi + k(λ)
J−L∑
m=1
J∑
j=1
λmβj,mVj (3.57)
with the arbitrary weights λm and a normalizing constant k(λ):
k(λ) =
√
1−∑ni=1 α2i∑J−L
m=1(
∑J
j=1 λmβj,m)
2
(3.58)
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3.2.3.2. Introducing Non-Gaussianity in the Marginal Distributions
As the unconditional input random fields for Random Mixing (RM) follow a multivariate
standard normal distribution, the conditioning values at the point observations (gauges)
also need to be standard normally distributed. However, spatially distributed rainfall val-
ues or the investigated parameters of the temporal distribution models do not follow a
standard normal distribution and therefore need to be transformed. The L values z(xl)
of the examined variable at the observation points xl (and a singular time step in the case of
precipitation) are transformed to standard normal values via a so called quantile-quantile-
transformation (or quantile mapping):
Φ−1(Fs(z(xl)) l = 1, ..., L (3.59)
where Φ−1 is the inverse of the standard normal distribution function (quantile function)
and Fs is the empirical distribution function of the spatially distributed values.
3.2.3.3. Implementing Elevation as Secondary Variable
For the integration of elevation as secondary information within RM, the elevation values
are previously normed with their mean and standard deviation. The target conditional field
Z should then exhibit a certain target Pearson correlation coefficient ρxy with A. The tar-
get value of ρxy,ta is defined through the correlation between the examined variable and
the normed elevation at the observation points xl. This correlation condition can then be
added to the linear constraints of the RM procedure and can be incorporated separately for
different subregions Dsub of the whole domain of interest D. If the nsub grid points xsub of
subregion Dsub of every unconditional field Yi exhibit a respective correlation coefficient of
ρxy,i with the corresponding grid points of the elevation fieldA the following Eq.
n∑
i=1
αi · ρxy,i = ρxy,ta (3.60)
adds to the conditions defined in Eq. 3.51. This simple notation of the additional condition
originates from the normed values in Yi andA, what simplifies the calculation of the corre-
lation coefficient ρxy between the nsub grid points xsub of the target conditional field Z and
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A to the following product sum:
ρxy =
1
nsub
nsub∑
m=1
Z(xm)A(xm)
=
1
nsub
nsub∑
m=1
(
n∑
i=1
αiYi(xm)A(xm)
)
=
n∑
i=1
αi
1
nsub
nsub∑
m=1
Yi(xm)A(xm)
=
n∑
i=1
αiρxy,i
(3.61)
A correlation can already be introduced to the unconditional fields Yi before RM. In order
to achieve high correlation values for the conditional field Z, the Yi fields are not used, but
their preconditioned equivalents Yi,pc:
Yi,pc =
√
1− ¯ρxy2 · Yi + ¯ρxy ·A i = 1, ..., n (3.62)
The mean correlation ¯ρxy is the mean of the target correlation coefficients for the different
sub-regions in the investigated region. By using Eq. 3.62 and presuming independence
between every Yi andA the variances Var of the preconditioned fields are the same as those
of the unconditional fields:
Var (Yi · a+A · b) = a2 · Var(Yi) + 2ab · Cov(Yi,A)+
b2 · Var(A)
= a2 · 1 + 0 + b2 · 1
=
(√
1− ρ¯2
)2
+ ρ¯2
= 1− ρ¯2 + ρ¯2
= 1
(3.63)
As Yi and A both have the mean zero, the means of the preconditioned fields Yi,pc are
also equal to zero. Only the covariance of the preconditioned fields might vary from the
former ones as the covariance of the elevation field A is not equal to the covariances of the
unconditioned fields Yi.
3.2.4. Elevation Smoothing
Elevation values can be beneficial as covariates for regionalization purposes, if the corre-
lation with the variable of interest is high enough. Goovaerts (2000) stated, that the incor-
poration of elevation within Kriging through External Drift Kriging (EDK) for monthly and
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annual rainfall leads to better interpolation results thanwith OK, if the correlation coefficient
is greater than 0.75. Due to Asli and Marcotte (1995) the use of covariates seems worthwhile
with correlations above 0.4.
The patterns of EDK interpolation maps are highly influenced by the pattern of the ex-
ogenous variable (Goovaerts, 2000). Therefore, also micro scale elevation differences are vis-
ible in the interpolated maps, which is not very reasonable for rainfall related variables. In
Ba´rdossy and Pegram (2013) a directional smoothing technique is introduced, which removes
the micro scale patterns and additionally accounts for the influence of wind direction on
the target variable. Applying this technique also increases the correlation of the variable of
interest and the secondary information (smoothed elevation). Therefore, a smoothing of the
elevation values may lead to better regionalization estimates. The elevation a(x) at point x
is smoothed to the elevation as(x) with the following formula:
as(x) =
G∑
g=1
w(x− xg) · a(xg) (3.64)
as(x) Smoothed elevation at position x
a(xg) Elevation of surrounding grid points from a digital elevation model
G Number of grid points
w Weight
with
w(x− xg) =
{
0 if |x− xg| > hs or 〈v, (x− xg)〉 < 0
cw · (1− |x−xg |hs ) otherwise
(3.65)
where xg-s are the grid points of the elevation model and G is the number of elevation
grid points. v represents a vector with north and east component and hs stands for the
smoothing radius. The constant cw is chosen such that:
G∑
g=1
w(x− xg) = 1 (3.66)
To find an optimal combination of vector v and smoothing radius hs, the correlation co-
efficient between the variable of interest and the smoothed elevation values is calculated
for varying combinations of v and hs, and then the highest correlation defines the optimal
combination and the optimal smoothed elevations. The smoothing radii are varied between
1 km to 100 km with varying step sizes (0 – 10 km: 1 km, 10 – 20 km: 2 km, 20 – 50 km: 5
km, 50 – 100 km : 10 km), while eight different vectors are considered (from 0◦ to 315◦ in
45◦ steps). The higher the distances the smoother the elevations and the greater is the shift
towards the direction of the vector. For the smoothing process, the elevation model of the
study region Baden-Wu¨rttemberg is expanded by 100 km in each direction. In Fig. 3.3 the
effect of three different smoothing radii is illustrated.

4. Spatial Interpolation of Temporal
Distributions of Precipitation
Whether temporal distributions of precipitation exhibit a spatial dependence, and why it is
useful to interpolate temporal distributions of precipitation instead of precipitation values
is investigated in section 4.1. In section 4.2 follows the empirical foundation of the newly
proposed interpolation scheme for non-parametric distributions, while section 4.3 describes
the interpolation procedure for parametric and non-parametric distributions. After inves-
tigating the dependence of distribution parameters on elevation and the influence of daily
gauges on sub-daily distribution parameters in section 4.4, the non-parametric and para-
metric models are evaluated in section 4.5.
Chapter 2 demonstrated that small rainfall values are of minor importance and of poor
measurement quality. Therefore, only rainfall values above the different Qth (see Table 2.1)
are used for the investigations in this chapter.
4.1. Motivation
4.1.1. Spatial Analysis
This section focuses on the (i) spatial dependence of the temporal distributions of precipita-
tion and on their (ii) dependence on elevation. These investigations are necessary, because
the applied interpolation techniques of Kriging and Random Mixing (RM) are based on the
assumption that the variable of interest (the CDF) is (i) more likely to be less similar with
increasing distances. Furthermore the incorporation of elevation in RM and External Drift
Kriging (EDK) (ii) assumes a linear dependence on elevation. For the purpose of describing
the development of the distribution functions in space, the test statistic T of the two-sample
Crame´r–von Mises test is used (Anderson, 1962). It evaluates the similarity of two CDFs, in
the present case the similarity of CDFs from observations at two different point locations.
The test statistic T is defined according to Anderson (1962) as:
T =
U
NM(N +M)
− 4MN − 1
6(M +N)
(4.1)
where
U = N ·
N∑
i=1
(rN,i − i)2 +M ·
M∑
j=1
(rM,j − j)2 (4.2)
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with N as the number of observations in the first sample andM as number of observations
in the second sample. Both observations are joined together in one pooled data set and the
ranks are determined in ascending order of all observations in the pooled data set. The rN,i
values are the ranks of the N observations for the first sample in the pooled data set and
rM,i are the sorted ranks of theM observations for the second sample in the pooled data set.
T can be interpreted as the mean difference in the CDF values (quantiles) of the observed
rainfall intensities between the two data sets. So, if T increases for increasing distances,
the CDFs are less similar for increasing distances and different locations lead to different
distributions. Therefore, no common distribution can be assumed.
The two upper graphs in Fig. 4.1 show a decreasing similarity of the distribution functions
with increasing distances over all temporal resolutions, as the values of T are increasingwith
increasing distances. Note that the average T -values of the hourly (1H) data in Fig. 4.1 (a)
are shown as the highest dashed line in 4.1 (b). So the continuity of the whole distribution
changes in space, not only the continuity of values of a single quantile. This shows the
applicability of interpolation techniques like Kriging and RM. In Fig. 4.1 (c) and (d) the
T statistic is plotted over the elevation difference between gauge pairs. The graphs show
a similar behavior as with the distances, but the steeper and non-asymptotic curves seem
to indicate a more pronounced dependence on elevation. Therefore, the incorporation of
elevation seems to be worthwhile.
CDFs exhibit a decreasing similarity for increasing distances, therefore, their regionaliza-
tion is possible through geostatistical interpolation techniques like Kriging. CDFs of precip-
itation also exhibit a dependence on elevation and should also be included in the regional-
ization procedure. In order to profit from elevation as a covariate during the regionalization
of temporal distributions of precipitation, regression based methods (Wilks, 2008; Wotling
et al., 2000; Johnson and Daly, 2000) and Kriging methods (Haberlandt, 1998) were already ap-
plied. The regression based methods in the cited works only yield parameters at ungauged
locations, and do not estimate the uncertainty of the parameters (Kleiber et al., 2012). With
Kriging based approaches uncertainty estimation is quite straightforward. This enables un-
certainty quantification with stochastic precipitation generators (Kleiber et al., 2012). Using
regionalized rainfall distributions in stochastic models for uncertainty estimations therefore
favors the use of Kriging instead of regression based methods. A newly developed simu-
lation method of Ba´rdossy and Ho¨rning (2016) is also tested as an interpolation technique, as
it also allows for the incorporation of elevation in the regionalization and for uncertainty
estimation.
4.1.2. Interpolating Precipitation or its Temporal Distribution?
As already mentioned in the introductory chapter 1, two general possibilities to obtain tem-
poral distributions of precipitation at ungauged locations exist. The first approach is the
interpolation of rainfall values for every time step at the target location, followed by an es-
timation of the distribution function with the interpolated values (valuesinter). The second
approach is first fitting a distribution function to all control locations, which is followed
by an interpolation of these distributions to the target location (cdfinter). In the following,
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these possibilities are compared with each other to motivate the use of the cdfinter approach.
Although it is commonly accepted to follow the cdfinter approach to obtain temporal distri-
butions of precipitation at ungauged locations for stochastic rainfall models, the deficiencies
of the valuesinter method are evaluated to motivate the cdfinter approach empirically. Ad-
ditionally, the resulting estimation errors also appear when rainfall values are interpolated
without considering the CDF explicitly. For example the use of interpolated rainfall values
for hydrological models may introduce a bias in the discharge estimation caused by inter-
polation (see also chapter 5).
In order to ensure equal interpolation weights αi of the control gauges i for both possibil-
ities, a simple Inverse Distance Weighting (IDW) is used as interpolation technique in this
example, which is based on the following Eq. 4.3:
αi =
1
h2
i
30∑
i=1
1
h2
i
(4.3)
where hi is the distance between a control gauge i and the respective target gauge. For this
interpolation example IDW is preferred over the geostatistical methods for the following
reasons: (i) Using a geostatistical method with daily precipitation values (valuesinter) would
lead to the additional challenge of including zero rainfall values within the estimation of
the variogram and the Kriging itself. The focus of this example investigation, however,
does not lie on interpolating rainfall values, therefore, the simpler IDW method is used
for interpolating rainfall values. (ii) IDW leads to the same interpolation weights for both
approaches and therefore ensures that the better performance of cdfinter does not originate
from the calculation of the weights, but from the chosen interpolation scheme (cdfinter or
valuesinter). In the remainder of this thesis, geostatistical methods are preferred over IDW,
because they are considered as better interpolation methods than the simpler IDW. For
the following investigation, the non-parametric KDE using Silverman’s rule of thumb (SRT)
for the bandwidth selection is applied for estimating distribution functions at the control
gauges.
Another exception within this interpolation example is the inclusion of all rainfall ob-
servations – including zero rainfall – to show the advantages of interpolating distributions
instead of precipitation values regarding P0. Zero values can be includedwithin the interpo-
lation of non-parametric distributions by applying the following steps. (i) Fit a distribution
to all precipitation values at each gauge. (ii) Calculate the quantile values for certain quan-
tiles (non-exceedance probabilities) over the whole probability range (0–1) with the inverse
of the fitted distributions at each gauge. (iii) Use the interpolation weights from IDW to in-
terpolate the quantile values of different gauges for each chosen quantile. (iv) If the quantile
is below P0 for some (or all) gauges, the quantile value at these gauges are 0 mm, which
are then just included in the interpolation. (v) The highest quantile with 0 mm at the target
gauge defines P0 at the target.
The distribution of daily rainfall (1D) for the gauge Esslingen / Neckar is estimated from
rainfall values of 30 neighbouring gauges (see Fig. 4.2 (a)) for an observation period of 15
years (see chapter 2). In Fig. 4.2 (b) and (c), parts of the distribution functions resulting
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Table 4.1.: Regionalization example: Basic daily rainfall statistics of observed values at
the validation gauge (Data), interpolated rainfall values (valuesinter), randomly
sampled rainfall values of the interpolated non-parametric distribution function
(cdfinter) and the respective ranges of the calibration gauges. The rainfall statistics
are the arithmetic mean (z), the standard deviation (sz) of all rainfall values, the
arithmetic mean (z>0) of non-zero values, the probability of zero rainfall P0 and
the maximum value (max).
Data valuesinter cdfinter Range calibration set
z 2.18 2.17 2.27 1.77 – 3.18
sz 4.56 4.04 4.93 3.88 – 6.47
z>0 4.39 2.97 4.20 3.73 – 4.47
P0 0.50 0.27 0.46 0.46 – 0.54
max 56.0 49.12 62.29 42.5 – 102.3
the variable of interest exhibits high enough values (Goovaerts, 2000). For the valuesinter
method the variable of interest would be daily rainfall. A histogram of correlations between
elevation and daily rainfall at the 30 neighbouring gauges for all time steps without any
zero rainfall is shown in Fig. 4.3 (a). For the cdfinter method the variables of interest are the
quantile values. In Fig. 4.3 (b) the correlation between these quantile values and elevation is
illustrated over a great range of quantiles. The correlations of the quantile values are around
0.7, whereas the correlations with daily rainfall are mostly below 0.7. The zigzag course of
the correlation values in Fig. 4.3 (b) occurs for quantiles smaller than 0.54, which is the
greatest value of P0 in the study region (see table 4.1). For quantiles below the 0.54 quantile,
quantile values equal to 0 are obtained for a differing number of gauges, which influences
the calculation of the correlation in the way it is shown in Fig. 4.3 (b). This is an indication
not to use lower quantiles within the regionalization, especially if elevation is included.
As the cdfinter method exhibits better results concerning the basic rainfall volume statis-
tics and leads to higher correlations with elevation, it seems to be the better choice for the
purpose of interpolating Cumulative Distribution Functions (CDFs) of rainfall intensities.
4.2. Interpolation of Non-Parametric Models – Empirical
Foundation
In order to establish the basis of the proposed regionalization procedure for non-parametric
models (see section 1.1 of the introduction) and to get a more detailed idea of the spatial
relationship of the distribution functions, the EDFs of the hourly and monthly rainfall in-
tensities from the gauge at Stuttgart / Schnarrenberg and its five closest gauges are plotted
in Fig. 4.4. It is therefore not of importance which EDF belongs to which gauge, but rather
the relationship that the EDFs have with each other. The two graphs show that the order of
the EDFs stays quite persistent over different quantiles for both aggregations, as the EDFs
do not cross each other very often. In other words, if one gauge exhibits the highest rainfall
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Table 4.2.: The controlling quantiles (Qc) that exhibit the highest mean pairwise rank cor-
relations with the other quantiles. They are shown for different temporal aggre-
gations (Agg) and separately for summer and winter. Additionally, the (center)
quantile in the middle of the investigated quantile range is shown.
Season
Agg Winter Summer Center quantile
1H 0.977 0.979 0.975
2H 0.963 0.967 0.965
3H 0.959 0.966 0.96
6H 0.949 0.953 0.95
12H 0.924 0.922 0.93
1D 0.835 0.865 0.86
5D 0.615 0.575 0.645
M 0.545 0.46 0.5
Qc are estimated with the inverse of the gauge-wise numerically integrated non-parametric
CDF Fnp:
QVc = F
−1
np (Qc) (4.6)
With these QVc at the observation points, the interpolation weights αj for the target loca-
tions are estimated with OK (see Eq. 3.43). Then these weights are applied to the quantile
values of the quantiles betweenQth and 1 in 0.0001 steps (see Fig. 4.6). Finally the remaining
values of the quantiles at a particular location are linearly interpolated to receive a contin-
uous CDF for all target locations. In order to ensure a monotonically increasing CDF, only
positive interpolation weights are allowed (see Fig. 4.7). This makes the use of OK problem-
atic. It can only be used if the equation system (see Eq. 3.43) is solved with positive weights,
which leads to additional constraints:
αi ≥ 0 i = 1, ..., n. (4.7)
Considering these additional constraints, the OK equation system is solved with a SCIPY
implementation (Jones et al., 2001) of a FORTRAN algorithm by Lawson and Hanson (1987),
which solves the Karush–Kuhn–Tucker conditions for the non-negative least squares prob-
lem. In the following, this Kriging procedure is called Kriging with positive weights (PK).
Another way to solve this extended optimization problem with an application of the La-
grange method is presented in Szidarovszky et al. (1987). Unfortunately the equation system
3.44 of EDK can not always be solved with positive weights, as the external variable ele-
vation is sometimes out of the observed range. To overcome this issue, the Random Mix-
ing (RM) approach can be used to profit from elevation as covariate. Within the RM process
the quantile values are considered as linear constraints zl (see Eq. 3.50) and correlations
with elevation are included as pointed out in section 3.2.3.3. After interpolating the quantile
values QVc of the controlling probabilities Qc in the standard normal space, they are back
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Table 4.3.: Smoothing radii (in km) of the controlling quantilesQc (see Table 4.2) for different
aggregations (Agg) and seasons.
Season
Agg Winter Summer
1H 7 40
2H 7 40
3H 7 40
6H 6 50
12H 6 40
1D 20 50
5D 20 60
M 18 50
4.3. In the summer months the smoothing radii are greater than in the winter months. For
the winter period also an increase of the smoothing radius for aggregations greater than 12H
can be observed.
The correlations of the quantile values for different aggregations and the two elevation
types are exemplary shown in Fig. 4.12 (a) – (d) for hourly and daily values. In Fig. 4.12
(e) and (d) the correlations with smoothed elevation are illustrated for the monthly and five
daily aggregation as the remaining sub-daily aggregations show a similar behavior as the
hourly values. It can be verified, that the dependence structure of elevation and quantile
values differs between winter and summer as well as for different regions. Comparing the
two elevation types, the smoothed elevations lead to higher correlations except for high and
low quantiles where the correlations are similar. For each combination of season and region
the correlations are quite constant and in the same order over a great range of quantiles
except for low and high quantiles, where also the lowest correlations appear. In general,
the correlations in the western part are mostly higher than those in the eastern part. For
the western region the correlations for the summer values are similar to those of the winter
values. In the eastern region the summer values lead to higher correlations mostly except
for high quantiles. Another observation is the great difference between the correlations of
the regions for the winter months.
4.4.1.2. Parametric Models
For the interpolation of the parametric distributions the mean and standard deviation of the
rainfall values are investigated. The two moments are calculated with values greater than
the threshold values QVth (see Table 2.1) except for the monthly aggregation, where it is
calculated with values greater than zero. In addition to the moments the threshold values
QVth are investigated, as they are needed in the interpolation to obtain the starting points
for the parametric distributions.
For an investigation of the correlations with elevation, smoothed elevations are generated
for the parametric variables. The smoothing directions aremostly west. The smoothing radii
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complete secondary information in the interpolation of the sub-daily distributions. There-
fore, the applicability of daily values to improve the interpolation of sub-daily distributions
is investigated, as the daily monitoring network has a higher density. The simple Scaled
Nearest Neighbour (NNS) disaggregation strategy of Ba´rdossy and Pegram (2016) is applied
to all days to obtain distributions of the sub-daily resolutions at the locations of the daily
gauges by allocating the sub-daily values from the closest high-resolution gauge to the daily
target gauge. The NNS procedure to incorporate the daily values in the interpolation of the
sub-daily values should be the following:
1. Choose a daily target gauge and allocate the sub-daily rainfall values of the closest
(concerning horizontal distance) high-resolution gauge to it.
2. Aggregate the sub-daily values of the high-resolution gauge to the daily values
zsub−daily(t) and calculate a scaling factor for every day t by additionally using the
values of the daily target gauge zdaily(t) :
sc(t) =
zdaily(t)
zsub−daily(t)
(4.8)
3. Multiply all of the sub-daily values of the nearest gauge by this scaling factor. The
scaling factor changes from day to day and simply ensures that the daily sums of
the disaggregated sub-daily values at the target gauge are equal to the daily values
measured at the target.
4. Repeat steps 1 – 3 for all daily gauges.
5. Calculate the sub-daily statistic of interest from these scaled values at every daily
gauge and incorporate them in the interpolation procedure.
The applicability of this procedure is tested with a cross-validation. This validation pro-
cedure is based on the high-resolution gauges only, which are used as daily gauges one after
another. The resulting sub-daily statistics of scaled values for these pseudo daily gauges are
compared to their original sub-daily values by calculating the mean squared errors over all
gauges. The NNS values are compared to Nearest Neighbour (NN) values and to interpo-
lated rainfall values. The interpolation is done by OK with ten neighbours using a single
variogram model. During the cross-validation a nearest neighbour gauge is defined as the
gauge with the closest distance and at least 50 % of data overlapping. For the interpolation
of the rainfall values with OK then again only this overlapping period is chosen.
In Fig. 4.14 the results are shown for quantile values, the standard deviation and the
mean of rainfall values. The cross-validation of the different statistical variables are very
similar. For all of them the NNS values lead to the best results in summer and winter.
Therefore, daily gauges seem to be useful for the interpolation of sub-daily non-parametric
and parametric models. The cross-validation of the different statistical variables are very
similar. For all of them theNNS values lead to the best results in summer andwinter. For the
two moments (mean, standard deviation) the scaling leads to a higher difference between
the Mean Squared Errors (MSEs) of NNS and NN for higher aggregations. This could come
from the higher rainfall amounts for higher aggregations. According to these results, daily
gauges seem to be useful for the interpolation of sub-daily non-parametric and parametric
models.
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4.4.3. Summary
On the basis of section 4.4.1, it can be concluded that the non-parametric and parametric dis-
tributions show different dependences on elevation for different regions and seasons. The
highest correlation with elevation are obtained with smoothed elevation values. This shows
that incorporating smoothed elevation into the interpolation process could be worthwhile.
The results in section 4.4.2 show that it seems to be useful to incorporate scaled (disaggre-
gated) daily values within the interpolation of sub-daily distributions, for both parametric
and non-parametric models.
4.5. Model Validation
The model validation is divided into two parts. In 4.5.2 the performance of the parametric
and non-parametric models for pointwise estimates are compared, in 4.5.3 the spatial inter-
polation of the two types of models is addressed. Following the descriptions in section 2.1
and the conclusions in section 4.4.3, the models are fitted and interpolated separately for
winter (from September to April) and summer (from May to August).
4.5.1. Validation Measures
The validation of the models for temporal distributions of precipitation at point locations
and their interpolation is evaluated with two different quality measures. These quality mea-
sures need to consider the CDF and not the PDF, as the interpolation of the non-parametric
distributions only provides CDFs for ungauged locations. The most common goodness-of-
fit test to estimate the quality of fitted distributions is the Kolmogorov–Smirnov test. As
temporal distributions of precipitation are positively skewed, most of the values are small
or medium values. This leads to the highest gradient of the CDF for these values. Therefore,
a greater difference in the corresponding CDF quantiles would be more likely and would
govern the Kolmogorov–Smirnov test. However, these medium values are less important
than the higher precipitation amounts for most of the precipitation model applications.
For this reason, the Crame´r–von Mises test statistic as a more integral measure and a
Lorenz-curve based measure, which allows for conclusions about the representation of the
water volume, are used. The Crame´r–vonMises test statisticW 2 for one sample is (Stephens,
1974):
W 2 =
1
12n
n∑
i=1
(
2i− 1
2n
− F (zi)
)2
(4.9)
where F (zi) represents the theoretical distribution (non-parametric or parametric) of the n
observed values zi in ascending order. In order to calculateW
2 for sub-monthly resolutions,
the quantiles F (zi) of the considered quantile range from Qth to 1 need to be scaled (sc) to
the whole CDF range from 0 to 1 through:
F (zi)sc =
F (zi)−Qth
1−Qth (4.10)
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With a significance level of 0.05 the null hypothesis of the Crame´r–vonMises test is tested. If
W 2 of the fitted distribution is greater than the according value of the null distribution of the
Crame´r–vonMises test statistic, then the hypothesis that the observed rain values come from
the theoretical distribution F (zi) can be rejected. The null distribution of the Crame´r–von
Mises test statistic is calculated with the R implementation of Faraway et al. (2017), who used
an approximation of the distribution presented in Cso¨rgo¨ and Faraway (1996).
As already mentioned in section 4.2, a quality measure that describes the representation
of high quantiles is needed. For Lorenz-curves, high vertical differences are supposed to
appear more frequently for high quantiles as the slope increases with increasing quantiles.
Therefore, a measure respecting the vertical differences of the Lorenz-curves is suitable. In
section 2.2 the estimation of the Lorenz-curve with observed rainfall values was described.
However, the Lorenz-curve Lc(F (z)) can also be estimated from the theoretical CDF F (z),
which is a preferable approach, as random rainfall values need not be generated from the
CDF to calculate the Lorenz-curve:
Lc(F (z)) =
∫ F
0 z(F )dF∫ 1
0 z(F )dF
(4.11)
where z(F ) is the gauge-wise quantile function (the inverse of the CDF). The integrals of
the quantile functions are estimated numerically, because the non-parametrically estimated
distribution functions are analytically not invertible. The Lorenz-curve criterion Ld used
here is the squared difference of the observedLc(Fn(z)) andmodeled Lorenz-curveLc(F (z))
form discrete quantiles above Qth in 0.0001 steps:
Ld =
m∑
i=1
(Lc(Fn(z))− Lc(F (z)))2 (4.12)
Within the validation of the interpolation, only values above the highest QVth among
the observed and regionalized values for each gauge are evaluated, as they may differ for
different techniques.
4.5.2. Pointwise Models
Over all temporal resolutions and seasons, the cross-validation methods LSCV andMLCV
of the non-parametric models very often led to a peakedness in the density (see Fig. 4.15
and section 3.1.1) and also to over-smoothing due to a non-robust bandwidth selection. The
peakedness may have been caused by discrete observations, however, it could not be re-
moved by adding uniformly distributed values between 0 and 0.1 to the observations as
described in De Michele et al. (2013). Due to these problems, neither cross-validation method
is considered in what follows.
To determine an overall performance ranking for the remaining models, the arithmetic
mean and the median over the number of gauges for both measures of quality – the
Crame´r–von Mises statistic W 2 and the Lorenz-curve criterion Ld (see section 4.5.1) – are
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Table 4.5.: The mean and median of the two quality measures W 2 and Ld over the study
region for hourly values in the winter season. The bold numbers indicate the
lowest (best) value of the corresponding measure.
W 2 Ld
Mean Median Mean Median
P-Exp-MLM 3.871 3.218 0.2399 0.2004
P-Gamma-MLM 1.036 0.8429 0.0752 0.04835
P-Mixed-Exp-MLM 0.3028 0.157 0.0202 0.007399
P-Pareto-MLM 0.2523 0.115 0.008036 0.001959
P-Weibull-MLM 0.6156 0.4652 0.03891 0.0225
P-Gamma-MOM 12.34 7.563 0.1656 0.0847
P-Pareto-MOM 0.4137 0.2036 0.004482 0.002213
P-Weibull-MOM 5.659 3.299 0.08678 0.04182
NP-SRT 0.1341 0.06302 0.01815 0.01448
NP-SJ 0.1233 0.06102 0.01492 0.01156
The performance ranking of the different methods is quite similar in winter and summer.
The overall performance is best with the mixed exponential distribution for temporal res-
olutions between two hours (2H) and one day (1D) in both seasons. For the hourly dis-
tribution (1H) the non-parametric models show the best overall performance in the sum-
mer season, and the third-best performance after the generalized Pareto (Pareto-MLM and
Pareto-MOM) distribution in the winter season. For the monthly resolution (M) the Weibull
distribution exhibits the best overall performance in both seasons. For the five daily reso-
lution the MOM estimation provides the best result in winter (Pareto-MOM) and summer
(Weibull-MOM).
The non-parametric methods lead to better performances concerning the Crame´r–von
Mises criterion W 2 (see also the rejection rate in Table 4.7). The parametric estimates lead
to better results regarding the Lorenz-curve criterion Ld. Fig. 4.16 may provide an explana-
tion for the differences in performance regarding these two quality measures. The graphs
show the CDFs and Lorenz-curves for the hourly (1H) and the 12 hourly (12H) resolution
for a chosen gauge. For the hourly resolution the non-parametric SRT model leads to better
results for both measures. An equally good performance regarding the W 2 for the para-
metric and non-parametric model can be observed for the 12 hourly resolution. However,
the non-parametric method performs worse regarding the Ld measure, as it overestimates
the share of the water volume represented by the higher quantiles. The reason can already
be observed in the CDF, where the non-parametric model systematically overestimates the
values of high quantiles. The parametric model can lead to over- and underestimations.
This influences theW 2 criterion in the same way as a constant overestimation (see squared
differences in Eq. 4.10), but it seems to lead to better results regarding the Ld criterion.
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Table 4.6.: The relative performance ranks of the distribution models for pointwise esti-
mates. The underlined numbers indicate the best parametric and non-parametric
models. The bold numbers indicate the best overall model.
Winter Season
1H 2H 3H 6H 12H 1D 5D M
P-Exp-MLM 239.95 156.12 134.33 76.24 40.10 42.71 14.63 742.32
P-Gamma-MLM 63.67 32.59 23.56 11.35 7.34 11.75 9.05 13.23
P-Mixed-Exp-MLM 13.31 5.95 5.63 5.31 4.96 5.14 15.53 743.02
P-Pareto-MLM 6.72 6.46 7.62 7.64 6.73 6.51 6.21 967.89
P-Weibull-MLM 32.78 14.92 10.09 6.19 5.14 7.66 6.46 24.33
P-Gamma-MOM 304.21 154.60 103.99 46.90 21.98 24.14 6.67 5.50
P-Pareto-MOM 8.82 9.60 10.93 10.13 8.46 8.23 5.73 51.16
P-Weibull-MOM 140.67 68.36 48.37 23.62 13.17 14.03 5.84 5.11
NP-SRT 13.56 22.07 33.98 43.55 36.14 31.98 17.33 12.40
NP-SJ 11.23 22.12 32.47 44.66 38.09 29.87 16.77 17.35
Summer Season
1H 2H 3H 6H 12H 1D 5D M
P-Exp-MLM 341.67 280.02 216.25 80.09 29.23 26.18 21.76 850.52
P-Gamma-MLM 70.27 48.01 34.28 14.41 8.10 8.01 10.03 7.22
P-Mixed-Exp-MLM 13.54 6.88 5.94 5.03 4.94 4.81 24.56 850.52
P-Pareto-MLM 8.36 14.57 13.69 7.59 5.90 5.61 6.69 728.22
P-Weibull-MLM 28.28 16.24 11.83 7.37 5.81 6.05 6.63 25.62
P-Gamma-MOM 439.83 194.02 110.92 40.15 17.63 13.71 6.48 7.27
P-Pareto-MOM 23.65 18.83 14.17 8.39 6.59 6.17 5.85 47.81
P-Weibull-MOM 147.82 66.41 43.11 19.18 10.95 8.62 5.48 5.05
NP-SRT 6.15 19.05 31.54 37.43 36.50 30.23 19.01 9.27
NP-SJ 7.00 22.17 36.21 46.52 41.61 32.58 17.64 12.32
4.5.3. Interpolation
Following the conclusions in section 4.4.3 different interpolation strategies should be tested,
which are able to incorporate smoothed elevation and can make use of daily values for sub-
daily distributions. Daily gauges can be used to set up distribution functions for sub-daily
values through a NNS approach (see section 4.4.2), therefore, their incorporation does not
require a special interpolation method as they simply can be used as additional supporting
points.
The development of the two-sample Crame´r–von Mises statistic T over distance (see sec-
tion 4.1.1) mostly indicates a spatial dependence with decreasing similarity of distribution
functions for greater distances which could be modeled reasonably via Kriging. Addition-
ally, Kriging techniques were already applied successfully for the interpolation of rainfall
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Table 4.7.: Rejection rates for the null hypothesis of the Crame´r–von Mises test for the point-
wise modeled distributions.
Winter Season
1H 2H 3H 6H 12H 1D 5D M
P-Exp-MLM 97.52 93.80 84.30 58.26 35.95 38.51 1.15 100.00
P-Gamma-MLM 73.97 35.54 12.81 2.48 0.00 3.45 0.29 0.00
P-Mixed-Exp-MLM 15.29 4.96 1.24 0.00 0.00 0.29 1.15 100.00
P-Pareto-MLM 10.74 7.44 2.07 0.00 0.00 0.29 0.00 100.00
P-Weibull-MLM 50.83 9.50 2.48 0.00 0.00 0.86 0.00 11.78
P-Gamma-MOM 98.35 84.71 66.94 30.99 12.81 31.32 0.00 0.00
P-Pareto-MOM 28.10 14.88 9.92 2.89 0.41 1.44 0.00 22.70
P-Weibull-MOM 93.80 63.64 42.98 13.22 4.13 11.21 0.00 0.00
NP-SRT 5.37 0.83 0.00 0.00 0.00 0.00 0.00 0.00
NP-SJ 3.72 0.83 0.00 0.00 0.00 0.29 0.00 0.00
Summer Season
1H 2H 3H 6H 12H 1D 5D M
P-Exp-MLM 100.00 99.59 95.45 52.48 16.12 17.24 2.87 97.41
P-Gamma-MLM 95.04 52.48 23.55 1.24 0.00 0.29 0.29 0.00
P-Mixed-Exp-MLM 16.53 0.41 0.00 0.00 0.00 0.00 3.45 97.41
P-Pareto-MLM 3.72 0.41 0.41 0.00 0.00 0.00 0.00 100.00
P-Weibull-MLM 54.55 4.96 0.00 0.00 0.00 0.00 0.00 21.55
P-Gamma-MOM 100.00 95.45 80.17 40.08 12.40 10.06 0.00 0.00
P-Pareto-MOM 100.00 30.58 16.12 1.65 0.41 0.29 0.00 33.05
P-Weibull-MOM 97.93 74.79 47.11 13.22 4.96 2.01 0.00 0.00
NP-SRT 0.41 0.00 0.00 0.00 0.00 0.00 0.00 0.00
NP-SJ 0.41 0.00 0.00 0.00 0.00 0.00 0.00 0.00
values over different temporal scales (e.g. Tobin et al., 2011; Lloyd, 2005). Unfortunately, Krig-
ing techniques do not allow for different dependences on a covariate like elevation in differ-
ent regions, which is present in the study region. With the Random Mixing (RM) approach
it is possible to account for different correlations on a covariate in different regions.
In order to estimate the quality of the regionalized temporal distributions, a 2-fold cross-
validation (split sampling) is used. Two equally sized samples of observation points (see
Fig. 4.17) are randomly generated, whereby in one case the first sample is used as calibra-
tion sample and in the other case the second sample is used for calibration. The simplest
regionalization method is using the estimates of the Nearest Neighbour (NN) in the cal-
ibration set, which are therefore used as benchmarks for the quality of the interpolation
procedures. For sub-daily resolutions additionally the NNS values are used as a benchmark
(see section 4.4.2). For the interpolation all daily gauges are used for the rescaling except for
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models. The covariance models Cm(h) are derived from the theoretical variogram models
γm(h), which are continuous least square approximations of the empirical variograms:
Cm(h) = Cm(0)− γm(h) (4.13)
h Distance
Cm(h) Covariance model value at h
RM requires covariance models in the standard normal space. In standard normal space
Cm(0) equals 1, which implies lim
h→∞
γm(h) = 1. For this purpose the sill of the fitted theoreti-
cal variogramm is normed to 1 by dividing all variogram values by the sill, if RM is applied.
The interpolation variables of the three precipitation amount models for which variograms
need to be estimated for the two seasons and eight temporal resolutions, are as follows:
1. P-Mixed-Exp-MLM: λ1, λ2.
2. P-Weibull-MOM: mean, standard deviation.
3. NP-SRT: QVc values of the controlling quantiles Qc (see Table 4.2).
During the pointwise estimation of the parameters of the Weibull distribution with the
Method of Moments (MOM) the threshold values (QVth in Table 2.1) are subtracted from
the rainfall values prior to the estimation of the mean and the standard deviation. As the
mean of these values shows worse spatial dependences than the mean of the censored val-
ues without subtraction, the threshold values are added to the mean values of the parameter
estimation before the regionalization. After the regionalization they are subtracted again to
determine the parameters of the Weibull distribution. The variogram models are also fitted
to the threshold values QVth, as they serve as starting points for the parametric models at
the ungauged locations. As a PCA transformation is tested for the parametric models, vari-
ograms are also estimated for the transformed parameters or moments of the distributions.
For the interpolation of the Mixed-Exp-MLM model a small preprocessing is applied to
the two λ parameters: For values of φ close to 0.5, the higher and lower value of the λ
parameters are randomly allocated to λ1 and λ2 in the pointwise estimation, as the two pre-
exponential factors in Eq.3.17 are close to each other. However, during the interpolation
procedure this may lead to a mixing of lower and higher values for each λ parameter and
could lead to an average value for λ1 and λ2 after the interpolation. This may yield a differ-
ent set of distributions after the interpolation. To avoid this problem, the lower value of the
two λ parameters is allocated to λ1 and the larger value to λ2 when φ is ≥ 0.4.
In Fig. 4.18 and Fig. 4.19 the fitted and empirical variograms are shown for the 6 in-
terpolation parameters of calibration sample 1 in the summer season for the 1 hourly and
the 12 hourly temporal resolution. The spatial dependences of the interpolation quantile
values QVc for the non-parametric models with increasing semi variance over distance can
be modeled very well. The threshold values QVth also exhibit a clear spatial dependence
similar to the QVc values. The moments (mean and standard deviation) exhibit a slightly
clearer spatial dependence than the parameters λ1 and λ2, as the two parameters lead to a
greater spread of their empirical variogram values. However, the variogram fits seem to be
reasonable for all considered variables.
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4.5.3.2. Temporal Distributions of Precipitation
The spatial interpolation of the temporal distribution models is evaluated with the same
performance measures as the pointwise estimation, the Crame´r–von Mises statisticW 2 and
the Lorenz-curve criterion Ld. For both seasons a 2-fold cross-validation is applied (see
section 4.5.3). If elevation is used as an external variable for External Drift Kriging (EDK)
or Random Mixing (RM), smoothed elevations are always applied as they exhibit higher
correlations than the absolute elevations (see section 4.4).
At first, the influence of a Principal Component Analysis (PCA) is analyzed by com-
paring Ordinary Kriging (OK) of PCA transformed and original parameters or rather mo-
ments of the parametric distributions. Table 4.8 shows the relative performance ranks of
the investigated distribution models. The PCA transformation results are mostly similar to
those without applying the PCA, however, the non-PCA transformedmodels mostly lead to
slightly better relative performance ranks. The parameter dependence of the pointwise esti-
mation is also maintained without PCA transformation (see Fig. 4.20 (d) and (f)). However,
when the relationship between the parameters is non-linear – like for the two λ parameters
in Fig. 4.20 (a) and (b) – a PCA transformation can neither solve the problem. The non-linear
dependence in Fig. 4.20 (a) and (b) results from a compensation of high λ1 values by low λ2
values and from the opposite constellation. Note that this problem may also occur for other
parametric distributions.
For the 6 hourly aggregation of calibration sample 1 in the winter season, the MOM PCA
transformation provoked a relatively large deterioration of the performance. A possible
explanation for this can be observed in Fig. 4.20 (e), where the parameter dependence is
still linear, but single parameter sets are outside the scatter cloud. Maybe due to a worse
interpolation behaviour of the PCA transformed moments.
As the best regionalized models are mainly non-PCA transformed models and the PCA
transformation does not help to solve the problems of non-linear parameter dependences,
the PCA method is not considered any further.
The interpolation approaches for the parametric distributions without considering PCA
are listed in the following:
1. OK - MOM : Ordinary Kriging (OK) of the Weibull distribution, which was fitted with
the MOM.
2. OK -MLM :OK of themixed exponential distribution, whichwas fittedwith theMLM.
3. OK - MOM Daily : OK of the Weibull distribution including the scaled values of the
daily gauges (only for the sub-daily aggregations).
4. OK - MLM Daily : OK of the mixed exponential distribution including the scaled
values of the daily gauges (only for the sub-daily aggregations).
5. EDK - MOM : External Drift Kriging (EDK) of the Weibull distribution.
6. EDK - MLM : EDK of the mixed exponential distribution.
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Table 4.8.: Testing the influence of Principal Component Analysis (PCA) with relative per-
formance ranks of interpolated parametric models. The interpolation method is
Ordinary Kriging (OK) and the parametric models are the Mixed-Exp-MLM and
the Weibull-MOM. The bold numbers indicate the best model for each validation
sample, season and temporal resolution.
Winter Season
1H 2H 3H 6H 12H 1D 5D M
Sample 1
OK - MOM 6.14 5.12 5.04 4.05 4.00 4.43 4.36 4.45
OK - MLM 4.02 4.08 4.39 4.63 4.33 6.27 6.34 -
OK - MOM PCA 6.73 5.90 5.63 7.85 4.97 4.08 4.41 4.38
OK - MLM PCA 4.21 4.49 4.43 4.85 4.94 6.42 12.99 -
Sample 2
OK - MOM 6.84 7.11 5.97 4.05 4.00 4.12 4.90 4.00
OK - MLM 4.10 4.07 4.13 10.50 4.84 5.06 6.40 -
OK - MOM PCA 7.74 7.45 6.00 4.97 5.26 4.08 4.84 4.33
OK - MLM PCA 4.43 4.10 4.18 5.20 4.70 5.60 10.58 -
Summer Season
1H 2H 3H 6H 12H 1D 5D M
Sample 1
OK - MOM 29.29 7.63 5.72 5.73 4.13 4.00 4.04 4.02
OK - MLM 4.03 4.00 4.11 4.02 4.19 5.76 11.84 -
OK - MOM PCA 23.78 6.97 6.06 6.67 4.79 4.85 4.69 4.51
OK - MLM PCA 4.09 4.17 4.33 5.28 4.19 5.52 14.47 -
Sample 2
OK - MOM 21.78 6.02 5.57 4.57 4.19 4.02 4.46 4.00
OK - MLM 4.19 4.27 4.00 4.07 4.68 4.72 10.91 -
OK - MOM PCA 20.61 6.53 5.78 5.09 4.79 4.15 4.05 4.32
OK - MLM PCA 4.06 4.06 4.28 4.09 4.80 4.61 25.50 -
7. EDK - MOMDaily : EDK of the Weibull distribution including the scaled values of the
daily gauges (only for the sub-daily aggregations).
8. EDK -MLMDaily : EDK of themixed exponential distribution including scaled values
of the daily gauges (only for the sub-daily aggregations).
The interpolation approaches for the non-parametric model are as follows:
1. PK - NP : PK of the non-parametric model, which are estimated using Silverman’s rule
of thumb.
2. PK - NP Daily : PK of the non-parametric model including the scaled values of the
daily gauges (only for the sub-daily aggregations).
3. RM - NP : RandomMixing (RM) interpolation of the non-parametric model.
4. RM - NP Dem : RM interpolation of the non-parametric model using elevation with
regionally varying target correlations.
5. RM - NP Daily : RM interpolation of the non-parametric model including the scaled
values of the daily gauges (only for the sub-daily aggregations).
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Table 4.9.: The relative performance ranks for the interpolated temporal distributions with
calibration sample 1 in the summer season. The names of the different interpo-
lation approaches are explained in section 4.5.3.2. The underlined numbers indi-
cate the best parametric, non-parametric and nearest neighbour models. The bold
numbers indicate the best overall model for each temporal resolution.
Summer Season – Sample 1
1H 2H 3H 6H 12H 1D 5D M
OK - MOM 43.32 12.99 9.09 8.05 4.85 4.45 4.46 4.25
OK - MLM 7.43 7.06 6.79 6.15 4.70 6.09 12.92 -
OK - MOM Daily 27.62 16.38 10.12 7.06 10.59 - - -
OK - MLM Daily 4.13 4.01 4.10 4.00 7.48 - - -
EDK - MOM 38.21 12.96 9.68 8.32 4.89 4.00 4.04 4.08
EDK - MLM 7.32 7.19 6.67 6.32 4.50 5.83 19.54 -
EDK - MOM Daily 27.27 15.60 10.29 7.39 10.54 - - -
EDK - MLM Daily 4.36 4.18 4.09 4.28 6.81 - - -
PK - NP 7.78 11.59 12.77 15.46 11.34 12.11 12.80 6.34
PK - NP Daily 5.02 9.01 10.19 13.62 21.99 - - -
RM - NP 8.21 13.05 14.18 16.08 13.43 11.67 10.73 5.84
RM - NP Dem 10.64 16.52 16.84 20.88 15.71 12.47 12.05 6.76
RM - NP Daily 6.14 10.76 12.73 14.36 15.23 - - -
RM - NP Dem Daily 6.10 10.99 12.08 14.13 15.33 - - -
NNS - MOM 26.15 14.25 10.92 7.82 11.52 - - -
NN - MOM 41.86 21.38 16.93 14.20 8.92 7.56 7.26 5.88
NNS - MLM 4.82 4.69 5.01 5.25 8.35 - - -
NN - MLM 12.10 12.89 12.39 12.35 8.48 6.18 12.99 -
NNS - NP 5.40 9.65 10.87 14.27 23.57 - - -
NN - NP 13.26 16.93 17.43 20.04 14.84 13.93 14.50 8.38
6. RM - NP Dem Daily: RM interpolation of the non-parametric model including the
scaled values of the daily gauges and elevation with regionally varying target correla-
tions (only for the sub-daily aggregations).
The quality of the interpolated non-parametric and parametric models is additionally
compared to the two nearest neighbour approaches: NN and NNS. They serve as bench-
marks for the interpolation. Table 4.9, 4.11, A.1 and A.3 show the relative performance ranks
of the investigated interpolation approaches. Table 4.10, 4.12, A.2 and A.4 show the rejection
rates for the null hypothesis of the Crame´r–von Mises test.
First of all, it should be noticed that the absolute performance of the distribution models
decreased through the interpolation as the rejection rates increased compared to the point-
wise estimation of the models. During the interpolation not only the shape of the distri-
butions could be modified, but also the starting point QVth for the threshold quantiles Qth,
whereas the QVth values were identical for the empirical and theoretical distributions for
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Table 4.10.: The rejection rates (%) for the null hypothesis of the Crame´r–von Mises test for
the interpolated temporal distributions with calibration sample 1 in the summer
season. The names of the different interpolation approaches are explained in
section 4.5.3.2. The bold numbers indicate the best model for each temporal
resolution.
Summer Season – Sample 1
1H 2H 3H 6H 12H 1D 5D M
OK - MOM 100.00 83.47 76.86 63.64 61.16 48.28 29.89 14.37
OK - MLM 87.60 73.55 71.07 57.03 62.81 60.35 45.98 -
OK - MOM Daily 95.87 88.43 76.86 58.68 67.77 - - -
OK - MLM Daily 77.69 65.29 57.03 43.80 78.51 - - -
EDK - MOM 100.00 86.78 78.51 66.94 64.46 46.55 25.29 10.35
EDK - MLM 82.65 71.90 70.25 57.85 61.16 54.60 42.53 -
EDK - MOM Daily 96.69 89.26 79.34 59.50 68.60 - - -
EDK - MLM Daily 81.82 65.29 55.37 46.28 71.90 - - -
PK - NP 81.82 73.55 68.60 61.98 62.81 49.43 29.31 12.07
PK - NP Daily 74.38 67.77 58.68 49.59 71.90 - - -
RM - NP 83.47 80.99 81.82 67.77 65.29 54.60 28.74 12.64
RM - NP Dem 88.43 82.65 80.17 75.21 68.60 56.32 41.38 25.29
RM - NP Daily 81.82 67.77 65.29 51.24 67.77 - - -
RM - NP Dem Daily 76.86 64.46 66.12 57.85 68.60 - - -
NNS - MOM 98.35 86.78 80.99 66.12 73.55 - - -
NN - MOM 95.04 90.91 86.78 76.86 74.38 62.07 37.36 21.26
NNS - MLM 80.17 66.12 55.37 52.89 63.64 - - -
NN - MLM 87.60 83.47 78.51 76.86 74.38 60.35 46.55 -
NNS - NP 75.21 67.77 62.81 52.89 74.38 - - -
NN - NP 80.17 83.47 78.51 76.86 75.21 60.92 39.66 21.26
the pointwise estimation. The shifting of the QVth values may have introduced a shifting of
the whole distributions towards higher or lower quantile values. This may possibly have
caused higher quantile differences over a great quantile range that, among others things,
led to increasing rejection rates. In addition, a leave-one-out cross-validation may have pro-
duced lower rejection rates and would have given a more reliable evaluation of the absolute
performance. The higher rejection rates in the winter season and the higher rejection rates
for smaller aggregations may result from the higher number of rain values.
Considering the relative performance ranks, the parametric models almost always per-
form better than the non-parametric model. Similar to the pointwise estimation, the non-
parametric approach provides a very good performance for the hourly resolution. In the
summer season the non-parametric approach outperforms the parametric approach for cal-
ibration sample 2 and the hourly distribution. The difference between the relative perfor-
mance ranks of the parametric and non-parametric models mostly decreased compared to
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Table 4.11.: The relative performance ranks for the interpolated temporal distributions with
calibration sample 1 in the winter season. The names of the different interpo-
lation approaches are explained in section 4.5.3.2. The underlined numbers in-
dicate the best parametric, non-parametric and nearest neighbour models. The
bold numbers indicate the best overall model for each temporal resolution.
Winter Season – Sample 1
1H 2H 3H 6H 12H 1D 5D M
OK - MOM 10.51 11.23 8.88 8.29 8.71 5.34 4.8 4.48
OK - MLM 6.15 7.95 7.8 8.19 8.51 7.28 6.43 -
OK - MOM Daily 7.09 6.38 5.45 4.27 6.5 - - -
OK - MLM Daily 4.48 4.56 4.42 4.72 5.07 - - -
EDK - MOM 10.63 10.92 8.43 6.95 7.21 6.13 6.03 5.13
EDK - MLM 5.29 6.85 6.47 7.39 6.78 6.73 8.05 -
EDK - MOM Daily 7.05 6 5.29 4.12 6 - - -
EDK - MLM Daily 4.18 4.79 4.37 4.69 6.63 - - -
PK - NP 6.5 9.88 9.5 10.16 12.89 5.89 8.45 6.89
PK - NP Daily 4.68 7.06 6.22 6.58 14.12 - - -
RM - NP 6.89 10.07 11.72 10.34 12.32 5.86 8.87 7.74
RM - NP Dem 7.17 10.6 9.89 9.56 12.01 5.73 8.4 7.21
RM - NP Daily 5.3 7.71 7.26 7.8 10.72 - - -
RM - NP Dem Daily 5.09 7.06 7.52 7.6 11.38 - - -
NNS - MOM 7.46 8.33 7.41 6.21 8.35 - - -
NN - MOM 12.84 15.73 14.91 12.64 14.45 6.63 6.89 6.51
NNS - MLM 6.21 7.37 6.75 5.98 7.42 - - -
NN - MLM 10.22 12.89 11.92 12.23 15.08 6.22 8.17 -
NNS - NP 5.95 8.7 8.48 8.48 16.06 - - -
NN - NP 10.85 15.46 15.46 15.34 19.93 7.92 10.26 9.6
the pointwise estimation, what could indicate a more robust interpolation approach for the
non-parametric distribution. The approaches with the lowest relative performance ranks
also exhibit low rejection rates, especially in the summer season. In the winter season this
relationship is not so clear. This may have resulted from the less skewed distributions in the
winter season.
The inclusion of daily gauges as a secondary information for the interpolation of sub-
daily temporal distributions seems to be very beneficial, as approaches incorporating daily
gauges almost always include the best performing method. This is in line with the data
analysis findings in section 4.4.2. Approaches considering smoothed elevations as external
variable exhibit the lowest relative performance ranks seven times in the winter season and
nine times in the summer season; with 16 approaches in total for each season over the two
samples. These results comply to the data analysis results in section 4.4.1, where the higher
correlations with elevation are detected for the summer period.
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Table 4.12.: The rejection rates (%) for the null hypothesis of the Crame´r–von Mises test for
the interpolated temporal distributions with calibration sample 1 in the winter
season. The names of the different interpolation approaches are explained in
section 4.5.3.2. The bold numbers indicate the best model for each temporal
resolution.
Winter Season – Sample 1
1H 2H 3H 6H 12H 1D 5D M
OK - MOM 99.17 95.87 93.39 90.08 80.17 87.93 62.07 39.08
OK - MLM 97.52 92.56 89.26 95.87 81.82 89.08 62.07 -
OK - MOM Daily 98.35 94.21 88.43 85.95 78.51 - - -
OK - MLM Daily 94.21 88.43 85.95 88.43 74.38 - - -
EDK - MOM 99.17 93.39 86.78 76.03 72.73 83.33 58.05 37.93
EDK - MLM 93.39 89.26 85.12 95.87 71.07 89.08 56.32 -
EDK - MOM Daily 99.17 95.87 89.26 80.99 71.9 - - -
EDK - MLM Daily 93.39 88.43 84.3 88.43 80.17 - - -
PK - NP 92.56 91.74 89.26 86.78 85.12 83.33 60.34 38.51
PK - NP Daily 94.21 87.6 85.95 79.34 77.69 - - -
RM - NP 92.56 93.39 95.87 83.47 75.21 82.18 62.64 43.1
RM - NP Dem 94.21 93.39 90.91 90.08 79.34 83.91 55.75 32.76
RM - NP Daily 98.35 91.74 90.91 87.6 80.17 - - -
RM - NP Dem Daily 96.69 94.21 95.04 87.6 77.69 - - -
NNS - MOM 99.17 95.87 88.43 85.12 82.64 - - -
NN - MOM 99.17 95.87 91.74 88.43 85.12 86.78 70.11 52.87
NNS - MLM 95.04 90.91 88.43 82.64 81.82 - - -
NN - MLM 97.52 91.74 94.21 89.26 86.78 85.63 71.26 -
NNS - NP 95.87 91.74 90.08 82.64 82.64 - - -
NN - NP 97.52 94.21 95.04 88.43 85.12 85.06 69.54 53.45
Comparing the two parametric approaches, the MOM approaches start to exhibit similar
performances for aggregations greater than or equal to 6H in the winter season compared to
the MLM approaches. In the summer season the MOM approaches perform mostly worse
than the MLM approaches for aggregations smaller than 12H and vice versa for higher ag-
gregations. Interpolating moments therefore seems to be more robust than interpolating
parameters of distributions as the order of performance changed in favor of the MOM ap-
proaches compared to the pointwise results (see Table 4.6). However, for stronger skewed
distributions in the summer and smaller aggregations, the MLM approach still outperforms
the MOM approach.
Among the non-parametric interpolationmethods, PK is more often better than RM in the
summer and winter season. However, the relative performance ranks are mostly quite sim-
ilar, comparing the best performing approach of both interpolation techniques. Making use
of smoothed elevations only leads to the best performance among the non-parametric meth-
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ods three times in the winter season and not a single time in the summer season, although
the correlations with elevations are higher in the summer season (see section 4.4.1).
The differences between the two samples are quite small, so the results are not just result-
ing from the positioning of the gauges but from the interpolation approaches. Since the best
interpolation approach always performs better than the best nearest neighbour approach
the interpolation of temporal distributions of precipitation seems to be worthwhile.
4.6. Summary
Comparing different modeling schemes for temporal distributions of precipitation at point
locations (see Table 4.6) over different temporal resolutions has revealed several findings.
The non-parametric estimates only perform better for the hourly resolution in the summer
season. They have problems especially in reproducing the volume correctly, as they seem
to have difficulties with high quantiles. The causes for this deficiency could be the numeric
interpolation or the increased kernel bandwidth for higher rainfall values, introduced by
the back transformation of the logarithmic values.
For temporal resolutions between two hours and a month the parametric distributions
outperform the non-parametric distributions for both seasons. Among the parametric meth-
odsMLMparameter estimation (Mixed-Exp-MLM and Pareto-MLM) performs better for the
sub-daily and daily aggregations, whereas the MOM parameter estimation (Weibull-MOM
and Pareto-MOM) has the advantage for higher aggregations.
The interpolation of the temporal distributions showed that the proposed interpolation
scheme for non-parametric distributions is useful, as it does not worsen its performance
for the distribution models compared to the estimation at point locations. Rather, it ap-
pears to be a robust interpolation scheme as it leads to a decreasing difference of the rela-
tive performance ranks comparing pointwise estimation and interpolation. As interpolation
techniques Kriging with positive weights (PK) is performing slightly better than Random
Mixing (RM) for the non-parametric estimates. Among the parametric methods the interpo-
lation of moments turned out to be more robust than the interpolation of parameters.
As auxiliary variable the use of daily gauges for sub-daily resolutions is detected as very
beneficial, what was already suspected in the data analysis in 4.4.2 and is proven by the
evaluation of the interpolation in section 4.5.3.2. The incorporation of smoothed elevations
also seems to be beneficial, especially for the parametric approach with External Drift Krig-
ing (EDK) in the summer season. Contrary to the data analysis findings in 4.4.1, the use of el-
evation by RM did not lead to many improvements in combination with the non-parametric
distributions.
In general the spatial interpolation of distributions seems to be worthwhile as it always
performed better than the nearest neighbour approaches, which would represent the sim-
plest estimate. As lower rainfall values were excluded from this study due to their minor
importance and measurement errors, the described results are not directly comparable to
most of the other publications within this research field.
5. Spatial Simulation of Precipitation
Within this chapter, the application of regionalized temporal distributions for new concepts
in spatial rainfall simulation is demonstrated and evaluated. Before presenting the tradi-
tional and new simulation concepts in section 5.3 and 5.4, the study region is introduced in
section 5.1 and the necessity of the new simulation concepts is shown in section 5.2. Finally,
the new simulation concepts are evaluated in section 5.5 and 5.6
5.1. Study Region
As the spatial simulation of precipitation for a 1km x 1km grid of the whole region of Baden-
Wu¨rttemberg is computationally very expensive, a sub-region of 100 km x 100 km is chosen
and illustrated in Fig. 5.1 (a) and (b). It is a quite heterogeneous study region in terms of
topography and contains 90 gauges with daily rainfall measurements. In Fig. 5.1 (c) and (d)
the mean intensities of monthly and daily rainfall inside this study region are illustrated.
It demonstrates that the topographic heterogeneity triggers a very heterogeneous spatial
distribution of rainfall intensities.
Note that rainfall values not only exhibit a spatial dependence, but also a temporal depen-
dence. This is especially the case for lower aggregations, such as hourly or sub-hourly, as
they exhibit higher temporal autocorrelations. However, it is commonly accepted to model
successive days with temporal independence (e.g. Wilks, 2009), as they exhibit rather low
autocorrelations. In order to test the new simulation strategies at first for the simpler case of
temporally independent values, the spatial simulation of precipitation is only evaluated for
daily andmonthly temporal resolutions in this study. In case of a successful implementation
of the new simulation strategies for these aggregations, slightly different approaches need
to be developed for sub-daily aggregations to consider temporal dependences.
5.2. Motivation
The regionalization of precipitation is very often implicitly assumed as being unbiased, as
already mentioned in the introductory section 1.2. An investigation shows that this assump-
tion is not true and that the regionalization of precipitation can lead to systematic under- or
overestimations at certain locations. To demonstrate this characteristic, the following ap-
proach is used: The interpolation of rainfall Z(x, t) at location x and time step t is Z∗(x, t)
Z(x, t) = Z∗(x, t) + ε(x, t), (5.1)
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where ε(x, t) represents estimation errors. In case of an unbiased estimation error – only
containing a random error fraction – the errors ε(x, t)would have zero expectation (see also
Eq. 3.40) and a time dependent variance at any location:
E(ε(x, t)) = 0 (5.2)
Var(ε(x, t)) = σ2(x, t) (5.3)
Then if for a given location x we aggregate over time assuming independent (zero covari-
ance) and zero expectation errors, we obtain:∑
t
Z(x, t) =
∑
t
Z∗(x, t) +
∑
t
ε(x, t) (5.4)
E
[∑
t
ε(x, t)
]
=
∑
t
E [ε(x, t)] = 0 (5.5)
Var
[∑
t
ε(x, t)
]
=
∑
t
Var [ε(x, t)] =
∑
t
σ2(x, t) (5.6)
Normalizing the aggregated errors with their standard deviation gives G(x):
G(x) =
∑
t ε(x, t)√∑
t σ
2(x, t)
(5.7)
The expected value of G(x) then would be:
E [G(x)] = E
[ ∑
t ε(x, t)√∑
t σ
2(x, t)
]
= 0 (5.8)
Given zero expectation, the variance can be described by:
Var [G(x)] = E
[
G2(x)
]
= E
[
(
∑
t ε(x, t))
2∑
t σ
2(x, t)
]
= (5.9)
E
[∑
t ε(x, t)
2 +
∑
t
∑
τ 6=t ε(x, t)ε(x, τ)∑
t ε(x, t)
2
]
= 1 (5.10)
as the errors ε(x, t) and ε(x, τ) are independent if t 6= τ and have zero expectation, which
leads to
E [ε(x, t)ε(x, τ)] = 0. (5.11)
Empirically G(x) can be investigated through D(x):
D(x) =
∑
t(z(x, t)− z∗(x, t))√∑
t(z(x, t)− z∗(x, t))2
(5.12)
According to the above this D(x) should have a zero mean and unity as variance. So the
value of D(x) can be used for testing. If we assume that the error distributions are similar
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over space and the aggregation time Ta is large then D(x) can be seen as the realization of
an N(0, 1) variate (central limit theorem) and D2(x) can be calculated as follows:
D2(x) =
(
∑
t z(x, t)− z∗(x, t))2∑
t(z(x, t)− z∗(x, t))2
= (5.13)
∑
t(z(x, t)− z∗(x, t))2 +
∑
t
∑
τ 6=t(z(x, t)− z∗(x, t))(z(x, τ)− z∗(x, τ))∑
t(z(x, t)− z∗(x, t))2
(5.14)
The double sum in the previous equation should have an expectation 0, as the errors are
supposed to be independent. If D2(x) 6= 1 then either the errors do not exhibit an expecta-
tion of zero or the errors are not independent or both. Thismeans that for locationswith very
high or very low D2(x) values the assumption of zero mean and temporally independent
errors cannot hold.
For the empirical investigation of the estimation bias, daily and monthly rainfall values
are used. As interpolationmethodsOrdinary Kriging (OK) and External Drift Kriging (EDK)
are applied with differing variogram models for each month – see section 3.2.2 for explana-
tions of the two Krigingmethods. Directionally smoothed elevation (see section 3.2.4) serves
as a covariate for EDK and is also varied for each month. For every time step of each month,
the correlation of rainfall with different directionally smoothed elevations are estimated and
the smoothing radius and vector with the greatest number of highest correlations are chosen
for each month separately. In a leave-one-out cross-validation manner daily and monthly
rainfall values are interpolated for each gauge of the study region, which is followed by
the calculation of D2(x) for aggregations varying from 1 to 15 years for both input resolu-
tions. In Fig. 5.2, D2(x) values obtained by EDK of a yearly aggregation for the daily input
resolution are illustrated. OK leads to very similar results.
As D(x) is assumed to follow N(0, 1) the D2(x) should follow a χ2 distribution with one
degree of freedom. For this χ2 distribution the exceedance probabilities of 1 and 5 are 0.3173
and 0.0253. The empiricalD2(x) values in Fig. 5.2 exhibit exceedance probabilities of 0.6023
(1) and 0.2273 (5), which is very large compared to their theoretical equivalents. The ranges
of these probabilities for different years, varying input and output aggregations are listed
in Table 5.1. The empirical exceedance probabilities of D2(x) are always higher than their
theoretical equivalents. This confirms the assumption, that the estimation errors do not have
an expectation of zero and / or are not independent in this region. For increasing output
aggregations the probabilities are also increasing, which further supports the assumption. A
spatial pattern can not be observed very clearly, but there seems to exist a tendency towards
highD2(x) (dark red values in Fig. 5.2 (a)) for regions with high elevations and at the edges
of mountainous regions. For topographically more homogeneous regions the D2(x) values
seem to be smaller.
Concluding from the above results, the assumption of independent errors leading to an
unbiased estimation does not hold true for the interpolation of rainfall. Therefore, another
error model needs to be assumed, considering a temporally dependent (bias) εs(x, t) and a
temporally independent fraction εr(x, t):
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Z(x, t) = Z∗(x, t) + εs(x, t) + εr(x, t) (5.15)
The temporally dependent error fraction εs(x, t), the bias, is not considered as a system-
atic deviation which is unknown. Rather, it is considered as a systematic under- or overes-
timation over time, depending on the location. Estimating rainfall for locations with high
elevations through interpolation from locations with lower elevations (at the edges of moun-
tainous regions), most probably leads to a systematic underestimation of the rainfall values,
that is, to a positive bias and vice versa for the opposite constellation. So the new errormodel
is considered useful for areas with a heterogeneous rainfall pattern, e.g. introduced through
topographic heterogeneity. The new error model requires new regionalization strategies,
which not only provide good interpolations locally and spatially but also consider both
types of errors for a quantification of the uncertainty.
5.3. Traditional Simulation Approach
In the following, a traditional approach for the spatial simulation of rainfall is explained.
With the term traditional, approaches only considering random errors are meant, what is the
case if only Gaussian randomness without temporal correlation is reflected.
5.3.1. Statistical Inference
Previous to the simulation of the unconditional random fields for RM, the parameters of the
covariance models need to be estimated from the observations. Ba´rdossy and Li (2008) intro-
duced a parameter estimation method based on maximizing a likelihood function, which is
also adopted in this study. The possibility to include censored values (of zero rainfall) into
the estimation of the spatial model, is a great advantage of likelihood approaches compared
to the least squares method (Benoit and Mariethoz, 2017).
The likelihood of a multivariate normal distribution (see Eq. 3.45) for a certain set of L
observations zx1,t, ..., zxL,t is dependent on its covariance matrix Σ and its mean vector µ.
In the case of a standard normal distribution and second order stationarity this is reduced
to a dependence on the range parameters of the covariance function C. However, at first
independent observation samples are constructed by dividing thewhole observation setL of
gauges for each time step into subsets, where every subsetBk includes n(k) ≥ 2 observation
points:
Bk = {xk;1, ...,xk;n(k)} k = 1, ...,K (5.16)
The subsets Sk are disjoint
Bk ∩Bj = 0 if k 6= j (5.17)
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and their union contains all observation points
B =
K⋃
i=1
Bk = B. (5.18)
The likelihood of each subset Bk is calculated through its density of the multivariate nor-
mal distribution (see Eq. 3.45). Since the subsets are disjoint, the overall likelihood of all
observation locations corresponding to a certain parameter set ϑ can be calculated by mul-
tiplying the individual likelihoods:
L(ϑ; z(x1), ..., z(xL)) =
K∏
k=1
f(Bk|ϑ) (5.19)
The covariance models are only used individually, therefore, the parameter set ϑ gets
reduced to the range of the respective covariance model. The covariance models are equiv-
alents of the variogram models described in 3.2.2 (see Eq. 4.13).
The covariancemodels are only estimatedwith non-zero rainfall values, as the zero values
would have complicated this estimation. Additionally the used time steps are constrained
by the percentage of non-zero values, which should be at least 50 %. After estimating the
covariance model for every time step (daily or monthly in this thesis), they are grouped
together month-wise and the arithmetic mean of the covariance values for 1 km steps is
calculated for each month. As this mean covariance model is an empirical model and only
for discrete distance values, a final least squares fit leads to the theoretical covariance model
for each month.
5.3.2. Intermittency
For sub-monthly temporal resolutions usually not only non-zero areas of rainfall fill the
entire regarded region, therefore, rain – no rain intermittency also needs to be simulated.
Intermittency on one hand and rainfall variability on the other can be considered as in-
dependent random fields, which enables the simulation of an intermittent rainfall field by
multiplying non-zero rainfall fields with a binary indicator field (e.g. Barancourt et al., 1992;
Leblois and Creutin, 2013). Alternatively, a truncated distribution can be used for the quantile
mapping of the rainfall values (see Eq. 3.59) with three different possible implementations
(Vischel et al., 2009): (i) Allocation of a finite probability (e.g. P0) to zero values, (ii) randomly
allocate continuous probabilities between 0 and P0 or (iii) allocation through a Monte Carlo
Markov Chain algorithm (Chib, 2001) of the continuous probabilities. P0 in this case means
the probability of zero rainfall over all gauges inside the study region for one particular
time step. The Monte Carlo Markov Chain (MCMC) application described in Ba´rdossy and
Pegram (2016) and Ho¨rning (2016) is used to transform the zero values into values between
−∞ and the quantile value Φ−1(P0) as zero values closer to rainfall values should be treated
differently than more distant values, which means control values closer to Φ−1(P0) for zero
values closer to wet locations, and vice versa.
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In order to estimate the likelihood of the zero value allocations for each time step t, a
multivariate normal distribution conditioned on the wet values is used, which requires a
conditional covariance matrix Σcd,t and the expected value µcd,t resulting from this condi-
tioning. As second order stationarity is assumed, the covariance matrices are calculated
from distance matrices of the considered control points. (i) Σw,t is the covariance matrix cal-
culated from pairs of wet control points, (ii) Σd,t is the covariance matrix from pairs of dry
control points, and (iii) Σwd,t represents the correlation matrix of wet-dry control pairs. The
conditional covariance matrix Σcd,t – conditioning dry control values on wet control values
– is then
Σcd,t = Σd,t − ΣTwd,tΣ−1w,tΣwd,t (5.20)
and the expected value equals
µcd,t = Σ
T
wd,tΣ
−1
w zxl,t (5.21)
where zxl,t represents a vector containing the wet conditioning values of all control gauges
separately for each time step t in standard normal space (see Eq. 3.59). After obtaining the
conditional covariance matrix Σcd,t and the expected value µcd,t, conditional Gaussian val-
ues are allocated to the dry observations within a MCMC framework using the Metropolis-
Hastings algorithm (Metropolis et al., 1953) separately for every time step:
1. Randomly allocate values from a truncated standard normal distribution – with
Φ−1(P0) (see Eq. 3.59) being the maximum value and −∞ being the minimum value –
to every zero rainfall value.
2. The likelihood of these standard normal values is then estimated via the probability
density function of the conditional multivariate normal distribution defined by Σcd,t
and µcd,t.
3. The random values assigned in 1 are slightly modified by adding small zero expecta-
tion noise values. It is ensured that the new values do not leave the associated range
between −∞ and Φ−1(P0).
4. The likelihood of the changed values is calculated via the conditional multivariate
normal distribution defined by Σcd,t and µcd,t.
5. The ratio between the likelihood of the two possible realizations (2 and 4) is estimated,
where the original likelihood of 2 is the denominator. If the ratio is greater than 1, the
original realizations are replaced by the modified realizations as they exhibit a higher
likelihood. If the ratio is smaller than 1, that is, the likelihood is smaller, a uniformly
distributed random number u of the interval [0, 1] is drawn. If u is smaller than the
ratio of the likelihoods, than the original realizations are still replaced by the modified
realizations, else the original values stay. Note, if the new likelihood is closer to the
original likelihood, the probability of changing the realizations is increased.
6. Processing steps 3 – 5 are repeated N times.
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After transforming the zero rainfall values with the above described procedure, they can
simply be used as additional linear constraints within the RM procedure.
5.3.3. Summary of Precipitation Simulation Steps
The spatial simulation of precipitation conditioned on point observations, described in the
preceding sections, can be summarized as follows:
1. Transform non-zero rainfall values separately for each time step to standard normal
values following Eq. 3.59.
2. Estimate a mean covariance model for every month as outlined in section 5.3.1.
3. Transform zero rainfall values separately for each time step using aMCMC framework
into standard normal values between Φ−1(P0) and −∞ according to section 5.3.2.
4. Simulate 1000 unconditional Gaussian random fields for each month and use them for
the conditional simulation of 100 precipitation fields for each time step with the RM
approach described in section 3.2.3.1.
According to Lebrenz (2013) this traditional simulation procedure is called direct simulation
hereafter.
5.4. Error Models
In the following subsections, the simulation strategies, which are deviating from the direct
simulation scheme, are introduced. Within the direct simulation scheme, rainfall estimates
consider only a random error fraction implicitly, due to the pure (Gaussian) randomness of
the approach. However, as pointed out in section 5.1, this is not always correct and therefore
differing simulation approaches are needed.
Through various simulation strategies different types of errors should be investigated.
Two types of errors should be distinguished: a random error resulting from the simulations
of quantiles and a systematic error resulting from the simulations of temporal distributions
of precipitation. In the following, at first the used temporal distribution function of pre-
cipitation amount values is described, which is then followed by introducing the separate
simulation of quantiles and distributions. Finally, the different error simulation strategies,
shedding light on the different error types and their combination, are introduced.
5.4.1. Temporal Distribution of Precipitation
As temporal distribution of precipitation, the two-parametric Weibull distribution Fwei is
used. The Weibull distribution is chosen, as it gave quite good and robust results for the
spatial interpolation of daily and monthly temporal distributions inside Baden-Wu¨rttem-
berg (see results in section 4.5.3). However, the Weibull distribution Fwei is only used for
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rainfall values above a certain probability thresholdQth, defined in Table 2.1, as smaller val-
ues exhibit high relative measurement errors and are less relevant (see chapter 2). For values
below this threshold, a one parametric exponential distribution Fexp is used. This leads to
the following splitting of the distribution function for every gauge:
F (z(x)) =


P0(x) z(x) = 0
P0(x) + (1− exp(λz(x))) 0 < z(x) ≤ QVth(x)
Qth + Fwei(z(x)−QVth(x)) · (1−Qth) z(x) ≥ QVth(x)
(5.22)
where x is the postion of the gauge, z(x) a precipitation amount, P0 the probability of zero
rainfall, andQVth is the quantile value corresponding to theQth quantile, which differs from
gauge to gauge. The parameter λ of the exponential distribution Fexp is calculated through:
λ =
−log(1 + P0 −Qth)
QVth
(5.23)
as
Qth = P0(x) + (1− exp(λ ·QVth(x))) (5.24)
In order to enable seasonal variability of the distribution function, differently parameter-
ized distributions are used for each month for the daily and monthly resolution. Note that
this also leads to differing QVth values for every month, whereas Qth stays constant.
5.4.2. Simulation of Temporal Distributions of Precipitation
The systematic error fraction is obtained through the spatial simulation of temporal distri-
butions of precipitation. The following parameters, describing the distribution functions at
each gauge i, need to be mapped spatially for this purpose:
1. Mean of the Weibull distribution: µwei,i
2. Standard deviation of the Weibull distribution: σwei,i
3. Probability of zero rainfall (only for daily rainfall): P0,i
4. Quantile value of the threshold quantile Qth,i (only for daily rainfall): QVth,i
The moments µwei,i and σwei,i instead of the distribution parameters are chosen for re-
gionalization, as they led to better pointwise and interpolation results for the investigated
aggregations. In order to generate temporally dependent errors (systematic) for each real-
ization, the applied simulation strategy needs to ensure temporally dependent values of the
simulated variable. Just simulating the values of each parameter separately for each month
or day could lead to temporally independent values of the parameters, which could lead to
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over- and underestimations for different months for a single realization and would there-
fore dilute the systematic under- or overestimations for each realization. Therefore, as a first
step, a trigonometric function fi(t) is fitted to every above mentioned parameter describing
the distribution function at each gauge i. The trigonometric function used by (Lebrenz, 2013)
fi(t) = a0,i + a1,i · cos
(
t · 2pi
d
)
+ b1,i · sin
(
t · 2pi
d
)
(5.25)
is slightly changed to an equivalent function, where the sine term is replaced by a phase
shift ω
fi(t) = a0,i +A1,i · cos
(
t · 2pi
d
+ ωi
)
(5.26)
where t is the day of the year (day number) for the daily resolution and the month num-
ber for the monthly resolution, and d represents 366 for the daily resolution and 12 for the
monthly resolution to ensure varying values for every time step.
To determine the trigonometric function parameters of each gauge i for the mean µwei,i
and standard deviation σwei,i of the Weibull distribution, a MLM approach is used:
1. Choose start values for the 3 trigonometric function parameters of both moments (3 x
2 parameters).
2. Calculate the two moments for every month (12 x 2 moments).
3. Transform the moments into the Weibull distribution parameters (see section 3.1.2) for
every month.
4. Calculate the PDFs values f(zj) of all precipitation values zj , with a different distribu-
tion for each month.
5. Calculate the likelihood function:
ln(L(a0,i, A1,i, ωi; z1, ..., zn)) =
n∑
j=1
ln(f(zj |a0,i, A1,i, ωi)) (5.27)
6. Change the 2 x 3 parameters of the trigonometric functions and repeat step 2 – 5 within
a numerical optimization via the Simplex algorithm, to maximize L.
For the daily aggregation trigonometric functions are also fitted to the probability of zero
rainfall P0,i and the quantile values QVth,i. For this purpose a least squares optimization
is used, where the estimated values are positioned to the day in the middle of each month
to fit a trigonometric function. In Fig. 5.3 (a) and (b), example trigonometric functions of
two gauges are illustrated for the mean of the Weibull distribution µwei,i together with the
corresponding empirical mean values.
After fitting a trigonometric function to each distribution parameter, every trigonometric
function parameter a0,i,A1,i and ωi of each distribution parameter, is simulated spatially 100
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c) Transform the 100 conditional realizations of each trigonometric function param-
eter back into their original space via quantile mapping using the inverse of their
Fs.
d) Estimate a value of the distribution parameter for every day or rather month of
the year with the regionalized trigonometric function (see Fig. 5.3 (c) and (d)).
3. Transform the regionalized moments of the distribution (µwei,i and σwei,i) into the
Weibull distribution parameters and set up the composite distribution function de-
scribed in Eq. 5.22.
4. Set up 100 distribution functions (see section 5.4.1) for every day or rather month of
the year and every grid point of the 100 km x 100 km domain.
In Fig. 5.4 the spatial distributions of the trigonometric function parameters for the daily
mean of the Weibull distribution µwei,i are illustrated. The spatial presentation of the a0,i
parameter clearly shows higher values in the Black Forest, whereas the spatial presentation
ωi illustrates the differences in the yearly cycle. Low values of ωi are mainly located around
the eastern edge of the Black Forest, showing that higher mean rainfall values occur in the
winter months. High values of ωi indicate higher mean values in the summer months.
For estimating the covariance models of every trigonometric function parameter in step
3 (b), the likelihood method described in 5.3.1 is executed 100 times (100 different gauge
subsets). Of these 100 covariance models, the mean is taken as the final covariance model
for generation of the unconditional random fields. This procedure tries to compensate for
the stochastic character of the likelihood method, which mainly originates from the random
selection of the gauge subsets.
For the back transformation of moments into distribution parameters in step 3, an approx-
imation of the method described in section 3.1.2 is used for the Weibull distribution, as for
each realization and time step 100 x 100 moments are needed to be back transformed and
the precise back transformation requires a rather slow optimization procedure. The used ap-
proximate transformation of the moments into parameters is described in Justus et al. (1978):
k =
(
σwei
µwei
)−1.086
λ =
µwei
Γ(1 + 1k )
(5.28)
5.4.3. Simulation of Quantiles
For the simulation of the quantiles at first the temporal quantiles for each gauge need to
be estimated. For this purpose the composite distribution F described in Eq. 5.22 is used,
which is represented by the trigonometric function parameters and varies over the year (see
the preceding section 5.4.2). F then transforms the observed precipitation values zx,t of each
time step t into quantiles qx,t separately for each gauge:
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qx,t = F (zx,t) (5.29)
In order to use these quantiles within the RM approach, they are transformed for each
observation point into Gaussian values using the empirical distribution Fs of the spatially
distributed quantiles qx,t separately for each time step t:
Φ−1(Fs(qx,t)) (5.30)
Applying the RM approach, the Gaussian conditioning values resulting from 5.30 which
belong to quantiles of zero rainfall (P0) are used as lower equal constraints similar to the
conditioning on zero rainfall of the direct simulation scheme described in section 5.3.2. Note
that in this case, the conditioning normal values differ from each other, as the probability
of zero rainfall P0 is different for each gauge. If only zero rainfall values were present for a
certain time step, the Gaussian conditioning values resulting from 5.30 belonging to different
P0 values are simply used as equal constraints, as a conditioning on quantiles belonging to
non-zero rainfall is not possible.
5.4.4. Error Simulation
Combining the previously explained quantile simulation and distribution simulation, pro-
vides tools to quantify the random error, the systematic error and their combined error (see
Eq. 5.15) in rainfall units. It is true that only their combined representation is considered
to be useful for further applications, however, the separate analysis of both types of errors
proves if the proposed simulation strategies lead to reasonable results of each error type.
5.4.4.1. Random Error Simulation
The quantification of the random error fraction is done by combining the ensemble mean
of the distribution simulation (ensemble mean of every trigonometric function parameter)
with every single realization of the quantile simulation for every time step. Using one single
distribution combined with 100 quantiles leads to 100 realizations of rainfall for the random
error quantification for every time step. The error sum of the 100 realizations at one single
time step should be zero at every grid point. As the realizations of the quantiles are fur-
ther simulated without temporal dependence, the accumulated error over time for a single
realization and a large number of consecutive time steps should also be zero:
∑
t
ε(x, t) = 0 (5.31)
This simulation strategy therefore provides a technique for quantifying the random error.
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5.4.4.2. Systematic Error Simulation
For the quantification of the systematic error, every single realization of the distribution
simulation is combined with the ensemble mean of the quantile simulation for every time
step. This again leads to 100 realizations of rainfall for each time step. For this simulation
strategy also the error sum of 100 realizations should equal zero for any single time step at
every grid point. However, the accumulated error over time of a single realization will not
sum up to zero, as the distribution parameters are simulated with a temporal dependence
using the trigonometric functions:
∑
t
ε(x, t) 6= 0 (5.32)
For example, a high value of the trigonometric function parameter a0 belonging to the
Weibull mean µwei, would most probably lead to high values of the Weibull mean for every
time step and consequently leads in most cases to a systematic overestimation of the en-
semble mean for every time step of this particular realization (see Fig. 5.3). Therefore, this
simulation strategy can be used for the estimation of the systematic error.
5.4.4.3. Combined Error Simulation
Finally combining the realizations of the quantile simulation and the realizations of the dis-
tribution simulation provides a simultaneous consideration of both errors, systematic and
random, and therefore, gives insight in the development of the total error. This total error
will neither accumulate to zero over time, due to its systematic component:
∑
t
ε(x, t) 6= 0 (5.33)
While simulating, not every realization of the quantile simulation is combined with every
realization of the distribution simulation, but both first realizations are combined, both sec-
ond realizations and so forth with every single realization. This results in 100 realizations of
rainfall for the combined error simulation.
5.5. Validation of Error Models
Before investigating the uncertainty propagation of the differing simulation strategies, their
estimation quality is examined. The estimation quality is estimated by the differences of the
ensemble mean and the observed values at the validation gauges. Remember, the ensemble
mean should reflect the expected value, that is, the interpolation. The validation of the error
models through their interpolation quality is considered important, as the interpolations are
the basis for the uncertainty propagation. Unreasonable rainfall interpolations would lead
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to wrong quantifications of positive and negative deviations from the ensemble mean and
therefore to unreasonable uncertainty propagations. In addition to the interpolation quality,
the uncertainty assessment is evaluated with the realizations at the observation locations.
For the validation of the simulation approaches a 2-fold cross-validation is used, where the
bullets in Fig. 5.1 represent calibration sample 1 and the crosses calibration sample 2.
5.5.1. Validation Measures
For the validation of the error models, different kinds of quality measures according to
(Ba´rdossy and Pegram, 2013) are used. The ensemble mean value of every simulation strategy
for time step tj and location xi is z
∗(xi, tj), whereas the observed value is z(xi, tj). The first
quality measure is the overall bias B1:
B1 =

 1
IJ
I∑
i=1
J∑
j=1
[z(xi, tj)− z∗(xi, tj)]


2
(5.34)
The temporal bias B2 assigns greater weights to systematic differences over time at partic-
ular gauges:
B2 =
1
I
I∑
i=1

 1
J
J∑
j=1
[z(xi, tj)− z∗(xi, tj)]


2
(5.35)
The inner part of B2 (inside the big square brackets) is also investigated spatially, to
show which gauges exhibit the highest estimation errors. The spatial bias B3 assigns greater
weights to systematic differences over space at particular time steps:
B3 =
1
J
J∑
j=1
[
1
I
I∑
i=1
[z(xi, tj)− z∗(xi, tj)]
]2
(5.36)
The squared errorB4 assigns greater weights on larger single deviations:
B4 =
1
IL
I∑
i=1
J∑
j=1
[z(xi, tj)− z∗(xi, tj))]2 (5.37)
Differences of interpolations and observations over an increasing spatial support are also
very interesting, as rainfall input with increased spatial supports is needed for many ap-
plications like rainfall-runoff modeling. Therefore, the average of the ensemble mean is
calculated over an increasing number of gauges k and compared to the average of observed
values. As comparison measure serves the root mean square error of the averaged time
series:
Bmean,rmse =

 1
J
J∑
j=1
[
1
k
k∑
i=1
z(xi, tj)− 1
k
k∑
i=1
z∗(xi, tj)
]2
1
2
k = 2, ..., I (5.38)
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In addition to the above validation of interpolation – the ensemble mean of the realiza-
tions – the uncertainty assessment needs to be evaluated. Similar to Chappell et al. (2012), the
average proportion P5−95,i of the observed data (over all time steps) being outside the con-
fidence interval between the 5th and 95th quantile value of the realizations is estimated for
every validation gauge i. The average proportion of being outside this range, which could
also be interpreted as a probability, should be 10 %. Obtaining probabilities greater than 10
%means that the uncertainty ranges of the realizations are too small. This could provoke too
optimistic uncertainty quantifications. In the case of obtaining probabilities smaller than 10
% the opposite problem occurs, the uncertainty ranges are too wide. Corresponding uncer-
tainty quantifications would be to pessimistic. A quality measure over all validation gauges
is then defined as:
Urmse =
[
1
I
I∑
i=1
[10%− P5−95,i]2
] 1
2
(5.39)
5.5.2. Validation Results
Validation measures B1 – B4 of the calibration samples are investigated first, as the trans-
formation of the statistical moments (mean and standard deviation) into the parameters of
the Weibull distribution described in section 5.4.2 follows an approximation. The results
are summarized in Table A.5. In case of an exact transformation of the Weibull parameters,
values of the four validation measures would have been zero. For the error models these
values deviate from 0. However, such small deviations are considered negligible.
In Table 5.2 the validation results corresponding to the tested simulation strategies are
shown for B1 – B4. The absolute values of the bias measures are clearly higher for monthly
resolution. This is probably induced by higher absolute rainfall intensities for monthly scale
and also by the smaller number of time steps, as both reasons influence the bias calculations
towards higher values. Searching for further differences between the temporal resolutions
reveals the inverse relation of temporal and spatial bias. For monthly resolution, the tempo-
ral bias is greater than the spatial bias, for daily resolution it is vice versa. The high amount
of zero values and the great number of time steps for daily resolution most probably lead
to very low mean deviations at certain gauges (inside the big square brackets of B2), which
leads to very low temporal bias (B2) values. This does not mean that systematic deviations
at certain gauge locations do not occur for the daily resolution, as it is illustrated in Fig. 5.6.
For both temporal resolutions the direct simulation strategy provides the lowest bias val-
ues mostly, what implies a very good overall performance regarding the ensemble mean.
Observing the spatial and overall bias, the model performances are generally worse for the
second sample. Observing the temporal bias and squared error, the performance ranking
between the samples is reversed. Both tendencies, possibly, have the same cause: the val-
idation gauges of sample 1 inside the Black Forest (see Fig. 5.5 and Fig. 5.6). At their
locations, higher systematic underestimations of rainfall occur, they lead to higher temporal
biases and higher squared errors. On the other hand they may lead to lower spatial mean
deviations, as they counterbalance overestimations, which are mainly present in the study
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Table 5.2.: Validation of error models for monthly and daily rainfall values. The bold val-
ues represent the lowest value for each validation measure of every calibration
sample.
Monthly Rainfall
B1 B2 B3 B4
Sanple 1
Direct Simulation 5.102 257.6 23.87 607.3
Random Error 2.480 310.2 49.61 734.5
Systematic Error 9.013 324.4 43.26 726.8
Combined Error 2.710 312.0 28.61 703.2
Sanple 2
Direct Simulation 30.79 87.27 58.52 440.8
Random Error 87.41 167.1 171.2 587.2
Systematic Error 61.06 142.7 108.6 517.7
Combined Error 88.19 167.0 141.4 549.9
Daily Rainfall
B1 B2 B3 B4
Sanple 1
Direct Simulation 0.0027 0.2857 0.3539 7.9364
Random Error 0.0010 0.2977 0.4614 8.2344
Systematic Error 0.1931 0.5404 1.2799 9.4677
Combined Error 0.0002 0.2946 0.4264 8.1770
Sanple 2
Direct Simulation 0.0455 0.1071 0.5354 7.0636
Random Error 0.0800 0.1512 0.7623 7.2629
Systematic Error 0.0170 0.0993 0.6884 7.3333
Combined Error 0.0931 0.1645 0.7287 7.2747
region. The four investigated models mostly provide similar tendencies regarding the de-
velopment of the validation measures for the two samples and temporal resolutions. This
shows that all four models have similar problems, only with a different intensity. With Fig.
5.5 and 5.6 spatial patterns of the temporal bias B2 resulting from the error models can be
examined in more detail. The direct simulation strategy is only compared to the combined
error model, as only this error model combines both types of errors, and therefore would
be the most useful for further applications. The combined error model, especially, has prob-
lems in reproducing rainfall values correctly on top of the mountains in the Black Forest
(underestimations) and in the lower regions at the edges of the Black Forest (overestima-
tions). However, the same applies to the direct simulation strategy. This again demonstrates
the similar tendencies for both kinds of simulation procedures. In Fig. 5.7 the development
of the spatial mean error Bmean,rmse over an increasing number of gauges is illustrated.
The order of the gauges is defined by their elevation, beginning with the highest gauge.
In general Bmean,rmse decreases for an increasing number of gauges and the courses of the
curves belonging to different models are mostly parallel to each other, except for the sec-
ond sample of the monthly resolution. In most of the cases, the direct simulation strategy
exhibits the lowest errors, that is, the best performance. For daily rainfall and for calibra-
tion sample 1 of monthly rainfall, the combined error model provides similar results to the
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Table 5.3.: Uncertainty assessment of the spatial simulation models for monthly and daily
rainfall values through the uncertainty measure Urmse, see Eq. 5.39. Urmse is
estimated for output resolutions ranging from 1D to 1a. The bold values represent
the lowest value for each validation measure of every calibration sample.
Monthly Input Resolution
1D 5D M 6M 1a
Sanple 1
Direct Simulation - - 16.32 29.95 40.94
Random Error - - 25.04 43.73 55.83
Systematic Error - - 17.35 23.60 30.73
Combined Error - - 11.87 18.89 27.32
Sanple 2
Direct Simulation - - 5.47 20.11 35.45
Random Error - - 23.70 45.96 63.22
Systematic Error - - 8.09 8.84 10.38
Combined Error - - 8.30 8.94 9.46
Daily Input Resolution
1D 5D M 6M 1a
Sanple 1
Direct Simulation 9.81 11.27 22.88 42.08 56.33
Random Error 10.50 11.66 26.12 46.98 57.28
Systematic Error 42.74 33.73 29.60 38.52 42.26
Combined Error 7.74 7.95 15.12 27.71 33.47
Sanple 2
Direct Simulation 6.07 6.48 16.27 40.66 56.59
Random Error 7.39 8.86 24.63 48.29 64.16
Systematic Error 27.99 19.32 10.82 14.66 18.35
Combined Error 3.91 3.80 5.47 10.23 13.51
the uncertainty ranges are too wide. In conclusion, the combined error exhibits realistic
ensemble means and reasonable uncertainty quantifications, and can therefore be used for
further investigations.
5.6. Uncertainty Propagation
In this section errors for single realizations are mainly estimated at the point scale. An error
in this context is the deviation of a single realization from the ensemble mean for each time
step, where the ensemble mean can be considered as the best estimator. The focus there lies
on the accumulation of the errors over time – their propagation – as this is one of the main
differences between the investigated simulation schemes. In order to complete the picture
the spatial uncertainty estimation is also presented briefly. As already mentioned in the
introductory chapter 1, differences among simulated rainfalls maps are used as a measure
of spatial uncertainty. In this study, this is the square root of the estimation variance at each
point location, which is mapped spatially to gain information about the spatial patterns of
the uncertainty introduced through the utilized simulation strategies.
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The purpose in this section is not the validation of the models but to assess possible impli-
cations of spatial rainfall simulations on further applications, therefore, all gauges are used
as conditional points for the simulation strategies. At the gauge locations, the conditional
simulation via RM does not provide any uncertainty, as it reproduces the observations at
the conditional points for all applied simulation strategies precisely.
5.6.1. Spatial Uncertainty
In Fig. 5.8 spatial maps of the ensemble mean resulting from the combined error model and
the direct simulation strategy for monthly rainfall are illustrated together with the standard
deviations of all simulation approaches for July in the year 2000. In Fig. 5.9 results for daily
rainfall are shown for the 11th February 1997. The two time steps are chosen due to their
spatially heterogeneous distribution of rainfall and the relatively high rainfall intensities.
The spatial patterns of the ensemble means are quite similar, which is also the case for
the two simulation approaches not shown in the figures, and what can also be observed for
most of the remaining time steps. However, while the error models can produce rainfall
amounts outside the range of observed values (combination of quantiles and distribution)
the direct simulation strategy can not, as the spatial empirical distribution is used to back
transform the normal values to rainfall values during the RM procedure. The error models
on the other hand may also provide a range of precipitation values smaller than the ob-
served range due to the approximative transformation of the Weibull distribution moments
into the corresponding parameters (see section 5.4.2). In contrast to the ensemble means,
the standard deviation maps are quite different for different simulation approaches. The
random and systematic error models produce lower standard deviations than the combined
error model and the direct simulation model. For all models higher rainfall amounts pro-
duce higher standard deviations and the standard deviations at the conditioning points are
zero. If they are not equal to zero, the corresponding gauges do not provide observations
for the particular time step.
Comparing the spatial simulation of the combined error model and the direct simulation
strategy could lead to the conclusion that the additional effort for the error model does not
seem to be justified due to (i) very similar patterns of the ensemble mean and (ii) only small
to average differences in the standard deviation patterns and amounts. However, according
to the error model descriptions in section 5.4, a noticeable difference between the direct
simulation and the combined error should be observed for accumulated errors over time at
point locations.
5.6.2. Local Uncertainty
For investigating the propagation of accumulating errors, six point locations in the study
region are chosen (see Fig. 5.10). Considering the topographic heterogeneity of the terrain
and the hypothesis of biased rainfall estimates on top and aroundmountainous regions, two
locations on top of the Black Forest, two locations at the edges of the Black Forest and one
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Table 5.4.: Statistics of the accumulated error at the end of the investigation period for the
monthly and daily resolution (see last time steps in Fig. 5.11). The standard
deviation sz , the minimum minz and the maximum maxz of all 100 realizations
are shown. The largest values of each statistic are in bold print and the second
largest values are underlined.
Monthly Daily
sz minz maxz sz minz maxz
+
Direct Simulation 239.80 -748.22 835.31 134.32 -589.50 603.55
Random Error 149.55 -576.56 572.16 111.89 -483.67 336.66
Systematic Error 2151.78 -8121.73 8457.82 1386.65 -5742.84 5517.06
Combined Error 2095.32 -7874.49 8529.55 1366.07 -5736.91 5634.39
×
Direct Simulation 227.00 -648.54 878.50 138.55 -576.40 474.93
Random Error 205.38 -941.62 853.91 143.07 -492.66 459.41
Systematic Error 2061.25 -4834.23 8400.52 1191.10 -4439.68 5403.83
Combined Error 2011.80 -4869.26 8510.46 1201.79 -4199.65 6139.55
•
Direct Simulation 306.17 -1440.78 995.00 176.04 -834.09 563.16
Random Error 289.57 -1175.26 1085.02 200.68 -705.22 721.65
Systematic Error 1909.61 -10236.88 4081.74 1366.53 -5401.86 5260.40
Combined Error 1861.85 -9135.26 4378.08 1388.03 -6045.92 5032.43
▽
Direct Simulation 239.83 -1089.02 786.97 121.06 -442.54 582.23
Random Error 183.29 -648.74 698.67 123.88 -570.06 483.06
Systematic Error 1872.67 -5718.91 5112.79 1217.48 -4452.41 4837.78
Combined Error 1806.95 -5873.34 5132.23 1206.80 -4697.81 5063.37

Direct Simulation 81.61 -304.76 315.26 69.04 -285.44 219.43
Random Error 72.91 -339.75 282.29 63.41 -236.08 276.51
Systematic Error 318.69 -535.58 1748.69 283.54 -1008.82 1259.05
Combined Error 331.97 -649.21 1788.48 283.98 -1072.74 1281.10
⋄
Direct Simulation 144.86 -614.76 570.10 89.45 -337.79 336.78
Random Error 107.42 -381.44 360.86 84.83 -424.51 338.93
Systematic Error 1118.76 -2349.45 6782.98 918.10 -2657.76 4083.06
Combined Error 1115.27 -2201.10 6618.64 919.92 -2534.58 3965.08
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the remaining areas (with many small values and few large values on the positive axis).
The most probable reason for this behavior of the accumulated errors lies in the nature of
rainfall. Rainfall intensities have a sharp lower border (0 mm), which limits the deviation to-
wards small values. Only the high rainfall intensities occurring in the Black Forest, leading
to high ensemble means, can therefore allow for large deviations between the lowest value
of 0 mm and the high ensemble mean. In flat regions the rainfall intensities are very small
and spatially quite stable, therefore, deviations towards very high and low values can only
be moderate. For the remaining regions, with only large deviations towards high rainfall
intensities, the spatial distributions of rainfall are not very stable, and the moderate rainfall
intensities do not allow for high deviations towards small values.
In addition to the accumulated errors of the investigated simulation strategies – combined
error and direct simulation – the ratios of minz and maxz between the two simulation ap-
proaches are illustrated in Fig. 5.12 and Fig. 5.13 to further examine the differences between
both models. The spatial patterns of the ratios are mostly influenced by the spatial pattern
of the combined error model, as the accumulated errors of the direct simulation scheme are
quite stable over the whole study region, whereas the errors resulting from the combined
error model are spatially very heterogeneous. The ratios range from 0 to 27.67 (maxz) and
27.16 (minz) for daily rainfall, and to 30.65 (maxz) and 19.94 (minz) for monthly rainfall.
Considering similar ensemble means for both simulation strategies, such a big difference
between the accumulated errors also leads to great differences of the accumulated water
volumes between both approaches, and therefore may lead to severe differences in estimat-
ing the risks of, e.g., flooding.
So far, the accumulated error was only investigated at individual grid points, but it would
also be very interesting to evaluate the sum of the errors for different points, to see if they
cancel each other out or if the accumulated errors continue to exist. In the latter case, the
error models would not only be important to consider for single point investigations, but
also for areal applications. To investigate this areal consistency, the errors produced by the
same realizations at two grid points are added together for each time step and subsequently
their cumulative sum is calculated. Three combinations of the grid points illustrated in
Fig. 5.10 are chosen for this investigation. The four used grid points exhibit rather high
accumulated errors and the investigated combinations have increasing distance, starting
from the + / × combination with the smallest distance until the + / ▽ combination with
the greatest distance. The values of minz and maxz for the three combinations are shown
in Table 5.5. These values are compared to the lowest minz and highest maxz values of
the individual points in Table 5.4. The absolute values of minz and maxz are increased by
adding up the errors over two points, but they are smaller than the sum of the respective
errors of the individual points. A clear dependence of the error sums on the distance – like
decreasing sums for increasing distances between the points – can not be observed. This
leads to the conclusion that the errors of different points do not cancel each other out within
the investigated distances, but their combined sum is smaller than the error sum of the single
grid points. However, for greater distances error compensation may be possible.
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Table 5.5.: Statistics of the accumulated error for combinations of two grid points (see Fig.
5.10) at the end of the investigation period for monthly and daily resolution. The
minimumminz and the maximummaxz of all 100 realizations are shown.
Monthly Daily
minz maxz minz maxz
+ / ×
Direct Simulation -1257.05 1249.41 -781.20 680.00
Random Error -962.48 926.69 -755.58 588.15
Systematic Error -9748.04 13408.98 -7991.09 8974.12
Combined Error -9816.75 12729.37 -8210.75 8098.03
+ / •
Direct Simulation -1744.40 1301.61 -810.19 845.29
Random Error -1310.13 1071.12 -882.34 991.52
Systematic Error -17348.30 11146.23 -10816.98 5254.78
Combined Error -16026.37 11545.91 -10603.01 6006.32
+ /▽
Direct Simulation -1211.91 1453.07 -618.36 729.00
Random Error -724.98 942.90 -553.83 495.59
Systematic Error -12630.95 12909.25 -7440.95 6747.42
Combined Error -11589.37 13012.65 -7381.99 6716.70
5.7. Summary
In section 5.1 an investigation of interpolated rainfall values has shown that systematic over-
estimations and systematic underestimations of rainfall intensities can be obtained for topo-
graphically heterogeneous areas. The estimation of rainfall is thus not unbiased (errors do
not sum up to zero), and therefore, a new rainfall simulation scheme needs to be devel-
oped to explicitly account for these systematic deviations. Simulation schemes taking into
account systematic deviations for monthly rainfall (Lebrenz, 2013) are further developed for
their application on daily values in section 5.4, which entails additional effort due to the
high percentage of zero rainfall for daily intensities.
By validating these error models with a 2-fold cross-validation in section 5.5, it is demon-
strated that they exhibit slightly lower estimation qualities than a commonly applied meta-
Gaussian simulation approach, but seem to provide better uncertainty assessments. The
error models as well as the meta-Gaussian simulation approach have difficulties in repro-
ducing rainfall estimates in and around mountainous areas, which again reveals the neces-
sity of models accounting for these problems.
Using all gauges as conditioning points, for investigating the uncertainty propagation
for ungauged locations in section 5.6.1, has shown that the combined error model leads to
similar spatial uncertainties and interpolations for single time steps as the direct simulation
approach. This again proves the error models suitability for rainfall estimation. At the same
time, these investigations point out that the error models do not seem to be very useful for
short time periods (e.g., to model a single flood event), because the differences between the
simulation approaches for single time steps are very small.
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However, if long term investigations are necessary, the consideration of a systematic error
leads to very different realization outcomes, as shown in section 5.6.2. Especially for regions
with a spatially heterogeneous distribution of rainfall intensities, the accumulated devia-
tions of single realizations from the ensemble mean are much higher for simulations which
consider a systematic error component. This means that it seems to be very important to
consider a systematic error component, as not considering it could lead to a very different
estimation of risks based on uncertainty quantifications. Not considering a systematic bias
in hydrological models could lead to a wrong quantification of the water balance. Since the
water balance influences the discharge estimation, the risk quantification through hydrolog-
ical models is most probably biased towards smaller risks.
6. Conclusions and Outlook
The new concept for the spatial interpolation of non-parametric temporal distributions of
precipitation is proven to provide reasonable results, for some cases even better results than
the existing model concepts. This leads to a more comprehensive set of different concepts,
which could also be tested in different research fields, whenever non-parametric distribu-
tions may provide good representations of pointwise models and the order of the quantiles
is persistent over spatially distributed locations. Using daily gauges within a simple dis-
aggregating scheme as auxiliary mean for the spatial interpolation of sub-daily distribution
functions, has also proven to be very beneficial.
The difficulty for non-parametric distributions in representing water volumes may be re-
duced by using the Epanechnikov kernel with finite support as proposed by Rajagopalan
et al. (1997). However, the use of an Epanechnikov kernel instead of a Gaussian kernel re-
duces the ability to model precipitation beyond the range of historical data. Another way
of reducing the problem in representing water volumes could be a combination of a non-
parametric distribution with a parametric distribution, where the parametric distribution is
used for the higher quantiles. Different numerical integration techniques may also provide
better pointwise estimates. Additionally new ways of incorporating elevation within the
interpolation of non-parametric distributions should be looked for, as the actual approach is
not performing satisfactorily. Mamalakis et al. (2017) used kriged two-component parametric
distributions (a generalized Pareto distribution for higher, and an exponential distribution
for lower daily precipitation amounts) for the bias correction and downscaling of climate
model rainfall. They estimated their parameters through probability weighted moments,
which could also be compared to the presented estimation approaches for the regionaliza-
tion of distributions on varying temporal resolutions. Finally, the non-parametric interpola-
tion approach could also be applied to parametric or empirical distributions and should be
tested for various study regions.
Another application of interpolated distribution functions, different to their use for
stochastic rainfall models, could be a bias correction through quantile mapping of rainfall
values resulting from indirect measurement techniques like weather radars or satellite based
estimations. Recently developed climate models provide rainfall of high temporal and spa-
tial resolution (e.g., Ban et al., 2014, 2015). Pointwise distributions of these models show
rather high rainfall probabilities, which could be improved through spatially interpolated
distribution functions.
Applying a new concept for the spatial simulation of precipitation is demonstrated to
be necessary for topographically heterogeneous areas, which induce a systematic bias in
the rainfall regionalization. The simulation scheme of Lebrenz (2013) was slightly modified
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for its application on daily rainfall values and reasonable results are obtained for a hetero-
geneous region in Baden-Wu¨rttemberg. However, the inclusion of elevation as secondary
informationmay improve the interpolation results. Within the new simulation scheme a sys-
tematic and random error component are combined for their implicit consideration. The ad-
ditional effort of this new concept compared to traditional concepts is considered as worth-
while for long term investigations.
The combined error model could be tested for higher temporal resolutions in the future,
such as hourly and sub-hourly. A model scheme could look like this:
1. Fit a distribution function separately for each month to every observation gauge.
2. Model the trigonometric approximations of the distribution function parameters spa-
tially.
3. Separate the entire spatial precipitation time series into rainfall events.
4. Consider the same temporal distribution of rainfall for the time steps of the event,
depending on the month of the event. So instead of having a different temporal dis-
tribution for every time step, they vary from event to event. Note that they still vary
spatially for each event.
5. Transform the rainfall values of each event with its corresponding distribution func-
tions into quantiles.
6. The quantiles are spatially simulated using three dimensional random fields in order
to consider for autocorrelations.
7. The spatially simulated quantiles are back transformed into rainfall values.
Thus, the temporal dependence of the rainfall distributions modeled through the trigono-
metric functions (systematic error component) is combined with an event-wise temporal
dependence of the quantiles. For such high temporal resolutions the spatial simulation of
the quantiles could also be based on spatial models resulting from weather radar measure-
ments, as they provide high spatial accuracy and the quantiles may show less inaccuracies
than rainfall estimates from radars.
For the simulation of the distributions also non-parametric estimates could be tested in the
future. A possible simulation strategy could be as follows. At first a distribution range of the
non-parametric estimates is needed. In Fig. 6.1 these ranges are generated for a winter and
summer half-year by using six times rainfall values of five different month combinations for
each half-year, hence six different distributions which span the distribution range. Another
way to generate these ranges could be using rain values of different years in a bootstrap
manner. These distribution ranges are spatially interpolated subsequently. In the distribu-
tion simulation procedure, a random number between 0 and 1 is drawn to choose for each
quantile the corresponding rainfall value, if 1 is drawn the highest rainfall values are chosen
for each quantile, if 0 is drawn then vice versa. This procedure leads to systematic under- or
overestimations. To ensure spatial consistency, the same random number should be applied
to all grid points of the study region.
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A. Appendices
Spatial Interpolation of Temporal Distributions of Precipitation
Table A.1.: The relative performance ranks for the interpolated temporal distributions with
calibration sample 2 in the summer season. The names of the different inter-
polation approaches are explained in section 4.5.3.2. The underlined numbers
indicate the best parametric, non-parametric and nearest neighbour models. The
bold numbers indicate the best overall model for each temporal resolution.
Summer Season – Sample 2
1H 2H 3H 6H 12H 1D 5D M
OK - MOM 38.36 8.71 8.63 7.45 4.67 4.71 4.99 4.63
OK - MLM 6.88 5.81 5.87 6.3 4.87 5.22 11.11 -
OK - MOM Daily 31.29 11.39 9.31 6.9 8.29 - - -
OK - MLM Daily 4.88 4.09 4.33 4.17 7.82 - - -
EDK - MOM 35.29 8.53 8.32 7.3 4.46 4.14 4 4.19
EDK - MLM 6.11 4.89 5 5.89 4.6 4.75 25.8 -
EDK - MOM Daily 30.1 11.67 9.08 7.1 8.34 - - -
EDK - MLM Daily 5.14 4.15 4.35 4.09 7.15 - - -
PK - NP 5.49 6.9 9.09 10.84 8.57 11.81 12.36 8.12
PK - NP Daily 4.34 6.98 9.1 12.96 17.7 - - -
RM - NP 8.21 9.89 11.98 15.75 10.7 12.14 13.27 9.41
RM - NP Dem 12.63 14.91 16.67 20.02 13.01 19.99 21.08 12.87
RM - NP Daily 4.44 6.63 8.31 12.32 10.87 - - -
RM - NP Dem Daily 6.88 9.45 11.85 15.64 12.12 - - -
NNS - MOM 27.73 13.2 11.25 8.61 10.07 - - -
NN - MOM 30.36 14.76 12.65 11.38 6.84 7.1 6.33 5.67
NNS - MLM 5.97 5.2 5.13 5.49 7.36 - - -
NN - MLM 9.3 8.71 8.83 9.33 6.72 6.7 10.57 -
NNS - NP 5.7 7.88 10.05 13.77 18.13 - - -
NN - NP 9.31 10.58 12.89 13.03 9.91 12.86 13.27 9.17
116 Appendices
Table A.2.: The rejection rates (%) for the null hypothesis of the Crame´r–von Mises test for
the interpolated temporal distributions with calibration sample 2 in the sum-
mer season. The names of the different interpolation approaches are explained
in section 4.5.3.2. The bold numbers indicate the best model for each temporal
resolution.
Summer Season – Sample 2
1H 2H 3H 6H 12H 1D 5D M
OK - MOM 96.69 85.12 76.86 68.6 62.81 58.62 31.03 23.56
OK - MLM 82.64 78.51 76.03 69.42 67.77 60.34 28.74 -
OK - MOM Daily 95.04 85.95 76.03 61.98 69.42 - - -
OK - MLM Daily 83.47 66.94 60.33 49.59 79.34 - - -
EDK - MOM 96.69 85.12 76.03 62.81 60.33 50 20.11 14.94
EDK - MLM 84.3 76.86 73.55 65.29 66.12 54.02 29.31 -
EDK - MOM Daily 96.69 86.78 79.34 63.64 70.25 - - -
EDK - MLM Daily 84.3 69.42 60.33 53.72 75.21 - - -
PK - NP 80.99 80.17 77.69 68.6 62.81 58.05 36.21 17.24
PK - NP Daily 77.69 71.9 66.94 55.37 67.77 - - -
RM - NP 88.43 82.64 82.64 76.86 76.03 54.02 33.91 21.84
RM - NP Dem 84.3 82.64 81.82 78.51 68.6 68.39 46.55 36.78
RM - NP Daily 73.55 70.25 64.46 64.46 69.42 - - -
RM - NP Dem Daily 80.17 76.03 71.07 67.77 71.9 - - -
NNS - MOM 95.87 94.21 80.17 66.94 79.34 - - -
NN - MOM 98.35 90.08 85.12 79.34 76.03 63.22 45.4 29.31
NNS - MLM 84.3 71.9 65.29 56.2 73.55 - - -
NN - MLM 86.78 80.17 80.99 73.55 73.55 65.52 41.38 -
NNS - NP 82.64 73.55 67.77 61.98 76.86 - - -
NN - NP 84.3 78.51 80.99 72.73 73.55 66.67 45.4 27.01
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Table A.3.: The relative performance ranks for the interpolated temporal distributions with
calibration sample 2 in the winter season. The names of the different interpo-
lation approaches are explained in section 4.5.3.2. The underlined numbers in-
dicate the best parametric, non-parametric and nearest neighbour models. The
bold numbers indicate the best overall model for each temporal resolution.
Winter Season – Sample 2
1H 2H 3H 6H 12H 1D 5D M
OK - MOM 10.22 10.76 10.69 7.2 6.41 4.66 5.43 5.23
OK - MLM 5.54 5.94 6.74 15.19 7.54 5.26 6.79 -
OK - MOM Daily 5.79 6.75 6.12 4.94 6.69 - - -
OK - MLM Daily 4.46 4.27 4.16 12.32 4.14 - - -
EDK - MOM 10.18 11.57 11.06 7.8 6.48 4.42 4.99 4.87
EDK - MLM 5.41 5.38 5.75 13.38 6.08 4.26 17.78 -
EDK - MOM Daily 6.65 7.07 6.35 5.23 6.68 - - -
EDK - MLM Daily 4.21 4.43 4.8 13.09 7.36 - - -
PK - NP 6.21 8.31 10.95 11.35 10.68 7.35 9.93 9.38
PK - NP Daily 4.59 6.13 7.83 7.99 12.29 - - -
RM - NP 6.97 9.63 11.83 12.09 10.3 7.48 10.25 9.06
RM - NP Dem 7.04 9.44 11.69 11.07 12.86 7.37 10.33 9.27
RM - NP Daily 5.44 6.83 8.02 9.97 8.27 - - -
RM - NP Dem Daily 6.15 6.4 8.08 9.12 9.37 - - -
NNS - MOM 7.05 7.5 7.48 5.91 8.07 - - -
NN - MOM 11.73 12.35 12.33 10.5 9.02 6.03 6.42 6.2
NNS - MLM 6 5.49 5.65 5 5.93 - - -
NN - MLM 7.85 8.89 9.48 9.13 8.57 8.45 7.14 -
NNS - NP 5.95 7.7 8.92 9.24 13.58 - - -
NN - NP 9.27 11.4 13.42 13.94 12.15 5.64 11.7 11.06
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Table A.4.: The rejection rates (%) for the null hypothesis of the Crame´r–von Mises test for
the interpolated temporal distributions with calibration sample 2 in the winter
season. The names of the different interpolation approaches are explained in
section 4.5.3.2. The bold numbers indicate the best model for each temporal res-
olution.
Winter Season – Sample 2
1H 2H 3H 6H 12H 1D 5D M
OK - MOM 100 93.39 91.74 89.26 86.78 86.21 66.09 53.45
OK - MLM 93.39 92.56 90.08 96.69 82.64 84.48 64.94 -
OK - MOM Daily 98.35 93.39 89.26 80.17 75.21 - - -
OK - MLM Daily 92.56 80.17 79.34 91.74 76.03 - - -
EDK - MOM 100 95.04 88.43 81.82 81.82 86.21 63.22 49.43
EDK - MLM 89.26 91.74 86.78 95.87 81.82 85.06 59.2 -
EDK - MOM Daily 98.35 92.56 92.56 81.82 77.69 - - -
EDK - MLM Daily 95.04 87.6 81.82 92.56 80.17 - - -
PK - NP 92.56 92.56 87.6 86.78 83.47 85.06 67.82 52.87
PK - NP Daily 90.91 85.12 80.99 75.21 71.9 - - -
RM - NP 95.04 88.43 85.12 89.26 84.3 85.06 65.52 54.6
RM - NP Dem 95.04 87.6 86.78 86.78 85.95 82.76 62.07 44.25
RM - NP Daily 91.74 88.43 90.08 80.99 73.55 - - -
RM - NP Dem Daily 91.74 90.08 88.43 80.17 76.86 - - -
NNS - MOM 97.52 93.39 90.08 80.99 76.86 - - -
NN - MOM 98.35 95.87 92.56 93.39 86.78 84.48 67.82 54.6
NNS - MLM 91.74 81.82 78.51 69.42 74.38 - - -
NN - MLM 99.17 90.91 92.56 89.26 89.26 87.36 66.67 -
NNS - NP 90.91 85.95 80.99 71.07 75.21 - - -
NN - NP 99.17 92.56 90.91 90.91 88.43 87.36 70.11 54.02
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Spatial Simulation of Precipitation
Table A.5.: Calibration of error models for monthly and daily rainfall values.
Monthly Rainfall
B1 B2 B3 B4
Sanple 1
Direct Simulation 0.0000 0.0000 0.0000 0.0000
Random Error 0.0000 0.0008 0.1608 0.3145
Systematic Error 0.0000 0.0004 0.1601 0.2849
Combined Error 0.0000 0.0008 0.1608 0.3145
Sanple 2
Direct Simulation 0.0000 0.0000 0.0000 0.0001
Random Error 0.0000 0.0012 0.1868 0.3412
Systematic Error 0.0000 0.0011 0.1942 0.3563
Combined Error 0.0000 0.0012 0.1868 0.3412
Daily Rainfall
B1 B2 B3 B4
Sanple 1
Direct Simulation 0.0000 0.0000 0.0000 0.0000
Random Error 0.0000 0.0000 0.0006 0.0023
Systematic Error 0.0000 0.0000 0.0006 0.0043
Combined Error 0.0000 0.0000 0.0006 0.0023
Sanple 2
Direct Simulation 0.0000 0.0000 0.0000 0.0000
Random Error 0.0000 0.0000 0.0006 0.0025
Systematic Error 0.0000 0.0000 0.0006 0.0045
Combined Error 0.0000 0.0000 0.0006 0.0025















