ABSTRACT: A comparison between the multiple-region (MR) and dual-grid (DG) finite-difference time-domain (FDTD) methods for the analysis of antenna arrays is presented. The application of both methods shows that the DG-FDTD method is more accurate when computing the mutual coupling between antennas. Besides, it exhibits multi-surface capabilities that make possible the fast and accurate analysis of antenna arrays, including mutual coupling and edge effects.
INTRODUCTION
It is well known that the behavior of an isolated antenna differs when it is arranged in an array configuration [1] . Usually, the strongest effects are due to the finite size of the ground-plane and the mutual coupling with adjacent radiating elements. Therefore, the accurate analysis of antenna arrays often requires the numerical modelling of the entire problem.
The finite-difference time-domain (FDTD) method has been successfully used for the analysis of antenna arrays [2] . It allows the characterization of complex heterogeneous 3D structures over a large bandwidth with only one simulation. However, the FDTD method can be inefficient when large problems such as antenna arrays are involved. Indeed, the uniform spatial sampling of the volume generally leads to oversampled areas that increase the computational time and the memory requirements.
Several advanced techniques have been proposed to overcome this oversampling problem [2] . Among these solutions, the multiple-region FDTD (MR-FDTD) method [3] has been used to compute the mutual coupling between antennas separated by one wavelength [4] . A MR-FDTD scheme with multiresolution capabilities has also been applied to the analysis of the mutual coupling inside an array of dielectric resonator antennas (DRAs) [5] . Recently, the dual-grid FDTD (DG-FDTD) method has been introduced for the simulation of surrounded antennas [6] and antenna arrays [7] .
In this article, we first discuss the limitations of the classical and multiresolution MR-FDTD methods. A comparison between the multiresolution MR-FDTD and the DG-FDTD methods is also carried out for the first time. Finally, the new multi-surface capabilities of the DG-FDTD method are demonstrated and validated on a test case that consists of an array of four DRAs.
COMPARISON BETWEEN MR-FDTD AND DG-FDTD METHODS FOR THE ANALYSIS OF MUTUAL COUPLING

Numerical Methods
Let us consider the problem shown in Figure 1 , where two DRAs are separated by a distance D.
2.1.1. Multiresolution MR-FDTD Method. With the classical MR-FDTD method, each antenna is described with its own simulation volume, and the two-way communication uses the Kirchhoff near-field to near-field transformation [4] . Thus, the space between the antennas does not have to be meshed, reducing at the same time the numerical dispersion. However, the numerical cost of Kirchhoff integrals is usually cumbersome and compression schemes are required [8] . Unfortunately, instability may occur, especially for small distances D and high compression rates [5] . The easier solution to prevent from instability is to use a one-way communication from the active volume to the passive one, but it does not allow for second-order coupling effects. A MR-FDTD scheme with multiresolution capabilities has been proposed to overcome these instability and inaccuracy problems [5] .
As shown in Figure 2 (a), the simulation is now divided into two steps. The first step consists of a fine FDTD simulation of the excited antenna, whereas the second step is a coarse FDTD simulation of the two antennas. During the second step, the generator is switched off since the incident power comes from the Kirchhoff integrals combined with an excitation surface based on the total field/scattered field decomposition principle [2] . The second step should guarantee that the mutual coupling effects are taken into account. However, the use of Kirchhoff integrals implies that the antennas must be separated by free space or placed on an infinite ground-plane. Indeed, in its current form this transformation does not consider the propagation in heterogeneous media. As a result, neither the electromagnetic field that propagates inside the dielectric substrate as surface waves, nor the effects due to the finite size of the ground-plane are taken into account.
DG-FDTD Method.
The principle of the DG-FDTD method [7] is relatively close to the multiresolution MR-FDTD one. Both methods successively combine two FDTD simulations with different resolutions. As shown in Figure 2 (b), the major difference is that the DG-FDTD method does not use any radiation integrals to combine each sub-volume. In fact, it simply modifies the direction of the total field/scattered field decomposition and the position of the excitation surface, which is also easier to implement. With such a decomposition, different materials can go through the near-field and excitation surfaces [9] . Moreover, this method is not limited to structures with an infinite ground-plane. However, when compared with the MR-FDTD scheme, the DG-FDTD method does not reduce numerical dispersion, but given the small distance between adjacent antennas in an array, this effect is not significant here.
Example
To compare the multiresolution MR-FDTD and the DG-FDTD methods, we consider the problem presented in Figure 1 , where two DRAs are arranged in the E-plane. These DRAs of relative permittivity e r ¼ 7.8 are placed on an infinite ground-plane and separated by a distance D ¼ 11.25 mm (about 0.56k 0 at 15 GHz). The excitation of each DRA is performed by means of an aperture in the ground-plane. It has the advantage of having the feeding network below the ground-plane. As shown in Figure 1 , microstrip lines printed on a substrate of relative permittivity e r ¼ 7.8 are also used.
Three different simulations have been carried out: a multiresolution MR-FDTD, a DG-FDTD, and a classical fine FDTD simulation that is used as a reference. The spatial sampling for the fine resolution is dx ¼ dy ¼ 0.125 mm and dz ¼ 0.1 mm, and the time-step is equal to dt ¼ 0.2097 ps. The coarse resolution involves dx ¼ dy ¼ 0.25 mm, dz ¼ 0.2 mm, and dt ¼ 0.419 ps.
The simulated S-parameters are shown in Figure 3 . Both advanced methods show a good agreement in the S 11 parameter with the reference simulation. Concerning the S 21 parameter, the multiresolution MR-FDTD approach suffers from inaccuracies in the lower frequency band, which is not the case with the DG-FDTD method. It can be explained by the fact that the multiresolution MR-FDTD method does not take into account the mutual coupling due to surface waves in the substrate. Indeed, it only considers the mutual coupling due to space waves that are dominant at the resonance, but out of the resonance, the surface waves become significant.
Concerning the computational time, both advanced methods exhibit a 1.2 gain when compared with classical FDTD simulation. However, larger gains are expected when dealing with larger arrays as will be seen in the next section. Same results are observed for the memory requirements.
MULTI-SURFACE CAPABILITIES OF THE DG-FDTD METHOD FOR THE ANALYSIS OF ANTENNA ARRAYS
Most of the time, the principle of pattern multiplication is used to compute the radiation patterns associated with an array of antennas [1] . It simply consists in multiplying the field of a single radiating element by the array factor that is function of the geometry and the excitation of the array. However, due to the mutual coupling between elements and the finite size of the ground-plane, the radiated far-field might differ from the ideal case. A stringent analysis must therefore be carried out to compute the accurate radiated far-field.
As we have seen previously, the DG-FDTD method computes with a good accuracy the mutual coupling between elements inside an antenna array, and it also enables the finite size of the ground-plane to be taken into account. But, the DG- FDTD method has another interesting feature that is helpful when analyzing antenna arrays. Indeed, as shown in Figure 4 , it is possible to put several excitation surfaces during the second step of the DG-FDTD simulation. Each excitation surface is related to an isolated antenna, and its response comes from the first step of the DG-FDTD method. One may notice that for an array of identical sources, only one fine FDTD simulation of the unitary element must be carried out since the excitation surfaces are all the same. The second step of the DG-FDTD method finally gives the radiated far-field by the antenna array while considering mutual coupling and finite ground-plane effects. Furthermore, the amplitude and the phase of the near-field radiated by each excitation surface can be modified irrespective of the others, which enable us to test various array configurations.
To illustrate the multi-surface capabilities of the DG-FDTD method, we consider an array of four DRAs arranged in the same configuration as in the example described in Figure 1 . The ground-plane has a finite size of 26.5 mm Â 60.25 mm ($1.3k 0 Â 3k 0 at 15 GHz). The DG-FDTD results are compared with the results coming from a classical fine FDTD simulation and the pattern multiplication principle.
Uniform Amplitude and Phase Excitation
The simplest case is a uniform linear array (ULA) of four DRAs. In that case, all the radiating elements are fed with the same amplitude and phase.
Concerning the DG-FDTD simulation, four excitation surfaces are used during the second step. They radiate the near-field coming from the first step, that is to say the isolated antenna response, in phase and with the same amplitude.
The simulated radiated far-fields at 15 GHz in the E plane are presented in Figure 5 . The DG-FDTD results fairly match the reference FDTD ones. The pattern multiplication principle shows inaccuracies on the side lobe levels, because it does not account for the environment of the antennas.
Nonuniform Amplitude Excitation
To reduce the side lobe level, different amplitudes can be applied to each element in the array.
The simulation of such a configuration using the DG-FDTD method is performed by directly weighting each excitation surface, that is to say by applying the excitation coefficients on the radiated near-field coming from these excitation surfaces.
In this example, we consider that the amplitude of the excitation is equal to 1.0 for the two elements in the center of the array and 0.7 for the two other elements. As we can see in Figure 6 , there is a fair agreement between the DG-FDTD and the classical FDTD results, whereas the pattern multiplication principle is still inaccurate.
Nonuniform Phase Excitation
It is well known that modifying each phase element individually leads to a scan of the main beam.
With the DG-FDTD method, the phase shifting is performed by delaying each excitation surface in the time domain, which is equivalent to true time-delay phase shifting. Thus, if we know the phase shift a between the excitations of the array at a frequency point f 0 , we can compute the equivalent time delay
On the other hand, if a particular scanning angle y 0 is required, the associated time delay is given by
In this example, the scanning angle y 0 is equal to 30 , which implies a time delay t delay between each excitation of 18.75 ps. Figure 7 presents the simulated radiated far-fields at 15 GHz. We notice a slight change in the scanning angle when Figure 4 Multi-surface capabilities of the DG-FDTD method Figure 5 Antenna array normalized radiated far-field at 15 GHz in the (x-z) plane: uniform amplitude and phase excitation Figure 6 Antenna array normalized radiated far-field at 15 GHz in the (x-z) plane: nonuniform amplitude excitation considering the real array geometry. Same comments can be made concerning the accuracy of the DG-FDTD method.
Computational Time and Memory Requirements
The overall simulation of these three configurations takes 8 h and 45 min using a classical FDTD code. The three DG-FDTD simulations take 1 h and 27 min, that is to say a reduction in computation time by a factor of 6.0. In fact, the first step takes 30 min and each coarse FDTD simulation associated with the second step takes 19 min.
Concerning the memory requirements, the classical fine FDTD simulation needs 762 Mb. For the DG-FDTD method, the maximum memory occupation appears during the second step and it is equal to 200 Mb, that is to say a reduction in memory requirements by a factor of 3.8.
CONCLUSIONS
A comparison between the multiresolution MR-FDTD and the DG-FDTD methods for the mutual coupling analysis in antenna arrays has been presented. The DG-FDTD turns out to be more accurate and easier to implement since it does not use any radiation integrals. Moreover, the multi-surface capabilities of the DG-FDTD method make it very attractive for the fast analysis of antenna arrays.
INTRODUCTION
Terahertz time-domain spectroscopy (THz-TDS) is a very useful and powerful technique for measuring the optical properties of many materials in the frequency range from a few tens of gigahertz to a few terahertz. The refractive index and attenuation coefficient of a material are usually detected in THz-TDS [1] . In addition to these two optical parameters, polarization properties of some materials in THz frequency range attract more and more attentions [2] . To detect the polarization properties of a material using THz-TDS, first of all, the state of polarization (SOP) of the THz radiation must be measured in THz-TDS. With some combinations of measured input and output SOPs, the polarization properties of the material under test can be obtained [3] . It is well known that the SOP of an electromagnetic wave can be depicted by Jones vector or Stokes parameters. Because THz radiation in THz-TDS is completely coherent (so the Fourier transform of the time domain THz electric field can be performed), Jones vector and Stokes parameters can be
