Our main interest is in the analogous result for H = GL2 . The result for H , and the technique, may turn out to beuseful in constructing an automorphic embedding of the model found in FKS for the smallest representation of a two-fold covering of GL3 . The H v -module v de ned above occurs in fact as a module of coinvariants of the representation studied in FKS , and the model of v described here is used there. For this reason we decided to reprove here the Evaluation for S , in a format which seems to us to be more convenient for generalization; it is di erent from H in that we e v aluate the Eisenstein series directly at s = 0 , and we do not use the functional equation. In any case we deal not only with the non-archimedean places, but also with the archimedean places.
Then we discuss the case of H , in several di erent ways.
As in H , in the case of S we w ork with f = f v , e v en f v for all v . The Eisenstein series is de ned below as a series which converges absolutely, uniformly in compact subsets of Res 3=2 . It is well-known that it has analytic continuation to the entire complex plane, with a functional equation, and the continuation is holomorphic on Res 1=2 , except for at most a simple pole at s = 1 . W e study the value at s = 0 , in the domain of continuation. As in H , the proof is based on computing the Fourier expansion of the Eisenstein series along the standard non-trivial parabolic subgroup. We w ere motivated to consider the Evaluation by the observation that our computations can be adapted to
show that E0; g ; f = E 0; id; gf , and that one has the Evaluation E0; g ; f = D A A g f = D f g . Then the summation formulae follow from the Evaluation. Indeed, it is clear from the de nition of Es; g; f that E is automorphic, namely when the group is S we have Es; g; f = Es; g;f for every in SF S A A . It is well-known that it has analytic continuation as a meromorphic function to the entire complex plane.
The proof below shows that Es; g; f; g = id; is holomorphic at s = 0 . The complex parameter s; Res 0 , is used to guarantee the convergence of the in nite products below.
To compute the Fourier expansion of Es; g; f at s = 0 , where g = id , it su ces to nd the Fourier coe cients only nitely many summands of 1 0 are non-zero, hence 1 0 is os ; w e write os for a function whose limit at s = 0 is zero. If 2 = 2 ; 2 F v , to compute the limit at s = 0 of 1 0 it su ces to take the sum only over r R for any xed R . We take R = R to be su ciently large. Here again we used the power-series expansion of K t z at z = 0 ; ' mean equality up to a function holomorphic at s = 0 ; j : j is the usual absolute value, and dx is the measure de ned by the di erential form 2 dx^dx . Since Here V is a su ciently large nite set of places of F; V 0 is the set of nite v in V where is unrami ed, and V 00 is the set of nite v in V where is rami ed. It follows that the order of zero of E s; f at s = 0 is at least r + 1 + r 2 , r 1 + r 2 , 1 + fv 2 V ; 2 6 2 F 2 v g , fv 2 V 0 ; 2 6 2 F 2 v g , V 00 = 1 :
Here V denotes the cardinality of a set V . It follows that the limit of E s; f at s = 0 is zero. The proof of proposition 2 is now complete.
PROPOSITION 3. The value at s = 0 of the Fourier coe cient E s; f at = 0 is f0 .
Proof. The coset of the identity i n P R n S F yields the contribution f0 to E 0 s; f . Here V is a su ciently large nite set of places. Note that 2s , 1 has a zero of order r 2 at s = 0 . This follows from the functional equation of s , since , , 1 2 and 2 are nite and non-zero, while ,,1 + s has a simple pole at s = 0 . Consequently the order of zero of 2 at s = 0 is at least r 2 , r 1 + r 2 , 1 + V , f v 2 V ; v 1g = r 2 + 1 . Hence 2 vanishes at s = 0 , and the proposition follows.
In conclusion, the value of the Fourier expansion The summand in the last sum over is no other than E S s; id; f , where f x = f ; x . By the Evaluation for S we have E S 0; id; f = P 2 F f ; . T aking the sum over in F =F 2 we obtain E H 0; id; f = The second proof is analogous to that given above for S: It will now be brie y described. The Fourier expansion of Es; g; f at g = id is Up to os it su ces to sum only over n R = R ; x; f . F or a su ciently large R we get that each i n tegral is zero unless there is 2 F with 2 = 2 =x , and then we obtain 2c xjxj 1=2 j =xj 1=4 f j xj , 1 1 , q ,1 1 , q ,s 1 , q 1,s ,1 X nR q ,n , q 1,s,ns :
Up to os this is the same as the analogous sum over n 0 , and at s = 0 w e obtain 2f c xj j ,1=4 jxj ,3=4 :
The analogous result holds in the archimedean cases too.
Returning to the global notations of 3 , w e conclude PROPOSITION 5. The Fourier coe cient E s; f is an analytic function of s near s = 0 which is zero, when F is a function eld, for all 2 F with only nitely many exceptions depending on f and , and its value at s = 0 is E 0; f = 2 f .
Proof. Since s=2s takes the value 2 1,r 1 ,r 2 at s = 0 , and s; 2 =x =2s has a zero of order 1 , r , 1 =x at s = 0 , as in the case of SL 2 we conclude that given 2 F the integral 3 is zero at s = 0 unless the class of 2 in F =F 2 is represented by x . Then E s; f is equal to the value of 3 at x = , and this is 2f + o s , a s required. As noted in the case of SL 2 , for almost all v we have j2j = 1 ; j x j = 1 ; f = f 0 ; = 0 ; c = 0 , and the result is 1 , q ,2s =1 , q 1,2s : if val2x , c is even, and 0 otherwise. But this expression is os . Hence the contribution to E 0 s; f under discussion is the product of a function which vanishes at s = 0 to the order r 1 +r 2 , and 2s,1=2s , which v anishes to the order r 2 ,r 1 +r 2 ,1 see proof of Proposition 3.
It follows from Proposition 6 that E 0 0; f = P 
