A simple periodically modulated two-state model whose dynamics is governed by a master equation is extended to have memory, leading to a time-convoluted generalized master equation. It is shown that this non-Markovian master equation can be reduced to a single ordinary differential equation, thus facilitating easy solution of the system dynamics. The behavior of this model is investigated, and in particular, the cycle-averaged pumping current is calculated. It is found that non-Markovianity leads to negative values of the current at low modulation frequencies, i.e., that the memory effect prevails even in the adiabatic limit. Furthermore, at moderate frequencies a significant increase in the peak pumping current is observed, even for short relaxation times.
I. INTRODUCTION
Master equations (MEs), first-order ODEs in time, are widely used in non-equilibrium statistical mechanics to model the time evolution of a range of classical and quantum mechanical systems. The mathematical foundation of MEs is the differential Chapman-Kolmogorov equation of stochastic analysis [1] , and in its basic form, it only describes systems that carry no memory of their past: this property is referred to as Markovianity. Is is known however that due to a number of physical reasons, real systems do usually possess memory of their past evolution to a greater or lesser extent. An archetypal example of this is the fluctuation-dissipation relation [2] , which shows that any time nonlocal correlations in the environment necessarily lead to memory effects. Theoretically, non-Markovianity has been attracting attention in classical mechanics as a link between continuous-time random walks and time convoluted MEs was discovered [3, 4] . In quantum physics, the connection between the flow of information and non-Markovian processes, as well as quantum measurements of Markovianity have received considerable research effort [5] [6] [7] . Furthermore, advancements in experimental techniques have made it possible to directly measure non-Markovianity in the context of classical [8] and quantum [9, 10] systems.
Modulating control parameters such as rate constants, bath temperatures or gate voltages of a physical system out of equilibrium can lead to net flow of a physical current, e.g. flow of product, heat flow or flow of electrons, even in the absence of a net bias of the control parameters [11] . This pump current was shown to have its origins in the Berry-Sinitsyn-Nemenman (BSN) phase, which was originally discovered in the context of quantum systems [12] [13] [14] . It has been coined geometrical current, as it is essentially a geometrical quantity of the control parameter space when the modulation speed of the parameters is sufficiently slow, i.e., in the adiabatic limit. For thermodynamical systems the BSN phase has been shown to * E-mail: ville.paasonen@yukawa.kyoto-u.ac.jp have a significant impact on quantum transport [15, 16] , and it has been shown that it leads to path-dependent geometrical entropy [17, 18] . The effects of the BSN phase have been extensively studied in the context of the quantum mechanical spin-boson model [19] . Over the recent years, effects of finite speed modulation, i.e. non-adiabatic effects, have also been investigated for this model [20] . Furthermore, it has been shown that the presence of the BSN phase engenders non-gaussianity of the system fluctuations, leading to a modified form of the fluctuation theorem for geometrical pumping [21, 22] .
The essential features of this geometrical effect have also been shown to exist in classical systems, such as the Sinitsyn-Nemenman (SN) model of reaction kinetics [13, 14] . Recently, the adiabatic result has been extended to the non-adiabatic regime also for this model [23] . It was found that after an initial linear increase with the modulation frequency, the pump current reaches a peak and eventually decays as the inverse of the modulation frequency in the asymptotic limit. Finite modulation speed means that the pumping current can no longer be expressed using strictly geometrical quantities, but it was shown that a formally geometrical expression in terms of a line integral in parameter space is still possible. Furthermore, the effect of non-adiabaticity on the fluctuation theorem has also been investigated in the context of the SN model [24] . Motivated by the attention attracted by these recent results, in the present paper a non-Markovian generalisation of the SN model will be presented as a natural extension of the aforementioned research, and its adiabatic and non-adiabatic behavior will be investigated numerically and analytically.
The structure of this paper is as follows: In Sec. II, the time-convoluted ME and the generalized SN model associated with it will be introduced and analyzed. Numerical results for the pumping current will be presented. In Sec. III, the non-Markovian SN model will be treated perturbatively using Riccati theory. By performing a further perturbation expansion in the modulation frequency, analytical results for the pumping current are obtained and compared with the numerical results of the previous section. In Sec. IV, the results obtained and their physical implications are discussed, and a conclusion is presented in Sec. V. Supplementary information and details of the various calculations in the main text will be presented in the Appendices.
II. NON-MARKOVIAN SINITSYN-NEMENMAN MODEL
For the sake of completeness, a brief review of the Markovian SN model will be presented first. Further details and relevant results for this model can be found in Appendix A. Originally proposed by Sinitsyn and Nemenman in the context of reaction kinetics [13] , a range of two-state systems interacting with two environments can conceptualized as shown in Fig. 1 . The reaction rates are assumed to be controlled by an external agent. This can be realised for instance by controlling the temperatures or chemical potentials of the environments. In the following, they will be assumed to undergo cyclic modulation in time. Although we can discuss a system coupled to many environments, we follow the original simple setup [13] which has only two environments coupled to the system. In this case it is easy to see that mathematically, the system can be described by the time-local master equationṗ
where
and p 0 (t) and 1 − p 0 (t) are the probabilities of the system being found in state 1 (empty) and state 2 (full) at time t, respectively. The left and right environments can be viewed as containers of reactant and product, respectively. It is worthwhile noting that while here the focus is on two-state systems, the description and this approach can easily be generalized to systems with more states, as long as no degeneracy is present.
We will now extend Eq. (1) to include memory effects by introducing a time convolution integral. The most 
For studying cyclic modulation, we choose
where W (t) has the same form as before and τ is the memory time of the system, i.e., the relaxation time of the environment. In general, the memory kernel M (t, t ′ ) is described by a multiple exponential function. Therefore, the choice in Eq. (5) can be regarded as the simplest one for describing memory effects. Physically, the dynamics of p(t) is allowed to depend on its history, but as the time dependence of W (t) originates solely from external parameter modulation, it is not involved in the convolution integral. The memory kernel has the important property that on the positive t-axis, it approaches the Dirac delta distribution:
so we can recover the original Markovian ME, Eq. (1) by taking the limit τ → 0. We will now demonstrate that the above GME is equivalent to coupled Markovian master equations, which means that the problem can be reduced to a single second order time-local ODE (see Appendix B). We emphasize here that this method does not require any approximations or expansions, and so is in principle exact. Let us consider the the time-local coupled equations
where q(t) can be regarded as environmental degrees of freedom, and they vanish when the environments are in equilibrium. Solving the second equation using an integrating factor µ(t) = e t/τ , we obtain
so that provided that the environments are in equilibrium initially, we obtain Eq. (4) by substituting Eq. (8) into the first equation of Eqs. (7) . From this conversion it is easy to see that more complicated memory kernels can be dealt with by including a time-dependent matrix as a multiplier in the second equation of Eq. (7) . Alternatively, this can be achieved by including more q-vectors in the formulation. To make the model concrete, we choose
Namely, we assume the rate coefficients controlling the inflow into the reduced system to be sinusoidally modulated, with a phase difference of π/2 between the left and the right reservoir. The outflow reactions are assumed to have constant rates. Anticipating the perturbative treatment of the next section, we also introduce the dimensionless memory parameter η := k 0 τ to characterise the strength of the non-Markovian effect.
There are a number of alternative ways to deal with GMEs that have been explored in the literature. The most straightforward is to transform into Laplace space and solve the resulting algebraic equation there. However, it often happens that M (t, t ′ ) does not depend only on the time difference (as is the case here), so that the convolution theorem cannot be utilized. This issue can be circumvented by performing a Taylor expansion of M (t, t ′ ) around one of the time variables so as to create terms only dependent on the difference t − t ′ [25] . While this allows transformation to Laplace space, it is generally difficult to perform the inverse transformation explicitly. Furthermore, the resulting solution is in the form of an infinite series instead of the closed-form approach of the present paper.
A more general approach to deal with GMEs is based on the Nakajima-Zwanzig projection operator technique [26] [27] [28] . Essentially one first eliminates the environment dynamics to obtain a GME, and then performs an expansion in the system-environment coupling to achieve a time-covolutionless (TCL) equation of motion for the system [29] [30] [31] . Again however, while a number of refined expansion protocols have been developed over the recent years [32] , a closed-form time-local equation cannot be derived using this approach.
As in the case of the Markovian SN model, we are interested in the net current flowing from the system into one of the reservoirs, here chosen to be the right reservoir. Using the same expression for the instantaneous current as in the Markovian case, Eq. (A3),
we take the one-period average according to
Here t 0 should be sufficiently large for the system to have relaxed into the steady state. Figure 2 shows the pumping current, which depends on the memory parameter η, obtained by numerically solving the equivalent second order ODE, Eq. (B9). It was found that while the current for lower frequencies converged with less than 10 initial cycles, to obtain complete convergence for the whole range of frequencies considered in this paper, t 0 ∼ 35T was necessary. It is seen that the peak value of the pumping current increases as the memory parameter η increases. Furthermore, the value of the peak is considerably higher than in the Markovian case, even for relatively small values of η. Interestingly, a closeup of the low frequency regime plotted in Fig. 3 shows that that for sufficiently large values of the memory parameter η, negative pumping currents are observed for low modulation frequencies. This will be explored further in the next section.
III. PERTURBATIVE ANALYSIS
In this section, perturbation theory will be employed to obtain an analytical expression for p(t) to first order in η, which will then be further expanded to explore the low frequency behaviour of the pumping current. The details of the perturbation calculations are given in Appendices C for Riccati perturbation theory [33] and D for simple perturbation theory, respectively.
We begin by expanding p(t) with respect to η,
Comparing Eq. (7) and Eq. (C1) of the Appendix, we see that
As we are only interested in the long time steady state behaviour of the system, we will only need to consider the slow part of the perturbation series:
which simplifies the perturbation expansion considerably. We note that the zeroth order term p 0 (t) indeed satisfies Eq. (A11) and thus, by uniqueness, is identical to the Markovian probability distribution. For the O(η 1 ) correction, we find from Eqs. (C11), (C12), (C13), and (C14)ṗ
Probability conservation in the Markovian case implies that the correction terms should sum to zero at each order, so that the above equations are easily decoupled.
Denoting the first component of p n by p n , we obtain the scalar equatioṅ
which is solved by
where we have neglected exponentially decaying terms. So up to first order in η, we have
Using the above expression, the current can be computed using Eq. (A3); The result is plotted in Fig.  4 . It is seen that while the agreement is good for extremely low memory parameters, the perturbative result quickly diverges from the numerical solution, especially for high modulation frequencies. However, as shown in the closeup of Fig. 5 , the agreement is reasonably good for a larger range of memory times at low frequencies. Furthermore, since it is the low frequency regime that has been studied most extensively in the literature, we will focus on it here as well.
The first order ODE, Eq. (15), can be used as a starting point for a further perturbative expansion, presented for the general case in Appendix D. We begin by transforming the time variable according to t → θ := Ωt and defining ǫ := Ω/k 0 . Equation (15) is transformed into where the prime denotes derivative with respect to θ. This equation is then reduced to an algebraic recursion relation by expanding p 1 in powers of ǫ with the help of the recursion relations of Eqs. (D3) and (D4).
Combining the above perturbation expansions, we obtain an approximate solution for short memory times and slow modulation frequencies: With the present choice of the form of the rate coefficients Eqs. (9), a direct calculation to first order in η and second order in ǫ gives
where a = 1 31
This approximate analytical form of the pumping current is plotted together with the numerically calculated current in Fig. 5 for low modulation frequencies. We note that the η 2 ǫ 2 -term vanishes, so to improve the above approximation, we would need to compute the O(ǫ 3 )-term. However, as seen from Fig. 2 , the peak of the pumping current occurs at frequencies too high to be captured by this perturbative approach, so adding higher order terms in ǫ does not give further physical insight.
Taking the adiabatic limit of Eq. (21), we find
This means that for sufficiently large η, memory effects lead to qualitatively different behaviour of the system, even in the adiabatic limit. Let us explore this behavior quantitatively. From the above expression we see that the current for slow modulation becomes negative when τ > τ c := a bk 0 = 1 248 − 31 √ 62
which is indeed confirmed by Fig. 6 . It is further readily seen that the initial the location of the nontrivial zero of the pumping current obeys
which is also plotted in Fig. 6 . Numerical calculations of the location of the peak of J and its height as functions of η are shown in Figs. 7 and 8, respectively. Due to the peak occurring at ǫ > 1, accurate analytical expressions for the peak height or position cannot be obtained with the present approach for any of the η-values considered here. Instead, to investigate the validity of Riccati perturbation theory on its own, plots of Ω max and J max to first order in η obtained by numerical integration of Eq. (16) are shown. It is seen that in both cases, the perturbation theory works well for η 0.05. In this region the maximum current can be approximately expressed as J max ≈ 0.033η + 0.0079, as shown in Fig. 8 . We note that J max seems to behave linearly even for high η, which implies that O(η) perturbation theory may be used to obtain accurate results even in this regime, though the simple perturbation theory cannot capture this behavior.
IV. DISCUSSION
The most striking features of the non-Markovian pumping current obtained above are (i) significant increase in the height of the peak current even for relatively short relaxation times, and (ii) appearance of negative pumping currents at low modulation frequencies when the memory time is sufficiently long.
In contrast to the increase in the value of the peak current brought about by the finite memory time, the non-Markovian effect on the pumping current in the adiabatic limit is to decrease it, even to negative values for sufficiently large η. This is not entirely unprecedented however: there has been a recent report of non-Markovian effects leading to reversed spin current [34] . It would be interesting to explore the connection between the two findings further.
It has been previously shown that in a limited sense, a geometrical formulation of the pumping current is possible even beyond the adiabatic limit in the Markovian case [23] . While the perturbative approach presented in this paper successfully describes the behaviour of the pump current for fast relaxation times, at present it is not clear whether a similar geometrical formulation is possible in the non-Markovian case.
V. CONCLUSION
In this paper, the Sinitsyn-Nemenman (SN) model, a periodically modulated two-state system, was generalized to include memory effects. It was shown that this non-Markovian SN model, governed by a generalized master equation (GME) which includes a time convolution integral, can be reduced to a single time-local ordinary differential equation. Thus a method of solving the system dynamics at least numerically without needing to resort to any perturbative expansions was presented, yielding an approach to deal with this type of GMEs which is in principle exact. In addition to solving the governing ODE of the model numerically, a perturbative approach utilizing Riccati theory was also presented. The pumping current of this system was computed, analyzed, and compared with the Markovian pumping current. It was found that the pumping current is greatly amplified by the presence of memory effects for moderate modulation frequencies, while at low frequencies negative currents are observed for sufficiently large memory times.
Prospects of further research into this problem include the following: exploration of the possibility of a geometrical formulation of the non-Markovian pumping current; detailed microscopic derivation of the GME in the framework of the present model; studying how the fluctuation theorem is affected by memory effects; applying the method developed to a periodically driven quantum mechanical model. In particular, it would be interesting to see whether the dynamically modelled environment could be interpreted as the diagonal part of the density matrix of a two-state quantum system, thus leading to a connection between quantum coherence and non-Markovian time evolution. In this Appendix, further details regarding the Markovian SN model will be presented. Firstly, we note here that while the the notation is that of chemical reaction kinetics, this description of a two-state system is general, and can be applied to many quantum systems. Provided there is no coupling between the diagonal and offdiagonal elements of the density matrix, the full quantum ME reduces to an equation exactly in the form of Eq. (1), where the components of p 0 (t) are given by the diagonal elements of the density matrix. For example, in the case of the spin-boson model, the rate coefficients are given in terms of the equilibrium Bose distributions of the reservoirs: [22] 
where the γ factors express the coupling strengths of the reservoirs. In the case of bosons, each n is given as
where β L (t) and β R (t) are the (possibly time-dependent) inverse temperatures of the left and right reservoir, respectively. Now turning to the Markovian SN model, the method of full counting statistics [35] can be used to obtain the generating function of the pumping current, which gives access to all of its moments. For the first moment, or the average current, FCS gives the intuitively obvious expression [19] 
where the first term on the first line gives the flux into the right reservoir, while the second term corresponds to the flux flowing out of the right reservoir. However, we are interested in transport phenomena, so the quantity of interest is not the current itself but rather its average value over a full cycle, which is given by
as was already noted in the main text. It can be shown using the method of Shortcuts to Adiabaticity [36] that this current can be split into three components as follows:
The first, so-called dynamical term, vanishes in the absence of net parameter bias, while the remaining two terms are the origin of the net current in the absence of bias. The second, adiabatic term gives the current in the limit of slow modulation. It can be expressed solely in terms of geometrical quantities of the parameter manifold, whence the name 'geometrical'. The third term is the correction to the adiabatic term in the non-adiabatic regime of finite modulation speed.
Finally we note here that the Markovian ME, Eq. (1), can be solved analytically. Due to conservation of probability, this system of equations decouples,
which can indeed be solved exactly using an integrating factor. Here we first introduce the non-Markovian SN model from a physical viewpoint, and then derive the second order ODE equivalent to the original GME, Eq. (4), which is used in the numerical computations of this paper. Note that in this Appendix, subscripts are used to indicate vectorial components rather than enumerate terms of a series. In general, an arbitrary number of environments can be connected to the target system, resulting in as many different relaxation times. For simplicity, here we consider a system connected to two environments only. In the spirit of the original Markovian SN model, we can write down three coupled Markovian equations describing the dynamics of the system and also the environments:
where p(t) is as before, but q(t) consists of q 1 (t) and q 2 (t), describing the distance away from equilibrium of the of the left and the right reservoir, respectively. The rates of relaxation of the two reservoirs are given by 1/τ 1 and 1/τ 2 , respectively. Physically, these elements may be given in terms of local concentrations, temperature gradients, etc. We emphasize here that, as is indicated by the presence of dissipation, the total system considered here is not closed. Rather, we are simply explicitly modelling the part of the environment directly connected to the target system explicitly, and letting the rest of the surroundings influence the total system via simple, exponential dissipation only. In the language of density matrix theory, this corresponds to performing a partial trace over only a part of the environment, leaving the part connected to the two-state system to be modelled explicitly in the ME.
To obtain a GME of the form shown in Eqs. (4) and (5), we take τ := τ 1 = τ 2 , α 11 = α 22 = 1 and α 12 = α 21 = 0. Physically, this corresponds to (i) assuming that the dissipation from both environments happens at the same rate of 1/τ , and (ii) that we only have back reaction into the left reservoir from state 1, and into the right reservoir from state 2, and that these reactions happen at equal rates, the rate being given by 1/τ . Thus, the coupled equations can be written as shown in Eq. (7) .
From this form we see that going from the non-Markovian master equation to the Markovian one corresponds to neglecting the time evolution of the environment. Taking τ → 0 gives q(t) = p(t) directly, which recovers the time-local master equation, Eq. (1). In other words, in the Markovian limit the environments remain in the steady state given by the reaction rates at all times, thus following the system dynamics exactly. Consequently, the time evolution of the system effectively becomes dependent only on itself.
Next, we outline the procedure to reduce the above system of coupled equations to a single scalar second order ODE.
Noting that the structure of the transition matrix is assumed to be
the equations (B2) can be written out explicitly as
and are easily decoupled by considering the sum and the difference of the two components of q(t). First, taking the sum Σ(t) := q 1 + q 2 , we obtain τΣ +Σ = 0,
which is readily solved by
where C 1 and C 2 are constants of integration. The initial conditions require us to take q 1 (0) = q 2 (0) = 0, which means that τ [q 1 (0)+q 2 (0)] = [p 1 (0)+p 2 (0)] = 1, and further that τ [q 2 (0) −q 1 (0)] = p 2 (0) − p 1 (0) = 1 − 2p 1 (0). Thus requiring Σ(0) = q 1 (0) + q 2 (0) = 0 (both environments initially in equilibrium) and τΣ(0) = p 1 (0) + p 2 (0) = 1 (conservation of probability), we obtain Σ(t) = (1 − e −t/τ ).
Next, considering the difference ∆(t) := q 2 −q 1 , we obtain τ∆+∆+[k out (t)+k in (t)]∆+[k out (t)−k in (t)]Σ = 0, (B9) which, together with the initial conditions ∆(0) = 0 anḋ ∆(0) = [1 − 2p 1 (0)]/τ , can easily be solved numerically.
Appendix C: Riccati Theory
Here the Riccati analysis of a singular perturbative system is summarized [37] . Let us consider a general system of the form ẋ = A(t)x + B(t)y, ηẏ = C(t)x + D(t)x,
where η is small and D(t) is negative definite and invertible. We note here that when we set η to zero, we obtain y 0 (t) = −D −1 Cy 0 (t), 
The transformed variables obey the corresponding decoupled differential equations,
It can be shown that as t → ∞, x → u, so if we are interested in the long time behavior, we only need to solve for u. Expanding u and L in perturbation series,
we obtain the following recursion relations:
O(η n ), n > 0 : DL n =L n−1 + L n−1 A − n−1 k=0 L k BL n−1−k ,
O(η 0 ) : u 0 (t) = x 0 (t), 
where ǫ is small. We first expand
Substituting this into the ODE gives the simple recursion relation
This is the expansion used for obtaining the low frequency expressions presented in Sect. III.
