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The reference-free averaging of three-dimensional
electron microscopy (3D-EM) reconstructions with
empty regions in Fourier space represents a pressing
problem in electron tomography and single-particle
analysis.We present amaximum likelihood algorithm
for the simultaneous alignment and classification of
subtomograms or random conical tilt (RCT) recon-
structions, where the Fourier components in the
missing data regions are treated as hidden variables.
The behavior of this algorithm was explored using
tests on simulated data, while application to experi-
mental data was shown to yield unsupervised class
averages for subtomograms of groEL/groES com-
plexes and RCT reconstructions of p53. The latter
application served to obtain a reliable de novo struc-
ture for p53 that may resolve uncertainties about its
quaternary structure.
INTRODUCTION
Modern electron microscopes allow the visualization of indi-
vidual copies of biological macromolecular complexes in a
hydrated environment (Stahlberg and Walz, 2008). Because the
electron dose needs to be strictly limited to prevent radiation
damage, the resulting images are extremely noisy and averaging
overmultiple copies of identical complexes is often a prerequisite
to obtain reliable structural information. However, because of the
high noise levels, averaging approaches in three-dimensional
electron microscopy (3D-EM) often rely on comparison with
a reference structure, and thereby may become sensitive to
bias toward this reference. This problem may be particularly
aggravated when the data are not measured in its totality, which
is the case for subtomograms or RCT reconstructions. Because
in both types of experiment the tilt angle in the microscope is
physically limited, one cannot collect the data to completeness
and the resulting reconstructions contain empty regions in Four-
ier space. In this contribution, we present an unsupervised aver-
aging approach that can simultaneously align and classify such
3D reconstructions with missing data regions in Fourier space.
In electron tomography, a 3D density map of a unique object
(e.g., an entire cell) is obtained by tilting the sample over
a controlled series of angles and combining the correspondingStructure 17, 1563–1projection images in a single reconstruction (Hoenger and McIn-
tosh, 2009; Leis et al., 2009). In the case of single-axis tilting, the
missing region in Fourier space iswedge -shaped, whereas dual-
axis tilting reduces this region to a pyramid. The incompleteness
of the data in Fourier space results in serious artifacts in the 3D
densitymaps. However, if multiple copies of the samemacromo-
lecular complex can be identified and extracted from this recon-
struction, one can average over these so-called subtomograms,
provided that their relative orientations can be determined and
they can be separated into structurally homogeneous classes.
Apart from reducing the high levels of noise, averaging also
reduces the real-space artifacts due to the incompleteness of
the data by ‘‘filling in’’ the missing data regions (Forster and
Hegerl, 2007). The latter is true because those data points that
are missing in a particle in a given orientation may be observed
for another particle in a different orientation, and vice versa.
Moreover, by placing the averaged structures back into the
cellular reconstruction, one could obtain the ‘‘molecular atlas’’
of the cell, i.e., the spatial distribution of the different functional
states of multiple macromolecular complexes throughout the
cell. However, because of the high noise levels of individual sub-
tomograms, their incomplete character, and problems related to
model bias, the unsupervised alignment and classification of
subtomograms currently still represents an important hurdle for
what has been called the visual proteomics application of cellular
tomography (Nickell et al., 2006).
In single-particle analysis, isolated and purified complexes are
imaged in a thin layer of vitreous ice, and multiple projections of
assumedly identical copies of the complexes are combined in
a single 3D reconstruction (Frank, 2006). Because the molecules
adopt unknown orientations on the experimental support, their
relative projection directions are typically determined a posteriori
by comparison of the experimental images with computer-simu-
lated projections of a 3D reference structure. However, the
generation of a suitable initial reference map is a highly compli-
cated task, especially for small (i.e., < 400 kDa) or flexible mole-
cules with no or low symmetry (Llorca, 2005). A proven way to
generate 3D reconstructions de novo is the random conical tilt
(RCT) method, where one records image pairs at two different
tilt angles in the microscope (Radermacher, 1988; Radermacher
et al., 1986). In the general case that the molecules adopt mul-
tiple orientations on the support, RCT processing will produce
multiple reconstructions in different orientations and, if the mole-
cules are structurally variable, also in distinct conformations.
Moreover, the geometrical design of the RCT experiment results
in reconstructions with missing regions in Fourier space that are572, December 9, 2009 ª2009 Elsevier Ltd All rights reserved 1563
Structure
Maximum-Likelihood Subvolume Averaging in 3D-EMcone shaped. Thereby, averaging over RCT reconstructions
again involves alignment and classification of incomplete recon-
structions, and is conceptually very similar to the problem of sub-
tomogram averaging.
Early work on aligning RCT reconstructions includes Penczek
et al. (1994). More recently, the potentials of averaging RCT
reconstructions have been illustrated by pioneering work on
highly flexible spliceosome complexes by Stark and co-workers
(Sander et al., 2006), and also Radermacher employed the RCT
technique to study highly flexible complexes (Radermacher,
2009). Nevertheless, to date no specific algorithms for the aver-
aging of RCT reconstructions that take the missing cones into
account have been described. More contributions are available
on subtomogram averaging, and several efforts to obtain molec-
ular atlases of cells have already been reported (e.g., Brandt
et al., 2009; Malmstrom et al., 2009). Initial approaches to subto-
mogram averaging that did not take the missing wedges into
account were observed to suffer from the alignment or classifica-
tion of artifacts (Walz et al., 1997). More recently, the treatment of
the missing wedges has played an increasingly important role.
The Baumeister group was the first to propose a scoring function
that accounts for missing wedges, the constrained cross-corre-
lation coefficient, which limits the comparison of two maps to
those regions in Fourier space where both maps contain data.
Although initially only used for subtomogram alignment (Beck
et al., 2004; Forster et al., 2005; Frangakis et al., 2002), more
recently pairwise calculation of this similarity measure for aligned
subtomograms was also employed for classification purposes
(Forster et al., 2008). Similar approaches to take the missing
wedge into account were also used by other groups. Subrama-
niam and coworkers used a multiplicative mask for the missing
wedge in Fourier space and proposed an iterative procedure of
efficient subtomogram alignment based on spherical harmonics
analysis, and classification based on hierarchical clustering (Bar-
tesaghi et al., 2008; Liu et al., 2008). Winkler et al. classify and
align subtomograms based on constrained cross-correlation
using either ‘‘alignment by classification’’ (Dube et al., 1993), or
iterative schemes involving multivariate statistical analysis, hier-
archical clustering, and realignment of the classes (Winkler et al.,
2009). Schmid and Booth proposed a simpler scoring function
that also restricts the comparison to the mutually observed
regions in Fourier space, but is much faster to calculate (Schmid
and Booth, 2008).
Common characteristics of existing approaches for subtomo-
gram averaging are that alignment and classification are often
performed in separate steps, and that the resulting averages are
calculated in Fourier space by dividing the sum of all images by
the number of times that each Fourier component was observed.
(The latter hasbeencalledweightedaveraging, andwewill use the
same term throughout this paper.) Both characteristics may
behave suboptimally in specific situations. Depending on the
type of structural heterogeneity and the overall shape of the parti-
cles, theproblemsof alignmentandclassificationmaybestrongly
intertwined, while weighted averaging in Fourier space may put
too strong emphasis on noisy Fourier components that were
observed only a few times in cases where the particles adopt
a preferred orientation and the missing regions are not filled up.
Our proposal is to tackle alignment and classification simulta-
neously through a multireference refinement, and to obtain the1564 Structure 17, 1563–1572, December 9, 2009 ª2009 Elsevier Ltparameters of a statistical data model by maximum likelihood
estimation. Similar approaches have proven highly effective for
the alignment and classification of structurally heterogeneous
two-dimensional (2D) projection data sets in single-particle
analysis (Scheres et al., 2005, 2007a). A major benefit of the
maximum-likelihood approach is the explicit, statistical descrip-
tion of the abundant experimental noise in the data, which allows
one to ‘‘marginalize,’’ i.e., calculate probability-weighted assign-
ments, over the so-called hidden variables. These variables are
necessary to solve the problem, but were not observed in the
experiment. Here, obvious hidden variables are the class and
orientational assignments of every particle. In addition, to explic-
itly reflect the unobserved character of the missing data in our
statistical model, we also treat all Fourier components in the
missing data regions as hidden variables. We will derive the cor-
responding algorithm, where the missing data regions are com-
plemented with the current estimates for the model parameters,
and we will show that this algorithm may be employed in a
completely unsupervised manner for the alignment and classifi-
cation of subtomograms or RCT reconstructions.
Results
The Data Model
We model our data set to consist of N 3D reconstructions (parti-
cles) Xi, with 3D Fourier transforms Xi, which are described
according to the following model in Fourier space:
Xi =RFi Aki +Gi for i = 1; 2;.;N (1)
where:
 Xi˛RJ is a J-dimensional vector of complex values ðXiÞj or Xij
in short, which can be divided into a vector Xoi of observed
components Xoij and a vector X
m
i of missing components X
m
ij .
Each data vector Xi may have a unique pattern of missing
components, but the pattern is known for every Xi. We formalize
the notion of a missing data generation mechanism by defining
a J-dimensional missing data indicator vector wi, such that
wij = 1 for observed elements, and wij = 0 for missing elements.
 Aki is one of K unknown 3D structures in Fourier space
A1;A2;.;AK˛RJ. These are the objects we wish to estimate
from the data. ki is an unknown, random integer with possible
values 1, 2,., K, indicating which of the unknown structures
corresponds to particle Xi.
 RFi is a transformation matrix, which maps the unknown
structure Aki on particle Xi. The actual transformation Fi for
particle Xi is unknown. We parameterize this transformation by
fi, a 6D vector (corresponding to three Euler angles qrot , qtilt,
qpsi, and three real-space translation coordinates, qx , qy, qz).
 Gi˛RJ is a J-dimensional vector of unknown, independent
Gaussian noise with mean zero and unknown standard devia-
tion s.
In this model, the data space comprises the entire J-dimen-
sional vector Xi, including the part that remained unobserved,
which contrasts with alternative approaches where the data
space is restricted to only the observed part of Xi, (e.g., Forster
and Hegerl, 2007). We note here that also in the latter case one
may devise a maximum-likelihood algorithm, and investigations
into alternative ways to deal with preferred orientations within
such a data model are currently underway (unpublished results).
Also, the assumption of white Gaussian noise in this model mayd All rights reserved
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3D-EM. Still, similar assumptions in maximum-likelihood (ML)
classification approaches for single-particle data have been
shown to be highly effective (Scheres et al., 2005, 2007a). More-
over, the mathematical framework presented here could easily
be adapted to describe colored noise by introducing a resolu-
tion-dependent estimate for the standard deviation of the noise.
Again, for single-particle analysis such an approach has previ-
ously been shown to be effective (Scheres et al., 2007b), but
we chose not to implement a similar approach here because of
its increased computational complexity.
The Optimization Problem
The task at hand is to estimate A1;A2;.;AK from the partially
observed data vectors X1;X2;.;XN. We view this estimation
problem as an incomplete data problem, where the missing
data associated with Xi are their unknown transformation Fi
and class assignment ki, as well as the vector of missing Fourier
components Xmi . Note that if the data would have been
complete, i.e., if Fi, ki and X
m
i would have been observed, this
problem would be extremely easy to solve by straightforward
averaging. Because this is not the case, we deal with the incom-
pleteness of the data by expectation maximization (Dempster
et al., 1977). This method provides a general solution for finding
maximum likelihood estimates of parameters in probabilistic
models that depend on unobserved, or so-called ‘‘hidden vari-
ables,’’ which are added to the observed data forming a
complete-data vector. The algorithm forms a likelihood function
on the complete-data vector, and then overcomes the fact that
part of the data is missing by iteratively working with the condi-
tional expectation of the complete-data log-likelihood given the
observed data, which is effected using the current fit for the
missing parameters.
In this case, the complete data set corresponds to

Xoi ;X
m
i ;Fi; ki

for i = 1; 2;.;N; (2)
and we aim to find those parameters that maximize the joint
probability of observing the entire set of observed data vectors
Xo1 ;X
o
2 ;.;X
o
N:
LðQÞ=
XN
i = 1
log
XK
k = 1
Z
f
Z
Mi
P

Xoi jk;f;Xmi ;Q

P

k;f;Xmi jQ

dfdMi
(3)
where
R
Mi
dMi is a shorthand notation for the integrals from N
to N for every missing Fourier component Xmij in Xi:R
Mi
dMi =
RN
Xm
i1
=N
RN
Xm
i2
=N.dX
m
i1dX
m
i2. .
According to the data model in (1), the probability of observing
Xoi for a given combination of the hidden and model parameters
is expressed as:
P

Xoi jk;f;Xmi ;Q

=

1
2ps2
J
exp
(
1
2s2
XJ
j = 1

wijkðRfAkÞjXoij k2
+ ð1wijÞkðRfAkÞjXmij k2
)
(4)Structure 17, 1563–1We assume that the prior probabilities of all k,f and Xmij are inde-
pendent, and that all rotations and all values of the missing Four-
ier components are equally likely. In addition, we assume that the
translational components of f are distributed according to a 3D
Gaussian, centered at the origin and with standard deviation x,
and the proportion of particles belonging to the class is
described by values ak (with akR0, and
PK
k =1 ak = 1). Thereby,
Pðk;f;Xmi jQÞ is expressed as:
P

k;f;Xmi jQ

=
Cak
x3
exp
(
q2x +q
2
y +q
2
z
2x2
)
; (5)
where C is a constant to ensure thatPK
k = 1
R
f
R
Mi
Pðk;f;Xmi jQÞdfdMi = 1.
From (5) and (6) we see that model parameter setQ comprises
estimates for A1;A2;.;AK , a1;a2;.;aK , s, and x, while as
stated above, the hidden variables consist of k, f for every
particle and all Xmi .
The Optimization Algorithm
In the Supplemental Data (available online), we derive the
following expectation-maximization algorithm for the optimiza-
tion of the log-likelihood function in (4). The estimates for the
underlying 3D structures may be updated by:
Anewkj =
XN
i = 1
Z
f
P

k;fjXoi ;Qold
nðR1f wiÞjðR1f Xoi Þj+ð1ðR1f wiÞjÞAoldkj
o
df
XN
i =1
Z
f
Pðk;fjXoi ;QoldÞdf
;
(6)
where R1f denotes the inverse transformation of Rf, and
Pðk;fjXoi ;QÞ is the conditional probability of k and f in terms
of the current model estimates and calculated only over the
observed Fourier components Xoi .
Similarly, the estimate for the standard deviation in the noise
may be updated using:
ðsnewÞ2 = 1
NJ
XN
i = 1
XJ
j = 1
XK
k = 1
Z
f
P

k;fjXoi ;Qold


n
wijk

RfA
old
k

j
Xoij k
2
+ ð1wijÞ

sold
2o
df (7)
The updates of ak and x are analogous to their updates in the 2D
case (Scheres et al., 2005), and are given by:
anewk =
XN
i = 1
Z
f
P

k;fjXoi ;Qold

df (8)
ðxnewÞ2 = 1
3N
XN
i = 1
XK
k = 1
Z
f
P

k;fjXoi ;Qold
n
q2x +q
2
y +q
2
z
o
df (9)
Comparison with the ML Algorithm for Single Particles
It is interesting to compare the estimation problem and the
optimization algorithm at hand with those for the simultaneous
alignment and classification of 2D single-particle projections
(Scheres et al., 2005). Although the latter concerned a 2D case572, December 9, 2009 ª2009 Elsevier Ltd All rights reserved 1565
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The main differences between the two cases lie in the hidden
variables. In the 2D case, f comprised translational coordinates
in only two directions and only a single in-plane rotation, whereas
for the case at hand 3D rotations and three translations are to be
evaluated. Moreover, the data vectors in the 2D case were
completely observed, so that Xmi did not form part of the hidden
variables.
Consequently, also the two optimization algorithms are
similar. As for the 2D case, the algorithm derived above calcu-
lates model parameter updates as probability-weighted aver-
ages over all possible assignments of the hidden variables f
and k. However, rather than calculating these probabilities over
the entire data vectors, they are calculated only over the
observed elements. In this way, the underlying similarity mea-
sure of the experimental particles and the average is similar to
the constrained cross-correlation coefficient as proposed previ-
ously (Forster et al., 2005; Frangakis et al., 2002). Due to the
incompleteness of the data vectors, additional terms arise in
(7) and (8), compared to their counterparts in the 2D case. To
be more concise, for those regions in Fourier space that were
unobserved, the data vectors are complemented with the corre-
sponding values of the model at hand (Aoldkj or s
old). That is, one
‘‘fills in’’ the missing wedges of the incomplete data vectors
with the current model estimates in order to generate a pseudo-
complete data set. In this way, the iterative algorithm functions in
a way that is very similar to the complete-data case and that
does not involve any division by the number of times a Fourier
component has been observed, as would be the case in
approaches based on weighted averaging.
A Regularized Optimization Target
We also implemented an algorithm to optimize a regularized log-
likelihood function. Rather than maximizing (4), this algorithm
optimizes the following target, which contains an additional
empirical term that restraints the differences between the
distinct class averages by minimizing the square L2-norms of
all respective difference maps:
LðQÞ= LðQÞ  w
2s2
XK
k = 1
XK
l =1
vkl
XJ
j =
kAkj  Aljk2: (10)
Here, q and vkl are free parameters that determine to what
extent the similarity among the different class averages is
imposed. We note that this regularization is very similar to the
neighbor restraints in the kernel-density self-organizing map
(Pascual-Montano et al., 2002). Actually, although our current
implementation only employs vkl = 1, we note that for a special
choice of vkl a neural network-like algorithm may be obtained
that is very similar to that of the self-organizing map, but that
complements the missing wedges with the model estimates
from the previous iteration. Because the regularization term in
a way contradicts the goal of clustering (to obtain as different
as possible class averages), we typically only employ this term
during the first few iterations and gradually decrease the value
of q to zero.
The corresponding algorithm is very similar to the one outlined
above (see Supplemental Data available online). The update
formulae for the model estimates Akj and s contain addition
terms compared with the updates given in (7) and (8), while the1566 Structure 17, 1563–1572, December 9, 2009 ª2009 Elsevier Ltupdates for ak and x are not affected by the regularization term
and remain as given in (9) and (10).
RESULTS
Model Calculations
To test the potentials of the presented ML approach, we first
used simulated data to compare their performance with a stan-
dard multireference refinement based on constrained cross-
correlation coefficients and weighted averaging (CC). The simu-
lated data were generated in a perhaps simplistic manner to
represent the idealized case, where the data are in accordance
with the underlying statistical model of our approach. Atomic
models of GroEL14 and GroEL14GroES7 complexes (Protein
Data Bank [PDB] IDs 1GR5 and 2C7C, respectively) were con-
verted to 2.5 nm resolution electron density maps using the con-
vert_pdb2vol program from the Xmipp package (Sorzano et al.,
2004). All simulated data sets contained 200 subtomograms,
for which GroEL14 or GroEL14GroES7 were randomly selected
with equal probability. These maps were subsequently rotated
and translated, various amounts of independent Gaussian noise
were added, and a missing wedge was applied in the Fourier
domain corresponding to a tilt series from 60 to 60. Random
translations were sampled from a uniform distribution between
3 and +3 voxels in all three directions. Random rotations
were sampled from an approximately even distribution of three
Euler angles with random perturbations. To simulate different
degrees of preferred orientations, Euler triplets where the
second Euler angle was between 60 and 120 or between 40
and 140 were omitted from the angular distributions. This corre-
sponded to a moderate and a more severe preferred orientation
of the particles with an increasing lack of information along the
seven-fold axis of the GroEL complexes. The direction of these
preferred orientations corresponds to the worst-case scenario,
i.e. it coincides with the direction in which the differences
between the two structures are most different.
Unsupervised alignment and classification runs with these
model data sets comprised refinements with K = 2 references
and an angular sampling of 15. All refinements were started
from the weighted averages of two random subsets of the
data in random orientations, and all runs were stopped after
40 iterations. Preliminary experiments without the additional
regularization term on the log-likelihood function (11) showed
suboptimal classification behavior for both the ML and the CC
algorithms, which appeared to get stuck in local minima at the
initial iterations of the optimization process. Therefore, in all
subsequent ML and CC runs we employed a regularization
scheme where the regularization parameter q was initially set
to 5N/K2, and then linearly decreased to 0 in the first 5 iterations.
Then, multiple runs of the ML and the CC approaches were
compared for data sets with the moderate preferred orientation
and signal-to-noise ratios (SNRs) ranging from 0.002 to 0.1
(Figure 1). Except for the lowest tested SNR, where both
approaches failed, the ML approach gave purer classes than
the CC approach over the whole SNR range. Notably, at SNRs
higher than 0.007 the ML approach gave almost completely
pure classes for all runs performed, whereas even for SNRs as
high as 0.1 the CC approach still failed in some of the runs. In
the latter cases, typically all images were assigned to a singled All rights reserved
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observed for the ML approach, but we note that although these
solutions result in low class purities, they can be easily dis-
cerned from correct solutions.
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Figure 1. Model Calculations
(A) Class purities (see below) for the ML (black) and CC (gray) approach to
unsupervised multireference refinement of simulated data sets with varying
amounts of noise. Averages and standard deviations (error bars) are calculated
over five runs that were started from different random class and orientation
assignments.
(B) As in A, for simulated data with SNR = 0.007, comparing the ML approach
with a modified ML approach (MLs = 0) where the standard deviation of the
noise was fixed at a value 100 times lower than the actual noise level.
(C) As in B, comparing the ML approach with a modified ML approach (MLwa)
where the marginalization over the missing data regions was replaced by
a weighted-averaging approach.
(D) As in C, but for data with a more severe preferred orientation of the
particles.
(E) Class purities for the ML multireference refinements (as in A, black) and for
the ML refinements with perfectly aligned particles (gray).
(F) Errors in the angular assignments of the groEL14 complexes in theMLmulti-
reference refinements (black) and theML refinements with structurally homog-
enous subsets (gray). To calculate class purities and angular errors, class and
angular assignments were based on the maximum of the probability distribu-
tion of each particle. Then, as given on p. 549 of (Tan et al., 2006), class purity
was defined as
1
N
X2
k = 1
max
t
mkt;
withmkt being the number of particles from true structure t assigned to class k.
Angular errors were calculated as the average angular distance between the
three vectors of the coordinate systems defined by the perfect Euler angles
and the angles obtained in the ML refinements. All 14 equivalent orientations
due to the D7 symmetry of the groEL14 complex were taken into account.
Note that, as a consequence of this high symmetry the angular errors at low
SNR (almost 30) correspond to near-random angular assignments.Structure 17, 1563–15To gain a better understanding of the ML algorithm, we then
performed two additional experiments for the data set with
a SNR of 0.007, which appeared to be on the limit of the amount
of noise the ML approach can handle for this phantom. The first
experiment was designed to test the effect of marginalizing over
all orientations and classes, i.e., the calculation of probability-
weighted class and orientation assignments. This was done by
performing ML runs with s fixed at a value 100 times smaller
than the actual noise in the data. This effectively converts the
probability distributions into approximate delta functions,
yielding an algorithm that is closely related to the CC approach
(cf. Sigworth, 1998), although it still complements the missing
data with the current model estimates in each M-step. These
runs gave significantly worse classification results than the true
ML approach (Figure 1B), and detailed analyses of the conver-
gence paths of both runs (not shown) indicated that the runs
with near-delta function probability distributions have an
increased tendency to get stuck into local minima at early stages
of the optimization process.
The second experiment was designed to test the effect of
marginalizing over the missing data regions. This was done by
adapting the ML algorithm to use weighted averaging rather
than marginalization over the missing data regions. That is,
rather than complementing the missing wedges with the model
estimates from the previous iteration, the adapted ML algorithm
divides every Fourier component in the average by the number of
times it was observed, while it still calculates probability-
weighted averages over all orientation and class assignments.
For data with the moderate preferred orientation, complement-
ing the missing wedges yielded somewhat better class purities
than weighted averaging, but the differences were smaller
compared with the run with near-delta functions (Figure 1C).
Much more pronounced differences were observed for data
with the more severe preferred orientation (Figure 1D). For the
latter data, the missing wedges upon alignment of all particles
do not fill up Fourier space in the average, while for themoderate
preferred orientation at least several experimental observations
were available for all Fourier components. Detailed analyses of
these runs revealed that, in particular for the data with the severe
preferred orientation, the numerical instabilities caused by divi-
sion by relatively small numbers negatively affected the optimi-
zation paths of the weighted-average algorithm. In several
cases, this algorithmwas even observed to diverge from reason-
able solutions at intermediate stages to much worse solutions at
the end of the runs.
Finally, we performed two experiments to evaluate the align-
ment and classification properties of our algorithm separately.
First, we provided the perfect alignment parameters of the simu-
lated data sets and applied the ML algorithm to classify these
data while keeping the angular assignments fixed. As expected
for the less complicated task of classifying perfectly aligned
particles, purer classes could be obtained at relatively low
SNRs compared with the multireference refinement schemes
described above (Figure 1E). Second, we applied the ML algo-
rithm (with K = 1) to align the structurally homogenous subsets
consisting of only the GroEL14 complexes of the data sets
described above. Remarkably, despite the less complicated
task of aligning structurally homogeneous data, over the entire
SNR range the resulting errors in the angular assignments72, December 9, 2009 ª2009 Elsevier Ltd All rights reserved 1567
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ments (Figure 1F). Even for SNRs where the multireference
refinements gave relatively impure classes (e.g., SNR = 0.005),
the errors in the angular assignments were comparable to those
obtained for structurally homogenous data. Our interpretation of
these results is that, in this particular case, the alignment may
suffer relatively little from remaining heterogeneity in the data
because of the structural resemblance of the GroEL14 and
GroEL14GroES7 complexes.
GroEL-GroES: Subtomogram Averaging
Unsupervised alignment and classification of experimental sub-
tomogramswas tested using a previously published test data set
on purified groEL and groEL/groES complexes (Forster et al.,
2008) (see Experimental Procedures for details). Several parti-
cles were discarded upon visual inspection due to remaining
density for gold particles. The remaining 780 subtomograms
were aligned using a single reference, which was obtained in
an unsupervised manner by calculating the (weighted) average
of all subtomograms in random orientations. After 25 iterations,
theML approach converged to a barrel-like structure with a clear
seven-fold symmetry component (not shown). Subsequently,
a second run with K = 3 references was started from the aver-
ages of three random subsets of the data, maintaining the angles
obtained in the first run. In this run an angular sampling of 10 was
employed, while the angular search range was limited to angular
distances within 50 from the angles of the first run. As for the
simulated data, the empirical regularization term q was initially
set to 5N=K2, and then linearly decreased to 0 in 5 iterations.
Central slices through the resultingmaps after 25 iterations are
shown in Figure 2A. Of the particles assigned to class 1, 90%
came from tilt series from preparations of groEL; likewise, 86%
and 100% of the particles assigned to classes 2 and 3, respec-
tively, came from tilt series from preparations of GroELGroES
complexes. The average map of class 1 showed an open,
barrel-like structure with clear seven-fold symmetry and was
interpreted as GroEL. Also the map of class 2 showed a barrel-
like structure with seven-fold symmetry, but with partially closed,
additional density on one of its ends, and this map was inter-
preted as GroELGroES. The map of class 3 showed a smaller
structure with less clear indications for seven-fold symmetry.
This class could not be directly related to GroEL or GroELGroES
complexes, and possibly coincides with the classes that were
tentatively interpreted as groES aggregates by (Forster et al.,
2008). Because the maps of classes 1 and 2 both showed clear
indications of seven-fold symmetry, C7 symmetry was enforced,
and subsequent fitting of the atomic structures of these
complexes (PDB IDs 1GR5 and 2C7C) in UCSF Chimera (Pet-
tersen et al., 2004) resulted in excellent fits with cross-correlation
coefficients of 0.88 and 0.81, respectively (Figures 2B and 2C).
P53-DNA: RCT Reconstruction Averaging
The usefulness of the ML approach for the unsupervised aver-
aging of RCT reconstructions was illustrated by its application
in an ongoing project of our labs on the structural characteriza-
tion of human p53. Two strikingly different quaternary structures
have previously been proposed for murine (Okorokov et al.,
2006) and human (Tidow et al., 2007) p53 complexes. In both
cases, these structures were obtained by refinement of initial1568 Structure 17, 1563–1572, December 9, 2009 ª2009 Elsevier Ltmodels that were based on angular reconstitution (common-
lines reconstruction) (Van Heel, 1987). In this work, we set out
to generate an alternative de novo model for p53 using the
RCT technique, and subsequently refined this model using the
EMAN package (Ludtke et al., 1999).
A data set of 2521 tilt pair particles of a stabilized p53 mutant
lacking it 33 C-terminal residues (see Experimental Procedures)
in complex with a dsDNA probe was processed using standard
procedures in the Xmipp package (Scheres et al., 2008) to
produce 40 RCT reconstructions in a range of different orienta-
tions. We then employed the ML algorithm outlined above to
align these reconstructions in a completely unsupervised man-
ner. Given the limited number of available 3D maps, the aver-
aging of these reconstructions was performed using only a single
reference (i.e., K = 1). Starting from a 4 nm low-pass filtered,
weighted average of all RCT reconstructions in random orienta-
tions, 13 iterations of the ML algorithm were performed with an
angular sampling of 15. The resulting average showed indica-
tions for two-fold symmetry (cf. Figures 3A and 3D), which was
subsequently enforced on the averaged map. The symmetrized
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Figure 2. GroEL/GroES Subtomogram Averaging
(A) Central slices through XY and YZ of the three class averages obtained for
the data set of subtomograms of groEL and groEL/groES complexes.
(B) Symmetrized average subtomogram for class 2 with fitted atomic model of
groEL14.
(C) Symmetrized average subtomogram for class 3 with fitted atomic model of
groEL14groES7.d All rights reserved
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Maximum-Likelihood Subvolume Averaging in 3D-EMmap (Figure 3A) displayed a largemass at the top of the complex
and four masses at the bottom, with weaker linkers connecting
the top and bottom parts. This organization has remarkable simi-
larities with the previously proposed quaternary structure for
human p53, where the top part was interpreted as the tetrameri-
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Figure 3. p53-DNA RCT Reconstruction Averaging
(A) RCT average with imposed C2 symmetry.
(B) Refinement of the RCT average against the untilted data set, imposing C2
symmetry.
(C) Refinement of a common-lines generated model against the untilted data
set, imposing C2 symmetry.
(D) RCT average without imposing any symmetry.
(E) Refinement of the RCT average against the untilted data set, without
imposing any symmetry.
(F) Comparison of the refined RCT models with (orange mesh) or without
(green) imposing C2 symmetry shows a departure of the top domain from
the symmetry axis (arrows) and a gain in linker density with one of the core
dimers (asterisk) in the asymmetric model.
All C2-symmetrized maps are shown in orange; all C1 maps are shown in
green. Maps are thresholded at 50% of the expected mass in green and
orange, and at 100% of the expected mass in (mesh) gray. The side views
(top rows) are related to the top views (bottom rows) by a 90-degree rotation,
and the putative two-fold symmetry axis is perpendicular to the plane of the
top views.Structure 17, 1563–1zation domain and the bottom part as dimers of DNA-binding
core domain dimers (Tidow et al., 2007).
Subsequent refinement of the average RCT reconstruction
with C2 symmetry in EMAN against a second data set of 7600
(untilted) particles further increased the notion of a dimer of
dimers (Figure 3B). Two additional observations validate the
overall organization of this structure. First, a very similar
C2-structure (Figure 3C) was obtained in a completely indepen-
dent manner by refinement of a model based on common-lines
reconstruction (startAny option in EMAN). Second, refinement
of the asymmetric RCT model without imposing any symmetry
yielded a structure that was virtually identical to the C2-structure
at the bottom part, while only the mass at the top part moved
slightly away from the two-fold axis (Figures 3E and 3F).
DISCUSSION
We have presented a new approach for averaging 3D maps with
missing regions in Fourier space. The novelty of our approach
lies in three general aspects. First, whereas many existing
approaches separate alignment and classification, we tackle
both problems simultaneously through multireference refine-
ments. Second, we use maximum-likelihood estimation to
calculate our model parameters as weighted averages over all
possible orientation and class assignments, rather than assign-
ing a single optimal orientation and class based on a noisy (con-
strained) cross-correlation function. And third, we explicitly treat
the notion of incomplete experimental data in our statistical
model by treating the Fourier components in the missing data
regions as hidden variables. The latter results in an algorithm
where one fills in the missing Fourier components with the corre-
sponding components of the current model estimates, rather
than dividing each Fourier component by the times it has been
observed (as in previously proposed approaches based on
weighted averaging). This gives rise to a ‘‘conservative’’ algo-
rithm, which changes the model much more slowly compared
with weighted averaging for those regions in Fourier space that
are sparsely observed among all particles. The user may tune
this degree of conservatism, because one could perform
multiple iterations of marginalization over the missing data
regions for every iteration of marginalization over the orientations
and classes. In the limit of an infinite number of iterations of
marginalization over the missing data regions, this algorithm
then becomes equivalent to its weighted averaging counterpart.
Although not used in the calculations presented in this paper, this
option was implemented in the program and comes at virtually
no additional computational cost.
The concept of complementing the missing data with the
available model estimates is not restricted to the ML approach
presented here. Also in approaches based on constrained
cross-correlation, weighted averaging may be replaced by com-
plementing the missing Fourier components with the current
model estimates. Such changes would probably require only
minor adjustments to the code of existing programs and may
provide more robust algorithms for cases where the particles
adopt preferred orientations. In this light, we also note the
work of Bostina et al., who fill up the missing data regions of their
aligned subtomograms with the corresponding values of the
weighted average of all data, prior to application of standard572, December 9, 2009 ª2009 Elsevier Ltd All rights reserved 1569
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(Bostina et al., 2007).
Initial tests of the presented algorithm were performed with
simulated data that were in agreement with the assumptions of
the underlying data model. For data with white, Gaussian noise
in a wide range of SNRs, the proposed ML algorithm was shown
to outperform a multireference refinement approach based on
weighted averaging and constrained cross-correlation, which
is in good agreement with similar observations for single-particle
refinements (Scheres et al., 2005; Sigworth, 1998).
For both the ML and the CC approaches, the classification
results were greatly improved using an empirical regularization
term. We note that, in general, regularization may be employed
to prevent overfitting or to solve ill-posed problems. Often, reg-
ularization terms tend to smooth the energy landscape of a target
function, thereby lowering the number of local minima. Also in
this case, our understanding of this effect is that the regulariza-
tion prevents the multireference refinement runs from getting
stuck in local minima at early stages of the refinement. During
the initial iterations, the quality of the references is still relatively
low due to suboptimal alignment parameters, and separation of
the images into distinct groups at these stages may converge to
mediocre solutions. The regularization term that acts during
these initial iterations enforces similarity among the references,
so that these local minima may be overcome. Starting from
initially random assignments of rotations and classes, the ML
algorithm was then shown to be capable of yielding simulta-
neous classification and alignment in a completely unsupervised
manner.
As explained above, the main differences of the ML algorithm
with conventional approaches lie in the probability-weighted
averaging over all possible orientational and class assignments
on one hand and the filling of the missing regions with the
current model estimates on the other hand. In experiments
designed to separate these two types of marginalization, in
particular the probability-weighted averaging over the orienta-
tion and class assignments appeared to have a large effect
on the refinement results. Complementing the missing data
regions seems to be of secondary importance, although this
effect became more noticeable for data with severe preferred
orientations where the missing regions were not filled up in
the averages.
The experimental data set of GroEL/groES subtomograms
that we used was previously published by Foerster et al., who
used constrained cross-correlation to align all particles against
a reference based on a low-pass filtered crystal structure, and
then classified these data using hierarchical clustering based
on the same similarity measure (Forster et al., 2008). We
obtained similar classification results, but in a completely unsu-
pervised manner. Moreover, the maps for the groEL14 and
groES14groES7 complexes obtained in our work appear to agree
somewhat better with the fitted crystal structures than those pre-
sented by Foerster et al., although a quantitative comparison is
not available at this point. Apart from the theoretical consider-
ations outlined above, such an improvement could also be
explained by the simultaneous alignment and classification in
our refinement scheme, whereas Foerster et al. separated align-
ment against a single reference from subsequent classification
and did not re-align the resulting classes.1570 Structure 17, 1563–1572, December 9, 2009 ª2009 Elsevier LtThe reference-free alignment of p53-DNA RCT reconstruc-
tions showed that, despite a low number of noisy RCT recon-
structions, the ML approach was capable of generating an aver-
aged map with remarkable similarities to a previously observed
superdomain organization of human p53 (Tidow et al., 2007).
Apart from illustrating the potentials of the ML approach in
generating de novo models for subsequent single-particle
refinement, these results also have relevance for p53 structural
biology. Previously, two strikingly different quaternary structures
were proposed based on common-lines EM-reconstructions.
Tidow et al. (2007) used negative-stain EM to study a stabilized
mutant of human full-length p53. Enforcing C2 symmetry,
they obtained models with similar domain organizations as
those shown in Figure 3, either for free p53 tetramers and for
complexes with dsDNA. (Okorokov et al., 2006) used cryo-EM
on full-length murine p53, and enforced D2 symmetry to obtain
a model with the shape of a hollow, skewed cube. As p53 may
adopt an intrinsically flexible quaternary organization to fulfill
its multiple functionalities in the cell, it is possible that both EM
reconstructions represent relevant oligomerization states (Okor-
okov and Orlova, 2009). On the other hand, some caution may
be at place, because the imposition of an incorrect symmetry
in the generation and refinement of common-lines models may
lead to important artifacts, and the inherent flexibility combined
with its small size (200 kDa) further complicate (cryo-) EM anal-
ysis of p53 samples. Our RCT averaging experiments yielded
the first de novo p53 model that is not based on common lines.
Moreover, whereas the previously proposed common-lines
models could not be obtained without imposing symmetry, our
model could be generated and refined in the absence of any
symmetry.
Summarizing, this contribution provides a general framework
for maximum-likelihood refinement of 3D maps with missing
data, and the usefulness of this approach has been illustrated
using both simulated and experimental data of subtomograms
and RCT reconstructions. As has happened previously with
similar approaches the field of single-particle analysis, it is likely
that the underlying statistical data model may need to be adap-
ted to describe a wide variety of experimental characteristics.
Apart from the theoretical considerations about the data model
outlined above, neighboring particles from the crowded environ-
ment of the cell could interfere with the correct normalization of
subtomograms, as was previously observed for single-particle
analyses (Scheres et al., 2009). In addition, densities in cellular
subtomograms for neighboring complexes, gold particles, or
membranes that are not described by the data model may
lead to artifacts in the alignment and classification process,
whereas real-space masks (to remove such artifacts) may lead
to additional dependencies in Fourier space and to underesti-
mation of the noise variance. To facilitate further testing and
possible adaptation in the field, the presented algorithm has
been made freely available through its implementation in the
open-source Xmipp package (Sorzano et al., 2004). Extrapo-
lating our experience with maximum likelihood refinement of
structurally heterogeneous single-particle projection data
(Scheres et al., 2005, 2007a), we expect that this implementa-
tion may provide a useful tool for unsupervised alignment and
classification of electron subtomograms or RCT recon-
structions.d All rights reserved
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GroEL/groES Subtomogram Data
The tomographic data on groEL/groES mixtures used in this work was pub-
lished previously (Forster et al., 2008). These authors collected single-axis
tilt series on purified protein samples of GroEL and GroELGroES complexes
mixed with a 10 nm BSA-colloidal gold suspension. Carbon-coated grids
were vitrified by plunge freezing, and low-dose images were collected using
a Tecnai G2 Polara microscope (FEI, Eindhoven, The Netherlands) equipped
with a 2k 3 2k CCD camera. The tilt series ranged from 65 to 65 with
a 2–2.5 increment, defocus values between 4 and 7 mm were used, and the
pixel size at specimen level was 0.6 nm. Manual particle selection yielded
several thousand subtomograms, which were downscaled to 32 3 32 3 32
voxels with a final voxel size of 1.2 nm. From this data set, 793 subtomograms
were selected based on a cross-correlation criterion with the average of all
subtomograms aligned against a low-pass-filtered crystal structure of the
GroELGroES complex (Xu et al., 1997).
P53 Electron Microscopy
A deletion mutant of human p53, lacking its 33 C-terminal residues (NTC,
p531-360) and with four stabilizing mutations in the core domain (M133L/
V203A/N239Y/N268D) (Nikolova et al., 1998), was expressed in E. coli, and
purified as described elsewhere (Veprintsev et al., 2006). Complexes with
a double-stranded DNA probe containing the TGFA response element were
prepared at a high concentration (10 mM) to avoid free p53. These samples
were simultaneously separated on molecular weight and cross-linked with
glutaraldehyde using the Grafix method (Kastner et al., 2008). For all fractions,
the interaction of the DNA probe with p53 was confirmed by electrophoretic
mobility shift assay, and the size of the complex was confirmed using
SDS-PAGE. Only fractions containing p53 tetramers in complex with DNA
were selected for EM. Negative staining was performed with uranyl formiate
in carbon sandwich technique over Quantifoil grids. Micrographs were taken
in tilted pairs, at tilt angles of 0 and 45, under low-dose conditions on
a JEOL JEM-2200FS electron microscope. Images were recorded on a 4k 3
4k CCD camera at a magnification of 64,3053 , corresponding to a 2.1 A˚ pixel
size. A total of 2521 pairs of particles were manually selected, downscaled to
a pixel size of 8.4 A˚, and processed using standardized RCT protocols in
Xmipp (Scheres et al., 2008) to generate 40 reconstructions of 30 3 30 3 30
voxels. Similarly, a second data set consisting of 7600 untilted particles was
obtained using the same protein sample, but incubated with a dsDNA probe
containing the GADD45 response element.
Implementation
The ML algorithm outlined above was implemented in the xmipp_ml_tomo
program of the Xmipp package (Sorzano et al., 2004). The same program
also implements a standard multireference refinement scheme based on
weighted averaging and maximum constrained cross-correlations (CC). In
addition, although we did not derive the corresponding formulas here, the
program implements a modified maximum-likelihood algorithm that employs
weighted averaging to calculate the reference structures. The latter two imple-
mentations depend on an additional free parameter in the form of a threshold
value to prevent divisions by zero, which was set to 0.1 in all calculations.
Although the program reads 3D maps in single-file SPIDER format only,
the Xmipp package provides utilities to convert to and from other common
formats like MRC (Crowther et al., 1996) or EM (Hegerl, 1996). Missing data
regions may be defined as cones, wedges, or pyramids, and the program
may also be used to align 3D maps without missing regions. The 6D integra-
tions over all orientational and translational assignments are performed
exhaustively, although the orientational integrations may optionally be limited
to a given angular distance from a set of initial orientations for all particles. The
integrations over all orientations are replaced by discrete Riemann sums over
approximately even distributions of the three Euler angles. It is noteworthy that
these distributions are oriented differently according to a small random pertur-
bation at every iteration to prevent the optimization from getting stuck in local
minima. The program has been parallelized with near-linear efficiency for the
numbers of processors employed in this study, using a hybrid scheme of
distributed and shared memory parallelization by the combined use of the
message passing interface (MPI) and threads. The computational cost of theStructure 17, 1563–1implementation scales linearly with the number of particles, the number of
classes and the number of sampled rotations. In addition, it scales approxi-
mately linearly with the number of voxels in the 3D maps. The runs with the
model data took approximately 7–8 hr wall clock time each, using 20 3GHz
Intel Xeon processors in parallel. The groEL runs took in total 17 hr on 128
2.3GHz IBM Power PC processors, and the alignment of the p53 maps took
20 min on 20 3GHz Intel Xeon processors.
SUPPLEMENTAL DATA
Supplemental Data include a Supplemental Approach and can be found
with this article online at http://www.cell.com/structure/supplemental/
S0969-2126(09)00411-0.
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