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Abstract
Area law violations for entanglement entropy in the form of a square root have recently
been studied for one-dimensional frustration-free quantum systems based on the Motzkin
walks and their variations. Here we consider a Motzkin walk with a different Hilbert
space on each step of the walk spanned by the elements of a Symmetric Inverse Semigroup
with the direction of each step governed by its algebraic structure. This change alters the
number of paths allowed in the Motzkin walk and introduces a ground state degeneracy
that is sensitive to boundary perturbations. We study the frustration-free spin chains
based on three symmetric inverse semigroups, S31 , S32 and S21 . The system based on S31
and S32 provide examples of quantum phase transitions in one dimension with the former
exhibiting a transition between the area law and a logarithmic violation of the area law
and the latter providing an example of transition from logarithmic scaling to a square
root scaling in the system size, mimicking a colored S31 system. The system with S21 is
much simpler and produces states that continue to obey the area law.
1 Introduction
Local interacting Hamiltonians are good candidates for describing real systems and can
be simulated on available computational resources in most cases. This is especially true
for systems with low correlations as seen in the development of various techniques like
density matrix renormalization groups (DMRG) and tensor networks [1–3], where the
physically interesting degrees of freedom span a small subspace of the entire Hilbert space
of the many body system, which is generally much larger. The entanglement entropy
of the system can detect these correlations, and in particular gapped Hamiltonians in
1D possess ground states that obey the area law [4, 5], which is believed to hold in
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higher dimensions as well. Area laws for the entanglement entropy have also found uses
in seemingly disparate areas of black hole physics, quantum information and quantum
many body physics [6–10].
While we desire many body states obeying the area law to be able to simulate them,
a generic quantum many body state is extensively entangled and obeys the volume law
in subsystem size, seen in [11–19]. Other examples include a supersymmetric many body
system [20]. For gapless systems we see a violation through a logarithmic factor [21].
Examples are found in (1 + 1)-dimensional conformal field theories [22–25] and in Fermi
liquid theory [26,27].
More recently there have been constructions based on random walks, like the Motzkin
and Dyck walks (MWs or DWs respectively), that have led to yet another violation of
the area law through a factor
√
n [28–30]. These models are frustration free, and have
a unique ground state that is a uniform superposition of paths which satisfy the MWs
or DWs. For the former case, the energy gap scales as a power law in the size of the
system and the system is away from criticality (not described by conformal field theory).
Such systems have been generalized by deforming the Hamiltonian with weights [31–33]
leading to a unique ground state that is now a weighted superposition of paths satisfying
the MWs or DWs. For suitable values of the weights they show the area law and the
volume law, thus modeling quantum phase transitions.
In this paper we introduce a new modification of the MWs by restricting the walks
with the elements of symmetric inverse semigroups. Inverse semigroups appear in a
variety of areas that are of interest to physics. We convince the reader by providing
some examples. They arise in the theory of partial symmetries and act as symmetries
of the tilings of Rn, and aperiodic structures like quasicrystals [35–37]. These structures
are seldom used in quantum theory as they cannot be unitarily represented on Hilbert
spaces due to its nature of only acting on subsets of the Hilbert space. Nevertheless their
algebraic structure can be exploited to construct integrable supersymmetric many body
systems [38], which possess many-body localized states.
Here we construct a frustration-free local Hamiltonian made up of local equivalence
moves that are obtained using the structure of the inverse semigroups. The resulting
systems model two kinds of quantum phase transitions measured by the entanglement
entropy of the system, one between states obeying the area law and those violating
it logarithmically in the system size, and another where the states either violate the
area law logarithmically or violate it as the square root in the system size. These are
summarized in Figs. 15 and 2. We also emphasize that the method used to compute
the entanglement entropy is the standard one, as done in [28–30], which are for theories
2
away from criticality, as we expect a similar behavior to hold for the models constructed
here. Apart from this, these systems also possess a ground state degeneracy that arises
due to the algebraic structure of the inverse semigroups.
λ
λ = 0
Sn ∝ log(n) Sn = O(1)
Figure 1: The change in the behavior of the entanglement entropy as a function
of a tunable parameter λ in the S31 system of (3.10).
Sn ∝ log(n) Sn ∝ √n
µ
µ = 0
Figure 2: The change in the behavior of the entanglement entropy as a function
of a tunable parameter µ in the S32 system of (4.26), which is a colored version
of the S31 system .
The paper is organized as follows. In Sec. 2 we give the basic definition of inverse
semigroups, recall the rules of the Motzkin walk and introduce its modification using
the inverse semigroup elements. We build systems based on three symmetric inverse
semigroups, namely S31 , S32 and S21 . These are described in Secs. 3, 4 and 5 respectively.
In each of these sections we present the frustration-free Hamiltonian built out of the local
equivalence moves dictated by the algebraic structure of the inverse semigroup under
study, find the number of paths that satisfy the modified Motzkin walk and compute
the entanglement entropies of the half chain for the ground states. We conclude with a
discussion and outlook in Sec. 6.
2 MWs governed by Inverse Semigroups
Semigroups can be thought of as generalizations of groups by relaxing the condition for
the inverse. However we can still introduce a unique inverse to every element of the
semigroup to make it an inverse semigroup. This is still different from a group, as now
there is no unique identity element but instead partial identities. These ideas become
clearer with Symmetric Inverse Semigroups (SISs) which are analogs of the permutation
3
groups in group theory [39, 40]. Their elements are the partial functions on a set of
finite order, k. It is denoted by Skp , where p is the order of the subset on which the
partial functions act. The partial symmetry elements of Sk1 are denoted by xa,b, with
a, b ∈ {1, · · · , k}, obeying the non-Abelian composition rule
xa,b ∗ xc,d = δbcxa,d. (2.1)
The indices a and b can be thought of, respectively, as the domain and range of the partial
symmetry operation. The elements and their algebra are best explained pictorially as in
Fig. 3. In this paper we work with three SISs, namely S31 , S32 and S21 .
• •
••
x1,1
• •
••
x1,2
• •
••
x2,1
• •
••
x2,2
Elements of S21
• •
••
∗
• •
••
• •
••
=
• •
••
∗
• •
••
= 0
Composition on S21
Figure 3: Diagrammatic representation of S21 . The composition rules are ob-
tained by tracing arrows connecting two elements. If one cannot trace a contin-
uous arrow, the product is 0.
To build a quantum system out of such SISs, we give it a Hilbert space structure
as follows. First, we turn it into a vector space, spanned by the elements of Sk1 ,
{|xa,b〉 ; a, b ∈ {1, · · · , k}} and use the canonical inner product, 〈xa,b|xc,d〉 = δacδbd.
This is the equivalent of working in the regular representation of Sk1 .
We can then consider random walks associated with Sk1 on a two-dimensional (x, y)
plane, by associating the above Hilbert space built using the elements of Sk1 on each step
and regarding |xa,b〉 with a < b as up moves, a > b as down moves and a = b as flat
moves with the paths on n steps starting at (0, 0) and ending at (n, 0) without entering
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the region y < 0, as in the case of MWs or DWs. In the rest of this paper we will call
these decorated walks as the SIS Motzkin walks (SMWs).
With this modification of the MW, we see two features that distinguish the MWs
and the SMWs. These are the kind of paths involved and the maximum heights reached.
Kinds of paths -
The algebraic structure of S31 introduces the idea of connected, partially connected
and disconnected paths. The path is connected if two consecutive steps have elements of
SISs that can be composed. Namely, |xa,b〉 followed by |xb,c〉 forms a connected path as
the two can be composed by the algebra of S31 . If this condition is not satisfied for each
step, it is disconnected and if only for some of the steps, it is partially connected. We
remark on the dynamical implications later.
Maximum heights -
Finally the maximum height we can reach in the S31 SMWs is no longer n as in the
MWs of 2n steps but
hmax =
[
n− 2
3
]
+ 2, (2.2)
with [k] being the greatest integer not exceeding k, (see Fig. 4).
1 100 22 33 44 55
|u〉
|u〉
|u〉
|u〉
|u〉
x1,2
x1,2
x2,3
x2,3 x3,1
hmax = 5 hmax = 3
Figure 4: The heights reached in the MW and the S31 SMW for a 5-step walk.
The S31 SMW is constrained by its algebraic structure. Note that by using other
SISs Sp1 with higher p helps us reach far greater heights in a similar number of
steps.
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3 The model based on S31
The different paths satisfying the conditions of the S31 SMWs can be mapped to each
other using local equivalence moves illustrated in Fig. 5. To obtain the equal weight
superposition of these paths as a ground state of a local, frustration-free Hamiltonian we
need to project out these local moves using operators for the local equivalences for the
“up” moves, “down” moves, “flat” moves and “wedge” moves given by
∼
∼
∼
∼
∼ ∼
+1
2
xa,b xa,b
xa,b xa,b
xa,a
xa,a
xb,b
xb,b
x1,1 x1,1
x2,2 x2,2
x1,2
x1,2
x1,3
x1,3
x1,3
x2,1
x2,1
x3,1
x3,1
x3,1
x2,3
x2,3
x3,2
x3,2
a < b , a, b ∈ {1, 2, 3}
a > b , a, b ∈ {1, 2, 3}
Figure 5: The local equivalence moves for the S31 SMWs. The different ways of
moving up and down do not amount to having different colors, as we shall see
when we analyze this system.
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Uj,j+1 =
3∑
a,b=1;a<b
P
1√
2
[∣∣∣(xa,b)j ,(xb,b)j+1〉−∣∣∣(xa,a)j ,(xa,b)j+1〉], (3.1)
Dj,j+1 =
3∑
a,b=1;a>b
P
1√
2
[∣∣∣(xa,b)j ,(xb,b)j+1〉−∣∣∣(xa,a)j ,(xa,b)j+1〉], (3.2)
Fj,j+1 = P
√
2
3 [|(x1,1)j ,(x1,1)j+1〉− 12(|(x1,2)j ,(x2,1)j+1〉+|(x1,3)j ,(x3,1)j+1〉)]
+P
1√
2
[|(x2,2)j ,(x2,2)j+1〉−|(x2,3)j ,(x3,2)j+1〉], (3.3)
Wj,j+1 = P
1√
2
[|(x1,2)j ,(x2,1)j+1〉−|(x1,3)j ,(x3,1)j+1〉]
+ (1− sgn(λ))P 1√2 [|(x3,1)j ,(x1,3)j+1〉−|(x3,2)j ,(x2,3)j+1〉], (3.4)
respectively, with P |ψ〉 denoting a projector to the normalized state |ψ〉 and λ(≥ 0) being
a tunable parameter. These terms with j ∈ {1, · · · , n−1}make up the bulk Hamiltonian,
Hbulk.
The boundary terms prevent the walks from moving below the x-axis at the origin
and upward at (n, 0) just as in the MW case. In the semigroup case this is taken care of
on the left and right by
Hleft = P
|(x2,1)1〉 + P |(x3,1)1〉 + P |(x3,2)1〉, (3.5)
Hright = P
|(x1,2)n〉 + P |(x1,3)n〉 + P |(x2,3)n〉. (3.6)
We can now also add a “balancing” term as in the MWs by including the term
Bj,j+1 = P
|(x1,3)j ,(x3,2)j+1〉 + P |(x2,3)j ,(x3,1)j+1〉. (3.7)
This term implies that if we go up with |(x1,3)〉 or |(x2,3)〉 we have to come down with
|(x3,1)〉 or |(x3,2)〉 similar to what happens in the colored MW case, and is crucial for
the phase transitions in this system. With this the total Hamiltonian is
H = Hleft +Hbulk +Hright + λ
n−1∑
j=1
Bj,j+1. (3.8)
This Hamiltonian has an extensive ground state degeneracy (GSD) due to the pres-
ence of partially connected paths and disconnected paths discussed in Sec. 2. These
paths can be lifted out of the ground states by adding the term
Hbulk, disconnected =
n−1∑
j=1
3∑
a,b,c,d=1;b6=c
P
∣∣∣(xa,b)j ,(xc,d)j+1〉 (3.9)
to the Hamiltonian H of (3.8) making the total
HS31 = H +Hbulk, disconnected. (3.10)
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Reduced Hilbert Space and the construction of Hconnected
Here, we construct the Hamiltonian (called Hconnected) describing the dynamics of just
the connected paths (for not only the ground states but also excited states).
To capture the dynamics of just the connected paths we shift the local Hilbert space
from the edges of the one-dimensional chain to the sites of the chain carrying a local
Hilbert space of dimension 3, spanned by the states |1〉, |2〉, |3〉, which are just the semi-
group indices. Now a path becomes a list of numbers which are naturally connected. For
example on a 3-edge or 4-site chain we have |1, 2, 3, 1〉 ≡ ∣∣(x1,2)1 , (x2,3)2 , (x3,1)3〉. This
change gives a new look to the local equivalence moves of Fig. 5 as shown in Fig. 6.
∼
1 1 1
2 2
2
Figure 6: The local equivalence moves for the S31 SMWs in the reduced Hilbert
space. For simplicity we show only one of the local equivalence moves.
The operators implementing these local equivalence moves and acting on the sites,
i ∈ {1, · · · , n− 1} in the bulk are now given by
Ui =
3∑
a,b=1;a<b
P
|a〉
i−1
1
2
(
1abi −Xabi
)
P
|b〉
i+1, (3.11)
Di =
3∑
a,b=1;a>b
P
|a〉
i−1
1
2
(
1abi −Xabi
)
P
|b〉
i+1, (3.12)
Fi = P |1〉i−1
1
3
(
112i −X12i
)
P
|1〉
i+1 + P
|1〉
i−1
1
3
(
113i −X13i
)
P
|1〉
i+1
−P |1〉i−1
1
6
(
123i −X23i
)
P
|1〉
i+1 + P
|2〉
i−1
1
2
(
123i −X23i
)
P
|2〉
i+1, (3.13)
Wi = P |1〉i−1
1
2
(
123i −X23i
)
P
|1〉
i+1 + (1− sgn(λ))P |3〉i−1
1
2
(
112i −X12i
)
P
|3〉
i+1, (3.14)
Bi = P |1〉i−1 P |3〉i P |2〉i+1 + P |2〉i−1 P |3〉i P |1〉i+1, (3.15)
with 1ab and Xab being the partial identity and the partial σx Pauli matrix in the a and
b indices respectively: 1ab = |a〉〈a|+ |b〉〈b| and Xab = |a〉〈b|+ |b〉〈a|. Each of these local
operators acts on three sites as expected and constitutes Hbulk,connected with a tunable
parameter λ.
The boundary terms are now given by
Hleft, connected = P
|2〉
0 P
|1〉
1 + P
|3〉
0 P
|1〉
1 + P
|3〉
0 P
|2〉
1 , (3.16)
Hright, connected = P
|1〉
n−1P
|2〉
n + P
|1〉
n−1P
|3〉
n + P
|2〉
n−1P
|3〉
n , (3.17)
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making the total connected Hamiltonian a sum of the boundary and bulk parts as before.
3.1 Ground states
We discuss the structure of the ground states for the two cases of λ = 0 and λ > 0
separately.
3.1.1 For λ = 0 :
The SIS algebra splits the paths according to different equivalence classes that cannot
be mapped into each other by local equivalence moves of Fig. 5. This is seen by noting
that we can start the walk with the semigroup index 1, 2 or 3. If we start with the
semigroup index 1, that is with vectors |(x1,1)〉, |(x1,2)〉 or |(x1,3)〉 on the first step,
we can end with either 1 or 2 as the semigroup index on the last step. Thus, we get
two equivalences classes denoted by {11} and {12}. In a similar way we obtain the
equivalence classes {22}, {21} and {33}, (the last one being a product state), making
the GSD 5, independent of the size of the chain. It is worth noting that this degeneracy
does not arise due to the geometry or topology of the lattice but rather the algebraic
structure of the SIS S31 .
In particular, there is no symmetry transformation mapping one equivalence class to
another (except reversing the paths exchanging {12} and {21}), which will be evident
by seeing that the number of the paths in each equivalence class is different as (3.35).
The absence of the symmetry comes from the constraint of the MWs forbidding to enter
the y < 0 region. If we consider the states corresponding to random walks without the
constraint, then we will have the 9 equivalence classes {ab} (a, b = 1, 2, 3), which are
mapped to each other by the permutation group S3.
This GSD is stable to local perturbations in the bulk of the chain that preserve the
local equivalence moves, but is sensitive to the boundary perturbations that can lift
some of the states out of the ground state sector. For example, a local perturbation at
a boundary by P
|1〉
0 lifts {11} and {12} making the GSD 3.
To understand the ground states in the different equivalence classes, we need to count
the number of paths that satisfy the condition of the SMWs which is the normalization
of these states.
9
Normalization of the ground states at λ = 0
Pn, a→b denotes the formal sum of all possible connected paths on n steps starting (end-
ing) at the semigroup index a (b). For example, P3, 1→2 is given as
P3, 1→2 = x1,3x3,2x2,2 + x1,1x1,3x3,2 + x1,3x3,3x3,2, (3.18)
shown in Fig.7. Here and in what follows, the semigroup product (∗) in (2.1) is implicitly
assumed for notational simplicity 1. Let Nn, a→b be the number of walks included in
Pn, a→b, which is obtained by setting all the xa,b in Pn, a→b to 1; for instance, N3, 1→2 = 3.
1 1112 2 2 2
3 3 3 3
+ +
Figure 7: Graphical expressions for the three terms of P3, 1→2.
We can see that Nn, a→b = Nn, b→a by considering the reversed path starting from
(n, 0) and ending at (0, 0). Also, Nn, 3→a = Nn, a→3 = 0 with a = 1, 2, and Nn, 3→3 = 1
as Pn, 3→3 = (x3,3)n. We use recursion relations to compute Nn, a→b.
Recursions for paths ending at height zero
By looking at the first step of the walks, we can write down the following recursions (also
see Fig. 8):
Pn, 1→1 = x1,1 Pn−1, 1→1 + x1,2
n−2∑
i=0
Pi, 2→2 x2,1 Pn−2−i, 1→1
+x1,3
n−2∑
i=0
Pi, 3→3 x3,1 Pn−2−i, 1→1 + x1,3
n−2∑
i=0
Pi, 3→3 x3,2 Pn−2−i, 2→1, (3.19)
Pn, 2→2 = x2,2 Pn−1, 2→2 + x2,3
n−2∑
i=0
Pi, 3→3 x3,2 Pn−2−i, 2→2 + x2,3
n−2∑
i=0
Pi, 3→3 x3,1 Pn−2−i, 1→2,
(3.20)
Pn, 2→1 = x2,2 Pn−1, 2→1 + x2,3
n−2∑
i=0
Pi, 3→3 x3,2 Pn−2−i, 2→1 + x2,3
n−2∑
i=0
Pi, 3→3 x3,1 Pn−2−i, 1→1.
(3.21)
1 Note that any path in the equivalence class {ab} eventually reduces to xa,b as a consequence of the product
(2.1).
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+ +
+
x1,1 x1,2
x1,3x1,3
x2,1
x3,1 x3,2
Pn−1, 1→1 Pn−2−i, 1→1
Pn−2−i, 1→1 Pn−2−i, 2→1
Pi, 2→2
Pi, 3→3 Pi, 3→3
Figure 8: The recursion in (3.19) illustrated.
These lead to recursions for Nn, a→b as 2
Nn, 1→1 = Nn−1, 1→1 +
n−2∑
i=0
Ni, 2→2Nn−2−i, 1→1
+
n−2∑
i=0
Ni, 3→3Nn−2−i, 1→1 +
n−2∑
i=0
Ni, 3→3Nn−2−i, 2→1, (3.22)
Nn, 2→2 = Nn−1, 2→2 +
n−2∑
i=0
Ni, 3→3Nn−2−i, 2→2 +
n−2∑
i=0
Ni, 3→3Nn−2−i, 2→1, (3.23)
Nn, 2→1 = Nn−1, 2→1 +
n−2∑
i=0
Ni, 3→3Nn−2−i, 2→1 +
n−2∑
i=0
Ni, 3→3Nn−2−i, 1→1, (3.24)
where we use the invariance under the reversal property of the paths. By introducing
the generating functions
Na→b(x) ≡
∞∑
n=0
Nn, a→b xn with N0, a→b = δa,b, (3.25)
(3.22)-(3.24) are recast as
N1→1(x)− 1 = xN1→1(x) + x2N2→2(x)N1→1(x) + x2N3→3(x)N1→1(x)
+x2N3→3(x)N2→1(x), (3.26)
N2→2(x)− 1 = xN2→2(x) + x2N3→3(x)N2→2(x) + x2N3→3(x)N2→1(x), (3.27)
N2→1(x) = xN2→1(x) + x2N3→3(x)N2→1(x) + x2N3→3(x)N1→1(x). (3.28)
Together with
N3→3(x) =
1
1− x (3.29)
2These are valid for n ≥ 1. The terms of ∑n−2i=0 are regarded as null for n = 1.
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which comes from Nn, 3→3 = 1, we find that the equations become closed, and solve as
N1→1(x) =
1− 2x
2x3X
[
1−
√
1− 4X2
]
, (3.30)
N2→2(x) =
1− x
2x2(1− 2x)
[
1− 2x− (1− 2x− 2x2)
√
1− 4X2
]
, (3.31)
N2→1(x) =
1
2xX
[
1−
√
1− 4X2
]
(3.32)
with
X ≡ x
3
(1− x)(1− 2x− 2x2) . (3.33)
Among the singularities of (3.30), (3.31) and (3.32), the nearest from the origin is
x = 1/3. Around this point, they behave as
N1→1(x) = 9− 27
√
3
√
1− 3x+O(1− 3x),
N2→2(x) = 3− 3
√
3
√
1− 3x+O(1− 3x),
N2→1(x) = 3− 9
√
3
√
1− 3x+O(1− 3x). (3.34)
By looking at the large order behavior in the expansion of
√
1− 3x around x = 0, we
can read off the large order behavior of the coefficients:
Nn, 1→1 ∼ 27
√
3
2
√
pi
3n
n3/2
, Nn, 2→2 ∼ 3
√
3
2
√
pi
3n
n3/2
, Nn, 2→1 ∼ 9
√
3
2
√
pi
3n
n3/2
(3.35)
as n→∞.
Recursions for paths ending at nonzero height
For later convenience, we also consider n-step walks obeying similar rules but starting at
(0, 0) with the semigroup index a and ending at (n, h) with the index b. h is a positive
integer, and the paths never pass below the x-axis. P
(h)
n, a→b denotes the sum of such
walks, and N
(h)
n, a→b counts the number of the walks in P
(h)
n, a→b. For example,
P
(1)
3, 1→2 = x1,1x1,1x1,2 + x1,2x2,1x1,2 + x1,2x2,2x2,2
+x1,1x1,2x2,2 + x1,2x2,3x3,2 + x1,3x3,1x1,2, (3.36)
N
(1)
3, 1→2 = 6. (3.37)
The six paths in the r. h. s. of (3.36) are depicted in Fig. 9. It is easy to see
N
(h)
n, 3→b = 0 for b = 1, 2, 3, and h ≥ 1. (3.38)
Namely, there exists no path starting with the semigroup index 3 for any positive height.
12
111111
1 1 11 1
2222
2
2
2 2 2 2 2
3
3
+ +
+ ++
Figure 9: Graphical expressions for the six terms of P (1)3, 1→2.
P
(h)
n−1, 1→1 P
(h−1)
n−1, 2→1 P
(h)
n−2−i, 1→1
P
(h)
n−2−i, 1→1 P
(h)
n−2−i, 2→1
+ +
+ +
x1,1
x1,2 x1,2
x1,3 x1,3
x2,1
x3,1 x3,2
h h h
h h
Pi, 2→2
Pi, 3→3 Pi, 3→3
Figure 10: The recursion in (3.39) illustrated for the b = 1 case.
We obtain recursion relations for these walks similar to the case of zero height. This
is illustrated in Fig. 10 for the N
(h)
n, 1→1 case. The result is
3
N
(h)
n, 1→b = N
(h)
n−1, 1→b +N
(h−1)
n−1, 2→b + δb,3δh,1 +
n−2∑
i=0
Ni, 2→2N
(h)
n−2−i, 1→b
+
n−2∑
i=0
Ni, 3→3N
(h)
n−2−i, 1→b +
n−2∑
i=0
Ni, 3→3N
(h)
n−2−i, 2→b, (3.39)
N
(h)
n, 2→b = N
(h)
n−1, 2→b + δb,3δh,1 +
n−2∑
i=0
Ni, 3→3N
(h)
n−2−i, 1→b +
n−2∑
i=0
Ni, 3→3N
(h)
n−2−i, 2→b,
(3.40)
for b = 1, 2, 3, n ≥ 1 and h ≥ 1. In terms of the generating functions
N
(h)
a→b(x) ≡
∞∑
n=0
N
(h)
n, a→b x
n with N
(h)
0, a→b = 0 (3.41)
3 Here, N
(0)
n, a→b is regarded as Nn, a→b.
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together with (3.25), we find that the pair of the equations (3.39) and (3.40) is closed
for each b, and obtain
N
(h)
2→1(x) =
1
x
(
x3
1− 2x N1→1(x)
)h+1
, (3.42)
N
(h)
1→1(x) =
1− 2x
x2
N
(h)
2→1(x) =
1− 2x
x3
(
x3
1− 2x N1→1(x)
)h+1
, (3.43)
N
(h)
2→2(x) =
(
x3
1− 2x N1→1(x)
)h
N2→2(x), (3.44)
N
(h)
1→2(x) =
1− 2x
x2
N
(h)
2→2(x) =
1− 2x
x2
(
x3
1− 2x N1→1(x)
)h
N2→2(x), (3.45)
N
(h)
2→3(x) =
1
x2
(
x3
1− 2x N1→1(x)
)h [
1− x− x2N2→2(x)
]
, (3.46)
N
(h)
1→3(x) = −δh,1
1
x
+
1− 2x
x2
N
(h)
2→3(x)
= −δh,1 1
x
+
1− 2x
x4
(
x3
1− 2x N1→1(x)
)h [
1− x− x2N2→2(x)
]
. (3.47)
Plugging (3.34) to these, we could read off the large order behavior of N
(h)
n, a→b, which is
useful for a fixed h as n→∞ but not for cases for both of n and h growing. In order to
find useful expressions even for the latter cases, we compute the number of the DWs by
two different ways in appendix A. As a result, we obtain the identity:
Xh
{
1
2X2
(
1−
√
1− 4X2
)}h+1
=
∞∑
n=0
N (h)n X
n, (3.48)
where N
(h)
n can be nontrivial only when n and h have the same parity (even/odd) and
then takes
N (h)n =
h+ 1
n+h
2 + 1
(
n
n+h
2
)
. (3.49)
N
(h)
p, 2→1 :
First, let us obtain the large order behavior of N
(h)
p, 2→1 as p → ∞. Applying (3.48) to
(3.42) with (3.30) leads to
N
(h)
2→1(x) =
1
x
∞∑
n=0
N (h)n X
n+1. (3.50)
From (3.33), Xn+1 has the expansion
Xn+1 =
∞∑
k,`=0
∑`
j=0
(
n+ k
k
)(
n+ `
`
)(
`
j
)
2` x3n+k+`+j+3. (3.51)
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Plugging these two, we have
N
(h)
p, 2→1 =
∗∑
n,`≥0
∑`
j=0
N (h)n
(
p− 2n− `− j − 2
n
)(
n+ `
`
)(
`
j
)
2`, (3.52)
where the asterisk (*) put to the first summation means n and ` running under the
condition p− 3n− `− j ≥ 2. It is found that the summand of (3.52) has a saddle point
(a stable point with respect to the deviations n→ n+ 2, `→ `+ 1 and j → j + 1) at
n ∼ 2
27
p, ` ∼ 16
27
p, j ∼ 4
27
p (3.53)
for p large.
By using Stirling’s formula (n! ' √2pi nn+ 12 e−n), the asymptotic form of N (h)n be-
comes
N (h)n ' (h+ 1)
23/2√
pi
2n
n3/2
exp
[
1− n+ h+ 3
2
ln
(
1 +
h+ 2
n
)
− n− h+ 1
2
ln
(
1− h
n
)]
× [1 +O (n−1)] . (3.54)
The power of the exponential is expanded in large n as
− (h+ 1)
2
2n
− 3
2n
+
(h+ 1)2
n2
+
2
3n2
+O
(
h4
n3
)
, (3.55)
in which the first term provides the Gaussian factor rapidly decaying for h >
√
n. Bring-
ing down the other terms from the exponential, we obtain
N (h)n ' (h+ 1)
23/2√
pi
2n
n3/2
e−
1
2n
(h+1)2 ×
[
1 +
(h+ 1)2
n2
+O
(
1
n
,
h4
n3
)]
. (3.56)
Note that due to the Gaussian factor, the order of h is effectively at most O (
√
n). So,
we can regard the terms of (h+1)
2
n2
and h
4
n3
as O
(
n−1
)
quantities. (3.56) can be written
as
N (h)n ' (h+ 1)e−
1
2n
(h+1)2 N (0)n ×
[
1 +O
(
n−1
)]
. (3.57)
We plug (3.57) to (3.52) and replace the exponential factor e−
1
2n
(h+1)2 with that at
the saddle point (3.53). The fluctuation around the saddle point in the sum over n can
be neglected for large p as seen in appendix B. Then, h-dependence of (3.52) can be
pulled out of the sum to yield
N
(h)
p, 2→1 ' (h+ 1)e−
27
4p
(h+1)2
Np, 2→1 ×
[
1 +O
(
p−1
)]
∼ (h+ 1)e− 274p (h+1)2 9
√
3
2
√
pi
3p
p3/2
× [1 +O (p−1)] , (3.58)
where we used (3.35) at the last step.
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Other coefficients:
Once we know (3.58), it is straightforward to obtain the large order behavior for the other
coefficients from (3.42)-(3.47). For instance, we find N
(h)
p, 1→1 = N
(h)
p+2, 2→1 − 2N (h)p+1, 2→1
from (3.43). Eventually, we have the expressions (up to multiplicative factors of
[
1 +O
(
p−1
)]
):
N
(h)
p, 1→1 ∼ (h+ 1)e−
27
4p
(h+1)2 27
√
3
2
√
pi
3p
p3/2
, (3.59)
N
(h)
p, 1→2 ∼
[
2he
− 27
4p
h2
+ (h+ 1)e
− 27
4p
(h+1)2
] 9√3
2
√
pi
3p
p3/2
, (3.60)
N
(h)
p, 2→2 ∼
[
2he
− 27
4p
h2
+ (h+ 1)e
− 27
4p
(h+1)2
] 3√3
2
√
pi
3p
p3/2
, (3.61)
N
(h)
p, 2→3 ∼
[
4he
− 27
4p
h2 − (h+ 1)e− 274p (h+1)2
] 3√3
2
√
pi
3p
p3/2
, (3.62)
N
(h)
p, 1→3 ∼
[
4he
− 27
4p
h2 − (h+ 1)e− 274p (h+1)2
] 9√3
2
√
pi
3p
p3/2
. (3.63)
As a consistency check, we can see that (3.58)-(3.63) together with (3.35) satisfy the
composition law 4:
∞∑
h=0
3∑
b=1
N
(h)
p, a→bN
(h)
p, c→b = N2p, a→c, (3.64)
except for errors of O
(
p−1
)
.
3.1.2 For λ > 0 :
In this case there is a drastic change in the behavior of the ground states as the maximum
height we can reach in a given path is only two. This is due to the fact that we are no
longer allowed to come down by |(x3,1)〉 (or |(x3,2)〉) once we go up by |(x2,3)〉 (or |(x1,3)〉).
Thus we lose two of the equivalence classes, {12} and {21}, reducing the GSD from 5 to
3.
Switching on λ changes the recursion relations of the generating functions for com-
puting the normalization of the state in the zero height case to
N1→1(x)− 1 = xN1→1(x) + x2 (N2→2(x)N1→1(x) +N3→3(x)N1→1(x)) , (3.65)
N2→2(x)− 1 = xN2→2(x) + x2N3→3(x)N2→2(x), (3.66)
with N3→3(x) = 11−x as in the λ = 0 case.
4 Note that the number of p-step paths from the height h with the semigroup index b to the height 0 with
the index c is equal to N
(h)
p, c→b. The sum over h can be computed by converting it to the integral.
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Solving these we obtain
N1→1(x) =
(x− 1)(1− 2x)
1− 4x+ 3x2 + 2x3 − x4 , (3.67)
N2→2(x) =
1− x
1− 2x. (3.68)
The leading order behavior of the coefficients of these two terms is given by
N1→1 ∼ (3 +
√
5)n(
√
5 + 1)
2n+2
√
5
, N2→2 ∼ 2n−1. (3.69)
The generating functions for the normalizations in the case of nonzero heights is given
by
N
(1)
1→2(x) =
x(1− x)2
1− 4x+ 3x2 + 2x3 − x4 , (3.70)
N
(1)
1→3(x) =
x(1− 2x)
1− 4x+ 3x2 + 2x3 − x4 , (3.71)
N
(2)
1→3(x) =
x2(1− x)
1− 4x+ 3x2 + 2x3 − x4 , (3.72)
N
(1)
2→3(x) =
x
1− 2x. (3.73)
The rest are zero due to the height restriction as noted earlier.
The leading order behavior of the coefficients of the first three terms is given by
N
(1)
1→2 ∼
(3 +
√
5)n(
√
5 + 1)
2n+2
√
5
, N
(1)
1→3 ∼
(3 +
√
5)n
2n+1
√
5
, N
(2)
1→3 ∼
(3 +
√
5)n
2n+1
√
5
. (3.74)
3.2 Entanglement entropy of the ground states
3.2.1 For λ = 0 :
The normalized ground state {11} for the system of the length 2n is expressed as
|P2n, 1→1〉 = 1√
N2n, 1→1
∑
w∈P2n, 1→1
|w〉, (3.75)
where w runs over paths in P2n, 1→1. We split the system of length 2n into two equal
subsystems A and B. Consider paths in P2n, 1→1 that reach the point (n, h), with the
semigroup index a. The paths belonging to A are P
(h)
n, 1→a ≡ P (0→h)n, 1→a to denote that it
starts at height 0 and ends at height h. And for B we have the reversed paths of P
(h)
n, 1→a
denoted by P
(h→0)
n, a→1. Their corresponding normalized states are expressed by∣∣∣P (0→h)n, 1→a〉 = 1√
N
(h)
n, 1→a
∑
w∈P (0→h)n, 1→a
|w〉,
∣∣∣P (h→0)n, a→1〉 = 1√
N
(h)
n, 1→a
∑
w∈P (h→0)n, a→1
|w〉, (3.76)
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respectively.
The Schmidt decomposition of (3.75) leads to the following formula for the entangle-
ment entropy
|P2n, 1→1〉 =
∑
h≥0
3∑
a=1
√
p
(h)
n, 1→a→1
∣∣∣P (0→h)n, 1→a〉⊗ ∣∣∣P (h→0)n, a→1〉, (3.77)
where p
(h)
n, 1→a→1 ≡
(
N
(h)
n, 1→a
)2
N2n, 1→1 satisfies
∑
h≥0
3∑
a=1
p
(h)
n, 1→a→1 = 1 (3.78)
due to (3.64) with a = c = 1.
The reduced density matrix for the subsystem A takes the diagonal form as
ρA, 1→1 = TrB|P2n, 1→1〉 〈P2n, 1→1| =
∑
h≥0
3∑
a=1
p
(h)
n, 1→a→1
∣∣∣P (0→h)n, 1→a〉〈P (0→h)n, 1→a∣∣∣, (3.79)
from which the entanglement entropy reads
SA, 1→1 = −
3∑
a=1
∑
h≥0
p
(h)
n, 1→a→1 ln p
(h)
n, 1→a→1. (3.80)
By using (3.35), (3.59), (3.60) and (3.63), we find the logarithmic violation of the
area law:
Sλ=0A, 1→1 =
1
2
lnn+
1
2
ln
2pi
3
+ γ − 1
2
+ (terms vanishing as n→∞) (3.81)
with γ being the Euler constant. This behavior including the constant term is exactly
the same as the uncolored Motzkin spin chain (s = 1) [28] and the quantum spin-1 chain
at criticality [19], which was proposed in [41, 42] and proved in [43]. For other ground
states in equivalence classes {12}, {21} and {22}, we obtain the same result except for
{33} whose entanglement entropy is zero.
3.2.2 For λ > 0 :
The computation for the entanglement entropy follows the same steps as in the λ = 0
case. However, in this case we only have three ground states, {11}, {22} and {33}, as
compared to the five ground states of the λ = 0 case. The ground state based on the
equivalence class {33} is still a product state as before and hence has zero entanglement
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entropy. We use (3.80) to compute the entanglement entropy for the {11} ground state
using
p
(h)
n, 1→a→1 =
√
5 + 1
4
√
5
; a = 1, h = 0, or a = 2, h = 1 (3.82)
p
(h)
n, 1→3→1 =
1√
5(
√
5 + 1)
; h = 1, 2, (3.83)
which gives
Sλ>0A, 1→1 =
1
2
√
5
[
−(
√
5 + 1) ln(
√
5 + 1)− (
√
5− 1) ln(
√
5− 1) + 2
√
5 ln(4
√
5)
]
(3.84)
independent of λ, implying the area law, which is a feature also seen in the deformed
MW cases [34]. For the case when the ground state is based on the equivalence class
{22}, a similar result holds (Sλ>0A, 2→2 = ln 2).
With this result we explain the quantum phase transition in the phase diagram in
Fig. 15.
4 The model based on S32
The SIS, S32 has 18 elements and are denoted by xab, cd with ab ∈ {12, 23, 31} and
cd ∈ {12, 23, 31, 21, 32, 13}. They satisfy the algebraic relation
xab, cd ∗ xef, gh = δceδdf xab, gh + δcfδde xab, hg. (4.1)
We can equally realize them in terms of two sets of nine elements each, which we denote
by E = {ea,b; a, b ∈ {1, 2, 3}} and Z = {za,b; a, b ∈ {1, 2, 3}} respectively. The elements
of these two sets will have S31 indices. These are given by
e1,1 = x12, 12, e2,1 = x23, 12, e3,1 = x31, 12,
e1,2 = x12, 23, e2,2 = x23, 23, e3,2 = x31, 23,
e1,3 = x12, 31, e2,3 = x23, 31, e3,3 = x31, 31,
(4.2)
and
z1,1 = x12, 21, z2,1 = x23, 21, z3,1 = x31, 21,
z1,2 = x12, 32, z2,2 = x23, 32, z3,2 = x31, 32,
z1,3 = x12, 13, z2,3 = x23, 13, z3,3 = x31, 13.
(4.3)
It is easy to verify the algebra satisfied by the elements of E and Z:
ea,b ∗ ec,d = δb,cea,d, (4.4)
ea,b ∗ zc,d = za,b ∗ ec,d = δb,cza,d, (4.5)
za,b ∗ zc,d = δb,cea,d. (4.6)
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Thus E and Z satisfy the relations of Z2 as sets. This realization of the SIS S32 in terms
of the sets E and Z can be generalized with higher SISs, Snp for p > 1, being realized in
terms of p! sets Zs =
[
zsa,b; a, b ∈ {1, · · · ,
(
n
p
)
}
]
with s ∈ {1, · · · , p!}. The p! sets, Zs
satisfy the relations of the permutation group Sp. We will not prove this or dwell on the
higher SISs in this paper.
With this realization we can think of the SIS S32 as a colored S31 SMW, with the
color degrees of freedom denoted by s = {1, 2}. With this interpretation we denote the
elements of S32 as
[
xsa,b; a, b ∈ {1, 2, 3}
]
, identifying x1a,b = ea,b and x
2
a,b = za,b.
We can now write down the Hamiltonian for this case using the local equivalence
moves shown in Fig. 5, with the change being that the S31 elements on the links now get
color degrees of freedom, s ∈ {1, 2}. In addition, we introduce the equivalence moves for
the flat walks with only the colors changed:
x1a,a ∼ x2a,a (a = 1, 2, 3), (4.7)
shown in Fig. 11.
∼
x1a,a x
2
a,a a ∈ {1, 2, 3}
Figure 11: The local equivalence move depicting the equivalence of the flat steps
in the S32 case.
Here, we consider the following two cases regarding random walks realized by configu-
rations in the ground states. In the first case, each step of the S31 SMWs is independently
duplicated by the color degrees of freedom. On the other hand, in the second case, the
color degrees of freedom should be matched for each pair of up and subsequent down
steps, but the rest is the same as the first case.
4.1 Hamiltonian for the first case
The Hamiltonian for the first case is given by
Hcolored =
n∑
j=1
Cj +
n−1∑
j=1
[
Uj,j+1 +Dj,j+1 + F
colored
j,j+1 +W
colored
j,j+1
]
+Hleft +Hright (4.8)
20
with the bulk terms
Cj =
3∑
a=1
P
1√
2
[|(x1a,a)j〉−|(x2a,a)j〉], (4.9)
Uj,j+1 =
2∑
s=1
3∑
a,b=1;a<b
P
1√
2
[∣∣∣(xsa,b)j ,(xsb,b)j+1〉−∣∣∣(xsa,a)j ,(xsa,b)j+1〉], (4.10)
Dj,j+1 =
2∑
s=1
3∑
a,b=1;a>b
P
1√
2
[∣∣∣(xsa,b)j ,(xsb,b)j+1〉−∣∣∣(xsa,a)j ,(xsa,b)j+1〉], (4.11)
F coloredj,j+1 =
2∑
s, s′=1
[
P
√
2
3
[∣∣∣∣(xs1,1)j ,(xs′1,1)j+1
〉
− 1
2
(∣∣∣∣(xs1,2)j ,(xs′2,1)j+1
〉
+
∣∣∣∣(xs1,3)j ,(xs′3,1)j+1
〉)]
+P
1√
2
[∣∣∣∣(xs2,2)j ,(xs′2,2)j+1
〉
−
∣∣∣∣(xs2,3)j ,(xs′3,2)j+1
〉]]
, (4.12)
W coloredj,j+1 =
2∑
s, s′=1
[
P
1√
2
[∣∣∣∣(xs1,2)j ,(xs′2,1)j+1
〉
−
∣∣∣∣(xs1,3)j ,(xs′3,1)j+1
〉]
+P
1√
2
[∣∣∣∣(xs3,1)j ,(xs′1,3)j+1
〉
−
∣∣∣∣(xs3,2)j ,(xs′2,3)j+1
〉]]
, (4.13)
and the boundary terms
Hleft =
2∑
s=1
[
P
∣∣∣(xs2,1)1〉 + P
∣∣∣(xs3,1)1〉 + P
∣∣∣(xs3,2)1〉] , (4.14)
Hright =
2∑
s=1
[
P
∣∣∣(xs1,2)n〉 + P
∣∣∣(xs1,3)n〉 + P
∣∣∣(xs2,3)n〉] . (4.15)
(4.9) realizes the flat moves (4.7). Note that combining (4.9) and (4.10) (or (4.11))
induces to the independently colored equivalence relations
xsa,b x
s′
b,b ∼ xs
′
a,a x
s
a,b for arbitrary s and s
′ (4.16)
in the case of a < b (or a > b).
The Hamiltonian accompanied with
Hbulk, disconnected =
n−1∑
j=1
2∑
s,t=1
3∑
a,b,c,d=1;b 6=c
P
∣∣∣(xsa,b)j ,(xtc,d)j+1〉 (4.17)
eliminates all the disconnected parts of the paths from the ground states.
Once again, the Hamiltonian for the connected paths on the reduced Hilbert space
can be constructed. Details are presented in appendix C.
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4.1.1 Entanglement entropy for the ground states
For the first case, the ground states of the Hamiltonian (4.8) + (4.17) have five-fold
degeneracy labelled by the same equivalence classes {11}, {12}, {21}, {22} and {33} as
in the S31 case (with λ = 0). Each equivalence class {ab} is described by the length-n
SMWs for S31 with the initial (final) semigroup index a (b) in which each step is duplicated
by the colors s = 1, 2. For example, the length-3 paths from the semigroup index 1 to 1
are
P3, 1→1 = (x11,1 + x
2
1,1)
3 +
3∑
a=2
[
(x11,1 + x
2
1,1)(x
1
1,a + x
2
1,a)(x
1
a,1 + x
2
a,1)
+(x11,a + x
2
1,a)(x
1
a,1 + x
2
a,1)(x
1
1,1 + x
2
1,1) + (x
1
1,a + x
2
1,a)(x
1
a,a + x
2
a,a)(x
1
a,1 + x
2
a,1)
]
.
(4.18)
As a consequence, the recursion relations satisfied by the SMWs are the same as (3.19)-
(3.21) with the replacement of xa,b by x
1
a,b + x
2
a,b. Also, Pn, 3→1 = Pn, 3→1 = 0 and
Pn, 3→3 = (x13,3 + x23,3)n. The number of the paths of Pn, a→b denoted by Nn, a→b is ob-
tained by setting all of x1a,b and x
2
a,b to 1 in Pn, a→b. By following the same procedure done
in the S31 case, we see that the generating functions Na→b(x) = δa,b +
∑∞
n=1Nn, a→b x
n
are given by (3.29)-(3.33) with x replaced with 2x on the r. h. s. This implies that the
numbers Nn, a→b are 2n times the Nn, a→b in the S31 case, i.e.,
Nn, a→b = 2n × (Nn, a→b in S31 case). (4.19)
It is easy to see that the same relations hold for paths ending at nonzero height:
N
(h)
n, a→b = 2
n × (N (h)n, a→b in S31 case). (4.20)
These two lead to the quantities
p
(h)
n, a→b→c ≡
N
(h)
n, a→bN
(h)
n, c→b
N2n, a→c
(4.21)
being identical to the ones in the S31 case. Thus, we conclude that the entanglement
entropies coincide with those obtained in the S31 case for λ = 0. Namely, SA, a→b (a, b =
1, 2) are given by (3.81), and SA, 3→3 = 0.
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4.2 Hamiltonian for the second case
The Hamiltonian for the second case, called Hbalanced, is given by
Hbalanced = µ
n∑
i=1
Cj +
n−1∑
j=1
[
Uj,j+1 +Dj,j+1 + F
balanced
j,j+1 +W
balanced
j,j+1 +R
balanced
j,j+1
]
+Hleft +Hright, (4.22)
where µ(≥ 0) is a tunable parameter introduced for later convenience, but we will focus
on the case of positive µ (typically µ = 1) unless its value is specified. Cj , Uj,j+1, Dj,j+1,
Hleft and Hright are the same as (4.9)-(4.11), (4.14) and (4.15) respectively, and
F balancedj,j+1 =
2∑
s=1
[
P
√
2
3
[∣∣∣(xs1,1)j ,(xs1,1)j+1〉− 12(∣∣∣(xs1,2)j ,(xs2,1)j+1〉+∣∣∣(xs1,3)j ,(xs3,1)j+1〉)]
+P
1√
2
[∣∣∣(xs2,2)j ,(xs2,2)j+1〉−∣∣∣(xs2,3)j ,(xs3,2)j+1〉]] , (4.23)
W balancedj,j+1 =
2∑
s=1
P
1√
2
[∣∣∣(xs1,2)j ,(xs2,1)j+1〉−∣∣∣(xs1,3)j ,(xs3,1)j+1〉]
+
2∑
s,t=1
P
1√
2
[∣∣∣(xs3,1)j ,(xt1,3)j+1〉−∣∣∣(xs3,2)j ,(xt2,3)j+1〉], (4.24)
Rbalancedj,j+1 =
3∑
a,b,c=1; b>a,c
[
P |(x1a,b)j ,(x2b,c)j+1〉 + P |(x2a,b)j ,(x1b,c)j+1〉
]
. (4.25)
Notice (4.25) with (4.23) and the first line of (4.24) shows that each pair of up and
subsequent down steps should be matched with respect to the colors in order to gain
no energy cost. On the other hand, it is not the case for pairs of down and subsequent
up steps, as seen from the second line of (4.24). Eq. (4.25) excludes unmatched up and
down steps shown in Fig. 12 from the ground states.
,
x1a,b x
2
b,c x
2
a,b x
1
b,c b > a, c
Figure 12: Unmatched up and down steps excluded by (4.25) from the ground
states in the S32 case.
Together with (4.17), the total Hamiltonian
Hbalanced +Hbulk, disconnected (4.26)
allows the ground states consisting of only the connected paths.
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In appendix C, we present the Hamiltonian for connected paths on the reduced Hilbert
space.
4.2.1 Entanglement entropy for the ground states
The Hamiltonian for the second case (4.26) has five ground states labelled by the same
equivalence classes. However, the difference from the first case is that the color of up-
down steps have to match in each of the walks. For example, the length-3 walks from
the semigroup index 1 to 1 are
P3, 1→1 = (x11,1 + x
2
1,1)
3 +
3∑
a=2
[
(x11,1 + x
2
1,1)(x
1
1,a x
1
a,1 + x
2
1,a x
2
a,1)
+(x11,a x
1
a,1 + x
2
1,a x
2
a,1)(x
1
1,1 + x
2
1,1) + x
1
1,a(x
1
a,a + x
2
a,a)x
1
a,1 + x
2
1,a(x
1
a,a + x
2
a,a)x
2
a,1
]
.
(4.27)
Recursion relations for the paths are given by
Pn, 1→1 =
(
2∑
s=1
xs1,1
)
Pn−1, 1→1 +
2∑
s=1
xs1,2
n−2∑
i=0
Pi, 2→2 xs2,1 Pn−2−i, 1→1
+
2∑
s=1
xs1,3
n−2∑
i=0
Pi, 3→3 xs3,1 Pn−2−i, 1→1 +
2∑
s=1
xs1,3
n−2∑
i=0
Pi, 3→3 xs3,2 Pn−2−i, 2→1,
(4.28)
Pn, 2→2 =
(
2∑
s=1
xs2,2
)
Pn−1, 2→2 +
2∑
s=1
xs2,3
n−2∑
i=0
Pi, 3→3 xs3,2 Pn−2−i, 2→2
+
2∑
s=1
xs2,3
n−2∑
i=0
Pi, 3→3 xs3,1 Pn−2−i, 1→2, (4.29)
Pn, 2→1 =
(
2∑
s=1
xs2,2
)
Pn−1, 2→1 +
2∑
s=1
xs2,3
n−2∑
i=0
Pi, 3→3 xs3,2 Pn−2−i, 2→1
+
2∑
s=1
xs2,3
n−2∑
i=0
Pi, 3→3 xs3,1 Pn−2−i, 1→1 (4.30)
with Pn, 3→3 =
(∑2
s=1 x
s
3,3
)n
. These lead to the recursions among Nn, a→b by setting
all of the xsa,b to 1, which are solved by introducing the generating functions Na→b(x) =
24
δa,b +
∑∞
n=1Nn, a→b x
n as 5
N1→1(x) =
1− 4x+ 2x2
4
√
2x3X
[
1−
√
1− 4X2
]
, (4.31)
N2→2(x) =
1− 2x
4x2(1− 4x+ 2x2)
[
1− 4x+ 2x2 − (1− 4x− 2x2)
√
1− 4X2
]
, (4.32)
N2→1(x) =
1
2
√
2xX
[
1−
√
1− 4X2
]
(4.33)
with Nn, 3→3 = 11−2x and
X ≡ 2
√
2x3
(1− 2x)(1− 4x− 2x2) . (4.34)
(4.31), (4.32) and (4.33) have a singular point
x0 =
−1 +√2
2
(4.35)
which is the nearest from the origin among their singularities. We can read off the large
order behavior of Nn, a→b by expanding the generating functions around x0. The results
are
Nn, 1→1 ∼ 9
27/4x
3/2
0
√
pi
1
xn0n
3/2
, Nn, 2→2 ∼ 1
27/4x
3/2
0
√
pi
1
xn0n
3/2
,
Nn, 2→1 ∼ 3
27/4x
3/2
0
√
pi
1
xn0n
3/2
(4.36)
as n→∞.
Paths ending at nonzero height: For the length-n paths ending at nonzero height
h denoted by P
(h)
n, a→b, each of the paths has h unmatched up-steps. For example, in
P
(2)
4, 1→2 given by
P
(2)
4, 1→2 = (x
1
1,2 + x
2
1,2)(x
1
2,3 x
1
3,1 + x
2
2,3 x
2
3,1)(x
1
1,2 + x
2
1,2), (4.37)
the first and last factors, (x11,2 + x
2
1,2) are unmatched up-steps. The former goes from
height 0 to height 1, and the latter from height 1 to 2. The second factor represents
matched up and down steps. For later convenience, we define by P˜
(h)
n, a→b the paths in
which the color degrees of freedom of unmatched up-steps (x1c,d and x
2
c,d) are dropped
and replaced with a colorless variable ξ
(m)
c,d (m = 1, · · · , h). ξ(m)c,d represents an unmatched
up-step from the height m− 1 to m. In the above example, P˜ (2)4, 1→2 becomes
P˜
(2)
4, 1→2 = ξ
(1)
1,2(x
1
2,3 x
1
3,1 + x
2
2,3 x
2
3,1)ξ
(2)
1,2 , (4.38)
shown in Fig. 13.
5 Nn, a→b = Nn, b→a holds. Also, Nn, 3→a = Nn, a→3 = 0 for a = 1, 2.
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ξ
(1)
1,2 ξ
(1)
1,2
ξ
(2)
1,2 ξ
(2)
1,2
x12,3 x
1
3,1 x
2
2,3 x
2
3,1
Figure 13: The possible paths in a 4 step walk ending at height 2 in the S32 case.
N˜
(h)
n, a→b counts the number of the ‘paths’ (monomials) in P˜
(h)
n, a→b, which is obtained
by setting all of the variables x1c,d, x
2
c,d and ξ
(m)
c,d to 1 in P˜
(h)
n, a→b. Then, it is easy to see
that the relation
N
(h)
n, a→b = 2
h N˜
(h)
n, a→b (4.39)
holds. For instance, N
(2)
4, 1→2 = 8 and N˜
(2)
4, 1→2 = 2.
It is straightforward to write down the recursion relations for P
(h)
n, a→b and thus for
N
(h)
n, a→b. The result is given by (3.39) and (3.40) in which all the terms on the r. h. s.,
except δb,3δh,1, are multiplied by 2, and the terms of δb,3δh,1 are multiplied by 2
n. The
generating functions defined as (3.41) are obtained in this case as
N
(h)
2→1(x) =
1
2x
(
4x3
1− 4x+ 2x2 N1→1(x)
)h+1
, (4.40)
N
(h)
1→1(x) =
1− 4x+ 2x2
4x3
(
4x3
1− 4x+ 2x2 N1→1(x)
)h+1
, (4.41)
N
(h)
2→2(x) =
(
4x3
1− 4x+ 2x2 N1→1(x)
)h
N2→2(x), (4.42)
N
(h)
1→2(x) =
1− 4x+ 2x2
2x2
(
4x3
1− 4x+ 2x2 N1→1(x)
)h
N2→2(x), (4.43)
N
(h)
2→3(x) =
1
2x2
(
4x3
1− 4x+ 2x2 N1→1(x)
)h [
1− 2x− 2x2N2→2(x)
]
, (4.44)
N
(h)
1→3(x) = −δh,1
1
x
+
1− 4x+ 2x2
4x4
(
4x3
1− 4x+ 2x2 N1→1(x)
)h
× [1− 2x− 2x2N2→2(x)] (4.45)
for h ≥ 1. Similarly to the S31 case, the use of the identity (3.48) with (4.34) provides
the asymptotic behavior of the coefficients N
(h)
n, a→b relevant to the computation of the
entanglement entropies. Here, we have
N
(h)
p, 2→1 = 2
1
2
h−1
∗∑
n,`≥0
∑`
j=0
N (h)n
(
p− 2n− `− j − 2
n
)(
n+ `
`
)(
`
j
)
2p−
3
2
n+`−2j , (4.46)
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where the asterisk (∗) put to the sum means again that n and ` run satisfying p− 3n−
`− j ≥ 2. The saddle point of the summand is found to be
n ∼ 2
√
2
9
x0p, ` ∼ 1
9
(2 + 3
√
2)p, j ∼ 2
√
2
9
x0p (4.47)
for p large. Repeating what was manipulated in the S31 case, we end up with
N
(h)
p, 2→1 ∼ 2
1
2
h(h+ 1) e
− 9
4
√
2x0p
(h+1)2 3
27/4x
3/2
0
√
pi
1
xp0 p
3/2
, (4.48)
N
(h)
p, 1→1 ∼ 2
1
2
h(h+ 1) e
− 9
4
√
2x0p
(h+1)2 9
27/4x
3/2
0
√
pi
1
xp0 p
3/2
, (4.49)
N
(h)
p, 1→2 ∼ 2
1
2
h
[
2h e
− 9
4
√
2x0p
h2
+ (h+ 1) e
− 9
4
√
2x0p
(h+1)2
]
3
27/4x
3/2
0
√
pi
1
xp0 p
3/2
, (4.50)
N
(h)
p, 2→2 ∼ 2
1
2
h
[
2h e
− 9
4
√
2x0p
h2
+ (h+ 1) e
− 9
4
√
2x0p
(h+1)2
]
1
27/4x
3/2
0
√
pi
1
xp0 p
3/2
, (4.51)
N
(h)
p, 2→3 ∼ 2
1
2
h
[
4h e
− 9
4
√
2x0p
h2 − (h+ 1) e−
9
4
√
2x0p
(h+1)2
]
1
27/4x
3/2
0
√
pi
1
xp0 p
3/2
, (4.52)
N
(h)
p, 1→3 ∼ 2
1
2
h
[
4h e
− 9
4
√
2x0p
h2 − (h+ 1) e−
9
4
√
2x0p
(h+1)2
]
3
27/4x
3/2
0
√
pi
1
xp0 p
3/2
, (4.53)
up to multiplicative factors of
[
1 +O
(
p−1
)]
.
Schmidt decomposition and entanglement entropy: Let us consider dividing
the length-2n paths P2n, a→c into two at the midpoint. P
(0→h)
n, a→b ≡ P (h)n, a→b is the sum
of the length-n paths starting at height 0 and ending at height h. P
(h→0)
n, b→a represents
the reversed paths starting at height h and ending at height 0. Then, P
(0→h)
n, a→b has h
unmatched up-steps, while P
(h→0)
n, b→a′ has the same number of unmatched down-steps. As
P˜
(0→h)
n, a→b ≡ P˜ (h)n, a→b defined before, we define by P˜ (h→0)n, b→a′ the paths in which the color
degrees of freedom of h unmatched down-steps (x1c,d and x
2
c,d) are dropped and replaced
by colorless variables ξ
(m)
c,d (m = 1, · · · , h). Namely, P˜ (h→0)n, b→a is the reversed paths of
P˜
(0→h)
n, a→b. In considering the division of P2n, a→c into the two parts, unmatched up-steps in
the left half paths and unmatched down-steps in the right half paths are matched with
each other. Thus, we can express the division as
P2n, a→c =
∑
h≥0
3∑
b=1
∑
ξ(1)=x1, x2
· · ·
∑
ξ(h)=x1, x2
P˜
(0→h)
n, a→b P˜
(h→0)
n, b→c . (4.54)
For the numbers of the paths P˜
(0→h)
n, a→b and P˜
(h→0)
n, b→c denoted by N˜
(0→h)
n, a→b and N˜
(h→0)
n, b→c respec-
tively,
N˜
(h→0)
n, b→c = N˜
(0→h)
n, c→b = 2
−hN (h)n, c→b (4.55)
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holds from (4.39). Then, (4.54) with (4.55) leads to the following composition law:
N2na→c =
∞∑
h=0
2h
3∑
b=1
N˜
(0→h)
n, a→b N˜
(h→0)
n, b→c
=
∞∑
h=0
2−h
3∑
b=1
N
(h)
n, a→bN
(h)
n, c→b. (4.56)
We can check (4.48)-(4.53) satisfying (4.56) up to O(1/p) errors.
The normalized ground state in the sector {11} for the system of length 2n is ex-
pressed as in (3.75). However, due to the match of the steps across the midpoint (4.54),
the Schmidt decomposition by the states of the length-n subsystems A and B is expressed
as a different form from (3.76) and (3.77):
|P2n, 1→1〉 =
∑
h≥0
3∑
a=1
∑
ξ(1)=x1, x2
· · ·
∑
ξ(h)=x1, x2
√
p
(h)
n, 1→a→1
∣∣∣P˜ (0→h)n, 1→a〉⊗ ∣∣∣P˜ (h→0)n, a→1〉 (4.57)
with∣∣∣P˜ (0→h)n, 1→a〉 ≡ 1√
N˜
(h)
n, 1→a
∑
w∈P˜ (0→h)n, 1→a
|w〉,
∣∣∣P˜ (h→0)n, 1→a〉 ≡ 1√
N˜
(h)
n, 1→a
∑
w∈P˜ (h→0)n, 1→a
|w〉. (4.58)
The coefficient is given by
p
(h)
1→a→1 ≡
(
N˜
(h)
n,1→a
)2
N2n, 1→1
= 2−2h
(
N
(h)
n,1→a
)2
N2n, 1→1
. (4.59)
Then, the reduced density matrix for the subsystem A takes the diagonal form as
ρA, 1→1 = TrB|P2n, 1→1〉〈P2n, 1→1|
=
∑
h≥0
3∑
a=1
∑
ξ(1)=x1, x2
· · ·
∑
ξ(h)=x1, x2
p
(h)
1→a→1
∣∣∣P˜ (0→h)n, 1→a〉〈P˜ (0→h)n, 1→a∣∣∣, (4.60)
from which the entanglement entropy reads
SA, 1→1 = −
∑
h≥0
3∑
a=1
∑
ξ(1)=x1, x2
· · ·
∑
ξ(h)=x1, x2
p
(h)
1→a→1 ln p
(h)
1→a→1
= −
∑
h≥0
3∑
a=1
2h p
(h)
1→a→1 ln p
(h)
1→a→1. (4.61)
Here, since p
(h)
1→a→1 is independent of ξ
(m) (m = 1, · · · , h), the sum over them yields the
factor 2h.
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By using (4.36), (4.49), (4.50) and (4.53), straightforward computation leads to
SA, 1→1 = (2 ln 2)
√
2σn
pi
+
1
2
lnn+
1
2
ln(2piσ) + γ − 1
2
+ ln
3
21/3
+(terms vanishing as n→∞) (4.62)
with σ ≡
√
2x0
9 =
−1+√2
9
√
2
. The first term provides the violation of the area law by the
square root of the volume that has much stronger entanglement than the first case of the
logarithmic violation. Similar to the colored Motzkin walks [28], (4.59) has a factor 2−h
that is crucial to the behavior of the square root of the volume. The expression (4.62) is
similar to the colored (s = 2) Motzkin walks in [28], but there are some differences. The
value of σ is not the same as
√
2
2
√
2+1
for the s = 2 Motzkin walks, and the last term in the
constant contributions (ln 3
21/3
) is additional in our case, and would reflect the structure
of the semigroup S32 . For the other ground states in the sectors {12}, {21}, {22}, the
same result is obtained, while the entanglement entropy vanishes for the sector of {33}.
Quantum phase transition: For arbitrary positive µ, the structure of the ground
states never changes and the result of the entanglement entropies is the same as in the
above.
However, at µ = 0 (i.e., in the absence of the Cj terms), the equivalence relations
changing the colors of the steps disappear, i.e. a given coloring pattern through a path
never changes under the equivalence moves. At the boundaries of islands of homogeneous
color in the path, the heights are fixed, but semigroup indices can change between 1 and
2. This is due to the the second term of W balanced in (4.24). For example, consider a flat
path of length 10; (x11,1)
3 (x21,1)
2 (x11,1)
5. The equivalence moves amount to the paths
2∑
a,b=1
(P3, 1→a |x1 ) (P2, a→b |x2 ) (P5, b→1 |x1 ) , (4.63)
where Pn,a→b |x1 (Pn,a→b |x2 ) denotes the length-n S31 SMWs with the single color x1 (x2).
For the length-n system, the original ground state in the {ab} (a, b = 1, 2) equivalence
class gets split into lots of equivalence classes that are labelled by (hi1 , hi2 , · · · , hik)
and the color of the first step. (i1, hi1), (i2, hi2), · · · , (ik, hik) represent the boundary
points of the islands in the path in an (x, y)-plane, where k = 0, 1, · · · , n − 1, and
0 < i1 < i2 < · · · < ik. The number of the equivalence classes–i.e. the number of ground
states–grows exponentially as cn with 2 < c < 1x0 =
2
−1+√2 = 4.828 . . . . The lower bound
is from the restricted cases hi1 = hi2 = · · · = hik = 0, and the upper bound is set by
the total number of the paths (4.36). In such highly degenerate ground states, states
with a totally homogeneous color (totally x(1) or totally x(2)) will give the maximal
entanglement entropy, which reduces to the case of S31 with λ = 0 behaving as lnn.
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We thus find that there is a quantum phase transition between the entanglement
entropy behaving as lnn at λ = 0 and that behaving as
√
n at any positive µ, depicted
in Fig. 2.
5 The model based on S21
It is easy to see that we cannot go beyond height 1 in case of the S21 semigroup, and as
a result we do not expect many correlations between the two halves of the chain, giving
us an area law for the entanglement entropy in the subsystem size.
∼
∼
∼x1,1 x1,1
x1,2 x2,1
x1,1
x1,2x1,2
x1,1
x2,1 x2,1
x2,2
x2,2
Figure 14: The local equivalence moves for the case of the SIS S21 .
The local equivalence moves are shown in Fig. 14. These give rise to the frustration-
free Hamiltonian
H = Hleft +Hbulk +Hright, (5.1)
with
Hbulk =
n−1∑
j=1
(Uj,j+1 +Dj,j+1 + Fj,j+1) , (5.2)
where
Uj,j+1 = P
1√
2
[|(x1,2)j ,(x2,2)j+1〉−|(x1,1)j ,(x1,2)j+1〉], (5.3)
Dj,j+1 = P
1√
2
[|(x2,1)j ,(x1,1)j+1〉−|(x2,2)j ,(x2,1)j+1〉], (5.4)
Fj,j+1 = P
1√
2
[|(x1,1)j ,(x1,1)j+1〉−|(x1,2)j ,(x2,1)j+1〉], (5.5)
and
Hleft = P
|(x2,1)1〉, (5.6)
Hright = P
|(x1,2)n〉. (5.7)
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As in the S31 case this Hamiltonian contains an extensive GSD due to the presence of
disconnected and partially connected paths. These are lifted out of the ground states by
adding
Hbulk, disconnected =
n−1∑
j=1
2∑
a,b,c,d=1;b6=c
P
∣∣∣(xa,b)j ,(xc,d)j+1〉 (5.8)
to the Hamiltonian (5.1). Then, the ground states correspond to the connected length-n
S21 SMWs.
We can also focus on the connected paths by again going to the reduced Hilbert space
and writing down a Hamiltonian for the connected part, Hconnected. This is given by
Hconnected = Hleft,connected +Hbulk,connected +Hright,connected, (5.9)
where
Hbulk,connected =
n−1∑
i=1
(Ui +Di + Fi) , (5.10)
with i denoting the site index and
Ui = P |1〉i−1
1
2
(
112i −X12i
)
P
|2〉
i+1, (5.11)
Di = P |2〉i−1
1
2
(
112i −X12i
)
P
|1〉
i+1, (5.12)
Fi = P |1〉i−1
1
2
(
112i −X12i
)
P
|1〉
i+1, (5.13)
and
Hleft,connected = P
|2〉
0 P
|1〉
1 , (5.14)
Hright,connected = P
|1〉
n−1P
|2〉
n . (5.15)
The ground state space of this Hamiltonian is far simpler than the S31 case, as we
only form two equivalence classes that cannot be mapped into each other, namely {11}
and {22}, with the latter being a simple product state with x2,2 on every step. It is easy
to check that this is indeed the case as we no longer have the equivalence class {12} as
it is impossible to come down and end in the semigroup index 2 at the end of the chain.
The normalization of the {11} case is easy to compute by solving the recursion relation
N1→1(x)− 1 = xN1→1(x) + x2N2→2(x)N1→1(x), (5.16)
by noting that N2→2(x) = 11−x resulting in
N1→1(x) =
1− x
1− 2x. (5.17)
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The behavior of the coefficients of this term reads
Nn, 1→1 = 2n−1 (for n ≥ 1). (5.18)
To compute the entanglement entropy we also need to know the number of paths to
height h when we perform the Schmidt decomposition. In this case it is easy to see that
we cannot go beyond height 1 due to the algebra of S21 and that the only set of paths
that can do this is captured by P
(1)
n, 1→2. The number of such paths is computed by using
the recursion relation
N
(1)
1→2(x) = xN
(1)
1→2(x) + xN
(0)
2→2(x) + x
2N
(0)
2→2(x)N
(1)
1→2(x), (5.19)
and N
(0)
2→2(x) =
1
1−x to give
N
(1)
1→2(x) =
x
1− 2x, (5.20)
from which its coefficient behaves as
N
(1)
n, 1→2 = 2
n−1 (for n ≥ 1). (5.21)
We can now compute the entanglement entropy of the ground state {11} as
SA,1→1 = −
[
p
(0)
n, 1→1→1 ln p
(0)
n, 1→1→1 + p
(1)
n, 1→2→1 ln p
(1)
n, 1→2→1
]
, (5.22)
with p
(0)
n, 1→1→1 = p
(1)
n, 1→2→1 =
1
2 giving a constant entanglement entropy of SA,1→1 = ln 2.
This is expected, as this system has weak correlations between the two halves of the chain.
6 Discussion and Outlook
So far we have considered the SMWs on open chains and seen that there are five ground
states in the S31 (λ = 0) and S32 (µ > 0) corresponding to the equivalence classes in the
semigroup indices. The situation changes when we close the chain, as we lose two of the
five equivalence classes, {12} and {21}, as the endpoints of the open chain have to be
identified. (This holds when the same Hamiltonians as in the open case are used.) We
are then left with three ground states on the closed chain which cannot be mapped into
each other by local unitary operators. Similarly to what we discussed in Sec. 3.1.1 in the
open chains, this GSD is sensitive to local perturbations at the site i = 0(≡ n), while
it is stable for local perturbations at other sites. For the case in which the Hamiltonian
only has the bulk terms acting on all the links/sites of the closed chain (that is Hleft
and Hright from the open chain Hamiltonian are not included), we can see that there
are two equivalence classes, {11} and {22} from the previous case, which combine into
32
a single equivalence class and {33} forms a separate equivalence class. This GSD of 2 is
now stable against local perturbations that commute with the local equivalence moves.
There are several directions one can take from this work. An interesting possibility
would be to study the excited states and the scaling of the spectral gap in these systems
and check for many-body localization-like states in the high-energy sector of these models.
We can construct the systems out of higher SISs, Snp naturally from this framework.
With the introduction of higher semigroups we can reach bigger heights and we expect
to obtain more correlations between the two halves of the chain with this. Finally we
can study the continuum versions of this model as done in [44] and check whether there
are emerging symmetries in this system.
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A Derivation of (3.48)
In this appendix, we consider the DWs on a two-dimensional plane (x, y) in two different
ways and derive the identity (3.48). The DWs are composed of an up and a down move.
The walks start at the origin (0, 0), and never enter the region y < 0. For the case where
the walks end at (2n, 0), the number of such walks N2n satisfies the recursion:
N2n =
n−1∑
i=0
N2iN2n−2i−2 (n ≥ 1), (A.1)
which can be solved by using the generating function N(X) =
∑∞
m=0N2mX
2m with
N0 = 1 as
N(X) =
1
2X2
(
1−
√
1− 4X2
)
. (A.2)
For the case that the walks end at a positive height (n, h), the recursion relations for the
number of the walks N
(h)
n are
N
(2k)
2m = N
(2k−1)
2m−1 +
m−1∑
i=0
N2iN
(2k)
2m−2i−2 (A.3)
for n and h even (n = 2m, h = 2k), and
N
(2k−1)
2m+1 = N
(2k−2)
2m +
m−1∑
i=0
N2iN
(2k−1)
2m−2i−1 (A.4)
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for n and h odd (n = 2m+ 1, h = 2k− 1). Note that N (h)n vanishes when n+h odd. By
introducing the generating function
N (h)(X) =
∞∑
n=0
N (h)n X
n (A.5)
with N
(h)
0 = 0 for h ≥ 1, the recursions (A.3) and (A.4) can be solved as
N (h)(X) = XhN(X)h+1. (A.6)
On the other hand, as presented in the literature (for instance, [30,28]), N
(h)
n is given
as a solution of the Ballot problem by
N (h)n =
h+ 1
n+ 1
(
n+ 1
n−h
2
)
=
h+ 1
n+h
2 + 1
(
n
n+h
2
)
. (A.7)
Combining (A.2), (A.6) and (A.7) leads to the identity (3.48).
B Fluctuations around the saddle point
In this appendix, we show that fluctuations of e−
1
2n
(h+1)2 around the saddle point (3.53)
can be neglected in the sum (3.52):
N
(h)
p, 2→1 ' (h+1)
∗∑
n,`≥0
∑`
j=0
e−
1
2n
(h+1)2 N (0)n
(
p− 2n− `− j − 2
n
)(
n+ `
`
)(
`
j
)
2`. (B.1)
Let us consider the case of h even (h = 2k), meaning that n should also run over even
integers (n = 2m). We put
m =
1
27
p+ x, ` =
16
27
p+ y, j =
4
27
p+ z, (B.2)
where x, y and z stand for fluctuations around the saddle point and x, y, z  p. Then,
the exponential factor is expanded as
e−
1
2n
(h+1)2 = e
− 27
4p
(2k+1)2 × exp
[
+
272
4p2
(2k + 1)2x− 27
3
4p3
(2k + 1)2x2 + · · ·
]
. (B.3)
After a straightforward calculation, we see that (B.1) can be expressed in the form
of integrals around the saddle point:
N
(2k)
p, 2→1 ' (2k + 1)e−
27
4p
(2k+1)2 3
8
24pi2
3p
p3
∫ ∞
−∞
dx dy dz e
− 1
p
f2(x,y,z)
× exp
[
−1
p
(
255x+
219
8
y +
117
4
z + 18
)
+O
(
x2
p2
,
x3
p2
)]
× exp
[
+
272
4p2
(2k + 1)2x− 27
3
4p3
(2k + 1)2x2 + · · ·
]
, (B.4)
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where f2(x, y, z) is a positive-definite quadratic form of x, y and z given by
f2(x, y, z) ≡ 465x2 + 75
8
y2 +
27
2
z2 + 123xy +
63
4
yz + 126xz. (B.5)
The integrals in (B.4) can be computed as Gaussian integrals by bringing down the
factors in the second and third lines from the exponentials. Note that x, y and z are
effectively at most O(
√
p), and contributions from the linear terms in x, y and z vanish
due to the parity. Then, it is easy to see that the fluctuations provide the contribution
of the order at most O(p−1), and can be safely neglected.
For the case of h odd, we can argue in parallel and obtain the same conclusion.
C Hconnected in the case of S32
In this appendix, we discuss the reduced Hilbert space that just describes the connected
paths, and construct the Hamiltonians in terms of degrees of freedom at sites for the two
cases in the semigroup S32 .
The original Hilbert space on the links has a total dimension 18n, with n the size of
the one-dimensional chain. The total dimension of the reduced Hilbert space is 6n+1.
This is easily seen to be the case as the local Hilbert space on each site has three choices
for the semigroup index, {|1〉, |2〉, |3〉} and two choices for the color degree of freedom,
s ∈ {1, 2}. We can now write down the basis of this six-dimensional Hilbert space as
{∣∣11〉, ∣∣21〉, ∣∣31〉, ∣∣12〉, ∣∣22〉, ∣∣32〉}.
As a new ingredient that does not appear in the cases of S31 and S21 , while the color
degrees of freedom are put on the links in the original Hilbert space, they are assigned
at the sites in the reduced Hilbert space. Let us assign the colors on the link (j, j + 1)
in the original Hilbert space to the site j + 1 in the reduced one. Then, the color
degrees of freedom at the site 0 become surplus. For example, a state of the length-
4 chain
∣∣∣(x(2)1,2)1, (x(2)2,3)2, (x(1)3,1)3〉 will be expressed as ∣∣1s0, 221, 322, 113〉 with the color s
undetermined. Here, we take into account both of the possibilities s = 1 and s = 2,
making an additional 2-fold degeneracy for each connected path of the random walks
in the original description. After obtaining all of the length-n paths eventually, the
doubling is resolved by simply identfying the states
∣∣a10, · · ·〉 and ∣∣a20, · · ·〉.
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C.1 Hconnected in the first case
The bulk terms (4.9)-(4.12) are expressed by the site variables on the reduced Hilbert
space as
Ci =
2∑
s=1
3∑
a=1
P
|as〉
i−1
1
2
(
1a
1a2
i −Xa
1a2
i
)
, (C.1)
Ui =
2∑
s,t=1
3∑
a,b=1;a<b
P
|as〉
i−1
1
2
(
1a
tbt
i −Xa
tbt
i
)
P
|bt〉
i+1 , (C.2)
Di =
2∑
s,t=1
3∑
a,b=1;a>b
P
|as〉
i−1
1
2
(
1a
tbt
i −Xa
tbt
i
)
P
|bt〉
i+1 , (C.3)
Fcoloredi =
2∑
s,t,u=1
[
P
|1s〉
i−1
1
3
(
11
t2t
i −X1
t2t
i
)
P
|1u〉
i+1 + P
|1s〉
i−1
1
3
(
11
t3t
i −X1
t3t
i
)
P
|1u〉
i+1
−P |1s〉i−1
1
6
(
12
t3t
i −X2
t3t
i
)
P
|2u〉
i+1 + P
|2s〉
i−1
1
2
(
12
t3t
i −X2
t3t
i
)
P
|2u〉
i+1
]
, (C.4)
Wcoloredi =
2∑
s,t,u=1
[
P
|1s〉
i−1
1
2
(
12
t3t
i −X2
t3t
i
)
P
|1u〉
i+1 + P
|3s〉
i−1
1
2
(
11
t2t
i −X1
t2t
i
)
P
|3u〉
i+1
]
,
(C.5)
which consists of the bulk Hamiltonian
Hbulk, connected =
n∑
i=1
Ci +
n−1∑
i=1
[
Ui +Di +Wcoloredi + Fcoloredi
]
. (C.6)
The boundary terms (4.14) and (4.15) are written as
Hcoloredleft, connected =
2∑
s,t=1
[
P
|2s〉
0 P
|1t〉
1 + P
|3s〉
0 P
|1t〉
1 + P
|3s〉
0 P
|2t〉
1
]
, (C.7)
Hcoloredright, connected =
2∑
s,t=1
[
P
|1s〉
n−1P
|2t〉
n + P
|1s〉
n−1P
|3t〉
n + P
|2s〉
n−1P
|3t〉
n
]
. (C.8)
Hconnected is given by the sum of (C.6), (C.7) and (C.8).
C.2 Hconnected in the second case
Following the same argument as in the first case, we find that the Hamiltonian is ex-
pressed by the sum of
Hbulk, connected = µ
n∑
i=1
Ci +
n−1∑
i=1
[
Ui +Di + Fbalancedi +Wbalancedi +Rbalanced
]
(C.9)
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and the boundary terms (C.7) and (C.8). In (C.9),
Fbalancedi =
2∑
s,t=1
[
P
|1s〉
i−1
1
3
(
11
t2t
i −X1
t2t
i
)
P
|1t〉
i+1 + P
|1s〉
i−1
1
3
(
11
t3t
i −X1
t3t
i
)
P
|1t〉
i+1
−P |1s〉i−1
1
6
(
12
t3t
i −X2
t3t
i
)
P
|2t〉
i+1 + P
|2s〉
i−1
1
2
(
12
t3t
i −X2
t3t
i
)
P
|2t〉
i+1
]
,(C.10)
Wbalancedi =
2∑
s,t=1
P
|1s〉
i−1
1
2
(
12
t3t
i −X2
t3t
i
)
P
|1t〉
i+1 +
2∑
s,t,u=1
P
|3s〉
i−1
1
2
(
11
t2t
i −X1
t2t
i
)
P
|3u〉
i+1 ,
(C.11)
Rbalancedi =
2∑
s=1
3∑
a,b,c=1; b>a,c
[
P
|as〉
i−1 P
|b1〉
i P
|c2〉
i+1 + P
|as〉
i−1 P
|b2〉
i P
|c1〉
i+1
]
, (C.12)
and the rest are the same as in the first case.
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Addendum 1
We find that the Hamitonian (3.8) contains additional ground states that do not corre-
spond to the SMWs. For example, x1,3x3,2x2,1x1,2x2,3x3,1 for length 6 enters the negative
region but begins and ends on the x-axis, whereas the length 6 path x1,3x3,2x2,1x1,3x3,2x2,1
goes below the x-axis and ends at a negative height. Finally the length 5 path x2,3x3,1x1,2x2,3x3,1
stays in the positive quadrant but ends at a positive height above the x-axis. These states
are valid for the case when λ = 0. To lift such ground states, we modify (3.5) and (3.6)
as
Hleft = P
|(x2,1)1〉 + P |(x3,1)1〉 + P |(x3,2)1〉 + P |(x1,3)1, (x3,2)2, (x2,1)3〉,
Hright = P
|(x1,2)n〉 + P |(x1,3)n〉 + P |(x2,3)n〉 + P |(x1,2)n−2, (x2,3)n−1, (x3,1)n〉.
Correspondingly, (3.16) and (3.17) become
Hleft, connected = P
|2〉
0 P
|1〉
1 + P
|3〉
0 P
|1〉
1 + P
|3〉
0 P
|2〉
1 + P
|1〉
0 P
|3〉
1 P
|2〉
2 P
|1〉
3 ,
Hright, connected = P
|1〉
n−1P
|2〉
n + P
|1〉
n−1P
|3〉
n + P
|2〉
n−1P
|3〉
n + P
|1〉
n−3P
|2〉
n−2P
|3〉
n−1P
|1〉
n .
In the S32 case, (4.14) and (4.15) are modified as
Hleft =
2∑
s=1
[
P
∣∣∣(xs2,1)1〉 + P
∣∣∣(xs3,1)1〉 + P
∣∣∣(xs3,2)1〉]+ 2∑
s,s′,s′′=1
P
∣∣∣(xs1,3)1,(xs′3,2)2,(xs′′2,1)3〉,
Hright =
2∑
s=1
[
P
∣∣∣(xs1,2)n〉 + P
∣∣∣(xs1,3)n〉 + P
∣∣∣(xs2,3)n〉]+ 2∑
s,s′,s′′=1
P
∣∣∣∣(xs1,2)n−2,(xs′2,3)n−1,(xs′′3,1)n
〉
,
and (C.7) and (C.8) are
Hcoloredleft, connected =
2∑
s,t=1
[
P
|2s〉
0 P
|1t〉
1 + P
|3s〉
0 P
|1t〉
1 + P
|3s〉
0 P
|2t〉
1
]
+
2∑
s,t,u,v=1
P
|1s〉
0 P
|3t〉
1 P
|2u〉
2 P
|1v〉
3 ,
Hcoloredright, connected =
2∑
s,t=1
[
P
|1s〉
n−1P
|2t〉
n + P
|1s〉
n−1P
|3t〉
n + P
|2s〉
n−1P
|3t〉
n
]
+
2∑
s,t,u,v=1
P
|1s〉
n−3P
|2t〉
n−2P
|3u〉
n−1P
|1v〉
n .
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Addendum 2
The Hamiltonian (3.8) changes discontinuously as λ increases from zero due to the func-
tion sgn(λ). Here, we can consider to introduce two nonnegative parameters λ1 and λ2
rather than a single λ to make the Hamiltonian changed smoothly. First, (3.4) and (3.8)
are changed to
Wj,j+1 = P
1√
2
[|(x1,2)j ,(x2,1)j+1〉−|(x1,3)j ,(x3,1)j+1〉] + λ1 P
1√
2
[|(x3,1)j ,(x1,3)j+1〉−|(x3,2)j ,(x2,3)j+1〉]
and
H = Hleft +Hbulk +Hright + λ2
n−1∑
j=1
Bj,j+1,
respectively. We consider the parameter space consisting of I) λ1 > 0 and λ2 = 0, II)
λ1 = λ2 = 0 and III) λ1 = 0 and λ2 > 0 that preserves the frustration-free property of
the Hamiltonian. Correspondingly, (3.14) becomes
Wi = P |1〉i−1
1
2
(
123i −X23i
)
P
|1〉
i+1 + λ1 P
|3〉
i−1
1
2
(
112i −X12i
)
P
|3〉
i+1.
The cases I) and III) yield the same ground states as the cases λ = 0 and λ > 0,
respectively. Therefore, the results of the entanglement entropies computed for those
cases are valid without any change. For II), we can see that the GSD grows with the
length of the chain, which is distinct from the structure of the ground states in I) and
III). We conclude that the parameter space falls into three phases I), II) and III) as in
the figure below, and quantum phase transition occurs at each of the phase boundaries.
0 Sn = O(1)
S
n
∝
lo
g
(n
)
λ1
λ2
III
I
b
II
Figure 15: The phases of I, II and III with the change of the entanglement
entropy.
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