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Notations
G : Réseau de transport,
N : ensemble des sommets,
A : ensemble des arcs,
S : sommet source,
P : sommet utilisation,
eij : arc de sommet initial i et de sommet terminal j,
η(i) : la somme des ﬂux entrant le sommet i,
η−1(i) : la somme des ﬂux sortant le sommet i,
yi : consommation du sommet i,
γ(i) : ensemble des arcs sortants,
γ−1(i) : ensemble des arcs entrants,
uij : capacité physique de l'arc eij ,
φij : ﬂux circulant sur l'arc eij ,
X : ensemble des ﬂux,
CUij : coût unitaire de l'arc eij ,
Cij : coût eﬀectif de l'arc eij ,
pi : ressource disponible,
Ry, Rz : sommet principal et secondaire du sommet de répartition R,
eRRy , eRRz : arc principal et secondaire du sommet de répartition R,
E+ij , E
−
ij : écarts positif et négatif de l'arc eij ,
CU+ij , CU
−
ij : les coûts unitaires à l'augmentation et à la diminution de l'arc eij ,
a+ij , a
−
ij : les pentes à l'augmentation et à la diminution de l'arc eij ,
Xk : circulation à l'itération d'amélioration k,
G
′
(Xk) : graphe résiduel correspondant à la circulation Xk,→
eij ,
←
eij : arc direct et arc inverse correspondant à l'arc eij ,
A
′
: l'ensemble des arcs du graphe résiduel,
It : débit d'entrée d'un bief à l'instant t,
Ot : débit de sortie d'un bief à l'instant t,
Vt : volume stocké dans un bief à l'instant t,
V
′
t : volume résiduel d'un bief à l'instant t,
TT : temps de transfert,
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Introduction
Les systèmes dynamiques étendus sont des systèmes complexes, spatialement répartis et véhi-
culant des ﬂux. Les ﬂux transportés sont caractérisés par des non-linéarités et sont soumis à des
retards lors de leur transfert, mais aussi, à des déformations importantes lorsque la ressource est un
ﬂuide. L'étude des systèmes dynamiques s'intéresse à l'évolution d'un système dont on ne connaît
que certains états observés ou calculés de son état passé ou présent. La règle d'évolution du système
dynamique est une fonction déterministe.
Les systèmes dynamiques étendus sont en général utilisés pour satisfaire des demandes néces-
sitant le transport de ﬂux. L'allocation de la ressource consiste à acheminer les ﬂux aux bons
endroits, aux bons moments et en bonnes proportions. Il est alors nécessaire de mettre en place un
outil d'optimisation qui distribue de façon optimale la ressource disponible en prenant en compte
les contraintes physiques du système.
Dans le cadre de cette thèse, nous nous intéressons à l'étude des systèmes dynamiques étendus
véhiculant des ﬂuides et nous proposons une modélisation basée sur des réseaux de transport étendus
aﬁn de représenter l'évolution de la ressource au cours du temps et d'intégrer les retards inhérents
aux transferts des ﬂux. La dynamique des transferts est modélisée sur plusieurs plages de fonction-
nement par des équations linéaires à paramètres variables. Sur une plage de fonctionnement, nous
considérons qu'un ﬂux se répartit en plusieurs blocs de ﬂux et que chaque bloc se déplace suivant
son propre temps de transfert.
Les objectifs de gestion sont modélisés par des coûts unitaires sur les arcs. Les coûts unitaires
considérés sont linéaires par morceaux et croissants. La linéarité par morceaux permet de modéliser
l'évolution du coût unitaire pour diﬀérents niveaux de gestion. Le caractère croissant des coûts
unitaires formalise le principe que le gain généré par une unité de ﬂux diminue au fur et à mesure
que l'objectif se remplit. L'allocation optimale de la ressource sur le système est obtenue par la
recherche de la circulation de coût minimal sur le réseau de transport étendu correspondant. En
plus des contraintes liées au réseau (conservation de ﬂux et capacité), des contraintes additionnelles
permettant la modélisation des dynamiques de transfert sont considérées.
Les systèmes hydrographiques appartiennent à la classe des systèmes dynamiques étendus non
linéaires à retards variables. La modélisation proposée et les algorithmes développés sont appliqués
au cas des systèmes hydrographiques et à la problématique de l'allocation de la ressource en eau
associée.
Ce mémoire s'articule autour de quatre chapitres. Dans le premier chapitre, nous déﬁnissons les
systèmes dynamiques étendus, objets de cette étude. Quand la ressource est un ﬂuide, les diﬀérentes
méthodes classiques de représentation des systèmes dynamiques ne permettent pas de modéliser
leur transport. Nous proposons donc de les modéliser par un réseau de transport en raison de leur
structure et de la performance de leurs algorithmes. La terminologie, les notions de base sur les
réseaux de transport et le problème du ﬂot de coût minimum sont déﬁnis. Les caractéristiques, la
composition, ainsi que les dynamiques des systèmes hydrographiques sont décrites. En raison de
l'anthropisation des espaces naturels, du changement climatique et de l'augmentation des besoins,
la gestion de la ressource en eau oﬀre des problématiques variées. Les diﬀérents niveaux de conduite
de la ressource sont présentés, en mettant l'accent sur la gestion supervisée en temps réel. Un état
de l'art des méthodes d'optimisation utilisées pour la gestion de la ressource en eau est fourni.
Dans le second chapitre, nous proposons une modélisation à base de réseaux de transport étendus
dans laquelle le système est représenté sur plusieurs pas de temps et les dynamiques de transfert
des ﬂux sont prises en compte. Ces dernières sont décrites par des équations linéaires à paramètres
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variables déﬁnies au niveau des sommets de répartition, dont le rôle est de répartir un ﬂux en
plusieurs blocs de ﬂux. Pour transcrire les objectifs de gestion, des coûts unitaires et eﬀectifs sont
aﬀectés aux arcs. Les coûts eﬀectifs, issus de l'intégration des coûts unitaires, sont quadratiques par
morceaux et convexes. L'allocation optimale de la ressource est formulée sous la forme d'un problème
d'optimisation. La nature du problème dépend de la qualité de la modélisation souhaitée. Ainsi,
trois problèmes d'optimisation de diﬃculté croissante P0, P1, P2 sont considérés. Le problème P0
traite les ﬂux comme des solides, le problème P1 modélise le transfert des ﬂux sur une seule plage de
fonctionnement, tandis que le problème P2 le modélise sur l'ensemble des plages de fonctionnement.
Nous proposons des méthodes de résolution des problèmes d'optimisation basées sur l'élimination
des circuits de coût négatif dans le graphe d'écart.
Dans le troisième chapitre, nous rappelons les éléments hydrologiques du grand cycle naturel
de l'eau et décrivons l'outil d'aide à la décision développé aﬁn de répondre à la problématique de
l'allocation de la ressource en eau. Les solutions issues de l'outil permettent le partage de l'eau de
manière eﬃcace, équitable et écologiquement durable. Le système hydrographique y est modélisé
par un réseau de transport étendu et les transferts hydrauliques à surface libre dans les biefs par des
sommets de répartition. La modélisation des transferts hydrauliques est validée sur un événement
de référence et les résultats sont comparés à ceux du modèle de Muskingum. Nous proposons des
règles de gestion de la ressource en eau et des lignes directrices pour les transcrire sous forme de
coûts unitaires sur les arcs. L'outil d'aide à la décision est alimenté, en permanence, par des données
hydrométriques et pluviométriques. La pertinence des décisions dépendant de la qualité des données
d'entrée, nous avons développé deux algorithmes de surveillance des données hydrométriques et
pluviométriques. La surveillance des variables d'entrée a pour objectif d'exploiter la redondance des
mesures et des sorties du modèle hydrologique pour détecter et/ou traiter les incohérences et les
imprécisions des mesures aﬁn d'obtenir un ensemble de données compatibles validées.
L'objectif du quatrième chapitre est de mettre en ÷uvre la modélisation du système hydrogra-
phique proposée dans le troisième chapitre et d'évaluer la capacité de notre approche à répondre
à la problématique de l'allocation de la ressource en eau. L'outil d'aide à la décision pour la ges-
tion de la ressource en eau est utilisé pour la gestion des trois retenues du bassin versant de la
Haute-Vilaine dans le but de protéger des inondations trois zones vulnérables. La modélisation des
transferts hydrauliques est appliquée sur un bief de la rivière Arrats d'une longueur de 40km, les
résultats obtenus sont comparés à ceux du modèle de Muskingum. L'algorithme de surveillance des
données hydrométriques est évalué en reconstituant les débits d'une station hydrométrique de l'Ar-
rats considérée peu ﬁable. Finalement, l'algorithme de surveillance des données pluviométriques est
appliqué au cas du bassin versant de l'Echez. L'amélioration des prévisions hydrologiques grâce à
la reconstitution des pluies et du suivi de l'état des réservoirs du modèle hydrologique est illustrée.
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1.1 Introduction
L'étude des systèmes dynamiques s'intéresse à l'évolution d'un système dont on ne connaît que
certains états observés ou calculés de son état passé ou présent. Lorsque les éléments composant le
système sont répartis dans l'espace, ceux-ci forment un système qualiﬁé d'étendu. Ces derniers ont
la particularité de véhiculer des ﬂux. Les ﬂux transportés sont caractérisés par des non-linéarités et
sont soumis à des retards lors de leur transfert, mais aussi, à des déformations importantes lorsque la
ressource est un ﬂuide. Dans ce travail, nous proposons de prendre en compte, dans la modélisation
de ces systèmes, l'ensemble de ces contraintes pour une gestion optimale de transport de ﬂuide.
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Nous modélisons les systèmes étudiés par des réseaux de transport étendus, en raison de leur
structure et de la performance de leur algorithmes. Ils permettent de représenter l'évolution de la
ressource au cours du temps et d'intégrer les retards inhérents aux transferts des ﬂux. Après avoir
introduit les systèmes faisant l'objet de notre étude dans la deuxième section, nous précisons dans
la troisième section la terminologie et les notions de base sur les réseaux de transport utilisées.
Ensuite, nous nous focalisons sur le problème du ﬂot de coût minimum et à ses diﬀérentes variantes.
Nous nous intéressons aux réseaux hydrographiques sur lesquels seront appliqués ces travaux. Ces
derniers appartiennent à la classe des systèmes dynamiques étendus non linéaires à retards variables.
Leur composition, leur dynamique, ainsi que les diﬀérentes problématiques liées à la gestion de la
ressource en eau sont présentées dans la quatrième partie. Dans la cinquième section, nous décrivons
la gestion supervisée en temps réel de la ressource, en portant une attention particulière aux outils
d'aide à la décision.
Compte tenu de l'anthropisation des espaces naturels, du changement climatique et de l'aug-
mentation des besoins, une gestion eﬃciente de la ressource dans les deux situations extrêmes, crue
et étiage est indispensable. Aussi, la sixième section présentera un état de l'art des méthodes d'op-
timisation utilisées pour la gestion de la ressource en eau, et en particulier des méthodes basées sur
les réseaux de transport.
1.2 Systèmes dynamiques étendus à retards variables
Un système dynamique est un système caractérisé par une évolution temporelle de son état.
L'état du système à un instant est donné par un vecteur de nombres réels. La règle d'évolution du
système dynamique est une fonction qui fournit les états futurs à partir d'un état initial.
Les systèmes considérés sont déterministes et causaux. Leur évolution ne dépend que de phé-
nomènes du passé ou/et du présent. Un seul état futur découle de l'état initial. La relation entre
l'entrée u et la sortie y est donnée par :
y(t) = F ({u(t′) : t0 ≤ t′ ≤ t}, t) (1.1)
où t0 représente l'instant à partir duquel l'entrée contrôle la sortie et F la fonction décrivant
l'évolution temporelle en fonction de l'entrée.
Généralement, la dynamique des systèmes est régie par les lois fondamentales de la physique
mises sous forme d'équations diﬀérentielles tenant compte de plusieurs variables indépendantes ainsi
que de leurs dérivées successives [Duviella, 2005]. Le système dynamique est dit linéaire s'il est régi
par une équation diﬀérentielle linéaire. La relation entre l'entrée et la sortie est donc de la forme :
y(n)(t) +
n−1∑
i=0
aiy
(i)(t) =
m∑
i=0
biu
(i)(t) (1.2)
où u(i)(t) et y(i)(t) sont respectivement la ieme dérivée de u(t) et de y(t), et ai et bi sont des
coeﬃcients constants avec m ≤ n. Le système est dit d'ordre n.
L'équation 1.2 peut être écrite sous forme d'état :{
x˙ = Ax+Bu
y = Cx
(1.3)
où A, B et C sont respectivement les matrices d'état, de commande et de sortie, et x le vecteur
d'état.
Dans le cas des systèmes dynamiques étendus, la réponse à une entrée est caractérisée par des
retards dus aux distances importantes à parcourir par rapport à la vitesse du ﬂux.
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Si le système est caractérisé par un retard constant τ , il peut être représenté par l'équation 1.4.{
x˙(t) = Ax(t) +Bu(t− τ)
y(t) = Cx(t)
(1.4)
Dans plusieurs cas, le comportement du système dépend de son état. Ainsi, les matrices A, B et
C dépendent du vecteur d'état x. La représentation d'état d'un tel système pour un retard donné
τ est fournie par l'équation 1.5 [Duviella, 2005].{
x˙(t) = A(x(t))x(t) +B(x(t))u(t− τ)
y(t) = C(x(t))x(t)
(1.5)
Lorsque les ﬂux transportés sont des ﬂuides, ils sont soumis à des déformations importantes et
à des retards dépendant à la fois des ﬂux et de l'état du système. En eﬀet, le mouvement des ﬂuides
newtoniens est régi par les équations de Navier-Stokes qui sont des équations aux dérivées partielles
non linéaires [Majda and Bertozzi, 2002]. En linéarisant ces équations autour de plusieurs points de
fonctionnement, le système peut être représenté par l'équation 1.5.
Nous nous intéressons à l'intégration de cette représentation des systèmes dynamiques étendus
dans les réseaux de transport lorsque les ﬂux transportés sont des ﬂuides.
1.3 Réseaux de transport dynamiques
1.3.1 Graphes orientés
Un graphe orienté est un couple G = (N,A), formé d'un ensemble N de sommets, et d'un
ensemble A d'arcs. Un arc eij , est constitué de deux sommets ordonnés i et j, où i est le sommet
d'origine, et j est le sommet terminal. L'arc eij est un arc sortant du sommet i et un arc entrant
du sommet j. Notons, γ(i) et γ−1(i) les ensembles des arcs sortants et entrants un sommet i,
respectivement. Pour que nous puissions nous référer sans ambiguïté à l'arc d'origine i et de sommet
terminal j par eij , nous considérons des graphes sans arcs parallèles (mêmes sommets d'origines et
terminaux). Les arcs parallèles peuvent être représentés en introduisant pour l'un d'eux, un sommet
intermédiaire k, aﬁn de remplacer l'arc eij par les arcs eik et ekj (cf. ﬁgure1.1). Dans tout ce qui
suit, toutes nos références à un graphe supposent implicitement que le graphe est orienté.
Figure 1.1  Modélisation des arcs parallèles
1.3.2 Réseaux de transport
Dans la théorie des graphes, un réseau de transport est un graphe orienté valué, où chaque arc eij
a une capacité positive uij et un ﬂux positif φij ∈ [0;uij ] ne dépassant pas la capacité. Les termes ﬂux
et ﬂot sont interchangeables. Pour un graphe G = (N,A), l'ensemble des ﬂux X = {φij |eij ∈ A} est
nommé le vecteur des ﬂux. Notons η(i) =
∑
{j|eij∈γ(i)} φij et η
−1(i) =
∑
{j|eji∈γ−1(i)} φji la somme
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des ﬂux sortants et entrants le sommet i, respectivement. La consommation yi, d'un sommet i est
déﬁnie par :
yi = η(i)− η−1(i) (1.6)
Un réseau de transport dispose de deux sommets particuliers : le sommet source S et le sommet
utilisation P . D'une façon générale, un réseau de transport modélise l'écoulement d'une ressource
depuis la source, où elle est produite, jusqu'à l'utilisation, où elle est consommée [Ahuja et al., 1995].
Les sommets source et utilisation n'ont que des arcs sortants et entrants, respectivement. Nous
appelons ressource d'un réseau de transport, la consommation du sommet source yS = η(S).
Chaque sommet du graphe, hormis le sommet source et le sommet utilisation respecte la loi de
conservation des ﬂux (loi de Kirchhoﬀ). La somme des ﬂux entrants est égale à la somme des ﬂux
sortants. La somme des ﬂux sortants du sommet source est égale à la somme des ﬂux entrants au
sommet utilisation. Mathématiquement, la loi de conservation des ﬂux s'écrit :{ ∀i ∈ N \ {S, P} yi = 0
yS = −yP (1.7)
Le transport d'une unité de ﬂux sur un arc peut être aﬀecté d'un coût unitaire représenté par
une fonction notée CUij . Cette fonction peut prendre plusieurs formes : constante, linéaire, convexe,
etc.
Le coût eﬀectif du ﬂux φij sur l'arc eij est déﬁni par l'intégrale de la fonction de coût unitaire
sur l'intervalle [0;φij ] :
Cij(φij) =
∫ φij
0
CUij(ϕ) dϕ (1.8)
La ﬁgure 1.2 illustre un exemple d'un coût unitaire linéaire. Il est déﬁni par ∀φ ∈
[0; +∞] CUij(φ) = 4φ − 100. Le coût eﬀectif correspond donc à Cij(φ) =
∫ φ
0
CUij(ϕ) dϕ =
2φ2− 100φ. Si on suppose qu'un ﬂux de φij = 30 est présent sur l'arc, le coût unitaire de transport
est égal à CUij(φij) = 20, et le coût eﬀectif correspond à la surface en bleu : Cij(φij) = −1200.
1.3.3 Optimisation de ﬂux dans un réseau de transport
Les problèmes d'optimisation de ﬂux dans un réseau de transport sont une classe de problèmes
qui consistent à trouver une circulation de ﬂux qui optimise une fonction objectif et qui respecte un
ensemble de contraintes. La circulation est déﬁnie par l'ensemble des ﬂux X. Dans cette classe de
problèmes, nous trouvons des problèmes classiques tels que :
• Le problème du ﬂot maximum, qui consiste à déterminer le ﬂot maximum transitant
depuis le sommet source vers le sommet utilisation, en respectant les contraintes de capacité,
et la loi de conservation de ﬂux [Ford and Fulkerson, 1956]. Il s'agit de maximiser la ressource
du réseau de transport.
• Le problème du multi-ﬂux (Multi-commodity ﬂow problem), qui consiste à trouver
une circulation réalisable, maximale ou de coût minimal pour un ensemble de ﬂux hétérogènes
qui partagent le même réseau [Even et al., 1975].
• Le problème du ﬂot maximal à coût minimum est le problème de recherche d'une
circulation de coût minimal pour le ﬂot maximum transitant depuis la source vers l'utilisation
[Ahuja et al., 1995]. Le coût d'une circulation sur un graphe G est la somme des coûts eﬀectifs
des ﬂux de ses arcs.
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Figure 1.2  Exemple d'un calcul du coût eﬀectif à partir du coût unitaire d'un arc
• Le problème de ﬂot de coût minimum : sur chaque arc du réseau de transport est déﬁni
un coût unitaire. L'objectif est de déterminer pour une ressource donnée pi la circulation
de coût minimal, c'est-à-dire acheminer la ressource du sommet source jusqu'au sommet
utilisation avec un coût minimal. Le problème de ﬂot de coût minimum peut être formalisé
comme suit : 
Min
X
∑
eij∈A
Cij(φij)
∀i ∈ N \ {S, P} yi = 0
yS = −yP = pi
∀eij ∈ A 0 ≤ φij ≤ uij
(1.9)
La suite de ce mémoire se focalisera sur le problème de ﬂot de coût minimum et ses diﬀérentes
variantes. L'objectif étant d'optimiser le transport des ﬂuides dans les systèmes dynamiques étendus.
1.3.4 Le problème du ﬂot de coût minimum
Le problème du ﬂot de coût minimum (Minimum Cost Network ﬂow problem (MCNFP)) ap-
partient à la catégorie des problèmes d'optimisation des réseaux de transport. Plusieurs autres
problèmes d'optimisation bien connus, comme le problème du plus court chemin ou le problème du
ﬂot maximum, sont des cas particuliers de ce dernier. La complexité du problème du ﬂot de coût
minimal dépend principalement de la nature des coûts sur les arcs et des contraintes du problème.
Dans le cas où les coûts eﬀectifs sont linéaires par morceaux, le problème peut être ramené au
cas linéaire en dupliquant les arcs [Bertsekas, 1998]. Il s'agit alors d'un problème d'optimisation
linéaire pour lequel les algorithmes génériques de résolution peuvent être utilisés directement. Ce-
pendant, l'utilisation d'algorithmes adaptés à la particularité des contraintes du problème du ﬂot
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de coût minimum et à la structure du graphe permettent d'accélérer leur convergence. Le premier
algorithme de complexité polynomiale pour le problème du ﬂot de coût minimal a été proposé
par Edmonds et Karp [Edmonds and Karp, 1972] en 1972. Il a fallu attendre l'an 1979 pour trou-
ver le premier algorithme polynomial pour les problèmes d'optimisation linéaire [Khachiyan, 1979],
[Karmarkar, 1984]. Encore aujourd'hui, aucun algorithme fortement polynomial n'existe pour les
problèmes d'optimisation linéaire, alors que Tardos a proposé un algorithme fortement polynomial
pour le problème du ﬂot de coût minimal [Tardos, 1985].
Il existe une multitude d'algorithmes exacts et approximatifs de résolution du problème
du ﬂot de coût minimum, pour des variables continues ou entières : Network-Simplex
[Orlin, 1997], Cycle-Canceling [Klein, 1967], Out-of-kilter [Fulkerson, 1961], successive shortest path
[Edmonds and Karp, 1972], et la méthode du point intérieur [Karmarkar, 1984]. Avec la démocrati-
sation des environnements d'exécution parallèle (multithreading) et compte tenu de la structure des
réseaux de transport facilitant l'implantation, beaucoup d'eﬀorts sont orientés vers la conception
d'algorithmes exploitant des processeurs multithread [Beraldi et al., 1997], [Badr et al., 2006].
Si le problème du ﬂot de coût minimal est résoluble en temps polynomial dans le cas des coûts
eﬀectifs linéaires, d'autres variantes du problème avec des coûts eﬀectifs convexes, concaves, ou
encore non-linéaires sont plus complexes à résoudre.
Dans le cas où les coûts eﬀectifs sont concaves, le problème est NP-diﬃcle
[Guisewite and Pardalos, 1990]. La complexité provient de la minimisation d'une fonction
concave sur un ensemble convexe, déﬁni par les contraintes de capacité du réseau, ce qui implique
qu'un optimum local n'est pas nécessairement un optimum global. De plus, il n'existe pas de
critère simple permettant de décider si un minimum local est également un minimum global. Les
coûts eﬀectifs concaves sont utilisés principalement dans les réseaux de transport pour modéliser
une économie d'échelle qui correspond à la baisse du coût unitaire d'un produit en accroissant la
quantité de production. C'est le cas des applications telles que le problème de minimisation des
dépenses de production, le problème d'exploitation optimale d'un réseau de télécommunication, etc.
Fontes et al [Fontes et al., 2006b] ont proposé une méthode basée sur la programmation dynamique
pour trouver l'optimum dans le cas de coûts concaves sur les arcs. Ils ont également développé un
algorithme de séparation-et-évaluation (Branch-and-Bound) capable de résoudre le problème sur
de grands systèmes [Fontes et al., 2006a].
1.3.5 Coûts eﬀectifs convexes et séparables
Dans le cas où les coûts eﬀectifs sont convexes, le problème du ﬂot de coût minimum est appelé
Minimum Convex-Cost Network Flow Problem. Les fonctions convexes sont souvent utilisées pour
modéliser des coûts unitaires croissants. De telles situations résultent naturellement de facteurs tels
que l'encombrement des systèmes (par exemple, le problème de répartition des ressources disponibles
sur un réseau de télécommunication) et les eﬀets de ﬁle d'attente (par exemple, la gestion du traﬁc
urbain). Nous rappelons qu'un problème d'optimisation est considéré convexe lorsque la fonction à
minimiser est convexe et que l'ensemble admissible est convexe. Un espace F ⊂ Rn est convexe si
pour tout x, y ∈ F , et pour tout α ∈ [0; 1], αx + (1 − α)y ∈ F . Une fonction f : F 7→ R est dite
convexe si :
∀x, y ∈ F,∀α ∈ [0; 1] f(αx+ (1− α)y) ≤ αf(x) + (1− α)f(y) (1.10)
Si nous nous limitons aux contraintes classiques d'un réseau de transport (conservation de ﬂux
et contraintes de capacité), l'espace de recherche est convexe, et le problème est considéré comme
un problème d'optimisation convexe. Le principal avantage des problèmes convexes est l'absence
des minimum locaux.
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La fonction objectif C est dite partiellement séparable lorsqu'elle peut s'écrire sous la forme :
C({φij |eij ∈ A}) =
∑
eij∈A
Cij(φij) (1.11)
Le problème du ﬂot de coût minimal est dit séparable lorsque la fonction objectif est séparable,
et l'espace admissible est construit uniquement avec les contraintes de conservation de ﬂux et les
contraintes de capacité. La séparabilité de la fonction objectif est obtenue par construction en
considérant des sous-fonctions objectifs adaptées. La séparabilité est une propriété majeure du
problème, car elle réduit considérablement le nombre d'évaluations nécessaires à l'optimisation.
Sans la propriété de la séparabilité, le problème devient diﬃcile à résoudre [Bertsekas, 1998] (Page
342).
La principale technique pour la résolution de problèmes non-linéaires est leur linéarisa-
tion pour appliquer les algorithmes d'optimisation linéaire [Hochbaum and Shanthikumar, 1990]
[Kamesam and Meyer, 1984]. Il s'agit de remplacer la fonction non-linéaire par son approximation
du premier ordre autour d'un point. La ﬁgure 1.3 représente un exemple d'approximation d'une
fonction quadratique par une fonction linéaire par morceaux.
Figure 1.3  Approximation d'une fonction quadratique par une fonction linéaire par morceaux
Minoux a développé un algorithme de complexité polynomiale pour résoudre le problème de ﬂot
de coût minimal séparable avec des coûts eﬀectifs quadratiques et convexes [Minoux, 1984]. C'est
à dire que le coût eﬀectif sur un arc eij est de la forme Cij(φ) = aijφ2 + bijφ, où aij ≥ 0 et bij
sont des constantes. Végh a proposé un algorithme fortement polynomial pour les coûts eﬀectifs
quadratiques, convexes et séparables [Végh, 2012].
Plusieurs algorithmes développés pour le problème de ﬂot de coût minimal avec des
coûts eﬀectifs linéaires ont été étendus au cas des coûts convexes. L'algorithme d'annula-
tion des circuits de coût négatif initialement conçu pour les coûts eﬀectifs linéaires par Glod-
berg et Tarjan [Goldberg and Tarjan, 1989] peut être généralisé à des coûts eﬀectifs convexes
[Karzanov and McCormick, 1997]. Bertsekas et al, ont généralisé la méthode de relaxation au cas
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de coûts eﬀectifs convexes [Bertsekas et al., 1987]. D'autres algorithmes de complexité polynomiale
peuvent être trouvés dans [Hochbaum and Shanthikumar, 1990].
1.3.6 Contraintes additionnelles
Lorsque la modélisation d'un problème l'exige, des contraintes additionnelles (side-constraints)
peuvent être ajoutées aux contraintes classiques d'un réseau de transport (contraintes de conserva-
tion de ﬂux et de capacité). Elles ont la forme suivante :
ga(Y ) ≤ 0 a = 1, ..., r (1.12)
Avec Y ⊂ X un sous-ensemble de X et ga : P(X) 7→ R une fonction, où P(X) est l'ensemble
des parties de X. La formulation mathématique du problème du ﬂot de coût minimum change donc
par rapport à l'équation 1.9, et devient :
Min
X
∑
eij∈A
Cij(φij)
∀i ∈ N \ {S, P} yi = 0
yS = −yP = pi
∀eij ∈ A 0 ≤ φij ≤ uij
ga(Y ) ≤ 0 a = 1, ..., r
(1.13)
Cette formulation du problème du ﬂot de coût minimal est rencontrée dans plusieurs applications
réelles. Un des cas les plus récurrents est la contrainte additionnelle qui couple les ﬂux de deux arcs.
Cette contrainte se manifeste naturellement pour modéliser des proportionnalités, par exemple, le
volume évaporé d'un barrage peut être considéré proportionnel à son volume, les fuites dans un
réseau d'irrigation sont proportionnelles au volume qui y circule, etc.
Considérons par exemple le sous-graphe illustré sur la ﬁgure 1.4 où le ﬂux de l'arc eij est
proportionnel à la somme des ﬂux entrants le sommet i.
Figure 1.4  Contrainte additionnelle de proportionnalité
Cette proportionnalité est représentée par la contrainte additionnelle suivante :
φij = αiη
−1(i) αi ∈ [0; 1] (1.14)
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Avec αi un coeﬃcient de proportionnalité. Avec cette contrainte additionnelle, les ﬂux deviennent
dépendants, et de ce fait le problème n'est plus séparable. Cependant la convexité du problème
demeure. En eﬀet, il est à noter que certains types de contraintes additionnelles peuvent rendre le
problème non-convexe.
Les contraintes additionnelles compliquent généralement la solution du problème car elles repré-
sentent une rupture avec la structure des réseaux de transport.
1.3.7 Modélisation des retards
Contrairement aux systèmes statiques où le transport des ﬂux est quasiment instantané, le
transport des ﬂux dans les systèmes dynamiques étendus est caractérisé par des retards importants.
La ﬁgure 1.5 représente l'exemple du transfert d'un ensemble de ﬂux sur un arc eij dont le temps
de transfert est τij = 4. Le ﬂux envoyé le long de l'arc par le sommet d'origine arrive dans son
intégralité au sommet terminal après un temps de transfert constant et propre à l'arc.
Figure 1.5  Exemple d'un transfert avec un retard constant
Lorsque les temps de transfert des arcs sont indépendants des ﬂux qui y circulent, le réseau de
transport étendu proposé par Fulkerson [Fulkerson, 1966] permet le passage d'un réseau dynamique
à un réseau statique. Les sommets sont dupliqués à chaque pas de temps et les arcs relient les
sommets en fonction du temps de transfert. La ﬁgure 1.6 représente un exemple de transformation
d'un réseau dynamique en un réseau statique. La résolution du problème de ﬂux dynamique peut être
transformée en la résolution d'un problème de ﬂux statique dans un réseau étendu [Skutella, 2009].
Le temps de transfert τij de l'arc eij peut dépendre du ﬂux qui y circule. C'est le cas, par
exemple, du temps de voyage sur un réseau routier qui est inversement proportionnel à la saturation
du réseau. Fonoberova a proposé une approche pour modéliser les temps de transfert variables
[Fonoberova, 2010]. La ﬁgure 1.7 présente un exemple d'une fonction d'évolution des temps de
transfert constante par morceaux et croissante du ﬂux. Elle est déﬁnie par :
τij(φ) =

4 si φ ∈ [0; 2]
5 si φ ∈]2; 5]
6 si φ ∈]5; +∞[
(1.15)
Le transformation d'un réseau dynamique en un réseau statique est réalisée en dupliquant les arcs
et leurs sommets terminaux, et en ﬁxant les capacités minimales et maximales des arcs dupliqués,
aﬁn de contraindre le ﬂux à se répartir dans le temps. L'exemple sur la ﬁgure 1.8 illustre le cas
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Figure 1.6  Transformation d'un réseau dynamique en un réseau statique
Figure 1.7  Fonction d'évolution des temps de transfert constante par morceaux et croissante du
ﬂux
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de transformation de l'arc eij dont la fonction d'évolution des temps de transfert est donnée par
l'équation 1.15. Les intervalles présents sur les arcs de la ﬁgure 1.8 correspondent a leurs capacités
minimales et maximales.
Figure 1.8  Réseau de transport à retards variables
La ﬁgure 1.9 illustre la répartition temporelle entre les ﬂux d'entrée et de sortie, respectant la
fonction d'évolution des temps de transfert.
Figure 1.9  Répartition temporelle d'un ensemble de ﬂux
La transformation d'un réseau dynamique en un réseau statique proposée par Fonoberova est
adaptée au cas des temps de transfert dont l'évolution est constante par morceaux. De façon plus
générale, les réseaux dynamiques prennent plusieurs formes en fonction des paramètres variant
dans le temps et en fonction de la nature de l'évolution des temps de transfert [Aronson, 1989]
[Carey and Subrahmanian, 2000].
1.3.8 Modélisation des déformations
Les techniques et les solutions de modélisation de transport des ﬂux développées dans la lit-
térature sont conçues pour modéliser le transport des ﬂux non-déformables en les traitant comme
des solides. Cependant, lorsque la ressource est un ﬂuide, des déformations importantes des ﬂux se
produisent et leur modélisation est impérative pour une gestion optimale de leur transport.
Notons pour l'arc eij , le ﬂux entrant φentrantij (t) et le ﬂux sortant φ
sortant
ij (t) à l'instant t. On
appelle, respectivement, signal d'entrée et signal de sortie les courbes des fonctions φentrantij et
φsortantij . Soit Gij la fonction de transfert de l'arc eij reliant le signal d'entrée au signal de sortie :
φsortantij = Gij(φ
entrant
ij ).
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Les fonctions de transfert développées dans la littérature consistent en une simple translation
dans le temps. Elles sont de la forme Gij(φentrantij (t)) = φ
entrant
ij (t− τij) quand le temps de transfert
est constant, et de la forme Gij(φentrantij (t)) = φ
entrant
ij (t − τij(φentrantij (t))) quand le temps de
transfert dépend du ﬂux.
Lorsque le ﬂux est déformable, le ﬂux sortant à l'instant t dépend des ﬂux entrants aux instants
t− n tels que n ∈ [kij ; kij + sij [, où kij et sij sont deux constantes de l'arc eij .
La relation entre les ﬂux entrant et sortant est formulée par l'équation 1.16 :
φsortantij (t) = Gij({φentrantij (t− n)|n ∈ [kij ; kij + sij [}) (1.16)
L'équation 1.16 permet de décrire toutes les relations possibles entre les signaux d'entrée et de
sortie. Dans ce travail, nous nous limitons au cas particulier d'une fonction de transfert linéaire de
la forme :
φsortantij (t) =
kij+sij−1∑
n=kij
λnijφ
entrant
ij (t− n) (1.17)
avec λnij des coeﬃcients appartenant à l'intervalle [0; 1] permettant de respecter la loi de conser-
vation des ﬂux. Les intégrales des ﬂux d'entrée et de sortie sont égales :∫ +∞
0
φentrantij (t) dt =
∫ +∞
0
φsortantij (t) dt (1.18)
La ﬁgure 1.10 présente un exemple de déformation que subit un signal d'entrée lors du passage
par l'arc eij . Le ﬂux sortant à l'instant t = 4 est le résultat des ﬂux entrants aux instants t = 0 et
t = 1.
Figure 1.10  Exemple de déformation de ﬂux
Nous retiendrons cette dernière modélisation et nous nous intéressons au cadre d'application
relatif aux systèmes hydrographiques.
1.4 Systèmes hydrographiques
Un réseau hydrographique est un ensemble de chenaux, de rivières, de cours d'eau, de lacs et de
retenues qui assurent le drainage superﬁciel d'un bassin versant ou d'une région donnée. Les réseaux
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hydrographiques sont composés d'éléments largement répartis géographiquement et dont le temps de
transfert de la ressource peut atteindre des jours. Le transfert de la ressource en eau sur le réseau se
fait gravitairement et l'écoulement est à surface libre. Les réseaux hydrographiques appartiennent à
la classe des systèmes dynamiques étendus non linéaires à retards variables. Cette section présente les
diﬀérents composants d'un réseau hydrographique, son fonctionnement, les dynamiques de transfert,
ainsi que la problématique de la gestion de la ressource en eau.
1.4.1 Composants des réseaux hydrographiques
Les diﬀérents ouvrages présents sur le réseau hydrographique ont pour objet principal de réguler
la disponibilité de la ressource par rapport à la demande, c'est à dire régir la répartition de l'eau
entre les demandes concurrentes, et de pallier dans la mesure du possible les risques d'inondation.
Ces ouvrages sont équipés de capteurs, d'actionneurs, de vannes, et de systèmes de transmission. Les
capteurs sont des dispositifs transformant l'état d'une grandeur physique observée en une grandeur
numérique, telle que le niveau d'eau dans une rivière ou une retenue. Les actionneurs transforment
l'énergie électrique en énergie mécanique pour modiﬁer le comportement du système. Les vannes
sont des dispositifs destinés à contrôler le débit.
Dans ce travail nous allons nous concentrer sur les systèmes composés de retenues et de rivières :
• Une retenue est un ouvrage d'art construit en travers ou en latéral d'un cours d'eau et a pour
objet de réguler son débit et/ou stocker de l'eau. Les fonctions d'une retenue sont multiples :
contrôle des crues, réserve d'eau potable, irrigation, industrie, hydroélectricité, etc. Ainsi,
elles stockent de l'eau lorsque le système est excédentaire, principalement en automne et en
hiver, aﬁn de la restituer selon les nécessités, principalement au printemps et en été. Dans ce
manuscrit les termes retenue et barrage sont synonymes.
• Une rivière est un cours d'eau, recevant des auents et qui se jette dans une autre rivière ou
dans l'océan. L'écoulement de l'eau sur la rivière se fait à surface libre.
1.4.2 Dynamique des transferts hydrauliques
Les écoulements dans les canaux naturels (rivières) et artiﬁciels (irrigation, réseaux d'adduction)
sont, dans la plupart des cas, des écoulements à surface libre. La surface libre est l'interface entre
l'air et l'eau, et la pression est égale à la pression atmosphérique.
Lorsque les ondes hydrauliques se déplacent de l'amont vers l'aval, elles s'atténuent et sont
retardées. Les ondes hydrauliques sont soumises à deux mouvements principaux : un écoulement
uniformément progressif et une action de réservoir [Barat et al., 2013]. Un écoulement uniformément
progressif désigne un décalage temporel de l'onde lors du transfert amont-aval, sans changement de
forme, qui ne se produirait que dans des conditions idéales (absence du frottement avec les berges).
L'action de réservoir désigne la modiﬁcation d'une onde de crue par stockage dans le réservoir pour
représenter son atténuation. La dynamique de transfert hydraulique au niveau d'un bief est l'étude
de l'évolution de l'onde hydraulique lors du transfert, et a pour objet de déterminer l'hydrogramme
d'une section à l'aval à partir de l'hydrogramme observé sur une section à l'amont.
De nombreux modèles existent pour représenter le transfert hydraulique au sein d'un réseau où
l'écoulement se fait à surface libre. Les modèles peuvent être regroupés en deux grandes familles :
les modèles mécanistes et les modèles conceptuels.
1.4.2.1 Modèles mécanistes
Les modèles mécanistes étudient le mouvement réel du ﬂuide. Ils sont tous basés sur des principes
physiques et en particulier sur les équations de Barré de Saint-Venant [Chow and Maidment, 1988].
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Ils décrivent les écoulements non permanents quasi-unidimensionnels dans un canal ou un cours
d'eau à surface libre. Il s'agit d'un système d'équations aux dérivées partielles hyperboliques du
premier ordre non-linéaires. Les équations de Barré de Saint-Venant (cf.équation (1.19)) sont dé-
rivées des équations de conservation de la masse et de conservation de la quantité de mouvement
(équations de Navier-Stokes). Leur résolution permet de déﬁnir les variations temporelles des hau-
teurs d'eau et des débits. En l'absence d'hypothèses simpliﬁcatrices, ce système ne possède pas de
solution analytique connue. La résolution des équations est uniquement possible numériquement,
en se basant sur une méthode de résolution telle que la méthode des diﬀérences ﬁnies, le modèle à
éléments ﬁnis ou la méthode des volumes ﬁnis [Strelkoﬀ, 1970].
Les hypothèses nécessaires pour que les équations de Barré de Saint-Venant soient valides sont
les suivantes :
- L'écoulement est mono-dimensionnel et rectiligne.
- La pente α du bief est suﬃsamment faible pour faire l'approximation sin(α) = α.
- La masse volumique de l'eau ρ est considérée constante (ﬂuide supposé parfait et incompres-
sible).
- La répartition des pressions est hydrostatique, c'est à dire la surface du ﬂuide est graduellement
variable.
- Les eﬀets de la viscosité interne sont négligeables devant les frottements externes.
En considérant ces hypothèses, les équations de la continuité et de la conservation de la quantité
de mouvement s'écrivent :{
∂Q(x,t)
∂x +
∂S(x,t)
∂t − ql = 0
∂Q(x,t)
∂t +
∂
∂x(
Q2(x,t)
S(x,t) ) + gS
∂z(x,t)
∂x + gS(Sf − S0) = 0
(1.19)
où t est le temps [s], x est la variable d'espace orientée dans le sens de l'écoulement [m], S est
la section mouillée [m2], Q est le débit à travers la section S [m3/s], ql est le débit latéral par unité
de longueur [m2/s], g est l'accélération de la pesanteur [m/s2], z est la hauteur d'eau selon l'axe
vertical [m], Sf est la pente due aux frottement sur le fond (sans dimension), et S0 la pente de fond
du canal.
Les pertes de charge dues aux frottements, sont représentées par la pente de frottement Sf , qui
est déterminée par des lois empiriques. La formule la plus utilisée est celle de Manning-Strickler qui
est issue de la formule de Chezy [Chow and Maidment, 1988] :
Sf = (
Q
KSR2/3
)2 (1.20)
avec K le coeﬃcient de Strickler et R le rayon hydraulique.
Les équations diﬀérentielles partielles de Barré de Saint-Venant doivent être complétées par
des conditions initiales et aux limites aﬁn d'être résolues. Un exemple de conditions aux limites
est un hydrogramme en amont et une courbe de tarage en aval. La courbe de tarage est une loi
de correspondance monotone, croissante et univoque entre le débit et la hauteur pour une station
hydrométrique donnée (http://www.sandre.eaufrance.fr).
De nombreux logiciels de simulation hydraulique sont basés sur la résolution d'équations
complètes de Barré de Saint Venant, tel que HEC-RAS [Brunner, 2010], MIKE Hydro River
[Borden et al., 2016] et SIC2 [Baume et al., 2005].
L'intégration d'un modèle mécaniste à un outil d'aide à la décision pour la gestion de la ressource
en eau présente plusieurs diﬃcultés :
• Les données topographiques décrivant la géométrie des lits mineurs et majeurs des rivières
ne sont généralement pas connues, et les campagnes de mesure bathymétriques sont très
coûteuses.
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• Les ouvrages hydrauliques présents dans les rivières doivent aussi être calibrés pour suivre
des lois d'ouvrages.
• L'intégration d'un modèle mécaniste à un outil d'aide à la décision est très diﬃcile compte
tenu de la complexité des équations diﬀérentielles qui régissent le mouvement.
Toutes ces diﬃcultés ont conduit les ingénieurs à utiliser des modèles simpliﬁés, capables de
reproduire les caractéristiques essentielles de la dynamique qui régit les transferts hydrauliques.
1.4.2.2 Modèles conceptuels
Les modèles conceptuels sont des représentations facilement compréhensibles, permettant de
décrire le système dans sa globalité, c'est à dire un simple transformateur entrée-sortie. Un modèle
conceptuel cherche à représenter les principaux processus sans utiliser les lois physiques régissant
les processus concernés, ce qui permet de surmonter les diﬃcultés de la complexité hydraulique.
Le calage du modèle conceptuel à partir d'une ou plusieurs chroniques d'entrées-sorties permet de
déterminer et ﬁxer les paramètres du modèle.
La plupart des modèles conceptuels en hydraulique sont des modèles à base de réservoirs ; c'est-
à-dire que le processus de transfert au niveau de chaque bief est assimilé au fonctionnement d'un
ou plusieurs réservoirs en série ou en parallèle.
Les modèles conceptuels sont basés sur deux équations : une équation de continuité (1.21) et
une équation de stockage (1.22). L'équation de continuité formule la variation du stockage du bief
(V ) par la diﬀérence entre le débit d'entrée (I) et le débit de sortie (O). L'équation de stockage est
une relation empirique qui relie le stockage, les débits d'entrée et de sortie [Subramanya, 2007].
dV
dt
= I −O (1.21)
V = f(I,
dI
dt
, ..., O,
dO
dt
, ...) (1.22)
Le modèle conceptuel de Muskingum est le modèle le plus ancien et le plus utilisé. Ce modèle
qui considère le bief comme un réservoir a été conçu pour l'étude du contrôle des inondations de la
rivière Muskingum dans l'Ohio dans les années 1930 [Yoon and Padmanabhan, 1993]. Le stockage
est considéré linéairement dépendant du débit entrant et sortant du bief. L'évolution dans le temps
du stockage est exprimée par :
Vt = K(xIt + (1− x)Ot) (1.23)
où Vt, It et Ot sont respectivement, le stockage, le débit d'entrée et le débit de sortie du bief, à
l'instant t. K est un coeﬃcient de dimension temporelle qui représente la durée de stockage du bief.
x est un coeﬃcient de pondération sans dimension (compris entre 0 et 0,5) qui module l'inﬂuence
de l'entrée et de la sortie [Al-Humoud and Esen, 2006].
En combinant les équations (1.21) et (1.23), le modèle de Muskingum peut être exprimé par
l'équation suivante :
Ot+1 = C0It+1 + C1It + C2Ot (1.24)
où C0, C1 et C2 sont des constantes calculées à partir des valeurs de K et de x
[Singh and McCann, 1980].
Le calage du modèle consiste à déterminer les paramètres K et x. Il est réalisé en minimisant
la fonction :
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Min
Horizon∑
t=0
(OMesuret −OMuskingumt )2 (1.25)
Où OMesuret et O
Muskingum
t sont respectivement, les débits mesurés et calculés à l'aval du
bief, à l'instant t. Le calage peut être réalisé en utilisant une des méthodes des moindres carrées
[O'donnell, 1985].
Les modèles conceptuels, bien qu'il s'agisse d'une représentation simple du transfert, fournissent
de bons résultats quand ils sont bien calés. Ils sont, bien évidemment, inadaptés pour représenter
des eﬀets de singularités hydrauliques locales (les inﬂuences avals, déversements, etc).
En raison de la taille des réseaux hydrographiques, de l'ensemble des éléments qui les composent,
ainsi que de la dynamique non linéaire des transferts, la gestion de la ressource en eau oﬀre une
grande variété de problématiques.
1.4.3 Problématique de la gestion de la ressource en eau
De nombreux bassins ﬂuviaux sont aﬀectés par des conditions hydrologiques extrêmes allant de
sécheresses graves à des inondations catastrophiques. Cela a été aggravé par les eﬀets négatifs de
l'anthropisation des espaces naturels, du changement climatique et de l'augmentation des besoins.
1.4.3.1 Cas des étiages
La gestion des ressources en eau au sein d'un bassin versant en période d'étiage a pour objectif
d'assurer les besoins environnementaux liés au soutien du milieu et de satisfaire les besoins des
usages consommateurs et économiques. Elle s'appuie sur une bonne connaissance de l'hydraulicité
de la rivière sur l'ensemble de son linéaire et sur une estimation de son évolution [François, 2013].
La mesure hydrométrique est un indicateur intégrateur d'une majorité des facteurs qui régissent
le cycle de l'eau à l'échelle d'un bassin. Le suivi des débits objectifs d'étiage associés aux stations
de mesures de référence (situées principalement à des endroits stratégiques) traduit d'une façon
simpliﬁée l'état d'un système hydraulique géré. Les débits objectifs, déﬁnis par le SDAGE (Schéma
Directeur d'Aménagement et de Gestion des Eaux) s'expriment au niveau de ces stations de ré-
férence. Des stations de mesure complémentaires permettent de dresser des états intermédiaires
et d'eﬀectuer dans le cadre de systèmes réalimentés un pilotage des lâchers de soutien, en tenant
compte des temps de transfert des écoulements et de la dynamique inhérente au transfert.
Pendant les périodes de réalimentation, qui sont variables selon les bassins, et pouvant s'étendre
sur l'année complète, le gestionnaire s'attache à adapter les débits lâchés depuis les retenues et les
débits transités par les canaux pour satisfaire les débits objectifs, tout en satisfaisant l'ensemble des
usages (irrigation, eau potable, industries, tourisme, pêche, etc) [Malaterre et al., 2013].
Le pilotage des lâchers par le gestionnaire requiert ainsi des données accessibles en temps réel et
ﬁables, mais aussi, compte tenu des temps de transfert pouvant être de plusieurs jours entre l'ouvrage
de réalimentation et la station de référence, de prévisions de l'évolution des diﬀérents paramètres.
La qualité de la gestion dépend de la ﬁabilité des informations collectées, et de la bonne prévision
de leur évolution [Tardieu, 1988].
1.4.3.2 Cas des crues
Au cours de l'histoire humaine, les inondations ont provoqué des catastrophes naturelles dévas-
tatrices et coûteuses dans le monde. Une inondation survient lorsque le débit dans un cours d'eau
dépasse la capacité de son lit mineur, provoquant un débordement dans le lit majeur. Un des aspects
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Figure 1.11  Schéma des diﬀérents paramètres inﬂuençant la gestion
les plus importants pour atténuer les risques d'inondation est d'assurer le bon fonctionnement des
systèmes de contrôle hydrauliques [Kumar et al., 2010].
La capacité de prévision des inondations est un élément essentiel dans la gestion des ouvrages
hydrauliques pour la protection contre les crues [Fouchier, 2010]. La prévision d'inondation consiste
en l'estimation préalable des états futurs, en matière de débit et de hauteur des cours d'eau. La
prévision des débits et des hauteurs nécessite des modèles hydrologiques qui sont des modèles
mathématiques décrivant le processus de transformation de la pluie en ruissellement à l'échelle d'un
bassin versant [Aghakouchak and Habib, 2010]. Les entrées du modèle varient d'un modèle à l'autre
(précipitations, évapotranspiration, perméabilité du sol, etc) et la sortie correspond au ruissellement
au niveau de l'exutoire du bassin versant.
Les conditions hydrologiques initiales (états de saturation du sol principalement) ont un impact
primordial sur la prévision des crues [Shukla and Lettenmaier, 2011]. Les erreurs sur les états ini-
tiaux ont autant d'inﬂuence sur la qualité de la prévision de débit que celles liées aux prévisions
météorologiques [Kirchner, 2009]. En eﬀet, dans le processus de transformation des précipitations
en ruissellement à l'échelle du bassin versant, les événements de pluies antérieures inﬂuencent for-
tement la réponse de ce bassin via la saturation du sol. Lorsque le sol est saturé, le bassin versant
a tendance à réagir rapidement et intensément aux précipitations, tandis que lorsqu'il est asséché,
il absorbe la majeure partie des précipitations [Boudou et al., 2016].
L'exploitation des retenues pour écrêter des crues est un processus complexe qui implique un cer-
tain nombre d'objectifs contradictoires, notamment la quantité d'eau libérée par les retenues avant
l'arrivée des eaux de la crue, le stockage et les niveaux d'eau des retenues pendant l'événement, et les
lâchers d'eau à eﬀectuer qui n'endommageront pas les zones en aval. Si le réseau hydrographique est
composé de plusieurs retenues, le problème devient encore plus complexe, car chacune des décisions
prises pour une retenue aurait un impact sur le reste des retenues du système et sur les conditions
d'inondation dans l'ensemble du bassin à protéger.
La gestion de la ressource en eau, que ce soit pour la gestion d'étiage ou la gestion de crue,
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est une tâche ardue pour les gestionnaires des systèmes hydrauliques car elle implique souvent des
objectifs contradictoires. L'objectif principal est d'obtenir la répartition optimale de la ressource.
La gestion et le fonctionnement optimal d'un système hydrographique consistent à maximiser les
bénéﬁces, à minimiser les coûts, à satisfaire les débits requis dans la rivière, à stocker de l'eau dans
des retenues, à répondre aux demandes en eau, à éviter les inondations et à préserver la qualité de
l'eau.
1.4.4 Niveaux de gestion des réseaux hydrographiques
La gestion des ressources en eau d'un système hydrographique peut s'eﬀectuer à trois niveaux
principaux sur des pas de temps diﬀérents : annuel, hebdomadaire et horaire.
1.4.4.1 Gestion au pas de temps annuel : contractualisation
La gestion au pas de temps annuel consiste à gérer annuellement la ressource en eau en accord
avec les conventions établies entre les usagers et le gestionnaire. Les gestionnaires prévoient les
apports et la demande sur une année et établissent une prévision de l'évolution de la ressource en
eau au cours de l'année. L'objectif de la gestion annuelle est de proposer des courbes indicatrices
de défaillance pour la gestion hivernale et estivale du système hydrographique. En hiver, il s'agit
d'assurer le remplissage tout en garantissant l'écrêtement des crues ; cela passe par l'étude des
apports en amont des retenues pour déﬁnir des courbes d'espérance de remplissage. En été, il faut
garantir la satisfaction des besoins en eau et le respect des débits objectifs, ce qui implique : l'étude
des prélèvements, l'étude des apports naturels intermédiaires, et l'établissement de bilans besoins-
ressources. La prévision de la demande et des apports d'une année sur l'autre peut être obtenue
à partir d'études statistiques sur des historiques de données hydrauliques [Imache, 2008]. Pour la
majorité des cours d'eau français, l'année hydrologique débute le premier septembre. La gestion
annuelle devrait prendre en compte l'incertitude sur l'ampleur du changement climatique qui est de
plus en plus forte.
1.4.4.2 Gestion au pas de temps hebdomadaire : gestion stratégique
La gestion stratégique qui fonctionne au pas de temps de la semaine, a pour but de déﬁnir les
objectifs de gestion du système, en fonction du remplissage des retenues, des prévisions sur une
semaine d'apports et de l'estimation des prélèvements sur les cours d'eau.
La gestion stratégique est basée sur une approche adaptative à caractère prédictif dans laquelle
les courbes de vidange des retenues sont régulièrement recalées en fonction de l'état des ressources et
de nouvelles estimations de la demande [Faye et al., 2000]. La génération adaptative de la nouvelle
stratégie de gestion est obtenue par résolution d'un problème d'optimisation.
La gestion stratégique s'intéresse également à équilibrer la ressource en eau disponible sur un
réseau hydrographique sur l'ensemble des sous-bassins et aussi sur l'ensemble des demandes. Lorsque
la satisfaction de toutes les demandes n'est plus possible, il est préférable d'imposer des restrictions
sur les prélèvements de consommateurs au lieu de satisfaire la demande à court terme et assécher
le système sur le long terme.
Le troisième niveau de gestion est la gestion  tactique  au pas de temps horaire.
1.4.4.3 Gestion au pas de temps horaire : gestion tactique
Une fois la détermination des consignes réalisée lors de la gestion stratégique, la gestion tactique
garantit la conservation des débits en sortie des réseaux hydrographiques proches de leurs consignes.
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Le système de régulation doit permettre de réguler les vannes des ouvrages de commande aﬁn
de satisfaire à tout instant la consigne de débit ﬁxée à l'aval et les prélèvements, tout en tenant
compte des éventuelles perturbations sur la rivière (erreurs de prévision des prélèvements ou des
rejets, aléas climatiques, erreurs de modélisation, etc). La ﬁabilité du système de régulation dépend
fortement de la qualité de la modélisation des écoulements dans les rivières, de la ﬁabilité du réseau
de télémesure et de télégestion, et du bon fonctionnement des ouvrages hydrauliques.
Malaterre et al, ont développé une classiﬁcation des méthodes de régulation des canaux, en
fonction de trois critères : les variables considérées (variables contrôlées, variables mesurées et va-
riables de commande), la logique du contrôle (boucle ouverte, boucle fermée, et une combinaison des
deux), et la méthode de synthèse (monovariable ou multivariable) [Malaterre et al., 1998]. En règle
générale, les techniques de régulation sont conçues en linéarisant les systèmes hydrauliques autour
d'un point de fonctionnement. Ceci entraîne des problèmes d'instabilité lorsque l'on s'éloigne du
point de fonctionnement utilisé pour la conception du régulateur. Pour pallier ces inconvénients,
des approches de robustiﬁcation par des méthodes de commande robuste peuvent être utilisées
[Litrico and Georges, 1999].
La problématique de la gestion de la ressource en eau est rencontrée sur trois niveaux associés
à diﬀérents horizons (annuel, hebdomadaire et horaire). Pour chaque niveau, une politique, une
stratégie et des objectifs opérationnels sont déﬁnis. Naturellement, les prévisions météorologiques
sur le court terme sont plus précises que celles sur le long terme. En conséquence, la gestion annuelle
se base sur des courbes statistiques, la gestion hebdomadaire déﬁnit la stratégie des lâchers sur la
semaine à l'aide d'algorithmes d'optimisation, et la gestion tactique assure la réalisation du scénario
de gestion par des moyens de régulation ou d'optimisation. Dans le cadre de cette thèse, nous nous
sommes intéressés à l'utilisation d'une méthode d'optimisation pour la gestion stratégique temps
réel de la ressource en eau.
1.5 Systèmes de gestion temps réel de la ressource en eau
1.5.1 Gestion supervisée de la ressource en eau
Les méthodes de gestion, qu'elles soient basées sur la régulation ou l'optimisation, appartiennent
à la classe des méthodes dites non structurelles. Lorsqu'elles sont appliquées en temps réel, un suivi
de l'état de la ressource et des commandes est réalisé, aﬁn de générer de nouvelles stratégies en
fonction des informations recueillies.
Wei et Hsu, ont mis au point un modèle de gestion temps réel utilisant des techniques d'opti-
misation et de simulation pour déterminer les lâchers des retenues à chaque instant lors d'une crue
[Wei and Hsu, 2008]. Il est composé de deux modèles, un modèle de prévision hydrologique et un
modèle de simulation des opérations de retenue. Le modèle hydrologique fournit des prévisions à
l'algorithme d'optimisation qui propose des scénarios de gestion testés par le simulateur des actions
sur les retenues. Le système est contrôlé en boucle ouverte. Ahmed et Mays, ont également décrit
une méthodologie pour la gestion temps réel lors d'une crue aﬁn de minimiser les dégâts d'une
éventuelle inondation [Ahmed and Mays, 2013]. Le problème est formulé comme un problème de
contrôle optimal en temps discret dans lequel les lâchers des retenues sont les variables de contrôle,
et les hauteurs et débits de l'eau sont les variables d'état. Le modèle a été appliqué sur le Lake
Travis dans le Colorado aux États Unis.
Généralement, des techniques de supervision sont superposées aux outils d'aide à la décision. La
supervision a pour objectif : la détection des défaillances, le diagnostic, le changement de consigne et
la conﬁguration de la loi de commande [Kempowsky, 2004]. L'implantation d'un module de super-
vision permet, à partir des mesures issues des capteurs implantés sur le réseau, d'évaluer l'état de la
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ressource en eau, et ainsi d'adapter la stratégie de gestion. De Leon, a proposé une architecture de
supervision où des modules de surveillance, de diagnostic et d'aide à la décision ont été introduits
(ﬁgure 1.12) [De León, 2006].
Figure 1.12  Introduction d'outils de surveillance, de diagnostic et d'aide à la décision au niveau
de la supervision [De León, 2006]
La surveillance permet le recueil en continu des signaux et des commandes d'un processus.
La surveillance est réalisée par un système de contrôle et d'acquisition de données (SCADA), qui
est un système de télégestion permettant de traiter en temps réel un grand nombre de téléme-
sures et de contrôler à distance des installations techniques. Les SCADA contiennent également
des Interfaces Homme-Machine (IHM) et un Système de Gestion de Base de Données (SGBD)
qui permet le stockage de l'ensemble des données du système et des décisions antérieures. Les
SCADA sont utilisés dans de nombreuses applications telles que la gestion des réseaux de voies na-
vigables [Bugarski et al., 2013], et la gestion des réseaux d'irrigation [Malaterre and Chateau, 2007],
[Rijo and Arranja, 2009].
Les informations relatives à la gestion du système hydrographique sont : les mesures réalisées
(hauteurs d'eau, débits des stations de pompage, lames d'eau, etc), les informations d'état, les
retours d'exécution, et l'historique des diﬀérentes actions qui ont été réalisées sur le système.
La surveillance consiste également à vériﬁer la cohérence des données mesurées sur le terrain, à
les valider ou à les corriger le cas échéant. Cette étape permet d'examiner et d'améliorer les données
mesurées par l'analyse de cohérence (données bruitées, données absentes, données aberrantes, etc)
et de simuler des grandeurs physiques non mesurées (apports en eau intermédiaires, prélèvements,
débits d'un cours d'eau sur son proﬁl en long, etc).
Le diagnostic consiste à évaluer l'état de la ressource, le bon fonctionnement des modèles et des
ouvrages du système. Le diagnostic est complexe en raison du nombre des informations issues de
tous les capteurs [Duviella, 2005]. Un état de l'art des méthodes de diagnostic et leur classiﬁcation
sont donné dans [Dash and Venkatasubramanian, 2000].
Plusieurs architectures de supervision ont été proposées dans la littérature, en fonction des
objectifs du système géré et des moyens mis en place. Horvath et al, proposent une architecture de
commande prédictive et adaptative pour le contrôle de la navigabilité de chaque tronçon du système
et de leur surveillance (cf.ﬁgure 1.13) [Horváth et al., 2014]. Cette architecture est composée d'un
système SCADA, d'un module d'accommodation hybride de la commande, d'un module d'aide à la
décision et d'un module de génération d'objectifs de gestion et de contraintes (MOCG). Le système
SCADA permet la télégestion du réseau de navigation. L'accommodation hybride de la commande
dépend de l'état courant du système issu du bloc de supervision et de son état futur issu du bloc
de prévision. Le module d'aide à la décision adapte la stratégie en tenant compte des contraintes et
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des règles de gestion fournies par le module de génération d'objectifs de gestion et de contraintes
(MOCG).
Figure 1.13  architecture de commande prédictive et adaptative pour le contrôle de navigabilité
[Horváth et al., 2014]
Nouasse a proposé un schéma de supervision pour prévenir les crues en utilisant des réservoirs
d'écrêtement de crues [Nouasse, 2015]. La supervision permet de connaître l'état de la ressource en
continu à travers la surveillance et le diagnostic. A partir des informations sur le réseau, des actions
correctives sont proposées aﬁn de répondre à l'objectif de gestion de la crue.
Dans le cadre de cette thèse, nous proposons une méthode de surveillance et de diagnostic
permettant d'évaluer l'état du système physique hydrologique, une modélisation du système hy-
draulique et de sa dynamique, ainsi qu'un algorithme d'optimisation qui détermine la stratégie
optimale dans l'objectif d'une gestion temps réel de la ressource. Les ﬂux d'information entre les
diﬀérents processus de gestion temps réel sont décrits sur la ﬁgure 1.14.
1.5.2 Les outils d'aide à la décision
Depuis le programme sur l'eau de Harvard dans les années soixante, le développement et l'ap-
plication des algorithmes d'optimisation pour la gestion des ressources en eau suscitent un intérêt
considérable [Reuss, 2003]. Cependant, Labadie a constaté un écart entre les développements théo-
riques des modèles d'optimisation pour la gestion des systèmes de retenues et leurs applications
pratiques [Labadie, 2004]. Simonovic a justiﬁé les raisons de l'écart entre la théorie et la pratique,
et a suggéré des solutions pour rendre les modèles d'optimisation plus opérationnels et pour gagner
la conﬁance des gestionnaires de systèmes [Simonovic, 1992].
Les méthodes et les solutions de gestion développées dans la littérature visent comme objectif
commun la satisfaction des usages grâce à l'emploi des techniques de prévision, d'optimisation et
de régulation [Duviella, 2005]. La coordination optimale des objectifs multiples pour les systèmes
de retenues nécessite l'assistance d'outils de modélisation informatiques aﬁn de prendre des déci-
sions de gestion adaptées. Dell Acqua et al, déﬁnissent un système d'aide à la décision comme :
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Figure 1.14  Processus de gestion temps réel
"Un système d'information qui fournit des informations dans un domaine d'application donné au
moyen de modèles de décision analytiques et d'accès à des bases de données, aﬁn d'aider le déci-
deur à prendre des décisions eﬃcacement dans le cadre de tâches complexes et mal structurées"
[Dell Acqua et al., 2011].
La modélisation du système hydrographique est une étape primordiale dans le processus du
développement d'un outil d'aide à la décision pour la gestion des ressources en eau. En eﬀet, la
modélisation du système hydrographique dépend des objectifs de gestion. Pour une gestion des
ressources sur le long terme (mensuel ou annuel) le temps de transfert de la ressource est négligeable.
Cependant, s'il s'agit d'une gestion tactique ou stratégique, les temps et les dynamiques de transfert
constituent une contrainte forte. La modélisation dépend également des paramètres qui doivent être
pris en compte : évaporation, inﬁltration, échange avec les nappes, inﬂuence des marées, dégradation
de la qualité des eaux, etc.
L'étape de la modélisation comprend également la déﬁnition des règles de gestion qui doivent être
clairement formulées. Les règles de gestion sont traduites mathématiquement par des coeﬃcients ou
des coûts qui représentent l'importance et la priorité de satisfaction de chaque objectif.
Il existe aujourd'hui divers systèmes d'aide à la décision pour la gestion de la res-
source en eau : MODSIM-DSS [Fredericks et al., 1998], RiverWare [Zagona et al., 1998], CAL-
SIM [Munévar and Chung, 1999], AQUATOOL [Andreu et al., 1996], etc. En général, ces systèmes
d'aide à la décision sont équipés d'interfaces graphiques et d'un SGBD. Les interfaces graphiques
permettent de modéliser, de conﬁgurer le système et de visualiser les résultats. Le SGBD a pour
objet de stocker les données d'entrée, de sortie et les décisions prises. Certains outils d'aide à la
décision peuvent être couplés à un système d'information géographique (SIG) aﬁn de prendre en
compte la nature spatiale des données. Chacun de ces outils est composé d'un solveur mathématique
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capable de résoudre un problème d'optimisation en utilisant des techniques de recherche opération-
nelle (programmation linéaire, programmation dynamique, réseaux de neurones, etc). Le solveur
mathématique implanté doit être adapté à la fonction objectif à minimiser et aux contraintes du
problème. La formulation du problème d'optimisation et le choix d'une méthode de résolution sont
des éléments centraux de l'outil d'aide à la décision.
1.6 Méthodes de gestion par optimisation
1.6.1 Optimisation d'un système de retenues
De nombreux grands projets hydrauliques ne parviennent pas à répondre aux besoins pour les-
quels ils ont été créés [WCD, 2000]. En eﬀet, beaucoup d'importance est accordée à la conception et
au dimensionnement de ces ouvrages hydrauliques, mais peu de considération est portée à la gestion
opérationnelle des ouvrages une fois le projet réalisé. Compte tenu du changement climatique, de
l'accroissement de la population et de la forte progression du taux d'urbanisation au détriment des
espaces naturels, la problématique de la gestion de la ressource en eau est devenue un sujet central.
Les techniques de gestion de la ressource en eau sont donc amenées à se moderniser, pour utiliser
au mieux la ressource et améliorer l'eﬃcacité des systèmes hydrauliques existants.
La gestion de la ressource est une tâche complexe pour tout gestionnaire de systèmes, à cause
du grand nombre de paramètres nécessaires à la prise de décision. La complexité est accrue du fait
d'objectifs contradictoires et d'incertitudes liées à la prévision des conditions hydrologiques. Des
logiciels de simulation hydraulique sont mis en ÷uvre depuis plusieurs décennies pour simuler la
gestion des systèmes de retenues. Ils permettent de simuler des scénarios de gestion, et d'observer
l'évolution de la ressource sur la période de simulation. Le gestionnaire simule donc plusieurs scéna-
rios (chroniques de lâchers) de gestion jusqu'à ce qu'il trouve le scénario répondant au mieux à ses
objectifs. Ces modèles de simulation aident à répondre aux questions relatives à la performance des
stratégies opérationnelles alternatives. Cependant, ils ne permettent pas de déterminer la stratégie
optimale.
1.6.2 État de l'art
Des recherches intensives sur l'utilisation des modèles d'optimisation pour la gestion des systèmes
hydrauliques ont été eﬀectuées. Yeh et Labadie ont réalisé un état d'art détaillé et complet des
diﬀérentes techniques d'optimisation utilisées pour la gestion de la ressource en eau [Yeh, 1985]
[Labadie, 2004]. Wurbs a examiné les modèles de simulation et d'optimisation des systèmes de
retenues et a contribué à une meilleure compréhension des outils de modélisation susceptibles d'aider
le gestionnaire à choisir le modèle approprié [Wurbs, 1993]. Rani et Moreira se sont intéressés aux
approches de simulation, d'optimisation, et à la combinaison des deux. Ils ont également présenté
un aperçu de leurs applications [Rani and Moreira, 2010].
La programmation linéaire est largement utilisée pour optimiser des systèmes complexes de res-
sources en eau dans plusieurs contextes, tels que la gestion en période d'étiage [Tu et al., 2003] et en
période de crue [Needham et al., 2000]. Les principaux avantages de la programmation linéaire sont
sa capacité à optimiser des problèmes de grande taille, sa convergence vers l'optimal global et la dis-
ponibilité de progiciels eﬃcaces en licence libre [Ponnambalam et al., 1989], [Seiﬁ and Hipel, 2001].
La programmation linéaire présente deux inconvénients majeurs : elle ne permet pas de modéli-
ser des non-linéarités du système telles que la production d'énergie hydroélectrique, ou le volume
déversé par un barrage ; la fonction objectif doit être sous forme linéaire. Ces deux inconvénients
peuvent être surmontés par des approximations successives lorsque la non-linéarité du problème
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n'est pas forte [Crawley and Dandy, 1993], [Barros et al., 2003].
Une formulation linéaire du problème n'est pas toujours possible quand la fonction objectif est
fortement non linéaire ou quand les contraintes non-linéaires sont dominantes. Dans ce cas, une
formulation non linéaire s'impose. Parmi les algorithmes d'optimisation non-linéaires les plus ré-
pandus, nous pouvons citer la programmation quadratique successive ou séquentielle (SQP) et la
méthode du gradient réduit généralisé (GRC). Actuellement, de nombreux progiciels à usage géné-
ral sont disponibles pour la résolution des problèmes d'optimisation non linéaire à grande échelle,
tels que, LINGO, MINOS, Gurobi et CPLEX. Ces progiciels sont largement utilisés pour résoudre
divers problèmes complexes, notamment l'optimisation de la production d'énergie hydroélectrique
des systèmes de retenues [Teegavarapu and Simonovic, 2000]. Barros et al ont proposé une for-
mulation multi-objectif et non-linéaire pour la gestion d'un système de retenues hydroélectriques
[Barros et al., 2003]. L'optimisation a été réalisée par le solveur MINOS et a donné de meilleurs
résultats qu'une méthode basée sur l'approximation des non-linéarités par des fonctions linéaires.
La convergence des méthodes d'optimisation non-linéaires n'est pas toujours garantie et peut être
longue. Les méthodes d'accélération de convergence peuvent conduire à une perte de précision.
La programmation dynamique (DP) est également largement utilisée pour la gestion des sys-
tèmes hydrographiques complexes [Kumar et al., 2010]. Sa formulation est basée sur le principe
d'optimalité de Bellman qui stipule que la solution optimale d'un problème est composée des
solutions optimales de ses sous-problèmes [Bellman and Dreyfus, 2015]. La programmation dyna-
mique consiste à résoudre un problème en le décomposant en sous-problèmes, puis à résoudre les
sous-problèmes, des plus petits aux plus grands en stockant les résultats intermédiaires. L'incon-
vénient de la programmation dynamique est l'explosion combinatoire constatée dans le cas de
grands systèmes [Labadie, 2004]. Nadal et Bogardi étudient l'applicabilité et les limites des mé-
thodes de la programmation dynamique, en particulier dans les problèmes de gestion des retenues
[Nandalal and Bogardi, 2007].
Des algorithmes évolutionnistes tels que les réseaux de neurones, les algorithmes génétiques,
l'intelligence distribuée (swarm intelligence techniques) ou encore les systèmes ﬂous (fuzzy systems)
ont connu une popularité croissante dans l'optimisation de divers problèmes liés aux ressources
en eau, car ils peuvent traiter de nombreuses complexités qui limitent l'utilisation des méthodes
d'optimisation traditionnelles [Ranjithan, 2005].
Les algorithmes génétiques appartiennent à la famille des algorithmes évolutionnistes. Ce sont
des méta-heuristiques qui approchent la solution optimale d'un problème d'optimisation. Ils uti-
lisent la notion de sélection naturelle [Goldberg, 1989] et sont fondés sur trois opérations : la sé-
lection, le croisement, et la mutation. Ahmed et Sarma ont proposé un modèle basé sur un algo-
rithme génétique pour déterminer les opérations optimales de gestion multi-objectifs d'une retenue
[Ahmed and Sarma, 2005]. Les résultats de l'algorithme génétique ont été comparés aux résultats
d'un algorithme de programmation dynamique stochastique. Sharif et Wardlaw les ont mis en ÷uvre
pour la gestion d'un système de retenues temps réel, et concluent que les algorithmes génétiques
pourraient être une alternative à la programmation dynamique [Sharif and Wardlaw, 2000]. Che
et Mays les exploitent en collaboration avec des simulateurs pour la gestion temps réel des crues
[Che and Mays, 2015]. Les algorithmes génétiques sont moins sensibles à la présence de solutions
locales et peuvent contourner les non-linéarités. Cependant, leur convergence est souvent lente, en
particulier lorsque les variables sont nombreuses, ou lorsque les conditions d'arrêt sont mal déﬁnies.
Pour pallier ces inconvénients, les algorithmes génétiques peuvent être combinés à d'autres méthodes
d'optimisation [Cai et al., 2001] [Reis et al., 2006] [Tospornsampan et al., 2005].
L'intelligence artiﬁcielle, et particulièrement les réseaux de neurones, ont été exploités en hy-
draulique et en hydrologie pour la prévision des apports [El-Shaﬁe et al., 2007], la prévision des
précipitations [Ramirez et al., 2005] et la prévision des crues [Chang et al., 2007]. Les réseaux de
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neurones ont été utilisés comme des boîtes noires qui décrivent la relation entrée-sortie. Les lois qui
régissent la transformation des données d'entrée en données de sortie sont déﬁnies à partir d'une base
d'apprentissage. Les réseaux de neurones ont également été utilisés pour la gestion d'un système de
retenues. La base d'apprentissage peut être issue de données réelles ou bien de données théoriques
provenant d'un logiciel de simulation. L'apprentissage réalise le lien entre les diﬀérents indicateurs
de gestion (débits des rivières, niveaux de remplissage des retenues, prévisions météorologiques, etc)
et les décisions du gestionnaire de réseau. Liu et al ont développé un réseau de neurones dynamique
pour la gestion temps réel du remplissage du barrage des Trois-Gorges en Chine [Liu et al., 2006].
Cancelliere et al ont proposé une approche basée sur les réseaux de neurones pour déﬁnir des règles
de fonctionnement d'une retenue d'irrigation [Cancelliere et al., 2002].
L'utilisation de l'intelligence artiﬁcielle pour la gestion d'un système de retenues présente trois
limitations majeures :
• Les modèles à base de réseaux de neurones ne sont pas génériques. Pour chaque système de
retenues, un modèle doit être développé, calé et validé. En outre, plus le réseau est complexe,
plus il nécessite une base de données importante pour l'apprentissage, ce qui est coûteux en
temps et en argent.
• La base d'apprentissage n'est pas toujours disponible ou complète. En eﬀet, les données hy-
drologiques sont entachées d'une forte incertitude. En outre, plusieurs paramètres impactant
la prise de décision des gestionnaires ne sont pas toujours numérisés (les réclamations des
usagers par exemple).
• Les réseaux de neurones sont basés sur l'apprentissage qui permet au réseau d'apprendre à
partir des exemples. Ainsi, le réseau est capable de fournir des réponses pour des entrées
s'éloignant peu des exemples utilisés lors de l'apprentissage. Dans les situations inédites où
les données diﬀérent largement des éléments de la base d'apprentissage, aucune garantie n'est
assurée concernant la qualité du résultat.
De nombreuses études ont combiné un algorithme d'optimisation et un modèle de simulation.
Karamouz et al ont couplé un algorithme de programmation dynamique à un modèle de simulation
des interactions entre les écoulements souterrains et les écoulements de surface, dans l'objectif de
répondre au mieux à la demande en eau pour l'irrigation, de diminuer les coûts de pompage, et
de contrôler les niveaux piézométriques des nappes souterraines [Karamouz et al., 2004]. Suiadee et
Tingsanchali ont développé un modèle d'optimisation à base d'algorithmes génétiques combiné à un
modèle de simulation permettant de simuler le fonctionnement de retenues en fonction des courbes
de gestion fournies par l'algorithme d'optimisation [Suiadee and Tingsanchali, 2007]. L'objectif est
d'atteindre un fonctionnement optimal de retenues dédiées à l'irrigation de Nam Oon dans le nord-
est de la Thaïlande. Che et Mays ont combiné un algorithme génétique à un modèle hydrologique
(HEC-HMS), un modèle de transfert hydraulique (HEC-RAS) et un modèle de simulation des actions
sur les retenues [Che and Mays, 2015].
1.6.3 Réseaux de transport pour la gestion de la ressource en eau
Les modèles à base de réseaux de transport sont largement utilisés pour la gestion de la ressource
en eau car ils sont intuitifs, peuvent être résolus très rapidement et conviennent à la résolution
de problèmes de grande taille tels que l'allocation multi-retenue et multi-période [Kuczera, 1993].
Le problème de gestion de la ressource en eau peut être modélisé sous la forme d'un réseau de
transport sur lequel des algorithmes de la théorie des graphes peuvent être appliqués. Les sommets
représentent les points de convergence, les points de dérivation, les emplacements de consommation
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et les sources d'eau ; et les arcs représentent les apports, les lâchers des retenues, les ﬂux des rivières,
les ﬂux stockés et les prélèvements.
Les temps de transfert des ﬂux hydrauliques peuvent être pris en compte en considérant un
réseau de transport étendu [Fulkerson, 1966].
La gestion d'un système hydrographique consiste à fournir de l'eau dans les bonnes proportions,
au bon endroit et au bon moment. Les objectifs de gestion de la ressource en eau sont modélisés
par des coûts eﬀectifs ou des coûts unitaires sur les arcs, et la gestion optimale correspond à une
circulation de coût minimal.
Plusieurs algorithmes de résolution du problème du ﬂot de coût minimum existent en open
source. Kuczera a comparé les performances des deux algorithmes les plus utilisés ; NETFLO
[Kennington and Helgason, 1980] et RELAX [Bertsekas, 1991] ; et a conclu que RELAX est plus
eﬃcace pour la gestion de la ressource en eau.
Nouasse et al ont modélisé trois zones d'écrêtement de crue sur une rivière par un réseau de trans-
port statique associé à une "matrice de temporisation" pour tenir compte des temps de transfert
variables [Nouasse et al., 2016]. L'algorithme d'optimisation Min-Cost-Max-Flow avec une formu-
lation linéaire du problème a été appliqué pour atténuer les pics des crues.
Schardong et Simonovic ont combiné un algorithme évolutionniste et un algorithme d'optimisa-
tion de ﬂux pour la gestion optimale multi-objectif de la ressource [Schardong and Simonovic, 2015].
La méthode proposée approxime la solution optimale par l'algorithme évolutionniste, capable d'op-
timiser une fonction objectif complexe, et aﬃne la solution grâce à l'algorithme à base de graphe
plus adapté au traitement des problèmes de grande taille et fortement contraints.
Plusieurs modélisations du système hydrographique sont possibles. Ces modélisation dépendent
des contraintes à prendre en compte telles que l'évaporation, l'inﬁltration, les transfert hydrauliques,
etc. Les similitudes entre un système hydrographique et un réseau de transport font de cette méthode
un moyen rapide et facile pour représenter et calculer les ﬂux à travers le système. Cependant,
certains aspects du système hydrographique ne peuvent pas être modélisés uniquement par les
contraintes supportées par un réseau de transport (contraintes de capacités et de conservation).
Une des solutions est de considérer des contraintes additionnelles dans la formulation du problème
de ﬂot de coût minimum.
Haro et al, ont présenté un modèle à base de réseaux de transport dans l'objectif de minimiser les
déﬁcits, de respecter les débits objectifs et de stocker l'eau dans les retenues [Haro et al., 2012]. Le
modèle prend en compte deux contraintes additionnelles aﬁn de modéliser l'évaporation des retenues
et les pertes au niveau des points de demande. Trois algorithmes de résolution du problème du ﬂot de
coût minimal (Out-of-Kilter, RELAX-IV et NETFLO) ont été testés pour résoudre le problème de
l'allocation optimale des ressources en eau. Les contraintes additionnelles compliquent le problème,
car les ﬂux de certains arcs sont proportionnels à ceux d'autres arcs. Une approche itérative a
été adoptée pour tenir compte des deux contraintes additionnelles. L'approche itérative consiste à
répéter en boucle les deux itérations suivantes :
• Les contraintes additionnelles sont, dans un premier temps, ignorées en considérant des ca-
pacités nulles pour les arcs correspondants à ces contraintes. L'optimisation est donc réalisée
classiquement.
• À partir d'une première solution, les ﬂux théoriques correspondants aux contraintes ignorées
sont calculés.
Ilich a étudié la pertinence de l'approche itérative sur les algorithmes d'optimisation de ﬂux d'un
réseau pour intégrer des contraintes additionnelles [Ilich, 2009]. Il conclut que l'approche itérative
peut ne pas fournir des solutions raisonnables même sur des systèmes simples.
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Des tentatives pour inclure des contraintes linéaires additionnelles dans la formulation du
problème du ﬂot minimal ont été eﬀectuées en considérant un réseau de transport généralisé
[Sun et al., 1995], [Hsu and Cheng, 2002].
Pour une gestion eﬃcace, la modélisation du système hydrographique doit prendre en compte les
dynamiques du transfert aﬁn de prévoir l'évolution des hydrogrammes lors du transfert amont-aval
[Wurbs, 2005]. De nombreux travaux sont réalisés aﬁn d'introduire une modélisation appropriée des
dynamiques de transfert dans les réseaux de transport [Ilich, 2008]. Braga et Barbosa, ont introduit
les dynamiques du transfert en considérant une structure particulière et ont développé un algorithme
de type Network-Simplex capable de gérer les contraintes additionnelles [Braga and Barbosa, 2001].
Les dynamiques du transfert sont modélisées par les équations du modèle de Muskingum.
1.7 Conclusion
Nous avons tout d'abord déﬁni la classe des systèmes dynamiques étendus faisant l'objet de
cette étude. Puis, nous nous sommes intéressés à leur modélisation par les réseaux de transport
étendus. Les temps de transfert, constants ou variables, inhérents au transport des ﬂux sont pris
en compte en dupliquant les sommets. La problématique de modélisation des déformations des ﬂux
dans les réseaux de transport a été abordée. Nous avons également discuté du problème du ﬂot de
coût minimum, et de sa complexité en fonction de la nature des coûts considérés sur les arc et des
contraintes additionnelles.
Nous nous sommes intéressés au cadre d'application relatif aux réseaux hydrographiques. Les
composants des réseaux hydrographiques, leur fonctionnement et leur dynamique ont été présentés.
La problématique de la gestion de la ressource en eau pour les deux cas extrêmes de gestion, la crue
et l'étiage, a été discutée. La gestion des crues ou d'étiages n'est pas dissociée de la gestion globale
de la ressource en eau dans un réseau hydrographique. Il s'agit de partager la ressource en eau entre
diﬀérents usagers, conformément à un ensemble d'objectifs et de priorités.
La gestion supervisée en temps réel est basée sur des techniques de supervision, de surveillance,
de diagnostic et d'aide à la décision. Un état de l'art de l'ensemble des méthodes d'optimisation
utilisées pour la gestion en temps réel et en temps diﬀéré de la ressource en eau a été fourni.
Dans le chapitre suivant, nous proposons d'introduire des contraintes additionnelles au problème
du ﬂot de coût minimum aﬁn de modéliser les déformations de ﬂux lors du transport. Des coûts
eﬀectifs quadratiques par morceaux et convexes sont considérés sur les arcs pour modéliser les
objectifs de gestion, et un algorithme d'optimisation pour la résolution du problème est proposé.
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2.1 Introduction
Dans ce chapitre, nous modélisons les systèmes faisant l'objet de cette thèse par des réseaux de
transport. Dans la deuxième partie, nous proposons une modélisation de la dynamique de trans-
fert des ﬂux sur un arc et décrivons la nature des contraintes additionnelles générées par cette
modélisation.
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Pour traduire les objectifs de gestion, des coûts unitaires et eﬀectifs sont déﬁnis sur les arcs dans
la troisième partie. Les coûts unitaires considérés sont linéaires par morceaux et croissants. Les coûts
eﬀectifs, issus de l'intégration des coûts unitaires, sont quadratiques par morceaux et convexes.
L'allocation optimale de la ressource sur un système étendu est obtenue par la recherche du ﬂot de
coût minimum sur le réseau de transport correspondant. Dans la quatrième partie, nous déﬁnissons
trois problèmes d'optimisation de diﬃculté croissante P0, P1 et P2. En plus des contraintes du
réseau (conservation de ﬂux et capacité), des contraintes additionnelles permettant la modélisation
des dynamiques sont considérées.
Dans la cinquième partie, nous étendons la notion de graphe résiduel pour tenir compte de la
nature des coûts unitaires et des contraintes additionnelles considérées dans ce travail.
Dans la sixième partie, la méthodologie itérative de résolution des trois problèmes d'optimisation
est présentée. Elle est basée sur la décomposition du graphe en plusieurs sous-graphes indépendants
et sur l'amélioration de leur coût.
La résolution des problèmes d'optimisation P0, P1 et P2 est décrite, respectivement, dans la
septième, huitième et neuvième partie. Pour les trois problèmes, les conditions d'optimalité sont
déﬁnies, l'algorithme d'identiﬁcation des sous-graphes indépendants susceptibles d'améliorer le coût
est fourni et la méthode de résolution des sous-problèmes est présentée.
2.2 Modélisation des déformations de ﬂux
2.2.1 Modélisation initiale
Dans ce chapitre, nous proposons, à partir d'un réseau de transport statique Gs = (Ns, As)
de générer un nouveau réseau de transport étendu G = (N,A) qui modélise la dynamique des
ﬂux. Ns, N sont des ensembles de sommets et As, A sont des ensembles d'arcs. Les réseaux de
transport Gs, G sont acycliques, c'est-à-dire qu'ils ne contiennent aucun circuit. Un circuit est une
suite ordonnée d'arcs consécutifs dont les deux extrémités sont identiques. Les réseaux Gs, G ont,
respectivement, un sommet source Ss, S qui alimente le réseau avec la ressource pi et un sommet
utilisation Ps, P qui l'absorbe.
Construction du graphe G
Plutôt que de considérer que le ﬂux se déplace en un seul bloc sur un arc eij avec un temps de
transfert unique, nous considérons qu'il se répartit en sij ≥ 1 blocs de ﬂux, et que chaque bloc se
déplace suivant son propre temps de transfert. Le ﬂux sortant à l'instant t dépend des ﬂux entrants
aux instants t − n tels que n ∈ [kij ; kij + sij [, où kij et sij sont deux constantes de l'arc eij (cf.
équation 2.1).
φsortantij (t) =
kij+sij−1∑
n=kij
λnijφ
entrant
ij (t− n) (2.1)
avec λnij ∈ [0; 1] des coeﬃcients de répartition.
Chaque sommet i ∈ Ns\{Ss, Ps} est dupliqué en T sommets : {it|t ∈ [0;T ]} ⊂ N qui représentent
le sommet i à chaque pas de temps sur l'horizon T . Pour chaque arc eij dans le graphe statique, nous
créons, dans G, pour chaque pas de temps t un sommet Rt entre it et jt. Nous créons également un
arc eitRt et des arcs eRtjt+n avec n ∈ [kij ; kij + sij [.
Notons Vij = {λnij |n ∈ [kij ; kij +sij [} l'ensemble des coeﬃcients de répartition d'un ﬂux sur l'arc
eij , tels que
kij+sij−1∑
n=kij
λnij = 1. Ainsi, chaque ﬂux entrant φ
entrant
ij (t) est réparti en sij blocs de ﬂux
de valeur λnijφ
entrant
ij (t). Ces blocs de ﬂux sont les ﬂux entrants des sommets jt+n.
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Nous appelons le sommet Rt sommet de répartition et notons D ⊂ N l'ensemble des sommets
de répartition. La ﬁgure 2.1 illustre cette modélisation :
Figure 2.1  Répartition temporelle des ﬂux
2.2.2 Amélioration de la modélisation
Dans cette modélisation, les sij ﬂux sortants du sommet Rt sont couplés, ce qui constitue
une contrainte additionnelle forte pouvant complexiﬁer la résolution du problème du ﬂot de coût
minimum.
Pour mieux prendre en compte ce couplage et simpliﬁer la modélisation de la ﬁgure 2.1, nous
considérons, dans tout ce qui suit, qu'un sommet de répartition distribue le ﬂux entrant sur 2 arcs
seulement (Cf. ﬁgure 2.2). Pour ce faire, nous déﬁnissons un objet générique de répartition
composé d'un sommet de répartition R qui distribue le ﬂux rentrant η−1(R) sur 2 arcs : un arc
principal eRRy et un arc secondaire eRRz , où Ry et Rz sont ses deux sommets successeurs. Aﬁn
d'alléger la notation l'indice référençant le temps t est omis.
Au sommet R nous associons un coeﬃcient de répartition noté αR ∈ [0; 1], tel que les ﬂux
de l'arc principal et de l'arc secondaire soient respectivement donnés par : φRRy = αR ∗ η−1(R) et
φRRz = (1− αR) ∗ η−1(R).
Ainsi, la modélisation de la répartition de ﬂux en plusieurs blocs est réalisée, sans perte de
généralité, par une cascade d'objets génériques. En eﬀet, la modélisation présentée ﬁgure 2.1 peut
être remplacée par sij − 1 objets génériques de distribution {R1, R2, ...Rsij−1}, où :
αRk =
 λ
kij
ij si k = 1
λ
kij+k−1
ij
1−α
Rk−1
si k > 1
(2.2)
Nous illustrons les principes de répartition déﬁnis précédemment sur un exemple de déformation
subie par un signal de ﬂux lors du transport sur l'arc eij (Cf. ﬁgure 2.3).
Un ﬂux entrant φentrantij (t) à l'instant t, est réparti en 3 blocs de ﬂux : un premier bloc égal à
0.3φentrantij (t) qui arrive au sommet j à t + 3 ; un deuxième bloc, également de 0.3φ
entrant
ij (t) qui
arrive à t+ 4 ; et un troisième bloc de 0.4φentrantij (t) qui arrive à t+ 5.
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Figure 2.2  Objet générique de répartition
Figure 2.3  Déformation temporelle d'un signal de ﬂux
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Dans cet exemple : kij = 3, sij = 3 et Vij = {0.3, 0.3, 0.4}.
La ﬁgure 2.4 illustre la transformation du modèle composé d'un sommet de répartition à plusieurs
blocs (ﬁgure 2.4.a) en un modèle composé uniquement d'objets génériques de répartition (ﬁgure
2.4.b). Les valeurs des coeﬃcients αRk sont : αR1 = 0.3 et αR2 =
0.3
1−0.3 =
0.3
0.7 .
Figure 2.4  Équivalence des modélisations
Dans tout ce qui suit, toute référence à un sommet de répartition R impose implicitement qu'il
distribue le ﬂux sur les deux arcs principal et secondaire.
2.2.3 Répartitions variables
Le coeﬃcient de répartition αR, a jusqu'à maintenant, été implicitement considéré ﬁxe. Chaque
bloc de ﬂux est une portion ﬁxe du ﬂux incident au sommet de répartition R. Ceci n'est vrai
qu'autour d'un point de fonctionnement.
La dynamique des transferts peut cependant être représentée par des systèmes linéaires à para-
mètres variables sur plusieurs plages de fonctionnement.
Aﬁn de modéliser la dynamique de transfert sur toutes les plages de fonctionnement, nous
considérons des coeﬃcients de répartition variables en fonction du ﬂux. On s'intéresse au cas où le
coeﬃcient de répartition αR(φ) est constant par morceaux et monotone. La forme canonique des
coeﬃcients de répartition est la suivante :
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αR(η
−1(R)) =

α0R si η
−1(R) ∈ [ω0R;ω1R]
α1R si η
−1(R) ∈]ω1R;ω2R]
|
αsR−1R si η
−1(R) ∈]ωsR−1R ;ωsRR ]
(2.3)
Avec {ω0R, ω1R, ..., ωSRR } l'ensemble des points de discontinuité de la fonction αR(φ). Ils marquent
le passage d'une plage de fonctionnement vers une autre.
Les ﬂux de l'arc principal et de l'arc secondaire sont respectivement déﬁnis par les équations 2.4
et 2.5 :
φRRy =
∫ η−1(R)
0
αR(ϕ) dϕ (2.4)
φRRz = η
−1(R)− φRRy (2.5)
En combinant les équations 2.3 et 2.4, la forme canonique du ﬂux de l'arc principal est exprimée
par :
φRRy(η
−1(R)) =

α0Rη
−1(R) si η−1(R) ∈ [ω0R;ω1R]
α1R(η
−1(R)− ω1R) + φRRy(ω1R) si η−1(R) ∈]ω1R;ω2R]
|
αsR−1R (η
−1(R)− ωsR−1R ) + φRRy(ωsR−1R ) si η−1(R) ∈]ωsR−1R ;ωsRR ]
(2.6)
La ﬁgure 2.5 illustre un exemple de fonction de répartition. Le coeﬃcient de répartition peut
prendre 3 valeurs (SR = 3) en fonction de l'état de remplissage de l'arc : α0R = 0.2, α
1
R = 0.5
et α2R = 0.9. Les plages de fonctionnement sont déﬁnies entre les points de discontinuité ω
0
R = 0,
ω1R = 5, ω
2
R = 15 et ω
3
R = 30.
Pour un ﬂux incident de valeur η−1(R) = 10 au sommet de répartition R, l'arc principal reçoit
un ﬂux φRRy =
∫ 10
0
αR(ϕ) dϕ = 3.5 ; l'arc secondaire reçoit un ﬂux φRRz = 10− 3.5 = 6.5.
2.3 Coûts unitaires et eﬀectifs
Pour retranscrire les objectifs de gestion du système modélisé, nous déﬁnissons, pour chaque arc
du graphe, des coûts unitaires et eﬀectifs.
2.3.1 Coûts unitaires
Nous considérons, pour chaque arc eij , un coût unitaire représenté par une fonction linéaire par
morceaux et croissante sur l'intervalle de déﬁnition [0;uij ]. La fonction n'est pas nécessairement
continue. Soit {µ0ij , µ1ij , ...µrijij } l'ensemble des points d'extrémité des intervalles de déﬁnition, tels
que 0 = µ0ij ≺ µ1ij ≺ ... ≺ µrijij = uij , où rij est le nombre d'intervalles de déﬁnition de la fonction
représentant le coût unitaire de l'arc eij . La forme canonique des coûts unitaires considérés est la
suivante :
CUij(φ) =

a0ijφ+ b
0
ij si φ ∈ [µ0ij ;µ1ij ]
a1ijφ+ b
1
ij si φ ∈]µ1ij ;µ2ij ]
|
a
rij−1
ij φ+ b
rij−1
ij si φ ∈]µrij−1ij ;µrijij ]
(2.7)
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Figure 2.5  Coeﬃcient de répartition variable
où akij ≥ 0 et bkij sont des constantes réelles. La ﬁgure 2.6 présente un exemple de coût unitaire.
La courbe représentative est constituée de segments de droite de pentes positives. Les coûts unitaires
considérés peuvent changer de signe pour représenter le fait que sur un arc, une unité de ﬂux peut
être transportée, selon l'état de l'arc, avec un coût positif ou négatif.
La formulation mathématique de la fonction représentant le coût unitaire de la ﬁgure 2.6 est
donnée par :
CUij(φ) =

16φ− 100 si φ ∈ [0; 5]
4(φ− 5) + 10 si φ ∈]5; 15]
2
3(φ− 15) + 60 si φ ∈]15; 30]
(2.8)
Une des méthodes pour gérer les coûts unitaires déﬁnis par morceaux dans les graphes, est
de remplacer l'arc eij portant le coût par rij arcs parallèles. La capacité de chaque arc est ﬁxée à
[µtij ;µ
t+1
ij ] et le coût unitaire considéré est linéaire, et est donné par : a
t
ij(φ−µtij)+btij . L'inconvénient
de cette modélisation est qu'elle accroît signiﬁcativement le nombre d'arcs et de sommets, ce qui
impacte la rapidité d'exécution des algorithmes d'optimisation [Ahuja et al., 1995]. Nous n'opterons
pas pour cette modélisation et nous considérons donc les coûts unitaires dans leur globalité.
2.3.2 Coûts eﬀectifs
On rappelle que le coût eﬀectif d'un arc découle de l'intégration du coût unitaire (Cf. chapitre
1, 1.3.2). La forme canonique de la fonction représentant le coût eﬀectif d'un arc eij est obtenue
par intégration de l'équation (2.7) :
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Figure 2.6  Exemple de coût unitaire
Cij(φ) =

a0ij
2 φ
2 + b0ijφ si φ ∈ [µ0ij ;µ1ij ]
a1ij
2 (φ− µ0ij)2 + b1ij(φ− µ0ij) + Cij(µ1ij) si φ ∈]µ1ij ;µ2ij ]
|
a
rij−1
ij
2 (φ− µ
rij−1
ij )
2 + b
rij−1
ij (φ− µrij−1ij ) + Cij(µrijij−1) si φ ∈]µ
rij−1
ij ;µ
rij
ij ]
(2.9)
La ﬁgure 2.7 représente le coût eﬀectif issu du coût unitaire déﬁni par l'équation 2.8.
Sa formulation mathématique est donnée par :
Cij(φ) =

8φ2 − 100φ si φ ∈ [0; 5]
2(φ− 5)2 − 10(φ− 5)− 300 si φ ∈ [5; 15]
1
3(φ− 15)2 + 50(φ− 15)− 200 si φ ∈ [15; 30]
(2.10)
Les coûts eﬀectifs Cij considérés dans ce travail sont quadratiques par morceaux, continus sur
l'intervalle [0;uij ], dérivables sur les intervalles ]µtij ;µ
t+1
ij [ ∀t ∈ {0, 1..., rij − 1} et convexes.
2.4 Formulation mathématique du problème d'allocation de la res-
source
L'allocation optimale de la ressource sur un système dynamique étendu est obtenue par la
recherche de la circulation X = {φij |eij ∈ A} de coût minimum sur le réseau de transport étendu
correspondant. Le coût du graphe, appelé aussi dans la suite coût de la circulation, est déﬁni par la
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Figure 2.7  Coût eﬀectif
somme des coûts eﬀectifs de ses arcs :
Cgraphe =
∑
eij∈A
∫ φij
0
CUij(ϕ) dϕ (2.11)
L'objectif est de déterminer l'ensemble des ﬂux X qui minimise Cgraphe en respectant les
contraintes du graphe. Ces dernières sont les contraintes de conservation de ﬂux au niveau des
sommets, de capacité ainsi que les contraintes additionnelles de répartition de ﬂux au niveau des
sommets de répartition.
Selon la nature des contraintes additionnelles, nous considérons trois problèmes d'optimisation
de recherche de ﬂot de coût minimum : P0, P1 et P2.
2.4.1 Déﬁnition du problème d'optimisation P0
Dans P0, les ﬂux transportés sont considérés non-déformables. Il s'agit du cas particulier où
l'ensemble des sommets de répartition D est vide (pas de contrainte additionnelle). Sa formulation
est donnée par : 
Min
X
∑
eij∈A
Cij(φij)
∀i ∈ N \ {S, P} yi = 0
yS = −yP = pi
∀eij ∈ A 0 ≤ φij ≤ uij
(2.12)
Chaque terme de la fonction objectif Cij(φ) est continu, quadratique par morceaux et convexe.
La fonction objectif est donc convexe car la somme de fonctions convexes est une fonction convexe.
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En l'absence de sommets de répartition, le problème est séparable. Il s'agit du problème "Minimum
Convex-Cost Network Flow Problem" (Se référer à la section 1.3.5). Karzanov et McCormick
présentent quelques méthodes de résolution en mettant l'accent sur les méthodes à base d'élimination
de circuits négatifs [Karzanov and McCormick, 1995].
2.4.2 Déﬁnition du problème d'optimisation P1
Dans P1, l'ensemble des sommets de répartition est non-vide et les coeﬃcients de répartition
sont constants. Ceci revient à faire l'hypothèse que la dynamique de transfert est restreinte à un
seul point de fonctionnement pour chaque arc. La formulation du problème d'optimisation P1 est
donnée par : 
Min
X
∑
eij∈A
Cij(φij)
∀i ∈ N \ {S, P} yi = 0
yS = −yP = pi
∀eij ∈ A 0 ≤ φij ≤ uij
∀R ∈ D φRRy = αR ∗ η−1(R)
(2.13)
Du fait de la contrainte additionnelle de proportionnalité entre les ﬂux des sommets de répar-
tition, le problème d'optimisation P1 est non-séparable. L'espace de recherche de la circulation X,
construit par les contraintes de capacité, les contraintes de conservation et les contraintes addi-
tionnelles de répartition, est convexe. De plus, comme chaque terme Cij(φ) est convexe, P1 est
convexe.
2.4.3 Déﬁnition du problème d'optimisation P2
Pour P2, l'ensemble des sommets de répartition est non-vide et les coeﬃcients de répartition
sont représentés par des fonctions constantes par morceaux et monotones. Le problème P2 est le
plus général. Il modélise la dynamique des transferts sur toutes les plages de fonctionnement. Sa
formulation est donnée par :
Min
X
∑
eij∈A
Cij(φij)
∀i ∈ N \ {S, P} yi = 0
yS = −yP = pi
∀eij ∈ A 0 ≤ φij ≤ uij
∀R ∈ D φRRy =
∫ η−1(R)
0
αR(ϕ) dϕ
(2.14)
En raison de la dépendance entre les ﬂux de l'arc principal et de l'arc secondaire issus de chaque
sommet de répartition, P2 est non-séparable. P2 est non-convexe car la fonction objectif ne l'est
pas (la non-convexité du P2 est démontrée par un contre exemple à la ﬁn de ce chapitre).
2.5 Graphe résiduel
2.5.1 Déﬁnitions
L'algorithme d'optimisation développé ici pour résoudre les 3 problèmes est itératif. Il est basé
sur des itérations d'optimisation et des itérations d'amélioration. A chaque itération d'op-
timisation, le graphe est subdivisé en sous-graphes indépendants. Pour chaque sous-graphe
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indépendant, des itérations d'amélioration diminuent leur coût en faisant varier les ﬂux des arcs
tout en respectant les contraintes du problème.
C'est en raison de la forte non-linéarité des problèmes d'optimisation considérés qu'une itération
d'optimisation est décomposée en plusieurs itérations d'amélioration pour lesquelles les contraintes
sont linéaires. Ainsi, sur une itération d'amélioration, le coeﬃcient de répartition d'un sommet de
répartition est constant et le coût unitaire d'un arc est linéaire.
Chaque itération d'amélioration k est associée à une circulation Xk. Le passage d'une itération
k à k + 1 est marqué par la modiﬁcation des ﬂux des arcs et par conséquent de leur état. L'état
d'un arc eij est déterminé par :
• Le ﬂux circulant sur l'arc : φij .
• Les écarts positif E+ij et négatif E−ij sont les quantités de ﬂux qui peuvent être rajoutées à
ou retirées de l'arc, sans dépasser la capacité de l'arc, et sans franchir une discontinuité. Les
discontinuités sont de 2 types : les discontinuités des coûts unitaires déﬁnis sur les arcs et les
discontinuités des sommets de répartition.
Soit µtij et µ
t+1
ij les deux extrémités de l'intervalle tel que φij ∈]µtij : µt+1ij ] et CUij(φ) est
linéaire. Notons v+ij(φij) = µ
t+1
ij − φij et v−ij(φij) = φij − µtij les quantités de ﬂux qui peuvent
être rajoutées et retirées, respectivement, de l'arc eij sans dépasser une discontinuité de la
fonction de coût.
De manière identique, si le sommet terminal j de l'arc eij est un sommet de répartition, nous
déﬁnissons les limites de variation du ﬂux permettant de ne pas franchir la discontinuité de
la fonction de répartition par w+ij(φij) = ω
k+1
ij − φij et w−ij(φij) = φij − ωkij . Où ωkij et ωk+1ij
sont les deux extrémités de l'intervalle tel que φij ∈]ωkij : ωk+1ij ] et αR(φ) est constant.
Les écarts positif et négatif de l'arc eij sont respectivement déﬁnis par : E
+
ij = min(uij −
φij , v
+
ij , w
+
ij) et E
−
ij = min(φij , v
−
ij , w
−
ij).
• Les coûts unitaires à l'augmentation et à la diminution du ﬂux sont respectivement
déﬁnis par CU+ij = lim
φ→φij
φ>φij
CUij(φ) et CU
−
ij = − lim
φ→φij
φ<φij
CUij(φ).
• Les pentes à l'augmentation et à la diminution sont respectivement déﬁnies par a+ij =
lim
t→0+
CUij(φij+t)−CUij(φij)
t et a
−
ij = lim
t→0−
CUij(φij+t)−CUij(φij)
t .
Pour un graphe étendu G = (N,A) et pour une circulation Xr, correspondant à l'itération
d'amélioration r, nous déﬁnissons un graphe résiduel (graphe d'écarts) G
′
(Xr) = (N,A
′
(Xr)). Le
graphe résiduel permet de décrire les états de l'ensemble des arcs du graphe pour une itération
d'amélioration r donnée.
Chaque arc eij ∈ A est remplacé par deux arcs →eij et ←eij qui représentent les variations possibles
du ﬂux à l'augmentation et à la diminution (Cf. ﬁgure 2.8). Ces derniers sont respectivement appelés
arcs directs et arcs inverses. Les arcs directs sont représentés en bleu et les arcs inverses en rouge.
Cette convention de couleur sera conservée dans tout le document. Notons
→
A = {→eij |eij ∈
A} l'ensemble des arcs directs,
←
A = {←eij |eij ∈ A} l'ensemble des arcs inverses et A′ =
→
A ∪
←
A
l'ensemble des arcs directs et inverses du graphe résiduel.
Les capacités résiduelles, les coûts unitaires et les pentes des arcs directs et inverses sont déﬁnis
dans la table 2.1.
Le graphe résiduel G
′
(Xr) = (N,A
′
(Xr)) contient uniquement les arcs dont la capacité résiduelle
est strictement positive, car ce sont ces arcs qui permettent une variation de ﬂux.
Dans le cas particulier où les coûts unitaires sont constants et en l'absence de sommets de
répartition, nous retrouvons la déﬁnition classique d'un graphe résiduel [Gauthier et al., 2015].
47
Chapitre 2 : Algorithme d'optimisation
Figure 2.8  Arc résiduel
Table 2.1  Déﬁnition des caractéristiques d'un arc résiduel
2.5.2 Exemple illustratif
Considérons le graphe G = (N,A) de la ﬁgure 2.9. Les ensembles des sommets, des arcs et
des sommets de répartition sont respectivement donnés par : N = {S, P,B,C,E,Cy, Cz}, A =
{eSE , eEC , eCCy , eCCz , eCyP , eEB, eBCz , eCzP } et D = {C}. eCCy et eCCz sont respectivement l'arc
principal et l'arc secondaire du sommet C. Pour simpliﬁer l'exemple, les capacités physiques des arcs
sont considérées inﬁnies et les coûts unitaires sur les arcs sont nuls sauf pour l'arc eEB pour lequel
le coût unitaire est déﬁni par l'équation (2.15). Nous considérons que le coeﬃcient de répartition
du sommet C est déﬁni par l'équation (2.16).
CUEB(φ) =

16φ− 100 si φ ∈ [0; 5]
4(φ− 5) + 10 si φ ∈]5; 15]
2
3(φ− 15) + 60 si φ ∈]15; +∞[
(2.15)
αC(φ) =

0.2 si φ ∈ [0; 5]
0.5 si φ ∈]5; 15]
0.9 si φ ∈]15; +∞[
(2.16)
L'étiquette associée à chaque arc eij sur la ﬁgure 2.9 est de la forme :
eij(φij , CU
+
ij , CU
−
ij , E
+
ij , E
−
ij , a
+
ij , a
−
ij)
.
Détaillons l'obtention des valeurs des étiquettes des arcs eEB et eEC :
• Pour l'arc eEB, les premières discontinuités rencontrées sur la fonction de coût unitaire à
l'augmentation et à la diminution à partir de φEB = 15 sont 30 et 5, respectivement. Les écarts
positifs et négatifs sont donc : E+EB = Min(+∞,+∞−15) = +∞ et E−EB = Min(15, 15−5) =
10, respectivement. Conformément à l'équation (2.15), les coût unitaires à l'augmentation et
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Figure 2.9  Réseau de transport G=(N,A)
à la diminution ont pour valeur : CU+EB = 60 et CU
−
EB = −50. De même, les pentes à
l'augmentation et à la diminution ont pour valeur : a+EB =
2
3 et a
−
EB = 4.
• Pour l'arc eEC , les premières discontinuités rencontrées sur la fonction de répartition à l'aug-
mentation et à la diminution à partir de φEC = 10 sont 15 et 5, respectivement. Les écarts
positifs et négatifs sont donc : E+EC = Min(+∞, 15− 10) = 5 et E−EC = Min(10, 10− 5) = 5,
respectivement. Comme le coût est nul sur cet arc, les coûts unitaires et les pentes à l'aug-
mentation et à la diminution sont nuls.
Notons X0 la circulation de ﬂux présentée à la ﬁgure 2.9. La ﬁgure 2.10 représente le graphe
d'écart G
′
(X0) = (N,A
′
(X0)) correspondant au graphe G pour la circulation X0.
Les étiquettes des arcs directs
→
eij et inverses
←
eij sont de la forme suivante :
→
eij(CU→
ij
, ur→
ij
, a→
ij
)
et
←
eij(CU←
ij
, ur←
ij
, a←
ij
).
2.6 Méthodologie de résolution des problèmes d'optimisation
2.6.1 Élimination des circuits négatifs
Le premier algorithme de résolution du problème du ﬂot de coût minimum basé sur l'élimi-
nation des circuits négatifs a été proposé par Klein [Klein, 1967]. L'algorithme stipule que pour
un réseau de transport avec des coûts unitaires constants, une circulation est optimale si et seule-
ment si le graphe résiduel correspondant ne contient aucun circuit de coût négatif (nommé circuit
négatif). Un circuit est dit négatif si la somme des coûts unitaires de ses arcs est négative. L'al-
gorithme de Klein consiste à rechercher, de manière itérative, dans le graphe résiduel, un circuit
de coût négatif et à l'éliminer en poussant un ﬂux jusqu'à saturation d'au moins un de ses arcs.
La complexité de l'algorithme de Klein peut être exponentielle même lorsque les capacités et les
coûts unitaires sont des entiers [Goldberg and Tarjan, 1989]. En rajoutant une règle sur la sélec-
tion des circuits, Goldberg et Tarjan ont proposé une version polynomiale de l'algorithme de Klein
[Goldberg and Tarjan, 1989]. La règle de sélection consiste à choisir les circuits dont le coût moyen
(coût du circuit divisé par le nombre des arcs) est minimal. L'algorithme de Goldberg, minimum-
mean cycle, a été étendu par Karzanov et McCormick pour le cas de coûts eﬀectifs séparables,
convexes et dérivables [Karzanov and McCormick, 1997]. Weintraub décrit un algorithme, qui à
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Figure 2.10  Graphe résiduel G
′
(X0) = (N,A
′
(X0))
chaque itération améliore considérablement la valeur de la fonction objectif en annulant une collec-
tion de circuits négatifs [Weintraub, 1974]. Notre objectif est d'étendre la démarche d'élimination
des circuits négatifs pour la résolution des problèmes P0, P1 et P2.
2.6.2 Détection de circuits négatifs
L'algorithme de Bellman-Ford [Bellman, 1958], est un algorithme qui calcule des plus courts
chemins depuis un sommet de départ donné dans un graphe orienté pondéré. Contrairement à l'al-
gorithme de Dijkstra [Dijkstra, 1959], l'algorithme de Bellman-Ford autorise la présence de certains
arcs de poids négatif et permet de détecter l'existence d'un circuit négatif. L'algorithme de Bellman-
Ford stipule qu'un chemin de coût minimal existe entre le sommet de départ m et tout sommet t,
si et seulement si le graphe ne contient aucun circuit négatif.
Condition nécessaire
Si le graphe contient un circuit négatif, il n'y a pas de distance minimale entre m et les sommets
présents sur le circuit négatif. En eﬀet, la distance peut diminuer en circulant indéﬁniment sur le
circuit négatif. Dans un graphe sans circuit négatif, l'algorithme de Bellman-Ford détermine les
distances minimales après Card(A) itérations de marquage. Il s'agit donc d'un moyen de vériﬁer la
présence ou non de circuits négatifs.
Condition suﬃsante
Supposons que le graphe ne contienne aucun circuit négatif. Il existe un chemin de coût minimal
composé au maximum de Card(A) arcs entre le sommet de départ m et chaque sommet t. En eﬀet,
s'il existe un chemin composé de Card(A) + 1 arcs ou plus, il contient forcement un circuit qui peut
être enlevé aﬁn d'améliorer le chemin car ce dernier n'est pas négatif (cf. ﬁgure 2.11).
Il existe plusieurs algorithmes de parcours des sommets. Les deux principaux algorithmes sont :
• Algorithme de parcours en largeur (Breadth First Search) : commence par explorer un sommet
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Figure 2.11  Enlèvement de circuit non-négatif
de départ, puis ses successeurs, puis les successeurs non explorés des successeurs, etc. Les
sommets sont explorés par distance croissante au sommet de départ. Le parcours des sommets
dans l'algorithme de Bellman-Ford est basé sur un parcours en largeur [Cormen et al., 2009].
• Algorithme de parcours en profondeur (Depth First Search) : progresse à partir du sommet
départ m en s'appelant récursivement pour chaque sommet voisin de m. Contrairement à
l'algorithme de parcours en largeur, il explore en profondeur les chemins un par un. Pour
chaque sommet, il marque le sommet actuel et il prend le premier sommet voisin jusqu'à ce
qu'un sommet n'ait plus de voisins (ou que tous ses voisins soient marqués) et revient alors
au sommet père [Cormen et al., 2009].
Dans la section suivante, nous procédons à la résolution des problèmes d'optimisation P0, P1
et P2.
2.7 Résolution du problème P0
2.7.1 Condition d'optimalité du problème P0
L'objectif ici est d'étudier la condition d'optimalité du problème P0.
Pour un circuit ξ dans le graphe résiduel, nous notons, respectivement,
→
ξ et
←
ξ les ensembles
des arcs directs et inverses, avec ξ =
→
ξ ∪
←
ξ . Notons ξ+ et ξ− les ensembles des arcs, dans le
graphe, correspondant à
→
ξ et
←
ξ , respectivement. La ﬁgure 2.12 illustre un exemple de circuit dans
le graphe résiduel (les arcs en surbrillance jaune), où
→
ξ = { →eAB, →eBC , →eCD},
←
ξ = { ←eAF , ←eFE , ←eED},
ξ+ = {eAB, eBC , eCD} et ξ− = {eAF , eFE , eED}.
Le coût d'un circuit ξ est déﬁni par la somme des coûts unitaires de ses arcs directs et inverses :
Cξ =
∑
e∈
→
ξ
CU→
e
+
∑
e∈
←
ξ
CU←
e
(2.17)
Pousser un ﬂux δφ ≥ 0 sur le circuit ξ dans le graphe résiduel, revient à augmenter les ﬂux des
arcs de ξ+ et à réduire les ﬂux des arcs de ξ− de la quantité δφ dans le graphe. L'ensemble des arcs
SG(ξ) = ξ+ ∪ ξ− constitue un sous-graphe indépendant de G. En eﬀet, tout échange de ﬂux entre
les arcs de ξ+ et ξ− n'impacte pas les ﬂux des arcs du reste du graphe G \ SG(ξ).
Le coût du sous-graphe SG(ξ) correspondant à ξ est donné par :
CSG(ξ) =
∑
e∈ξ+
[∫ φe
0
CUe(φ) dφ
]
+
∑
e∈ξ−
[∫ φe
0
CUe(φ) dφ
]
(2.18)
51
Chapitre 2 : Algorithme d'optimisation
Figure 2.12  Exemple de circuit
Proposition : Une circulation Xr est optimale si et seulement si le graphe résiduel correspon-
dant G
′
(Xr) ne contient aucun circuit négatif.
Preuve
• Condition nécessaire
Supposons que la circulation Xr soit optimale. Soit ξ un circuit de capacité résiduelle urξ
dans le graphe résiduel correspondant à Xr. La capacité résiduelle d'un circuit correspond au
minimum des capacités résiduelles des arcs du circuit : urξ = min(ure| e ∈ ξ). Considérons
le vecteur de ﬂux d(ξ, ρ) = {dij(ξ, ρ)|eij ∈ A} avec :
dij(ξ, ρ) =

ρ si eij ∈ ξ+
−ρ si eij ∈ ξ−
0 sinon
(2.19)
La direction d(ξ, ρ) est réalisable à partir de Xr pour tout ρ ∈ [0;urξ]. On rappelle que les
coûts eﬀectifs des arcs sont quadratiques par morceaux et convexes. Cependant, ils ne sont
pas continuellement diﬀérentiables. Pour pallier ce problème, nous utilisons la dérivée direc-
tionnelle au sens de Gateaux [Clarke, 1990]. La dérivée directionnelle permet de quantiﬁer la
variation locale d'une fonction dépendant de plusieurs variables, en un point donné et le long
d'une direction donnée dans l'espace de ces variables.
Rappel : dérivée directionnelle
Une fonction f : E → R est dite Gateaux-diﬀérentiable en x ∈ E, si ∀d ∈ E f ′(x; d) =
lim
t→0+
f(x+td)−f(x)
t existe.
La fonction objectif du problème P0 est Gateaux-diﬀérentiable, et sa dérivée en Xr dans la
direction d(ξ, ρ) est donnée par :
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C
′
graphe(Xr; d(ξ, ρ)) =
∑
e∈ξ+
CU+e (φe + ρ) +
∑
e∈ξ−
CU−e (φe − ρ) (2.20)
Pour ρ = 0+ :
C
′
graphe(Xr; d(ξ, 0
+)) =
∑
e∈ξ+
CU+e (φe) +
∑
e∈ξ−
CU−e (φe)
=
∑
e∈
→
ξ
CU→
e
+
∑
e∈
←
ξ
CU←
e
= Cξ
C
′
graphe(Xr; d(ξ, 0
+)) correspond donc au coût du circuit ξ. Comme la circulation Xr est
optimale, la dérivée est positive, ainsi, le coût du circuit ξ n'est pas négatif.
• Condition suﬃsante
Supposons que la circulation Xr ne soit pas optimale. Soit Xr+1 une circulation de meilleur
coût. Le passage entre Xr et Xr+1 peut être réalisé par le biais de plusieurs circuits
{ξ1, ξ2, ...ξM} [Kavitha et al., 2009]. Comme Xr+1 est de meilleur coût que Xr, il existe né-
cessairement au moins un circuit de l'ensemble {ξ1, ξ2, ...ξM} de coût négatif.
2.7.2 Élimination d'un circuit négatif
Pour éliminer un circuit négatif ξ, il faut augmenter le ﬂux de δφopt dans le sens du circuit
jusqu'à ce que son coût devienne nul, ou jusqu'à atteindre la capacité résiduelle d'un arc de ξ.
Notons y le ﬂux à faire circuler sur le circuit ξ. L'objectif est de trouver le ﬂux y = δφopt pour
lequel le coût du sous-graphe CSG(ξ)(y) correspondant à ξ est minimal. CSG(ξ)(y) est donné par :
CSG(ξ)(y) =
∑
e∈ξ+
[∫ φe+y
φe
CUe(φ) dφ
]
+
∑
e∈ξ−
[∫ φe−y
φe
CUe(φ) dφ
]
(2.21)
=
∑
e∈ξ+∪ξ−
[∫ φe+εey
φe
CUe(φ) dφ
]
Avec εe = 1 si e ∈ ξ+, et εe = −1 si e ∈ ξ−. Chaque terme y 7→
∫ φe+εey
φe
CUe(φ) dφ est une fonction
continue, quadratique par morceaux et convexe, donc la fonction CSG(ξ)(y) est aussi continue,
quadratique par morceaux et convexe. La ﬁgure 2.13 illustre un exemple de la variation du coût
d'un sous-graphe CSG(ξ)(y) en fonction du ﬂux y qui circule dans le circuit ξ correspondant.
La fonction CSG(ξ)(y) étant convexe, il n'y a pas de minimum local. Le minimum global au niveau
d'un sous-graphe indépendant est atteint en réalisant plusieurs itérations d'amélioration. Chaque
itération d'amélioration est réalisée sur un seul tronçon de la fonction. Une itération d'amélioration
se termine quand le coût du circuit est nul (point vert sur la ﬁgure 2.13) ou quand la capacité
résiduelle est atteinte (points noirs sur la ﬁgure 2.13). Le minimum global est atteint lorsque le coût
du circuit est nul ou lorsque la capacité résiduelle du dernier tronçon est atteinte.
Sur une itération d'amélioration, l'intervalle d'intégration pour un arc e est ]φe;φe + εey[, avec
y ∈ [0;urξ]. Le coût unitaire est déﬁni par : CUe(φ) = aeφ + be. Ainsi, ∀y ∈ [0;urξ], le coût du
sous-graphe s'écrit :
CSG(ξ)(y) =
∑
e∈ξ+∪ξ−
[∫ φe+εey
φe
(aeφ+ be) dφ
]
(2.22)
53
Chapitre 2 : Algorithme d'optimisation
Figure 2.13  Variation du coût d'un sous-graphe
CSG(ξ)(y) =
∑
e∈ξ+∪ξ−
[ae
2
(φe + εey)
2 + be(φe + εey)− ae
2
φ2e − beφe
]
=
∑
e∈ξ+∪ξ−
[ae
2
y2 + εey(aeφe + be)
]
=
∑
e∈ξ+∪ξ−
[ae
2
y2 + εeyCUe(φe)
]
=
1
2
 ∑
e∈ξ+∪ξ−
ae
 y2 +
 ∑
e∈ξ+∪ξ−
εeCUe(φe)
 y
Ainsi :
CSG(ξ)(y) =
1
2
∑
e∈ξ
ae
 y2 +
∑
e∈ξ
CUe
 y (2.23)
=
1
2
θξy
2 + Cξy
Avec θξ =
∑
e∈ξ ae, la somme des pentes des coûts unitaires des arcs du circuit ξ, et Cξ =∑
e∈ξ CUe le coût du circuit ξ.
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La fonction CSG(ξ)(y) est un polynôme de deuxième degré sur l'intervalle [0;urξ]. Le minimum
de la fonction est atteint pour :
y = δφopt = min(−Cξ
θξ
, urξ) (2.24)
Il correspond au ﬂux optimum à faire circuler sur le circuit ξ pour minimiser le coût du sous-
graphe SG(ξ) sur une itération d'amélioration (sans franchir une discontinuité).
Le sous-graphe SG(ξ) correspondant au circuit ξ est indépendant, en conséquence l'amélioration
du coût du sous-graphe implique l'amélioration du coût global du graphe. Après élimination d'un
circuit négatif, le coût global du graphe diminue de CSG(ξ)(δφopt). Dans le cas particulier où le ﬂux
optimal à faire circuler le long du circuit n'est pas contraint par les capacités résiduelles des arcs,
c'est à dire δφopt = −Cξθξ , le coût du graphe est diminué de : CSG(ξ)(δφ) = −
Cξ
2
2θξ
. En règle générale,
le coût global du graphe diminue de ∆C ∈
[
−Cξ22θξ ; 0
[
. Les circuits très négatifs et de grande capacité
résiduelle diminuent signiﬁcativement le coût global du graphe.
La ﬁgure 2.13 illustre la convergence vers le minimum global de la fonction CSG(ξ)(y). Sur la
direction de diminution du coût, l'algorithme a eﬀectué trois itérations d'amélioration pour atteindre
l'optimum global. L'algorithme (1) présente la procédure d'élimination d'un circuit négatif.
Algorithme 1 Élimination d'un circuit négatif ξ
Entrées
Cξ
urξ := min(ure| e ∈ ξ)
Début
tant que Cξ < 0 et urξ 6= 0 faire
Calculer θξ :=
∑
e∈ξ ae
si θξ 6= 0 alors
δφ := min(−Cξθξ , urξ)
sinon
δφ := urξ
∀e ∈ ξ+ φe := φe + δφ et ∀e ∈ ξ− φe := φe − δφ
∀e ∈ ξ recalculer CUe, ure, ae
Recalculer Cξ et urξ.
2.7.3 Détection et identiﬁcation des circuits négatifs
2.7.3.1 Marquage
L'algorithme d'identiﬁcation des circuits négatifs est basé sur une procédure de marquage. Elle
commence à partir d'un sommet de départ m. Le choix du sommet de départ inﬂuence le nombre
d'itérations de marquage nécessaires à l'identiﬁcation des circuits ainsi que la qualité des circuits
identiﬁés. Nous choisissons comme sommet de départ le sommet origine de l'arc dont le coût unitaire
est minimal : m est le sommet origine de l'arc emX , tel que CUmX = Min{CUij |eij ∈ A′}.
Notons δ(i) le coût de marquage d'un sommet i et pred(i) le sommet qui a permis son marquage.
Le coût de marquage d'un sommet i représente la distance minimale entre le sommet de départ m
et le sommet i à une itération de marquage donnée. La distance entre deux sommets correspond
à la somme des coûts unitaires sur le chemin de marquage qui les relie. Le coût de marquage est
initialisé à l'inﬁni pour tous les sommets sauf pour le sommet de départ m qui est initialisé à zéro.
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Lors d'une itération de marquage, un sommet j est marqué à partir du sommet i si l'arc eij ∈ A′ et
si δ(i) +CUij < δ(j). Dans ce cas, le coût de marquage du sommet j devient : δ(j) = δ(i) +CUij et
Pred(j) = i. Ainsi, à chaque itération de marquage, les coûts de marquage des sommets diminuent.
La ﬁgure 2.14 présente la procédure de marquage.
Figure 2.14  Procédure de marquage
Contrairement à l'algorithme de Bellman-Ford [Bellman, 1958], qui, à chaque itération de mar-
quage vériﬁe s'il y a une amélioration possible du coût de marquage de tous les sommets du graphe,
nous nous concentrons sur les successeurs des sommets qui viennent d'être marqués. Soit L une ﬁle
de sommets (premier arrivé, premier sorti). Elle est initialisée à m. Un sommet rejoint la ﬁle dès
qu'il est marqué et s'il n'y est pas déjà, et quitte la ﬁle dès que tous ses successeurs ont été traités.
Soit Γ(i) l'ensemble des successeurs de i : Γ(i) = {j|eij ∈ A′}. Notons Π l'ensemble des circuits
négatifs identiﬁés et Πmax le nombre maximum des circuits qui peuvent être stockés en mémoire
avant d'arrêter la procédure de marquage. Le stockage d'un grand nombre de circuits prend beau-
coup de mémoire vive, et n'améliore pas nécessairement la durée de l'optimisation. La procédure de
marquage permettant la détection de circuits négatifs est donnée par l'algorithme (2).
2.7.3.2 Détection et identiﬁcation
Si un sommet j est marqué à partir d'un sommet i lors de deux itérations de marquage, alors
il est possible qu'il y ait un circuit négatif passant par les sommets i et j. En eﬀet, si le circuit
est de coût négatif, à chaque passage sur le circuit, le coût du sommet i diminue et par voie de
conséquence le sommet j sera de nouveau marqué. La ﬁgure 2.15 présente un exemple où un circuit
négatif est détecté. Les sommets ont été marqués dans l'ordre suivant : m− i− j−k− f − g− i− j.
Comme le sommet j a été marqué deux fois à partir de i, un circuit négatif passant par j peut
être présent. Pour Vériﬁer s'il s'agit d'un circuit et pour trouver les arcs composant ce circuit, un
parcours inversé du chemin est réalisé : j − i− g − f − k − j.
Figure 2.15  Détection d'un circuit négatif
Un sommet marqué deux fois à partir du même sommet n'implique pas obligatoirement la pré-
sence d'un circuit. Il s'agit d'une condition nécessaire mais pas suﬃsante. En eﬀet, si lors du second
marquage, le sommet i a changé de prédécesseur, l'arc eij est parcouru par deux chemins diﬀérents.
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Algorithme 2 Procédure de marquage des sommets
Entrées
Graphe résiduel G
′
(Xr)
Sortie
l'ensemble des circuits négatifs Π
Initialisation
Sélectionner le sommet de départ m
∀t ∈ V \ {m} δ(t) := +∞ et δ(m) := 0
Π := {∅}
L := m
Début
tant que L 6= ∅ et Card(Π) < Πmax faire
i := retirer(L)
pour tout j ∈ Γ(i) faire
si δ(i) + CUij < δ(j) alors
pred(j) := i
δ(j) := δ(i) + CUij
si j n'est pas dans L alors
ajouter j dans L
si Circuit_identifie(i, j) alors
Π := Π + Circuit_identifie(i, j)
Card(Π) := Card(Π) + 1
Neutraliser(Circuit_identifie(i, j))
Ainsi, il n'appartient pas à un circuit. La ﬁgure 2.16 présente un exemple de cette situation. Le
sommet j est marqué une première fois en suivant le chemin k − i − j et une deuxième fois en
suivant le chemin l − i− j sans qu'il n'y ait de circuit passant par eij .
Figure 2.16  Condition non suﬃsante
Notons M(j) l'ensemble des sommets ayant été prédécesseurs du sommet j lors des marquages
précédents. Si j est marqué à partir de i et que i ∈M(j), il est nécessaire de vériﬁer la présence d'un
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circuit et de l'identiﬁer le cas échéant. Ceci est réalisé par la fonction de détection et d'identiﬁcation
d'un circuit Circuit_identifie(i, j), décrite dans l'algorithme (3).
Algorithme 3 Circuit_identifie(i, j)
Entrées
M(j)
Sorties
Circuit négatif
Début
si i ∈M(j) alors
n :=i
tant que pred(n)existe et n 6= j faire
n :=pred(n)
si n=j alors
Circuit négatif détecté
b :=i
Nouveau_Circuit = {eij}
tant que b 6= j faire
Nouveau_Circuit := Nouveau_Circuit+ {ebpred(b)}
b :=pred(b)
sinon
Pas de circuit négatif passant par eij
sinon
Pas de circuit négatif passant par eij
2.7.3.3 Neutralisation
Pour trouver les éventuels autres circuits négatifs, il est nécessaire de neutraliser les circuits
négatifs déjà identiﬁés aﬁn de ne pas perturber la procédure de marquage. Pour ce faire, une
pénalité de marquage est ajoutée sur les arcs des circuits négatifs déjà identiﬁés. Cette pénalité
est de l'ordre du coût du circuit Cξ. Si le circuit est détecté plus d'une fois (nmb_detecte(ξ) > 1),
nous attribuons un coût inﬁni aux arcs du circuit. La procédure de neutralisation des circuits négatif
est donnée par l'algorithme (4).
Algorithme 4 Neutraliser(ξ)
Entrées
Le circuit négatif ξ
Début
si nmb_detecte(ξ) = 1 alors
∀e ∈ ξ CUe := CUe − Cξ
sinon
∀e ∈ ξ CUe := +∞
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2.8 Résolution du problème P1
2.8.1 Déﬁnition de multi-circuit
Contrairement au problème P0, dans le problème P1, le graphe peut contenir des sommets de
répartition. Soit ξ un circuit du graphe résiduel composé d'au moins un sommet de répartition. En
poussant un ﬂux δφ sur ξ, aﬁn de respecter la contrainte de répartition, une quantité proportionnelle
de ce ﬂux quitte le circuit et rejoint le sommet utilisation P . En conséquence, le circuit ne respecte
plus la contrainte de conservation de ﬂux et le sous-graphe correspondant ne constitue plus un sous-
système indépendant du graphe. On appelle fuite la quantité de ﬂux qui quitte le circuit. La ﬁgure
2.17 illustre un circuit (surbrillance jaune) contenant un sommet de répartition R de coeﬃcient de
répartition αR = 0.5. En faisant circuler un ﬂux d'une valeur de 1 sur le circuit, un ﬂux de valeur
0.5 sort du circuit.
Figure 2.17  Circuit ne respectant pas la conservation de ﬂux
Pour identiﬁer un sous-graphe indépendant, nous considérons en plus des arcs du circuit, tous les
arcs impactés par la fuite. Aﬁn de garantir l'existence et l'unicité d'un chemin entre tout sommet
du graphe et le sommet utilisation, nous déﬁnissons, pour chaque sommet du graphe, hormis le
sommet utilisation, un arc sortant prioritaire. Ce chemin est appelé chemin prioritaire. Le
sous-graphe indépendant est donc constitué des arcs du graphe associés aux arcs du circuit dans le
graphe résiduel, des arcs principaux et secondaires de chaque sommet de répartition R appartenant
au circuit et des arcs constituant le chemin prioritaire entre Ry et P et entre Rz et P .
Sur le graphe résiduel, l'ensemble composé des arcs du circuit et des arcs impactés par la fuite
forment un multi-circuit. Il est composé d'arcs directs et d'arcs inverses. Le circuit initial est
appelé circuit père, les circuits issus de R sont appelés circuit ﬁls. Pour un ﬂux de δφ à faire
circuler sur le circuit père, un ﬂux proportionnel d'une valeur de εδφ circule sur le circuit ﬁls, avec
ε ∈ [0; 1].
La ﬁgure 2.18 montre un exemple d'un multi-circuit et du sous-graphe indépendant correspon-
dant. Le circuit père et le circuit ﬁls sont en surbrillance jaune et verte respectivement. Un ﬂux
d'une valeur de 1 circule sur le circuit père. La fuite sur le circuit ﬁls a une valeur de 0.5.
Si le chemin prioritaire contient également des sommets de répartition, des circuits ﬁls d'ordre
supérieur peuvent être générés. La ﬁgure 2.19 illustre un exemple de cette situation.
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Figure 2.18  Exemple de multi-circuit
Figure 2.19  Multicircuit complexe
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Les arcs prioritaires doivent être choisis de sorte qu'il y ait le moins de sommets de répartition
possible sur un chemin prioritaire. En eﬀet, si un multi-circuit contient plusieurs circuits ﬁls, ces
derniers peuvent contraindre le circuit père et compliquent son élimination.
2.8.2 Condition d'optimalité de P1
Pour un multi-circuit Mξ dans le graphe résiduel, nous notons, respectivement,
→
Mξ et
←
Mξ les
ensembles des arcs directs et inverses, avec Mξ =
→
Mξ ∪
←
Mξ. Notons Mξ+ et Mξ− les ensembles
des arcs, dans le graphe, correspondants à
→
Mξ et
←
Mξ, respectivement.
Pousser un ﬂux δφ ≥ 0 sur le circuit père dans le graphe résiduel, revient à modiﬁer les ﬂux
des arcs Mξ+ et de Mξ− de εeδφ dans le graphe, avec εe ∈ [−1; 1]. Les coeﬃcients εe peuvent être
calculés en faisant circuler une unité de ﬂux sur le circuit père.
La capacité résiduelle de Mξ est déﬁnie par urMξ = min(
ure
|εe| | e ∈ Mξ). Elle correspond au
minimum des capacités résiduelles pondérées des arcs du multi-circuit. Le coût d'un multi-circuit
Mξ est déﬁni par la somme des coûts unitaires, pondérés par |εe|, de ses arcs :
CMξ =
∑
e∈Mξ
|εe|CUe (2.25)
Le coût du sous-graphe SG(Mξ) correspondant à Mξ est donné par :
CSG(Mξ) =
∑
e∈Mξ+
[∫ φe
0
CUe(φ) dφ
]
+
∑
e∈Mξ−
[∫ φe
0
CUe(φ) dφ
]
(2.26)
Proposition : Une circulation Xr est optimale si et seulement si le graphe résiduel correspon-
dant G
′
(Xr) ne contient aucun multi-circuit de coût négatif.
Preuve
• Condition nécessaire
Supposons que la circulation Xr soit optimale. SoitMξ un multi-circuit de capacité résiduelle
urMξ dans le graphe résiduel correspondant à Xr. Considérons le vecteur de ﬂux d(Mξ, ρ) =
{dij(Mξ, ρ)|eij ∈ A} avec :
dij(Mξ, ρ) =
{
εeρ si eij ∈Mξ+ ∪Mξ−
0 sinon
(2.27)
La direction d(Mξ, ρ) est réalisable à partir deXr pour tout ρ ∈ [0;urMξ]. La fonction objectif
est quadratique par morceaux, convexe et Gateaux-diﬀérentiable. Sa dérivée en Xr dans la
direction d(Mξ, ρ) est donnée par :
C
′
graphe(Xr; d(Mξ, ρ)) =
∑
e∈Mξ
|εe|CUe(φe + εeρ) (2.28)
C
′
graphe(Xr; d(Mξ, 0
+)) correspond donc au coût du multi-circuit Mξ. Comme la circulation
Xr est optimale, la dérivée est positive, ainsi, le coût du multi-circuit Mξ n'est pas négatif.
• Condition suﬃsante
Un multi-circuit est également un circuit, donc si la circulation Xr n'est pas optimale, il existe
forcement un multi-circuit de coût négatif.
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2.8.3 Élimination d'un multi-circuit négatif
Pour éliminer un multi-circuit négatifMξ, nous procédons de la même manière que pour éliminer
un circuit négatif : il faut augmenter le ﬂux de δφopt dans le sens du circuit père jusqu'à ce que le
coût du multi-circuit devienne nul, ou jusqu'à atteindre la capacité résiduelle d'un arc de Mξ.
Notons y le ﬂux à faire circuler sur le circuit père du multi-circuit Mξ et CSG(Mξ)(y) l'évolution
du coût du sous-graphe correspondant. L'objectif est de trouver le ﬂux y = δφopt pour lequel la
fonction CSG(Mξ)(y) est minimale. La fonction CSG(Mξ)(y) est donnée par :
CSG(Mξ)(y) =
∑
e∈Mξ+∪Mξ−
[∫ φe+εey
φe
CUe(φ) dφ
]
(2.29)
Chaque terme y 7→ ∫ φe+εeyφe CUe(φ) dφ est une fonction continue, quadratique par morceaux et
convexe. En conséquence CSG(Mξ)(y) est continue, quadratique par morceaux et convexe.
En suivant les mêmes démarches et notations que celles de la section (2.7.2), le coût du sous-
graphe CSG(Mξ)(y) s'écrit :
CSG(Mξ)(y) =
1
2
∑
e∈Mξ
aeε
2
e
 y2 +
∑
e∈Mξ
|εe|CUe
 y (2.30)
=
1
2
θMξy
2 + CMξy
avec θMξ =
∑
e∈Mξ aeε
2
e, la somme pondérée des pentes des arcs résiduels du multi-circuit et
CMξ =
∑
e∈Mξ |εe|CUe le coût du multi-circuit Mξ. La procédure d'élimination d'un multi-circuit
négatif est déﬁnie par l'algorithme (5).
Algorithme 5 Élimination d'un multi-circuit négatif Mξ
Entrées
εe ∀e ∈Mξ+ ∪Mξ−
CMξ
urMξ := min(
ure
|εe| | e ∈Mξ)
Début
tant que CMξ < 0 et urMξ 6= 0 faire
Calculer θMξ :=
∑
e∈Mξ aeε
2
e
si θMξ 6= 0 alors
δφ := min(−CMξθMξ , urMξ)
sinon
δφ := urMξ
∀e ∈Mξ+ ∪Mξ− φe := φe + εeδφ
∀e ∈Mξ recalculer CUe, ure, ae
Recalculer CMξ et urMξ
2.8.4 Détection d'un multi-circuit négatif
Contrairement au problème P0 qui est séparable, le problème P1 ne l'est pas. En eﬀet les arcs
principaux et secondaires des sommets de répartition sont liés. Nous rappelons que le marquage
consiste à détecter des chemins susceptibles d'améliorer le coût. Si le chemin contient un arc secon-
daire ou principal, il faut prendre en compte le coût du circuit induit par ce passage.
62
2.8 Résolution du problème P1
Si lors du marquage, le chemin contient l'arc
−→
eRRy , le coût du circuit augmentant le ﬂux de l'arc−→
eRRz doit être rajouté au coût du chemin. En eﬀet, les ﬂux de
−→
eRRy et
−→
eRRz sont proportionnels,
donc en augmentant le ﬂux de
−→
eRRy , le circuit {
←−
ePRy ,
←−
eRyR,
−→
eRRz ,
−→
eRzP } est pris en compte pour
respecter la proportionnalité. Ainsi, les arcs principaux et secondaires (direct ou inverse) issus d'un
sommet de répartition sont aﬀectés d'une pénalité de répartition qui représente le coût du circuit
auquel ils sont associés. Pour chaque sommet de répartition R, nous associons deux circuits C1(R)
et C2(R). Le circuit C1(R) (en vert sur la ﬁgure 2.20) est activé lors du passage par
−→
eRRy ou
←−
eRRz .
Le circuit C2(R) (en surbrillance jaune sur la ﬁgure 2.20) est activé lors du passage par
−→
eRRz ou←−
eRRy .
Figure 2.20  Pénalité des arcs principaux et secondaires
Les pénalités de répartition des arcs
−→
eRRy ,
−→
eRRz ,
←−
eRRy et
←−
eRRz sont données par :
• La pénalité de répartition de l'arc −→eRRy correspond au coût du circuit C1(R) :
p(
−→
eRRy) = CC1(R)
• La pénalité de répartition de l'arc −→eRRz correspond au coût du circuit C2(R) :
p(
−→
eRRz) = CC2(R)
• La pénalité de répartition de l'arc ←−eRRy correspond au coût du circuit C2(R) :
p(
←−
eRRy) = CC2(R)
• La pénalité de répartition de l'arc ←−eRRz correspond au coût du circuit C1(R) :
p(
←−
eRRz) = CC1(R)
On convient que la pénalité d'un arc qui n'est pas principal ou secondaire est nulle. En présence
des sommets de répartition, un sommet j est marqué à partir du sommet i, si δ(i)+CUij +p(eij) <
δ(j).
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2.9 Résolution du problème P2
2.9.1 Condition d'optimalité du P2
Dans la section précédente nous avons supposé que les coeﬃcients de répartition des sommets
de répartition étaient constants. Dans cette section, nous supposons que le coeﬃcient de répartition
d'un sommet de répartition R est une fonction constante par morceaux du ﬂux entrant le sommet.
Pour résoudre le problème P2 nous suivons la même démarche que pour la résolution du problème
P1 : détecter les multi-circuits négatifs et les éliminer jusqu'à ce qu'il n'y en ait plus. La fonction
objectif du problème P2 étant non-convexe, nous ne recherchons qu'un minimum local.
Non-convexité du problème P2
Nous considérons le contre exemple illustré sur le graphe de la ﬁgure 2.21. Il est composé d'un som-
met source S, d'un sommet utilisation P , d'un sommet de répartition R et des sommets B,Ry, Rz.
Figure 2.21  Graphe
Nous considérons que tous les coûts unitaires des arcs sont nuls, sauf pour les arcs eSP et eRyP ,
où le coût unitaire est déﬁni par l'équation (2.31) :
CU(φ) = φ− 100 ∀φ ∈ [0; +∞[ (2.31)
La fonction de répartition du sommet R a pour équation :
αR(φ) =
{
0.1 si φ ∈ [0; 80]
0.9 si φ ∈]80; +∞[ (2.32)
On suppose que l'état initial X0 du graphe est celui représenté par la ﬁgure 2.22 : tous les ﬂux
sont nuls, sauf φSP = 150. Le graphe résiduel correspondant à cet état est aussi représenté sur la
ﬁgure 2.22.
L'étiquette des arcs dans le graphe résiduel représente le coût unitaire, la capacité résiduelle
et la pente, respectivement. L'unique multi-circuit Mξ du graphe d'écart est composé des arcs en
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Figure 2.22  Graphe résiduel
surbrillance. Les arcs en surbrillance jaune constituent le circuit père et les arcs en surbrillance verte
constituent le circuit ﬁls. Son coût CMξ = |1| ∗ (−50)+ |0.1| ∗ (−100) = −60 et sa capacité résiduelle
urMξ = 80. L'évolution du coût du sous-graphe correspondant au multi-circuit est donnée par :
CSG(y) =
{ ∫ 150−y
150 (φ− 100) dφ+
∫ 0.1y
0 (φ− 100) dφ si y ∈ [0; 80]
CSG(80) +
∫ 70−(y−80)
70 (φ− 100) dφ+
∫ 8+0.9(y−80)
8 (φ− 100) dφ si y ∈]80; 150]
=
{
0.505y2 − 60y si y ∈ [0; 80]
0.905(y − 80)2 − 52.8(y − 80)− 1568 si y ∈]80; 150]
La courbe de l'évolution du coût du sous-graphe est illustrée sur la ﬁgure 2.23.
On constate la présence de deux minimum locaux : un premier sur l'intervalle [0; 80] atteint
pour y1 = − −602∗0.505 = 59.4 et un deuxième atteint sur l'intervalle [80; 150] (après la discontinuité
de la répartition) pour y2 = 80 − −67.22∗0.905 = 109.17. Nous concluons donc que le problème P2 est
non-convexe. Pour les deux états correspondants à y1 = 59.4 et y2 = 117.13, le coût du mutli-circuit
Mξ est nul. On déduit également que pour le problème P2 l'absence de multi-circuit négatif est une
condition nécessaire mais pas suﬃsante à l'optimalité.
2.9.2 Détection d'un multi-circuit négatif
Le coût d'un multi-circuit est nul sur un minimum local. La procédure de marquage ne permet
donc pas la détection des multi-circuits qui sont sur des minimums locaux même si leur coût pour-
rait s'améliorer en atteignant le minimum global. Nous utiliserons ici la condition d'optimalité du
problème P1, à savoir l'absence de multi-circuits négatifs. La circulation ﬁnale des ﬂux n'est pas
forcement optimale mais correspond à un minimum local à cause des améliorations possibles qui
ne peuvent pas être détectées. La procédure de marquage du problème P2 est identique à celle du
problème P1.
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Figure 2.23  fonction non-convexe
2.9.3 Élimination d'un multi-circuit négatif
La ﬁgure 2.23 illustre que la variation du coût du sous-graphe correspondant à un multi-circuit
négatif contient des minimum locaux. Lorsqu'un multi-circuit négatif est identiﬁé, pour atteindre
le minimum global du sous-graphe correspondant à ce un multi-circuit, il faut parcourir tous
les minimums locaux et choisir parmi ces minimums le minimum global. La ﬁgure 2.24 illustre
la procédure suivie pour atteindre le minimum global au niveau d'un multi-circuit contenant des
sommets de répartition avec des coeﬃcients de répartition variables. On évalue le coût CMξ et la
somme pondérée des pentes θMξ au niveau des discontinuités (points noirs). Ensuite, partant des
points noirs, il est possible d'atteindre les minimums locaux (points verts) en calculant −CMξθMξ . Puis,
de comparer les valeurs des minimums locaux et choisir le minimum global.
En revenant à l'exemple précédent, les minimums locaux y1 et y2 peuvent être trouvés sans
utiliser la forme analytique de CSG(y). A partir du premier état du multi-circuit correspondant à
φSP = 150, il est possible d'atteindre le premier minimum local en calculant :
y1 = −CMξ
θMξ
= −|1| ∗ (−50) + |0.1| ∗ (−100)
(1)2 ∗ (1) + (0.1)2 ∗ (1) = −
−60
1.01
= 59.4
.
Le 2éme minimum local peut être atteint en se plaçant au niveau de la discontinuité et en
calculant −CMξθMξ . Les états des arcs au niveau de la discontinuité sont représentés sur la ﬁgure 2.25.
Sur cette circulation, CMξ = |1|∗(30)+ |0.9|∗(−92) = −52.8 et θMξ = (1)2∗1+(0.9)2∗1 = 1.81.
Le ﬂux optimal à faire circuler pour atteindre le 2éme minimum est φ = −CMξθMξ = 29.17, ainsi
y2 = 80 + 29.17 = 109.17.
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Figure 2.24  Procédure de résolution
Figure 2.25  Graphe résiduel correspondant à la discontinuité
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2.10 Conclusion
Les systèmes dynamiques sont modélisés par un réseau de transport étendu issu d'un réseau de
transport statique. Aﬁn de modéliser les dynamiques de transfert au niveau d'un arc, des sommets de
répartition sont considérés. Ces derniers permettent de modéliser un ﬂux qui se répartit en plusieurs
blocs. Chaque bloc se déplace suivant son propre temps de transfert. Le ﬂux sortant l'arc dépend
des ﬂux entrants à plusieurs pas antérieurs.
Le problème d'allocation de la ressource sur les systèmes est formulé comme un problème de
recherche de ﬂot de coût minimal sur le graphe étendu. Des coûts sont considérés sur les arcs pour
modéliser les objectifs de gestion. En raison des sommets de répartition considérés, des contraintes
additionnelles de proportionnalité sont prises en compte. Cependant, ces contraintes compliquent
la résolution du problème, car le problème devient non-séparable. Aussi, aﬁn de construire des
sous-graphes indépendants, la notion de multi-circuit a été introduite.
Trois problèmes d'optimisation ont été résolus. La démarche de résolution a consisté à subdiviser
le graphe en sous-graphes indépendants grâce à un algorithme de marquage puis à éliminer les
circuits/multi-circuit négatifs correspondants aux diﬀérents sous-graphes.
Dans la suite, ces techniques de modélisation et les algorithmes d'optimisation développés seront
appliqués au cas des systèmes hydrographiques.
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3.1 Introduction
L'objectif de ce chapitre est de présenter l'outil générique d'aide à la décision, mettant en ÷uvre
les modèles décrits aux chapitres précédents, qui permet l'allocation de la ressource en eau d'une
manière eﬃcace, équitable et écologiquement durable. L'outil développé peut être appliqué à tout
bassin hydrographique pour la gestion à court terme de la ressource sur plusieurs périodes aﬁn de
tenir compte des variations temporelles, des disponibilités et des demandes en eau.
Chapitre 3 : Cas des réseaux hydrographiques
La première partie de ce chapitre décrit le cycle naturel de l'eau et son anthropisation, la problé-
matique de l'allocation de la ressource en eau, ainsi que les processus mis en place pour la résoudre.
La deuxième partie décrit la modélisation physique d'un système hydrographique et des phénomènes
hydrologiques (évaporation et déversement). La troisième partie se focalise sur la modélisation des
transferts hydrauliques dans les biefs aﬁn de représenter l'évolution d'un hydrogramme lors du
transfert amont-aval. La quatrième partie traite les objectifs de gestion et la manière dont ils sont
introduits dans le modèle d'aide à la décision. Dans les cinquième et sixième parties nous proposons
deux algorithmes pour la surveillance des données hydrométriques et hydrologiques aﬁn de ﬁabiliser
les variables d'entrée du modèle d'aide à la décision.
3.2 Description du système d'allocation de la ressource en eau
3.2.1 Cycle naturel de l'eau
Le cycle de l'eau consiste en des échanges d'eau entre les diﬀérentes enveloppes de la terre :
l'atmosphère, l'hydrosphère (l'ensemble des éléments liquides de la terre : rivière, mer...) et le sol.
L'eau est présente sur la terre sous trois états : liquide, solide et gazeux. L'analyse du cycle de
l'eau s'intéresse aux mouvements et à la succession des phases que l'eau traverse lorsqu'elle passe de
l'atmosphère à la terre, s'accumule dans les océans puis retourne à l'atmosphère. Les problématiques
scientiﬁques portant sur ces événements font appel à la science appelée hydrologie qui s'y rapporte.
Le grand cycle de l'eau peut être divisé en quatre phases qui sont respectivement : évaporation,
transpiration, précipitation et inﬁltration.
La ﬁgure 3.1 est une représentation schématique du grand cycle de l'eau. Sous l'action de l'énergie
thermique fournie par les radiations solaires, une partie de l'eau des océans s'évapore pour former
des nuages. Avec l'eﬀet des vents, une partie de ces nuages arrive au dessus des continents où elle
s'ajoute à ceux déjà formés. Suite à la condensation de ces nuages, des précipitations sous forme de
pluie, neige, grêle, etc, ont lieu. Une partie des précipitations peut revenir rapidement, durant la
chute, dans l'atmosphère en s'évaporant. Une autre partie est interceptée par la végétation. La partie
des précipitations qui rejoint le sol se divise en deux : une partie s'inﬁltre et une autre ruisselle. La
portion qui s'inﬁltre dans le sol est stockée en partie dans des nappes. Cette eau ﬁnira aussi par
retourner à la mer, à très longue échéance, par le biais des cours d'eau que ces aquifères alimentent.
La portion qui ruisselle sur le sol, rejoint assez vite les rivières et les ﬂeuves puis la mer.
Les éléments hydrologiques du grand cycle de l'eau tels qu'ils viennent d'être introduits sont
appréhendés conjointement au sein d'un système hydrologique nommé bassin versant. Un bassin
versant est l'espace drainé par un cours d'eau et ses auents (Cf. ﬁgure 3.2). L'ensemble des eaux qui
tombent dans cet espace converge vers un même point de sortie appelé exutoire [Ambroise, 1999].
Sa déﬁnition n'est pas évidente puisque ses limites souterraines sont généralement diﬃcilement
observables [Michon, 2015]. L'étude des processus hydrologiques au niveau d'un bassin versant est
particulièrement complexe du fait de sa grande hétérogénéité spatiale en surface et souterraine.
Chaque bassin versant se caractérise par diﬀérents paramètres géométriques (surface, pente,
forme), pédologiques (nature des sols et capacité d'inﬁltration et de rétention des eaux), et biolo-
giques (type et répartition de la couverture végétale). Ainsi, chaque bassin versant à un comporte-
ment hydrologique unique face à des précipitations. La ﬁgure 3.3 présente la réaction hydrologique
d'un bassin versant à des événements de pluie. Les précipitations sont présentées sous forme d'his-
togramme en haut de la ﬁgure, et l'évolution des débits correspondants en bas de la ﬁgure 3.3.
L'évolution du débit en fonction du temps constitue un hydrogramme de crue.
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Figure 3.1  Grand cycle de l'eau
Figure 3.2  Schéma d'un bassin versant
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Figure 3.3  Exemple de réaction hydrologique d'un bassin versant
3.2.2 Problématique de l'allocation de la ressource en eau
Les activités humaines peuvent parfois perturber le cycle de l'eau et provoquer ou ampliﬁer des
phénomènes de pénurie ou d'inondation. Cette perturbation est due notamment à la construction
d'ouvrages hydrauliques qui modiﬁent le cycle naturel de l'eau tels que les digues, les canaux de
dérivation, les captages et les retenues (barrages). Ces ouvrages hydrauliques sont construits pour
des objectifs divers : protection des zones inondables, transport de l'eau, stockage de l'eau pour une
utilisation future ou pour décharger un cours d'eau, régulation d'un cours d'eau, etc.
L'eau est essentielle à la survie et à la prospérité des êtres humains et des sociétés. En raison
des eﬀets négatifs de l'anthropisation des espaces naturels, du changement climatique, et des enjeux
démographiques, les chercheurs s'intéressent de plus en plus à la problématique de l'allocation des
ressources en eau. L'allocation de l'eau consiste au partage de l'eau entre les utilisateurs/utilisations
pour des ﬁns utiles, conformément à un système reconnu de droits et de priorités [Taylor et al., 2000].
La ﬁgure 3.4 est un diagramme schématique qui illustre le mécanisme de partage de l'eau.
La problématique de l'allocation de la ressource en eau présente plusieurs diﬃcultés qui peuvent
être regroupées en 2 familles : diﬃcultés d'ordre sociétal et diﬃcultés d'ordre scientiﬁque.
Les diﬃcultés d'ordre sociétal se manifestent par les conﬂits entre les diﬀérents utilisa-
teurs, et ce, sur plusieurs échelles géographiques (département, région, pays...) [Wolf, 1999]
[Lasserre and Brun, 2007]. Les conﬂits peuvent également être observés entre les diﬀérentes uti-
lisations sociales, économiques et environnementales : agriculture, eau potable, hydroélectricité,
salubrité,...
Les diﬃcultés d'ordre scientiﬁque proviennent de l'incertitude sur les prévisions météorologiques
et sur les données mesurables, de la complexité des systèmes hydrographiques et de la diﬃculté
de trouver une distribution optimale de la ressource eau. Les systèmes hydrographiques sont des
systèmes complexes à retard variables, et leur modélisation pose plusieurs diﬃcultés. En outre,
trouver une distribution de la ressource en eau, équitable, eﬃciente et écologiquement durable est
complexe [Wang et al., 2003]. L'équité signiﬁe que les ressources en eau dans les bassins hydrogra-
phiques doivent être partagées équitablement entre toutes les parties prenantes. L'eﬃcacité signiﬁe
que l'utilisation économique des ressources en eau doit minimiser les coûts et optimiser les avantages.
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Figure 3.4  Les usages de l'eau [Wang, 2005]
La durabilité signiﬁe que l'utilisation actuelle de l'eau prend en considération les besoins futurs de
manière à ne pas nuire à l'environnement.
L'objectif de ce travail est de proposer une méthodologie permettant d'allouer la ressource
en eau de façon à répondre au mieux aux diﬀérents objectifs de gestion au niveau d'un système
hydrographique (Cf. ﬁgure 3.5). Dans tout ce qui suit, nous nous intéressons uniquement à la
gestion tactique des ressources, c'est à dire, une gestion sur un horizon de quelques jours (3-4 jours)
avec un pas de temps de l'ordre de l'heure.
L'allocation des ressources en eau est réalisée en trois étapes principales :
• Diagnostic de l'état : Il permet de déterminer l'état du système hydrographique à l'instant
courant aﬁn de prévoir son évolution sur l'horizon de gestion. Le diagnostic de l'état du
système consiste à évaluer à partir des données mesurables (débits des biefs, volumes des
retenues...) et des données non-mesurables (saturation du sol...) la ressource disponible en
eau souterraine et en surface.
L'un des objectifs majeurs du diagnostic est de permettre aux modèles hydrologiques d'an-
ticiper les quantités d'eau qui s'écouleront dans les rivières lors de précipitations futures.
En eﬀet, les modèles hydrologiques, en plus des prévisions météorologiques, nécessitent des
connaissances suﬃsantes relatives aux états du système [Tahiri et al., 2018a].
• Prise de décision : Connaissant l'état actuel de la ressource ainsi que les apports futurs,
un outil d'aide à la décision déﬁnit les actions à réaliser sur le système hydraulique aﬁn
d'allouer la ressource. Les variables de contrôle du problème sont les débits d'eau des biefs
et les stockages des retenues. L'outil d'aide à la décision se base sur les contraintes physiques
de gestion et l'ensemble des règles déﬁnies par le gestionnaire du système aﬁn de fournir une
distribution optimale de la ressource. La distribution optimale consiste à acheminer l'eau au
bon endroit, au bon moment et en bonne quantité.
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Figure 3.5  Processus de l'allocation de la ressource en eau
• Surveillance des données : Les données mesurées telles que les pluies et les débits, ainsi que
les données simulées à des endroits non-jaugés, sont parfois des données erronées, voire inexis-
tantes. Par exemple, les pluies pourraient être mesurées sur des échelles spatio-temporelles
non-signiﬁcatives vis à vis des processus hydrologiques et de leurs eﬀets. Ou encore, des
données pourraient être obtenues par une station de mesure des débits dont la sonde ﬂo-
tante est bloquée. Dans le cas d'un système hydrographique, toutes les données hydrolo-
giques mesurées ou simulées sont liées. La surveillance permet d'analyser la cohérence de
l'ensemble des données hydrologiques dans le but de les vériﬁer et de les ajuster le cas échéant
[Tahiri et al., 2018b]. L'ajustement des données erronées peut se faire ponctuellement si l'er-
reur n'est pas récurrente dans le temps. Dans le cas contraire, les données erronées peuvent
être réajustées en reparamétrant le dispositif ayant réalisé la mesure ou le modèle ayant simulé
la donnée. La surveillance permet donc de valider en continu les modèles et les mesures.
3.3 Modélisation physique d'un système hydrographique
3.3.1 Modélisation statique du système hydrographique
Le système hydrographique peut être modélisé par un réseau de transport Gs = (Ns, As)
[Tahiri et al., 2018c]. L'ensemble des sommetsNs représente les points de conﬂuence et de diuence,
les retenues et les points de prélèvement. Soient Ss le sommet source qui alimente le réseau et Us
le sommet utilisation qui absorbe la ressource. Les arcs représentent les transferts de la ressource
en eau : les lâchers des retenues, les prélèvements et les écoulements. Chaque arc e a une capacité
physique ue qui correspond au ﬂux maximal qui peut circuler sur cet arc. Les arcs représentant les
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écoulements sur des biefs ont une capacité inﬁnie car ces derniers se font à surface libre. Le ﬂux
injecté dans le réseau correspond à la ressource pi disponible. Nous considérons que les systèmes
hydrographiques sont des systèmes fermés, dans le sens où le ﬂux sortant le sommet source est égal
au ﬂux entrant le sommet utilisation.
La ﬁgure 3.6 présente un exemple de modélisation d'un système hydrographique composé d'une
retenue qui reçoit des apports à son amont et qui réalise des lâchers à l'aval. Le graphe correspondant
à ce système est composé du sommet source Ss, du sommet utilisation Us et du sommet B représen-
tant la retenue. L'arc eSsB porte la ressource. Les arcs eBUs et e
′
BUs
représentent, respectivement,
le ﬂux lâché par la retenue, et le ﬂux qui reste dans la retenue.
Figure 3.6  Modélisation d'une retenue sur un seul pas de temps
L'exemple présenté à la ﬁgure 3.6 représente le système sur un seul pas de temps, et les ﬂux
sont considérés constants. Cependant, les ﬂux hydrauliques sont dynamiques et ont des temps de
transfert.
3.3.2 Modélisation dynamique du système hydrographique
Pour modéliser le système hydrographique sur T pas de temps et aﬁn de réaliser une gestion
sur un horizon, nous construisons le graphe étendu G issu du graphe statique GS . La ﬁgure 3.7
présente le réseau étendu sur 4 pas de temps correspondant au réseau statique de la ﬁgure 3.6.
Les sommets {B1, B2, B3, B4} représentent la retenue aux diﬀérents instants t ∈ {1, 2, 3, 4}. Les
arcs eSBt modélisent les apports reçus par la retenue aux diﬀérents instants. Les arcs eB1B2 , eB2B3 ,
eB3B4 , et e
′
B4U
modélisent le ﬂux conservé dans la retenue aux diﬀérents instants. Les arcs eBtU
modélisent les volumes lâchés à chaque instant.
La modélisation des écoulements dans les biefs est détaillée dans la section suivante.
3.3.3 Initialisation du système
Des arcs spéciﬁques à l'initialisation du réseau sont rajoutés pour initialiser les volumes des
retenues et les débits des biefs. Pour chaque retenue du système hydrographique, représentée par
un sommet B sur le graphe, nous rajoutons un arc e
′
SB1
qui relie le sommet source au sommet B1
(sommet représentant la retenue au premier instant de la simulation). L'arc e
′
SB1
porte un ﬂux égal
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Figure 3.7  Modélisation d'une retenue sur un horizon
au volume présent dans la retenue au premier instant. Ce volume est généralement calculé à partir
de la hauteur du niveau d'eau dans la retenue et d'une courbe bijective qui déﬁnit pour chaque
hauteur le volume correspondant. La mesure de la hauteur du niveau d'eau peut être réalisée par
plusieurs moyens : une échelle liminimétrique, une sonde ﬂottante, un limnigraphe à pression, un
radar, etc. La ﬁgure 3.8 présente un exemple d'une retenue initialisée par un volume porté par l'arc
e
′
SB1
.
Pour initialiser les volumes des biefs, nous devons dans un premier temps convertir les débits
en volume. Notons I(t) et O(t) le débit entrant et sortant le bief à l'instant t. Le volume du bief à
l'instant initial t0 est donné par :
V (t0) =
∫ t0
−∞
(I(t)−O(t))dt (3.1)
L'initialisation des volumes des biefs est réalisée de la même manière que l'initialisation des
retenues. Pour chaque arc eij modélisant un bief, nous rajoutons un arc eSi1 qui relie le sommet
source au sommet i1, sommet représentant l'amont du bief au premier instant de la simulation.
L'arc eSi1 porte le volume V (t0).
Tous les arcs sortants du sommet source sont des arcs saturés, c'est à dire que leurs ﬂux ne
peuvent pas être modiﬁés lors de l'optimisation. En eﬀet, les arcs sortants du sommet source initia-
lisent la ressource pi disponible du graphe.
3.3.4 Modélisation des déversements
Un déversoir ou évacuateur de crue est une structure construite pour dériver ou évacuer l'eau
stockée dans une retenue dont la hauteur excèderait une certaine limite (par exemple la crête
de l'ouvrage) : le déversement n'a lieu que si la hauteur du ﬂuide atteint la hauteur de la crête
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Figure 3.8  Initialisation d'une retenue
de l'ouvrage. L'objectif principal est d'envoyer le  trop plein  d'eau vers l'aval pour ne pas
compromettre la sécurité de l'ouvrage. Les principaux critères inﬂuençant l'écoulement de l'eau
sont : la géométrie du déversoir, la géométrie de la section et le type d'écoulement (vanné ou libre)
[Ladreyt and Laborie, 2005].
Figure 3.9  Illustration d'un déversement
Dans le cas où le déversoir est libre avec une crête rectangulaire (Cf. ﬁgure 3.9), le débit déversé
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est calculé par la formule standard des déversoirs :
Qdeverse = CLH
3/2 (3.2)
Avec Qdeverse le débit déversé, C un coeﬃcient qui dépend des caractéristiques du seuil (il varie
entre 2.6 et 4.1), L la largeur de la crête du déversoir et H la diﬀérence de charge entre le niveau
d'eau et la hauteur de la crête de l'ouvrage [Isel, 2014].
La hauteur H est directement corrélée à la diﬀérence entre le volume stocké Vstocke et le volume
maximal de la retenue Vmax. Le volume maximal correspond au volume de la retenue quand la
hauteur d'eau est au niveau de la crête. Avec une approximation du premier ordre, l'équation (3.2)
peut être écrite sous la forme suivante :
Vdeverse(Vstocke) =
{
0 si Vstocke ≤ Vmax
α(Vstocke − Vmax) sinon (3.3)
Avec Vdeverse le volume déversé et α ∈]0; 1] un coeﬃcient de partage des volumes. Le coeﬃcient
α peut être considéré constant par morceaux. Le volume déversé est alors calculé par :
Vdeverse =
∫ Vstocke
0
α(φ)dφ (3.4)
Le déversement des retenues peut être modélisé par un sommet de répartition R avec un coef-
ﬁcient de répartition variable αR. La ﬁgure 3.10 illustre cette modélisation. Une partie du volume
entrant dans la retenue à l'instant t est lâchée par la vanne. Le volume restant est ensuite réparti
par le sommet de répartition : si le volume stocké est supérieur au volume maximal de la retenue,
une quantité proportionnelle au volume Vstocke−Vmax est déversée, sinon tout le volume reste dans
la retenue à l'instant t+ 1.
Figure 3.10  Modélisation du déversement
3.3.5 Modélisation de l'évaporation
L'évaporation se produit lorsque l'eau liquide est transformée en vapeur d'eau. La proportion
évaporée dépend de la quantité d'énergie disponible à la surface de l'eau et de la facilité avec
laquelle la vapeur d'eau peut se mélanger à l'atmosphère. L'évaporation d'une retenue dépend
de multiples facteurs environnementaux (température, vent, pression atmosphérique, etc), et des
facteurs propres à la retenue (profondeur, surface, stratiﬁcation thermique, concentration en sel,
etc) [Brutsaert, 1982]. Plusieurs méthodes permettant l'estimation de l'évaporation des retenues à
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surface libre ont été rapportées dans la littérature [Rosenberry et al., 2007] [Lenters et al., 2005]
[Penman, 1948].
Si la prise en compte de l'évaporation dans la problématique de l'allocation de la ressource en
eau n'est pas nécessaire pour un horizon réduit, ce n'est pas le cas quand la gestion couvre un
horizon annuel ou mensuel. Les volumes évaporés des retenues peuvent être importants dans les
régions climatiques arides et semi-arides telles que l'Espagne et d'autres pays du sud de l'Europe
[Martínez-Granados et al., 2011]. Ne pas prendre en compte l'évaporation pourrait fausser le bilan
hydrologique et par conséquent fausser le diagnostic de la ressource disponible.
L'évaporation d'une retenue B au pas de temps t peut être calculée par la méthode empirique
proposée par Haro et al. [Haro et al., 2012] :
EV tB = γ
t
BS
t
B (3.5)
Avec EV tB le volume évaporé de la retenue B, γ
t
B un coeﬃcient empirique et S
t
B la surface de la
retenue à l'instant t. L'utilisation d'une méthode empirique nécessite une base de données de séries
chronologiques d'évaporation potentielle [Finch and Hall, 2001].
La surface de la retenue est calculée directement à partir de la relation volume/surface. Comme
dans le cas de déversement, le volume évaporé d'une retenue peut être modélisé par un sommet de
répartition qui répartit le volume de la retenue en un volume évaporé et un volume non-évaporé.
3.4 Modélisation des transferts hydrauliques
La modélisation des écoulements dans les biefs est essentielle dans le cas d'une gestion tactique
(horizon de quelques jours) car elle permet de prédire l'évolution des débits en amont, observés
ou prévus, sur les parties en aval du système [Wurbs, 2005]. En eﬀet, les décisions de contrôle
s'appliquent à des ouvrages hydrauliques en amont pour répondre à des objectifs situés en aval.
Le routage hydraulique a pour objet de déterminer l'hydrogramme d'une section en aval à partir
de l'hydrogramme observé sur une section en amont. Lorsque les ondes hydrauliques se déplacent
de l'amont vers l'aval, elles s'atténuent et sont retardées. Les ondes hydrauliques sont soumises à
deux mouvements principaux : un écoulement uniformément progressif et une action de stockage,
désignée par action de réservoir (Cf. chapitre 1 1.4.2.2).
Tout modèle de gestion de la ressource en eau devrait prendre en compte l'atténuation des ondes
hydrauliques qui a lieu lors du transfert [Koch and Grünewald, 2009]. Nous avons donc développé
un modèle conceptuel de routage hydraulique à base de graphe aﬁn de modéliser les écoulements
dans les biefs. Ce dernier est basé sur la modélisation des dynamiques de transfert proposée dans le
chapitre 2. Dans ce qui suit, nous ferons référence à ce modèle de routage hydraulique par Modèle
de Stockage Résiduel (MSR).
3.4.1 Formulation mathématique du modèle
Tous les modèles conceptuels de routage considèrent que le débit à l'aval à l'instant t est une
fonction du stockage total du bief au même instant Vt. Cependant, les apports immédiats à
l'amont ont un impact négligeable sur le débit sortant. Déﬁnissons le stockage résiduel V
′
t d'un
bief comme étant la partie du stockage total ayant un impact signiﬁcatif sur le débit sortant. Notons
respectivement It et Ot le débit entrant le bief et le débit sortant du bief. La ﬁgure 3.11 illustre
l'amont et l'aval d'un bief, ainsi que le stockage résiduel.
L'équation de conservation s'écrit :
V
′
t+1 = V
′
t + It−TT −Ot (3.6)
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Figure 3.11  Stockage résiduel
Avec TT le temps de transfert du bief. Ce paramètre représente le temps à partir duquel les
débits d'entrée {It−TT , It−TT−1, ..., I0} impactent les débits de sortie à l'instant t. En conséquence,
les débits d'entrée {It, It−1, ..., It−TT+1} ne sont pas utilisés pour le calcul de Ot.
Par ailleurs, le MSR considère que le débit sortant à l'instant t est proportionnel à V
′
t et It−TT :
Ot = (1− α)(V ′t + It−TT ) (3.7)
Avec α ∈ [0; 1] un coeﬃcient de proportionnalité. Ce dernier peut être considéré constant par
morceaux aﬁn de modéliser le transfert hydraulique sur plusieurs plages de fonctionnement. Il re-
présente physiquement la partie du volume qui reste dans le bief. Les paramètres du modèle sont
donc : TT , α, et V
′
0 .
3.4.2 Modélisation des transferts par un graphe
Le MSR peut être représenté par un réseau de transport et peut donc être intégré dans le
graphe modélisant un réseau hydrographique. Soit G
′
= (N
′
, A
′
) un réseau de transport modélisant
un bief, avec N
′
et A
′
respectivement l'ensemble des sommets et des arcs. Notons AMt et AVt les
sommets représentant l'amont et l'aval du bief à un instant t et Bt un sommet de répartition placé
entre eux. Le ﬂux sortant AMt rentre dans Bt+TT , Bt répartit le ﬂux en deux : un ﬂux représentant
le stockage résiduel qui reste dans le bief et un autre représentant le débit sortant du bief Ot.
La ﬁgure 3.12 présente la modélisation d'écoulement sur un bief. Pour simpliﬁer l'exemple, nous
avons considéré que le temps de transfert était égal à un pas de temps et nous montrons le réseau
sur un horizon de 4 pas de temps. Les sommets S
′
et U
′
représentent respectivement le sommet
source et le sommet utilisation, ils ont été rajoutés pour respecter la loi de conservation des ﬂux.
Les débits à l'amont aux diﬀérents instants sont portés par les arcs eS′AMt . Ils rejoignent ensuite le
sommet B à l'instant t + TT en parcourant les arcs eAMtBt+TT . Le sommet de répartition Bt+TT
répartit le ﬂux entrant en deux : V
′
(t+TT )+1 = α(V
′
t+TT + It) représentant le stockage résiduel et
Ot+TT = (1− α)(V ′t+TT + It) représentant le débit à l'aval du bief.
3.4.3 Calage du modèle de transfert
Les paramètres du MSR doivent être calibrés avant toute utilisation. Les débits simulés en aval
doivent s'approcher des débits mesurés. L'identiﬁcation des paramètres est obtenue par la résolution
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Figure 3.12  Réseau de transport correspondant à un bief, où TT = 1 et Horizon = 4
du problème d'optimisation donné par l'équation (3.8).

Min
Horizon+TT∑
t=1
(OSimulet −OMesuret )2
∀i ∈ A′ \ {S′ , U ′} yi = 0
yS′ = −yU ′
V
′
t+1 = α(V
′
t + It−TT )
α ∈ [0; 1]
TT ≥ 0
(3.8)
Avec OSimulet et O
Mesure
t les débits à l'aval simulés et mesurés, respectivement.
Les inconnues à identiﬁer sont : le temps du transfert du bief TT , le coeﬃcient de répartition α
et le stockage résiduel initial V
′
0 .
La méthode d'optimisation mise en ÷uvre pour calibrer le modèle utilise l'algorithme génétique
intégré dans le solveur de MS Excel [Fylstra et al., 1998]. Les algorithmes génétiques ont été choisis
ici en raison de leur capacité à gérer des fonctions objectifs complexes ce qui constitue un avantage
par rapport aux algorithmes d'optimisation traditionnels. Contrairement aux méthodes classiques de
recherche opérationnelle, telles que la méthode du simplexe et les méthodes basées sur le calcul des
gradients, les algorithmes génétiques ne nécessitent pas de fonction bien déﬁnie ni de ses dérivées. Les
algorithmes génétiques sont des métaheuristiques basées sur trois opérations issues de la biologie :
la sélection, le croisement et la mutation. Ces opérations sont répétées aﬁn de faire évoluer les
populations de solutions de manière progressive. Le vecteur des populations correspond au vecteur
(TT, α, V
′
0 ).
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3.4.4 Validation du modèle de transfert
Aﬁn de valider le modèle proposé, celui-ci a été testé sur un hydrogramme proposé par
Wilson [Wilson, 1983]. Il s'agit d'un événement d'essai standard qui a été étudié de manière
approfondie par d'autres chercheurs ([Singh and McCann, 1980], [Yoon and Padmanabhan, 1993]
[Al-Humoud and Esen, 2006]). Les débits amont et aval de l'événement de Wilson, les débits simu-
lés par le modèle de stockage résiduel et les débits simulés par le modèle de Muskingum (Cf. chapitre
1 1.4.2.2) à titre de comparaison sont présentés sur la ﬁgure 3.13.
Figure 3.13  Calibration du MSR sur l'événement de Wilson
La ﬁgure 3.13 montre que les débits simulés par le MSR sont très proches des débits mesurés.
Elle montre également que le modèle de Muskingum n'a pas réussi à simuler le pic de la crue, alors
que le MSR donne une bonne estimation du pic et de son heure d'arrivée.
Les calages du MSR et du modèle de Muskingum ont permis de déterminer, pour chaque mo-
dèle, les paramètres pour lesquels les débits simulés sont proches des débits mesurés. La table 3.1
synthétise les valeurs numériques des paramètres trouvés, ainsi que les erreurs absolues et les erreurs
quadratiques pour les deux modèles.
L'erreur absolue et l'erreur quadratique sont respectivement calculées par les équations (3.9) et
(3.10).
Erreur_absolue = 100 ∗
∑
t |OSimulet −OMesuret |∑
tO
Mesure
t
(3.9)
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Table 3.1  Résultats de la calibration
Erreur_quadratique =
√∑
t(O
Simule
t −OMesuret )2
Horizon
(3.10)
La table 3.1 montre que le MSR donne de meilleurs résultats que le modèle de Muskingum.
Le rapport entre les erreurs absolues et les erreurs quadratiques du MSR et de Muskingum est de
l'ordre de 2. On constate également que C0 et C1 sont négligeables devant C2, ce qui conﬁrme que
les débits entrants dans le bief aux instants t et t − 1 n'inﬂuencent pas fortement le débit sortant
à l'instant t. Cette conclusion valide l'hypothèse du MSR qui néglige l'impact des débits entrants
imminents.
Les ﬁgures 3.14.a et 3.14.b représentent respectivement le stockage total et le stockage résiduel
du bief par rapport au débit sortant. La ﬁgure 3.14.a met en évidence la relation non linéaire entre
le stockage total et le débit sortant. Le tracé consiste en une boucle formée par un chemin aller et
retour. La boucle reﬂète la relation non symétrique existante lorsque le bief est en cours de stockage
ou de vidange. Sur la ﬁgure 3.14.b, la boucle est presque fermée et une relation quasi-linéaire entre
le ﬂux sortant et le stockage résiduel peut être observée. On peut conclure que le débit sortant est
corrélé plus linéairement au stockage résiduel qu'au stockage total d'un bief.
Figure 3.14  Relation entre le stockage du bief et le débit
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3.5 Modélisation des critères de gestion
Le problème d'allocation de la ressource en eau comporte deux types de contraintes : les
contraintes physiques et les contraintes de gestion. Les contraintes physiques concernent la conser-
vation des ﬂux et les limites de capacité. Ce sont des caractéristiques intrinsèques de la structure
du graphe.
Les contraintes (objectifs) de gestion sont modélisés par des coûts eﬀectifs sur les arcs du graphe
étendu correspondant au système hydrographique. Les coûts eﬀectifs représentent les gains et les
pertes générés par le passage d'un ﬂux sur un arc. La problématique de valorisation de la ressource
en eau des réseaux hydrographiques peut être résolue en déterminant la circulation de coût minimal
sur le graphe étendu.
La déﬁnition des coûts eﬀectifs sur les arcs est primordiale pour la pertinence des résultats. Elle
est généralement basée sur la transcription des objectifs de gestion formulés par le gestionnaire du
réseau hydrographique. En eﬀet, une évaluation économique de l'utilisation de la ressource en eau
pour un objectif tel que le débit de salubrité est très complexe [Wang et al., 2007].
Les coûts eﬀectifs sont obtenus à partir de l'intégration des coûts unitaires
[Karamouz et al., 1992]. Ces derniers étant plus faciles à déﬁnir car ils représentent le coût
d'une unité de ﬂux (1m3, 1l...). Les coûts unitaires sont généralement linéaires par morceaux ou
constants.
Des coûts unitaires constants sont utilisés pour déﬁnir une hiérarchie entre les objectifs. Si
CUij < CUkl l'objectif sur l'arc eij sera satisfait complètement avant la satisfaction de l'objectif sur
l'arc ekl. Des coûts unitaires négatifs sont utilisés pour représenter les gains générés par la présence
d'un ﬂux sur un arc, des coûts unitaires positifs sont considérés lorsque le ﬂux sur un arc n'est pas
souhaité. Des coûts unitaires positifs sont souvent utilisés pour éviter le déversement des retenues et
minimiser les débits au-dessus d'un niveau. Le principal inconvénient des coûts unitaires constants
est qu'ils ne permettent pas une allocation équitable de la ressource, car les objectifs sont remplis
dans un ordre croissant. En outre, ils ne permettent pas de distribuer la ressource sur des objectifs
de priorité égale [Ogryczak et al., 2003].
Les coûts unitaires linéaires par morceaux permettent de modéliser des coûts de transport qui
varient en fonction du ﬂux. Par exemple, le coût du transport d'une unité sur un bief dépend de
l'état de remplissage du bief : si le bief est sec, le coût unitaire est négatif pour modéliser le fait
qu'un passage par ce bief est souhaité et générera un bénéﬁce. Dans le cas contraire, si le bief est
sur le point de déborder, le coût unitaire devient positif aﬁn d'éviter d'empirer la situation.
Même dans le cas le plus simple où les coûts unitaires sont constants, il n'existe aucune approche
systématique pour les déterminer de façon à préserver les droits d'utilisation de la ressource ou à
garantir la priorité d'utilisation [Ferreira, 2007]. En eﬀet, lorsque plusieurs arcs du graphe sont
aﬀectés avec des coûts non nuls, l'accumulation de coûts le long d'un chemin vers un objectif peut
modiﬁer sa priorité.
Les coûts unitaires sont généralement déﬁnis par une méthode essai-erreur. Il s'agit d'une mé-
thode de recherche caractérisée par des essais divers qui sont repétés jusqu'au succès de la recherche.
Un développeur de modèles ou un gestionnaire expérimenté de réseaux hydrographiques peut déﬁnir
aisement la valeurs des coûts unitaires [Andrews et al., 1992]. Bien que la méthode essai-erreur soit
réalisable pour tous les systèmes hydrographiques, elle prend généralement beaucoup de temps pour
les grands systèmes, de plus, les coûts unitaires doivent être recalculés à chaque modiﬁcation des
règles de gestion.
Israel et Lund ont proposé un algorithme permettant de déduire, pour un système hydrogra-
phique donné, les valeurs des coûts unitaires qui traduisent la hiérarchie entre les objectifs de
gestion [Israel and Lund, 1999]. L'algorithme est initialement présenté sous la forme de neuf règles
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qui tiennent compte des utilisations de l'eau liées au stockage et aux débits sur une ou plusieurs
périodes de simulation. Les règles sont ensuite formulées dans un problème d'optimisation linéaire
sous forme de contraintes. Les inconnues du problème sont les coûts unitaires sur les diﬀérents
arcs. Chou et Wu ont présenté une méthode pour déterminer les coûts unitaires en dénombrant les
chemins possibles et en résolvant un problème d'optimisation dont les contraintes sont les règles
d'allocation de la ressource en eau [Chou and Wu, 2014].
3.5.1 Les règles de gestion
La nature des coûts unitaires à adopter dépend du type des règles de gestion. Généralement, trois
régimes de gestion déﬁnis par des seuils de débits sont considérés pour chaque bief : débit réservé,
débit opérationnel et débit d'inondation. Le débit réservé est le débit minimal à maintenir sur une
rivière, tout au long de l'année, pour le fonctionnement minimal des écosystèmes. Il s'agit d'une
obligation légale que tout gestionnaire de réseau doit respecter. Le débit opérationnel est le débit qui
permet le maintien d'autres usages (eau potable, prélèvements agricoles...). Le débit d'inondation
est le débit à partir duquel les premiers signes d'inondation commencent à être observés.
Évidemment, les trois régimes de gestion proposés ne sont pas exclusifs. En eﬀet, en fonction du
contexte et des objectifs de la gestion, le gestionnaire du système peut considérer d'autres débits
seuils. Par exemple, décomposer le régime opérationnel en plusieurs régimes intermédiaires pour
modéliser la priorité des usages.
Les règles d'exploitation des retenues sont généralement établies au moment de leur conception.
Elles fournissent des directives pour les lâchers aﬁn de répondre à diverses demandes. La ﬁgure
3.15 illustre les trois courbes de niveaux de gestion associées à une retenue polyvalente typique : le
niveau minimal d'exploitation, le niveau normal et le niveau des plus hautes eaux (PHE). Les trois
courbes divisent la retenue en quatre zones de régime diﬀérents, de bas en haut : fonctionnement
limité, fonctionnement réduit, fonctionnement normal et protection contre les inondations.
Lorsque le niveau d'eau est au régime fonctionnement limité pendant une période de sécheresse,
l'eau n'est lâchée que pour répondre aux demandes de débit réservé en aval. Lorsque le stockage
se situe au niveau de la zone d'exploitation réduite, les demandes opérationnelles ne peuvent être
entièrement satisfaites et sont soumises à restriction. Lorsque le stockage se situe au niveau de la
zone d'exploitation normale, toutes les demandes en aval sont entièrement satisfaites. La zone de
contrôle des inondations sert de tampon de stockage pour atténuer les eﬀets des fortes crues.
Ces règles instaurent des compromis entre la satisfaction des demandes en cours et le maintien
d'un stockage en retenue adéquat pour anticiper les futures demandes.
Comme la ressource disponible n'est pas inﬁnie, et que la capacité de stockage des retenues est
limitée, il est nécessaire de déﬁnir des règles de gestion avec un ordre de priorité qui permettent de
valoriser au mieux la ressource. Nous proposons donc les sept règles suivantes :
• Règle 1 : Respecter les débits réservés de toutes les rivières du système et à chaque instant.
• Règle 2 : Conserver le niveau d'eau des retenues au dessus du niveau minimal d'exploitation
au dernier instant de la simulation.
• Règle 3 : Respecter les débits opérationnels.
• Règle 4 : Éviter au mieux le déversement des retenues.
• Règle 5 : Éviter le dépassement des débits d'inondation des rivières.
• Règle 6 : Éviter le dépassement des côtes réglementaires des plus hautes eaux des retenues.
• Règle 7 : Respecter l'équilibrage en pourcentage du remplissage des retenues : le rapport
entre le volume de remplissage et la capacité de la retenue doit être le même pour toutes les
retenues du système sauf indication contraire.
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Figure 3.15  Les trois courbes des niveaux de gestion d'une retenue
3.5.2 Transcription des règles de gestion en coûts
Pour modéliser les diﬀérents objectifs de gestion déﬁnis ci-dessus, nous avons opté pour des
coûts unitaires linéaires par morceaux et croissants. La linéarité par morceaux permet de modéliser
l'évolution du coût unitaire sur les diﬀérents régimes (réservé, opérationnel, inondation) et niveaux
(minimal d'exploitation, normal, PHE) de gestion. Des coûts unitaires croissants intègrent le fait
que le bénéﬁce généré par une unité de ﬂux hydraulique diminue au fur et à mesure que le ﬂux
augmente. Par exemple, le coût d'une unité de ﬂux pour maintenir le débit réservé est inférieur au
coût d'une unité de ﬂux destinée à un usage opérationnel.
Des coûts unitaires linéaires par morceaux et croissants produisent des coûts eﬀectifs continus
et convexes (cf. chapitre 2). Les fonctions convexes permettent une distribution de la ressource sur
l'ensemble des objectifs.
3.5.2.1 Déﬁnition des coûts unitaires pour les biefs
La ﬁgure 3.16 présente un exemple de coût unitaire considéré pour représenter les règles de
gestion sur les trois régimes au niveau d'un bief. La courbe est composée de quatre segments de
droite de pentes positives. Les deux premiers segments sont sur la partie négative de l'axe des
ordonnées pour modéliser les usages (débits réservés et débits opérationnels) et les deux autres sur
la partie positive pour modéliser les pertes et dégâts d'une inondation.
Notons (θi, βi) les cordonnées des points déﬁnissant les segments, avec i ∈ {1, 2, ..., 8}. Nous
avons θ1 = 0, θ2 = θ3 = P ∗ Qreserve, θ4 = θ5 = P ∗ Qoperationnel, θ6 = θ7 = P ∗ Qinondation et
θ8 = +∞, avec P le pas de temps. Les débits sont multipliés par le pas de temps pour les transformer
en volumes. Il reste à déterminer les coûts unitaires βi. Compte tenu de la diﬃculté d'attribution
des coûts unitaires, les coeﬃcients βi sont estimés à partir des méthodes essai-erreur. Nous avons
pu concevoir des critères de choix qui permettent de limiter le nombre d'essais :
• Les coeﬃcients doivent vériﬁer l'inégalité stricte : βi < βi+1. Cette condition permet d'obtenir
des segments de droite de pente strictement positive, de sorte que chaque déplacement d'une
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Figure 3.16  Exemple de coût unitaire d'un bief
unité de ﬂux ait un eﬀet sur le coût de la fonction objectif.
• Il est nécessaire d'installer des discontinuités entre les segments. En eﬀet, des sauts de coût
entre les régimes de gestion permettent de satisfaire les objectifs dans l'ordre. Une unité de
ﬂux sera donc aﬀectée sur un arc dont le débit réservé n'est pas encore atteint avant qu'elle
ne le soit au régime supérieur dont le coût est plus grand.
• Si l'équilibrage en pourcentage entre les objectifs de deux arcs e et e′ est recherché, leurs
coûts unitaires doivent être égaux. Pour cela, il faut que :
βi = β
′
i ∀i ∈ {1, 2, ..., 8} (3.11)
La fonction de coût unitaire pour un bief peut être plus compliquée que celle illustrée sur
l'exemple. Elle peut contenir autant de segments que de régimes de gestion.
3.5.2.2 Déﬁnition des coûts unitaires pour les retenues
Les objectifs de gestion des niveaux d'eau dans une retenue peuvent également être modélisés
par un coût unitaire linéaire par morceaux et croissant. La ﬁgure 3.17 présente, pour une retenue,
un exemple de coût unitaire.
Notons (θri, βri) les cordonnées des points déﬁnissant les segments, avec i ∈ {1, 2, ..., 8}. Nous
avons θr1 = 0, θr2 = θr3 = Vminimal_exploitation, θr4 = θr5 = Vnormal, θr6 = θr7 = VPHE et
θr8 = Vmaximal. Pour les coûts unitaires des retenues, les critères de choix proposés sont :
• Les segments de droite modélisant la ressource sur les régimes de fonctionnement limité, réduit
et normal se trouvent sur la partie négative du graphe, et le segment modélisant le régime
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Figure 3.17  Exemple de coût unitaire d'une retenue
inondation est sur la partie positive, en concordance avec la Règle 4 et la Règle 6, ainsi,
βr1, βr2, βr3, βr4, βr5, βr6 < 0 et βr7, βr8 > 0
• Le coût unitaire doit être croissant et discontinu pour bien séparer les niveaux de gestion et
les satisfaire dans l'ordre.
• Pour respecter la règle 1 et la règle 2, il faut que le coût unitaire du volume minimal
d'exploitation soit compris entre le coût unitaire du débit réservé et le coût unitaire du débit
opérationnel :
CU(Qreserve ∗ P ) < CU(Vminimal_exploitation) < CU(Qoperationnel ∗ P )
=⇒ β2 < βr2 et βr4 < β4 (3.12)
• Pour respecter la Règle 5, il faut que le coût du volume PHE (VPHE) soit inférieur au coût
correspondant au débit d'inondation Qinondation :
CU(VPHE) < CU(Qinondation ∗ P )
=⇒ βr7 < β7 (3.13)
Il est évident que les recommandations fournies ne permettent pas de déterminer systémati-
quement les coeﬃcients βi et βri. En outre, comme c'est le cas pour les coûts unitaires constants,
l'accumulation des coûts le long d'un chemin peut altérer sa priorité. Plusieurs essais sont donc
nécessaires pour aﬃner les coeﬃcients.
Le problème de l'allocation optimale de la ressource en eau peut être formulé comme un pro-
blème de recherche de circulation de coût minimal sur le réseau de transport étendu modélisant le
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système hydrographique. La valeur de la ressource φ circulant dans le réseau est obtenue à partir
des mesures ou des simulations hydrologiques. Ces dernières constituent les variables d'entrée du
modèle d'optimisation. La surveillance des variables d'entrée a pour objectif d'exploiter la redon-
dance des mesures et des sorties du modèle hydrologique pour détecter et/ou traiter les incohérences
et les imprécisions des mesures aﬁn d'obtenir un ensemble de données validées compatibles. Les deux
sections suivantes sont dédiées à la surveillance des données hydrométriques et pluviométriques.
3.6 Surveillance des données hydrométriques
3.6.1 Intérêt de la surveillance des données
Parmi les diﬀérentes informations utiles à la gestion, la mesure de débit constitue un indicateur
intégrant une majorité des facteurs qui régissent le cycle de l'eau à l'échelle du bassin. Le débit est
calculé à partir d'une mesure de la hauteur d'eau et d'une courbe de tarage. Cependant, la courbe
de tarage (relation hauteur-débit) n'est stable que sur une période à cause de l'érosion, notam-
ment en l'absence d'un seuil. Les mesures hydrométriques sont donc souvent entachées d'erreurs et
d'incertitudes.
La mesure directe du débit est une opération complexe qui ne peut être réalisée que ponctuelle-
ment. Pour déterminer les débits à des endroits non-jaugés, des modèles hydrologiques sont utilisés
pour transformer une série temporelle de pluies mesurées en une série de débits.
Les mesures hydrométriques, les débits simulés aux points non-jaugés et les prélèvements consti-
tuent les variables d'entrée du modèle d'optimisation qui permet l'allocation de la ressource en eau.
Par conséquent, pour une gestion eﬃcace il est essentiel que les données collectées et les résultats
des modèles (apports naturels et prélèvements) soient ﬁables.
Dans cet objectif, nous avons développé un outil de reconstitution de données qui permet de
confronter les données mesurées sur le terrain et les sorties des modèles aﬁn de mieux évaluer
les grandeurs physiques et les erreurs de mesure ou de modélisation. L'outil présente le double
intérêt de pouvoir vériﬁer et améliorer les données mesurées par analyse de cohérence (données
bruitées, données absentes, données aberrantes) et de simuler des grandeurs physiques non mesurées
(apports en eau intermédiaires, prélèvements). La reconstitution des données consiste à déterminer
la circulation la plus probable en fonction de critères de conﬁance accordés à chaque mesure (débit,
volume) ou d'informations disponibles par ailleurs (prélèvements, pluies...).
3.6.2 Exemple illustratif
Cette sous-section a pour objet de présenter un exemple où les données recueillies sont contra-
dictoires entre elles et de montrer l'intérêt de la reconstitution. Pour simpliﬁer la compréhension de
cet exemple, nous supposons que les ﬂux ne subissent aucune déformation lors du transfert.
La ﬁgure 3.18 présente l'exemple d'un bief délimité par 2 stations hydrométriques, S1 à l'amont
et S2 à l'aval. On suppose que le bief reçoit des apports intermédiaires au niveau du point A et
qu'un prélèvement est situé au point B. On suppose que le temps de transfert sur les tronçons S1A,
AB, et BS2 est identique et correspond à un seul pas de temps. Le bilan de conservation des ﬂux
s'écrit :
Q2(t) = Q1(t− 3) +App(t− 2)− Prel(t− 1) (3.14)
On suppose que les débits mesurés aux instants t = 0 et t = 3 aux stations S1 et S2 sont
600l/s et 500l/s, respectivement. On suppose que l'apport intermédiaire est estimé par un modèle
hydrologique à 50l/s à t = 1, et que le prélèvement mesuré à l'instant t = 2 correspond à 100l/s.
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En réalisant un bilan de ﬂux, on constate qu'il n'est pas juste, et qu'un ﬂux de l'ordre de 50l/s
est manquant pour que l'équation (3.14) soit vériﬁée. L'origine de cette erreur peut être due aux
mesures réalisées au niveau des 2 stations hydrométriques, au modèle hydrologique qui a sous-estimé
les apports, ou bien à la mesure des prélèvement qui a été sur-estimée.
Figure 3.18  Exemple de contradiction des données
Ainsi, dans l'exemple de la ﬁgure 3.18, nous considérons qu'une erreur est associée à chaque
donnée, l'équation (3.14) devient donc :
Q2(t)+∆Q2(t) = (Q1(t−3)+∆Q1(t−3))+(App(t−2)+∆App(t−2))−(Prel(t−1)+∆Prel(t−1))
(3.15)
L'équation (3.15) peut être écrite sous la forme suivante :
Q2(t)−Q1(t−3)−App(t−2) +Prel(t−1) = −∆Q2(t) + ∆Q1(t−3) + ∆App(t−2)−∆Prel(t−1)
(3.16)
En remplaçant les données par leurs valeurs numériques, nous trouvons :
−∆Q2(t) + ∆Q1(t− 3) + ∆App(t− 2)−∆Prel(t− 1) = −50 (3.17)
La reconstitution des données permettrait de résoudre l'équation (3.17) et ainsi de déterminer
les erreurs de mesure et des modèles.
3.6.3 Principe de la reconstitution des débits
Dans notre approche, le système hydraulique est modélisé par un réseau de transport étendu
G = (N,A). Les sommets représentent les stations hydrométriques, les points d'apports et les points
de prélèvement. Les arcs représentent l'acheminement de l'eau.
La ﬁgure 3.19 représente le graphe étendu correspondant au bief illustré à la ﬁgure 3.18. Le
graphe étendu couvre un horizon de 3 pas de temps. Les arcs noirs représentent le transfert d'eau
dans le bief. Les arcs verts représentent les apports intermédiaires. Ils relient directement le sommet
source au point d'apport à chaque instant. Les arcs rouges représentent les prélèvements en reliant le
point de prélèvement à chaque instant au sommet utilisation. Et ﬁnalement, les arcs gris représentent
le ﬂux déjà présent dans le bief à t = 0.
Chaque arc e sortant du sommet source ou entrant dans le sommet utilisation a un coût eﬀectif
Ce qui modélise le coût de l'erreur sur cet arc. La ﬁgure 3.20 présente un exemple de coût eﬀectif
sur les arcs. A l'intérieur de l'intervalle de tolérance de la variable, le coût est négligeable. Au-delà
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Figure 3.19  Reconstitution des données hydrométriques
de cet intervalle, le coût évolue de façon quadratique aﬁn de garantir un partage de l'erreur entre
les diﬀérentes variables. Si le coût au niveau d'un arc après optimisation est supérieur au maximum
toléré, la donnée est considérée comme aberrante et n'est pas conservée.
La circulation la plus probable vise à répartir les erreurs de mesure et de modélisation au
prorata de la tolérance associée aux variables. Pour déﬁnir les critères de précision et de tolérance,
un intervalle de tolérance constant est déﬁni pour chaque station et pour chaque sortie du modèle.
Les mesures insitu étant considérées plus précises que les données issues des modèles d'apports
naturels et de prélèvements, les intervalles de tolérance des stations sont plus étroits que ceux
des sorties du modèle. Les coûts des stations sont déﬁnis à partir de la qualité des jaugeages. La
déﬁnition des coûts des modèles de prélèvement et d'apport se base principalement sur l'expérience
du gestionnaire.
La circulation la plus probable est obtenue par la recherche de la circulation du coût minimal
sur le graphe étendu. La ressource pi à faire circuler sur le graphe correspond à la valeur absolue
de l'erreur constatée lors du bilan. Dans l'exemple de la section précédente pi = 50. Le problème de
reconstitution des données hydrométriques est formulé par l'équation (3.18). Il s'agit du problème
P1.

Min
X
∑
ei∈A
Ci(∆φi)
∀i ∈ N \ {S, P} yi = 0
yS = −yP = pi
∀R ∈ D φRRy = αR ∗ η−1(R)
(3.18)
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Figure 3.20  Exemple de coût eﬀectif d'une station hydrométrique
3.7 Surveillance des données pluviométriques
3.7.1 Modèles hydrologiques
La prévision des débits des rivières et des apports en eau est communément utilisée par les
gestionnaires des systèmes hydrauliques pour prévoir les approvisionnements en eau, déterminer les
allocations de la ressource en eau pour les diﬀérents usages et établir des stratégies d'exploitation
des retenues à usages multiples tels que l'hydroélectricité et la maîtrise des crues. Par conséquent,
chaque gestionnaire de réseau devrait être en possession d'un outil permettant de prédire l'évolution
de la ressource en eau à court et à long terme aﬁn d'adapter sa stratégie de gestion.
Un modèle hydrologique est un modèle mathématique décrivant le processus pluie-débit à
l'échelle d'un bassin versant. Les entrées varient d'un modèle à l'autre (précipitations, évapotrans-
piration, perméabilité du sol, ...) et la sortie correspond au débit à l'exutoire du bassin versant. Les
diﬀérences entre les débits simulés et les débits observés constituent les erreurs du modèle.
Chaque modèle hydrologique comporte un certain nombre de paramètres qui doivent être calibrés
en fonction des observations disponibles de façon à ce que le modèle puisse simuler aussi ﬁdèlement
que possible le comportement hydrologique du bassin versant. Le calage du modèle consiste à faire
varier ses paramètres jusqu'à ce que sa sortie corresponde au débit mesuré en utilisant un jeu de
données issu d'une période d'observation. Diﬀérents critères d'évaluation du calage des modèles
hydrologiques sont mentionnés dans [Nash and Sutcliﬀe, 1970] et [Krause et al., 2005]. Le type et
le nombre de paramètres dépendent du modèle. Tous les paramètres n'ont pas une signiﬁcation
physique.
Un modèle hydrologique conceptuel permet de représenter les principaux processus de la relation
pluie-débit sans décrire les lois physiques les régissant. Ce type de modèle consiste généralement
en des réservoirs interconnectés, dans lesquels le niveau augmente et diminue avec le temps et
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représente les diﬀérents compartiments hydrologiques d'un bassin versant.
Dans cette thèse, nous nous intéressons aux modèles conceptuels à réservoirs, déterministes et
globaux, et nous supposons que les modèles sont calibrés. L'avantage d'une approche conceptuelle
est que le modèle est simple d'un point de vue mathématique. Ainsi, les processus hydrologiques sont
estimés à l'aide d'équations simples plutôt que par la résolution d'équations diﬀérentielles partielles,
ce qui facilite la conﬁguration et le calage [Aghakouchak and Habib, 2010].
On s'intérèsse particulierment au modèle GR4H [Mathevet, 2005], [Perrin et al., 2007]. Les va-
riables d'entrées et de sorties sont respectivement la pluie et le débit. Le modèle fonctionne au pas de
temps horaire. Sa structure est basée sur l'interconnexion de trois réservoirs (production, transfert
et routage), et dépend de quatre paramètres. La ﬁgure 3.21 présente son schéma de fonctionnement
qui suit les étapes suivantes :
• Le réservoir de production retient une partie de la pluie en fonction de son niveau de rem-
plissage initial. Le remplissage du réservoir de production traduit l'état d'humidité du sol.
• La pluie eﬃcace (diﬀérence entre les précipitations et l'évapotranspiration (ETP)) est ensuite
répartie sur les futurs pas de temps à l'aide d'un hydrogramme unitaire.
• Ensuite la lame d'eau vient progressivement alimenter un réservoir de routage qui échange
avec l'extérieur du bassin.
• Finalement, le débit est calculé en rajoutant le ruissellement.
Figure 3.21  Schéma fonctionnel du modèle GR4H [Lerat, 2009]
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3.7.2 Surveillance des états
Pour réaliser une simulation sur un modèle hydrologique, il est nécessaire de spéciﬁer les condi-
tions initiales de la simulation. Ces dernières sont les variables d'état (niveau de remplissage des
réservoirs) au premier pas de la simulation. Les conditions hydrologiques initiales ont un impact
important sur la qualité de la prévision des débits [Shukla and Lettenmaier, 2011].
Les erreurs sur les états initiaux ont autant d'inﬂuence sur la qualité de la prévision
du débit que celles liées aux prévisions météorologiques [Kirchner, 2009]. Par conséquent, une
meilleure connaissance des conditions hydrologiques initiales améliore la prévision du débit
[Shukla and Lettenmaier, 2011].
Les conditions initiales dépendent de plusieurs paramètres : l'évapotranspiration, la composition
du sol et principalement les pluies antérieures qui sont mesurées par des pluviomètres ou des radars.
Plusieurs raisons peuvent conduire à des incertitudes lors de l'estimation des précipitations telles
que : la capacité technique des pluviomètres à mesurer des événements de pluies intenses, ou un
faible maillage des pluviomètres qui ne permet pas la représentation spatiale du bassin versant en
question [Ly et al., 2013]. Les mesures de précipitation révèlent souvent des incertitudes, voire des
manques dans les données, et en conséquence, une interruption de la connaissance de l'état des
réservoirs du modèle.
Des contributions récentes à la littérature s'intéressent aux incertitudes des précipitations me-
surées. Certaines études ont suggéré des méthodes pour mieux prendre en compte les incertitudes
liées aux précipitations lors du calage des modèles pluie-débit. Kuczera et al considèrent la pluie
à chaque pas de temps comme un paramètre du modèle qui doit être calé [Kuczera et al., 2006].
Cependant, le nombre de paramètres à calibrer devient très important.
Le débit mesuré au niveau de l'exutoire est une donnée relativement ﬁable qui peut être utilisée
pour déterminer les états des réservoirs en inversant le modèle hydrologique. Nous proposons un
algorithme de reconstitution des précipitations à partir de chroniques de débits mesurés aﬁn d'es-
timer l'état des réservoirs. L'algorithme consiste à rechercher la série chronologique pluviométrique
horaire générant les débits observés. Les précipitations ainsi reconstituées sont réinjectées dans le
modèle hydrologique pour déterminer l'état des réservoirs.
3.7.3 Méthodologie
La reconstitution des précipitations consiste à déterminer les événements de pluie de sorte que,
lorsque ces événements sont injectés dans le modèle hydrologique, les débits simulés se rapprochent
des débits observés. En d'autres termes, il s'agit de rechercher à chaque pas de temps la valeur de
pluie minimisant la diﬀérence entre la sortie du modèle hydrologique et le débit mesuré. On rappelle
que le modèle est supposé calibré, c'est à dire que les paramètres du modèle sont ﬁxes. La ﬁgure
3.22 présente le schéma d'identiﬁcation des précipitations.
Figure 3.22  Méthodologie d'identiﬁcation des précipitations
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La méthodologie s'articule autour de trois étapes :
• Générer un vecteur des précipitations.
• Réaliser une simulation avec ce vecteur sur le modèle calibré et évaluer l'erreur déﬁnie par
l'écart entre le débit simulé et le débit mesuré.
• Intégrer cette erreur et générer un nouveau vecteur des précipitations qui réduit l'erreur.
La complexité de ce problème est principalement due à deux raisons :
• Le modèle hydrologique est une boîte noire : la fonction mathématique de transformation et
ses dérivées ne sont pas connues.
• Le modèle hydrologique a une représentation d'état. Ainsi, une mauvaise estimation d'une
valeur de pluie à un instant modiﬁera les états sur tout l'horizon de simulation, ce qui impacte
la recherche des valeurs de pluie postérieures à cet instant.
3.7.4 Formulation mathématique
Notons P = {Pt|t ∈ [0;n]}, Qsimule(P ) et Qmesure le vecteur des précipitations, le vecteur des
débits simulés correspondant au vecteur P , et le vecteur des débits mesurés, respectivement ; n étant
le nombre de pas de temps de l'horizon et Pt la pluie à l'instant t. Soit E(P ) le vecteur d'erreur
correspondant au vecteur P :
E(P ) = Qmesure −Qsimule(P ) (3.19)
Le problème de reconstruction des précipitations par un modèle hydrologique peut être considéré
comme un problème d'optimisation sous contraintes.
Une fonction objectif doit être déﬁnie aﬁn de quantiﬁer la diﬀérence entre le débit observé et le
débit simulé par le modèle hydrologique. Aﬁn d'éviter la compensation des erreurs de signes opposés,
la norme l1, somme des valeurs absolues des éléments du vecteur E(P ), est utilisée comme fonction
objectif. Le problème de reconstitution est donné par :{
Min
P∈Rn
|E(P )|
∀t ∈ {1, 2, ...n} Pt ≥ 0
(3.20)
Théoriquement, un vecteur P existe, pour lequel la fonction objectif est nulle, néanmoins l'en-
semble des débits mesurés contient des incertitudes et la modélisation du bassin versant est approxi-
mative. Par conséquent, la fonction objectif ne peut pas atteindre sa valeur minimale théorique et
les précipitations obtenues ne correspondent pas exactement aux vraies valeurs de la pluie. Cela
dit, notre objectif n'est pas de retrouver les vraies valeurs de la pluie, ni de les confronter aux
mesures des pluviomètres, mais plutôt d'identiﬁer l'état des réservoirs aﬁn d'améliorer la prédiction
des débits.
3.7.5 Méthode de résolution
Les problèmes d'optimisation dans les modèles hydrologiques sont généralement complexes en
raison de la non-linéarité des équations mathématiques et de la structure des modèles. Les heuris-
tiques de recherche optimale peuvent être divisées en deux catégories : les méthodes locales et les
méthodes globales.
Les méthodes locales explorent de manière progressive et évolutive l'espace des variables à partir
d'une valeur initiale. L'exploration de l'espace se fait uniquement dans la direction où il est possible
d'améliorer la valeur de la fonction objectif [Michiels et al., 2007]. Les méthodes globales explorent
un vaste espace de recherche et permettent donc d'identiﬁer, en principe, l'optimal global et d'éviter
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les optimums locaux. Parmi ces méthodes, on peut citer : le recuit simulé [De Vicente et al., 2003],
les algorithmes génétiques [Mitchell, 1998] et les réseaux de neurones [Basheer and Hajmeer, 2000].
L'algorithme d'optimisation mis en ÷uvre ici est global, itératif et améliore la fonction objectif à
chaque itération. Une simulation de modèle est réalisée à chaque itération. Soit P k = {P kt |t ∈ [0;n]}
le vecteur de précipitations et P kt la précipitation à l'instant t, à l'itération k. L'algorithme commence
la recherche avec un vecteur nul P 0(0, 0, ..., 0) et évolue vers le vecteur optimal. A chaque itération,
la formule de récurrence de l'équation (3.21) est appliquée :
P k+1 = P k + [βk]
T
I(P k) (3.21)
Avec I(P k) = {It(P k)|t ∈ [0;n]} un vecteur indicateur et βk = {βkt |t ∈ [0;n]} un vecteur de
correction à l'itération k. [βk]
T
est la transposée de βk.
Chaque bassin versant a sa propre réaction à un événement pluvieux. Pour déterminer la réponse
du modèle hydrologique à un événement de pluie, nous considérons une base de données contenant
les résultats de chaque simulation réalisée lors des itérations précédentes. L'algorithme se sert des
simulations de la base de données pour déduire les corrections à apporter sur le vecteur de précipi-
tations, aﬁn que le prochain vecteur de précipitations en entrée puisse diminuer la fonction objectif.
Une première simulation avec le vecteur P 0(10mm, 0, ..., 0) est réalisée pour initialiser la base de
données.
Chaque précipitation Pt a un eﬀet sur le débit tout au long du temps de concentration m du
bassin versant [Haan et al., 1994]. En d'autres termes, Pt a un eﬀet sur {Qt, Qt+1, ..., Qt+m}. Aﬁn
de considérer l'erreur sur la période [t; t + m], l'indicateur déﬁni est le produit de convolution des
deux fonctions : f = Qsimule(P ) − Qmesure et g = Qsimule(P ) − Qsimule(P 0). L'indicateur I, pour
un vecteur de pluie P , et pour un instant t, est donné par :
It(P ) =
m∑
k=0
ft+kgk (3.22)
Les vecteurs f et g représentent respectivement l'erreur de la simulation et la signature du
modèle. L'indicateur I est une mesure de similarité des deux vecteurs (f, g) et est déﬁni en fonction
du déplacement de l'un par rapport à l'autre. En d'autres termes, cela correspond à une mesure de
corrélation croisée [Gubner, 2006].
L'algorithme sélectionne les points qui nécessitent des corrections, c'est-à-dire les instants pour
lesquels la valeur de I(P ) est signiﬁcative. Soit r un de ces instants. L'algorithme recherche dans la
base de données des événements de pluie similaires à celui de l'instant r. Soit EV (r) l'ensemble des
instants des événements pluvieux similaires à celui de l'instant r. La mesure de similarité est basée
sur trois critères : la distance temporelle entre les deux événements, le cumul des précipitations et
la quantité de pluie instantanée. Sur la base de ces trois critères, un coeﬃcient correcteur βkr est
calculé à l'aide de la formule empirique suivante :
βkr = Moyenne
l∈EV (r)
(
P kl − P k−1l
Il(P k)− Il(P k−1)) (3.23)
Les étapes de l'algorithme de reconstitution sont illustrées à la ﬁgure 3.23.
À chaque itération k, l'algorithme génère un vecteur de précipitations eﬃcaces, P k, qui est simulé
sur un modèle hydrologique calibré pour obtenir les débits correspondants. L'indicateur est ensuite
calculé pour évaluer la pertinence du vecteur P k. Les erreurs révélées par l'indicateur sont corrigées
en modiﬁant les événements de pluie aux intervalles de temps correspondants. Les corrections à
réaliser sur le vecteur P k sont données par les équations (3.21), (3.22) et (3.23). L'équation (3.23)
utilise les anciennes simulations présentes dans la base de données. Lors des premières itérations,
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Figure 3.23  Algorithme de reconstitution des pluies
il existe peu de simulations dans la base de données, par conséquent, les corrections proposées ne
sont pas précises, mais à mesure que la base de données s'enrichit, l'algorithme devient plus eﬃcace
et plus rapide.
3.8 Conclusion
La modélisation par graphe d'un système hydrographique permet de prendre en compte les
contraintes physiques du système, c'est à dire, la conservation des ﬂux, les contraintes de capacité
ainsi que les dynamiques de transfert hydraulique. Les contraintes de gestion des retenues et des biefs
sont considérées sous forme de coûts unitaires linéaires par morceaux et croissants. La problématique
de l'allocation de la ressource en eau revient à modéliser le système hydrographique par un graphe
étendu et à déterminer la circulation de coût minimal.
Les données hydrométriques et hydrologiques, essentielles à la gestion, sont surveillées en continu.
L'objectif étant d'analyser la cohérence de l'ensemble des données, de les vériﬁer et de les ajuster
le cas échéant. La validation des données en continu permet de disposer de conditions initiales
adéquates et sûres dans l'objectif d'avoir un diagnostic ﬁable de la ressource en eau disponible.
La mise en ÷uvre du modèle d'allocation de la ressource en eau, ainsi que les algorithmes de
surveillance des données hydrométriques et des données pluviométriques sont décrits dans le chapitre
suivant.
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4.1 Introduction
L'objectif de ce chapitre est de mettre en ÷uvre les modèles et algorithmes proposés aux chapitres
précédents. Trois cas d'études de systèmes hydrographiques sont considérés : Haute Vilaine, Arrats
et Echez.
Dans la deuxième section, l'approche proposée de gestion de la ressource en eau est appliquée
pour la gestion des trois retenues du bassin versant de la Haute-Vilaine aﬁn de protéger trois zones
vulnérables des inondations. Les résultats obtenus par notre approche sont comparés avec ceux
issus d'une stratégie de référence consistant à considérer les retenues transparentes (ni stockage, ni
déstockage).
Dans la troisième section, le modèle de stockage résiduel est appliqué sur un bief de l'Arrats
d'une longueur de 40km. Les paramètres du modèle sont calibrés sur un premier événement avant de
valider le modèle sur un second événement. Les résultats obtenus sont comparés à ceux du modèle
de Muskingum.
Pour évaluer la capacité de l'algorithme de reconstitution des débits à représenter l'état courant
des débits d'un cours d'eau sur son proﬁl en long, nous reconstituons les débits d'une station
intermédiaire considérée peu ﬁable.
Dans la quatrième section, l'algorithme de reconstitution des précipitations est appliqué sur le
bassin versant de l'Echez. La capacité de l'algorithme à inverser le modèle hydrologique GR4H est
examinée. L'amélioration des prévisions hydrologiques grâce à la reconstitution des pluies et au
suivi de l'état des réservoirs du modèle hydrologique est illustrée.
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4.2 Système hydrographique de la Haute Vilaine
4.2.1 Description du cas d'étude
Le système hydrographique considéré est celui de la Haute Vilaine dans le département Ile et
Vilaine en Bretagne (Cf. ﬁgure 4.1). Il est composé de trois retenues : Haute-Vilaine, Cantache et
Valière. La rivière "la vilaine" a des conﬂuences avec les rivières avals des retenues ainsi qu'avec
Chevré. Cantache et Chevré sont des auents rive droite de la Vilaine en amont de Rennes, tandis
que Valière est un auent rive gauche. Sur ce système hydrographique, trois zones sensibles à l'inon-
dation sont identiﬁées : Vitré, Châteaubourg et Cesson. L'objectif de cette étude est de proposer
des courbes indicatrices de lâcher pour la gestion des trois retenues lors d'un événement de crue.
Figure 4.1  Carte de la zone d'étude
Les caractéristiques physiques des trois retenues sont fournies dans la table 4.1.
Table 4.1  Caractéristiques physiques des barrages
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La hauteur d'eau au niveau du volume utile correspond au PHE. Le volume utile est le volume
utilisé pour une ﬁnalité (alimentation en eau, irrigation...). La diﬀérence entre le volume de la retenue
et le volume utile correspond au volume dédié principalement à la lutte contre les inondations.
Les caractéristiques morphométriques des bassins versants des trois retenues ainsi que celles du
bassin versant de la rivière Chevré à la station "Bouexière" sont données dans la table 4.2.
Table 4.2  Caractéristiques morphométriques des bassins versants
En raison du manque de mesures de débit à l'amont et à l'aval de chaque bief, l'identiﬁcation de
la dynamique des biefs n'a pas été possible. En conséquence, un temps de transfert ﬁxe pour chaque
bief a été considéré. La ﬁgure 4.2 illustre un schéma synoptique des rivières et des retenues, ainsi que
les temps de transfert. Ces derniers sont issus d'une étude réalisée par la Compagnie d'aménagement
des coteaux de Gascogne (CACG).
4.2.2 Préparation des données nécessaires à la gestion
La stratégie de gestion des trois retenues dépend principalement des variables suivantes :
• Le niveau de remplissage initial des retenues.
• L'hydrogramme d'apports des retenues et des apports intermédiaires.
• Les débits maximums tolérés pour chaque zone sensible aﬁn d'éviter les inondations.
4.2.2.1 Apports des retenues
On s'intéresse aux apports naturels en amont des retenues. Pour cette étape, nous avons ras-
semblé les valeurs des débits mesurés disponibles. Ces données ont été collectées directement auprès
des producteurs via le site de la Banque Hydro (www.hydro.eaufrance.fr). Les bassins versants
des quatre rivières (Vilaine, Cantache, Valière et Chevré) se trouvent dans un secteur géographique
homogène. Les rivières ont une majorité de points communs : pente faible, occupation du sol, alti-
tude maximum. Ces similitudes permettent de prendre comme hypothèse que leur comportement en
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Figure 4.2  Schéma synoptique des rivières et des retenues
période de crue est comparable. Par conséquent, on considère que le Chevré à la Bouexière (Code
station : J7083110) constitue une station représentative pour le bassin versant de la Haute Vilaine.
La restitution des hydrogrammes de crue à l'amont des trois retenues est basée sur les données de
cette station.
On utilise la relation de Myer [MOURON, 1990] liant les débits de crue pour des bassins versants
de caractéristiques morphologiques et climatiques comparables :
QA = QB(
SA
SB
)α (4.1)
Avec QA et QB les débits de crue des bassins versants A et B, SA et SB les surfaces des bassins
versants et α un exposant à déterminer à partir d'anciennes chroniques. La relation de Myer est
basée sur l'hypothèse que deux cours d'eau géographiquement proches recevront une quantité de
pluie proportionnelle à la taille de leur bassin versant et que leur comportement hydrologique est
similaire. Sur la base d'anciennes chroniques dont dispose la CACG, le coeﬃcient α = 0.85 a été
identiﬁé pour le bassin versant de la Haute Vilaine.
On s'intéresse à la crue du premier janvier 2018. La ﬁgure 4.3 présente l'hydrogramme de crue
mesuré à la Bouexière sur le Chevré.
En appliquant la relation de Myer, on obtient les hydrogrammes de crue à l'amont des retenues :
• Les apports à Cantache : QCantache(t) = (140153)0.85QChevre(t) = 0.93QChevre(t)
• Les apports à Haute-Vilaine :QHaute_V ilaine(t) = (124153)0.85QChevre(t) = 0.84QChevre(t)
• Les apports à Valière : QV aliere(t) = ( 67153)0.85QChevre(t) = 0.49QChevre(t)
4.2.2.2 Apports intermédiaires
Dans le but de prendre en compte les débits intermédiaires dans le calcul des lâchers des 3
retenues, on les évalue au niveau des zones sensibles : Vitré, Châteaubourg et Cesson. L'évaluation
des apports intermédiaires est basée sur la même méthodologie que celle utilisée pour les retenues.
Les superﬁcies des bassins versants intermédiaires sont données dans la table 4.3.
Les apports intermédiaires sont calculés comme suit :
• Les apports intermédiaires à Vitré : QApp_V itre(t) = ( 26153)0.85QChevre(t) = 0.22QChevre(t)
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Figure 4.3  Hydrogramme de crue à Chevré
Table 4.3  Caractéristiques des zones sensibles à l'aval des barrages
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• Les apports intermédiaires à Châteaubourg : QApp_Chateaubourg(t) = (232153)0.85QChevre(t) =
1.42QChevre(t)
• Les apports intermédiaires à Cesson : QApp_Cesson(t) = (370153)0.85QChevre(t) = 2.12QChevre(t)
Nous observons que les apports intermédiaires non contrôlés par les retenues apportent un
débit non négligeable en période crue au niveau des zones sensibles étudiées. La ﬁgure 4.4 présente
l'ensemble des apports que reçoit le système hydrographique de la vilaine.
Figure 4.4  Les hydrogrammes des apports
4.2.2.3 Débits maximums acceptables
Les zones sensibles aux inondations dans la vallée de la Vilaine se situent :
• à Vitré où un débit de 7m3/s correspond à une situation de vigilance. Le débit minimal à
Vitré est de l'ordre de 0.5m3/s. Il s'agit d'un débit de dilution en aval de Vitré (rejets des
stations d'épuration communales ou industrielles).
• à Châteaubourg où les premiers débordements sont observés pour un débit de 36m3/s. Le
débit objectif d'étiage (DOE) à Châteaubourg est de l'ordre de 1m3/s.
• à Cesson où le débit de 50m3/s est problématique. Le DOE à Cesson-Sévigné est de l'ordre
de 1m3/s également.
Ces débits seuils induisent une contrainte forte vis-à-vis des débits relâchés à l'aval des retenues
en période de crue.
4.2.3 Modélisation du système hydrographique
La ﬁgure 4.5 illustre la modélisation statique du système par un réseau de transport. Les sommets
A, B et C correspondent aux trois retenues : Cantache, Haute-Vilaine et Valière. Les sommets D,
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E, F et G représentent les conﬂuences de la vilaine avec les rivières en aval des retenues et Chevré.
Les sommets H et I représentent Châteaubourg et Cesson. Les arcs eSA, eSB et eSC modélisent les
apports des retenues, les arcs eSE , eSH et eSI les apports intermédiaires, et l'arc eSG les apports
du Chevré.
Figure 4.5  Modélisation du système hydrographique par un réseau de transport
4.2.4 Les coûts unitaires
Aﬁn de gérer les lâchers des retenues, nous aﬀectons, au dernier pas de temps de la simulation,
aux trois arcs modélisant les retenues les coûts unitaires fournis sur la ﬁgure 4.6. En eﬀet, seuls
l'état de la retenue au dernier pas de temps est recherché, car les états intermédiaires ne génèrent
pas de gain ou de perte.
Le coût unitaire de chaque retenue est constitué de deux segments de droite : un premier segment
de coût unitaire négatif pour modéliser le remplissage de la retenue jusqu'à atteindre son volume
utile, et un deuxième segment de coût positif entre le volume utile et le volume maximal. Le deuxième
segment est de coût positif car ce volume doit être vidé dès que son évacuation ne présente pas de
risque d'inondation à l'aval aﬁn qu'il redevienne disponible pour une future crue le cas échéant.
Des coûts unitaires sont également considérés sur les arcs modélisant les zones sensibles à l'inon-
dation (eEF , eHG et eIU ), à tous les pas de temps de la simulation. Ces derniers sont représentés
sur la ﬁgure 4.7.
Le coût unitaire est constitué de trois segments de droite : le premier entre zéro et le débit
minimum, le deuxième entre le débit minimum et le débit d'inondation et un dernier segment entre
le débit d'inondation et un débit "inﬁni".
4.2.5 Analyse des résultats
Nous proposons d'évaluer la stratégie de gestion développée lors d'un événement de crue à
Vitré, Châteaubourg et Cesson. Nous prenons comme hypothèse que la prévision sur 96 heures
(4 jours) des apports est parfaite (pas d'incertitude) et que les retenues sont remplies à 100% à
l'instant initial. Nous comparons, pour chaque zone sensible, les deux hydrogrammes résultant de
deux stratégies de référence et de gestion :
• Stratégie de référence : elle consiste à considérer que les retenues sont transparentes, c'est à
dire, que leur niveau de remplissage est constant. L'hydrogramme résultant de cette stratégie
au niveau d'une zone sensible est dit  non-laminé . Il est constitué de l'hydrogramme du
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Figure 4.6  Les coûts unitaires des barrages
Figure 4.7  Les coûts unitaire déﬁnis pour les zones sensibles
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bassin versant intermédiaire additionné des hydrogrammes des retenues situées à l'amont de
la zone, décalés dans le temps en fonction du temps de transfert qui les sépare.
• Stratégie de gestion : l'hydrogramme résultant de cette stratégie au niveau d'une zone
sensible est dit  laminé . Il est constitué de l'hydrogramme du bassin versant intermédiaire
additionné des lâchers eﬀectués par les retenues situées à l'amont de la zone, décalés dans le
temps en fonction du temps de transfert qui les sépare.
Les ﬁgures 4.8, 4.9 et 4.10 présentent les hydrogrammes de crue laminés et non-laminés à Vitré,
Châteaubourg et Cesson, respectivement.
Figure 4.8  Hydrogramme de crue à Vitré
Pour chaque zone sensible, les intégrales des deux hydrogrammes sont égales. Les intégrales
correspondent au volume transitant par la zone sur la période de la simulation. La diﬀérence entre
les deux gestions réside dans la manière de répartir le volume transitant dans le temps.
Les débits au niveau des trois zones sensibles, pour les deux stratégies, dépassent les seuils
d'inondation. Ceci est principalement dû à la surface importante des bassins versants non-contrôlés
par les retenues et par le volume des apports de Chevré à Cesson. En outre, l'hypothèse considérée
sur le remplissage initial des barrages ne permet pas de stocker une grande partie de la crue. Cette
hypothèse a été considérée aﬁn que les deux stratégies soient soumises aux mêmes conditions.
Les débits de pic des hydrogrammes laminés au niveau des trois zones à l'aval sont nettement
inférieurs aux débits de pic des hydrogrammes non-laminés. Les débits de pic ont été réduits de
56.33% à Vitré, 46.77% à Châteaubourg et 16.99% à Cesson. Cependant, les durées de dépassement
des seuils d'inondation sont plus longues. La stratégie de gestion proposée réduit le pic de la crue
en répartissant le volume sur la durée de la simulation. En eﬀet, les dégâts causés par une crue
sont proportionnels à son pic, alors que les durées de dépassement des seuils d'inondation impactent
uniquement le temps nécessaire pour que les rivières regagnent leur lit mineur.
107
Chapitre 4 : Evaluation de la stratégie de gestion
Figure 4.9  Hydrogramme de crue à Chateâubourg
Figure 4.10  Hydrogramme de crue à Cesson
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Table 4.4  Synthèse des résultats
La table 4.4 synthétise les observations signiﬁcatives extraites des ﬁgures 4.8, 4.9 et 4.10.
Les ﬁgures 4.11 et 4.12 illustrent les lâchers eﬀectués par les retenues et l'évolution du volume
des retenues en pourcentage.
Figure 4.11  Évolution des lâchers d'eau
La stratégie de gestion proposée ici gère l'événement de crue sur tout l'horizon. Dans un premier
temps les retenues se vident pour préparer le stockage du pic de la crue. Du fait des temps de
transfert, la vidange des retenues est observée avec un décalage sur les hydrogrammes de crue à
Vitré, puis à Châteaubourg et ﬁnalement à Cesson. À l'arrivée du pic de la crue, contrairement à la
stratégie de référence qui consiste à lâcher tous les apports reçus à l'amont des retenues, la stratégie
de gestion tire proﬁt des espaces libérés dans les retenues pour stocker le pic sans eﬀectuer de lâcher,
hormis pour le barrage de Haute-vilaine.
Le réseau de transport considéré comprend 1154 sommets, 1824 arcs, 291 coûts unitaires et 582
discontinuités. Le temps de calcul pour trouver la stratégie optimale de gestion est de quelques
secondes sur un ordinateur présentant les caractéristiques suivantes : Core i7, 2,5 GHz, 16 Go de
RAM.
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Figure 4.12  Évolution des volumes des retenues
4.3 Système hydrographique de l'Arrats
4.3.1 Description du système
Le canal de la Neste est situé dans le département des Hautes-Pyrénées dans le sud ouest de la
France. Il a été construit entre 1824 et 1862 aﬁn de ré-alimenter les neuf rivières de Gascogne par
l'acheminement de volumes d'eau, issus de la fonte des neiges des hautes montagnes Pyrénéennes à
travers le plateau de Lannemezan. En eﬀet, les rivières de Gascogne ne bénéﬁcient pas naturellement
des ressources en eau des Pyrénées. Le canal de la Neste est alimenté au niveau de Sarrancollin
par une prise de la rivière Neste avec un débit maximum de 14m3/s. Un chapelet de barrages
intermédiaires en tête des rivières de coteaux a été installé : ils se remplissent en hiver et sont utilisés
en été pour soutenir l'irrigation. La ﬁgure 4.13 présente le canal et les rivières de la Gascogne.
L'Arrats est une rivière du système Neste, ré-alimentée par le barrage de coteau, l'Astarac
(10Mm3), qui se remplit à partir des volumes déviés du canal de la Neste. L'Arrats est un auent
rive gauche de la Garonne. Elle est équipée de cinq stations hydrométriques, Astarac, Isle Arné,
Mauvezin, Bives et Saint Antoine, permettant de suivre l'évolution du débit le long de la rivière.
La station de mesure Astarac est située directement à l'aval du barrage et à pour but de réguler
l'ouverture de sa vanne. La ﬁgure 4.14 représente la disposition géographique et le temps de transfert
entre les stations.
Le barrage a pour objectif de respecter le débit minimum objectif le long de la rivière. Le calcul
de la consigne de lâcher prend en compte les apports intermédiaires futurs, les prélèvements et les
phénomènes de propagation. La distance entre le barrage et la conﬂuence avec la Garonne est de
130km, équivalent à 54 heures de temps de transfert.
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Figure 4.13  Réseau hydrographique des coteaux de Gascogne [Parent, 1991]
Figure 4.14  Système Arrats
111
Chapitre 4 : Evaluation de la stratégie de gestion
4.3.2 Modélisation des transferts hydrauliques
Le modèle de stockage résiduel (MSR) a été appliqué sur les quatre biefs de l'Arrats, délimités
par les stations hydrométriques à leur extrémité. Le but de cette section est d'évaluer la capacité du
MSR à reproduire le débit mesuré. Nous nous intéressons au dernier bief entre Bives et St-Antoine
d'une longueur de 40 km.
4.3.2.1 Calibration
L'hydrogramme choisi pour la calibration est un événement de 200 heures mesuré aux stations
hydrométriques de Bives et de St-Antoine au cours de la période du 03/07/2018 au 11/07/2018. Les
débits sont enregistrés au pas de temps horaire. La calibration du modèle a permis de déterminer les
paramètres du modèle : TT = 11h, α = 0.82 et V
′
0 = 6, 23m
3. Aﬁn de comparer le MSR et le modèle
de Muskingum, ce dernier a également été calibré et les paramètres identiﬁés sont K = 198180.01,
x = 0.02 et ∆T = 10580s ≈ 3h.
La ﬁgure 4.15 présente les résultats obtenus suite à la calibration du MSR et de Muskingum.
L'hydrogramme à St-Antoine, simulé par le MSR (courbe en rouge) est très proche de la mesure
(courbe en bleu). L'erreur absolue de calibration du MSR est de 5.07%, celle de Muskingum est de
8.69%.
Figure 4.15  Calibration du modèle résiduel de stockage
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4.3.2.2 Validation
Une fois les modèles MSR et Muskingum calibrés sur le bief Bives-Saint Antoine, ils sont ap-
pliqués sur d'autres événements aﬁn d'évaluer la robustesse du modèle et des paramètres identiﬁés
lors de la phase de calibration. Les deux modèles sont validés sur un événement de 320 heures
correspondant à la période du 06/05/2018 au 20/05/2018. Les paramètres utilisés pour simuler les
débits à St-Antoine sont ceux identiﬁés dans la phase de calibration.
Les débits mesurés à Bives et St-Antoine ainsi que les débits simulés avec les modèles MSR et
Muskingum sont présentés sur la ﬁgure 4.16.
Figure 4.16  Résultats de la validation
La ﬁgure 4.16 montre que l'hydrogramme simulé à St-Antoine avec le MSR (courbe rouge)
est voisin de l'hydrogramme mesuré (courbe bleue). On constate également que les simulations du
MSR sont meilleures que celles de Muskingum. Les erreurs absolues et les erreurs quadratiques du
MSR et de Muskingum sont respectivement : (8.41%, 0.41m3s−1) et (9.58%, 0.51m3s−1). L'analyse
des résultats de la simulation montre que le MSR peut être facilement calibré et qu'il fournit des
résultats pertinents.
Il est a noter que les trois autres biefs de l'Arrats ont également été calibrés et validés aﬁn de
bien modéliser les phénomènes de propagation entre l'Astarac et la conﬂuence avec la Garonne.
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4.3.3 Reconstitution des débits
Pour évaluer la capacité de l'algorithme de reconstitution des débits à représenter l'état courant
des débits d'un cours d'eau sur son proﬁl en long, nous reconstituons les débits de la station "Isle
Arné" sur une période de 12 jours (du 12 décembre 2018 au 24 décembre 2018) avec un pas de
temps horaire. Cette station hydrométrique est considérée peu ﬁable et aﬃche souvent des mesures
trop faibles par rapport au proﬁl des débits mesurés à d'autres endroits sur la rivière.
L'algorithme de reconstitution se base sur les débits mesurés à Bives et sur les lâchers eﬀectués
à l'Astarac pour reconstituer les débits d'Isle Arné. Les apports intermédiaires entre Astarac et Isle
Arné, et entre Isle Arné et Bives sont estimés par le modèle hydrologique GR4H. Ce modèle pluie-
débit permet de prédire les débits naturels propres à chaque bassin versant intermédiaire (BVI) au
pas de temps horaire. La reconstitution étant réalisée sur une période de décembre, les prélèvements
sont considérés négligeables. La ﬁgure 4.17 illustre le graphe statique du tronçon étudié. Pour ne
pas encombrer la ﬁgure, les sommets de répartition modélisant les dynamiques de transfert ne sont
pas représentés.
Figure 4.17  Graphe statique
La ﬁgure 4.18 présente les résultats de la reconstitution. On peut noter ici que la mesure à Isle
arné (courbe rouge) est trop faible par rapport au proﬁl de débit de la rivière. En eﬀet, sur plusieurs
périodes, le débit à Isle Arné est inférieur au débit lâché par la retenue d'Astarac (courbe noire)
ce qui, en absence de prélèvements, n'est pas possible. On conclut que les débits mesurés par cette
station sont largement sous-évalués.
Au contraire, l'évolution du débit reconstitué (courbe verte) est compatible avec celles des me-
sures amont et aval. Il s'agit d'un cas concret de mesure aberrante mis en évidence par la diﬀérence
entre la mesure et le débit reconstitué. Les résultats obtenus conﬁrment l'intérêt de la reconstitu-
tion hydrométrique pour simuler une valeur de débit plus probable. Dans ce cas d'étude, les valeurs
aberrantes ont été remplacées par les valeurs reconstituées. L'algorithme de reconstitution ﬁabilise
les décisions prises par le gestionnaire en diminuant les risques d'utilisation de mesures erronées.
4.4 Système hydrographique de l'Echez
4.4.1 Validation de l'algorithme de reconstitution des pluies
L'algorithme de reconstruction des pluies a été appliqué sur le bassin versant de l'Echez. La
station de mesure hydrométrique utilisée dans cette étude couvre une surface de 233km2 et est
située à Tarbes, dans le sud-ouest de la France.
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Figure 4.18  Reconstitution des débits à Isle Arné
Dans un premier temps, aﬁn de valider l'algorithme, nous testons sa capacité à identiﬁer les
précipitations qui sont à l'origine des débits observés. Il s'agit d'évaluer la capacité de l'algorithme
à inverser le modèle hydrologique. Cette étape de validation est importante car elle permet de
conﬁrmer la robustesse de l'algorithme. Le modèle hydrologique utilisé dans cette étude est le
GR4H.
La validation est eﬀectuée sur la période allant du 03/03/2017 au 15/04/2017. La ﬁgure 4.19
représente les précipitations mesurées (histogramme en noir), les précipitations reconstituées (his-
togramme en gris), le débit mesuré (courbe en noir) et le débit simulé (courbe en gris) sur la base
des précipitations reconstituées. Toutes les données sont au pas de temps horaire. La comparaison
entre les deux vecteurs de précipitations, reconstitué et mesuré, montre une disparité temporelle.
En revanche, le volume total de pluie mesuré et reconstitué au cours de la période d'étude est res-
pectivement de 183.56mm et de 179.4mm, ce qui correspond à une erreur de 2.32%. Cette erreur
peut être imputée à diﬀérents facteurs : des erreurs de mesures (précipitations et débits), une mau-
vaise calibration du modèle GR4H, ou encore au fait que l'évapotranspiration est négligé. En eﬀet,
les précipitations reconstituées correspondent aux précipitations eﬃcaces que nous comparons aux
précipitations mesurées qui, elles, intègrent l'évapotranspiration.
En comparant l'hydrogramme mesuré et l'hydrogramme simulé (courbes noire et grise), on
constate qu'ils sont proches. L'erreur absolue entre le débit simulé et le débit mesuré sur la période
de validation (42 jours) est de 1.5%. En conclusion, l'algorithme identiﬁe de façon satisfaisante les
précipitations à l'origine des débits mesurés.
4.4.2 Amélioration des prévisions hydrologiques
Après la validation de l'algorithme de reconstitution des pluies, nous évaluons sa capacité à
améliorer la prévision hydrologique. Aﬁn d'observer l'évolution dans le temps de la prévision, quatre
séquences de prévision à diﬀérentes dates successives sont considérées (Cf. table 4.5). Pour les quatre
scénarios, la simulation hydrologique (GR4H) est réalisée avec le même vecteur de pluies. Il est
obtenu rétrospectivement à partir des précipitations réelles mesurées. L'algorithme de reconstitution
des pluies se sert des débits mesurés pour remettre à jour les états initiaux des réservoirs du modèle
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Figure 4.19  Validation de l'algorithme de reconstitution des précipitations
GR4H supposé calibré.
Table 4.5  Séquences de prévision
L'évolution de la prévision hydrologique dans le temps est représentée sur la ﬁgure 4.20. Nous
observons que la mise à jour en continu des conditions initiales a considérablement amélioré les
prévisions. Les débits mesurés sont représentés en noir épais, les débits futurs mesurés en noir ﬁn
et les débits prévus simulés par le GR4H en pointillé. Les erreurs de prévision sont de 35%, 24%,
21% et 1% pour les séquences A, B, C et D. Nous rappelons que les simulations sont eﬀectuées en
utilisant le même vecteur de précipitations. Par conséquent, les améliorations ne sont dues qu'à la
mise à jour des conditions initiales (état de remplissage des réservoirs) réalisées par l'algorithme de
reconstitution des pluies.
La séquence D montre qu'avec une bonne prévision météorologique et des conditions initiales bien
déﬁnies, le modèle GR4H fournit des résultats satisfaisants même en cas de défaillance temporaire
de la station de mesure, comme c'est le cas entre le 07/01/2018 et le 09/01/2018.
4.5 Conclusion
L'outil d'aide à la décision pour la gestion de la ressource en eau proposé a été appliqué au
système hydrographique de la Haute Vilaine aﬁn de protéger des inondations des zones à risque.
La stratégie de gestion proposée permet d'écrêter signiﬁcativement le pic de crue et ainsi de limiter
l'impact des inondations. La rapidité de l'algorithme d'optimisation autorise une gestion en temps
réel.
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Figure 4.20  Les prévisions des quatre séquences
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Le modèle résiduel de stockage a fourni d'excellents résultats sur un bief de 40 km de l'Arrats. La
représentation ﬁdèle de l'évolution de la ressource lors du transport amont-aval permet de prendre
en compte la dynamique des ﬂux dans les décisions de lâchers.
La reconstitution des données hydrométriques permet d'enrichir l'information mesurée par le
réseau hydrométrique. Elle permet d'identiﬁer des valeurs aberrantes et de proposer une alternative
aux mesures incertaines par reconstitution. Grâce à la reconstitution des débits peu ﬁables des
stations hydrométriques, le gestionnaire est en mesure de prendre ses décisions et de préserver la
ressource pour faire face aux aléas futurs.
Dans l'étude de cas sur l'Echez, il a été montré que la reconstitution des précipitations permet
de retrouver les valeurs de précipitations à l'origine des débits observés. La capacité du modèle à
reproduire le débit mesuré assure le bon suivi de l'état des réservoirs hydrologiques et améliore ainsi
la prévision hydrologique.
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Conclusion et Perspectives
Nous avons proposé une modélisation des systèmes dynamiques par des réseaux de transport
étendus issus de réseaux de transport statiques. La dynamique de transport des ﬂux est caractérisée
par des retards variables, des non-linéarités et des déformations lorsque la ressource est un ﬂuide.
Nous avons modélisé les dynamiques de transfert par des équations linéaires à paramètres variables.
Sur chaque plage de fonctionnement, un coeﬃcient de répartition constant associé à un sommet de
répartition répartit le ﬂux entrant en plusieurs blocs de ﬂux qui se déplacent selon diﬀérents temps
de transfert.
Les systèmes dynamiques étendus sont spatialement répartis et véhiculent des ﬂux pour répondre
à des demandes. Les objectifs de gestion sur chaque composant du système sont modélisés par des
coûts unitaires sur les arcs correspondants. Notre choix s'est porté sur des coûts unitaires linéaires
par morceaux et croissants, car ils permettent de modéliser les gains et les déﬁcits résultants du
passage d'un ﬂux sur un arc. Les coûts eﬀectifs, issus de l'intégration des coûts unitaires, sont alors
quadratiques par morceaux et convexes. Le problème d'allocation de la ressource sur le système
dynamique est formulé comme un problème de recherche de ﬂot de coût minimal sur le graphe
étendu. En fonction de la nature de la ressource, des déformations qui ont lieu lors du transfert et
du niveau de la précision souhaitée, nous avons déﬁni trois problèmes d'optimisation.
Dans le premier problème P0, les ﬂux sont considérés comme des solides, et leur déplacement est
caractérisé par un temps de transfert ﬁxe. Dans le deuxième problème P1, les ﬂux sont déformables
et la dynamique de leur transport sur une plage de fonctionnement est prise en compte par des
coeﬃcients de répartition constants. Le problème devient non-séparable mais reste convexe. Le
troisième problème d'optimisation P2 est le plus général. Il permet de modéliser les dynamiques sur
plusieurs plages de fonctionnement, il est non-séparable et non-convexe.
Pour tenir compte de la nature des coûts unitaires et des contraintes additionnelles considérées
dans ce travail, nous avons étendu la notion du graphe résiduel. Les algorithmes de résolution des
problèmes sont basés sur l'identiﬁcation des sous-graphes indépendants susceptibles d'améliorer le
coût du graphe. Le coût de chaque sous-graphe identiﬁé est alors minimisé. Pour les problèmes
non-séparables, P1 et P2, les circuits ne formant pas de sous-systèmes indépendants, nous avons
introduit la notion de multi-circuit. La condition d'arrêt des algorithmes d'optimisation est l'absence
de circuit/multi-circuit négatif. Le problème P2 étant non-convexe, seul un minimum local est
recherché.
La modélisation proposée a été appliquée aux systèmes hydrographiques, composés de retenues
et de biefs où l'écoulement se fait à surface libre. L'utilisation des sommets de répartition pour
prendre en compte la déformation des écoulements a été testée sur un bief d'une longueur de 40km
de la rivière Arrats. L'identiﬁcation des coeﬃcients a été réalisée par un algorithme génétique sur la
base de l'hydrogramme à l'amont et l'aval du bief. Un coeﬃcient de répartition constant a permis
de représenter la dynamique de transfert pour deux régimes de fonctionnement. L'outil d'aide à la
décision pour la gestion de la ressource en eau a été appliqué sur le système hydrographique de la
Haute Vilaine aﬁn de protéger des inondations trois zones à risque. La méthodologie utilisée pour
déﬁnir les coûts unitaires a été explicitée. La stratégie de gestion proposée permet d'écrêter signi-
ﬁcativement le pic de crue et ainsi de limiter l'impact des inondations. La rapidité de l'algorithme
d'optimisation autorise une gestion en temps réel.
La surveillance des données hydrométriques permet d'enrichir l'information mesurée par le réseau
hydrométrique, en vériﬁant les mesures pour identiﬁer les valeurs aberrantes, et en proposant une
reconstitution de ces mesures incertaines. La surveillance des données pluviométriques permet le
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suivi de l'état des réservoirs du modèle hydrologique et, en conséquence, améliore la prévision
hydrologique. Ainsi, l'outil d'aide à la décision pour la gestion de la ressource en eau peut baser ses
décisions sur des données de meilleure qualité.
Dans notre approche pour répondre à la problématique de l'allocation de la ressource, nous
considérons que les données d'entrée sont sûres et sans incertitudes, ce qui n'est pas toujours le cas.
Dans le cas des systèmes hydrographiques, la prévision des apports dépend de la capacité des modèles
météorologiques à prédire les précipitations. Le modèle d'allocation de la ressource développé dans
cette thèse est déterministe. Pour prendre en compte les incertitudes, il serait possible de réaliser
plusieurs simulations avec l'outil développé en considérant un aléa sur les données d'entrée, par
des méthodes de Monte-Carlo par exemple. Dans ce cas, le temps de calcul pourrait générer une
contrainte forte pour une utilisation en temps réel. Le développement d'un modèle stochastique
permettrait de propager les incertitudes liées aux données d'entrées et de proposer des scénarios de
gestion probabilistes.
Les deux algorithmes de surveillance des données hydrométriques et pluviométriques proposés
dans ce travail sont découplés. En eﬀet, nous procédons dans un premier temps à la reconstitution des
débits en se basant sur l'ensemble des données hydrométriques disponibles. Ensuite, ces débits sont
utilisés pour reconstituer les précipitations. Or, les données hydrométriques et pluviométriques sont
en forte interaction. L'exécution en série des deux algorithmes peut dans certains cas provoquer une
instabilité des résultats. Une modélisation globale du système hydrographique prenant en compte
les aspects hydrologiques du bassin versant améliorerait le diagnostic de l'état courant du système.
Au-delà de ce cadre quantitatif de gestion, l'approche proposée pour l'allocation de la ressource
en eau pourrait intégrer d'autres critères de décision tels que la qualité de l'eau. Dans le cas où
cette dernière est proportionnelle au ﬂux (concentration en sédiments par exemple), elle peut être
intégrée en modiﬁant le coût des arcs. Dans les situations où la qualité est indépendante du ﬂux, des
techniques d'optimisation multi-critère doivent être déployées aﬁn de répondre à la problématique.
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Résumé :
L'allocation de la ressource de manière optimale, dans un système dynamique étendu, consiste à la répartir et à
l'acheminer aux bons endroits, aux bons moments et en bonne quantité. Les ﬂux transportés sont caractérisés par des
non-linéarités et sont soumis à des retards lors de leur transfert, mais aussi, à des déformations importantes lorsque la
ressource est un ﬂuide. Dans ce travail, nous proposons de prendre en compte, dans la modélisation de ces systèmes,
l'ensemble de ces contraintes pour une gestion optimale de transport de ﬂuide.
Le système est modélisé par un réseau de transport étendu aﬁn de représenter l'évolution de la ressource au cours
du temps et d'intégrer les retards inhérents aux transferts des ﬂux. Aﬁn d'introduire dans le graphe la dynamique des
écoulements des ﬂuides à surface libre, nous déﬁnissons des sommets de répartition permettant la modélisation des
phénomènes de propagation des ﬂux. Les objectifs de gestion sont représentés par des coûts sur les arcs. L'allocation
optimale de la ressource est obtenue par la recherche du ﬂot de coût minimal sur le réseau de transport. A cette ﬁn,
un algorithme d'optimisation prenant en compte les contraintes additionnelles issues des sommets de répartition est
proposé.
Les méthodes et algorithmes développés sont appliqués au cas des systèmes hydrographiques et à la problématique
de l'allocation de la ressource en eau associée. Cette dernière est devenue cruciale en raison des eﬀets négatifs de
l'anthropisation des espaces naturels, du changement climatique et de l'augmentation des besoins. Il s'agit de partager
la ressource en eau entre diﬀérents usagers, conformément à un ensemble d'objectifs et de priorités. L'allocation de la
ressource en eau est réalisée en trois étapes principales : le diagnostic de l'état de la ressource disponible sur le système
hydrographique à l'instant initial, incluant la prévision de son évolution sur l'horizon de gestion ; la détermination des
actions à réaliser sur le système hydraulique pour allouer la ressource en respectant les contraintes et les objectifs ; la
surveillance des données mesurées fournissant des indicateurs reconstitués de l'état du système. Les performances de
la démarche proposée sont évaluées sur divers systèmes hydrographiques soumis à de multiples régimes hydrologiques.
Mots clés : Systèmes dynamiques étendus non-linéaires, réseaux de transport, gestion de la ressource en eau,
réseaux hydrographiques, modélisation des transferts hydrauliques, optimisation des ﬂux.
Abstract :
Optimal allocation of the resource, in a large scale system, consists in distributing it and delivering it to the right
places, at the right time and in the right quantity. The transported ﬂows are characterized by nonlinearities and are
subject to delays during their transfer, but also to signiﬁcant deformations when the resource is a ﬂuid. In this work,
we propose to take into account, all these constraints in the modeling of these systems, for an optimal management
of ﬂuid transport.
The system is modeled by an expanded ﬂow network in order to represent the evolution of the resource over time
and to integrate the delays that are inherent in ﬂow transfers. In order to introduce the ﬂow dynamics of open-channel
ﬂows into the graph, we deﬁne distribution nodes allowing to model the ﬂow propagation phenomena. The water
allocation objectives are represented by costs on the network's arcs. The optimal allocation of the resource is obtained
by the search for the minimal cost ﬂow on the network. To this end, an optimization algorithm taking into account
the additional constraints resulting from the distribution nodes is proposed.
The methods and algorithms developed, are applied to the case of hydrographic systems and to the water resources
management problem. The latter has become crucial due to the negative eﬀects of anthropisation of natural areas,
climate change and increasing needs. Water allocation consists in sharing the water resource between diﬀerent users,
according to a combination of objectives and priorities. The allocation of the water resource is carried out in three
main steps : the diagnosis of the state of the available resource on the hydrographic system at the initial time step,
including the forecast of its evolution over the management horizon ; the determination of operations to be carried out
on the hydraulic system to allocate the resource according to the constraints and objectives ; the monitoring of the
measured data in order to provide reconstructed indicators of the system's state. The performances of the proposed
approach are evaluated on various hydrographic systems, subjected to multiple hydrological regimes.
Key words : Large scale systems, network ﬂow, water resources management, hydrographic systems, water
transfer modelling, ﬂow optimization.
