One classic approach to real-time object detection is to use adaboost to a train a set of look up tables of discrete features. By utilizing a discrete feature set, from features such as local binary patterns, efficient classifiers can be designed. However, these classifiers include interpolation operations while scaling the images over various scales. In this work, we propose the use of real valued weak classifiers which are designed on different scales in order to avoid costly interpolations. The use of real valued weak classifiers in combination with the proposed method avoiding interpolation leads to substantially faster detectors compared to baseline detectors. Furthermore, we investigate the speed and detection performance of such classifiers and their impact on tracking performance. Results indicate that the realboost framework combined with the proposed scaling framework achieves an 80% speed up over adaboost with bilinear interpolation.
Introduction
Object detection and tracking are central problems to computer vision. Finding objects from a specific object class and keeping track of them is often a first step that other computer vision tasks rely on. It is therefore important to find a solution to the problem that is fast, accurate and robust to the changes that naturally occur in real photographic situations. Preferably the method should also allow for low memory consumption and use only fix-point operations. This is a challenging task that allows the detector to be embedded within modern surveillance cameras that still typically lack floating point units. Concerning speed, most often the number of objects from the object class is several orders of magnitude lower than the number of objects not belonging to the class. This is for example the case for face detection and pedestrian detection. Here, the object classifier normally uses a sliding window that is scaled to different sizes and placed at all possible locations in the image. For each instance, the classifier should output true or false. It follows that the object detection must process several thousands of instances for a single image, and it is desired to process several such images per second.
In this paper we investigate object detectors connected to temporal tracking, in order to perform flow counting. In particular, counting of humans and bicycles. These kind of flow counts are often used by, for example, traffic planers and scientists to asses how public infrastructure is used.
Next section presents the flow counting framework. Section 3 presents the object detection and corresponding classifier design. Section 4 discusses the temporal tracking employed. Section 5 presents experimental results.
Flow Counting Framework
The framework utilized here goes from video input to a flow counting report, see Fig. 1 . The first step, which typically is the main bottleneck processing-wise, is the object detection. In this paper, we will investigate three classifiers used for object detection. Following the detection is temporal tracking conducted in order to achieve consistency over the temporal domain. The tracker employed is the classical Kalman filter. That means a linear model is used to model the dynamics. It fits nicely when modelling the motion of, for example, bicycles traveling along a straight road. However, it might be a more crude approximation when modelling, for example, the motion of faces in a general video. 
Object Detection
An early and successful approach to construct real-time detectors is to use a sliding window and a cascade of classifiers [2] . The detector use a set of Haarlike features, that can be computed relatively fast by using an integral image. The features are used as weak classifiers to train a cascade of adaboost [3] detectors. One problem is that the integral image requires a lot of memory. Furthermore, the features are sensitive to local changes in lighting. A later and more promising result was achieved by using features with a higher degree of invariance such as local binary patterns (LBP) [4] or local successive mean quantization transform (SMQT) [5, 6] . These features take values from some discrete and finite set. Both use a sliding window as above and can be used in cascades. Compared to Haarlike features [2] , they do not require any integral image and need fewer operations to compute feature values. Whereas, the detector in presented by Viola and Jones [2] can run on different scales, the LBP detector is however locked to one scale and the image itself has to be resized to different scales.
Multi-sized Windows
To overcome this resizing limitation we propose to train three differently sized detectors, with 16 × 16, 20 × 20 and 25 × 25 windows, respectively. All three detectors are used to scan the test image at its original size. Then the image is reduced to half its original size and all detectors are used again. This gives more or less the same result as using a single detector and only reducing the image size a factor 1.26 each time, but it operates faster. This is due to the fact that only one third of the image resizing operations have to be performed and, furthermore, no interpolation is needed here as the scale factor is exactly two. Note that these three detectors can be trained simultaneously. Using different window sizes or more than 3 sizes would be possible, but was not investigated. However, note that as the window size gets larger the detector gets somewhat slower. Also, the LBP features are local features and would pick up different things at different scales.
Boosting Real Valued Functions
The LBP and SMQT methods use features that take values from some discrete and finite set X . For the classical LBP X = {0, 1, · · · , 255}. Using a training set consisting of pairs, (
n are feature vectors and y i ∈ {−1, 1} the corresponding labels. Note that the feature vectors consists of n features.
According to the anyboost framework [7] , most boosting algorithms can be described as a gradient descent optimization in a function space, lin (F ), consisting of all linear combinations of base classifiers f ∈ F. Here, we will consider the case when F consists of all real valued lookup tables of a single discrete feature, X → R, such as LBP. The values of the lookup table f t ∈ F will be denoted a t,v with f t (v) = a t,v . The table f t will be used for feature number t and we will use the notation f t (
The objective of the training is to find a detector function, F ∈ lin (F ), that as often as possible, classifies the training data correctly, i.e. y i = sign (F (x i )). The final detector is found by minimizing the cost function
where c : R → R is a non-negative, decreasing function. Different boosting algorithms can be derived by using different cost functions c. Adaboost uses c (α) = e −α . Gradient descent is an iterative algorithm that in each iteration updates its current detector function F by finding the direction f ∈ F in which C (F + f ) most rapidly decreases. In the case of adaboost, a line search is performed to find the optimal , which is used to update the current detector function F .
According to the anyboost framework [7] , the optimal direction is found as the function, f , maximizing
where ·, · denotes the inner product
on lin (F ). This is only true if the optimization is restricted to functions f of unit length, i.e f, f = 1. In the anyboost setting [7] , a scaled version of (3) is used so that f, f = 1 for all f : X n → {−1, 1}, which means that it is not necessary to constrain the optimization. In the present case of f : X n → R there exists no scaled version of (3) with this property and the constraint has to be considered during the optimization.
By introducing a set of weights or a distribution over the training samples,
the target function (2) can be written as (see [7] for details)
In the anyboost case where f only takes values in {−1, 1}, the optimal direction is the one that minimizes the weighted classification error
Generalizing this result to the present case where f can take any real value is done in Lemma 2. For each fixed feature x t , 1 ≤ t ≤ n, Lemma 1 gives the optimal coefficients of f t . Schapire and Singer [8] have provided the same result in form of a closed form solution for a case that is equivalent to the single feature setting here. That is, given a feature x t , 1 ≤ t ≤ n, how should the values a t,v ∈ R be chosen? In Lemma 1 a different proof based on the anyboost [7] approach is given. This alternative derivation also allow the design of an algorithm for choosing the optimal feature t, 1 ≤ t ≤ n, to add in each iteration, which is presented in Lemma 2.
Proof. To find the coefficients of f t that minimizes the cost function
the terms are reordered and grouped based on the feature value, which leads to 
Using the same cost function as adaboost, c (α) = e −α , gives c (α) = −e −α , and 
where the second equality holds for the adaboost cost function. Expressing a t,v , by using these weights, concludes the proof.
Lemma 2.
The feature number, 1 ≤ t * ≤ n, for which the cost function (1) decreases most rapidly is given by
Proof. According to [7] the optimal t is found by maximizing
In the present setting where f t can take any real value, the optimization has to be constrained to functions f t for which f t , f t = 1. 
The term f t ( 
Let the inner sum normalized by √ c t,v be denoted b t,v and note that it can be divided into negative and positive training samples. It follows that
Equation (18) 
Substituting b t for its definition (19) and removing the outermost square root (which does not affect the position of the maximum) concludes the proof.
A detector F can now be trained by iteratively choosing a feature t by using Lemma 2 and then select coefficients a t,v for f t using Lemma 1. The weights d i are maintained in the same manner as with adaboost. They are initiated to 1/m before the first iteration and then updated using
Temporal Tracking
To count the number of tracks, the single frame detections are tracked across multiple frames. The tracking approach used is based on the Kalman filter.
It maintains one set of confirmed tracks and one set of tentative tracks. Both kind of tracks are maintained using Kalman filters with the position and velocity vectors as state and the position as observation. The detections from a new frame are first matched to the confirmed tracks using the Hungarian method [9] . The Mahalanobis distance between the observation predicted by the Kalman filter and the detection is used as cost-function. The detections not matching any of those are then matched to the tentative tracks, again using the Hungarian method. New tentative tracks are produced for the detections not matching any existing or tentative tracks.
When enough detections have been assigned to a tentative track it becomes confirmed. If the variance of a track becomes too large it is considered lost and is removed. If such a track was confirmed it is counted and accumulated into the flow count report.
Experimental Results
Experiments were performed using a five stage cascade and a 3× 3 neighborhood LBP feature and executed on a 2.93 GHz Core 2 Duo. Three detectors were trained using the classical adaboost (with binary weak classifiers) [3] , realboost as presented in Section 3.1 and split up SNoW [6] . All three produce detectors of the same form, although the lookup tables produced by the classical adaboost are more restricted as the week classifiers are only allowed the values of −1 or 1 and not any real value as is the case with the other two classifiers. The cascades were formed by requiring a True Positive Rate (TPR) of 99.5% and a False Positive Rate (FPR) of 5% for each step.
Face Detection
The training data consists of 10620 manually annotated faces and 1713 high resolution images containing no faces. The test data consists of 1183 faces and 191 negative images. The test data described above was used to verify the detection performance of the resulting detector, and the run time was evaluated on a 6000 × 2585 image 1 Results are shown in Table 1 . Note that the realboost detector has similar accuracy to adaboost or the split up SNoW, but it is more than 60% faster. This is a significant speedup, and stems from the fact that fewer features can be used in the initial steps effectively discarding a lot of negative examples at an early stage. Note that the exact same implementation were used for each of the detectors. The only difference is the values of the lookup-tables and the number of features used in each cascade step.
CMU+MIT
The three detectors trained on our database was also tested using the CMU+MIT test dataset (set A, B and C), with results presented in Table 2 . This dataset contain noisier images as compared to our training dataset, which seams to lead to a high false negative rate as LBP is noise sensitive. However this test confirms the increased speed of the realboost approach, which here is 50% faster than adaboost and 70 % faster than split up SNoW. Table 2 . The detection results from testing the trained detectors on our database on the CMU+MIT database together with the runtime for processing the entire database. In the Prop. columns results from using 3 window sizes and no interpolation, and in the Bilin. columns results from using a single window size and bilinear rescaling are shown. 
True Positives False Negatives

Single Sized Detector
The rescaling approach proposed was compared with the standard approach of using a single window size and rescaling the image using bilinear interpolation. A rescaling factor of 2 1/3 ≈ 1.26 was used together with a step size of 1/16 of the window side. This gives approximately the same number of windows tested in both cases. Results on the CMU+MIT dataset is presented in Table 2 . Realboost shows a 19 % speedup, split up SNoW 37 %, while adaboost is 20 % faster.
Tracking Faces
The output of the three detectors described above were passed to the Kalman tracker framework in order to perform face tracking. The Youtube faces [1] database were used for testing. It consists of 3425 video clips with one face trajectory marked out in each clip. In total there are 619139 frames. The tracks produced by the tracker were matched to the ground truth tracks as favorably as possible and the number of frames where the tracker placed the correct object close to the ground truth object were considered correct and counted. The results are presented in Table 3 . Table 3 . The number of frames in which the detector detected (Matches) or missed (Misses) the annotated face as well as the same data after tracking. After tracking, the id-number of the detection also has to be correct for a frame to be considered matched. Note that while the number of frames where the realboost detector misses a face have increased with 11% as compared with the adaboost. However, the number of frames where the tracker misses a face have only increased by 5% as the tracker is able to fill in some missing detections.
Detector
Counting Bicycles
The proposed framework were tested on a bicycle counting scenario where a bicycle road was filmed for two days. The bicycles from the first day were marked manually and the detectors trained on that data. The bicycles from the second day was counted both manually and automatically and the results are compared in Figure 2 . Processing 1000 frames required 10.76 s for realboost, 13.25 s for adaboost and 16.97 for the single window bilinear scaled adaboost. The mean absolute counting error over 30 min parts is 17.6 % for realboost, 9.8 % for adaboost and 12.3 % for bilinear scaling. 
Conclusions
In this paper we present a novel approach to speed up real time object detections. This by exploring real valued weak classifiers and detectors with multiple sized windows. Results indicate that the realboost framework archives a 65% speedup over adaboost and a further 19% speedup by utilizing the proposed scaling framework compared to the common bilinear interpolation. In a tracking scenario the proposed solution can run close to 60% faster than standard adaboost implementation, with only a 5.3 percentage points loss in performance. It should be possible to improve on those results by also optimizing over the window size of the detector, the number of window sizes used as well as the parameters of the Kalman filters. Also, in many flow counting applications, especially traffic studies, somewhat lower accuracy can be compensated for by increasing the amount of measurements.
