The purpose of this study is to measure the sensitivity of trade volumes and trade unit values to agricultural production shocks. We derive a gravity model of trade with two new features. First, the model assumes perfectly inelastic supply, which captures the short-run nature of year-to-year production shocks and has important implications for levels of regression coefficients and how they can be used to measure the elasticity of substitution. Second, the presence of per-unit trade costs implies that, in percentage terms, unit values based on importing country data (including trade costs) should react less to production shocks than unit values based on exporting country data (excluding trade costs). Using bilateral trade flow data for a large sample of countries and agricultural commodities we find empirical support for the predictions of the model, with relatively high substitutability between varieties of crops differentiated by country of origin and quantitatively large per-unit trade costs. Our framework provides a new method for measuring substitution elasticities and per-unit trade costs using international trade data. Furthermore, our results suggest that trade frictions or substitution with other goods diminish the role of international trade as way of coping with production volatility. JEL Classification Codes: F14, F18, Q11, Q17, Q18 .
The recent volatility in food prices has brought issues of food security to the forefront of the policy debate (Anderson et al., 2014) . On the supply side, agricultural production is sensitive to weather conditions and it is negatively affected by extreme weather events. As climate change progresses, many types of extreme weather events such as heat waves, droughts and floods are expected to become more frequent (IPCC, 2013) which may contribute to food-price volatility in the years to come.
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International trade in food is one potential mechanism to mitigate the effects of production volatility.
2 Countries that experience a negative shock to agricultural production can reduce volatility in consumption by importing the products that they need. With this in mind, we will here consider how the effects of agricultural production shocks are propagated between countries through trade via their impact on quantities traded and the prices at which they trade, commonly referred to as "trade unit values".
In order to guide our empirical analysis we set up a general-equilibrium model of trade whereby production shocks in exporting countries affect both traded quantities and trade unit values. The model yields regression equations similar to standard gravity models. Two features of the model are adapted for our current analysis. First, our model assumes a perfectly inelastic short-run supply, with the prediction that a one percent change in the quantity produced translates into a one percent change in traded quantities and a 1/σ percent change in trade unit values, where σ is the elasticity of substitution. In contrast, a standard gravity model of international trade with iceberg trade costs and perfectly elastic supply predicts that a one percent change in productivity (unit costs) leads to a one percent change in trade unit values and a σ percent change in traded quantities. When considering short-run fluctuations in production of the kind we do, it seems more reasonable to consider production as the exogenous variable and then let prices and traded quantities adjust. Assuming that there is scope for substitution (i.e. a relatively large σ), the difference in prediction is sizable and the coefficient estimates can validate 1 The connection between climate change and food production is a well researched topic within crop science. For example, Schlenker and Roberts (2009) find that temperatures above a certain threshold are very harmful to corn, soybean and cotton yields. IPCC (2014) provide an overview of the main results and a more detailed synthesis can be found in the full IPCC report. The importance of the connection from an economics perspective has also been long recognized. There are a number of studies investigating the role of trade as a means of adaption (see, e.g., Reilly and Hohmann, 1993; Rosenzweig and Parry, 1994; Tsigas et al., 1997; Randhir and Hertel, 2000) .
2 At least with well-functioning markets. See Gars and Spiro (2016) for an example of how trade may exacerbate shocks if production relies on renewable resources with imperfect property rights. our modeling approach.
Second, we add per-unit trade costs to the model, which allows us to consider the difference in effects of production shocks on CIF ("Cost Insurance Freight"-including trade costs) and FOB ("Free On Board"-excluding trade costs) unit values.
In particular, the presence of per-unit trade costs implies that the relative change in CIF unit values following production shocks should be smaller since the per-unit trade costs are not affected and dampen the effect in percentage terms. In contrast, a standard gravity model with only iceberg trade costs would imply that the elasticity of prices with respect to production should be the same for CIF and FOB unit values (since they are then proportional). Per-unit trade costs have been found to be quantitatively large in international trade of manufacturing goods (Irarrazabal et al., 2015) , and given the bulky nature of agricultural commodities we expect that per-unit trade costs are a nascent feature of international agricultural trade.
Using data on bilateral trade of agricultural commodities, our goal is to estimate the sensitivity of trade volumes and trade unit values to fluctuations in production.
In our baseline approach we exploit year-to-year changes in production, using yield per acre as our instrument for production. While yields can be influenced by prices in the medium-to long-term (Miao et al., 2016) , Roberts and Schlenker (2013) find that detrended yield shocks appear to stem mainly from random weather shocks, with little risk that short-run yield fluctuations are endogenously determined by prices. We exploit the year-to-year variation in production between crops in the same country, which allows us to disentangle the effect of production on trade from other factors that vary by country and year, such as macroeconomic shocks. Since we do not observe actual prices in the trade data, we calculate the average price of trade flows, which we refer to as trade unit values in the rest of the article.
Our regression results yield two main findings. First, the elasticity of traded quantities with respect to production is around 0.5, while the effects on unit values are significantly smaller. The estimates thus support our modeling of short-run supply as being inelastic, with some scope for substitutability between varieties of a given crop differentiated by country of origin. Given that trade in agricultural commodities is small compared to total production, the result for traded quantities suggests that trade is relatively unresponsive to production shocks. The estimates thus suggest that there is room for improving trade as a mechanism for coping with food-production volatility. Second, there is a difference between effects of productivity shocks on CIF and FOB unit values, which implies the presence of large per-unit trade costs. The difference in the point estimates for the CIF and FOB unit-value regressions allows us to calculate the average size of per-unit trade costs in the data, and the point estimates indicate per-unit trade costs that are 14-29% of import unit values.
Our use of production shocks and trade unit values to quantify per-unit trade costs is new, and builds on earlier literature that highlights the impact of per-unit trade costs on the pattern of trade. Hummels and Skiba (2004) show that the presence of per-unit trade costs encourages firms to export high-value-goods, which became known as the "Washington apples effect". Our work focuses on the importance of per-unit costs for understanding the pass-through of production shocks, and complements work by Chen and Juvenal (2016) who find that real exchange rate shocks in the presence of destination-country per-unit trade costs leads to more pricing-to-market for high quality goods, using evidence from international trade in wine.
Our gravity model of trade with inelastic supply contributes to a recent theoretical literature that relaxes the assumption of perfectly elastic supply (Vannoorenberghe (2012), Soderbery (2014) , Soderbery (2015) ).
3 We estimate substitution elasticities by directly exploiting data on observed production shocks, which departs from the standard approach in the international trade literature pioneered by Feenstra (1994) that infers unobserved supply shocks by combining trade unit value and trade volume data.
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Our study is also related to a growing literature on food-price volatility, particularly those studies that focus on transmission of productivity shocks via international trade. While many studies have measured the pass-though of world prices to domestic prices (Mundlak and Larson, 1992; Baffes and Gardner, 2003; Dawe, 2008; Ferrucci et al., 2012; Imai et al., 2008; Yang et al., 2015) , few have considered the implications of trade costs on the magnitude of price pass-through.
The study most related to our work is Reimer et al. (2009) , who adapt the Eaton and Kortum (2002) model of Ricardian trade to estimate the effect of higher yield volatility on trade and welfare. They find that increased yield volatility would lead to increased trade, and that the welfare losses from increased volatility are amplified by trade costs. Their study uses one year of cross-section data on trade and production to calibrate the model and then explores various counterfactual 3 Inelastic supply has been posited as an explanation for understanding low cost-price passthrough in the literature, in addition to the mechanisms of price rigidities and vertical restraints (Bonnet et al., 2013) . 4 Feenstra's (1994) methodology has been used in several studies, including Broda and Weinstein (2006) , Chen and Novy (2011) , Imbs and Mejean (2015) and von Cramon-Taubadel et al. (2016). scenarios to make inferences on the pattern of trade and production. In contrast, our study uses historical panel data on production to explore the effectiveness of trade to adapt to short term (year-to-year) production variations. Another related study by Reimer and Li (2010) estimate and simulate a Ricardian-based model of the world crop market. They find that trade in crops is significantly lower than what it would be in a frictionless world. They also find that distance limits the extent by which changes in one country are transmitted to others. Our finding that trade responds inelastically to short-term fluctuations in produced quantities is complementary to their findings.
Our work is complementary to studies that emphasize the role of production in other countries and trade as a response to production shocks. Lybbert et al. (2014) , for example, analyze whether the staggered growing seasons for wheat and soybeans in the southern and northern hemispheres helps to deal with production shocks. In particular, since the growing seasons are displaced by about a half year between the northern and southern hemisphere, the farmers on one of the hemispheres have time to react to production shocks on the other hemisphere and partially smooth global production. Dingle et al. (2016) consider the role of trade costs in limiting the role trade as an efficient means of coping with productivity shocks. Using the phenomena of El Niño and La Niña they find that geographical correlation of shocks combined with trade costs increasing in geographical distance pose a problem for trade as a mechanism for coping with shocks. Jones and Olken (2010) investigate the effects of weather on exports, and find that in poor countries, higher temperature is associated with lower exports, especially for agriculture and light manufacturing. Costinot et al. (2016) find that adapting to future climate scenarios through changes in growing patterns is more important than changing the trade patterns. Our results reinforce the Costinot et al. (2016) prediction that international trade in agricultural products plays a relatively small role in adapting to future climate shocks.
Conceptual Framework
We set up a gravity model of trade based on CES utility with consumer preference assumptions that follows the seminal work of Anderson (1979) . Consider a trade economy where there is a setJ of different countries. The income in country j is Y j . There is a setḠ of different categories of goods. Within each category of goods, different types of goods are distinguished by country of origin. Let the produced quantity of good g ∈Ḡ in country i ∈J be X gi . Let c gij denote consumption in country j of the good of type g produced in country i and let the price of this good, in country j, be p gij . We assume a nested structure for the preferences over consumption of the different goods. In particular, the utility of the representative household in country j from consuming the basket (c gij ) g∈Ḡ,i∈J is
and
Hence, the utility-maximization problem facing the representative household in
Solving this problem yields that a the share of income spent on goods of type g is
5 This implies that, as long as we disregard potential changes in overall income Y j , we can treat the different types of goods (where the categories are denoted by g) separately and we drop the subscript g from the notation. The demand in country j for the good (of type g) from country i, c ij , is given by
where
is the price index in country j (for goods in the considered category g).
There are two types of trade costs: proportional (iceberg) τ ij and per unit t ij .
The internal trade cost in country i is normalized by setting t ii = 0 and τ ii = 1. The price in country j is then
and the price index (5) becomes
We now turn to the supply-side of the model. Much of the international trade literature imposes constant marginal costs and markup pricing (Helpman and Krugman, 1985) based on equation (4). Although the constant marginal cost assumption is relevant in some contexts, we argue that it does not capture the nature of short-run supply for agricultural commodities. Our framework differs by assuming a perfectly inelastic supply function. As discussed above, this is intended to capture that short run fluctuations in yield give rise to exogenous variation of produced quantities. In the model, this is done by imposing market-clearing conditions.
If X i is the produced amount of the good in country i then the market-clearing condition is X i = j∈J τ ij c ij . Using (4) gives
This yields a system with one equation per country producing the good in the prices p ii (also one per country producing the good). The incomes, Y j , and the trade costs τ ij and t ij are constant parameters. We are interested in seeing how changes in the produced quantities X i affect the equilibrium. We can do this by assuming exogenous changes in the produced quantities and derive the endogenous responses of prices and traded quantities. In general this is difficult and we will first consider a special case.
Equilibrium Without Trade Costs
Without trade costs, τ ij = 1 and t ij = 0 for all i, j, and the price index (7) is independent of j so that we can write P j = P for all i. Furthermore, the price of variety i is the same in all countries j so that p ij = p ii for all j. The market-clearing 6 Note that we here assume that iceberg trade costs entail physical losses of the shipped product (which is the conventional way of treating them). For the per-unit costs, we do not assume any physical losses. This simplifies the analysis but does not affect the results.
conditions (8) then imply
Solving for the price p ii relative to the price index P gives
Equation (9) can also be solved for p −σ
ii /P 1−σ . Substituting the resulting expression in (4) yields a reduced-form expression for trade as a function of income and production:
The representative household in each country thus consumes its income share of the total endowment of each good.
On the left-hand sides of our regressions, we will be using either trade flows or prices at which trade is made. In order to eliminate the unobserved price index P we employ an odds ratio gravity specification, where we estimate the ratio of trade between country i and j and between reference exporter country k and j.
Based on (10) and (11), the model without trade costs yields the following equations corresponding to such regression equations:
The theory predicts that the coefficients on log(X i ) and log(X k ) will, in absolute terms, be equal to 1 in the quantity regressions and 1/σ in the price regressions.
This should be compared to the predictions of a model with constant unit costs where the coefficients instead would have been σ and 1 respectively.
Adding Trade Costs
In this section we consider the case with trade costs (both proportional and perunit trade costs). Solving analytically for the case with inelastic supply is then no longer possible. We can, however, derive some testable predictions. In particular, we can derive the expected relation between the coefficients in the quantity and price regressions and predictions that allow us to test for the presence of per-unit trade costs.
The demand function (4) gives
which implies that the relationship between the coefficients of the price and quantity regressions are the same as in (12) and (13).
The prices p kj and p ij are the prices paid in the importing country (including trade costs) and thus correspond to the CIF unit values in the data. We also have data on the FOB unit values. The differences between the two unit-value measures are the trade costs. In particular, the CIF price for the trade flow from country i to country j is p ij while the FOB price is p ii . Consider now the effect of a change in some production X on the prices. Using (6), the difference between the effect on the logs of the ratios of CIF and FOB prices is
If there are no per-unit trade costs (t ij = t kj = 0), then the effects on CIF and FOB prices should be the same (since the ratios in front of the derivatives are then equal to one). With strictly positive per-unit trade costs, we expect the effects on CIF unit values to be smaller than the effects on FOB prices (since the per-unit trade costs dampen the effects of price changes in percentage terms). The (relative) difference between the coefficients then measures the size of the per-unit trade costs.
In Appendix B we consider the case of three symmetric countries. We show that if trade costs are only proportional in nature then the predicted coefficient on changes in produced quantities for traded quantities is larger than one. However, if only per-unit trade costs are present then the predicted coefficient could be larger or smaller than one, with smaller than one the most likely case.
Data and Descriptive Statistics
For our empirical analysis we combine country-level data on food production and yields with data on bilateral trade flows. The country-level data on food production and yields is taken from the FAOSTAT database. Production data is reported in tonnes, while yield data is reported in tonnes per hectare. Figure 1 illustrates that the data exhibits significant variation in yield over time.
The aggregate bilateral trade unit-value data is taken from CEPII's Trade Unit Values (TUV) Database, which is available for the years 2000-2014 at the 6-digit HS product level. The database reports unit-value data in terms of "Free On Board"
(FOB) and "Cost Insurance Freight" (CIF). FOB unit values reflect the price when the good leaves the exporting country, while CIF unit values reflect the price when it arrives at its destination. We use traded quantity data directly from the COM-TRADE website for the same years, products and country pairs as the CEPII data.
We match trade flows with exporter and importer production and yield data using FAOSTAT's concordance between its own commodity classification and 6-digit HS2007.
We are interested in studying primary agricultural production and thus focus our analysis on grains, vegetables, fruits and nuts. We do not use processed food production data in this analysis since the amount of processed food production is endogenous to trade in primary agricultural commodities. We also disregard animalbased commodities since it is difficult to interpret year-to-year variations in animal production in the same way as crop production. A complete list of products included in the analysis is provided in Appendix D. In addition, we remove trade flows where the exporting country does not produce the commodity according to FAOSTAT.
There are many instances where country-pairs do not trade certain goods, which we do not include in the analysis. After all of these restrictions we are left with a maximum of 316,043 observations for the CIF unit value analysis covering 77 FAO products, 185 exporting countries and 175 importing countries for the years 2000 to 2014. Descriptive statistics are given in Table 1 .
Empirical Specification
As mentioned above, we employ an odds ratio gravity specification and use, on the left-hand side, ratios of prices or quantities for trade between importing country j and exporting countries i and k, where k is a reference exporting country. Following Feenstra (1994) , the reference exporter country is a country k from which country j imports the considered good in as many years as possible in the data. Normalizing the data in this way subsumes any unobserved importer-product-year fixed effects, We first-difference both our regression equations along the time dimension since our production variables are not trend stationary.
8 First-differencing the data subsumes the panel (exporter-reference country-product) fixed effects and thus controls for all time-constant variation along the country-pair-product dimension, including bilateral distance. The regression analysis for traded quantities take the following form, following (12):
∆ ln where q ijgt /q kjgt is the quantity traded from exporter country i to importer country j of product g in year t, divided by the reference country k's trade. ∆ ln(X igt ) and ∆ ln(X ig,t−1 ) are the percent changes in production in exporter country i of product g in year t and t − 1 respectively, while ∆ ln(X kgt ) and ∆ ln(X kg,t−1 ) are the percent changes in production in reference country k of product g in year t and t − 1 respectively. Exporter-year and reference country-year fixed effects subsume the population and GDP per capita growth terms, and are denoted by α it and α kt .
Country-year fixed effects control for any unobserved country-year variation that can explain trade flows or prices, including inflation. The combination of exporteryear and reference country-year fixed effects also controls for the effect of exchange rates on trade and prices and also controls for any changes in trade costs over time that are country-year-specific.
We include lagged production terms since many commodities are storable and experience long time lags due to transportation, implying that production the previous year can affect current trade patterns. This is especially important in the Northern Hemisphere where many crops are harvested in the fall and then exported the next calendar year. The combination of first-differencing and using lags requires that a country-pair must produce and trade a particular good for at least three years in a row in order to be included in the regression. We thus explore the product-country intensive margin of trade in this study.
First-differencing the trade unit value regression equation (13) and adding exporteryear and reference country-year fixed effects yields the regression equation for our analysis of unit values:
where p ijgt /p kjgt is the trade unit value from exporter country i to importer country j in product k in year t, divided by the reference country k's trade unit value.
The coefficients from these regressions reflect the impact of production shocks on changes in the ratio of import prices from countries i and k. As discussed in the conceptual framework, higher production in exporting country i should increase q ijgt /q kjgt and decrease p ijgt /p kjgt , while higher production in the reference country k should decrease q ijgt /q kjgt and increase p ijht /p kjgt .
Empirical Analysis
We present the regression results for traded quantities and trade unit values using bilateral trade data at the country level. Our variables of interest are current and lagged year-product-country-specific production.
First Stage
We instrument for contemporaneous and lagged production using yield data in order to remove any endogeneity of trade on seeded acreage. According to Roberts and Schlenker (2013) , year-to-year variation in yields is mainly caused by short term fluctuations in growing conditions. Moreover, Choi and Helmberger (1993) find that yields are insensitive to commodity price changes. The first-stage results are reported in Table D. 2. The results suggest that a one percent increase in yield leads to a 0.8 percent contemporaneous increase in production, with a very high t-statistic. Since our assumption is that it should be one, the first-stage coefficients are thus close to the assumed values. 9 An alternative to using yield as instrument would be to try to capture the underlying weather conditions that drive the yield variations. However, the aspects of weather outcomes that drive yields are very difficult to capture. Especially for many crops in many countries. What drives yields can often be very specific aspects of the weather. For instance, temperature minima or precipitation above or below some threshold. These outcomes often also matter particularly during specific growth phases of the crops. While much data on weather, what crops are grown where and crop calendars (planting and harvesting times) exists, it is not obvious that the data would allow for constructing strong instruments. We therefore treat yield as a sufficient statistic that captures the effects of weather, disease and any other factors that affect production.
Production Shocks and Traded Quantities
We first investigate the effect of production shocks on traded quantities in order to establish some stylized facts about trade volumes. We restrict the sample to trade flow observations for which we have corresponding data on CIF trade unit values.
The results for traded quantities are presented in Table 2 . In column (1) of Table 2 we present the results using first-differenced data but without any additional fixed effects. In each successive column we add more fixed effects until we arrive at our preferred specification. Year fixed effects are added in column (2), which controls for changes in any unobserved covariates that affect all countries and products, such as the global business cycle. In column (3) we add importer and exporter fixed effects, which controls for differential trends between countries caused by domestic factors such as the institutional environment that may impact traded quantities or unit values. In column (4) we include exporter-year and importer-year fixed effects, which control for any country-specific variation over time that affects traded quantities or unit values of all commodities. Country-level macroeconomic shocks would be captured by the exporter-year and importer-year fixed effects, as would any weather event that affected exports of all crops. The fixed effects used in column (4) thus allow us to exploit the variation in production between crops in the same country.
The combination of first-differencing and country-year fixed effects follows the work of Baier and Bergstrand (2007) in a gravity equation context. We instrument production in the exporting countries using average yield in all specifications in order to ensure that production variation is not reflecting changes in planted acreage, which may be endogenous to commodity prices and trade flows. The individual F-statistics suggest that the yield instruments are strong.
The point estimates in Table 2 suggest that a one percent increase in exporter production leads to a 0.27 percent increase in relative trade quantities the same year and a further 0.19 percent increase the following year. For the reference country, the effect is 0.25 percent in the same year and 0.26 percent for the lag.
As a robustness check, we estimate the effect of production shocks on traded quantities by product group and country characteristics. In Table D .3 we present the subsample results separately for grains, vegetables and fruits. The point estimates suggest that production shocks in both exporter countries and reference countries affect trade in grains and fruits with high statistical significance, while the effects for vegetables are weakly significant. Comparing the results for grains and fruits we can see that if the effects over two years are summed they are of similar size but the time profiles are quite different. For grains, lagged production shocks matter as well, while in the case of fruits the contemporaneous shocks are much more important. This difference is consistent with grains being significantly more storable than fruits.
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In Table D .4 we present the subsample results distinguishing between OECD and non-OECD member countries. Our main result holds regardless of whether the importing and/or exporting country is an OECD member.
Based on these quantity regressions, we can argue that our assumption of inelastic supply seems warranted. The model without trade costs, Equation (12), predicts coefficients on production equal to one. The alternative model assuming perfectly elastic supply would instead imply a coefficient of σ > 1. The fact that the coefficients in Table 2 are smaller than one (summed over the two years, they are about 0.5) suggests that the relationship between exporter production and traded quantities is thus relatively inelastic. Further inspection of the data suggests that total exports are small relative to domestic production, which would imply a trade elasticity in excess of unity. We illustrate the fact that exports are relatively small relative to production in Figure 2 , which ranks exporter-product-year observations by export intensity, defined as the ratio of total exports to domestic production for each product and year. This illustrates that exports are small relative to domestic production in the majority of cases in the data. Given that exports tend to be small relative to domestic production, we would expect much higher trade elasticities in a frictionless world as small percentage changes in production would lead to large percentage changes in imports or exports in absolute terms. Based on the analysis in Appendix B, the estimated coefficients suggest the presence of large per-unit trade costs. In sum, these results suggest that the forces of trade costs or consumers' ability to substitute with other commodities or processed goods diminishes the role of international trade to smooth out the year-to-year volatility in production caused by weather and other factors.
Production Shocks and Unit Values
In our unit-value regressions, we first consider CIF unit values. In Equation (14), the prices on the right-hand side include trade costs and thus correspond to CIF unit values. Hence, using CIF unit values allows us to back out the elasticity of substitution parameter σ by comparing the coefficients of the quantity and price Notes: Dependent variable is first-differenced ratio of log quantity exported from country i to country j relative to reference country k, using importer-reported values.
A constant term is included, but not reported, in all specifications
Underidentification is rejected by the Kleibergen-Paap rk LM statistic in all specifications.
Robust standard errors in parenthesis, clustered by exporter country. *** p<0.01, ** p<0.05, * p<0.1
.001.01 .1 1 10 100 exports/production ratio 0 10000 20000 30000 exporter-product-year observation rank The results describing the impact of production shocks on CIF relative unit values are given in Table 3 . The dependent variable is first-differenced log of ratios of unit values for exports from country i to country j to unit values of exports from country k to country j, using importer-reported (CIF) values.
The results indicate that changes in production among exporters influence unit values, with point estimates that are statistically significant at the 1 percent level for both contemporaneous and lagged production in the exporter country i. All production coefficients are statistically different from zero at the 1 percent level and have the expected signs. The point estimates in column (4) of Table 3 suggest that a one percent increase in production in country i decreases the ratio by 0.043 percent in the same year and by 0.030 percent for the lag. For the reference country, the effect is 0.027 percent in the same year and 0.019 for the lag. These point estimates are an order of magnitude smaller compared to the quantity regressions, which lends support to our theoretical model.
As a robustness check, we estimate the effect of production shocks on CIF unit Equation (14) from the theory implies that the elasticity of substitution can be calculated by taking the ratio between the effects in the CIF unit-value and quantity regressions. By summing the contemporaneous and lagged coefficients from Table 2 and Table 3 and computing the relevant ratios, we find that these imply an elasticity of substitution is about 10 in both cases. This is a high value, but seems reasonable given that we are computing the elasticity of substitution for relatively homogeneous agricultural commodities differentiated only by country of origin.
Estimating per-unit trade costs
We now exploit the differences in the estimates of effects of production changes on CIF and FOB unit values in order to compute the size of per-unit trade costs. As shown in Equation (15), if the effects were the same for both types of unit costs, this would indicate that per-unit trade costs were insignificant. Let β CIF and β F OB denote the coefficients from the CIF end FOB regressions respectively. Based on Equation (15), the per-unit trade cost's share of import prices can be inferred from the estimates using the following formula:
Comparing the columns of Table 4 , we find that the per-unit trade costs in relation to the CIF unit value is between 14 and 29 percent. 11 This suggests that per- 
A constant term is included, but not reported, in all specifications
Underidentification is rejected by the Kleibergen-Paap rk LM statistic in all specifications. *** p<0.01, ** p<0.05, * p<0.1 unit trade costs here are quantitatively larger compared to manufacturing, where Irarrazabal et al. (2015) find that per-unit trade barriers are on average 14 percent of the median price. These results also underscores the importance of using CIF unit values to estimate the elasticity of substitution since demand depends on prices including trade costs.
Conclusion
The purpose of this study is to measure how agricultural trade responds to agricultural production shocks. We find that the unit values of trade flows vary systematically with production shocks using aggregate data on a large sample of countries and internationally traded agricultural commodities. Using an odds ratio gravity model we find that traded quantities and trade unit values respond to production shocks in exporting countries in a way that is consistent with product differentiation by country of origin. Traded quantities are more elastic than trade unit values, and the difference between the CIF and FOB regression estimates suggests the presence of large per-unit trade costs. These results support the predictions of our theory, which assumes perfectly inelastic supply and per-unit trade costs.
The fact that the elasticity of traded quantities with respect to production is below 1 suggests that trade is relatively insensitive to changes in exporter production. This insensitivity could be caused by trade costs that introduces frictions to the shock transmission process. Overall, the results of the article suggest that trade frictions or substitution with other goods diminishes the role of international trade as way of coping with production volatility. 
A Deriving the demand functions
The Lagrangian associated with maximization problem (3) is
The first-order conditions are
. Total spending on goods of type g is i∈J
Total overall spending is
Substituting this in (20) yields
Total spending on goods of type g is thus a given share α g of total income Y j . In our empirical analysis we will focus on variations of production of about 10 percent for one type of products. The overall effect of this variation on the income of the entire economy should be relatively small and we will assume that it is zero. Equation (22) then implies that we can treat different types of goods separately. In the continued analysis we drop the subscript g from the notation.
Combining (19) and (21) gives
This can also be written as
Using (22), we obtain
The last factor is the price index defined in (5) and substitutting for this we arrive at αY j = P j C j .
Solving for C j and substituting this in (23) delivers (4).
B The case of three symmetric countries
Consider an exogenous change ∆ that affects production. Writing the marketclearing condition (8) in the form
and differentiating with respect to ∆ gives
Differentiating (4) and (5) with respect to ∆ yields
Substituting these in (25) and rewriting we arrive at
Using that Equation (6) implies
Consider now the case where there are three countries. The first country represents the importer, the second country the exporter and the third represents the reference country. Since our regression equations consider the effects of production in the exporter and reference country, we here assume that production in country 1 is unaffected by ∆. Setting
A 12 + A 32 − A 22 1 p 22 dp 22 d∆
We will now evaluate these expressions for three symmetric countries and thus
This implies that all prices are the same, p ii = p for all i and the price index (5) becomes
Furthermore, combining (4) and (24) gives
side we divide by the importing countries domestic consumption and domestic price, c ij /c jj and p ij /p jj respectively. We construct c jj using domestic production minus total reported exports. For p jj we use the domestic price of the good reported by
FAOSTAT. This measure of quantity is potentially problematic since it relies on the data capturing all exports of the good. The price measure is also problematic since it is the average domestic price paid for the good in the importing country, which is not necessarily the domestically produced variety of the good. As instruments for production we now use yield in the importing and exporting countries. The results for the quantity regression is given in Table C .1. The results for the price regressions are given in Table C .2. We can see that the results for the exporting country are similar to those in the baseline regressions (in Table 2 ). The effect of production in the exporting country is larger than one. This suggests that the effect of domestic production in the importing country is larger than that of production in the exporting countries, which is could be driven by the fact that trade costs are lower for domestic trade compared to international trade. Similarly, looking at the effects in the price regressions, the point estimate for production in the exporting country is similar to those in the baseline regression (Table 3) while the effects of domestic production are larger. Again, this is consistent with the existance of larger trade costs for internationally traded goods compared to domestically traded goods. In fact, the effects of domestic production in Table C .2 are more similar to the effects on FOB prices in Table 4 which is what we should expect. Notes: Dependent variable is first-differenced ratio of log quantity exported from country i to country j relative to reference country k, using importer-reported values.
Exporter*year and importer*year fixed effects included in all specifications.
A constant term is included, but not reported, in all specifications Underidentification is rejected by the Kleibergen-Paap rk LM statistic in all specifications. *** p<0.01, ** p<0.05, * p<0.1 A constant term is included, but not reported, in all specifications.
Underidentification is rejected by the Kleibergen-Paap rk LM statistic in all specifications. *** p<0.01, ** p<0.05, * p<0.1
