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Series and ε-expansion of the hypergeometric functions
M. Yu. Kalmykov a ∗
a JINR, 141980, Dubna (Moscow Region),Russia
DESY, Platanenallee 6,D-15738, Zeuthen, Germany
Recent progress in analytical calculation of the multiple {inverse, binomial, harmonic} sums , related with
ε-expansion of the hypergeometric function of one variable are discussed.
1. In the framework of the dimensional regular-
ization [1] many Feynman diagrams can be writ-
ten as hypergeometric series of several variables
[2] (some of them can be equal to the rational
numbers). This result can be deduced via Mellin-
Barnes technique [3] or as solution of the differ-
ential equation for Feynman amplitude [4]. How-
ever, for application to the calculation of radia-
tive corrections mainly the construction of the ε-
expansion is interesting. At the present moment,
several algorithms for the ε-expansion of different
hypergeometric functions have been elaborated.
They were mainly related to calculations of con-
crete Feynman diagrams [5]. Only recently, the
general algorithm for integer values of parameters
has been described in [6] and its generalization
has been done in [7]. The results of expansion
are expressible in terms of the new functions, like
harmonic polylogarithms [8] or their recent gener-
alization [6,9]. Let us shortly describe, how this
algorithm woks on the example of the general-
ized hypergeometric function of one variable. The
starting point is the series representation:
PFQ
({A1+a1ε},{A2+a2ε}, · · · {AP+aP ε}
{B1+b1ε},{B2+b2ε}, · · · {BQ+bqε} z
)
=
∞∑
j=0
zj
j!
ΠPs=1(As + asε)j
ΠQr=1(Br + brε)j
,
where (α)j ≡ Γ(α + j)/Γ(α) is the Pochham-
mer symbol. We concentrate on the case Q+1FQ,
when series converges for all |z| < 1, and on the
integer or half-integer values of the parameters
{Ai, Bj} ∈ {mi,mj + 12}. To perform the ε-
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expansion we use the well-known representation
(m+ aε)j
(m)j
=
exp
{
−
∞∑
k=1
(−aε)k
k
[Sk(m+j−1)−Sk(m−1)]
}
,
wherem is an integer positive number,m > 1 and
Sk(j) =
∑j
l=1 l
−k is the harmonic sum satisfying
the relation Sk(j) = Sk(j − 1) + 1/jk . For half-
integer positive values Ai ≡ mi+1/2 > 0, we use
the duplication formula(
m+
1
2
+ aε
)
j
=
(2m+ 1 + 2aε)2j
4j (m+ 1 + aε)j
.
To work only with positive values for parameters
of hypergeometric function we can apply several
times the Kummer relation:
PFQ
(
a1, · · · , aP
b1, · · · , bQ z
)
= 1
+z
a1 . . . aP
b1 . . . bQ
P+1FQ+1
(
1, 1+a1, · · · , 1+aP
2, 1+b1, · · · , 1+bQ z
)
.
After applying this procedure the original hyper-
geometric function can be written as
P+1FP
( {mi+aiε}J , {pj+ 12+djε}P+1−J
{ni+biε}K , {lj+ 12+cjε}P−K
z
)
=
∞∑
j=1
zj
j!
1
4j(K−J+1)
ΠJi=1(mi)j
ΠKl=1(nl)j
×ΠP+1−Jr=1
(2pr+1)2j
(pr+1)j
ΠP−Ks=1
(ls+1)j
(2ls+1)2j
∆ , (1)
with
∆ = exp
[
∞∑
k=1
(−ε)k
k
(
K∑
ω=1
bkωSk(nω + j − 1)
−
J∑
i=1
aki Sk(mi + j − 1)
+
P−K∑
s=1
cks [Sk(2ls + 2j)− Sk(ls + j)]
−
P+1−J∑
r=1
dkr [Sk(2pr + 2j)− Sk(pr + j)]
)]
.
In this way, the ε-expansion of the hypergeomet-
ric function (1) is reduced to the calculation of
the multiple sums
∞∑
j=1
zj
j!
1
4j(K−J+1)
Πi,r,ω,s
(mi − 1 + j)!(2pr + 2j)!
(nω − 1 + j)!(2ls + 2j)!
×[Sa1(m1+j−1)]i1 . . . [Saµ(mµ+j−1)]ip
×[Sb1(2pr+2j)]j1 . . . [Sbν (2pν+2j)]jq ,
where {mj, nk, lω, pr} - positive integer numbers.
In the calculation of massive Feynman diagrams
[10–12] we get multiple sums of the following
form,
Σa1,...,ap; b1,...,bq;c(u) ≡
∞∑
j=1
1
( 2jj )
k
uj
jc
×Sa1 . . . Sap S¯b1 . . . S¯bq , (2)
where u is an arbitrary argument and we accept
that the notation Sa and S¯b will always mean
Sa(j− 1) and Sb(2j− 1), respectively, even we do
not mention this explicitly. When there are no
sums of the type Sa or S¯b in the r.h.s. of Eq. (2),
we put a “−” sign instead of the indices (a) or (b)
of Σ, respectively. Some indices (a) or (b) may be
equal to each other, which is equivalent to power
of a proper harmonic sum. For particular values
of k, the sums (2) are called
k =


0 harmonic
1 inverse binomial
−1 binomial

 sums
These sums are related to ε-expansion of the hy-
pergeometric functions of type (1) with the fol-
lowing set of parameters:
mi ∈ {1}K , {2}L , ni ∈ {1}R, {2}K+L−R−1−k ,
pj ∈ {1}J−k , lj ∈ {1}J , u = 4kz . (3)
In the recent paper [12], the sums of type (2) up
to weight 4 have been studied in detail.
2. Let us rewrite the multiple sums (2) in the
following form, Σ
(k)
A;B;c(u) =
∑
∞
j=1 u
jη
(k)
A;B;c(j) ,
where A ≡ (a1, . . . , ap) and B ≡ (b1, . . . , bq)
denote the collective sets of indices, whereas
η
(k)
A;B;c(j) is the coefficient of u
j
η
(k)
A;B;c(j) =
1
( 2jj )
k
1
jc
Sa1 . . . Sap S¯b1 . . . S¯bq . (4)
The idea is to find a recurrence relation with re-
spect to j, for the coefficients η
(k)
A;B;c(j) and then
transform it into a differential equation for the
generating function Σ
(k)
A;B;c(u). In this way, the
problem of summing the series would be reduced
to solving a differential equation [13]. Using the
explicit form of η
(k)
A;B;c(j) given in Eq. (4), the re-
currence relation can be written in the following
form:[
2(2j + 1)
]k
(j + 1)c−kη
(k)
A;B;c(j + 1)
= jcη
(k)
A;B;c(j) + r
(k)
A;B(j) , (5)
where the explicit form of the “remainder”
r
(k)
A;B(j) is given by(
2j
j
)k
r
(k)
A;B(j) =
p∏
k=1
q∏
l=1
{[
Sak+j
−ak
]ik ×
[
S¯bl+(2j)
−bl+(2j+1)−bl
]jl−[Sak ]ik [S¯bl]jl
}
.(6)
In other words, it contains all contributions gener-
ated by j−ak , (2j)−bl and (2j+1)−bl which appear
because of the shift of the index j. Multiplying
both sides of Eq. (5) by uj, summing from 1 to
infinity, and using the fact that any extra power
of j corresponds to the derivative u(d/du), we ar-
rive at the following differential equation for the
generating function Σ
(k)
A;B;c(u):[(
4
u
−1)u ddu− 2u] (u ddu)c−1Σ(1)A;B;c(u)
= δp0 +R
(1)
A;B(u) , (7)(
1
u
−1) (u ddu)c Σ(0)A;B;c(u) = δp0+R(0)A;B(u) , (8)[(
1
u
−4)u ddu−2] (u ddu)cΣ(−1)A;B;c(u)
= 2δp0 + 2
(
2u ddu + 1
)
R
(−1)
A;B (u) , (9)
where R
(k)
A;B(u) ≡
∑
∞
j=1 u
jr
(k)
A;B(j). The r.h.s. of
differential equation for sums includes the multi-
ple sums with shifted index
G
(k)
a1,...,ap; b1,...,bq;c
≡
∞∑
j=1
1
( 2jj )
k
uj
(2j + 1)c
×Sa1 . . . Sap S¯b1 . . . S¯bq ≡
∞∑
j=1
ujν
(k)
A;B;c(j) , (10)
where we accept the same conditions for the in-
dices {ai} and {bj}, as in the previous case. For
investigation of these sums we again apply the
generating function approach. In this case, the
recurrence relations for the coefficients ν
(k)
A;B;c(j)
are the following:[
2(2j + 1)
]k
(2j + 3)cν
(k)
A;B;c(j + 1)
= (j + 1)k
[
(2j + 1)cν
(k)
A;B;c(j) + r
(k)
A;B(j)
]
, (11)
with r
(k)
A;B(j) given by Eq. (6). The proper set of
differential equations is[(
4
u
−1)u ddu− 2u−1] (2u ddu + 1)cG(1)A;B;c(u)
= δp0 +
(
u ddu + 1
)
R
(1)
A;B(u) , (12)(
1
u
−1) (2u ddu + 1)cG(0)A;B;c(u) =
δp0+
(
u ddu + 1
)
R
(0)
A;B(u) , (13)[(
1
u
−4)u ddu−2] (2u ddu + 1)cG(−1)A;B;c(u)
= 2δp0 + 2
(
2u ddu + 1
)
R
(−1)
A;B (u) . (14)
Equations, [(7), (12)], [(8), (13)], [(9), (14)], form
the closed system of differential equations.
3. From the analysis, given in [12] we have de-
duced that the set of equations for generating
functions has a simpler form in terms of a new
variable. For multiple inverse binomial sums it is
defined as
y =
√
u− 4−√u√
u− 4 +√u , u = −
(1− y)2
y
, (15)
and for multiple binomial sums it has the follow-
ing form:
χ =
1−√1− 4u
1 +
√
1− 4u, u =
χ
(1 + χ)2
. (16)
Let us consider the differential equation for mul-
tiple inverse binomial sums in terms of new vari-
ables. Equation (7) takes the form(
−1−y
1+y
y
d
dy
)c−1
Σ
(1)
A;B;c(y)=
1−y
1+y
σ
(1)
A;B(y) , (17)
where
y
d
dy
σ
(1)
A;B=δp0+R
(1)
A;B(y) . (18)
Equation (17) could be rewritten as(
−1−y
1+y
y
d
dy
)c−j
Σ
(1)
A;B;c(y) = Σ
(1)
A;B;j(y) , (19)
or, in equivalent form:(
−1− y
1 + y
y
d
dy
)c−j−1
Σ
(1)
A;B;c(y)
=
∫ y
0
dy
(
2
1− y −
1
y
)
Σ
(1)
A;B;j(y) . (20)
From this representation we immediately get the
following statement:
If for some j the series Σ
(1)
A;B;j(y) are express-
ible in terms of harmonic polylogarithms, the
sums Σ
(1)
A;B;j+i(y) can also be presented in terms
of harmonic polylogarithms. This follows from
the definition of the harmonic polylogarithms (see
Ref. [8]).
In a similar manner, let us rewrite the equation
for generating function of the multiple binomial
sums:(
1+χ
1−χχ
d
dχ
)c
Σ
(−1)
A;B;c(χ) =
1+χ
1−χσ
(−1)
A;B (χ) , (21)
1
2
(1+χ)2
d
dχ
σ
(−1)
A;B (χ)
=δp0+
(
2
1+χ
1−χχ
d
dχ
+1
)
R
(−1)
A;B (χ) , (22)
which could also be rewritten as(
1+χ
1−χχ
d
dχ
)c−j
Σ
(−1)
A;B;c(χ) = Σ
(−1)
A;B;j(χ) , (23)
or, in an equivalent form:(
1+χ
1−χχ
d
dχ
)c−j−1
Σ
(−1)
A;B;c(χ)
=
∫ χ
0
dχ
(
1
χ
− 2
1 + χ
)
Σ
(1)
A;B;j(χ) . (24)
Again we get the previous statement.
4. The differential equation for multiple inverse
binomial sums with the shifted index has a more
complicated form. For their analysis let us use the
geometrical variable [14] defined via uθ ≡ 4 sin2 θ2
(0 ≤ uθ ≤ 4). In terms of this variable, Eq. (12)
could be written as[
cot θ2
d
dθ
− 1
2 sin2
θ
2
−1
] (
2 tan θ2
d
dθ
+1
)c
G
(1)
A;B;c(uθ)
= δp0+
(
1+tan θ2
d
dθ
)
R
(1)
A;B(uθ) . (25)
This equation can be decomposed into the system
of differential equations
G
(1)
A;B;c(uθ) =
1
sin θ2
ρA;B;c(θ) , (26)
(
2 tan θ2
d
dθ
)c
ρA;B;c(θ) =
sin2 θ2
cos3 θ2
gA;B(θ) , (27)
tan θ2
dgA;B(θ)
dθ
=
d
dθ
(
sin2 θ2 R
(1)
A;B(uθ)−δp0 12 cos θ
)
. (28)
The formal solution of Eq. (28) is
gA;B;c(θ) =
1
2 sin θR
(1)
A;B(uθ)
+12
∫ θ
0
dφR
(1)
A;B(uφ)+
1
2δp0 (θ + sin θ) , (29)
where uφ = 4 sin
2 φ
2 . Substituting this result in
Eq. (27) and integrating one time we get(
2 tan θ2
d
dθ
)c−1
ρA;B;c(θ)=−sin θ2R
(1)
A;B(uθ)
+
1
2 cos θ2
∫ θ
0
dφR
(1)
A;B(uφ)+δp0
(
1
2
θ
cos θ2
−sin θ2
)
+
∫ θ
0
dφ sin
φ
2
dR
(1)
A;B(uφ)
dφ
. (30)
For c = 1 the r.h.s. of Eq. (30) divided by sin θ2 is
the solution for the sum G
(1)
A;B;1(uθ). Let us now
apply this approach to the sum G
(1)
−;−;3(uθ) which
was not solved explicitly in Ref. [12]. Using the
relation (see Eqs. (27))(
2 tan θ2
d
dθ
)c−k
ρA;B;c(θ) = ρA;B;k(θ) , (31)
and expression for ρ−;−;2(θ) (see Eq. (2.74) in
[12]), ρ−;−;2(θ) = 2Ti2
(
tan θ4
) − sin θ2 , we get
after integration by parts
ρ−;−;3(θ) =
1
2
∫ θ
0
dφ cot φ2 ρ−;−;2(φ)
= lθ
[
ρ−;−;2(θ)+sin
θ
2
]−sin θ2− θ4 [l2θ−L2θ]
−1
2
[
Ls3
(
θ
2
)
+Ls3
(
pi − θ2
)−Ls3(pi)]− 1
2
I
(
θ
2
)
, (32)
where we have used the short-hand notation
lθ = ln
(
2 sin θ2
)
, Lθ = ln
(
2 cos θ2
)
,
the integral I(θ) is defined as
I(θ) =
∫ θ
0
dφφ
[
lφ tan
φ
2+Lφ cot
φ
2
]
, (33)
and
Ls
(k)
j (θ) = −
θ∫
0
dφ φk lnj−k−1
∣∣∣∣2 sin φ2
∣∣∣∣ , (34)
is the generalized log-sine function [15]. In partic-
ular, Ls
(0)
j (θ) = Lsj(θ). The integral (33) can be
evaluated in terms of the polylogarithms of the
complex argument [15]
I(θ) = − 32piζ2−3Ls3(pi − θ)− 12Ls3(2θ)+Ls3(θ)
+4 ln 2 [Ls2(pi−θ)+Ls2(θ)]+8ℑS1,2
(
i tan θ2
)
+2θ ln
(
tan θ2
) [
ln 2−ln (cos θ2)] , (35)
where
ℑS1,2
(
i tan θ2
)
= Ti3
(
tan θ2 , cot
θ
2
)
+12 ln
(
cos θ2
) [
Ls2(pi−θ)+Ls2(θ)+θ ln
(
tan θ2
)]
−θ8Li2
(
sin2 θ2
)− 148θ3 , (36)
and Ti3 (x, a) is the inverse tangent integral of
two variables. Collecting all expressions we get
ρ−;−;3(θ) =
θ
4Li2
(
sin2 θ4
)−4Ti3 (tan θ4 , cot θ4)
+Ls3
(
pi− θ2
)−Ls3( θ2)+ 14Ls3(θ)−Ls3(pi)
+ln
(
tan θ4
) [
Ls2
(
θ
2
)
+Ls2
(
pi − θ2
)]
+ θ
3
96−sin θ2
+θ
[
1
4 ln
2
(
tan θ4
)−ln (2 sin θ4) ln (2 cos θ4)]
+θ4Lθ
[
2 ln
(
tan θ4
)
+Lθ
]
. (37)
Combining this result with Eqs. (2.61), (2.62) and
(2.54) from Ref. [12] we write the one-fold integral
representation for the sum Σ
(1)
;−;3;1(uθ)
Σ
(1)
−;3;1(uθ) =
1
8
tan θ2
[
2θLs
(1)
3 (θ)− 3Ls(2)4 (θ)
]
+tan θ2
∫ θ
0
dφ
(
1 +
ρ−;−;3(φ)
sin φ2
)
, (38)
where Ls
(1)
3 (θ) and Ls
(2)
4 (θ) are expressible in
terms of Clausen functions (see Appendix A of
Ref. [11].) To obtain a result valid in a different
region of variable uθ (−4 ≤ uθ ≤ 0), the analyt-
ical continuation procedure, firstly described in
Ref. [16] (see also [11]) should be applied.
5. Our study [12] allows us to construct some
terms of the ε-expansion of the generalized hyper-
geometric function P+1FP and obtain new analyt-
ical results for higher terms of the ε-expansion of
the two- and three-loop maser-integrals entering
in different packages [17,18].
It was noted, that individual terms of our con-
struction include the log-sine functions of argu-
ments θ/2 and pi − θ/2 (see Eqs. (37, 38) and
Eq. (2.90) in Ref. [12]) which, however, are can-
celled in the considered order of ε-expansion of
the Feynman diagrams. For single scale massive
diagrams, when θ = pi/3, the arguments of func-
tions are equal to pi/6 and 5pi/6, respectively. It
opens the question about possible generalization
of the “sixth root of unity” basis, introduced in
Ref. [19] (for the recent progress see [11,20]).
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