I. INTRODUCTION
The electrical demand forecasting problem, a wide research area in the power system at various aggregation levels, can be regarded as a highly non-linear time series prediction prob lem. The complexity of the building's energy producing and consuming technologies and the uncertainty in the influencing factors, yield frequent fluctuations. Traditionally, the short term forecasting problem is referring to 1 hour and 15 minutes resolutions, but higher resolutions make the problem even more complicated. Moreover, urbanization and electrification trends show that the total energy demand will increase in This research has been partly funded by AgentschapNL -TKI Switch2SmartGrids of Dutch Top Sector Energy. The authors would like to thank to our EcoGrid EU partners and DMI for providing the meteorological dataset.
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Pierre The short-term electrical demand forecasting problem, and more generally the demand forecast, was extensively pursued in the literature over decades with various time series and machine learning methods. Some of these methods are used to predict building energy consumption by correlating it with influencing variables, such as climate conditions or energy prices. Interested readers are referred to [1 ] - [ 4] for a more comprehensive discussion about building modeling with focus on electrical demand forecasting. Moreover, to account for the evolution of future buildings energy management systems, there are also some representative approaches which combine some of the above modeling methods to optimize predictive performance, such as semi-parametric regression models used to forecast the contribution of load from some non-linear variable [5] , exponential smoothing [6] , multivariate state space models and seasonal time series models [7] - [9] . On the other hand, it is worth noting that some of the most widely used machine learning methods for energy prediction are Artificial Neural Networks (ANNs) [lO] and Support Vector Machines (SVMs) [5] , [11] , [12] . The remaining of this paper is organized as follows. Section II introduces some background knowledge useful for the reader and Section III presents our proposed method. Section IV describes the methodology and data description, followed by Section V where the experiment and results are detailed.
Finally, Section VI concludes the paper and presents directions of future research.
II. BACKGROUND
Literature provides a wide range of techniques that can solve the demand forecasting problem. The electrical demand has a non-linear and unstationary profile, which favor a probabilistic approach. In general, we attempt to model the probability of a data point, x using a function of the form f(x; 0), where 0 is a vector of model parameters. Learning the model parameters, 0, can be done by maximizing the probability of a training set of data, or equivalently and often more convenient, by minimizing the negative log P(Xi; 0). This is not always a trivial task. In the context of our proposed method, we used another common way to learn the parameters of the model by minimizing the Kullback-Leibler divergence (DKd between the empirical and the approximated distributions of the model, as follows:
where r represents the total input set and V is the total output set. The rest of this section presents the background knowledge useful for the reader to understand the remaining of the paper.
A. Restricted Boltzmann machine
Restricted Boltzmann Machines (RBMs) [18] have been applied in different machine learning fields including, multi class classification [19] , collaborative filtering [20] , among others. They are energy-based models for unsupervised learn ing. These models have stochastic nodes and layers, making them less vulnerable to local minima [15] . Further, due to their multiple layers and neural configurations, RBMs possess excellent generalisation capabilities [13] . Formally, an RBM consists of visible and hidden binary layers. The visible layer represents the data, while the hidden one increases the learning capacity by enlarging the class of distributions that can be represented to an arbitrary complexity [15] . This paper follows a standard notation where i represents the indices of the visible layer, j those of the hidden layer, and wi , ] denotes the weight connection between the i t h visible and l h hidden unit. Further, Vi and hj denote the state of the i t h visible and l h hidden unit, respectively. According to the above definitions, the energy function I of an RBM is given by: (2) i,j j where, ai and bj represent the biases of the visible and hidden layers, respectively. The joint probability of a state of the hidden and visible layers is defined as:
To determine the probability of a data point represented by a state V, the marginal probability is used. This is determined by summing out the state of the hidden layer as: where, P n (.) is the distribution of a Markov chain run ning for n steps. Since the visible units are condition ally independent given the hidden units and vice versa, learning can be performed using one-step Gibbs sampling, which is carried in two half-steps: (1) update all the hidden units, and (2) update all the visible units. Thus, in C D n the weight updates are done as follows: wT/ l
with N being the total number of input instances, and the superscript ( n ) indicates that the states are obtained after n iterations of Gibbs sampling from the Markov chain starting at Po ( -) .
III. FACTORED CO N DITIO NAL RESTRICTED BOLTZMANN MACHINE
This section presents the adapted mathematical details of the proposed method depicted in Figure 1 , namely Factored Conditional Restricted Boltzmann Machine (FCRBM) [15] , to achieve an accurate and robust prediction at the low aggregation level of electrical energy demand profiles.
A. Total energy for FCRBM
The total energy function, E (vt,htlv<t,Yt) for FCRBM, is computed as the sum of the first and third order energy terms as follows:
1 Please note that the energy function of RBM should not be confused with the aggregated electrical energy demand. where E r and E r II are defined as:
where F, nl, n2, and n3, represent the total number of factors, and the number of units in each of the visible, hidden, and label layers, respectively. The terms iii,t and bj,t are called dynamic biases, which are defined as:
of each of the layers.
B. Probabilistic in ference in FCRBM
Inference in FCRBM is conducted in parallel, since there are no connections between the neurons in the same layer.
Specifically, this means determining two conditional distribu tions. Firstly, the conditional probability distribution of the hidden neurons, p(hj,t = IIVt, V<fo Yt), is given by a sigmoidal function evaluated on the total input to each hidden unit, 
where N(/-l, aD denotes the Gaussian probability density function with mean /-l and variance a-T.
C. Learning & Update Rules in FCRBM
The general update rule for all the hyper-parameters () is
given by:
where T, p, a and T represent the update number, momentum, learning rate, and weights decay, respectively. More details regarding the the choice of this parameters are described in [22] . The update rules for each of the weights matrices and biases can be computed by deriving the energy function from (2) with respect to each of these variables (i .e., the factored vis ible weights, factored label weights, factored hidden weights, and the biases of each of the layers), yielding: 
Thirdly, by deriving the total energy function with respect to W:f, we obtain the update rule for the factored label weights:
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IV. MET HODOLOGY AND DATA DESCRIPTION
In this section, we describe the metrics chosen for prediction assessment, followed by a brief description of the dataset.
Finally, we propose and describe an automatic method for features extraction enforced by our dataset characteristics.
A. Metrics for prediction assessment
To quantify the performance of the models, we used a variety of standard metrics. Firstly, the prediction accuracy is evaluated using three popular metrics capable to put a different penalty on the same error, namely the root mean square error, machines are capable of learning low-dimensional codes that work much better than PCA as a tool to reduce the dimension ality of the data [25] . Consequently, we propose a combination between a Gaussian Restricted Boltzmann Machine (GRBM) and FCRBM to perform dimensionality reduction and time series forecasting, as depicted in Figure 5 . The RBM mathe matical details were previously described in Section II-A. This is further engaged with Gaussian neurons in the visible layer in order to transform RBM into an GRBM [25] .
V. NUMERICAL RESULTS
To assess the performance of the proposed method we have conducted five sets of expeliments, over a wide range of time horizons, summarized in Table II . The experimental validation was done in two steps. Specifically, we have looked to the forecast problem in a general versus price-responsive environment.
A. Implementation details
We made the implementation of FCRBM in Matlab ® using the mathematical details described in Section III. The number of hidden neurons and the number of factors were set to 50.
The learning rate was set to 10-4 , the momentum to 0.9, and the weight decay to 0.0002. These parameters were chosen carefully by performing a small cross-validation experiment and they were kept constant in all the experiments for a fair comparison. In the first step of experiments (the general forecast problem) we used in the class layer 10 neurons with the default value I and the number of history neurons was set to 864, corresponding to a time window of 3 days.
In the second part of the experiments, the price-responsive environment, we used in the class layer of FCRBM the features extracted by GRBM from the price and meteorological data corresponding to each specific time window. More exactly, these features were a binary vector of 10 values. Besides that, we set the number of history neurons to 72, corresponding to a window of 6 hours. Additionally, we made use of LibSVM library [26] In the case of the price-responsive environment, we utilized 66% of the available data to train the models, and the rest of 34% to test them.
B. Electrical energy demand forecast
To quantify the performance of the proposed model, we used the four metrics described in Section IV-A. The results obtained with FCRBM have been further compared with other forecasting methods, such as SVM and persistence. Tradition ally, the persistence method is recommended especially for very short-term forecasting [27] , and it assumes that a constant value occurs over the forecast horizon. accuracy of the three methods we depict in Figure 5 an example of the aggregated electrical energy demand forecast over 6 hours. following the method proposed in Section IV-C, we performed a full automatically features extraction computation using a GRBM model from the day-ahead price and cloud cover data.
Then this encoded information is placed into the class layer of the FCRBM model. Figure 6 . An example of aggregated electrical demand forecasting for six hours in therms of MAPE, with five minute resolution, using persistence, FCRBM (energy) and FCRBM with energy, weather and price data.
the scalability problems by performing the features extraction procedure. This leads to a light approach able to generalize over any other time series. It is worth highlighting, that we observed that by adding more external information we can slightly improve the overall accuracy for this real dataset.
VI. CONCLUSION
This paper proposes a powerful probabilistic machine learn ing method to forecast electricity demand at low aggregation levels, namely Factored Conditional Restricted Boltzmann
Machine. FCRBM has good generalization capabilities and it can be used to accommodate large databases, while its exploitation time in real-world settings is of the order of a few milliseconds. Secondary, we propose the use of GRBM to extract features from external information and to reduce its dimensionality. We validate our approach on a real dataset, originally from the EcoGrid EU project. In order to con clude on the comparative quality of alternative approaches we used four different metrics and two benchmark forecasting methods, namely support vector machine and persistence. On the one hand, the results show that FCRBM outperforms the other methods, and on the other hand, they suggest that by adding more information to FCRBM, its performance may be improved further, leading to a more full automatic real-time control of electrical energy profiles in the smard grid context.
