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RESUMEN
La In fe re n c ia  E s tad ís tica  sobre e l v a lo r de c ie r to  parámetro 9 
desconocido es considerada aquí como un problema de decisión p a r t ic u la r  
en e l  que e l  espacio de decisiones es la  clase de d is tribuc iones posterio­
res de p ro b a b ilid a d ., De hecho, en este traba jo  se considera que la  r e a l i ­
zación de un experimento -  consistente fundamentalmente en la  obtención 
de una muestra de unidades relacionadas, de alguna manera esp ecificada , 
con la  cantidad de in te ré s  desconocida — tien e  como o b je tivo  a d q u ir ir  
conocimiento sobre & , viniendo expresada la  u t i l id a d  asociada a su rea­
l iz a c ió n  en función de la  información que proporciona. En d e f in it iv a ,  es­
te  planteam iento im p lica  considerar a la  información esperada como una 
adecuada medida de la  u t il id a d  que debe d e fin irs e  en todo problema de de­
c is ió n .
Definidas unas funciones adecuadas para expresar la  u t i l id a d  
asociada a un experimento, se ap lican  a reso lver e l problema de diseño 
experim ental consistente en la  determinación del tamaño m uestral. En es­
te  sen tido , la  maximizacibn de estas funciones — que son funciones, a su 
vez, de la  inform ación esperada — como un procedimiento de diseño de ex­
perimentos no es sino una ap licac ión  p a r t ic u la r  del p rin c ip io  Bayesiano 
general de maximización de la  u t i l id a d  esperada.
Más adelan te , l a  s itu ac ión  a n te r io r  se gen era liza  a procedi­
mientos más complejos, considerando experimentos que lle v a n  asociados 
procesos de muestreo e s tra t if ic a d o s . E l concepto de inform ación esperada 
debe gen era lizarse  a l a  nueva s itu ac ión  impuesta por la  e x is ten c ia  de una 
muestra e s tra t if ic a d a  que, a su vez, inc ide  directamente sobre l a  estruc­
tu ra  de la  cantidad de in te ré s . Con esta  generalización  se abren nuevas 
p os ib ilidad es  en e l tratam iento de otros muchos problemas sugeridos por 
la s  d is t in ta s  medidas de inform ación.
In teresantes subproductos de la  investigación  a n te r io r  consis­
ten , por una p a rte , en e l modelo resuelto  para una población uniforme y 
densidad in ic ia l  de Pareto, que ofrece una a lte rn a tiv a  a l  ya tan es tud ia ­
do modelo normal. Dicho ejemplo acompaña lo s  resultados teóricos  de la
Vte s is , ilus trand o  su caracte rizac ió n  prácticas Por o tra , se resuelve e l  com 
portamiento a s in tó tico  de l a  información esperada proporcionada por una 
muestra e s tra t if ic a d a  ante transformaciones aproximadamente normales de la  
cantidad de in terés» Esta ap licac ión  pone de m anifiesto  para la  s itu ac ión  
generalizada de la  inform ación esperada unos resultados en lin e a  con los  
obtenidos para procesos no e s tra tific ad o s#  Todas estas cuestiones son expre 
sadas en términos conducentes a reso lver e l problema planteado por la  d e te r  
minación de tamaños muéstrales óptimos#
Palabras c lave: Comportamiento a s in tó tic o ; Diseño de Experimentos; Estadís  
t ic a  Bayesiana; In fe re n c ia  E s tad ís tica ; Medidas de Información; Muestreo 
E s tra tif ic a d o ; Tamaño muestral óptimo; U tilid a d  esperada.
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PREFACIO
La presente te s is  tuvo su motivación in ic ia l  en la  búsqueda 
de aplicaciones concretas que demostraran que la s  medidas de inform ación  
representan un lenguaje lo  suficientem ente f é r t i l  y amplio como para desi 
c r ib i r  con e lla s  variadas situaciones planteadas por la  E s ta d ís tic a  Cié  
sica» La determinación del tamaño muestral podía ser una de estas s itú a  
clones y en su estudio están orientados I 03 primeros cuatro cap ítu los  
del trabajo  que ahora presentamos» La segunda de la s  s ituaciones de d i­
seño muestral tra tad a  en lo s  últim os dos cap ítu los  responde a una estruc  
tu ra  de mayor s o fis tif ic a c ió n s  extender e l concepto, ya c lá s ic o , de in ­
formación esperada a experimentos asociados con procesos de muéstreo es 
t ra t if ic a d o s .
La te s is  está  d iv id id a  en seis  cap ítu los  y cada uno de éstos 
en varias  secciones» A veces, se distinguen también en la s  secciones d is  
t in to s  apartados que agrupan conceptos, técnicas de trab a jo  o a p lic a d o  
nes d ife re n d ad a s . La numeración empleada para denotar los  Teoremas, Le 
mas, Ecuaciones y Ejemplos es la  decimal y siempre re fe r id a , en sus dos 
primeros d íg ito s , a la  sección a la  que e l  correspondiente concepto per 
tenezca» A sí, por ejemplo, con Teorema 4 .1 .2  indicaremos e l Teorema 2 
de la  Sección 1 del cuarto capítulo» Por o tra  p a rte , cada uno de éstos  
comienza con un breve resumen y comentario sobre su contenido.
Algunas de la s  ideas abarcadas en la  te s is  han sido presen­
tadas en a rtíc u lo s  del au to r publicados en lo s  números 80-01 y 82-83 de 
l a  re v is ta  E s tad ís tica  Española, ed itada por e l  In s t itu to  Nacional de 
E s ta d ís tic a .
La presente investigac ión  ha sido re a liza d a  bajo la  d irección  
del Profesor Dr» D. José-Miguel Bernardo Herranz, a l  que agradezco v iva  
mente e l in te ré s  prestado a este trab a jo  a s í como a la  ayuda que, en to  
do momento, he encontrado en sus continuas exp licaciones. También q u is ie ra  
d e ja r  constancia de mi agradecimiento a los  miembros del Departamento de 
E s ta d ís tic a  Matemática de la  Facultad de C iencias de la  Universidad de 
V alencia , a l fre n te  de lo s  cuales está mi prim er educador en la  C iencia
V I I
E s ta d ís tic a , e l  Profesor Dr. D. Segundo G u tié rrez  C abria .
Finalm ente, q u is ie ra  dedicar este tra b a jo  a mi padre por la  
gran ilu s ié n  que puso en esta  te s is , a pesar de representar una in v e s t i­
gación tan a le jada  a la s  d is c ip lin a s  de su ca rre ra  docente.
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CAPITULO 1
INTRODUCCION
En este prim er cap itu lo  presentaremos la s  d efin ic iones a s i como la  
notación básica empleadas. Así mismo, centraremos e l  primero de los  dos o b je t i­
vos fundamentales que se pretenden en la  presente te s is :  d e s a rro lla r  una te o r ía  
normativa de f á c i l  comprensión para la  determinación del tamaño muestral óptimo 
a p a r t i r  de la  instrumentación proporcionada por la  Teo ría  de la  Información y 
bajo una v is ió n  eminentemente Bayesiana.
1.1 LA DETERMINACION DEL TAMAÑO MUESTRAL COMO UN PROBLEMA DE DECISION
Tanto desde un punto de v is ta  teó rico  como en e l  diseño práctico  de 
una encuesta por muestreo p ro b ó b ilis tic o  nos encontramos, tarde o temprano, con 
e l  problema presentado por la  determinación del tamaño m uestral. Fundamentalmen 
t e ,  se t r a ta  de un problema de c o n flic to  de in tereses  y de asignación óptima de 
recursos. En e fe c to , e l  hab lar de tamaño muestral presupone considerar la  ex is ­
ten c ia  de un costo asociado a l a  obtención de dicha muestra. Es evidente que un 
tamaño muestral excesivamente pequeño puede dar lu g ar a in fe re n c ias  no represen 
ta t iv a s  de la  re a lid a d , m ientras que un tamaño excesivamente grande puede resul 
t a r  p ro h ib itiv o  a nuestro presupuesto, a l  tiempo que puede im p lica r una d ila p i­
dación de recursos comparativamente a la  precis ión  ex ig id a  a nuestros prpósitos. 
E l tamaño muestral óptimo será , pues, l a  solución de compromiso entre l a  maxind 
zación de la  precis ión y la  minimización del casto.
E l investigador que debe r e a l iz a r  c ie r ta  in fe re n c ia  sobre e l  v a lo r  
de c ie r ta  magnitud desconocida puede apoyarse en la  inform ación y conocimien­
tos proporcionados por una muestra de alguna población cuyas c a ra c te rís j 
están relacionadas con la  magnitud desconocida a través de expresior 
das de densidades de p robab ilid ad . Al mismo tiempo deberá d e c id ir  soí
2maño de dicha muestra. Presentado a s i e l  problema no se t r a ta  sino de un espe­
c ia l  problema de decisión en e l  que e l  espacio de posibles decisiones queda re­
ducido a l  conjunto de lo s  números n a tu ra les , D a N (ó b ien , en un sentido amplio, 
puede suponerse que D « Z , de forma que la  decisión asociada a l  subconjunto 
Z s e r la , evidentemente, la  de no obtener muestra a lguna). En lo  que sigue, 
s in  embargo, supondremos siempre que se r e a l iz a  una experimentación consisten­
te  en la  extracción de una muestra de, a l  menos, una unidad muestral a f in  de 
recabar inform ación sobre c ie r ta  magnitud desconocida. Por ta n to , e l  in ves tig a ­
dor deberá ser capaz de determ inar hasta qué punto debe l le v a r  e l  muestreo para 
que éste le  re s u lte  re n ta b le , esto es, deberá determ inar e l  tamaño m uestral.
Precisamente, l a  Teoría  de la  Inform ación, a través del concepto 
de inform ación esperada proporcionada por un experimento, nos proporciona a su 
vez e l  instrumento adecuado para re s o lv e r e l  problema. Concretamente, e l  inves­
tig a d o r confrontará l a  u t i l id a d  que espera recabar con l a  obtención de una mués 
t r a  de tamaño n con su costo esperado. M ientras que aq u é lla , l a  u t i l id a d  del 
experimento, será una función de la  información esperada como tendremos ocasión 
de ju s t i f ic a r ,  es evidente que e l  costo tendrá una expresión más s e n c illa  y con 
c re ta  como función del tamaño muestral y que, en s ituaciones p rá c tic a s , suele  
llevarn o s  a expresiones muy manejables del mismo. Asf pues, e l  in vestig ad o r  
dispondrá de una función dependiente, en últim o térm ino, del tamaño muestral 
que debidamente optim izada nos proporcionará e l  v a lo r  idóneo para n •
Los demás elementos que in te rv ien en  en todo problema de decisión  
con experimentación — aparte  del espacio de decisiones que, como hemos dicho, 
se t r a ta  en este caso de un espacio numerable — son: e l  espacio paramé t r ic o  o 
espacio de estados de l a  n a tu ra leza , esto es, un conjunto en e l  que toma valo­
res un parámetro desconocido cuyo v a lo r  concreto pretendemos i n f e r i r  con l a  rea  
l iz a c ió n  de c ie r to  experimento; una función de pérdida o de ganancia que llam a­
remos más adelante e l  v a lo r esperado del experimento (d e fin id o  como d ife re n c ia  
en tre  su u t i l id a d  y costo esperadas, expresados, ambos en la s  mismas unidades), 
y que será función del tamaño m uestral; una fa m ilia  de d is trib u c io n es  de proba­
b ilid a d , cada una de e lla s  id e n tific a d a s  por lo s  valores del parámetro, de una 
c ie r ta  cantidad a le a to r ia  que toma valores en un c ie r to  espacio m uestral y sobre 
e l  que realizamos e l  experimento; y ,  fina lm ente , situándonos dentro de una v i­
sión Bayesiana, supondremos que, a p r io r i ,  e l  investigador es capaz de asignar 
una d is trib u c ió n  de probabilidad para d e s c r ib ir  sus opiniones in ic ia le s  sobre
e l  veilor del parámetro.
Con todos lo s  elementos an terio res  vamos a d e s a rro lla r  una s e n c illa  
normativa que p e rm itirá  obtener e l  tamaño muestral óptimo por maximizacián del 
v a lo r  esperado de un experimento. Este es, pues, e l  o b je tivo  fundamental de es­
ta  primera parte  de la  te s is  que vamos a d e s a rro lla r .
1.2  NOTACION Y DEFINICIONES
A lo  largo  de todo este trabajo  supondremos que e l  o b je tiv o  preten­
dido por e l investigador a l  recabar inform ación procedente de una muestra es e l  
de mejorar su conocimiento sobre e l v a lo r de una c ie r ta  cantidad a le a to r ia  9  
que toma valores en un determinado conjunto (©  . La incógn ita  9  recibe los  
nombres de cantidad de in te ré s  y /ó  parámetro. Básicamente, e l  investigador pro­
yectará  un experimento de forma que la  d is trib u c ió n  de sus resultados dependa 
de 9  de alguna manera esp ecificada , proporcionando a s í una c ie r ta  cantidad de 
información sobre su v a lo r . T a l como demuestra Bernardo (1975) e l  concepto de 
información esperada proporciona un poderoso instrumento para a n a liz a r  e l  con­
tenido de la  información que se obtiene a p a r t i r  de una muestra.
E l modelo matemático básico que vamos a considerar para e l  u l te r io r  
desarro llo  c o n s is tirá  de un espacio muestral X , de elementos x in d is t in ta ­
mente llamados muestra, dato y /ó  resultado experim ental, provisto  de una adecúa 
da 6*-á lg eb ra  de conjuntos sobre lo s  que e x is te  una fa m ilia  dada de medidas de 
probabilidad . Estas medidas están id e n tif ic a d a s  por e l  parámetro 9 con valores  
en e l  espacio paramétrico . Esta es , pues, l a  re lac ió n  e x is ten te  entre la
cantidad de in te ré s  desconocida con la  muestra, y de cuya investigac ión  se pre­
tende obtener por in fe re n c ia  nuestros resultados.
Por reg la  g en era l, y con objeto de s im p lif ic a r  l a  notación, no in ­
tentaremos e s p e c ific a r  l a  descripción de la s  funciones de densidad. A s í, p ( • )  
denotará la  función de densidad de la  cantidad a le a to r ia  x en un punto gené­
r ic o  perteneciente a X , m ientras que PX( XQ) 110 será sino su v a lo r  en la  ato­
c ia  a p a r t ic u la r  x » x • Análogamente, con p ~ ( . )  denotaremos la  función de
o &
densidad de la  cantidad a le a to r ia  9  , s in  que e l lo  nos perm ita asegurar que
la s  cantidades a le a to r ia s  x y 9 tengan la  misma d is trib u c ió n . Sin embargo,
4la s  densidades especiales u t iliz a d a s  en ejemplos concretos se denotarán por sím
bolos propios. Concretamente, dos serán los ejemplos básicos que serv irán  para
e l desarro llo  p o s te rio r de la  te s is  y sobre lo s  que aplicaremos los  resultados
encontrados. Y a s í ,  siendo x una v a ria b le  a le a to r ia  d e s c rita  por una densidad
normal de media y varianza C , y s i  “  se d is trib u y e  según una densidad
de Pareto con parámetros y k , la s  respectivas funciones de densidad ver>»
drán expresadas con l a  notación N ( • / « ,  , <T ) y P ( . /  d0 fk)  y donde
x i 8
r i 2
N ( x/w. t ^  ) "  —  ' e x p f - í  —~ r f"  ) x « R
x r < r / ü T  ^
V
Denotaremos por E « | x , ¿ ? , p  ( . / 9 ) J  e l  experimento que consiste
en obtener una observación de la  cantidad a le a to r ia  x é X  , la  cual se d is tr ib u
ye f para un c ie r to  dado, de acuerdo con la  densidad de probabilidad
p ( ■ / &  ) y con respecto a alguna medida dominante < f - f in i t a  d e fin id a  sobre X • 
x
Por o tra  p a rte , sup ondré is  que s i  y ^  son valores d ife ren tes  de 9  , la s  
d istribuciones correspondientes para x expresadas a trovós de la s  densidades 
p ( • /  ) y px ( . /  ) d if ie re n  salvo un conjunto de medida dominante nula.
x
Es evidente que muchas situaciones experimentales pueden describ irse  con estos 
elementos. E l experimenta consistente en n repetic io nes del a n te r io r  lo  deno­
taremos por E(n) .  Este experimento — donde la s  repetic io nes se suponen inde­
pendientes -  re s u lta , por ta n to , función del tamaño muestral n a través de
la  correspondiente densidad p r » siendo x ín )  » » • • • « *  ) e l  da-x l n j  1 2  n
to obtenido.
Anteriormente se ind icó  que e l  problema de determinación del tamaño 
muestral ib a  a ser situado bajo una v is ió n  Bayesiana. A t a l  f in ,  dicho argumen­
to extiende e l  modelo básico a n te r io r  a l  suponer que <2$ es soporte de alguna 
<j -á lg e b ra , ex istiendo una medida de probabilidad sobre e l la  que denotaremos 
por p ( • )  .  Esta medida de probabilidad puede in te rp re ta rs e  (d e F in e tt i ,  1937; 
V ille g a s , 1967) como descripción de la s  opiniones in ic ia le s  y personales del 
c ie n t íf ic o  sobre e l  v a lo r  del parámetro S  antes de que se re a lic e  e l  experimeri 
to que proporciona la  muestra. Se t r a ta ,  por ta n to , de una densidad 11in ic ia l 11,
5en contraposición con la s  densidades f in a le s  que describen la s  opiniones que e l  
investigador tien e  sobre 9  una vez que conoce y ha estudiado la  información  
proporcionada por e l  resultado experim ental y dispone, por e l lo ,  de más elemen­
tos de ju ic io  para a f in a r  su descripción sobre 9  •
Por sim plicidad en la  notación, l a  in tegrac ión  respecto la  medida 
dominante <T - f i n i t a  d e fin id a  sobre e l  conjunto XX de posibles valores de una 
cantidad a le a to r ia  uJ , se denotará simplemente por
. . .  d wf ,
puesto que siempre supondremos, salvo ind icación expresa a l c o n tra rio , que e l 
rango de in tegración  en las  fórmulas usadas en la  presente te s is  está  siempre 
extendido a todo e l  espacio, por lo  que lo  omitiremos. En caso c o n tra rio , y en 
ejemplos concretos, haremos mención expresa de los  lim ite s  de in te g rac ió n .
Si la  densidad in ic ia l  para 9 es Pa( « )  , definirem os como densi-
V
dad "p red ic tiv a"  de I 03 resultados experimentales proporcionados por e l  expe­
rimento E -  | x ,  &  9p j i » / & a la  in te g ra l
P M  -  /  P ( x / & ) . p  (a ) .dd -  •
X «✓ X  g
Además, una vez rea lizado  e l  experimento E y obtenido e l  resultado x , la s  
opiniones del investigador sobre 9  vendrán expresadas por la  densidad "pos­
te r io r"  de Bayes, d e fin id a  por e l  cociente en tre  densidades de probabilidad
p ( 9 * / x )  -  p ( x /  f r ) .p  f 9 }  /  p (x)
9 x o x
Con todos los  elementos an terio res  estamos ya en condiciones de de­
f i n i r  e l concepto de información esperada proporcionada por un experimento, con 
cepto fundamental que, a su vez, p e rm itirá  l le g a r  a l  del v a lo r  esperado de un 
experimento como expresión que engloba su u t i l id a d  y costo esperados y que nos 
p e rm itirá  reso lver e l problema planteado por la  determinación del tamaño mues­
t r a l  óptimo.
1 .3  MEDIDA DE INFORMACION
En muchos sectores de la  experimentación c ie n t íf ic a  la s  personas
encargadas de r e a l iz a r la  parecen no considerar una acción e s p e c ífic a , moviéndo­
se de una manera más o menos in tu i t iv a  por lo  que consideran su u t i l id a d .  Así 
pues, ésta parece describ irse  aproximadamente por la  inform ación que sobre la  
cantidad de in te ré s  9  en estudio obtienen a través del resultado experim ental 
x • Precisamente por e l lo  y a f in  de in tro d u c ir  e l  concepto de inform ación es­
perada, convendrá d e f in ir  previamente a la  en tro p ía , como componente que i n t e r ­
viene en la  d e fin ic ió n  de dicha información esperada.
Con la  notación expresada en la  sección a n te r io r  y para una función  
de densidad Pa (« )  > definimos:
DEFINICION. Dada la  densidad de probabilidad P9 (» )  » llamamos operador 
entrop ía y lo  denotamos por H(p_ (■ ) )  , a l a  in te g ra l
V
h ( p ( • ) )  =* -  ) .lo g  p C s ) . d 9v ^  9 U
Esta expresión, que puede encontrarse en Lindley (1956) , no es ne­
cesariamente f in i t a  y , por tan to , no tie n e  asegurada su e x is te n c ia . Sin embargo, 
en todo lo  que sigue, supondremos que la  in te g ra l a n te r io r  es convergente, dejan 
do a un lado e l problema ab ie rto  de encontrar la s  condiciones necesarias y su­
f ic ie n te s  para la  ex is ten c ia  de la  en tro p ía . Precisamente e l nombre de entro­
p ía  procede de su u t il iz a c ió n  en e s ta d ís tic a  f ís ic a .  Consideraremos, además,
que para un c ie r to  © t a l  que P . Í 9 )  * *0  , entonces p ( & ) . l o g  p ( 9 )  ■ 0 ■v O ©
para a s i completar la  d e fin ic ió n .
Realizado un experimento E -  £x , &  , p ^ ( . /  © ) J  y obtenido e l  resul 
tado muestral x las  opiniones sobre e l parámetro © se m odificarán por la  in ­
formación que, sobre é l ,  está contenida en x . A s í, la s  opiniones sobre 9  ven
drán a describ irse  por la  densidad p o s te rio r p ( . / x )  , resultando entonces la
&
expresión
-  J  Pe C * / x ) . l 0 9 P*C
una función de x • 9u v a lo r esperado (suponiendo su e x is te n c ia ) respecto a x 
proporciona la  s igu ien te  d e fin ic ió n :
DEFINICION. Dada una densidad in ic ia l  P9 (« )  • y rea liza d o  e l  experimento
E « | x , &  9p ( • / &  )J , obtenido e l resultado experim ental x , definimos
como entrop ía  esperada de la  densidad p o s te rio r p ( . / x )  a l a  esperanza
©
ExH( p9 ( . / x ) )  -  -  J  pxM  { íp 0( 9 / x ) . l o g  p ^ ( 9 / x ) . d S  J dx
Nuevamente, en lo  que sigue supondremos que la  doble in te g ra l ante­
r io r  es convergente. Por o tra  p a rte , teniendo en cuenta la  igualdad
Ya se ha indicado que e l ob je tivo  declarado que motiva la  re a liz a ­
ción de un experimento es e l  de proporcionar conocimiento sobre la  cantidad de 
in te ré s . En efecto ,  cua lqu ier experimento E proporciona información sobre £  , 
de forma que para diseñar adecuadamente dicho experimento es importante consi-
(1948) propone una adecuada medida de la  información que se espera proporcio­
ne e l resultado muestral x , y L indley (1956) tras lad a  esto a l lenguaje es­
ta d ís tic o  considerando la  información esperada proporcionada por un experimen­
to como d ife re n c ia  entre  la  en trop ía  de la  densidad a p r io r i  (que es la  que 
describe las  opiniones in ic ia le s  del investigador) y la  en trop ía  esperada so­
bre la  densidad p o s te rio r una vez rea lizado  e l experimento (esto es, cuando 
la s  antiguas opiniones se modifican por la  información contenida en e l  re s u lta ­
do m uestra l). Resulta, pues, la  sigu iente
DEFINICION. Dada una densidad in ic ia l  d f . )  . l a  información to ta l  espe—
P j ^ / x ) . p  (x )  « Pa ( 9 »x )» X “ X
la  en trop ía  esperada admite como nueva expresión
derar e l acopio de información que se espera p r o p o r c io n e .  Pues b ien , Shannon
rada proporcionada por e l experimento
resultado muestral obtenido es x , viene dada por
cuando e l
“ K p ( . ) )  -  E H(p ( . / x ) )C7 X “
Desarrollemos la  d ife re n c ia  a n te r io r . Resultas
de donde, a l  ser
oR. -  P (x ) .p  ( 8 / x )“ X x o
re s u lta  finalm ente
9 1 ( f  P9 ( » / * )
1  l E , p 9 f * ^ i  “  J j  p e * ^ 9  * x ) . i ° g  " p  ~[ ' g y  » d ®  « d *
como expresión más opera tiva  para la  información esperada proporcionada por un 
experimento y en la  que sé aprecia claramente su in te rp re ta c ió n  como compara­
ción entre  la s  opiniones in ic ia le s  y f in a le s  del in vestig ad o r, comparación ex­
presada a través del cociente
P _ ( W x )  /  p ( 8 )  =» p ( x / a )  /  p (x)9  c7 X X
La base de la  función logaritm o u t i l iz a d a  en la  d e fin ic ió n  es i r r e ­
le v an te . A menudo suele e leg irse  la  base 2 en cuanto que se deduce de forma na­
tu ra l de una in te rp re ta c ió n  f ís ic a  de I  ’ Í E fp9 ( . ) j  : como e l número esperado de 
preguntas b in arias  sobre 9  que razonablemente debe esperarse r e a l iz a r  para ob­
ten er ig u a l inform ación sobre 9  que la  proporcionada por e l  experimento E 
(Renyi, 1970, p .5 6 4 ). Sin embargo, y por conveniencia matemática en lo s  desa­
r ro llo s  de los  teoremas p osterio res , u tiliza rem os siempre la  base e de los  
logaritm os neperianos.
Queda como problema ab ie rto  la  determinación de la s  condiciones ne­
cesarias y s u fic ie n te s  bajo la s  cuales 65 f in i t a  y , por tan to ,
e x is te , en in tim a re lac ió n  con e l  problema análogo mencionado para la  en tro p ía . 
Una condición necesaria (Osteyee & Good, 1974, p. 32) es que l a  medida conjuo- 
ta  de x y 9  sea absolutamente continua con respecto a la  medida producto. 
Generalmente, con densidades in ic ia le s  suavemente p o s itiv as  suelen encontrar­
se siempre informaciones f in i t a s .  También, y en lo  que sigue, supondremos siem 
pre la  ex is ten c ia  de la  información esperada.
Realizado e l  experimento E(n) (consis ten te , según ya definim os, 
en n repetic iones independientes del experimento simple E ) y obtenido e l  
resultado x(n)  , es inm ediata la  s igu ien te  extensión del concepto de in f o r ­
mación esperada proporcionada por e l  experimento E(n) , como
I 9 ^ E ( n ) , p ^ ( . ) |  « H ( p ^ ( . ) )  -  “
f f  P0 ( 9 / x ( n ) )
" J J  Px ( n ) , 8 M n ) ’ 9 ) - l o g — ^ - p - . d a . d x t n )
(n)donde e l espacio muestral re s u lta  ser X x X x ... xX = x(n )  y l a  in te g ra l co­
rrespondiente está  extendida a dicho espacio. Para s im p lif ic a r  e l  d esarro llo  pos 
t e r io r  no haremos d is tin c ió n , de momento, entre los  resultados muéstrales x(n)  
y x , esto es, supondremos que extraemos una muestra genérica s in  e s p e c ific a r  
su tamaño. No obstante, es evidente que l a  a n te r io r  expresión para la  informa­
ción esperada sobre 9  proporcionada por E(n) es función del tamaño muestral 
n , c ircustancia  ésta  fundamental ya que p e rm itirá  o p tim iza rla  como función del 
tamaño m uestral.
Admitiendo su ex is te n c ia , la  información esperada cumple una s e rie  
de importantes propiedades que, demostradas por L in d le y (l9 5 6 ) y Stone (1958) , 
le  confieren precisamente su gran carác te r operativo y su ju s t if ic a c ió n  em píri­
ca. Dichas propiedades responden a l  estudio de la  inform ación esperada como fun 
ción del tamaño m uestral, por una p a rte , y , por o tra , como funcional de l expe­
rimento E y de la  densidad in ic ia l  P ( • )  • Es conveniente mencionarlas dado 
que más adelante comprobaremos cuáles de o lla s  se mantienen en las  expresiones 
de l a  u t il id a d  del experimento que, como funciones de la  inform ación esperada, 
se desarro llaran  en e l cap ítu lo  te rc e ro . También y dentro de esta l ín e a ,  se es­
tud iarán  dichas propiedades-al extender e l  concepto de inform ación esperada a 
un proceso de muestreo e s tra t if ic a d o .
1a PROPIEDAD. Lindley (1956) demuestra que la  inform ación espera­
da I  W c . ) J  es no negativa y que solamente se anula s i  y sólo s i  no ex is ­
te  variac ión  en la s  opiniones del investigador por e l  hecho de r e a l iz a r  l a  ex­
perim entación, esto es, s i  p ( . / x )  » p ( • )  • Es evidente que la  inform ación
^ &
esperada proporcionada por un experimento puede se r, en un momento dado, nega­
t iv a ,  sobre todo cuando se obtengan resultados muéstrales inesperados que no 
están previstos en la s  opiniones in ic ia le s .  Sin embargo la  a n te r io r  propiedad 
asegura que la  información esperada es no negativa. Esto perm ite a firm a r que 
un experimento re s u lta , por término medio, ú tilm ente in fo rm ativo , a no ser que 
no se modifiquen la s  opiniones in ic ia le s  en cuyo caso, evidentemente, es i r r e ­
levante  e fec tu ar o no e l experimento.
2 a PROPIEDAD. Considerada como funcional del experimento, l a  in ­
formación esperada v e r i f ic a  c ie r ta  a d it iv id a d . A s í, suponiendo que e l  dato x
del experimento E *» /  X, < 5 \p  ( • / 9  ) } consta de un par de observaciones x <  X
L x 1
y xg 6 X  , e l  par E± « £ x ,  $  »Px ( • / & ) }  ( i - 1 f 2 )  son dos experimentos y E 
se llam a suma de E y E • También definimos e l experimento E ( x  ) » i  X, <£>,
i &)  i 2 1
p ( • / £  ,X  ) r . Si consideremos I  < E / E  ,p_ ( • )  j como la  inform ación esperada 
x^ 1 * '  ^ 2  1 ^
proporcionada por E después de que E^  se ha rea lizado  y obtenido e l  dato
9 7
, su v a lo r  esperado sobre y I  E ^ / C  • } j  se define como la  in fo r ­
mación esperada proporcionada por E después de que se haya rea lizado  E^ . •
2 1
Bajo estas h ip ó tes is  Lindley (1956) demuestra la  s igu ien te  propiedad a d it iv a
de la  inform ación esperada: MLa información esperada sobre proporcionada por
e l  experimento suma E « C ^ » ^ )  puec*8 e s c rib irs e  de la  forma +
•)J > donde e l  segundo término es la  información esperada sobre
& proporcionada por E una vez que E ha sido rea lizad o '*.
2 1
La im portancia de esta segunda propiedad es evidente a l  asegurar que 
l a  información esperada puede calcu larse en etapas — a l  e x tra e r  muestras da ta  
maño superior a uno — s in  más que i r  sumando la s  informaciones residuales quef 
en cada momento, se obtienen suponiendo conocidos e l proceso y resultados ante­
r io re s , Ta l como demuestra Lee (1964) y s i  esta  segunda propiedad se exige en 
una formulación axiom ática de medidas de información solamente son necesarias  
déb iles condiciones de regu laridad  para probar l a  unicidad de la  expresión lo ­
g arítm ica .
Cuando a l pasar de una de estas etapas a la  s igu ien te  no e x is ta  va­
r ia c ió n  en nuestras opiniones, esto es, s i  a l pasar del experimento E  ^ a l  
E^/E^ re s u lta  ser que p^ ( . /x ^ ,x ^ )  ■ p ^ ( . /x ^ )  independientemente del v a lo r  
de x^ t es evidente que, por la  primera propiedad, l a  inform ación esperada 
I 9{ E 2/ E 1>P9( . ) J  es cero. De esta  forma no e x is te  ganancia de información a l  
r e a l iz a r  esa segunda etapa, coincidiendo la s  informaciones i V e vp_C• )_í y
j  1
, con E « • *~a f ormul ació n de este hecho constituye un
co ro la rio  de la  segunda propiedad, demostrado también por Lindley (1956) • 
Resulta evidente que ambos resultados, propiedad y c o ro la r io , pueden genera­
l iz a rs e  de forma inm ediata a un número f in i t o  de etapas. Por o tra  p a rte , e l  
co ro la rio  establece que no ex is te  pérdida de inform ación s i  ésta se ciñe a la  
observación de un e s tad ís tic o  s u fic ie n te  con respecto a la  cantidad de in te ré s .
3 a PROPIEDAD. Para un experimento E(n) y una densidad in ic ia l  
p ( . )  , la  inform ación esperada considerada como función del tamaño muestral
V
es cóncava y c rec ien te . Esta propiedad (L in d ley , 1956) no es sino una confirma­
ción del hecho empírico de que l a  información marginal de sucesivas observacio­
nes independientes y eq u id is trlb u id as  es decreciente .
4 a PROPIEDAD. Por ú ltim o , Lindley (1956) demuestra que la  in fo r ­
mación esperada I 9^E,p_ ( • ) }  r considerada como funcional de l a  densidad i n i -y  J
c ia l  p ( • )  » es ctíncava. Esta propiedad, de d i f í c i l  in te rp re ta c ió n  p rá c tic a ,
38 u t i l i z a ,  en cambio, en c ie rta s  demostraciones para d e s a rro lla r  diseños ó p ti­
mos ¿jar maxización de una función de inform ación.
Estas cuatro propiedades que aseguran una formulación coherente pa­
ra  cua lqu ier medida de información se comprobarán posteriormente para determina 
das expresiones defin idas  en función de la  información esperada. Y a s i ,  en e l  
c a p ítu lo  tercero  a l d e f in ir  c ie rta s  funciones concretas de u t i l id a d  para poder 
determ inar e l v a lo r de un experimento aparecerán expresiones que, como funcio­
nes de I ^ { e , p ( • ) }  , v e r if ic a rá n  to ta l  o parcialm ente dichas propiedades.
En e l  s igu ien te  cap itu lo  encontraremos y desarrollaremos dos ejem- 
plos concretos para a s í tra b a ja r  con expresiones conocidas de I &¿E ,p  («)J y 
que, elegidos por su contenido i lu s t r a t iv o ,  nos acompañarán a lo  largo  de esta  
te s is .
1 .4  TRANSFORMACIONES DE LA CANTIDAD DE INTERES
Un in te resan te  problema, que p e rm itirá  posteriormente hab lar de apro 
ximaciones para informaciones esperadas desconocidas, consiste en conocer lo  que 
ocurre a l considerar como cantidad de in te ré s  una nueva cantidad a le a to r ia  , 
relacionada con 9 a través de una función conocida. Comentemos, pues, breve­
mente algunos resultados obtenidos por Bernardo (1975) a l extender e l  concep­
to  de información esperada ante transformaciones de la  cantidad de in te ré s .
Efectivam ente, s i  e l  investigador está  más interesado en conocer 
e l  v a lo r  de ^ ® ) m^ s bien que e l  de 9 , entonces re s u lta rá  de mayor
in te ré s  conocer la  d is trib u c ió n  p o s te rio r de vj que la  de 9  • Dado que vj> de­
be ser una función conocida de 9  , puede d e fin irs e  una transformación T^ de 
forma que
P f ( * )  -
será Xa densidad de probabilidad de <P respecto l a  medida d e fin id a  en T  = 
e im plicada por p ( • )  • La in te rp re ta c ió n  para P 0(« )  es, para la  nueva car>- 
tid a d  de in te ré s  , id é n tic a  a la  ya conocida para 9  • p ^ [ . )  describe las
opiniones in ic ia le s  del investigador sobre y  • Análogamente, una vez que e l  
resultado experim ental x es conocido, puede deducirse la  densidad p o s te rio r  
p ( . / x )  a través , nuevamente, de la  transformación T^ ,
p^ c. / x ) = y P&( . / x ) )
Notemos que la  densidad f in a l  p ^ ( . / x )  depende obviamente del experimento E
a través de su resultado x y de la  d is trib u c ió n  in ic ia l  PQ(«)  •
JJ
Así  pues y con los elementos an te rio res , Bernardo (1978) define e l  
concepto de información esperada ú t i l ,  como extensión a la  inform ación espera­
da to ta l  d e fin id a  en la  sección a n te r io r*  y cuando la  cantidad de in te ré s  es ip 
y no 3  , a través de la  análoga doble in te g ra l s igu ien te:
DEFINICION. La inform ación esperada ú t i l  sobre tp » ^ ( 0  ) proporcionada 
por E = * |x , t í?  f p ( • / ©  )J  y cuando la  densidad in ic ia l  es PqC«) t 83
r f  P ( / * }
Í ^ E . P g C . ) ]  = J J  Px ( x ) . P<f( f / x ) . l o g - L —  .dx
Evidentemente que ambas informaciones esperadas, l a  ú t i l  y l a  to­
t a l ,  coinciden cuando la  transformación considerada es la  t r i v i a l  ip ( 8  ) =* 9" . 
Una forma a lte rn a tiv a  de expresar la  d e fin ic ió n  a n te r io r  y que pone claramen­
te  de m anifiesto que 0S in va rian te  bajo transformaciones b iyeo-
tiv a s  tanto del espacio muestral X como del espacio paramó t r ic o  (2p , es la  
expresada por la  doble in te g ra l (Bernardo, 1978) :
f ( 'f í 9 ) / * )
p (9  , x ) . i o g .........r a vvr r y  «d* •J J  M V U f T F T T
Así pues, s i  la  transformación ^ « p ( 9  ) es b iy e c tiv a  la  inform ación esperada 
ú t i l  sobre ip proporcionada por E »  ^X, &  , p ^ ( . / 0  ) J  es ig u a l a l a  información  
esperada to ta l  sobre ^  proporcionada por e l mismo experimento, esto es ,
I  <E ,Pa ( . ) J  -  l \ E , p  ( . ) }  con ip « ( 9 ) b iyección •
También la  inform ación esperada ú t i l  v e r i f ic a  la s  tre s  primeras de 
las  propiedades mencionadas para la  información esperada to ta l  y cuyas demostra
\p .
ciones pueden encontrarse en Bernardo (1978 ). Sin embargo, l T í  E»P& ( - ) j  no
es una funcional cóncava de la  densidad in ic ia l  p ( • )  • No obstante, s i  es
^ 'f t 1c ie r to  que manteniendo f i j o  P ^ C ^ / ’f  ) f entonces I  ^ E , p ^ ( . ) J  s í es una fun­
cional cóncava de p f • )  •Jj
La d ife re n c ia  entre  la s  informaciones esperadas ú t i l  y t o t a l ,  esto  
es, la  d ife re n c ia
recibe e l  nombre de información esperada res idua l respecto , proporcionada
por e l  experimento E y cuando la  cantidad de in te ré s  es tí) = *|> ( 0*) y l a
densidad in ic ia l  es p ( . )  • Se demuestra que I  es no negativa , con lo  que
0
queda puesto de m anifiesto e l  carácte r comparativo entre las  dos informaciones 
esperadas d e fin id as : l a  información esperada ú t i l  no puede exceder a la  informa 
ción esperada t o ta l .
Por últim oy aclaremos que siempre que hablemos de inform ación espe­
rada nos re ferirem os, salvo especificac ión  en contra, a la  inform ación esperada 
to ta l*
1 .5  UTILIDAD Y VALOR DE UN EXPERIMENTO
Recordemos nuevamente que e l ob je tivo  propuesto es e l de reso lver  
e l  problema de diseño consistente en determ inar un tamaño muestral óptimo a f in  
de que la  inform ación contenida en la  muestra de dicho tamaño sea, a su vez, la  
óptima para r e a l iz a r  in fe re n c ia  sobre la  cantidad de in te ré s  9  • Necesitaremos, 
pues, una función de u t il id a d  para completar l a  descripción de este problema de 
decis ión .
De acuerdo con los  argumentos de coherencia para una aproximación 
Bayesiana cuando se toma una decisión bajo incertidumbre (D e F in e tt i,  1937; 
Ramsey, 1926; Savage, 1954; P ra tt  e t  a l . ,  1964; L ind ley , 1971) y admitiendo 
que la s  consecuencias de tomar una elección p a r t ic u la r  dependen solamente ds la  
elección  y del v a lo r  verdadero (pero desconocido) de la  cantidad de in te ré s ,  
ex is ten  unos pocos p rin c ip io s  básicos para asegurar que e l procedimiento de e— 
lecc ió n  es razonable. De esta forma, un procedimiento coherente es e l  que no 
v io la  estos p r in c ip io s . Se ha efe mostrado que para asegurar esta  coherencia es 
necesario estim ar una d is trib u c ió n  de probabilidad Pa («)  que describa las
v
opiniones in ic ia le s  sobre 9  , c o n s tru ir  una función que represente l a  u t i l i ­
dad de todas la s  consecuencias posibles y seleccionar la  decisión procurando 
l a  mayor u t i l id a d  esperada.
Por o tra  p a rte , dado e l especial problema en e l  que nos hemos s i­
tuado y en e l  que suponemos que a l  menos extraemos una muestra de tamaño uni­
t a r io ,  re s u lta  evidente que debido a l a  información contenida en dicha mues­
t r a  la s  p rim itiv a s  opiniones descritas  por una densidad in ic ia l  pasan a des­
c r ib irs e  por una densidad p o s te rio r. De esta forma se aumenta l a  cantidad de 
información sobre 9  , disminuyendo a s í e l  riesgo de tomar una decisión no 
acorde con e l  n iv e l de inform ación exigido para r e a l iz a r  una buena ^ inferencia  
sobre la  cantidad de in te ré s . ^-..í?f8L,OTECA
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Algunas autores (Cox, 1958; F ish er, 1959; Robinson, 1975) argu­
mentan que una es tructu ra  te ó ric a  de decisión puede re s u lta r  inapropiada para 
problemas de in fe re n c ia  c ie n t íf ic a  en los que, aparentemente, no e x is te  una de­
c is ió n  a tomar. En contra de esta  opin ión, e l  punto de v is ta  de Bernardo (1979) 
considera que dichos argumentos suponen una pérdida e fe c tiv a  en l a  d e fin ic ió n  
de un problema de in fe re n c ia , toda vez que la  in fe re n c ia  e s ta d ís tic a  puede con­
s iderarse como un caso p a r t ic u la r  o un problema de decisión p a r t ic u la r  en e l  
que se a p lic a  con e s t r ic ta  exactitud  e l  argumento Bayesiano. E l c ie n t íf ic o  que 
obtiene una muestra de tamaño n para r e a l iz a r  in fe re n c ia  sobre 9  deberá des 
c r ib i r  sus opiniones f in a le s  a través de una densidad p o s te rio r. Además, la  u -  
t i l id a d  de estas conclusiones f in a le s  deberá, por tan to , medirse por la  informa 
ción que e l proceso de muestreo proporciona. Expresado nuestro problema de esta  
forma, no se t ra ta  sino de r e a l iz a r  una experimentación c ie n t íf ic a  consistente  
en un proceso de muestreo y del que la  determinación del tamaño muestral no es 
sino una ú ltim a consecuencia obtenida a l maximizar la  u t il id a d  de todo e l pro­
ceso. Podemos, pues, a firm a r con Bernardo (1979) que e l  problema de determi­
nación de un tamaño muestral no es sino una consecuencia del más general con­
s is te n te  en r e a l iz a r  in fe re n c ia  e s ta d ís tic a  y donde ya se presupone -la  r e a l i ­
zación del experimento que consiste en la  extracción de una muestra. Y como 
t a l  problema de in fe re n c ia  e s ta d ís tic a  puede considerarse como un problema de 
decisión, en presencia de incertidym bre sobre $  , en e l  cual e l  espacio de 
decisiones 8s la  clase de d is tribuc iones f in a le s  de & y la  función de u t i l i ­
dad es una adecuada medida de inform ación.
Denotemos, pues, por D a l  conjunto de todas la s  densidades de 
probabilidad que describen a la  cantidad de in te ré s  9  , esto es, defin idas  
sobre e l conjunto <£) y tomando valores sobre la  re c ta  re a l p o s it iv a , v e r i f i ­
cando que
J p^( s  ) . d &  » 1 •
E l investigador, in ic ia lm e n te , d es crib irá  sus opiniones sobre $  a p a r t i r  de
una de estas densidades. Sea, también, una función de u t i l id a d
u; Dx<á? ---------------------- ► R
que exprese la  u t il id a d  de d e s c r ib ir  a l a  cantidad de in te ré s  por l a  densidad 
de probabilidad P^(«) cuando e l  v a lo r  verdadero y desconocido de dicha can ti­
dad sea 9  ■ Evidentemente, siendo p C• )  I 0 densidad i n ic ia l ,  e l  in vestigador
deberá buscar una densidad de probabilidad que maximice su u t i l id a d  esperada, 
esto es , que v e r ifiq u e
sup [  u(p+ ( « ) ,  3 } -P^C & •
. J  8- V
P&( « ) € D
Evidentemente, y a f in  de ser coherente y honesto, sus opiniones deberán maxi- 
m izar a la  in te g ra l a n te r io r  cuando coincidan con la s  expresadas en un p r in c i­
p io . En d e f in it iv a ,  s i e l  investigador es coherente, la  in te g ra l a n te r io r  debe 
maximizarse precisamente con la  función de densidad in ic ia l  d C • )  ■ Este es e l  
sentido de la  d e fin ic ió n  de una u t il id a d  exacta. Supongamos, pues, que tra b a ja ­
mos con u tilid a d e s  exactas. E l investigador puede desear recabar mayor informa 
ción sobre 9  . Para e l lo  re a liz a rá  e l experimento E ( í? ,p  ( • / S ’ jJ  de
forma que sus opiniones in ic ia le s  expresadas por pa ( . )  pasarán a describ irse
a través de la  densidad p o s te rio r p ( . / x )  , de forma que la  u t i l id a d  ( in s is -
9
timos en que la  suponemos exacta) que se esperará de la  elección coherente 
vendrá dada por
J
Esta in te g ra l es función del resultado muestral x • Su v a lo r esperado respecto 
a la  densidad p re d ic tiv a  p ( • )  proporciona, a su vez,  la  u t i l id a d  esperada 
conocida antes de que e l  v a lo r  concreto del resultado muestral se obtenga. Re­
s u lta r ía s
J p x(x)  |  J  u ( p ^ ( 9 / x ) ,  $ ) . p ^ ( & / x ) . d 9  J  dx
Asi pues, y por e l  hecho de r e a l iz a r  e l  experimento E, se obtendría una ganan 
c ia  en la  u t il id a d  dada por la  d ife re n c ia
J  px M J u ( p j & / x ) , & ) . p ^ ( 9 / x ) . d ?  .dx -  J u ( p &( 9  ) , 9  ) .p^ (  & ) .dS -  .
Dicha d ife re n c ia  recibe e l  nombre de u t il id a d  esperada del experimento 
E .
Por o tra  p a rte , y con objeto  de d e c id ir  sobre e l v a lo r  o m érito de 
un experimento, es im prescindible oponer su u t il id a d  a su costo. Supondremos en 
todo lo  que sigue que tanto la  u t i l id a d  como e l  costo esperados de un experimen 
to vienen expresados en id én tic as  unidades para a s í g a ra n tiza r su com parabili— 
dad. Si expresamos por c ( E , x , 9 )  e l  costo de r e a l iz a r  e l  experimento E y 
obtener e l  resultado x cuando e l  v a lo r  verdadero del parámetro es 9 , en­
tonces antes de su re a liza c ió n  esperaremos un costo para E expresado a través
IO
de l a  doble in te g ra l
JJc (E ,x f S’ J.p ( x / 9  ) . p  ( ^ ) » d 9 » d x  a l c ( E , x ,  d ) . p  ( S j x J . d & . d xX g  J ) & x
Conocidos la  u t i l id a d  y costo esperados del experimento E , y denotados por 
U(E) y C(E) respectivamente, puede ya d e fin irs e  e l  v a lo r o m érito esperado 
del experimento E =» {x ,< £ > ,p  ( . / » ) )  como:
DEFINICION. E l v a lo r  o m érito esperado del experimento E =»^X,<£) , p ^ ( . / &  ) |  
viene dado por la  d ife re n c ia  entre  su u t il id a d  y costo esperados, esto es, 
W(E) -  U(E) -  C(E) .
Es c la ro  que la  coherencia del investigador exige que un experimento deberá rea
liz a r s e  siempre y cuando su v a lo r esperado w[ e ) sea p o s itiv o .
Notemos que la  expresión de w(e) es función del tamaño m uestral n • 
En e fec to ,  a l  r e a l iz a r  e l  experimento E(n) ) J  V obtener
e l  resultacto x(n)  , éste in f lu i r á  sobre la  expresión de la  densidad p o s te rio r,
apareciendo como incógn ita  en la s  dobles in te g ra le s  que definen a U(e ) y a 
C(e ) • Esta c ircu stan c ia  es l a  que p e rm itirá  posteriormente detrm inar e l  tama­
ño muestral óptimo.
Por ú ltim o , hemos caracterizado nuestro especial problema como uno 
de decisión en e l que la  función de u t il id a d  debe ser una adecuada medida de la  
inform ación. En este sentido es in te resan te  destacar los resultados encontrados 
por Bernardo (1979) en lo s  que pone en re lac ión  ambos conceptos, u t i l id a d  e ir i 
formación. Efectivam ente, cuando la s  preferencias del investigador vienen des­
c r ita s  a través de la  función de u t il id a d  u(p ( • ) ,  8 )  lo c a l ,=exacta y regu -
d
l a r  se demuestra que dicha función es la  lo g arítm ica  para, posteriorm ente, de­
mostrar que exigiendo su in v a rian za , la  u t il id a d  del experimento E « " { . X , ^ ,  
P^C./o- propuesto para r e a l iz a r  in fe re n c ia  sobre & es proporcional a l a  in  
formación esperada t a l  como la  hemos defin ido con a n te rio rid a d . Este resultado  
es fundamental y pone claramente de m anifiesto cómo en lo s  problemas de in fe ­
rencia  sobre e l  va lo r de una determinada cantidad a le a to r ia  9  desconocida, 
l a  u t i l id a d  del experimento consistente en obtener una muestra para in v e s t i­
gar su información es, precisamente, proporcional a é s ta . La exigencia de que 
la s  preferencias del in vestigador vengan descritas  por u tilid a d e s  lo c a le s , r e ­
gu lares, exactas e in va rian tes  es bastante suave. En e fe c to , ya se ha indicado  
que e l que la  u t il id a d  sea exacta responde a necesidad de coherencia y hon­
radez por parte del in ves tig ad o r, a f in  de que sus opiniones f in a le s  vengan
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descritas  por aqu ella  densidad que maximiza su u t i l id a d  esperada. La exigencia  
de que la  u t il id a d  sea, a su vez, in varian te  no es sino confirmación de que an 
te  transformaciones b iyec tivas  de la  cantidad de in te ré s  — y que, por tan to , 
n i enriquecen n i empobrecen para nada la s  h ipó tesis  de cada problema concreto -  
su u t i l id a d  permanece constante. La lo ca lid ad  supone que la  u t i l id a d  de tomar 
una descripción f in a l  depende únicamente de la  densidad de probabilidad re la ­
cionada con e l  v a lo r  verdadero de 9  . Y ,  por ú ltim o , la  condición de re g u la r i 
dad no es sino una exigencia opera tiva : l a  de ex is ten c ia  de segundas derivadas 
p a rc ia le s .
En e l  cap ítu lo  tercero  desarrollaremos tre s  tip o s  de funciones de 
u t il id a d  que lo  son, a su vez, de l a  información esperada y comprobaremos sus 
propiedades a f in  de determ inar qué propiedades de la s  satisfechas por l a  in ­
formación esperada siguen siendo ve rific a d a s  por e l la s .  Estas funciones de 
u t il id a d  p erm itirán , aplicándolas a los  dos ejemplos concretos desarrollados  
en e l próximo c a p ítu lo , obtener tamaños muéstrales óptimos a l  maximizar las  
correspondientes expresiones del v a lo r  del experimento E(n) •
CAPITULO 2
DOS MODELOS CONCRETOS. SUS DIFERENCIAS
En este cap ítu lo  vamos a presentar dos ejemplos elegidos por su 
carác te r i lu s t r a t iv o .  E l primero de e llo s , estudiado ya por L indley (1956) , 
será mencionado sólo en sus resultados; e l segundo, en cambio, se d es arro lla ­
rá  con exhaustividad. Ambos perm itirán  poner de m anifiesto e l ca rá c te r p rá c t i­
co de la  información esperada en esos dos casos concretos. Nos acompañarán a 
lo  largo de la  te s is  y serv irán  de comprobación p rác tica  a cuantas afirm acio ­
nes realicemos con posterio rid ad . En e l cap ítu lo  cuarto calcularemos para 
e llo s  la s  expresiones p a rtic u la re s  satisfechas por e l tamaño muestral óptimo 
y de la s  que podrá calcu larse dicho tamaño. Por o tra  p a rte , a l  comparar ara­
bas informaciones esperadas deduciremos de forma p rác tica  la  no a p ro x im iti— 
vidad que, respecto a l modelo normal, tien e  e l ejemplo desarrollado en la  
sección segunda.
2 .1  EL MODELO NORMAL
El modelo normal -  desarrollado ya por Lindley (1956) , por lo  
que omitiremos cualqu ier cá lcu lo , lim itándonos a dar simplemente e l re s u lta ­
do — es de gran im portancia en cua lqu ier desarro llo  práctico  en e l que in ­
tervenga e l v a lo r esperado de un experimento como función de la  inform ación  
que proporciona. E llo  es debido a que en muchas ocasiones sus resultados pue­
den extenderse a otros sistemas en los  que las  densidades de probabilidad son 
d is t in ta s , bastando aproximar la  densidad in ic ia l  que describe la s  opiniones 
in ic ia le s  del investigador sobre e l parámetro por una densidad aproximadamen­
te normal, siempre que esto sea fa c t ib le .
Supongamos, pues, una población normal N (9  , <f) de media 9 y 
desviación t íp ic a  G conocida. La media 9 actúa como cantidad de in te ré s  y 
a f in  de aumentar la  información que a p r io r !  se dispone de e l la ,  se obtiene
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una muestra de la  población a n te r io r  de tamaño n , esto es, x (n ) • Supongamos,
a su vez, que las opiniones iniciales que el investigador tiene sobre 9 vienen
descritas  por o tra  normal N (í^ f <£) • Bajo estas h ipótesis  la  d is trib u c ió n  pos
terior de 9 es N(© , C) , donds
n. *
x =» x /  n , esto es, la  media muestral ,
9  =• ( nx<^2 + G*2 © ) /  ( n<T2 + G*2 )/A w v
2 2 2 . r 2 2 >
<?n = * < r 6 G * / ( n G ,0 + f f )  •
Teniendo en cuenta la s  defin ic iones dadas para la  entrop ía  y la  inform ación es
perada, puede encontrarse en Lindley (1956) las  s iguientes igualdades:
H(N(S,<r0 ) )  .  ¿ lo g (2 tfe<ro2 )
Ex (n )HCNC9n,< r j )  = ¿ lo g (21te < s f)
s <r2
I  { E (n ) ,N (^  ,<T )J -  ¿ lo g (l + n —
<r
Notemos que, efectivam ente, la  información esperada proporcionada por e l  expe­
rimento E(n) v e r i f ic a ,  en e l modelo normal, las  propiedades mencionadas para 
la  información esperada en general* Y a s í,  es estrictam ente p o s it iv a , v e r i f ic a  
l a  misma a d itiv id a d  para e l  experimento suma que la  indicada para la  informa­
ción esperada, y , considerada como función del tamaño muestral es c re c ie n te , 
a l serlo  la  función lo g a rítm ic a , y cóncava, por id é n tic a  razón.
Acabamos de a firm a r, para ju s t i f ic a r  la  im portancia del modelo ñor 
mal, que muchas situaciones pueden reducirse a la  especificada por dicho mode«* 
lo  aproximando la  densidad in ic ia l  por o tra  aproximadamente normal* En e fe c to , 
mencionemos e l resultado encontrado por Bernardo (1979)** y que posteriormen­
te aplicaremos para comparar los  dos modelos citados en e l  presente c a p ítu lo .
Es conocido qus s i ^  83 una transformación b iy e c tiv a  de l a  cantidad
de in te ré s  ss v e r if ic a
I^{E(n),Pd( .)J  - I { E(n),p^(.)J
Pues bien, si la transformación ^ ^ í ^ )  8S además tal que la densidad de
probabilidad a la que da lúgar es aproximadamente normal de precisión ho
(definiendo como precisión la inversa de la varianza) y bajo ciertas hipóte­
sis adicionales sobre las densidades p ( * / 9 )  y p (.) y expresiones reía—
x ©
clonadas con ellas, entonces
I ^ E ( n ) , p (•)} - ¿log(l + j í )  + £ (i)
o
donde
lim £ =* 0 
n ■ —» «o
nh ^  n í  p ).d«j> Y  » ^  C (s© )
- V r  ^
p(x(n)/'<p ) .  ------— log  p (x (n )/v i ) ,  dx(n)
X (n ) T Qf  T
Es evidente l a  im portancia de este resu ltado . Cuando re s u lta  d i f í ­
c i l  e l  cálculo de la  inform ación esperada para una c ie r ta  densidad a p rio rd  
p ( • )  , podemos conocer su comportamiento en muestras grandes, en d e f in it iv a ,  
su comportamiento a s in tó tic o , a través de la  expresión ( i )  y a p a r t i r  de una
transformación b iy e c tiv a  -  tp ( 8 ) , con densidad p ( • )  ■ T (p ( • ) )  apro-
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ximadamente normal. De esta forma, en aquellos casos en los que sea imposible  
conocer la  información esperada exacta, siempre se podrá disponer de una idea  
aproxim ativa a través de la  información aproximada ( i )  , siempre y cuando pue­
da presuponerse que la  densidad P~(«) pueda aproximarse, con c ie r to  grado de
y
bondad, por una densidad de probabilidad normal.
2 .2  INFORMACION ESPERADA PARA UNA POBLACION UNIFORME Y OPINIONES INICIALES 
DESCRITAS POR LA DISTRIBUCION DE PARETO
La d is trib u c ió n  de Pareto ha sido estudiada con exhaustividad  
(A lca id e , 1966) en Econometría, como medida de la  d is trib u c ió n  de la  renta  
en una población de ren ta  mínima . Este l ím ite  mínimo puede f i ja r s e ,  por 
ejemplo, por disposiciones sobre impuestos (Hagstroem, 1925 y 19 44) . Por 
o tra  p arte , la  d is trib u c ió n  uniforme es representativa  de todos aquellos casos 
en los  que no existen  puntos más o menos probables que los otros en un in te r ­
valo re a l dado. La u t il iz a c ió n  combinada de la s  dos d is tribuc iones an terio res  
conduce a considerar e l s igu ien te  e in te resan te  modelo: una población u n ifo r­
me en e l  in te rv a lo  ( 0 , 9 )  , donde (como puede aprec iarse) su l ím ite  superior 
es v a ria b le  y constituye e l  parámetro sobre cuyo v a lo r  e l investigador desea 
re a l iz a r  in fe re n c ia . Precisamente sus opiniones in ic ia le s  vienen expresadas 
a través de la  densidad de Pareto , con parámetros 0# > 0 ' y k > O . A  f i n  de
2 1
disponer d8 mayor inform ación, e l  investigador re a liz a  e l  experimento E(h) **
consistente en obtener una muestra de tamaño genérico  
n de la  población uniforme. Es conocido (DeGroot, 1970) que bajo la s  h ip ó tes is  
an terio res  la  d is trib u c ió n  a p o s te rio r! de la  in ic ia l  de Pareto es siempre o tra  
d is trib u c ió n  de Pareto (se t r a ta ,  por tan to , de la  fa m ilia  conjugada de d is t r i ­
buciones de probabilidad para este modelo y en e l  sentido de R a iffa  & S c h la ife r ,  
1961), lo  que hace que este sistema tenga una acusada opera tiv idad .
Con la s  h ipótesis  an terio res  demostremos e l s igu iente
TEOREMA 2 .2 .1
Siendo x (n ) =* (x ,x  , . . . , x  )é x (n )  una muestra a le a to r ia  de una pob la- 1 2  n
cidn uniforme en ( 0 , 9 )  ; s i 9  se d is trib u ye  in ic ia lm en te  según una
Pareto, P (./SL ,k )  /en to n ces
w ®
i e {E (n ) ,P e ( . / 9 o ,k )J  -  l o g ( l + £ )
y donde E(n) s* ^ X (n ) ,^ 9 >,+  «o í  . i / » j  es e l  experimento rep e tic ió n  n
veces del consistente en obtener un dato de la  población uniforme U (0 ,9 )
Demostración,- Es conocido (DeGroot, 1970) que s i obtenemos una 
muestra de tamaño n de la  población a n te r io r , la  d is trib u c ió n  p o s te rio r de 
9  , una vez obtenida dicha muestra, es una d is trib u c ió n  de Pareto con pará­
metros 9^  y k+n , donde
^  máx( 9  ^ , x^ jX ^ ,. .  .  , xn) ^ 0  .
Con la  notación a n te r io r  re s u lta rá , pues,
Pe ( 9  ) -  k 9^ / 0 k+1 9 > 90
2. p ( x / 9  ) -  1 / 9  0 ¿ x  9
3. p ( % (x (n ) /9  ) -  l / £ n x ( n ) é ( 0 , 9 ) n
x v.n J k k+n+1 n
P M  fl(xCn), 0 ) -  k a , / 8 a > 90 , xCn) «  (0, e  )"
x l nJfü k+n k+n+1
5. P ^ ( 9 / x ( n ) )  -  (k + n )9 A /  9 S >
De ahí*'se tien e  que
PB( P / x ( n ) )  . . .
Px(n) ,0 ( x ( n ) , 8 ) -1Og P9 ( e 'J Ck*o ) a ° 9 J 7 k "  +
+ ( k(k+n) 9,k / Q k+r>f1) . lo g  -  ( n k /  / 9  k+n+1) , lo g  8
De donde
• o  .
I * {  E (n ) ,P  f./ae,k)J « j  j  (k /© k+n+1).log((k+n)/k(^k).dx(n).d0
(0,9)n
90
k ,  * . k+n+1
+ /  /  (k &© (k + n ) /9 ) . lo g  ^  .dx (n ) .d&  «r
«>te r
«o /
(n k s j*  / & k+n+^} , log  9 • d x fn j .d #
\  " ( o e r
siendo
-OO f
(k 90k/ 9 k+rH’1) .lo g ( (k + n ) /k  ©j^J.dxfnJ.d© -  lo g ( l  + £ ) -  k .lo g  ©e 
% ^(o.e)n
\  (ot9)
Calculemos ahora
k , _ k+n+1 % . /■ -v . « n
k n.
( n k í ^ / P  ) . l o g 9  . d x ( n ) . d £  -  -  + n .lo g  &"© .
/  log& d .dx(n)  -  ]  . í ? ] .  / l o g  máx(90 ,x  f x t . . . , x  ) .dx  .dx . . . d x  + 
-'fo.e)"' „ "o 1 n i ¿ n
n
+ ¿  ( " )  /  • " ? •  /  /  /  lo g  máx(e# , x 1,x2 , . . . , x n) .d x 1.dx2 . . . d x n =
P=1 Jc 9 i  \  »o
t * r j r99
-  J log 90 •dx1.dx2 . . . d x n +
0 o« 8 -8. *9
/ • (  } {  [  ( } [
*  £  ( ) /  • • • • •  /  y  • • « * • /  log máx(x^|x^i• • • fx^) • dx^• dx^»• • dx^ ■
p»1 P o o ** A  n n
n f 9 /*/ , , /*/n _ ^  -n-y n—p / / t p— 1 ) /
-  9 # . i ° g ao + 2 _  t pJ 9 0 mPJ  J   y  log x1* dx1* dx2* * * dx
p=*1 &© *©
-  8 ^ - l o g ^ 0 + ¿ T  Q  p ( x x • ^
P-1 9,
.9 , h
-  e ” ,lo g ^ 0 + ^  ^  ( " )  »p ( l o9 x«dx •
Calculemos e l  sumatorio que aparece en la  ú ltim a in te g ra l:
n n p—1
<r~ /-Ha _ n-p , ,p -1 ,n A , ■»i  n -p t i  ,p -1  , p -1 - i
Z _  y »  m » C * - 0  -  £ _  p -C ) £ _  C-1) & • ( * ) • *
p-1 p p-1 p i - 0  °
Desarrollando e l doble sumatorio re s u lta r ía :
¿LJ
f r 1 \ »1  ^ rn1 (
p -2 , 1- 0,1 2( 2 ) | C 0 ) e o x j
.n-i f ,2 i  n—3 2 r2-\ n—2 n—1 l
p=3, i - 0 ,1 ,2  3 (3 ) ( C 0 ) 9 o *  - ( ^ 9 »  x + (2 ^ «  J
y as i sucesivamente hasta
, u  n J  rn-2, n-2 />n-2-, 2 n-3
p=n-1, i=0,1,2,...,n-2 1 0 »* “  ^ 1 ^ X + ••• +
, ,n -2 ,n -2^  n-1 l
+ H )  G K  ;
 ^ - r, - rn  ^ / r11" ^  n—1 /-n-l* n“2p-n, i=*0,1,2, ■ • • ,n—1 n( J i (. n J* l * "*■ ••• "tn  ^ u i °
*  t - i r ’ o r ’ J
Sumando diagonalmente, puede sacarse fa c to r  común a los términos de la  forma
m-1 n—m
x 0 O , resultando:
» r ’ {  < x >  -  *  3 (3 )c¡> *  -  *  < - '>” i o o  J *
*  c * -  k > o  -  < K ‘  *  . . . . .  i i r o o j  *  -  *
Salvo para e l  últim o térm ino, la  representación genérica de la  suma de los  
números combinatorios en tre  corchetes admite como expresión la :
mO O  -  + (nH-2 ) 0 0 + — + ( - 1^ 1" 0 0m □ tiH-1 1 m+2 2 n n—m
donde m la  suponenmos constante en la  a n te r io r  expresión. La a n te r io r  suma 
admite la  sigu iente representación abreviada:
n-m • j  . n““m j ,  j .n wm+i-1% r , í  r n-1 wrrrt-i-1
c  c i ) i ( - i ) G ) ( " r >  ^ H f n C í r r )  -
i=*D 1=0
^  , . , i  (n-1)! (rtH-i—1 )! (n-1)! ^  , ^ i  1n (-1J   = n -------  2L- M J --------------
i=»0 (mfi-l) l(n-m-i) !i!(m-l)! (m-l)! i=0 i!(n-n>-i)!
Cn"0f ™  ( - 0 1 .  nQ  g  (- , ) 1 c 7 )  -  o .
[n>-l) f (n -m)! i=*0 (n—n > -i) ! i!  i=Q
Así pues, e l  doble sumatorio (2 ) se reduce a l termino correspondiente a p=n , 
i=>0 , esto es, a l término
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De a h í que
/•n-vz-n- 1-v n-1 n-1
n (nK  Q Jx =* nx
í  . .. n _ / n—1 n _ 1 , _ n n .J  lo g  & .d x (n )  = 9 o . lo g © 0 + / nx . lo g  x .d x  = 9  . lo g ©  -  - ( . 9  -  0 O J •
C o,© )
F in a lm e n te ,
k (k+ n ) 9*
£ J lo g  © £ .d x (n ) J  d 9
\  0 k+Rf1 ■'co.w*
k (k + n ) &-0 n 1 n n 1
 ^  logd “  “  9o 53 n f lo g  ©o + - )  + k . lo g  9C
'«o 9
Uniendo ya  todos lo s  re s u lta d o s  p a rc ia le s  o b te n id o s , r e s u lta  en ú lt im o  té rm in o : 
I 9 {  E ( n ) ,P ^ ( . /d  ,k)J = lo g ( l  + £ ) -  k . lo g  9, -  £ -  n . lo g 9 0 +
+ n ( lo g  90 + “ ) + k . lo g  90 =» lo g ( l  +
( c . q . d . )
Puede re p re s e n ta rs e  g rá fic a m e n te  a 1 E ( n )  ,P^ ( • /8 ^  ,k )  J  en fu n ­
c ió n  de k y de n , y para  d is t in to s  v a lo re s  de n y k , re s p e c tiv a m e n te .
Es e v id e n te  que la  in fo rm a c ió n  esperada p ro p o rc io n a d a  p o r  E (n ) debe s e r ma­
y o r ,  para  cada k , que la  dada p o r E ( n - l )  , como queda re co g id o  en la  f ig u r a  1
n=3 n=*4
1/ ( b - 1) 2 / (e—1) 3 / (e—1) 4 / [ e - l ) k
F ig u ra  1 .— R epresen tac ión  de I E ( n ) , P e ( m/90, k ) J  pa ra  d is t in t o s  v a lo re s  de n , 
como fu n c ió n  d e l parám etro  k de la  d is t r ib u c ió n  a p r i o r i .
E l c a rá c te r  c re c ie n te  y cóncavo de l a  in fo rm a c ió n  esperada como fu n  
c ió n  d e l tamaño m u e s tra l (supuestam ente c o n tin u o ) queda re co g id o  en la  f ig u r a  2 .
k=1
k=2
k=4
k=>5
1
e—1 2e-2 3e—3 4e-4 5e—5 n
F ig u ra  2 , -  R ep resen tac ión  de I *  E ( n ) 9 C• / ®o P ^ a  d is t in t o s  v a lo re s  de
k , como fu n c ió n  d e l tamaño m u e s tra l n •
La f ig u r a  3 , que no es s in o  la  s u p e rp o s ic ió n , en t r e s  d im ens iones , 
de la s  dos p rim e ra s  f ig u r a s ,  es la  re p re s e n ta c ió n  g r á f ic a  de la  s u p e r f ic ie  in ­
fo rm a c ió n  esperada en fu n c ió n  de la s  dos v a r ia b le s  n y k que in te r v ie n e n  
en su d e f in ic ió n .
Un hecho in te re s a n te  a d e s ta c a r , deducido d e l a n te r io r  teorem a, 
c o n s is te  en que l a  in fo rm a c ió n  esperada t o t a l  o b te n id a  t r a s  r e a l iz a r  e l  expe­
r im e n to  E (n ) sobre  la  p o b la c ió n  U ( ü , 9 )  y cuando 9  se d is t r ib u y e  i n i c i a l -  
mente según una densidad de P are to  con parám etros  8* y k , no depende d e l pa­
rám etro  o  l í m i t e  i n f e r i o r  de lo s  v a lo re s  de 9  . Este  hecho, aná logo  a l  o— 
c u r r id o  en e l  modelo norm al re s p e c to  la  media de l a  d is t r ib u c ió n  i n i c i a l ,  su­
pone que d ich o  parám etro  es ir r e le v a n te  a l a  h o ra  d e l p o s ib le  d iseño  de un ex­
p e rim en to  que venga expresado en té rm in o s  de dependencia  ú n ic a  de l a  in fo rm a ­
c ió n  espe rada . P rec isam en te , en e s tu d io s  sobre  l a  d is t r ib u c ió n  de l a  re n ta  y 
cuando é s ta  v ie n e  re p re se n ta d a  a p a r t i r  de la  d is t r ib u c ió n  de P a re to , e x is te  
c ie r t a  d i f i c u l t a d  en d e te rm in a r e s ta  co ta  i n f e r i o r .  P or e l l o ,  e l  que d ic h a  
co ta  sea i r r e le v a n te  en e l  c á lc u lo  de la  in fo rm a c ió n  esperada p ro p o rc io n a d a  % 
p o r la  m uestra  u n ifo rm e  es in te r e s a n te ,  toda  vez que únicam ente hay 
mar e l  v a lo r  d e l parám etro  k ,
R epresen tac ión  de l a  s u p e r f ic ie
en fu n c ió n  
de la s  v a r ia b le s  n , tamaño mués 
t r a l ,  y k f parám etro  de la  d is ­
t r ib u c ió n  i n i c i a l .
Resulta evidente, pues, e l  s igu iente  
COROLARIO 2 .2 .1
Si x(n)  = fx, • ,x^) es una muestra a le a to r ia  de una población uni» .
forme en ( 0 , 9  ) , con 0  desconocido; s i  la s  opiniones in ic ia le s  sobre 
$  se describen por una d is trib u c ió n  perteneciente a la  fa m ilia  de d is­
tribuciones de Pareto, con parámetro f i j o  k > 0  , y siendo cualesquie­
r a ,  entonces la  información esperada proporcionada por e l experimento 
E(n) » {x (n )  ,}s#.«>Í,1/s} , viene dada por
I * { E ( n ) , P e ( . / . , k ) J  -  lo g ( l  + £ )
Teniendo en cuenta que la  en trop ía  para una d is trib u c ió n  de Pareto 
viene dada por
k . _ k '
1+k
obtenemos por d ife re n c ia  entre  la  información esperada y la  entropía que la  
en trop ía  esperada para una densidad de Pareto, con parámetros d0 y k , admi­
te  como formulación la  s ig u ien te :
1+k
Ex (n )H^ 9 ^ £o , k ^  “ l o 9 ( V ( k+n)}  + ~
y donde la  muestra x(n) es e x tra íd a  de una población uniforme en ( O , © ) *  No 
temos que, efectivam ente, la  inform ación esperada proporcionada por E(n) verí. 
f ic a  en este modelo de población uniforme y densidad in ic ia l  de Pareto, la s  
propiedades citadas para una inform ación esperada en general. Y a s í,  l a  in fo r ­
mación I  { E ( n ) , P 9 ( . / » e , k ) j  es estrictam ente p o s itiv a , v e r i f ic a  id é n tic a  a -  
d itiv id a d  para e l  experimento suma que la  indicada para la  inform ación espera­
da y , considerada como función del tamaño muestral n , es crec ien te  y cóncava 
a l serlo  la  función logaritm o.
Finalm ente, la  ta b la  de la  s igu ien te  página contiene una s e rie  de 
valores de (« /8 0 »k)J para valores concretos de n y k .
VALORES DE I 8 {  E (n ) f P^  , k ) j  PARA CIERTOS VALORES DE n V k
0*1 0*2 0*3 0 *4 0 *5 C *75 1 2*5 5 t~>»5 10 25 50 75 100
1 2 '3 97 9 1*7918 1*4663 1 2528 1 '0986  0 8473 0*6931 0*3364 0*1823 0 1252 0 0953 0 0392 ü 0198 0 '0 1 3 2  0 0100
2 3*0445 2*3979 2*0369 1 7918 1*6094 1 2993 1 '0986 ' 0*5878 0 '3 36 4  0 2364 0 1823 0 0770 0 0392 0*0263 0 0198
3 3*4340 2 '7 7 2 6 2*3979 2 1401 1 '9459 1 6094 1*3863 0*7865 0*4700 0 3365 0 2624 0 1133 0 0583 0*0392 0 0296
a 3*7136 3*0445 2*6626 2 3979 2*1972 1 8458 1'6094 0*9555 0 *5878 0 4274 0 3365 0 1484 0 0770 0*0520 0 0392
5 3*9318 3*2581 2*8717 2 6027 2 '3 97 9 2 0369 1*7918 1 '0986 0 '6931 0 5108 0 4055 0 1823 0 0953 0 '0645 0 0488
6 4*1109 3*4340 3*0445 2 7726 2*5649 2 1972 1'9459 1*2238 0*7885 0 5878 0 4700 0 2151 0 1133 0*0770 0 0583
7 4*2627 3*5835 3*1918 2 9178 2 '7081 2 3354 2 '0794 1 '3350 0*8755 0 6592 0 5306 0 2469 0 1310 0 '0892 0 0677
8 4*3944 3 '7 13 6 3 '3202 3 0445 2 '8332 2 4567 2 '1972 1'4351 0 '9555 0 7259 0 5878 0 2776 0 1484 0*1014 0 0770
9 4*5109 3*8286 3*4340 3 1570 2 '9 44 4 2 5649 2*3026 1*5261 1 '0296 0 7885 0 6419 0 3075 0 1655 0*1133 0 0862
10 4*6151 3 '9 31 8 3 '5361 3 2581 3*0445 2 6626 2*3979 1*6094 1 '0986 0 8473 0 6931 0 3364 0 1823 0*1252 0 0953
20 5*3033 4*6151 4*2146 3 9318 3*7136 3 3202 3 '0445 2 '1972 1*6094 1 2993 1 0986 0 5878 0 3364 0 *2364 0 1823
30 5*7071 5 '0173 4*6151 4 3307 4 '1 1 0 9 3 7136 3*4340 2*5649 1*9459 1 6094 1 3863 0 7885 0 4700 0*3365 0 2624
40 5*9940 5*3033 4*9003 4 6151 4 '3 9 4 4 3 9951 3*7136 2*8332 2 '1972 1 8458 1 6094 0 9555 0 5878 0 '4274 0 3365
50 6*2166 5*5255 5*1220 4 8363 4*6151 4 2146 3 '9318 3 '0445  2*3979 2 0369 1 7918 1 0986 0 6931 0*5108 0 4055
60 6*3986 5*7071 5*3033 5 0173 4*7958 4 3944 4 '1 10 9 3 '2189 2 '5649 2 1972 1 9459 1 2238 0 7885 0 '5 8 7 8 0 4700
70 6 '5 5 2 5 5*8608 5 '4567 5 1704 4 '9 4 8 8  4 5468 4*2627 3 '3673 2 '7081 2 3354 2 0794 1 3350 0 8755 0 *6592 0 5306
80 6*6859 5*9940 5*5897 5 3033 5 '0 81 4  4 6790 4 '3 9 4 4 3*4965 2 '8322 2 4567 2 1972 1 4351 0 9555 0 '7259 0 5878
90 6 '8 0 3 5 6*1115 5*7071 5 4205 5 '1 9 8 5  4 7958 4*5109 3*6109 2 '9 44 4 2 5649 2 3026 1 5261 1 0296 0*7885 0 6419
100 6 '9 0 8 8 6*2166 5*8121 5 5255 5 '3 0 3 3  4 9003 4*6151 3*7136 3*0445 2 6626 2 3979 1 6094 1 0986 0 '8473 0 6931
200 7 '6014 6 '9 0 8 8 6*5038 6 2166 5 '9940 5 5897 5*3033 4 '3944 3*7136 3 3202 3 0445 2 1972 1 6094 1*2993 1 0986
300 8*0067 7 '3139 6*9088 6 6214 6 '3 9 8 6 5 9940 5*7071 4 '7 9 5 8 4*1109 3 7136 3 4340 2 5649 1 9459 1*6094 1 3863
400 8*2943 7 6014 7*1962 6 9088 6*6850 6 2810 5 '9940 5 '0814  4*3944 3 9951 3 7136 2 8332 2 1972 1 '8458 1 6094
500 8 '5 17 4 7 '8224 7*4192 7 1317 6*9088 6 5038 6*2166 5*3033 4*6151 4 2146 3 9318 3 0445 2 3979 2*0369 1 7918
600 8*6997 8 *0067 7 '6 01 4 7 3139 7 '0 90 9 6 6859 6 '3 98 6  5*4848 4*7958 4 3944 4 1109 3 2189 2 5649 2*1972 1 9459
700 8 '8 5 3 8 8*1608 7*7555 7 4679 7*2449 6 8398 6*5525 5 '6384 4 '9 48 8 4 5468 4 2627 3 3673 2 7081 2 '3354 2 0794
800 8 '9 87 3 8 '2943 7 '8890 7 6014 7*3784 6 9732 6 '6850 5 '7714 5 '0814  4 6790 4 3944 3 4965 2 8332 2 '4567 2 1972
900 9 '1051 8 '4121 8 '0067 7 7191 7 '4961 7 0909 6*8035 5 '8889 5*1985 4 7958 4 5109 3 6109 2 9444 2 '5649 2 3026
1000 9 '2 1 0 4 8*5174 8 '1120 7 8224 7 '6 01 4 7 1962 6 '9088 5 '9940 5 '3033 4 9003 4 6151 3 7136 3 0445 2*6626 2 3979
¿y
2 .3  APROXIMACION A AMBOS MODELOS. SUS DIFERENCIAS
Desarrollado e l  modelo a n te r io r , a l  compararlo con e l  modelo normal 
destaca claramente e l  que la s  expresiones obtenidas para la s  informaciones es­
peradas son de gran s e n c ille z  en ambos, reduciéndose a simples funciones loga­
r ítm ic a s . Esta c ircustancia  es tanto más patente cuando comparamos estos resu¿ 
tados con lo s  de o tros ejemplos, como puede ser e l  modelo binomial desarro lla ­
do por Lindley (1956) , Bernardo (1975) y Basulto & Bernardo (1978) • En los  
traba jos  de los  autores citados pueden encontrarse expresiones mucho más con>- 
p le ja s  -  y , por e l lo ,  menos operativas -  para la  información esperada.
El problema queda patentizado con gran én fasis  cuando nos encontra 
mos poblaciones y densidades in ic ia le s  para la s  que e l  cálcu lo  de la  informa­
ción esperada se hace extraordinariam ente d i f í c i l .  Para reso lver esta circus­
tan c ia  hay que buscar procedimientos in d ire c to s , como pueden s e r, por ejemplo, 
e l estudio de una información esperada ante una transformación b iy e c tiv a  de la  
cantidad de in te ré s  o aproximar la  información esperada por la  obtenida median 
te  transformaciones b iyec tivas  de la  cantidad de in te ré s  que sean aproximada­
mente normales.
E l primero de estos caminos permite la  obtención exacta y no apro­
ximada de la  inform ación esperada. Supongamos, por tan to , que dada la  población
que se d is trib u ye  con densidad p ( • / ©  ) , e l  cálcu lo  de la  información espe-
x
rada para una densidad in ic ia l  re s u lta  extraordinariam ente complejo.
Sin embargo, s i  se lo g ra  encontrar una transformación b iy e c tiv a  de la  cantidad  
de in te ré s , la  a ( & ) » t a l  que la  correspondiente densidad in ic ia l  trans  
formada
P(fC.) - Tf (pe(.))
haga que e l  cálculo  de sea conocido, e l  problema e s ta r ía  r e -
0
suelto  a l v e r if ic a rs e , en este caso de transformación b iy e c tiv a , que la s  in fo í*  
maciones esperadas ú t i l  y to ta l  son ig u a les . De esta  forma podría conocerse 
con to ta l  exactitud  la  información esperada que, calculada directam ente, era  
de problem ática obtención.
Por ejemplo, supongamos una población que se d is trib u ye  uniform e- 
mente en e l  in te rv a lo  (ü,<J^e ) ,  siendo 9 la  cantidad de in te ré s . Si 9  se
d is trib u ye  exponencialmente con parámetro k , esto es, s i
p í 0  ) ■ k .e x p (-k  0  ) 9  > G
V
anulándose la  densidad para valores negativos del parámetro, es conocido (De
0
Groot, 1970 J que la  transformación b iy e c tiv a  tp *■ ^oe proporciona una den 
sidad in ic ia l  para *p dada por
P^ C f  ) -  k ij)0k k+1 , f  > fo
esto es, una densidad de Pareto con parámetros vp0 y k . Denotando por E(k)
a la  d is trib u c ió n  exponencial de parámetro k , siendo p ( . / 9  ) una densi-
0 x
dad de probabilidad uniforme en (0 , ) , rea lizado  e l experimenro E(n)*
E(n)> = { ( 0 , ^ e  ) ,  R+ , E(k)J ,
puede afirm arse que 
0
I {E(n)',E(k)J =lcig( l+£)
que no es sino la  información esperada deducida en la  sección a n te r io r .
Este procedimiento de obtención exacta de informaciones esperadas 
a p a r t i r  de o tras conocidas es de una gran elegancia , aunque a veces re s u lta  de 
d i f í c i l  ap licación dado que debe conjugarse e l comportamiento tanto de la  densi 
dad in ic ia l  como e l de la  población sobre la  que se extrae la  muestra. De ahí 
que haya que buscar procedimientos a lte rn a tiv o s  que, s i  bien no proporcionan 
una información esperada exacta, s í  pueden adm itirse como aproximaciones a s in -  
tó tic a s  en muestras grandes. Efectivam ente, cuando re s u lta  d i f i c i l ,  sino impo­
s ib le ,  e l  cálculo de la  inform ación esperada para una c ie r ta  densidad a p r io r i
p ( • )  , será in teresante  conocer, a l  menos, su comportamiento aproximado en 
9
muestras grandes. En d e f in it iv a ,  su comportamiento a s in tó tic o . Por ejem plo, es 
ta  es la  idea expresada en la s  re lac iones ( i )  , donde puede apreciarse la  s i­
m ilitu d  de dicho resultado
¿ lo g (l + n £ - }  
ho
con la  información esperada proporcionada por e l  modelo normal
¿ lo g (l + n
<r
2
toda vez que h no es sino la  p recis ión  (h =*1/<T ) de l a  densidad aproxi o o o —
madamente normal.
Ibragimov & Has'Minsky (1973) obtienen un inportan te  resultado a 
f in  de aproximar una información esperada mediante expresiones as in tó tic a s  cuan
do e l  tamaño muestral es gmnde, exigiendo solamente c ie rta s  condiciones de re
P ( • / & )  • Suponiendo además transformaciones b iyectivas  aproximadamente nor­
ia  im portancia del modelo normal en la  primera sección de este ca p ítu lo .
ex is ten c ia  de una d ife re n c ia  fundamental entre  e llo s  que, además, vulnera las  
condiciones necesarias exig idas por Ibragimov & Has'Minsky (1973) para po-
mediante alguna de las  fórmulas deducidas por dichos autores. En efecto,; a 
d ife re n c ia  de, por ejemplo, e l  modelo normal, en e l  segundo de los  ejemplos e l  
rec in to  en e l  que toma valores e l  dato x depende del parámetro & , estando, 
por e l lo ,  extendidas la s  in te g ra le s  correspondientes a l ím ite s  de in tegración  
que son funciones de ® , t a l  como puede apreciarse de la  sección a n te r io r . La 
especial d e fin ic ió n  del modelo uniforme con densidad in ic ia l  de Pareto no ve­
r i f i c a ,  por ejemplo, la s  condiciones necesarias de continuidad uniforme e x ig i­
das para la  aprox im itiv idad  de la s  expresiones encontradas por Ibragimov & 
Has'Minsky (1973) • Este resultado queda comprobado de forma e fe c tiv a  median­
te  la  demostración de los  teoremas s igu ien tes , donde se in te n ta  a p lic a r  la s  
fórmulas ( i )  a l  modelo de la  sección segunda. De esta forma quedará compro­
bado que aproximando la  información I  { é ( n ) ,P 6 ( . / 9 ,  , k ) |  mediante (1 ) se 
obtiene , en e l  l ím ite  (esto es, con muestras extraordinariam ente grandes) una 
información esperada aproximada que es mitad de la  obtenida directam ente.
TEOREMA 2 .3 .1
En una población uniforme en ( 0 , 9  ) se describen la 3  opiniones in ic ia?- t 
le s  sobre e l  parámetro 9  a través de una d is trib u c ió n  de Pareto , de pa­
rámetros % y k • Para cualqu ier transformación b iy e c tiv a  ^ ( ^  )
de la  cantidad de in te ré s , l a  constante h que aparece en la  expresión  
de la  aproximación ( i )  es:
donde: p ( • )  es la  coorespondiente densidad in ic ia l  de la  nueva can ti—
gularldad a c ie rta s  expresiones relacionadas con la s  densidades p ( • )  y
&
males de la  cantidad de in te ré s , Bernardo (1979^ o b tie n e  la  aproximación a s in -  
tó t ic a  expresada por e l  conjunto de fórmulas ( i )  , mencionadas ya a l hab lar de
De la  comparación de los dos modelos desarrollados observamos la
der aproximar en muestras grandes la  información esperada
dad de in te ré s  , deducida de la  transformación <p =* <p (9  ) aplicada  
sobre P^(») » 1Q3 in te g ra le s  an te rio res  están extendidas a =* \j> (á> ) ,
p , ; í r ) - 3 f  í p , í t »
Demostración.- Denotemos por $  *» f  ( vp) a la  inversa de la  tra n s fo r  
mación b iy e c tiv a  cj** ) • Supongamos que l a  densidad in ic ia l  para la  nueva 
cantidad de in te ré s  vp es P ^ (0 »  donde
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de forma que la  transformación b iy e c tiv a  =* f ( *j> ) debe v e r i f ic a r  que
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Suponiendo v á lid a  la  aprox im itiv idad  expresada por ( i )  , siempre 
que h fuese f in i t o  la  información esperada I  { ^ ( n ) f Pp(./%£ t^ )J  podría  
aproximarse por la  expresión
¿ lo g (l + n
no
en la  que , que es la  precis ión de la  densidad aproximadamente ñor
mal, es también una cantidad f in i t a .  Sin embargo, l a  bondad de esta aproxima­
ción — como era  de esperar a l no v e r if ic a rs e  todas la s  condiciones necesarias  
exig idas -  es realmente burda, como queda puesto de m anifiesto  a l compararla 
con la  información esperada exacta en e l l ím ite
l o g ( l  +  
l im , , - - - a 2
n yao  ^lo g ^  + n ÍL j.
h
o
independientemente de cua lqu ier conjunto de valores f in i to s  para k , h y
h (como comprobaremos ahora mismo, l a  f in itu d  de h quedará garantizada  
o
por e l teorema 2 .3 ,2  ) ,  Por o tra  p a rte , e l  l im ite  a n te r io r  in d ic a  que la  in ­
formación exacta en e l  modelo de población uniforme y densidad in ic ia l  de Pa­
re to  es, con la  exactitud  que se desee sin  más que considerar tamaños muéstra­
le s  suficientem ente grandes, doble que la  información proporcionada por la  
aproximación ( i )  • Este resultado confirma la  im posib ilidad  de aproximar la  
información esperada del modelo de la  sección segunda mediante la s  fórmulas 
de aproximación ( i )  .
TEOREMA 2 ,3 .2
Bajo las  h ipó tes is  del Teorema 2 ,3 ,1  , y siendo p ^ ( . )  una densidad 
aproximadamente normal, se deduce que la  constante h de l a  expresión  
C3) es f in i t a .
Demostración•— Dado que P^(«) es aproximadamente normal, puede 
suponerse que lo  es segón una N(0, 1 ) , bastando para e l lo  norm alizar la
nueva cantidad de in te ré s , • Por ta n to , puede e s c rib irs e :
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Son evidentes la s  igualdades: 
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Así pues, la  expresión (3 )  admite la  s igu ien te  formulación:
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Calculemos por partes la  in te g ra l a n te r io r :  
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Estudiemos e l  l im ite  de la  expresión entre corchetes:
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Demostrando que una cualquiera de la s  in te g ra le s  an te rio res  es f in i t a  (por ejem 
pío,  la  p rim era ), quedará demostrada la  te s is  del teorema#
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dado que Q (^ ) es un polinomio re a l de cuarto grado. Entonces, dado un c ie r -
to £ » 1 , puede afirm arse que ex is te  un M > 0  t a l  que: 
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y puesto que tanto p ( vj ) como F( ^  ) son positivos en toda la  rec ta  r e a l ,  
se deduce que
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Como a su vez la  in te g ra l
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es convergente, a l ser 
A,
lim  
a — ►♦«o M y 2
3 2 r  rdeducimos que p^( ^f) /  F( y  ) es in teg rab le  en [ ^ M , + ° 0 ^ #
Análogamente se demuestra que e l  a n te r io r  cociente es in te g rab le
en J  -  «O ,-M^| • E l teorema queda, pues, demostrada s in  más que considerar que
la  expresión p^( y ) '*  /  F( ^  83 continua en £-M,+M^ , tomando en dicho
in te rv a lo  valores d is tin to s  de cero y p o s itivo s , por lo  que es in teg rab le  en
é l .  Por tan to , existen  la s  in te g ra le s
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y,  por e l lo ,  la  constante h que aparece en la  aproximación ( i )  es f in i t a ,
( c ,q ,d « )
Análogamente a l resultado encontrado por Bernardo (*1979), y ante la  
s e n c ille z  de la  expresión de I  { e [ h , queda como posible proble
ma ab ie rto  la  consideración del segundo modelo de este cap ítu lo  en un papel se 
mejante a l representado por e l  modelo normal para todos aquellos casos que, cum 
pliendo las  h ipó tesis  de regu laridad  exigidas por Ibragimov & Has'Minsky (1973),  
tienen defin idos un v a lo r  muestral x cuyo rec in to  de variac ión  es independien 
te  del v a lo r paramétrico $  • En este sentido, e l  modelo de población uniforme 
y densidad in ic ia l  de Pareto podría ser representativo  de todos aquellos mode­
los  cuya constante C — de la  aproximación contenida en e l  a r t íc u lo  de Ib rao “
gimov & Has'Minsky tantas veces ya citado -  toma e l  va lo r 1 , y cuyos rec in  
tos de d e fin ic ió n  para los  valores muéstrales dependen, precisamente, del pará 
metro $  • La idea s e r ía , por tan to , aproximar en muestras grandes la s  informa 
ciones esperadas de estos modelos mediante expresiones tan s e n c illa s  como la  
lo g ( l  + t . n )
siendo t  una constante a determinar» Queda, pues, ab ie rto  e l  problema de er>? 
cen trar la s  condiciones necesarias y la s  expresiones de aproximación para este  
tip o  de modelos y cuya forma rep resen tativa  puede ser l a  del modelo resuelto  
en este ca p ítu lo .
CAPITULO 3
FUNCIONES PARA LA UTILIDAD DEL EXPERIMENTO. SUS PROPIEDADES
Todo problema de decisión l le v a  consigo la  consideración de una 
c ie r ta  función de u t il id a d . Desde e l punto de v is ta  práctico  la s  d ific u lta d e s  
nacen a l determ inar una función de u t i l id a d  esp ec ífica  en cada caso concreto. 
En este cap itu lo  van a desarro llarse  tre s  tipos fundamentales de funciones de 
l a  información esperada y que pueden ser consideradas como las  funciones de 
u t il id a d  del experimento E(n) • Una vez defin idas estudiaremos qué propie­
dades de la s  enumeradas para la  inform ación esperada sa tis facen .
3.1  DISTINTAS EXPRESIONES PARA LA UTILIDAD DE UN EXPERIMENTO
Ya se ha indicado en e l  prim er cap ítu lo  que la  in fe re n c ia  esta­
d ís t ic a  re a liza d a  sobre un parámetro desconocido 9  puede considerarse como 
un caso p a r t ic u la r  o un problema de decisión p a r t ic u la r  en e l  que e l  argumen- 
to Qayes se a p lic a  con e x a c titu d . Dado que e l  o b je tivo  declarado de la  expe­
rim entación c ie n t íf ic a  es e l de obtener información con objeto  de a d q u ir ir  
conocimiento sobre 9 , e l  c ie n t íf ic o ,  una vez ha rea lizad o  su in ves tig ac ió n , 
deberá d e s c rib ir  sus conclusiones f in a le s  sobre e l  v a lo r de la  cantidad inves­
tig a d a , juntamente con los  argumentos que le  han perm itido obtener esas con­
clusiones. Por o tra  p a rte , l a  u t il id a d  de su descripción viene dada por la  
nueva información que proporciona. Así pues, t a l  como in d ic a  Bernardo (1979 ), 
la  in fe re n c ia  e s ta d is tic a  sobre e l  v a lo r  de una cantidad o parámetro de in te ­
rés puede enfocarse como en problema de decisión, en presencia de incertidum - 
bre, en e l  que e l  espacio de decisiones es la  clase de d is tribuc iones  fin a le s  
sobre e l  parámetro y ¿a—función^de u t i l id a d  jjna^medida apropiada de_la in fo r ­
mación.
También en e l  prim er cap ítu lo  se ha defin ido como v a lo r  de un e x -
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perimento E(n) a expresiones que engloban a su u t il id a d  y costo esperados. 
Así pues, deberán considerarse expresiones de la  forma 
u ( E ( n ) ,x ( n ) ,  9 )  » u ( x ( n ) , 8  ) -  c ( x (n ) )  f
u S
es d e c ir , una u t il id a d  a d it iv a  compuesta de una u t il id a d  f in a l  u^ _ y un costo
muestral c , ambos expresados en id én tic as  unidades. En este cap ítu lo  dejare  s —
mos a un lado la  consideración del costo m uestral. Por tan to , nos centraremos 
en encontrar una expresión adecuada para e l v a lo r esperado de la  u t il id a d  del 
experimento E(n) =* {x (n ) , ©  , p ^ nj ( . / & ) J » la  U(E(n)) , con objeto de po­
der reso lve r as í cua lqu ier problema de diseño experim ental que venga expresa­
do en términos inform acionales.
La primera de la s  expresiones para la  u t il id a d  de un experimento 
es la  de aparición más n atu ra l e in tu i t iv a .  Efectivam ente, una u t i l id a d  d irec­
tamente proporcional a la  información esperada in d ic a  claramente que la  u t i l i ­
dad crece con la  inform ación. Es evidente que conforme crezca la  información  
esperada proporcionada por e l  experimento E(n) debe también crecer su u t i l i ­
dad, y s i  cuando tanto crezca aqu élla  crece ésta con un fa c to r  de proporciona­
l id a d , es c laro  que la  expresión que se a ju s ta  a estas c ircustancias viene da­
da por
9
UjCEfn)) **  I  { .E (n ) ,pe ( . ) }
Por o tra  p a rte , l a  introducción de esta  primera función de la  u t il id a d  espera­
da puede establecerse en términos completamente teó ric o s . Ta l como se indicaba  
en la  ú ltim a sección del cap itu lo  prim ero, cuando la s  p referencias del inves­
tig ad o r vengan descritas  a través de una función de u t il id a d  lo c a l,  re g u la r, 
exacta e in v a r ia n te , la  u t il id a d  del experimento E(n) -  £ * ( n ) , & »P ^1
rea lizado  para e fe c tu a r in fe re n c ia  sobre e l parámetro 9 , viene dada por la  
expresión (Bernardo, 1979) :
UjCEfn)) -  g ^ I ^ E C r O j P ^ . ) }
donde I * { E ( n ) , p &( . ) }  es, evidentemente, la  información esperada proporciona 
da por e l  experimento E(n) , cuando la s  opiniones in ic ia le s  sobre 9 se des­
criben a través de la  densidad in ic ia l  P^(») • Esta introducción te ó r ic a  enla  
za de forma c la ra  con la  in tu i t iv a  expresada con an te rio rid a d  y , en ú ltim o té r  
mino, pone de m anifiesto la  re lac ió n  utilidacM .nform ación que antes apuntábar- 
mos.
Evidentemente, la  constante g en la  ecuación a n te r io r  es p o s i-
1
t iv a .  Su in te rp re tac ió n  queda precisada a l  considerar la  es tructu ra  de la  re ía
ción entre U(E(n}) e I * * { E ( n ) , p  ( , ) l  • En e fec to , g no es sino la  u t il id a d
esperada de una unidad inform ante sobre e l  v a lo r del parámetro & • E llo  se de
duce a l  despejar g y quedar como cociente entre l a  u t il id a d  proporcionada
1
por e l  experimento E(n) consistente en obtener una muestra da tamaño n y 
l a  inform ación esperada contenida en dicho experimento. La base 2 empleada 
para lo s  logaritm os de la  d e fin ic ió n  de la  información esperada proporciona 
una idea in tu i t iv a  para e l  s ig n ificad o  da la  constante de proporcionalidad g  ^
y que permite vo lver a form ular como sigue la  afirm ación precedentes la  cons­
tan te  g  ^ es l a  u t il id a d  esperada proporcionada a p r io r i  por e l respondiente 
a la  pregunta b in a r ia  sobre la  cantidad de in te ré s  (Renyi, 1970, p, 564) ,
Una segunda función para la  u t il id a d  del experimento E(n) pue­
de in tro d u c irse  a l considerar que la  probabilidad p de un determinado suce­
so puede ser una medida de nuestra capacidad de predicción. Por e l lo ,  - lo g  p
2
es una medida c u a n tita tiv a  de la  incertidum bre asociada a su ocurrencia. In ­
versamente, s i  l ( © ) denota a una medida de la  incertidumbre a p r io r i  sobre
e l parámetro & , a cada incertidum bre l ( & )  puede asociársele un número
— -i
P ( $ )  « 2  , para in te rp re ta rs e  como una medida en f o , l J  de nuestra ca­
pacidad de predicción sobre <£) • Por unicidad con la  notación u t il iz a d a  en 
e l resto  de la  te s is  trabajaremos con logaritm os neperlanos. De ah í que pue­
da decirse que cada en trop ía  puede asociarse, en caso f in i t o ,  a un número 
P(H(p&( . ) ) )  -  exp(-4H(p^(,) ) )  para in te rp re ta rs e  nuevamente como ena medida 
en de nuestra capacidad de predicción sobre ^  • En p a r t ic u la r , la
capacidad de predicción es cero para una incertidum bre in f in i t a  y 1 cuando 
la  incertidum bre sea cero.
Teniendo en cuenta la s  ideas an terio res  es lóg ico  suponer que,
rea lizad o  e l experimento E(n) ■ { x ( n ) ,  »P r -»(• /& ) r  a de recabar in -x(.nj J
formación sobre la  cantidad de in te ré s  0  , la  u t il id a d  de dicho experimento 
venga expresada en términos de su proporcionalidad a l  crecim iento re la t iv o  
producido en la  capacidad de predicción sobre $  ,  Esto es, siendo
A  *» exp(-Ex j njH(pe ( , / x ( n ) ) ) )  -  exp(-H(pe ( . ) ) )
e l  crecim iento absoluto producido en la  capacidad de predicción sobre 9  por 
e l hecho de r e a l iz a r  e l experimento E(n) , entonces la  u t il id a d  esperada de 
dicho experimento puedB v e n ir  expresada por
M-U
U (E (n ) )  <C A  /  exp(-E , *H(p f . / x ( n ) ) ) }  f esto esf 
2 v
U2 (E(n )}  -  g2 * ( t  -  e x p (-H (p ^ (.))  + E ^ nj H ( p ^ ( . / x ( n } ) ) ) )
u t i l id a d  esperada que, expresada en función de la  información esperada, admite 
como formulación más opera tiva  la  s ig u ien te ;
Uz (E (n )}  = S2 . (1  -  ECn).Pa C - ) j j  .
Una vez más la  ecuación a n te r io r  pone de m anifiesto la  re lac ió n  en tre  la  in fo r  
mación y la  u t il id a d  esperadas del experimento E(n) •
Hay que destacar que cuando la  información esperada sea a r b it r a r ia  
mente grande, esto es, en e l  caso de información to ta l  i n f in i t a ,  U2 (E (n ) )  to  
ma e l v a lo r  de la  constante g^ • Así pues, la  in te rp re tac ió n  p rác tica  para es 
ta  constante es, en ta le s  c ircu s tan c ias , la  de la  u t il id a d  proporcionada par 
l a  información to ta l  y , por e l lo ,  se t r a ta  de úna magnitud estrictam ente posi­
t iv a .  En general, puede considerarse que g^ representa la  u t il id a d  f in a l  de 
in v e s tig a r  con inform ación completa ó , abreviadamente, l a  ganancia f in a l  posi­
b le . Por su misma in te rp re ta c ió n , g^ admite una estimación f á c i l  en casos 
prácticos .
La u t il id a d  U^CEfn)) se ha introducido a l considerar e l  c rec i­
miento re la t iv o  en la  capacidad de predicción del investigador sobre ^  ■ Si 
ahora se considera e l  crecim iento absoluto en la  capacidad de predicción so­
bre la  cantidad de in te ré s  & , re s u lta  una te rcera  función de u t il id a d  para 
e l  experimento E(n) -  {x (n) ,< f i )  ) }  d e fin id a  como aquella  que es
proporcional a dicho incremento absoluto. Se tendrá, pues, que:
U3(E (n )).oC  e"Ex (n )HCp8 C ,/* C n )í) -  , es to es,
U j /E (n ) )  -  B3 . íe " Ex (n )HÍP»í , / x í n ) , )  -  .
Sacando fa c to r  común a exp (-+H (p^(.))) l a  d e fin ic ió n  a n te r io r  resu ltas
como te rc e ra  expresión de la  u t i l id a d  esperada del experimento E(n) , y en 
donde nuevamente se aprecia la  re la c ió n  entre  la  información y la  u t il id a d  
esperadas.
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La in te rp re ta c ió n  da la  constante bs más forzada que en casos
an terio res  y , por e l lo ,  de estimación más d i f í c i l .  En e fec to , expresada l a  u t i
lid a d  esperada a través de U (E (n ) )  , dicha u t il id a d  y la  constante g que-
«3 O
dan igualadas para una inform ación ig u a l a l  v a lo r  lo g ( l  + exp(H(p^( . ) ) } )  •
Asi pues, g no es sino la  u t i l id a d  esperada proporcionada por por una i n -  
3 m í r u
formación ig u a l a l  lo g ( l  + e *  * ) , siendo, por tan to , p o s itiv a . Es de 
re s a lta r  que e l  v a lo r de la  constante g dependerá de cada modelo concreto
J
puesto que es tá  d e fin id a  en función de la  en trop ía  de l a  densidad in ic ia l ,  
aunque también es c ie r to  por su misma d e fin ic ió n  que no depende del p a r t i ­
c u la r resultado muestral obtenido tra s  l a  re a liza c ió n  del experimento. Este 
últim o hecho asegura la  coherencia a l  u t i l i z a r  la  función U (E (n ) )  en lau
p rá c tic a *a l ser su estimación independiente del resultado muestral p a r t ic u la r  
obtenido. Cuando la  en trop ía  de la  densidad in ic ia l  sea muy pequeña, la  cons­
tan te  g puede tomar valores muy cercanos a l  cero, cosa que no ocurre para 
3
valores de H(pQ( . ) )  altamente p o s itiv o s . Por o tra  p a rte , cuando dicha entro—
p ía  es cero, g no es sino la  u t i l id a d  esperada de la  información ig u a l a l  
3
log_2 . De ah í que s i  se u t i l iz a n  logaritm os de base 2 , g re s u lta r ía  ser
3
la  u t i l id a d  u n ita r ia  siempre que la  en trop ía  de la  densidad in ic ia l  fuese ce­
ro .
Una de la s  propiedades satisfechas por la  información esperada y
en la  que se basa gran parte  de su operativ idad  es l a  invarianza  respecto a
transformaciones b iyec tivas  de l a  cantidad de in te ré s , problema estudiado
por Bernardo (1975) . Evidentemente, esta propiedad no se ve a lte ra d a  por
la  presencia del fa c to r  de proporcionalidad g , de forma que también la
1
función dé la  información esperada U (E (n ) )  es in v a ria n te  ante ta le s
1
transformaciones. Idén tico  conportamiento sigue l a  segunda de la s  funciones 
de u t i l id a d ,  U^(E(n)) , toda vez que su d e fin ic ió n  depende exclusivamente 
de la  in v a r ia n te  información esperada. Sin embargo, este no es e l  comporta­
miento seguido por la  te rc e ra  de la s  funciones, U ÍE (n ) )  • En e fe c to , d i -  
cha función no solamente lo  es de l a  inform ación esperada I  »
sino que también está d e fin id a  dependiendo de la  en trop ía  de la  densidad i -  
n ic ia l  a través del fa c to r  exp(-4H(pn( . ) ) )  • La en trop ía  no es in v a ria n te  
ante transformaciones b iyectivas  de la  cantidad de in te ré s , como puede apre­
c ia rse  comparando la s  correspondientes entropías de la  densidad de Pareto  
con la  de l a  densidad exponencial en e l  ejemplo propuesto en la  sección 2 .3  ,
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a l v e r if ic a rs e  que
f -k9* - k 3
— 1 ke log ke .d ü  » 1 — log  k •
Este resultado disminuye, evidentemente.y de forma considerable, l a  o p e ra tiv i— 
dad de la  te rc e ra  de la s  funciones de u t i l id a d  consideradas. Sin embargo, y a 
pesar de esta s ituación  adversa, seguiremos idén tico  tratam iento con la s  t re s ,  
a f in  de comprobar qué propiedades de la s  satisfechas por l a  inform ación espe­
rada siguen verificándose por dichas funciones de la  u t il id a d  esperada proporv. 
clonada por e l  experimento E(n) •
Anteriorm ente, haciendo re fe re n c ia  a l  cap itu lo  prim ero, mencionába 
mos que bajo c ie r ta s  condiciones generales de regu laridad  se demuestra l a  uni
cidad de la  función U ÍE (n ) )  como aq u e lla  que cumple una s e rie  de aconseja—
1
bles condiciones (Bernardo, 1979) • No obstante, l a  u t il iz a c ió n  de la s  funció
nes U (E (n ) )  y U (E (n ) )  puede ju s t if ic a r s e ,  en ejemplos p rác tico s , por su 
2 3
mismo nacimiento empírico como funciones directamente proporcionales a lo s  ere  
cim ientos re la t iv o  y absoluto, respectivamente, de la  capacidad de predicción  
del investigador por e l hecho de r e a l iz a r  una experimentación. Recordemos, s in  
embargo, que s i  bien la  a n te r io r  afirm ación es v á lid a  en toda su am plitud para 
U (E (n ) )  , l a  te rce ra  de la s  funciones, l a  U (E (n ) )  , está su je ta  por l a  l in d  
tac ión  de su no invarianza  ante transformaciones b iyec tivas  de la  cantidad de 
in te ré s , c ircunstancia ésta  que, según acabamos de comentar, frena  su o p e ra ti— 
vidad en la  p rá c tic a .
Veamos qué expresiones toman la 3  d is tin ta s  funciones de la  u t i l id a d  
esperada en lo s  dos ejemplos contenidos en e l  cap ítu lo  segundo. Bajo la s  hipó­
te s is  del modelo normal re s u lta r ía s
<~2
U (E (n ) )  » ¿g .10^(1 + n - ~ )  ,
U2(E(n)) « g2* ( l ------------   -jl ) • y
yj n <r02 +  c 2 -  c
u (E (n ) )  -  g . ------------- -— — ------
(TtTgVSne
Para e l  caso de una población uniforme y opiniones in ic ia le s  descrl 
tas por una d is trib u c ió n  de Pareto, re s u lta r ía s
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U ^ E fn ) )  « g . l o g ( l  +  £ )  f
U2 (E (n ) )  « g2 - n / ( k  + n) , y
¿I
U3(E (n ))  -  g3«n /  8o ,e x p ( t  +  £ j  .
Noteros que la  ú ltim a de la s  funciones da la  u t i l id a d  esperada an te rio res  s í  de
pende del parámetro %  de la  d is trib u c ió n  in ic ia l  de Pareto, introducido por
, iiTp r jOf
l a  presencia de la  en trop ía  da l a  densidad in ic ia l  en e l  fa c to r  e & « f 
de l a  d e fin ic ió n  general de U (E (n ) )  • Nuevamente, esta  c ircunstancia  no es s i
u
no confirmación para este modelo concreto de la  menor a p lic a b ilid a d  p rac tica  
de la  tercera*de la s  funciones de la  u t il id a d  esperad*consideradas.
Por ú ltim o , estudiemos la s  re lac iones que lig a n  a la s  constantes 
(i=»1,2 ,3) entre si#
TEOREMA 3 .1 .1
La re lac ió n  entre las  d is t in ta s  constantes g^ ( i » 1 , 2 , 3 )  viene expresada 
a p a r t i r  de la s  s iguientes igualdades:
U - ÍE Ín ) )  g_ ,
log ■ .. log
91 02 -  U2 (E (n ))  1 -  (U2(E (n ))  /  gg )
U ( E ( n ) )  U , ( E ( n } ) . . H(* t ' ) )
- a lo g ( l  + ■■ ■ —     — )
gi
rr ii fcr f ^CPaC*))g2 U3 (E(nJJ.e 9
=* 1 +     —
g2 -  U2 (E(n})  g3
Demostración.- Tomando la s  defin ic iones de la s  d is tin ta s  U^(E(n))  
(1=31,2,3) expresadas como funciones de ^a inform ación esperada, despejando 
dicha información e igualando, re s u lta :
9 , U f E W J
I  { E ( n ) , p  ( . ) )  - —
91
S2  ECn),p f . ) } _______ g2
9 3Z -  U2 (E (n ))  g2 -  U2 (E (n ))
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U ( E ( n ) ) . . HÍfV ( , J )
I  { E ( n } , p  ( . ) J  = l o g ( l  + - 2 -----------------------------  ) ,
93
Efnl n f U  U (E (n ) ) .B H{p» ( , ) )
1 í  Et nJ*Pa t * J j  ,  ( i  +  _2------------------------------- )e
03
deduciéndose finalm ente e l  resultado a l ig u a la r  la s  correspondientes expresiones.
( c . q . d . )
Denotando por ■ U^(E(n))  /  ( i - 1 , 2 , 3 )  , la s  re laciones an­
te r io re s  podrían re e s c rib irs e  como sigue:
1*1 “ 109 l ' - ' V '  "  ~l0 0 ^  “  ° '  f V  1 ’ 0
I 2
u  = lo g ( l  +  0 , ^ > , 0
  ------  “  1 +  [ * 2 ^  1 ’  p 3 *  °
1 -
y en las  que puede apreciarse con c la rid ad  que e l crecim iento de una en
p a r t ic u la r  im p lica  e l  crecim iento de la s  demás. Por o tra  p a rte , re s u lta  eviden 
te que m ientras que  ^ y pueden tomar cualqu ier v a lo r  re a l p o s itiv o ,
^ por su misma d e fin ic ió n  toma valores en e l in te rv a lo  £ o , 0  • Además, s i  
una determinada función U^(E(n))  se anula para e l experimento E(n) =* ¿ x f n ) ,
(£) ,p r > ( • / $ ) }  » la s  o tras  dos también toman e l v a lo r 0 • Análogamente,
una in f in i t a  im p lica  ( s i  i» 1 ,3 )  que N  6 h  también lo  sea,
mientras que t°me e l  máximo v a lo r  de 1 . Todas estas afirm aciones pue­
den deducirse fácilm ente observando la s  s e n c illa s  representaciones de la s  ex­
presiones que lig a n  a la s  constantes g^ entre s i ,  a l  tienpo que aseguran la  
coherencia en e l  empleo de cualqu iera de la s  tre s  funciones de u t i l id a d .
En lo  que re s ta , vamos a ce n tra r la  discusión en e l  estudio de 
cuáles propiedades de la s  satis fechas por E ( n ) , p ^ ( . ) }  lo  son, a su vez,
por las  d is t in ta s  U Í E ( n ) )  , i=a1,2,3 .  Y a s í,  podrá comprobarse que U (E (n ) )
i  1
la s  s a tis fa ce  todas; U^(E(n)) no s a tis fa c e  la  a d itiv id a d  como funcional del 
experimento E(n) en idén ticos  términos que la  información esperada; y ,  U Í E ( n ) ) ,
u
fina lm ente , incumple tanto  la  a d it iv id a d  como la  concavidad, ya respecto e l
tamaño muestral.como funcional de la  densidad in ic ia l  p * (« )  • Respetan  wl gm
U I B IB L IO TECA
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pleo de una u o tra  d8 las  funcionas de la  u t il id a d  esperada, y como se comenta 
rá  con p o sterio rid ad , dependerá de la s  condiciones p a rtic u la re s  de cada proble  
ma concreto.
3 .2  PROPIEDADES SATISFECHAS POR LAS ANTERIORES FUNCIONES DE UTILIDAD
La información esperada proporcionada fior e l  experimento E(n) ■
| x f n ) f C9 ,p r -X»!b  )1 v e r i f ic a  una serie  de propiedades, enunciadas ya en e l  
L x(,nj J
cap ítu lo  primero. Dichas propiedades se re fie re n  tanto a su comportamiento co­
mo función deí tamaño muestral n , como a su carác te r como polinom ial de la
densidad in ic ia l  PqT.)  , ya respecto a l  experimento E(n) , a s í como a lo s  va 
9 1 i
lo re s  que I  l .E (n } ,p ^ ( . ) J  toma para densidades y tamaños concretos. Las tre s  
funciones de u t il id a d  defin idas en l a  sección 3.1 como funciones del exp eri­
mento E(n) lo  son, a su vez, de la  inform ación esperada. Es in te re s a n te , pues, 
comprobar quá propiedades da ésta  se "tras ladan11 a aqu éllas , dado que precisa­
mente son estas propiedades la s  que le s  confieren un acusado carác te r o p e ra ti­
vo y refuerzan e l  concepto de u t il id a d  aplicado a la s  tre s  funciones a n te rio ­
res .
Para la  primera da la s  funciones, l a  U (E (n ) )  , la s  d is tin ta s
1propiedades de I  \ E ( n ) , p ^ ( . ) J  se cumplen de forma evidente por su misma de­
f in ic ió n  como directamente proporcional a dicha información esperada y s in  más 
que sacar fa c to r  comón en todas la s  demostraciones a la  constante de proporcio
nalidad p o s itiv a  g . Por e l lo ,  solamente la s  mencionaremos rem itiendo sus de
1 “
mostraciones a l a r t ic u lo  ds Lindley (1956) c itado en la  b ib lio g ra f ía .
I .  UTILIDADES POSITIVAS
En Lindley (1956) puede encontrarse la  demostración de que la  in ­
formación esperada I ^ {  E ( n ) , p ^ ( . ) }  sobre $  proporcionada por e l  experimento 
E(n) y cuando las  opiniones in ic ia le s  se describen a p a r t i r  de una densidad 
p ( • )  toma valores pos itivos  y se anula s i y sólo s i no e x is te  m odificación en
tr
la s  opiniones in ic ia le s  a l es tu d ia r l a  información contenida en la  muestra 
x(n)  , esto es, cuando p ( . / x ( n ) )  ** p ( • ) * .  Las dos densidades, in ic ia l  y pos 
t e r io r ,  coinciden.
Considerando, pues, la  primera propiedad de la  información espera­
da tenemos e l s igu iente  conjunto de resultados:
TEOREMA 3 .2 .1 .1
U ( E ( n ) ) » 0  y U (E (n ) )  = 0 s i i  p ( . / x ( n ) )  -  p ( . )  
“  cr
TEOREMA 3 . 2 . 1 .2
U2 ( E ( n ) ) * 0  y U2 (E (n ))  = 0 s i i  p f . / x ( n ) )  a p ( , )  
© &
Demostración.- La constante es p o s itiv a  y la  inform ación espe
rada no negativa. Así pues,
esto es,
0 4. e x p (- I  { E ( n ) , p e ( . ) J  ) ¿ 1
0 ' l - 0 ~ l 8 ¿ E ( n W ,:)í « 1
de donde se deduce la  primera parte del teorema.
Para la  doble im plicación hay que ten er en cuenta que
U2 ( E ( n ) ) = 0  s i i  1 = e- 1  < E(nW ’ ^  s i l  I &{ .E (n) ,pe ( . ) J -  0
s i i  Pe ( . / x ( n ) )  » Pe ( . )
( c . q . d . )
TEOREMA 3 . 2 . 1 .3
U3( E ( n } ) ^ 0  y U3 (E (n ) )  » 0 s i i  p^C. /x fn ) )  a p ^ ( . )
Demostración.— Como la  información esperada es no negativa se dedu
ce que
h ( p ( . ) ) *  Ex ( n ) Hí pe t ' / x Cn^ í
desigualdad que im p lica  la  primera parte del teorema sin  mas que considerar que
la  constante g^ es p o s itiv a .
La segunda parte es inm ediata a l  considerar que
U3 ÍE (n ) )  « 0 s i i  H(paC . ) )  -  E ^ njH(p&( . / x ( n ) ) )  s i i  I ° { E ( n ) , p &( .  ) J  -  0
( c . q . d . )
s i i  p&( . / x ( n ) )  « p ^ ( . )
Las d is tin ta s  funciones de u t i l id a d  calculadas para los dos ejemplos 
desarrollados anteriorm ente s irven  para i lu s t r a r  su no negatividad de forma prác 
t ic a .  En efecto ,  en e l modelo normal resu ltan  la s  desigualdades e s tr ic ta s :
J  <p2 + n ú f  >, C  , ssto es, [ J n + C 2 -  >  0
Y para una población uniforme con densidad in ic ia l  de Pareto re s u lta :
1 + r  >  1 i esto ss, lo g ( l  + £ ) >  0 k k
n /  (k+n) y  0
, _ ( Í1 + k ) /k )
n / 9 0-e >  □
Así pues, puede apreciarse como era de esperar que para ambos modelos las  tres  
funciones de u t il id a d  consideradas son no negativas, pues basta m u ltip lic a r  la s  
expresiones an terio res  por la s  correspondientes constantes p o s itivas  •
Esta primera propiedad demostrada para la s  funciones de u t il id a d  
U ^(E(n)) ( i= 1 ,2 ,3 )  pone de m anifiesto que la s  u tilid a d e s  as í defin idas son
p o s itiv as  y que, s i no hay variac ión  en la s  opiniones que e l  investigador po­
see sobre la  cantidad de in te ré s  B (expresada esta c ircunstancia con la  ig u a l 
dad entre la s  densidades in ic ia l  y p o s te rio r) a l observar e l resultado mues­
t r a l ,  no se incrementa la  u t il id a d  a l  r e a l iz a r  la  experimentación*-Todo e l lo  
expresado, evidentemente, en términos esperados* Así pues, en este últim o caso, 
toda la  u t il id a d  es la  que ya se diponía a p r io r i ,  no auméntando por la  obser­
vación del resultado m uestral. Esta c ircunstancia asegura la  coherencia en e l  
empleo de cualquiera de la s  tre s  funciones de u t il id a d *  Inversamente, cuando 
l a  densidad p o s te rio r de B v a ría  con x (n ) , e l grupo de teoremas a n te r io r  in  
dica que, por término medio, un experimento re s u lta  ú tilm ente in fo rm ativo ,
I I .  ADITIVIDAD DE LAS FUNCIONES DE UTILIDAD
La segunda de las  propiedades satisfechas por la  información espe­
rada tien e  un marcado carácte r a d itiv o  que perm ite, en situaciones p rác ticas , 
descomponer e l proceso de muestreo en una se rie  de etapas, cada una con la  co­
rrespondiente información ad ic io n a l, y cuya suma to ta l  es la  información de to  
do e l proceso. Para d e s a rro lla r  esta segunda propiedad para la s  funciones de u 
t i l id a d  esperada es conveniente, previamente, in tro d u c ir  la  s igu iente  notación.
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Supongamos, puss, que e l resultado x de un experimento E con­
s is te  en dos observaciones x € X ' y x „ £ *  • Entonces, E, *  /  XJ f
1 1  2 2 i  L i ’
px ( . / » ) }  ( i - i  f2 ) son dos experimentos con espacio paramétrico común,
y 1 E » ( E , E )  se llam a experimento "suma” de E y E • Se define e l e x -
j V 1 2
perimento 58 x C*/^  •x¿|^ J 00,110 QCluel  qus consiste en obtener
la  segunda observación x^ cuando ya se ha obtenido y estudiado conveniente­
mente la  primera observación x (y , por tan to , la s  opiniones in ic ia le s  se ven
1
modificadas oportunamente). Notemos que, para e l  experimento E (x ) , la  den-
2 1
sidad de probabilidad pA( . / x  ) actúa como una au tén tica  densidad in ic ia l .  So
& 1 ^ “
bre este experimenta puede d e fin irs e  la  correspondiente I  (  E (x ) , P - f . / x  ) f
' - 2  1 0 1
como la  información esperada proporcionada por e l  experimento consistente en
obtener una segunda observación después de que se ha realizado  E y o b te n i-
1
do e investigado e l  dato x  ^ • La información esperada as i d e fin id a  es función,
evidentemente, del resultado muestral x debido a la  m odificación que in tro —
1
duce su estudio sobre la  densidad in ic ia l  Pg(») t que pasa a convertirse  en 
l a  pA( . / x  ) . E l va lo r esperado respecto a x de la  información a n te r io r ,
1 8 l
que lo  denotaremos por I  ^E^/E^f p^(m) j  , se define como la  información espe­
rada sobre 9  peoporcionada por E_ después de que se haya realizado  E •
2 1
Con esta notación, L indley (1956) demuestra para la  información esperada la  
igualdad:
i 9Í e,P>(.)J -
Resulta evidente que todo e l proceso a n te r io r  es i te r a t iv o  y pue­
de gen eralizarse a un número f in i t o  de etapas (L in d ley , 1956) • En cada una
t
de e l la s  se considera la  información ad ic ional producida a l  r e a l iz a r  una ob­
servación, suponiendo conocida la  a n te r io r . De esta  forma siempre podrá des­
componerse la  información esperada proporcionada por e l experimento E(n) en 
una suma de la s  informaciones esperadas obtenidas en cada observación, supues­
tamente conocida e investigada la  información contenida en la  a n te r io r  observa 
ción.
R efle jo  de esta segunda propiedad de la  información esperada se 
tienen la s  siguientes versiones para la  a d itiv id a d  de la  u t il id a d  esperada 
del experimento E(n) :
TEOREMA 3 .2 . I I . 1
Bajo la s  condiciones a n te rio re s , esto es, para un par de experimentos
e ,  - K , ® , P C . / e ) \  ( i - 1. 2) con espacio paramétrico común, yi  t  i  J
una densidad in ic ia l  p ^ ( .)  , entonces
Un(E) = U ^ )  + ^ ( E ^ )
donde E = (E »E ) es e l experimento suma de los  E ( i» 1 ,2 )  •
1 2 i
La generalización  a un número f in i t o  de experimentos con espacio 
paramétrico &  común admite la  s igu ien te  formulación!
11
U (E (n ))  -  U Ce . )  + £ L  u (E /E  )
i=«2
Las correspondientes expresiones que toma e l teorema en lo s  dos e— 
jemplos propuestos muestran e l  mecanismo concreto de su ap licación  p rá c tic a .
Es conocido (L in d ley , 1956) que bajo la s  h ipó tes is  del modelo normal:
x <r2 + 90 <r2
2 2 ~  ’ \ l  ~  2<T +  <>0 V  ( T  +  C «
De ah i que
.2& ] ú*
U (E) -  g .1  { E ,N ( 9 , t 6-,) -  f e  . lo g ( l  +  2 )
1 1 * J  1 (j*2
4 G ?
W  = V 1 “ ¿B1, logf 1 + — i  J
2 _ _ 2  2 2
» i  i ' ’
U1(E2/E 1) “ “ r 1 l E2/E 1,N(
l  , ,  V ®  + ff <?•
r 2 r - Z \  2 ^(T + Y G* + G“o
c 2
-  f e . - i o g C ^  +  — 5 ^ — 5  )
. 6 *  +  Co
cumpliéndose que
2 2 2 
f e  . lo g ( l  + 2 —  ) .  fe  . lo g ( l  + — ^  ) + fe  . lo g ( l  +  — — 2— -  )
1 f  <- 1 /re. l ¿ ^
G <» < r + G 0
t a l  como in d ic a  e l teorema 3 . 2 . I I . 1  •
En e l caso de una población uniforme con opiniones in ic ia le s  des­
c r ita s  por una densidad de Pareto, es conocido (DeGroot, 1970) que
P& ^ * 1 ^  *  P& ^ 9i ,1+k  ^ C° n ^  » máx ( ^ >f x 1)
Denotando por *> máx ( 9  ,x  ,x  ) (aunque re s u lte  irre le v a n te  e l  v a lo r  de 9L « ¿ * 0  1 2  '
en e l cálculo  de la  información esperada, en v ir tu d  del C oro lario  2 .2 .1  ) 
re s u lta rá ;
0 . 2
U Ce) = g ^ I  {e ,P b ( . / &  ,k)J = g ^ lo g f l  + - )
, k ) }  = g ^ lo a d  + ¿ )
U1CE2/E 13 " 9 1, I ’ Í E2/E 1, 8 C,/& í , 1'W<))  “  ° 1* l0B Í1  +  í í k 5
verificándose efectivam ente que
2 1 1
g . lo g ( l  + - )  =» g ^ .lo g (l + - )  + g ^ .lo g fl + — )
La in te rp re ta c ió n  del teorema 3 ,2 .1 1 .1  es la  dual de la  menciona
da para la  inform ación esperada. Y a s í,  la  u t il id a d  proporcionada por e l  expe
rimento consistente en la  obtención de dos unidades m uéstrales, cuando esta
u t il id a d  viene expresada a p a r t i r  de la  función U ( e ) , es suma de la  u t i l i —
1
dad esperada proporcionada por e l  experimento consistente en la  obtención de 
la  primera unidad muestral y de una u t il id a d  esperada res idual que corresponde 
a la  del experimento consistente en obtener la  segunda observación conocido 
ya e l resultado de la  prim era. Esta a d itiv id a d  es fundamental y , junto a la  
no negativ idad, constituye una p ieza básica para cualqu ier desarro llo  axiomá­
tic o  de la  u t i l id a d  esperada. Por o tra  p a rte , la  no negatividad de la  u t i l i ­
dad esperada im p lica  que, rea lizado  un determinado experimento E(n) , es de­
c i r ,  llegado e l momento de la  extracción de la  unidad muestral n-ésima, la  ex 
tracción  de la  (n+ l)-ósim a observación es, por término medio, ú tilm ente in ­
form ativa . La inm edita pregunta a la  afirm ación a n te r io r  c o n s is tirá  en saber 
s i ,  en ausencia de un costo asociado a l experimento, e x is te  un momento en e l  
que no valga la  pena seguir obteniendo nuevas observaciones muéstrales puesto 
que desaparezca la  u t il id a d  esperada m arginal. Este es e l  sentido del corola­
r io  s ig u ie n te :
COROLARIO 3 . 2 . I I . 1
Si x  ^ es s u fic ie n te  para x =■ Con r8SP0Ct °  Q ^  » en e l  sen­
tid o  de que P o (« /x) *■ p ^ f . /x  } , entoncesO 1
V E) “ w
La demostración es evidente s in  más que considerar que ya Lind­
ley  (1956) demuestra que s i x es s u fic ie n te  según e l  sentido expresado en 
e l c o ro la rio , entonces I  { e , P „ ( . ) }  = I * { e ,p  ( . ) }  .
O I
Este co ro lario  establece que no hay pérdida de u t il id a d  esperada 
cuando la  información se ciñe a la  observación de un es tad ís tic o  s u fic ie n te  
respecto a l parámetro objeto  de estudio . Inversamente, s i  un e s ta d ís tic o  es in  
s u fic ie n te  en e l  sentido d es crito , entonces ex is te  una pérdida de u t il id a d  
puesto que en t a l  caso la  inform ación esperada (y  por e l lo ,  la  u t i l id a d  co- 
rrespondiente) I  ,F ^ ( . ) J  es estrictam ente p o s itiv a  (Bernardo, 1978).
Por o tra  p a rte , llegada a una etapa en la  que se produce la  igualdad entre  
la s  densidades expresadas en e l  c o ro la r io , s i  no se tien e  en cuenta e l costo 
asociado a l  experimento, deberá pararse la  re a liza c ió n  del muéstreo toda vez 
que no es de esperar ganar u t il id a d  con la  obtención de una nueva observación. 
Evidentemente, en ta le s  circunstancias y con e l  costo tenido en cuenta, pue­
de que e l proceso quedara interrum pido con a n te rio rid a d .
El comportamiento seguido en situaciones como la  d es crita  en e l  
teorema 3 .2 . I I . 1 por la  segunda de la s  funciones de la  u t il id a d  esperada de 
un experimento, la  U^(e ) , es ligeram ente d is t in to  debido a la  presencia de 
un nuevo fa c to r . No obstante, dicho comportamiento está en e l  contexto de in  
te rp re tac ió n  rea lizado  para U^(e ) . Demostremos e l  s igu iente
TEOREMA 3 .2 .1 1 ,2
Para un par de experimentos E. X, ,p ( ■ / * ) [  ( i® 1 ,2 ) con e s -
pació paramétrico <9 común, se v e r i f ic a  .
& i ?
U2 ( e ) = U ^ )  +  U ^ / E ^ . e " 1
siendo E =* (E ,E ) e l  experimento suma de los  E. ( i« 1 ,2 )  •
1 2  i
Demostración.- Dado que 
U_(e ) -  g .(1  -  e"1^  E»p» C ,) f  ) -  g . (1  -  e -1^
2 2
-  +  ) = g2 .C í -  ) +
+ g2 .e -1  { Ei ,p» í , J )  (1 _  B_ I  { E2/£y p» ( ' ) )  ) = L>2 CEt3. +  ULjÍEg/E^.
(c .q .d . )
Del resultado a n te r io r  puede apreciarse que no se v e r i f ic a  l a  a -  
d itiv id a d  en e l sentido descrito  para la  segunda propiedad de la  inform ación
esperada, debido a la  presencia del fa c to r  e x p ( - I^ {  E ,p ^ (« ) J  ) que m u lti­
p lic a  a la  u t il id a d  res idual U ( E / E  ) • Este resultado era p re v is ib le  ya 
que Bernardo (1975) demuestra que, bajo condiciones muy generales de regi>-
la r id a d , la  u t il id a d  esperada U (E) es la  única que v e r i f ic a  la  mencionada
1
a d it iv id a d . Sin embargo, la  in te rp re ta c ió n  del resultado es id é n tic a  a la  rea  
liz a d a  para la  primera de las  funciones de la  u t il id a d  esperada. En e fec to , 
basta considerar como u t il id a d  res id u a l obtenida tra s  la  investigación  de la  
segunda observación una vez que la  primera ya ha sido estudiada a l  producto
U2 CE2/E i ) . e- I ^ E1' P» C* ) ^ #
Una formulación d is t in ta  para e l a n te r io r  teorema viene expresada 
de la  forma s igu ien te:
TEOREMA 3 .2 ,1 1 .3
Bajo la s  h ipótesis  del teorema 3 ,2 ,1 1 ,2  ,
u (e ) = u (e  l .a " 1 ¿ E2/E 1,P&C ,I Í  +  uJ e / e  )2 2 1 2 2 1
Demostración,— Se v e r i f ic a  l a  sigu iente cadena de igualdades:
9 ,  , . i 9
ü2 ( e ) = g2 . d  -  e“ I ^ E' p8 C* }i  ) = g2 . d  -  e_ I  ¿ E2/E1,P»Í , ) J -
_ 3 — + e - l 9 í E2 / El ' P8 C* )J ;  -  g2 . ( l - a - I ^ E2/E l ' P8 t - ) i )  +
+  g -  U fE ) . e- I ^ E2/E l ' P9 ( - )i  +
+ W V  •
( c .q .d . )
De los dos últim os teoremas se deduce e l  evidente co ro la rio :  
COROLARIO 3 .2 ,1 1 .2
Bajo la s  h ipótesis  del teorema 3 *2 .1 1 ,2  ,
9
(E ) + U (E /E  J . a " 1 ¿ E1*P» L ) }  _ M ( E / E l  +  U ÍE  J . a _ I  ¿ V E1*p, t * )i
U2"~1' ’ 2" 2' Y '  ’ '  ~2V 2' Y  2" 1
Apliquemos estos resultados a los  modelos del cap ítu lo  segundó. 
Y a s í, en e l  modelo normal, teniendo en cuenta la s  igualdades:
T
se v e r i f ic a  la  igualdad d es crita  en e l teorema 3 .2 . I I . 2 , esto es,
( i + a £ | ) *  (1 + 4 ) *
(T 2 6"
f 1 * * <T0 «A
+ QL* ( 1 ---------------------- 5----  ).(1 + — 3 ) .
2 <T2r * . v>
(1 + - 5— - 5  
<r + <r„
En e l caso de una población uniforme y unas opiniones in ic ia le s
descritas  por una densidad de probabilidad de Pareto la  comprobación de los
teoremas an terio res  se r e a l iz a  teniendo en cuenta la s  expresiones sigu ientes
r  2
U ÍEJ = g . -----
2 2 k+2
U (E ) » g »■■'■ ■
2 1 2 k+1
U (E /E  ) -  g 
2 2 r  2 k-f2
e x p ( - I9 { E i f P$ ( . /& 0 , k ) } )  « J ¡L
Análogamente a lo  ocurrido con U ( e ) , cuando se tra b a je  con un
1
es tad ís tic o  s u fic ie n te  ya en la  primera observación re s u lta  ir re le v a n te  obte
ner un segundo elemento del espacio muestral* E llo  es debido a que la  u t i l i ­
dad marginal de esa segunda etapa de muestreo es nu la , de forma que este re-r
sultado s i  está en la  l ín e a  del dual para U ÍE ) y para la  información espe 
3 1
rada I  { .E iP ^ (* ) j  ■ SU in te rp re ta c ió n  es, pues, completamente análoga a la
mencionada para e l caso a n te r io r . Este resultado está contenido en e l  siguien  
te
COROLARIO 3 . 2 . I I . 3
S i x es s u fic ie n te  para x » (x ,x  ) con respecto a & , en e l sen- 
1 1 2
tid o  de que p0( . / x )  ■ Pa.(»/>0  » entonces y y 1
u Ce) -  u (e  ) .
2 2 1
Demostración*-
u2 ( e ) =» g2 * ( i  -  e ^ ) « g2 * ( 1 ~ 8 ^ E1,P$ ^ 1  ) a u2 ( e ^)
( c .q .d . )
Para la  te rc e ra  de la s  funciones de la  u t il id a d  esperada, U ( e ) , 
se obtienen resultados en la  l ín e a  de los  demostrados para U^(e ) , apare­
ciendo una a d it iv id a d  en tre  la  u t i l id a d  proporcionada por la  primera etapa
y una u t i l id a d  re s id u a l, d e fin id a  considerando la  densidad p ( . / x  ) como
“  1
densidad i n ic ia l .  Una vez más, s i  bien U ( e ) no v e r i f ic a  la  a d itiv id a d  
satis fecha  por U^(e ) , s í  cumple c ie r ta  a d itiv id a d  en la  l ín e a  de la  de­
mostrada para u2 (£ )  * ®BSf pues* s igu ien te
TEOREMA 3 .2 .1 1 .4
Para un par de experimentos E  ^ - { x i , é > ,P x C . / e ) J  ( i - 1 ,2 )  con e l  
mismo espacio paramétrico <£) , y una densidad in ic ia l  p ( • )  , se ve - 
r i f i c a  que
U (E ) -  U (E ) ♦  U*(E /E  )
3 3 1 3 2 1
Donde E ■ (E ,E ) es e l  experimento suma de los E ( i« 1 ,2 )  y e l  
1 2  i
término U’ ÍE /E  ) considera en su d e fin ic ió n  corro densidad in ic ia l
3 2 1
13 *
Demostración.— La te s is  del teorema se deduce de la  s igu ien te  ca 
dena de igualdades:
oz>
U3(E) = g3 .expC-4HCpe C . ) ) M . / ^ E,P» C* :)i  -  1) -
.  g . « • * Cp* ( ' ) V ’ * E1,Pa í , ) i  -  ! )  +  B . - Ht ' V Í ' » . e I ^ E1,P * í , ) i  . (3 3
( / i V W ' - ’)  - 1 ) . . [ E , | ♦  „ , . . - V « V - ' V ’ . t / * S /E , • » .< • > ■ ! - 1 )
3 1 3 1
-  W  + W V
a l actuar p ^ ( ./x ^ )  como densidad in ic ia l  en la  obtención de la  segunda ob­
servación.
(c .q .d . )
Aclarando la  notación in troducida en e l  a n te r io r  teorema hay que
r e s a lta r  que, dado que en la  d e fin ic ió n  de U ( e ) aparece e l fa c to r  exponen
3
c ia l  de la  en tro p ía  de la  densidad in ic ia l ,  en una segunda etapa, cuando las
opiniones pasan a describ irse  por la  densidad p o s te rio r p ^ ( ./x ^ )  , dicho
fa c to r  debe considerarse defin ido sobre la  entrop ía  esperada E H(pA( . / x  ) )  ,x 9 i
toda vez que la  densidad a n te r io r  depende evidentemente del p a r t ic u la r  v a lo r  
obtenido a l  r e a l iz a r  l a  extracción de una unidad m uestral. Por e l lo ,  a l  es­
c r ib i r  U*(E /E  ) debe entenderse que se t r a ta  de la  expresión  
3 2 1
....................  _9
-Ee
1x h ( p» ( - / V W 9 { V e i ' ,v c- ) L 1)
que aparece en e l transcurso de la  demostración.
Una demostración ligeram ente d is t in ta  da lu g ar a una nueva expre
sion para U ( e ) • En efectos  
3
TEOREMA 3 .2 .1 1 ,5
Bajo la s  condiciones del teorema 3 . 2 . I I . 4  ,
u Ce) = U -C e ,)..1* *  EZ/E 1*P» Í , ) Í  + u’ (e /e  ).b -1  ^ E1»p»t ' JJ
3 3 1 3 cL 1
Demostración.—
u J e ) = b, . b“h í iV í , ) , { . 1 ^ e ' p¡¿ -33  _  1) =, g . e " * ^ * 33^
3 3 3
( / K ’ P¿ - 3J .e I ^ /E 1 ,P^ - 3> -  el9 ¿ E 2/E l ' P&( * 3J +  i )
“3
♦ » W - . ' - »  -  D  -  u , ( E , ) . / t V E, ' ■ % < • »  *3 3 1
+ g .e - H Í^ í , ) )  + I # ^ E, ' p» í - )}  .e _ I ^ El ' P* ( * ^  . í . 1 ’ * ' -  1)
3
.  W l 1' #  *
•3‘ - ?  - I 3*" ""
( c .q .d . )
De lo s  dos teoremas inmediatos an terio res  se deduce inmediatameri 
te  la  s igu ien te  igualdad:
COROLARIO 3 . 2 . I I . 4
Bajo la s  h ip ó tes is  del teorema 3 .2 . I I .4  ,
UgCE^ +  U ' C E ^ }  -  UgCE^.81 +
+ u 'Ce  / e ).B _ I  ^ Ei ,pe ^ * y
3 2 1
Nuevamente puede apreciarse en todos estos resultados que bajo
U Ce ) l a  u t i l id a d  obtenida en un proceso de muestreo b ietáp ico  es la  p ro -
3
porcionada por la  primera observación más una u t il id a d  esperada remanente 
proporcionada por e l  experimento ^ > /^ i 9 es^° 0Sf PrDP°rc i ° nada Po r ^a °fr"“ 
tención de una segunda observación suponiendo conocido e l resultado de l a  p r i  
mera. Sin embargo, también como en casos a n te rio re s , con es tad ís tico s  s u fi­
cientes ya en la  primera etapa no se incrementa la  u t il id a d  esperada a l  obte 
ner una segunda observación. Este es , pues, e l  sentido del co ro la rio  siguien  
te :
COROLARIO 3 . 2 . I I . 5
Si x es s u fic ie n te  para x « (x  ,x  ) con respecto a 9 , en e l  sen- 
1 1 2
tid o  de que P0 ( * / x  ) “ P^C»/*) i entonces & 1 “
u3 ( e ) = u3 ( e  )
Demostración.— En e fe c to ,
U (e )  =» g .exp (-H (p  ( . ) ) ) . (b1 -  1) *
3 3 “
—H(p0C - )) r ie{.E.»PAC')J n\ Mr r 1
** g3 »8 9 • l® 1 6  -  U  = U3 lE^
(c .q .d .)
E l a n te r io r  co ro la rio  también podría haberse demostrado s in  más
que considerar que cuando las  densidades in ic ia l  y f in a l  coinciden a l no har-
ber variac ió n  en la s  opiniones del investigador ante la  información propor*-
cionada por la  muestra, la  en trop ía  esperada para e l experimento E coincide
con la  obtenida para e l experimento E , esto es,
1
E K p J . / x ) )  «  E H(p f . / x j )
X e x,, © 11
con Pft( . / x )  13 • En e fec to , empleando la  notación X » X xX . ne-v 9 1  ^ 1 2
s u lta :
f  /  P8( 3 / x )
ExHCp&( . / x ) )  -  J fx ) . lo g  ^  j  .d x .d 9
P „ ( 3 / XJ  f  f  P8C5 / xJ
P„ ( 8 » x ) . l ° g ------- ¡r—y  .d x .d S  = I / P„ ( & i x ) . l o g  /  ■ 1 d x .
p9 ( 9 j  1 p J & )  1u
= E H f p J . / x J )  . 
:1
De ahí que d e fin id a  U ( e ) a p a r t i r  del incrmento absoluto en la  capacidad 
de predicción:
U jE )  -  g ,.Ce'€ xHC,V ( ‘ / x ) )  -  -
g3 . (e “Ex1H(,fct , / x i ) )  -  -  U3 CE1)
que no es sino la  confirmación del resultado del co ro la rio  3 ,2 ,1 1 .5  ,
Apliquemos nuevamente todos estos resultados a l modelo normal. Se 
te n d ría : .
verificándose la  igualdad expresada en e l Teorema 3 . 2 . I I . 4  ;
J z  <r02 +  c-2 -  <r J e *  +  c 2  -  <T J c 2  +  * c 2 - ] < ? *  + <?o
93 -------------------------  g3 -----------------“ ------ + g3*CC0 yf2Re C(T0 yf2r\ e
En e l caso de una población uniforme y densidades in ic ia le s  descritas  por la  
densidad de Pareto la  ap licación  del correspondiente comportamiento de la  te r  
cera de la s  funciones de la  u t il id a d  esperada ante e l  experimento suma se re  
a l iz a r ía  de acuerdo con la s  expresiones:
U3 (E) =» 2g3 /  dQ e x p (( l+ k ) /k )  
ü3 ÍE /j) =• g3 / b 0 e x p (( l+ k ) /k )
i i . f r  /p  1 „ f lS ^ Eo/E .'P .C * )J  .1U*(E /E  J = g .e  x & 1 . ( e  2 1 0 J -  1J -
3 2 1 3 1
-  g3 - • ( é ¡ ]  "  g3 ;  &o exp C b - * ) /k )
&0 .e  k
cumpliéndose la  evidente igualdad:
2g /% e x p ( ( 1+ k )/k ) -  9 _ /  8Xp (C 1+k)/k ) + 9.. /  $ *e x p (( l+ k ) /k )  •3 o 3
I I I .  LA UTILIDAD ESPERADA COMO FUNCION DEL TAMAÑO MUESTRAL 
La inform ación esperada sobre ^  proporcionada por un experimen­
to E(n) y considerada como función del tamaño m uestral, es cóncava y cre­
c ien te  (L in d le y , 1956) . V e r if ic a ,  por tan to , para cualqu ier v a lo r de n > 2  , 
las  s igu ientes desigualdades:
I  { E ( n ) fp ( . ) }  -  I  { E ( n - I ) ,p  ( . ) )  >^0
^ ^ ^
2 .1  { E ( n ) , p & ( . ) j  -  I  £ E(n+1) , p ^ ( . ) J -  I  ¿ E (n - l ) ,p  ( . ) J  ^  0 .
Este comportamiento de la  información esperada no es sino confirmación de 
la  creencia común de que debe ganarse información cuando se re a liz a n  experi­
mentos de mayor tamaño m uestral, a l  tiempo que la  ganancia en la  información  
marginal disminuye ante observaciones independientes y e q u id is trib u id as . Vea 
mos ahora qué funciones de la  u t i l id a d  esperada U^({r(n) )  ( i» 1 ,2 ,3 )  siguen
teniendo este ca rá c te r creciente y cóncavo como funciones del tamaño mues­
t r a l .
Dado que, por d e fin ic ió n , la  constante g es p o s itiv a , las  pro
1 “
piedades de la  inform ación esperada se v e r if ic a n  triv ia lm e n te  para U^(E(n)) 
De ahí que (L in d le y , 1956) se siga de forma inmediata e l s igu iente resu lta  
do:
TEOREMA 3 . 2 . I I I . 1
u (E (n ))  es una función creciente y cóncava de n • 
1
La in te rp re ta c ió n  de este resultado es id é n tic a  a la  establecida
para la  inform ación esperada. Supone una doble confirmación para U (E (n ) )  :
1
por una p a rte , confirma su empleo como función de la  u t il id a d  esperada; por
o tra , confirma e l  hecho em pírico, de aceptación común, de la  disminución
marginal en la s  u tilid a d e s  esperadas conforme aumenta e l tamaño muestral» y
para observaciones independientes y eq u id is trib u id as . Puede, por e l lo ,  a f i r
marse que, expresada la  u t il id a d  esperada a través de U (E (n ) )  , e l  incre—
1
mentó de u t i l id a d  a l pasar de la  muestra x(n)  a la  x (n + l) es menor, pe­
ro nunca negativo , que e l experimentado a l pasar del resultado x(n—1) a l  
x(n )  .
La ap licac ión  de este resultado a l modelo normal conduce a las  
desigualdades:
2 ^ 2 (T + n (T 0
U . (E (n ) )  -  U f E ( n - l ) )  -  ¿(J . lo g (  — ------------------*  } >  0
1 1 1 C +  fn—1) Cg
2 2 
(T + n <T0
2U (E (n ) )  -  U Í E ( n + l ) )  -  U ÍE ( n - l ) )  « g . lo g  ■ - .......................................      0
1 1 1
1 +  (T04
Para una población uniforme y una densidad in ic ia l  de Pareto, s e r ía :
U (E (n ) )  -  U (E (n -1 ))  -  g .lo g  >  0
1 1  1 n-1+k
2U ( E (n ) )  -  U (E (n + 1 )) -  U (E (n -1 ))  -  g . lo g  — 0 .
1 1 1 1  (k+n) -  1
E l comportamiento seguido por U^CECn)) como función de n es
id én tico  a l señalado para U (E (n ) )  . Efectivam ente:
1
60
TEOREMA 3 ,2 .111*2
U (E (n )J  es una función creciente y cóncava de n •
Dem ostración.- Sí es c rec ien te , pues
 ...................... , í 0~ l9
2 2
IL ÍE (n ) )  -  U (E (n -1 ))  -  8L .(s " I * ^ EÍn" l3 ,P » í * ^  -  b" 1 tE C n ),P -C - ) i  j  >(, 0
dado que la  inform ación esperada es creciente y la  constante es posi­
t iv a .
Para demostrar la  concavidad basta comprobar que 
A  = (U2 (E (n ))  -  U2 ( E ( n - l ) ) )  -  (U2 (E (n + l) )  -  U ^ E fn )) )  
es p o s itiv o . Y, según acaba de verse,
U2 (E (n ))  -  U2 (E (n—1 )) = g^Ce” 1 ^ E (n _ l5 ' p» C* _  B_ I  )
(E(rw-1)) -  U (ECn)) -  g . ( e - 1  ( .E tn ) ,p^C-) }  _  - 1  {.E(rn-1) , p& C- ) j  }
U2 ' " ' 2 '  " "  ~2 
con lo  que su d ife re n c ia  re s u lta :
9 I . i  r , 9
A  = g . ( e - 1  +  B- I  _  ¿-I < E ( n ) ,p a ( . ) j  }
- I 0 { E ( n ) , p  f.)J . I &{ E ( n } ,p  ( . ) ]  -  i e { E (n + l) ,p  ( . ) }■ e 11 9 »7 +
+  E(n)»Pe C• 33 -  1 ^ í. e Cit- I  )»P0 C• ) i  2 )
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Dado que e >s 1 + x , se deduce que
g2 . e - l 9 ¿ E W l P .>( - ))  ( l 8{E ( n ) ,P 8 ( . ) }  -  I  E frwl)  .P, ( . ) J  + 1  +
0
+ I * { E ( n ) , p  ( . ) }  -  I 9 [ E ( n - l ) , p  C-)J  + 1 -  2 ) -  g .e  1 {-E( n) ,p^ * l i  (
( 2 I 8 {.E(n),p&( . ) }  -  I ^ { E ( r H - l ) , p 8 ( . ) J  - I  { E [ n - l ) , p ^ ( . ) j  ) > 0
puesto que la  inform ación esperada es, como ya se ha ind icado, cóncava res­
pecto n ■
( c .q .d . )
Nuevamente e l teorema a n te r io r  pone de m anifiesto la  doble con­
firm ación a la  que aludíamos para U ^ E fn ) )  y que corroboran e l uso de
61
U (E (n ) )  como una e fe c tiv a  función de la  u t il id a d  esperada. Este comporta- 
2
miento en e l  modelo normal queda patentizado con la s  siguientes desigualda­
des:
C
u (E (n ) )  -  U' (E (n -1 ))  = g . (  _ _ _ _ _ _  _  ) >  0
¿ ¿ ¿ 1 -  o I 2 2
C + n C0yj  <T2 + (n-1 ) G *  yf
2U2 (E (n )) -  U2 (E (n + l) )  -  ^ ( E f n - l ) )  = <P g ^ i  1
y  <T2  +  C ri—1) C-o
y  (T2 + (rH-1) Co \ / ( r 2 + n C
Y en e l caso de una población uniforma con densidad in ic ia l  de Pareto, resu^ 
ta r ía n  la s  s iguientes desigualdades:
kU2 C E M ) -  U2 (E (n -D )  = g2 . >  0
2k
2ü2 (E (n ))  -  U2 (E (W 1)J -  U2 ( E ( ^ 1 ) )  -  v  >  0
La ú ltim a de la s  funciones de la  u t il id a d  esperada consideradas 
no v e r i f ic a  en toda su extensión la  te rcera  de la s  propiedades de la  informa 
ción esperada. E llo  es debido a la  especial d e fin ic ió n  de U3(E (n ) )  en fun­
ción de I ^ { E ( n ) f p ( . ) J  como:
8 e
U ,(E (n ))  = g . . “HÍp. { - ) ) ( . 1 -  1)
expresión en l a  que e no depende de n y , por ta n to , no in flu y e
en e l  comportamiento de U ÍE (n ) )  como función del tamaño m uestral. Si bienü
la  información esperada es cóncava, la  función exponencial es convexa. De es
ta  forma la  posib le concavidad de U (E (n ) )  dependerá, en cada caso concre-
3
to , de la  dominancia ex is ten te  entre  la  concavidad de la  inform ación espera-
da y la  convexidad de la  función exponencial. Por consiguiente, U (E (n ) )
3
no respeta , en general, e l  decrecimiento de la  u t il id a d  marginal conforme au
menta e l  tamaño m uestral. No obstante, la  inversa tampoco es c ie r ta  como se
pondrá de m anifiesto  para e l  modelo normal. En d e f in it iv a ,  e l  comportamiento
cóncavo o convexo de U (E (n ) )  como función de n dependerá de la s  especia
3 mm
les  h ip ó tes is  de p a rtid a  sobre las  densidades de probabilidad de la  pobla­
ción y de la  cantidad a le a to r ia  ® de cada problema p a r t ic u la r .
Precisamente e l modelo propuesto en la  Sección 2 .2  pone de mani
f ie s to  e l ca rá c te r no estrictam ente cóncavo de U (E (n ) )  , puesto que bajo
3
la s  h ipó tesis  de dicho modelo la  te rcera  de la s  funciones propuestas para re  
presentar l a  u t il id a d  esperada es una función l in e a l  del tamaño m uestral. En 
efecto ,
U3 (E (n ))  = g3 .n /  e x p ( (k + l ) / k )  
de forma que la  desigualdad empleada en esta  sección
2U „(E (n )) -  U (E (n+1)) -  U (E (n -1 ))
o \5 o
toma siempre e l va lo r cero.
Sin embargo, U (E (n ) )  s í respeta e l  hecho empírico de la  ganan 
3
c ia  de u t il id a d  conforme aumenta e l tamaño del experimento. E l s igu iente  te ­
orema demuestra que U (E(n))  sigue siendo una función crec iente  del tamaño
3
m uestral:
TEOREMA 3 . 2 . I I I . 3
u (E (n ) )  es una función creciente de n . 
3
Demostración.— Es inm ediata, pues 
U fE (n ) )  -  U f E ( n - D )  -  g . - * ( * » ( •  _  / i  Q
O u  u
dado que la  información esperada es crec ien te  y tanto la  constante g como
3
la  función exponencial son p o s itivas .
( c .q .d . )
La ap licac ión  de la  desigualdad a n te r io r  a l modelo normal toma­
r ía  la  forma:
/ 2 2 ¡ 2  (T + n (T0 — y  (T + (n—1) 2«¡■oU CE(n)) -  U (E (n -1 )}  = g . ------------------------ ¡--------   >  0
CCg\ j 2 n e
Y para e l  segundo modelo de los considerados:
1+k
U3(E (n ))  -  U3 ( E ( n - l ) )  = g3 / 9 -„ e  k >  0 .
Nuevamente la  te rcera  de la s  funciones de la  u t il id a d  esperada 
f a l l a  en una importante propiedad que respeta la  común creencia de la  dis­
minución en la  u t il id a d  marginal conforme va creciendo e l tamaño m uestral.
ÜD
Esta c ircunstancia  im p lica , evidentemente, una nueva disminución en la  a p l i -
c ab ilid ad  de U (E(n))  • No obstante, y por dos motivos fundamentales que va 
3
mos a in d ic a r ,  la  función de u t il id a d  U ( E (n ) )  puede adm itirse como corree
3 r
ta  para d e s c rib ir  c ie rta s  situaciones concretas. En prim er lu g a r, aquellas a 
p licac iones prácticas en las  que se dispongan de datos acerca del incremento 
absoluto producido en la  capacidad de predicción por e l  hecho de r e a l iz a r  e l 
experimento E(n) pueden neces ita r describ irse  por u tilid a d e s  donde existan  
marcados crecim ientos marginales en todo e l  proceso o en parte  de é l*  Por e— 
jemplo, esto es posible en circunstancias en las  que, a p r io r i ,  e l  desconocí 
miento sobre la  cantidad de in te ré s  sea t o t a l ,  necesitándose l le g a r  a un de­
terminado tamaño muestral n a p a r t i r  del cual la s  sucesivas informaciones
o
disminuyan en im portancia. En segundo lu g ar, t a l  como queda recogido en e l  
teorema s ig u ien te , en e l  modelo normal s í  e x is te  un comportamiento en la  l í ­
nea demostrada para las  o tras dos funciones de l a  u t il id a d  esperada, y esto 
a pesar de que la  concavidad respecto n no sea una propiedad general para 
U (E (n ) )  • Este hecho es in teresante  en cuanto que, con frecuenc ia , se u tiljL  
zan en l a  p rá c tic a  aproximaciones a l  modelo normal. Por tan to , con tamaños 
m uéstrales no excesivamente grandes y para c ie rta s  ap licaciones , podrá acep>- 
tarse  con gran c re d ib ilid a d  que tarrtoién la  u t il id a d  esperada U3(E(n})  s i­
gue un comportamiento cóncavo como función de n , respetándose de esta  fo n - 
ma la  creencia -  no exclusiva para todas la s  aplicaciones — dB la  disminu­
ción de la s  u tilid a d e s  marginales conforme crezca e l  tamaño m uestral. E l teo 
rema a l  que se ha aludido es e l  s ig u ien te :
TEOREMA 3 .2 ,1 1 1 ,4
En e l  modelo normal, U (E (n ) )  es una función cóncava de n
3
Demostración.- Bajo la s  h ipó tes is  del modelo normal
u3 Í E ( n ) ) “ B3 - ( J 1 +  n 7 Í  " 1
e
Considerando la  función de va riab le  re a l que admite la  misma expresión que 
U3 ( E ( n ) ) ,  esto es,
y (x ) -  g3* í 1 + x _ i
tien e  como segunda derivada
, , r ^  -|3 ,  (T, . - 3 /2  . I-------
y" (x )  -  -  g3 . [  —  ) ,  (1 +  x —  J / 4 ^ 2 r t e
expresión que es menor que cero para cualqu ier x p o s itiv o , Y dado que n 
es combinación l in e a l  de n-1 y n+1 y
n » ¿ (n -1 ) + ¿ 0> H )
y que y (x )  es cóncava en la s  abcisas p o s itiv a s , re s u lta rá  
y (n )  ^  ¿ y (n - l)  + ¿y(rH-l)
esto es,
2U3 (E (n ))  £  U3 (E (n + l) )  +  U ^ E fn - l ) )
( c .q .d . )
IV . COMPORTAMIENTO DE LAS FUNCIONES DE UTILIDAD COMO FUNCIONALES
DE LA DENSIDAD INICIAL
La concavidad como funcional de la  densidad in ic ia l  es la  u ltim a
de la s  propiedades c a ra c te rís tic a s  de la  información esperada. Se t r a ta  de u
na propiedad de d i f í c i l  in te rp re ta c ió n  p rá c tic a , admitiendo representación
g rá fic a  solamente en e l  caso de que e l espacio paramótrico se reduzca a dos
valores, c ircunstanc ia  en la  que cua lqu ier densidad in ic ia l  queda expresada
por un va lo r re a l en e l  in te rv a lo  C ° . i ]  ,  Sin embargo se t r a ta  de un in s tru
mentó para d e s a rro lla r  la  te o r ía  del diseño de experimentos óptimos por maxi
mización de una función de inform ación. Veamos, pues, qué expresiones ín tim a
mente relacionadas con la  información esperada v e r if ic a n  esta  propiedad y ,
en p a r t ic u la r , qué funciones U^(e ) ( i » 1 , 2 , 3 )  son cóncavas como funcionales
de la  densidad in ic ia l  P^(*)  •
Consideremos e l  s igu iente  experimentos con probabilidad X  (para
todos lo s  valores de ^  ) realizamos e l  experimento E ■ \  X
1 1 1
con probabilidad 1— X  (para todos lo s  valores de 9 ) se r e a l iz a  e l
, suponiendo que tanto para E como para E e l
espacio paramétrico es id é n tic o , Sy, =» » Crx . La observación c o n s is tirá
en la  extracción de una unidad muestral de acuerdo con alguno de los  dos ex­
perimentos que, a su vez, son elegidos de acuerdo con la s  probabilidades as i£  
nadas de X  6 1 - X  , respectivamente, Así pues, obtenido un determinado da
to ex is te  una doble incertidum bre: la  im plicada por e l  parámetro desconocido 
9  y l a  derivada por e l  desconocimiento de qué experimento E  ^ ( i» 1 ,2 )  es
e l rea lizado  para obtener la  observación. Este experimento compuesto se deno
ta rá  por la  expresión (X fL ^ h -f  1"“ . En términos matemáticos s e r ía
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( ¿ E  + C 1 - > . ) E 2 ) - { x  -  X ^ X ^ S f i . P )  donde P es e l  conjunto de funcio­
nes de densidad p (x / 9  ) defin idas como sigues s i  x £ X  , entonces
x 1
p ( x / Q  ) ® X p  ( x } con XaX • s i  x £ X  , entonces p (x /  0 )  a ( 1 - P 0 *  
x 1 2  x
,p ( x / & )  con x=x « Así pues, p ( x / 9 )  se t r a ta  de una combinación l i  
x 2 2 x —
nea? convexa de la s  densidades p^ ( x ^ / 9  ) y p^ ( x g / f t )  • L indley (1956) 
demuestra lo s  resultados s i g u i e n t e ^
I 9 { ^ E 1+C l - ^ ) E 2 ,peC . ) }  - > I ® { E l tP a f . ) 3  + ( l - W l * { E ¿ , p#( . } }
y ,  manteniendo un experimento f i j o  E , I  {  E ,p^(«)J  es una funcional cón­
cava de la  densidad in ic ia l  P^C*) » esto es, siendo t P^C«)  V
p f . )  densidades de probabilidad ta le s  que 
29
pp ( - )  »  +  Ci - > - ) p 2 9 ( * )
con □ 4  X  4  1 i re s u lta  ser
i S¿ e »p8 ( . ) }  +  ( i - ^ ) . i 9 { e , p28( . ) }  .
Notemos que siendo p _ ( • )  y  PoQC«) funciones de densidad, cua lqu ier corn­il/  2cr
binación l in e a l  convexa de e lla s  sigue siendo función de densidad, lo  que im 
p lic a  que la  densidad a n te r io r  esté bien d e fin id a . La desigualdad en sentido  
inverso define a una funcional convexa.
A f in  de comprobar los  resultados posteriores es conveniente de­
s a r r o l la r  previamente un s e n c illo  modelo en e l  que e l espacio paramétrico es 
bipuntual y que s e rv irá  para proporcionar una representación g rá fic a  del ca­
rá c te r  cóncavo de l a  información esperada y de o tras  expresiones re lac iona­
das con e l la  consideradas como funcionales de la  densidad in ic ia l .
Consideremos, pues, un espacio muestral X en e l que toma valo­
res c ie r ta  cantidad a le a to r ia  x que se d is trib u ye  uniformemente en (0 , 9 ) ,  
La cantidad de in te ré s  desconocida admite dos posibles va lo res , e l  1 y e l  
2 , siendo por tanto e l  espacio param étrica e l  «2J  • La den
sidad in ic ia l  vendrá dada, pues, por e l  par (p ,1 -p )  que describe la s  opi­
niones in ic ia le s  que e l  investigador posee sobre la  ocurrencia de lo s  dos po 
s ib le s  estados de la  natura leza 9  y 9^  , respectivamente. Bajo estas hipó­
te s is  se demuestra e l  s igu iente
TEOREMA 3 . 2 . I V . 1
Si x es una cantidad a le a to r ia  uniforme en ( 0 , 9 )  , y 9  toma los
b io l io t e c a  
facultw c. mtemáticm
VA tJFVCf A
fcjfc)
valores 1 y 2 con probabilidades p y 1-p , respectivamente 
( p € ( ü , l )  ) ,  resu lta  ser
I 9 { E f pJ « p.log 2 -  ¿ h + p )-l°g (l+ p ) -  i ( l - p ) * lo g ( l - p )
Demostración,- Ss tienen la s  s iguientes densidades de p ro b a b ili­
dad:
f 1 x 6 ( 0 ,1) y  9 =  1
p ( • / &  )  "  1 / 9  en (0 , ) , esto es, p ( . / &  )  =  •
X i  x 6 (0 ,2 )  y 9  a 2
f p  S Í  1
P ( • )  83 <
9 ^ 1-P S Í  9  a 2
( p en ( 0 , l ) x 1
Pa ( • »• )  a /
X \  ¿ f l -p )  sn Í 0 ,2 )x2
f  ¿(1+p) en (0 ,1 )
P ( . ) «  lX 1 4 (1 - p ) en (1 ,2 )
P ^ U /x )
en 9 * 1  y E en 9 * 2  cuando x (□ , 1) 
1+P 1+p 1
0 en 9  *  1 y 1 en 9 * 2  cuando x ( 1, 2 )
La en trop ía  y la  en trop ía  esperada admiten la s  s iguientes expresiones:
H ( p )  =* -  P ( D . ) . l o g  P^C&J =* -  P . l o g  p -  ( l - p ) . l o g ( l - p )
9¿ 6 C¡5
E ^ H ( p )  a -  J  £  ^  p ^ (x /8 . ) . p^( 9 j . lo g  p^(3¿ /x )J dxX ' 4.' 4.' ~ ^ ' *• I
9 ¿ € &A»
1
a -  J  |  p .lo g  + ¿ ( l -p )« l° g  J  dx 3 -P .lo g  2 -  p .lo g  p -
o
-  ¿ ( l - p ) . lo g ( l - p )  + ¿ ( l+ p ) .lo g ( l+ p )
Como ya quedó indicado en su momento, en los  cálculos an terio res  se ha supues 
to  que la  expresión O .log 0 toma e l v a lo r  cero. Finalm ente, restando los  
dos resultados an terio res
I * { e , p J  a H(p) -  E H(p) a p .lo g  2 -  ¿ ( l+ p ) .lo g ( l+ p )  -  ¿ ( l - p ) . lo g ( l - p )
» X
(c .q .d . )
E ste  re s u lta d o  p e rm ite  com probar p rá c tica m e n te  l a  concavidad  de 
la  in fo rm a c ió n  esperada como fu n c io n a l de l a  dens idad  i n i c i a l .  En e fe c to ,  con 
una v a r ia b le  r e a l l a  d e s igu a lda d
I 9 {E ,P8 ( . ) j > ^ I ® { E , p i 6 ( . ) }  + ( 1 -  » . I 8{ E , P 29( . ) }
que d e f in e  l a  concavidad  de la  in fo rm a c ió n  esperada como fu n c io n a l de P^C»] 
es e q u iv a le n te  a que la  segunda d e r iv a d a  de l ( E , p ) ,  cuando e x is ta ,  con re s ­
p ec to  a p sea no p o s i t i v a  (F le m in g , 1969] • En e l  s e n c i l lo  modelo a n te r io r
2 6 r i
d I  { E , p j
dp 1-p
e x p re s ió n  que es menor que cero  pa ra  c u a lq u ie r  p € j ü , l £  , con firm ando  a s í 
e l  re s u lta d o  encon trado  p o r L in d le y  (1956) sobre  la  concav idad  de l a  i n f o r  
mación esperada. E l mismo e jem plo  p ro p o rc io n a , además, una re p re s e n ta c ió n  
g r á f ic a  de la  in fo rm a c ió n  esperada en fu n c ió n  de p . D icha  g r á f ic a  s e r ia  la  
s ig u ie n te :
0*2231435
0*60 1P, PP
R epresen tac ión  g r á f ic a  de I  {  E ,p  J como fu n c ió n  de p .
D el examen de la  a n te r io r  f ig u r a  puede asegura rse  que cuando se 
adm ita  a p r i o r i  que la  p ro b a b il id a d  de o c u r re n c ia  p a ra  e l  v a lo r  ^  d e l pará ­
m etro & e s tá  com prendido e n tre  lo s  v a lo re s  p^ y  p^ , a l  o b te n e r e l  dato  
m u e s tra l x a f i n  de a d q u i r i r  in fo rm a c ió n  sobre  e l  ve rdade ro  v a lo r  de d se 
o b tie n e  una in fo rm a c ió n  esperada de, a l  menos, l a  de la  re c ta  que pasa p o r 
lo s  pun tos  ( p ^ , I ^ {  E , p ^ } ) y  ( p ^ , I ^ {  E , p ^ j )  , e s to  e s , l a  r e c ta  de ecuac ión
" i  . , 9 ,  , . 9
{  E ,p ) Ci ’ { e , p2 ]  -  I 8 { e ,P /] j ) + i 9 { e , P i ]
De e s ta  form a pJde quedar e s ta b le c id a  una c o ta  i n f e r i o r  para  la  
in fo rm a c ió n  esperada de e s te  caso c o n c re to  de e sp a c io  p a ra m é tr ic o  b ip u n tu a l,
permitiendo a d q u ir ir  una c ie r ta  idea de dicha información cuando, ante l a  im 
p o s ib ilid ad  de p rec isar una probabilidad in ic ia l ,  e l investigador s í  es ca­
paz de in c lu ir la  dentro de un in te rv a lo  de pos ib ilidad es . Generalizando este  
comentario puede afirm arse que, para aquellas situaciones en la s  que e l  cá l­
culo de la  información esperada es de d if ic u lto s a  obtención, su concavidad 
como funcional de la  densidad in ic ia l  puede proporcionar una adecuada cota in  
fe r io r .  En e fec to , s i  para una c ie r ta  densidad in ic ia l  p ( • }  la  obtención ^ v
de re s u lta  complicada, conocida dicha información para o tras
dos densidades in ic ia le s  p ( • )  y P^C»)  relacionadas con la  primera a
19 20
travós de la  combinación l in e a l  convexa p^f*)  ■ X  P ( • )  +  (1— >9 ' 1o 20
podrá asegurarse que, a l  menos, la  información esperada proporcionada por e l
experimento E « {x, i P ^ f t / 0  }J cuando la s  opiniones in ic ia le s  vienen des
c r ita s  por p ( • )  , será  
0
*  i 8 { E , p i e ( . ) }  +  Ci - > - ) . i S{ e , p29( . ) J  .
Estudiemos ahora e l comportamiento seguido a l respecto por la  
entrop ía  y la  en trop ía  esperada.
TEOREMA 3 .2 . IV .2
H(pft( . ) )  es una funcional cóncava de p ( • )  
0 0
Demostración.- Denotando por
A h(p8 ( . ) )  = h(p9 ( . ) )  -  Ji h Cp1#C.))  -  d -J O H (P 2a( . ) )
y siendo p ( • )  « ?-P„ + O — ) » bastará demostrar que A h Cp f . ) )0 lo  “
es no negativo. Y asís
A  H(pa ( . ) )  = -  J  p&( & ) . l o g  pg ( 8  ) . d &  +  Pl 9 ( & ) . l o g  p i 8 ( & ) . d &  +
+ ( I - * )
(l->)
P . J » )Jp ( 0  ) . lo g  p ( 0  ) . d 0  » I p ( & ) . l o g  ■■■■ ,d &
p ( 9  )
p_G( 0 ) . lo g  ------  .d 0  ^  O
Pe O )
Pe ( » )
pues la s  in te g ra le s  an terio res  son p o s itiv a s , s in  mas que considerar l a  desi 
gualdad de Hard; 
función u (0  ) •
rdy, Littelevvood & Pólya (1952) , con P .a( 0 )  /  P ( & )  comoiv 9
( c .q .d . )
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En e l  e jem plo  d e s a rro lla d o  r e s u l t a r ía :
d2H(p) ^ "1
dp p ( l - p )
c o c ie n te  n e g a tiv o  para  c u a lq u ie r  p é } o f 1 ^  (en lo s  extrem os la  segunda d e r i  
vada a n te r io r  t ie n d e  a -  oo ) , v e r if ic á n d o s e ,  pues, e l  teorem a 3 .2 . IV .2  .
La re p re s e n ta c ió n  g r á f ic a  de H (p ) pone de m a n if ie s to  su c a rá c te r  cóncavo 
en e l  modelo que s ir v e  de e x p o s ic ió n  p r á c t ic a  en e l  e s tu d io  de l a  concav idad  
como fu n c io n a l de la  densidad i n i c i a l *
G»6931472
0*5 10 P
R ep resen tac ión  de H(p)  como fu n c ió n  de p •
TEOREMA 3 . 2 . IV .3
E H(p f .  / x ) )  es una fu n c io n a l cóncava de p ( • )x B 9
D e m o s tra c ió n .- Denotando p o r
A  E H ( P a ( . / x ) )  = E H(p ( , / x ) )  -  ^ .E  H(p f . / x ) )  -  ( 1- ^ . ) * E  H(p f . / x ) )  
x  9 x B x 1o x 29
y s iendo  P & ( « )  = ^ P1& ^  + A ^ C O, 0  habrá  que d e m o s tra r
Pue A E H(p  ( , / x ) )  es no n e g a tiv o . En e fe c to ,  
x  o
A  E  h C p J * / x ) )  =» -  f  í  p  ( x / 8  M ^ p . J  ^ )  +  ( 1- 2 0 - P  S  ) ) . i o g  
— k X £  J J  X  ' 1 0  29
.log
«log
p ( x / a  ) .p  )
x « d p .d x  + > * 1 1  Px( x / a  ) .p  ( 9  ) . lo g
P Cx) 11
P (x/8 ).p C 3 )
*    —- ■ ■ ■ — ■ «d& .dx + (1 - jJ
P (x)1x
Px( x /  d )*P2^C^ )« lo £f
p ( x / 9  ) .p  . ( & )
,log ■ X n ,d 9  «dx
P« M2x
donde
P^(- )  ** + Cl" >*)«p2^C«)
«
P. (x )  -  f p ( x / a  )«p A & ) . d $  ( i» 1 #2)
íx  J  x i&
px C«) =■ A p 1x C«) +
E l teorema quedará demostrado comprobando que cada una de la s  dos in te g ra le s  
siguientes
P, J  ^}«P M  1& xA E H ( p  C«/x)3 ® A l p ( x / a  ) .p  ( 8 * ) . l o g ------------
J j  x 18 p. ( x ) .
«d&«dx +
P _ J 9  ) 'P  (x)X
( i - ? - )  f  í  p ( x / a  ) . p„  ( & ) . i o g  — -------J J x 28 p_ í x ) . • di) «dxp2x m - p&( » )
es no negativa . En e fec to ,
JJ-. ( x /&  } .p  ( 8  ) . lo g  —
P ( x ) . p .  Í 9 )id
id Pi x (x ) .P &(8  )
• d i) «dx
p. ( x ) . p . ( & )
p ( x / 8  ) .p av( 3  ) . lo g  —  ------------------
p M . p U )
X id
• di) «dx
y puesto que para cualqu ier función p o s itiv a  re s u lta  ser - lo g  f ( x )  1 - f ( x ]  ,
desarrollando la  ú ltim a in te g ra l y enlazando con e l  cálculo del incremento
A  E h( p J * / x ) 3  »x
A  E H(p ( , / x ) )  ^  -  í  j (p [x/fy ) .p  (fc- ) .p (x )  /  p ( x ) ) . d f r .
x 8  J J  x & i x  x
dx +
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En e l  e jem plo  p ropues to  se v e r i f i c a  que
d E ^ H fp ^ f . / x ) )
dp p ( l - p 2 )
e x p re s ió n  que es menor que ce ro  para  p € ^ O f l £  . La re p re s e n ta c ió n  g r á f ic a
de E H (p ) m uestra  su c a rá c te r  cóncavo: 
x
E H(p) t
10 p
R ep resen tac ión  g r á f ic a  de E H (p ) en fu n c ió n  de p *
x
Siendo p ( • )  3 ^ p  ( • )  + ( l ~ ) Ü « P  . ( • )  0 £ * 1 , co n s id e re
9 10 28
mos la s  e xp res io n es  s ig u ie n te s :
. H ( p ¿ . »  -  ^ H ( p l d ( . ) )  "  í1-» .H (p2a(.)) -  A h ( P^ (.)) =»
r P„ J & ) f Po J & ^
= \  P . J & ) ’ l o 9 — ------- + ( 1 - J 0  \ p _ ( 9  ) . l o g13
P8 ( 9 )
2a
pe ( & )
• d& >y ü
E H(p ( , / x ) )  -  E H(p í . / x ) )  -  ^ E  H(p f . / x ) )  -  ( 1 - > ) . E  Hfp f . / x ) )
X  o X  Í7 X  lO  X
=
ie. _ ( • / * )
p  (x /9 -  ) . p „ „ ( & ) * i ° g
1» p „(9
+ d - J O
• d & . d x  + 
&/*)
p ( x / d  ) .p_cC & ) . io gx 23
29
P& ( $ / x )
• d 8 .dx  X. 0
A i 8{e.p ( . í )  -  i 8{ e . ^ C . í }  - ^ i 8{ e , p  ( . ) ]  -  C i - A ) . i & { e , p 28( . ) J
18
P, ( 9 ) . p  ( & / x )
p (x /&  ) iP „ * ( &  1 1    • d 9  . dx +
p1s( 9 / x ) . P e ( & )
+  ( I - ? - ) .
t  p&( 6 / x ) . p  ( © )
P ( x / 8  ) .p  ( s ) . l o g  —— — —— , d 9 . d x  V  0
J x 28 P2e( 9 / x ) . p 9 C& )
verificándose tr iv ia lm e n te  que 
dA i  { e , ps ( . ) J  » A h ( p9 ( . ) )  -  A exH(p8 ( . / x ) )
Con la  notación a n te r io r  se deducen lo s  dos co ro lario s  s igu ientes:
COROLARIO 3 .2 . IV . 1
A h ( p  ( . ) )  *  A e  H(p C./x ) )
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Demostración.-
A K p ( • ) )  -  A  E H ( p  ( . / x l )  -  A l  ¿E,P ( . ) }  *  0
q X r ^[c .q .d .  )
COROLARIO 3 .2 . IV .2
A h CpJ . ) )  >/ A  i 8 { e , p  f . ) Jy* o
Demostración.-
A h ( p 8( . ) )  -  A i 6 { e , p ( . ) }  -  Z í e xH(p8 { . / x } ]  »  o
( c . q . d . )
Pasemos ahora a es tu d ia r e l  ca rác te r que, como funcionales de la
densidad in ic ia l  p f . )  • tienen la s  funciones de la  u t il id a d  esperada U ( e )
& i
defin idas  con a n te rio rid a d . Concretamente, por su misma d e fin ic ió n , U^(e )
es también con evidencia cóncava como funcional de p ( • )  •y
TEOREMA 3 .2 . IV .4
U ,(E ) es una funcional cóncava de la  densidad in ic ia l  P_.(«)
1 0
E l comportamiento seguido por la s  o tras  dos funciones d i f ie r e  en 
t re  s í .  M ientras que para la  segunda de dichas funciones se respeta la  misma 
propiedad que para la  información esperada, nuevamente U tien e  un con>-
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discordante con la s  o tras  dos u tilid a d e s  esperadas. En e l modelo que estamos
aplicando, de espacio paramótrico b ipuntua l, las  d is tin ta s  funciones U ( e )
i
toman la s  s iguientes expresiones concretas:
U ^E ) a g  • [p .lo g  2 -  ¿ ( l+ p í- lo g t  1+p) -  s ( l - p ) * lQg ( l - p ) )
u _ m  -  )
2P
u (e)  -  g • ( 2P.p P. I — —  ^ -  pP( i - p ) p )
3 ' '  (1+p ) P
El próximo resu ltado , demostrado para funcionales, se corresponde 
con e l resultado análogo para funciones de v a riab le  re a l (Flem ing, 1969) :
TEOREMA 3 .2 . IV .5
S i  F f p &C - ) )  e s  una f u n c i o n a l  c ó n c a v a  de P ^ ( « )  » e n t o n c e s
e x  p C-f Cp l C . ) )  e s  una f u n c i o n a l  c o n v e x a  .
¥
Demostración.- Siendo p ( . )  =» ^ P . « ( « )  + (1-?«)«P . . (• )  con1© 2©
0 4 7- 4  1 t demostrar que 
es equivalente a ver que
1 *  >  "  FÍ P10C- »  + ( 1 - » . . ^ ^ »  -  F(p2>( . ) )  #
Dado que F ( p ^ ( . ) )  es cóncava,
F(Pe ( . ) ) »  A  f ( p ,,0 ( * ) )  + C 1 -? - ) .F {p2SC.) )
de donde
J  / ( » . ( • ) )  -  -  FV - »  »
>, A  - F t » ,
»  X  (1 +  ( i - > ) . ( f ( p 28( . ) )  -  F (p 1&( . ) ) ) )  + ( 1- A M 1 +  X  i  
( f ( p i 8 ( . ) )  -  F(patf( . ) ) ) )  -  X + ( 1 - A )  -  1
( c .q .d . )
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El resultado a n te r io r  permite demostrar para la  u t il id a d  espera­
da U^(E) s u  concavidad como funcional de la  densidad in ic ia l  P^(«) •
TEOREMA 3 .2 . IV .6
u (E ) es una funcional cóncava de la  densidad in ic ia l
Dem ostración.- Dado que I B{e ,p^  ( . ) J  = H(p ( . ) )  -
-  E H(p ( , / x ) )  es cóncava respecto p ( . )  > re s u lta rá  ser, con O ^ p L ^  1 
x 0 O
y p8 («)  + » pu0
-H(pft( . ) )  + E H(p ( . / x ) )  e ® x v
es una funcional convexa de p ( . )  , en v ir tu d  del teorema 3 , 2 . IV *5 . De 
donde
6 0 ¿  _ f — 22-------- + d _ ^ )  e 2(>
-E H(p ( , / x ) )  -E  H(p * ( . / x ) )  -E  H(p í . / x ) )
e x *  e x l v  e x  2cr
Así pues, con g ^ >  0 ,
e-H(P1 C.))
u .C  — -------   1 ) >  g2 - ( --— ------- - ----------------i  ) +
2 -E  H(p f . / x ) )  2 -E  H(p f . / x ) )e x 9 e x 1d
g - H fP p ^ C . ) )
+   -  1 )
-E  H(p C . / x ) )e x 2v
esto es,
9 j  _ , M
( c . q . d . )
Nuevamente e l ejemplo propuesto s irve  de comprobación a l re s u lte  
do obtenido. En e fec to ,  a l ser
U2 (E ) = b2.C1 - b “ I & Í E , P Í )
una función de la  v a ria b le  re a l p , re s u lte :
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2
d U2 ^  - I < W j  , " f d I ^ E’ Pi , 2  ,
1 -  92 ' 8 l   2---------------  ^ J
dp dp dp
expresión no negativa para valores de p en e l  in te rv a lo  } ü , l £  a l  ser
2 \ d I  Í E , p j  _ 1
2 2 
dp 1-p
La in te rp re tac ió n  de esta propiedad de concavidad para la s  fun­
ciones U ( e ) y U ( e ) es id é n tic a , en términos de la  u t il id a d  esperada,
1 2
que la  efectuada para la  información esperada: s i  la  obtención de la  u t i l i ­
dad proporcionada por un experimento E « { x ,  ( . / e ) }  es d i f í c i l  para
una c ie r ta  densidad a p r io r i  pero, en cambio, es conocida la  u t il id a d  espera 
da proporcionada por o tras dos densidades p - ( • )  y P * ( • )  relacionadas  
con la  primera a través de una combinación l in e a l  convexa, la  u t il id a d  espe­
rada en e l prim er caso será, a l  menos, ig u a l a la  id é n tic a  combinación l in e a l  
convexa de las  u tilid a d e s  esperadas obtenidas cuando p ^ ( . )  y P2 q( * )  S° n 
la s  densidades in ic ia le s .
La te rcera  función U ( e ) no es necesariamente cóncava como po—
3
lin o m ia l de Pa («)  • Efectivam ente, dado que la  función exponencial es conve
V  "*
xa, la  posible concavidad o convexidad de U ( e ) dependerá, en cada caso
3
concreto, de la  11 dominancia11 que e x is ta  entre la s  dos exponenciales que de—
finen  a U ( e ) , aón teniendo en cuenta que, por e l co ro lario  3 , 2 . I V . 1 ,
3
h ( p ( • ) )  es más cóncava que E H(p ( . ) )  . Existen , no obstante, cotas in fe —
^ x &
r io r  y superior para la s  exponenciales ex p C—h Cp^C• 33) y exp(-E h ( p ( , / x ) ) )
9  X  ©
que in te rv ien en  en la  d e fin ic ió n  de U ( e ) .
3
TEOREMA 3 . 2 . I V . 7
Siendo Pa («)  » Í -P * ( • )  + ( 1 - / 0 « P  * ( • )  » con 0 ¿ X  £  1 , se v e r i f ic a
V 1o 2w
y donde
a  - u ( p o C - ) )  - h ( p J - ) )  n ^ C p J - ) )  r - n  -+h(p_a C«))/ \  e v =» e v -  e 1» -  (.1- /. J.e 2d
Demostración.- Al ser H(p ( . ) )  cóncava, por e l Teorema 3 . 2 . I V . 5  ,
X e C l -> -K H(p2e( . )  -  H(P1#( . } ) )  + ( l _ > )<e-?-(HCp2&( . ) )  -  H(pie ( . ) ) )
VALÉNCIA
%
’/G
Dado que
A  e’ HÍP* t , ) )  -  A bA [ , 1 ) , B>‘HCpi »t,)1 *  _
^ H (p  ( . ) )  + ( l - » . H ( p  ( . ) )  
e 1$ 2&
e- A K ^ ( . ) }  _ ^ e( ‘i-^ )(H (p 2fr( . ) ) - H ( p 1&C .) ) }  _  ( ^ g - ^ C n Í P ^ C '^ - n C p ^ í . ) ) )
%H(p ( . ) )  +  (1- > } . H [ p ( . ) )e 1& 2a
Y aplicando e l resultado del teorema 3 .2 . IV .5  :
"  H(p ( . ) )  -  A h ( p ( . ) )e v B
( c .q .d . )
Siguiendo id é n tic a  técn ica de demostración se obtiene la  siguien
te  cota superior para e l incremento de la  exponencial exp (-£  H(p ( . ) ) )  :
x &
TEOREMA 3 .2 . IV .8
Siendo p C• )  “ ?^ P ( • )  + (1“ ^) «P JÍ »)  » con 0 £  < 1 » se v e r if ic a ^ 2v
A  h ( paC./>0 )  ^  H( p J « / x )}^/ \  e x e x P  (.1 — e x ©  J
donde
A  -E  h CpJ . / x ) )  - e  h ( p f . / x ) )/  \  e x “  = e x 0 —
-  >  B^ x H(pie ( - / x ) )  -  C l - ^ ) . e ^ x H(P2S( , / x ) )
Las correspondientes cotas in fe r io re s  vienen dadas por lo s  préxi^ 
mos dos resultados:
TEOREMA 3 .2 . IV .9
Con la  notación del teorema 3 ,2 . IV .7 , y siendo
/^ H (p &( . ) ) . e ”H^P^ * ^  -  -  >  H^p^C. ) ) .e ~ H^P' l ^ ' ^
-  ( l - » . H ( p  (« J í-e  , se v e r i f ic a  que
2a
A  -  a K p í . ) ) . . - " ' - . ' - »  .
b $
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+ A  H(pe ( . ) )  -  H(p& ( . ) ) )
Demostración,—
A e ^ » ( , ) )  = 5. ( , * 4,Cp* Í * ) )  -  , * " ÍP 1®( * ) ) ) + C l - ^ . C e ^ 03  -  a“HÍP2# í * ) ) ) -
= ^ , - +ÍÍP1»Í ' ) ) ( b" H Í'V Í - ) )  +  H(P16C ,) )  -  1) +  ( 1- » . , " HÍP2* Í , ) ) . (
( 8-H ÍP ^ ( . ) )  + H(p2&( . ) )  _  1} ^ e-HCpifr( . ) ) <HC (>)3 _  ^  e^ P ie C - ) ) .H(p ( . ) )  + 
+ ( l - > - ) . e ' +1^ P26^ ^ .H ( p 29( . ) )  -
expresión de la  que se deduce inmediatamente la  te s is  del teorema,
(c .q .d ,)
Y siguiendo id é n tic a  técn ica de demostración se tien e  e l  co rries  
pondiente resu ltado:
TEOREMA 3 .2 . I V . 10
Con la  notación del teorema 3 .2 .IV .B  , y siendo
A e  H (p, ( . ) ) . B “ ExH Íffcí , / x ) )  -  E H(p -x a  x 9
-  3LExH(p1&( . / x ) ) .e -€ xHÍP1»í , / x ) )  -
se v e r i f ic a  que
A e t S ( ' /x)1 >> ExH(P&( . / x ) ) . e- ExHt pe C-/ x »  -
- A £ H ( p ( . / X] ) / x H(Pí ( , / x l )  + E H ( p f . / X) ) ( A E H ( p [ . / x ) ) .
X V  X © X ©
-  E H ( p  ( , / x ) ) )
x a
3 .3 , LA UTILIDAD ESPERADA ANTE TRANSFORMACIONES DE LA CANTIDAD 
DE INTERES
Cuando e l investigador está  más interesado en conocer la  cantidad  
a le a to r ia  ij) más bien que e l parámetro 9 v relacionados ambos por la  tra n s -
formación =* (fc ) » se define la  correspondiente información ú t i l  espera 
da (Bernardo, 1978) como ya se ind icó  en la  sección 1.4  • De ah í que las  
u tilid a d e s  esperadas admitan id én ticas  expresiones formales que las  usadas 
en la  sección 3 .1  pero defin idas en función de la  información esperada ú t i l  
y no en función de la  información esperada t o ta l ,  resultando, por tan to , las  
expresiones s igu ien tes:
V E) =
U3(f(E ) = g3|f.B-+1S C- ) í .CeI ',{E ,P 8( - }) - l )
y en donde =* T (p ( • } )  , siendo la  correspondiente transforma—
T  T  &  T
ción que l ig a  a la s  cantidades desconocidas $ y ^  . L a  in te rp re tac ió n  de
las  nuevas constantes g es id é n tic a  a la  rea liza d a  para la s  g d e f i -
i<f i
nidas en la s  p r im itiv a s  funciones U^(E) ( 1=1, 2,3 )  , pero re fe rid a s  eviden­
temente a la  nueva s ituac ión  in troducida por la  consideración del nuevo pa­
rámetro 9 • V a s í ,  g representa la  u t il id a d  esperada de la  información  
proporcionada por una unidad inform ante sobre e l  v a lo r de vp ; g re p re -
2 y
senta la  u t i l id a d  esperada f in a l  de in v e s tig a r  con información completa so­
bre e l v a lo r de ; y g será la  u t il id a d  esperada de aqu ella  información
‘ 3if
esperada sobre ^  que toma e l v a lo r  lo g ( l  + exp (H (p ^ (.) ) ) )  • Estas nuevas 
constantes no tienen  por qué c o in c id ir  con las  p rim itiva s  g^ , toda vez
que, por ejem plo, l a  transformación = ij> ( & )  puede haber res trin g id o  e l
campo de v a r ia b ilid a d  del nuevo parámetro a un c ie rto  subconjunto del es­
pacio paramétrico p rim itiv o  de forma que una unidad de información pue­
de proporcionar más cantidad de e l la  sobre \f que sobre & • Lo c ie r to ,  e v i­
dentemente, es que ante transformaciones b iyectivas  de la  cantidad de in te ­
rés , la s  constantes g y g coinciden ( i = 1,2) , pues la  información
i  i
esperada es in v a ria n te  ante ta le s  transformaciones. No es e l caso, como era
de esperar, de g puesto que está  d e fin id a  en función de la  entrop ía  y 
3 y
ésta no es in v a ria n te  ante la s  transformaciones b iyectivas  de l a  cantidad de 
in te ré s . Queda como problema ab ie rto  la  comparación entre la s  u tilid a d e s  es­
peradas defin idas  bien como funciones de la  inform ación esperada t o t a l ,  bien  
como funciones de la  información esperada ú t i l ,  y dentro del contexto del re
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sultado encontrado por Bernardo (197B) para ambas informaciones esperadas. 
Sin embargo, s i  puede afirm arse que, teniendo en cuenta e l  resultado aludido  
que in d ica  que la  información esperada ú t i l  no es mayor que la  información  
esperada to ta l ,  se v e r if ic a n  la s  desigualdades:
u ( e ) u ( e )
^  - i   ( i - 1 , 2 )
gi ? 9i
U3t ( E ) .8H(pf C,:)) U3(E } .e HCpe t ,J )
93<f ^  S3
Dado que la  información esperada ú t i l  sigue id én tico  comportamien
to que la  información esperada to ta l  como función del tamaño muestral y como
funcional del experimento E =» (E ,E ) , seguirán verificándose para las  u t i
1 B
lidades esperadas U ( e ) ( i= 1 ,2 ,3 )  análogos resultados que los expresados
ivf
en los grupos de teoremas 3 ,1  , 3 ,11  y 3,111 , En cambio, consideradas 
la s  ( e ) como funcionales de la  densidad in ic ia l  » no puede ase­
gurarse su concavidad puesto que tampoco la  información esperada ú t i l  la  ve­
r i f i c a .  Para és ta , Bernardo (197B) demuestra que f i j o  p^( © /  ) , la  in ­
formación es una funcional cóncava de P^(«) ■ Basándonos en
este resultado y siguiendo la  misma técn ica de demostración que la  u t il iz a d a  
para demostrar los teoremas 3 .2 . IV .4  y 3 ,2 , IV . 6 , pueden demostrarse los  
sigu ientes dos resultados correspondientes:
TEOREMA 3 ,3 .1
Para un experimento E =»{x, £ > , p ( . / © ) }  , función s ( & ) y f i j o
P ( • / ' P  ) » U (e ) es una funcional cóncava de p f , )  •$ T '  9 Hp <P
TEOREMA 3 .3 .2
Para un experimento E = ( x , $  ,px ( - / &  ) }  , función m [ & ) y f i
jo  P^C»/^ ) 9 Ce) es una funcional cóncava de P ^ (*) •
ou
CAPITULO 4
DETERMINACION DEL TAMAÑO MUESTBAL OPTIMO
Este cap ítu lo  es consecuencia de todo e l  desarro llo  a n te r io r . En 
e fe c to , en é l presentaremos una normativa s e n c illa  y general para determ inar 
un tamaño muestral por maximización de la  expresión del va lo r esperado de un 
experimento para, posteriorm ente, a p lic a r la  a lo s  dos modelos concretos que 
nos acompañan a lo  largo de toda la  te s is ,
4 .1  TAMAÑO MUESTRAL OPTIMO
La determinación de un tamaño muestral es uno de los  problemas de 
diseño más s e n c illo  y de ap licación  más frecuente. En todos estos problemas, 
y con gran generalidad, e l  o b je tivo  últim o que se persigue a l r e a l iz a r  un ex 
perimento muestral consiste en obtener información a través de la  muestra so 
bre una c ie r ta  cantidad de in te ré s  9 , de forma que esta inform ación ad icio  
nal a l  conocimiento que sobre 9 dispone a p r io r i  e l  investigador es repre­
sen ta tiva  de la  u t il id a d  que e l  proceso de muestreo reporta . Esta dualidad  
in fo rm ac ió n -u tilid ad  ya ha sido convenientemente expresada en los  cap ítu los  
an terio res  por lo  que para acabar de e s p e c ific a r e l  problema debemos contras  
ta r  dicha u t il id a d  con e l  costo que lógicamente l le v a  aparejado e l proceso 
de muestreo. Resulta evidente que, enfrentados de esta forma u t il id a d  y cos­
to , e l  tamaño muestral óptimo deberá representar una solución de compromiso 
entre  la  maximización de la  u t il id a d  y la  rránimización del costo. Precisamen 
te ,  la  d ife re n c ia  entre la  u t il id a d  y e l  costo esperados recibe e l  nombre de 
v a lo r esperado del experimento, de forma que e l  tamaño muestral óptimo debe 
encontrarse por maximización de dicho v a lo r . Se establece como h ip ó tes is  fun 
damental la  de la  a d itiv id a d  de la  u t il id a d  y e l costo esperados. Ambos ven­
drán expresados, pues, en idén ticas  unidades.
Dado que desde e l  comienzo e l problema queda enfocado desde e l  
prisma Bayesiano debe suponerse quB e l investigador que debe d e c id ir  sobre 
e l tamaño muestral a considerar es, a su vez, capaz de d e s c rib ir  sus opinio  
nes in ic ia le s  sobre 9 a través de la  densidad in ic ia l  p C• )  • Además, tam 
bién deberá ser capaz de expresar mediante una función conocida la  u t il id a d  
que le  reporta  r e a l iz a r  l a  experimentación y obtener una muestra determina­
da.
Denotando por
u (E (n ) ,x (n ) ,  9  ) « u ( x ( n ) , 9 )  -  c (E (n ))
t  s
a una u t il id a d  a d it iv a  compuesta por una u t il id a d  term inal fu } y un costo
t
muestral (c^) -  y que según se acaba de in d ic a r  vienen expresados en idén­
tic a s  unidades -  es conocido (R a iffa  & S c h la ife r , 1961) que la  mejor ao- 
ción (esto es, e l  mejor tamaño muestral en nuestro caso) debe obtenerse de 
la  expresión
máx JJ u (E (n ) ,x (n ) , 9 ) .p  ( 9 / x ( n ) ) , d $  .d x (n )
n ®
donde p ( . / x ( n ) )  es la  correspondiente densidad p o s te rio r Bayes.9
En e l cap ítu lo  tercero  se han defin ido  tre s  funciones para repre  
sentar la  u t il id a d  esperada y que pueden emplearse según las  c a ra c te rís tic a s  
de cada problema concreto, a l  tiempo que se ju s t if ic ó  oportunamente su depen 
dencia como funciones de la  información esperada. Los datos de los  que se 
disponga a p r io r i  o la  fa c ilid a d  de acceder a los mismos serán los determi­
nantes para la  posible elección de una u o tra  función de la  u t il id a d  espera­
da. Concretamente, la  fa c ilid a d  en la  estimación de la s  constantes g y la
i
d ispon ib ilidad  de actuación bien respecto a informaciones g lobales, bien en 
crecim ientos de ésta en términos absolutos o re la t iv o s , conducirá a conside­
r a r  las  funciones ü (E (n )) , U (E (n )) ó U (E (n )) , respectivamente. Otro
1 3  2
de los factores a tener en cuenta para la  elección de una u o tra  de la s  fun­
ciones de la  u t il id a d  esperada consiste en considerar la s  exigencias sobre 
dichas u tilid a d e s . Y a s í,  y según se demostró en e l cap ítu lo  a n te r io r , las  
d is tin ta s  funciones U^(E(n)) v e r if ic a n  una se rie  de propiedades íntimamen­
te  relacionadas con las  satisfechas por la  información esperada. Por ejemplo, 
la  exigencia , en casos extremos, de u tilid a d e s  no decrecientes marginalmente
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conforme aumenta e l tamaño m uestral, ya hasta a lcanzar un tamaño determinado,
ya durante todo e l  proceso, conduciría a considerar como más idánea a la  fun
cián U (E (n ))  dado que, para e l la ,  no se respeta e l decrecimiento de las  
3
u tilid a d e s  marginales conforme aumenta e l tamaño m uestral. Así pues, en d e fi 
n it iv a  la  e lección  entre  las  d is tin ta s  funciones de la  u t il id a d  esperada pro 
porcionada por e l  experimento E = j  X, dependerá del p artic u ­
l a r  problema que se pretenda reso lver y de la  fa c ilid a d  de estimación de las  
constantes , as í como de la  es tructu ra  in ic ia l  de los datos del problema. 
Conjugando todas estas exigencias es como puede decid irse sobre la  convenien 
c ia  en la  u t il iz a c ió n  de una función U .(E (n )) determinada. La comparación
i
entre  la s  condiciones del problema con las  propiedades, carácte r y d e fin ic io  
nes concretas de cada una de la s  funciones de la  u t il id a d  esperada proporcio  
nará la  solución ppra su e lección .
Una vez decididas por parte del investigador quó densidad in ic ia l  
y qué función de u t il id a d  son la s  que representan convenientemente e l proble  
ma deberá term inar considerando e l  costo esperado asociado con la  re a liza c ió n  
del experimento. Va se ha indicado que en e l caso de que e x is ta  una función  
c (E (n ) ,x (n ) ,  & ) que mida e l  costo de r e a l iz a r  e l experimento E(n) cuando 
e l resultado muestral obtenido haya sido e l x (n ) , siendo 9 e l  verdadero 
v a lo r de la  cantidad desconocida o parámetro, e l  correspondiente costo espe­
rado vendrá dado por la  in te g ra l
C (E fn )) -  JJ c (E (n ) ,x (n ) ,  9 ) . p ^ nj ( x ( n ) / 9* ) .p ^ ( ^ ) . d 9  .dx(n )
Sin embargo, en la  p rác tica  no suelen u t i l iz a r s e  funciones de la  forma ante­
r io r  pues no suele disponerse de e l la s .  Por e l lo ,  a f in  de determ inar e l eos 
to esperado asociado a una experimentación, suele precederse a diversas e s t i  
maciones. En e fe c to , primeramente se considera la  ex is ten c ia  de un costo f i ­
jo ,  c , que e x is te  de forma automática una vez que se decide r e a l iz a r  una 
o
in ves tig ac ió n . Dicho costo f i j o  engloba a una serle  de conceptos que, o no
tienen re lac ió n  con e l tamaño muestral o , por su complejidad, se consideran
sin  tener en cuenta a éste (propaganda, in fra e s tru c tu ra , ordenador, am ortiza
ción de equipos, e t c . ) .  La correcta determinación de este costo c no t ie —
o
ne in c id en c ia  sobre la  decisión f in a l  del tamaño muestral a considerar como 
tendremos ocasión de comprobar y en ausencia de lim itac io n es  in troducidas por 
presupuestos f i jo s  dados. Por todo e l lo ,  la  estimación de c puede r e a l i -
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zarse a p o s te r io r ! , una vez decidido e l tamaño muestral concreto a considerar. 
Su v a lo r solamente es necesario a efectos de la  determinación del costo cuan 
t i t a t iv o  de la  investigac ión .
En o tras muchas ocasiones puede estimarse e l  costo derivadd de la  
extracción de una unidad muestral a través de una c ie r ta  función de su tama­
ño y que denotaremos por c (n ) • Este es e l caso, por ejemplo, de expresiones 
del costo medidas en términos de ganancia o pérdida de la  precis ión de las  e£  
tim aciones. En este tip o  de funciones c (n ) aparecen una se rie  de parámetros 
cuyo v a lo r  es necesario estim ar o conocer previamente. Por o tra  p a rte , tam­
bién cada caso concreto puede e x ig ir  una u o tra  expresión para c (n ) • Por 
reg la  general suele apreciarse una disminución en e l costo marginal conforme 
aumenta e l tamaño m uestral, esto es, ex is te  una especie de ,fprima" a la  ob­
tención de muestras grandes. En t a l  caso, la s  funciones que mejor d e s c r ib ir !  
an esta situación  serían  cóncavas como funciones de n , tomando expresiones 
de la  forma log  n , e tc . S i, por e l c o n tra rio , los  costos margina­
le s  aumentan con e l tamaño m uestral, serian  las  funciones convexas de n las
que mejor in te rp re ta r ía n  esta  s itu ac ió n . S ería , por tan to , lógico considerar
2 3 n
funciones como la s  n , n , e , e tc . Sin embargo, en o tras  muchas a -
p licac iones, una vez estimado e l costo f i j o  c , suele ca lcu larse e l  costo
o
estimado de una unidad de observación que denotaremos por c , suponiéndose
1
que e l  costo to ta l  aumenta siempre en proporción c , esto es, que l a  des—
1
cripc ión  del costo esperado puede re a liz a rs e  a través de una función l in e a l  
de pendiente c  ^ • Debido a que la  función de costo l in e a l  es la  más u t i l i z a  
da en la  p rá c tic a , será la  que empleemos para d e s a rro lla r  la  ap licac ión  con­
cre ta  a los dos modelos propuestos. Así pues y ,sa lvo  ind icación a l c o n tra rio , 
en e l p o s te rio r desarro llo  se considerará como función de costo esperado, la :
C ÍE (n )) =» c + c .n
donde c (que es una cantidad p o s itiv a ) representa e l costo u n ita r io  por 
1
observación m uestral. Su estimación suele re s u lta r  f á c i l  en la  p rác tica  y 
comprende conceptos como e l costo asociado a los  desplazamientos necesarios 
para obtener la  respuesta (en e l caso de encuestas por e n tre v is ta ) , gastos 
de correo en e l envío de los  cuestionarios, importe u n ita r io  de éstos, e tc .  
Finalm ente, o tras situaciones pueden e x ig ir  l a  consideración de costos esca­
lonados. Cuando e l costo u n ita r io  de l a  unidad muestreada toma d is tin to s  va -
04
lo res  según unos determinados in te rv a lo s  para e l tamaño m uestral, deben e s t i
marse unos costos u n ita r io s  c ta le s  que representen e l costo u n ita r io  aso
i  —
ciado a la  obtención de unidades muéstrales cuyo orden de extracción está  
comprendido dentro de in te rv a lo s  de ls  forma • Sin
embargo, es de destacar nuevamente que las  mismas condiciones y datos dispo­
n ib les  de cada caso concreto serán la s  que determinan la  u t il iz a c ió n  de una 
u o tra  función de costo esperado concreta.
Una vez que e l investigador dispone de la s  correspondientes ex­
presiones de la  u t il id a d  U (E (n)) y e l  costo C (E(n)) esperados para l a  re  
alizac iÓ n  delt experimento E(n) y t a l  como quedó defin ido en la  sección 1 ,5  , 
considerará e l v a lo r esperado del experimento E(n) como d ife re n c ia  entre  
ambos, esto es,
W(E(n)) = U (E (n}) -  C (E (n ))
expresión que evidentemente es función del tamaño m uestral. E llo  permite ma— 
x im iza rla  respecto n • Hay que destacar que s i  e l investigador es coherente 
la  re a liza c ió n  del experimento E(n) sólo tendrá lu g ar con V/(E(n)) p o s it i  
vo. Según lo  indicado siempre se supondrá que la s  unidades en la s  que están 
medidas la  u t il id a d  y e l costo esperados son la s  mismas, para a s í asegurar 
su comparabilidad. Por o tra  p a rte , en la  expresión de U(E(n)} deberá e s t i­
marse previamente la  constante g^ que aparezca en la  d e fin ic ió n  de la  res­
pec tiva  función de la  u t il id a d  esperada considerada. No obstante, ex is te  una 
importante situación  en la  que no es necesario e s p e c ific a r la  constante g_^  
n i la  función de costo esperado C (E (n )) para r e a l iz a r  comparabilidades en­
t re  experimentos: es aquella  s ituación  en la  que se puede suponer que .todos 
los  posibles experimentos variab les  tienen id án tico  costo.
Obtenido e l v a lo r esperado V/(E(n)) del experimento como función
de n se está ya en condiciones de obtener e l tamaño muestral óptimo. Para
e l lo ,  y sin  pérdida de generalidad, supondremos un comportamiento continuo
para la s  expresiones en las  que intervenga n , como s i éste fuese una v a r ia
+
b le  re a l con valores en R , y a f in  de asegurar la  ex is ten c ia  de la  inme­
d ia ta  condición, que no es sino la  condición satis fecha por e l tamaño mués— 
t r a l  óptimo. Efectivam ente, conocido V/(E(n)) , in te re sará  aquél v a lo r de n 
que lo  maximiza. Asi pues, e l  tamaño muestral óptimo deberá e le g irs e  de la  
condición de maximización en los  valores pos itivos  de W (E(n)) , esto es, a
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través de la  ecuación
d V/(E(n)) d U (E(n)) d C (E (n )) Q
dn dn dn
Como ya se indicó en su momento, s i e l  investigador es coherente 
solamente e le g irá  como óptimos valores de n que verifiq u e n  la  p o s itiv id ad  
del v a lo r esperado w (E(n)) • Así pues, re s u lta  evidente que en aquellas s i­
tuaciones en las  que
U (E (n)) £  C (E (n)) para todo n 1 (2 )
la  decisión óptima re s u lta r ía  la  de d e c id ir  sobre e l v a lo r del parámetro sin  
r e a l iz a r  experimentación alguna. El caso opuesto se ría  aquel en e l que con­
forme aumenta e l tamaño muestral la  d ife re n c ia  entre la  u t il id a d  y e l costo 
esperados es cada vez mayor, esto es, e l caso en e l que e l v a lo r esperado del 
experimento E(n) sea una función estrictam ente creciente del tamaño mues­
t r a l .  En t a l  caso es también evidente que e l  comportamiento óptimo a seguir 
por e l investigador — comportamiento que tiene que ser e l opuesto a l comen­
tado para la  situación  a n te r io r  expresada por [2) -  s e ría  e l de obtener la  
muestra de mayor tamaño que p erm itie ra  un presupuesto dado. En este sentido  
es in teresante  destacar que en las  aplicaciones prácticas siempre deben mane 
ja rse  las  lim itac iones  presupuestarias.
Sin considerar ya en lo  que sigue estos dos casos l ím ite ,  para 
cuya solución no se requiere obtener la  ecuación ( i )  y para los  que e l com 
portamiento óptimo del investigador ya ha quedado d e fin id o , e l  tamaño mues­
t r a l  óptimo deberá d e fin irs e  de entre los enteros no negativos más próximos 
a la  solución de la  ecuación ( i )  • Precisamente, la  no—negatividad de dicho 
tamaño muestral óptimo queda garantizada a l no v e r if ic a rs e  la  condición (2) 
por h ip ó tes is . Por o tra  p arte , la  resolución de la  ecuación ( i )  puede re­
s u lta r  compleja en determinados casos, debiendo re c u r r ir  entonces a la  obten 
ción de la  solución mediante procedimientos de aproximación. Sin embargo, lo  
importante es la  ex is ten c ia  de una condición satis fecha por e l  tamaño muestral 
óptimo.
Bajo c ie rta s  condiciones puede garan tizarse la  ex is ten c ia  y la  
unicidad de la  solución de ( i )  . En e fec to , adm itida la  h ipó tes is  de la  no 
consideración en lo  que sigue de lo s  dos casos extremos a los que hemos alu­
dido ahora mismo, es conocido ya que la  u t il id a d  esperada es una fu JPJ S L I O  T E C AT S IltÍ o O l íATEMATIC.’S
V A L E N C I A
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s it iv a  y creciente del tamaño m uestral. Además, tanto U (E (n )) como U„(E(n))
son funciones cóncavas de n , esto es, mantienen idéntico  signo en su según— 
da derivada para cualqu ier v a lo r de n • Por o tra  p arte , es evidente -  eviden 
c ia  que será considerada como h ipótesis  de trabajo  — que e l costo esperado 
C (E (n )) debe ser también una función p o s itiv a  y creciente del tamaño m uestral.
LEMA 4 .1
Si consideradas como funciones del tamaño muestral la  u t il id a d  y e l eos 
to esperados son d ife ren c iab les  y sus segundas derivadas (supuestamente 
ex is ten tes ) mantienen su signo constante (sea e l que sea) a lo  largo de 
todo e l  -campo de d e fin ic ió n  de n , queda garantizada la  ex is ten c ia  de 
solución p o s itiv a  para ( i )  .
so, e l teorema de Bolzano—W eierstrass asegura la  ex is ten c ia  de, a l  menos, 
un máximo en dicho in te rv a lo  que, por o tra  p arte , es ónico, En e fec to , la  
ex is ten c ia  de un segundo in te rv a lo  t c *d)  en e l que la  u t il id a d  esperada 
no fuese menor que e l costo esperado im p lic a r ía  e l cambio de signo de la
Demostración,— Excluido e l  caso expresado por la  desigualdad
(2) , supongamos la  ex is ten c ia  de un c ie rto  in te rv a lo  cerrado en e l
que U(E(n)) >/ C (E (n )) , con desigualdad e s tr ic ta  en uno de sus puntos
(e l  l im ite  in fe r io r  de este in te rv a lo  puede tomar e l va lo r 1 ) ,  En este ca­
segunda derivada de una o de la s  dos funciones componentes de w (E (n)) en 
un punto in te r io r  del in te rv a lo  3 c *d C • También esta razón, junto a que 
tanto U (E (n)) como C (E (n )) son crecientes por h ipótesis  aceptada, es la  
que impide la  ex is ten c ia  de máximos aislados dentro del in te rv a lo •
Así pues, queda garantizada la  ex is ten c ia  de solución para ( 1) que puede 
v e n ir  expresada bien a través de un ónico punto x g ( a , b )  , 6 a través
o
de un subintervalo  de máximos t a l  que:
w (e (x ) )  =* w (E (y ))  para  tod o  x ,y  £
w (E (x)) >  w (E (z)) para todo x € , para todo y
En todo caso, pues, ex is te  solución para ( i )  •
Cuando e l conjunto de valores de n en los que Ll(E(n))
^  C (E (n)) (existiendo a l menos un punto en e l que la  desigualdad es es -
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t r i c t a )  sea e l in te rv a lo  in f in i to  ( a , +  «o (  — nuevamente e l  l ím ite  in fe r io r  
puede tomar e l  va lo r 1 -  e l  signo de la  segunda derivada de la s  funciones 
u t il id a d  y costo esperados debe c o in c id ir  pues a l ser crecientes ambas fun­
ciones e l caso con trario  im p lic a rla  un nuevo punto de corte entre ambas fun­
ciones y e l in te rv a lo  d e ja r la  de ser in f in i t o .  En estas c ircustanc ias , exc lu í 
dos los caso l ím ite  expresados por (2) y por experimentos con v a lo r espera 
do estrictam ente creciente a p a r t ir  de un c ie rto  tamaño m uestral, solamente 
son dos los casos posibles que, en d e f in it iv a ,  se reducen a l caso a n te r io r  
de in te rv a lo  de valores de u t il id a d  esperada mayor que e l costo esperado f i ­
n ito :  ó bien C(E(n}) tiende a confundirse asintóticam ente con Ll(E(n)) en
e l in f in i to ;  ó ex is te  un n a a p a r t ir  del cual e l v a lo r esperado
o
w (E(n)) permanece constante. En e l primero de los casos basta considerar
un n lo  suficientem ente grande para e l  que se v e rifiq u e  que w(E(n - 1 ) )  >
1 1
>  w(E(n^)) , y e l  problema queda resuelto  considerando que hay que detrm i- 
nar un máximo en e l in te rv a lo  cerrado ^ a , n ^  • Análogamente, para e l según 
do de los casos basta tener en cuenta e l máximo en e l  in te rv a lo  £ a ,n  ^ •
( c .q .d . )
Notemos que la s  h ipó tes is  exigidas a la  u t il id a d  y casto espera­
dos en e l a n te r io r  teorema no son excesivamente exigentes en cuanto que es 
lóg ico  pensar en unos comportamientos homogéneos para ü (E (n}) y C (E (n )) 
a lo  largo de todo e l proceso de muestreo, en cuanto a l aumento o disminu­
ción de las  u tilid a d e s  y lo s  costos marginales se r e f ie r e .  En este sentido, 
la s  u tilid a d e s  esperadas U ^ E fn )) y U^(E(n)) cumplen ya con este requi­
s ito  sin necesidad de h ipó tes is  p rev ia . La d ife re n c ia b ilid a d  ex ig ida  a l va­
lo r  esperado w (E(n)) es necesaria para que la  expresión ( 1) tenga sen ti­
do y pueda a s í ca lcu larse . Respecto a la  continuidad im plicada es sa tis fech a , 
por ejemplo, por las  d is tin ta s  funciones U^(E(n)) (i= *1 ,2 ,3 ) obtenidas pa­
ra lo s  dos modelos propuestos en e l  cap ítu lo  segundo a l tiempo que dicha con 
dición también es v e r ific a d a  por la s  funciones de costo empleadas en la  prá£  
t ic a  to ta lid a d  de los casos.
Obtenida la  solución óptima de ( i )  puede ya hablarse del tama­
ño muestral óptimo segón la  s igu iente  d e fin ic ió n :
DEFINICION, El tamaño muestral óptimo, n , para un experimento E(n)
opt
realizado  con objeto de a d q u ir ir  conocimiento sobre e l parámetro 0 es
oa
un entero no negativo obtenido de la s  siguientes condiciones:
n maximiza a l v a lo r  esperado de E(n) , esto es. a W ÍEfn)) •
° Pt JL2 - a) Cuando ex is te  una única solución x de ( i )  , n es (x )opt /
ó (x ) + 1 , donde es la  función "parte entera de", 
b) Si ex is te  un in te rv a lo  cerrado £ v bi }  de óptimos para ( i )  
que contienen a l menos un en tero , e l  menor de e llo s  es la  solu­
ción óptima para e l tamaño muestral del experimento. S i, por e l  
c o n tra rio , no ex is te  ningún entero en dicho in te rv a lo , n
opt
será > (a^) + 1 , según cuál de e llo s  v e rifiq u e
la  condición 1fi •
Destaquemos que se ha defin ido e l tamaño muestral óptimo como a— 
quel entero no negativo que v e r i f ic a  una c ie r ta  se rie  de condiciones, aún 
cuando e l lema 4 ,1  asegura que dicho tamaño es p o s itiv o . Sin embargo, hemos 
preferid o  hacerlo as í para englobar aquella  s ituación  especial expresada por 
(2) , para la  que e l  tamaño óptimo es ü •
La solución óptima que maximiza a la  u t il id a d  esperada U^(E(n)) 
( i= 1 ,2 ,3 )  es, independientemente de la  función de u t il id a d  esperada particu  
l a r  considerada, la  que también optim iza la  información I  *^ E (n ),p ^ ( • )J • 
Este resultado era necesario para asegurar la  coherencia en e l tratam iento  
de la  dualidad in fo rm ac ió n -u tilid ad  esperadas. En e fec to , basta considerar 
que l a  solución de las  ecuaciones:
d U (E (n )) d l ’ { E ( n ) ,p e ( . ) j
— --------------  “ a • ------------------------------- = o
dn dn
d U (E (n »  - i » {  E[ n) ,p  ( . ) }  d I 9{ E ( n ) fp ( . ) j
 ^----------- = g . B J '  -------------------------------- a ü
2dn dn
d U3(E (n ))  H( p J . / x ( n ) ) )  d ^ E (n ),P » ( ’ ^
------------------ = g ■ e x(.nj 9 .---------------------------------
dn dn
son también solución de la  ecuación
d I 0{ E (n ) ,p &( . ) }
  =  0
dn
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y viceversa. De ah í que la  condición ( i )  sea efectivam ente una solución de 
compromiso entre la  maximización de la  información proporcionada por una mués 
t r a  y su costo asociado.
En e l  caso de qúe e l  va lo r esperado w (E (n)) sea.una función es 
tric tam ente  cóncava del tamaño muestral no solamente se asegura la  ex is ten c ia  
de solución para ( i )  sino también su unicidad, sim plificándose notablemente 
l a  d e fin ic ió n  de tamaño muestral óptimo dada con an te rio rid ad .
TEOREMA 4 .1 .1
Bajo la s  h ipó tesis  del Lema 4 .1  y siendo w(E(n)) una función e s t r io -
tamente cóncava, ex is te  una ónica solución p o s itiv a  a la  condición ( i )
Demostración.— Una función d ife re n c iab le  y estrictam ente cóncava 
tien e  a lo  sumo un punto c r ít ic o  (Flem ing, 1969) . E l teorema se sigue in ­
mediatamente del Lema 4 .1  .
( c .q .d . )
Notemos que la  h ipó tesis  ad ic ional del teorema se v e r i f ic a  auto­
máticamente cuando U (E (n)) es estrictam ente cóncava y C (E (n )) convexa.
Cuando e l  problema venga expresado en términos de crecim ientos  
marginales la  expresión ( i )  carece de opera tiv idad . Evidentemente que en 
estos casos será in te resan te  u t i l i z a r  un c r i te r io  de comparabilidad en tre  
los  incrementos de u t il id a d  y de costo experimentados a l pasar de la  unidad 
n-ésima a la  (n+1)—ésima. Recordemos que se admite como c ie r to  e l  hecho em­
p ír ic o  de que tanto la  u t il id a d  como e l costo esperados son funciones cre­
cientes del tamaño m uestral, c ircunstancia ésta que ya se demostró para las  
d is tin ta s  funciones U^(E(n)) ( i» 1 ,2 ,3 )  defin idas en la  sección 3.1 , En
estas situaciones en la s  que se dispone de información sobre los  crecimien­
tos marginales de la  u t il id a d  y e l  costo esperados parece ló g ic o , pues, es­
tu d ia r dónde se produce e l cambio de signo en la  expresión
A w (E (n ))  = A l l(E (n ) )  -  A c (E (n ) )  (3)
como a lte rn a tiv a  a l procedimiento expresado en la  ecuación ( i j  . Notemos 
que
A  W (E(n)) = U(E(n—1+ A  n )} -  l l (E (n - l ) )  -  C (E (n -1 + A n ) )  + C (E (n - l) )  =
= U (E (n )) -  U (E (n - l) )  -  C (E (n )) +  C (E (r> -l))
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donde A n  =* 1 • Claramente se aprecia que e l proceso de muestreo no debe­
r ía  in terrum pirse (en ausencia de lim itac io n es  presupuestarias) siempre que 
A  w(E(n)) >  0 ; y , por e l c o n tra rio , la  extracción de una nueva unidad muess 
t r a l  ca recería  de sentido cuando A  w(E(n)) < □ • Así pues, deberá tomarse 
como c r i te r io  para la  elección del tamaño muestral óptimo e l de escoger aquel 
entero no negativo más próximo, en la  zona donde A w (E (n ))  ^  0 , a l  cambio 
de signo de signo de dicho incremento A w (E (n ) ]  . La p rá c tic a  coincidencia  
en lo s  ejemplos de ap licación  de ambos c r ite r io s  para la  determinación del 
tamaño muestral óptimo queda asegurada teóricamente sin más que considerar 
que e l  c r i te r io  expresado por e l estudio de la  expresión (3 ) no es sino 
tra s la d a r  a l lenguaje de incrementos la  condición expresada por la  ecuación
( i )  •
De todo lo  a n te r io r  se deduce que ante un problema expresado en 
términos de lo s  incrementos marginales de la  u t il id a d  y e l  costo esperados, 
e l tamaño muestral óptimo ad m itirá  la  sigu iente formulación:
DEFINICION. E l tamaño muestral óptimo n para un experimento E (n ))
opt
rea lizad o  con objeto de a d q u ir ir  conocimiento sobre e l  parámetro & , 
es e l entero no negativo situado en la  zona de valores de n en la  que 
e l incremento (3 )  es no negativo y más próximo a l cambio de signo de 
dicho incremento.
Notemos que la  no consideración de los  casos expresados por la  
condición (2 ) im p lica  que e l cambio de signo deberá estudiarse para aque­
l lo s  valores de n en los  que U (E (n)) C (E (n}) . Por o tra  p a rte , s i
W (E(n)) es estric tam ente c rec ien te , es evidente que no ex is te  cambio de 
signo para e l  incremento A w( e ( h ) )  , Como en este caso dicho incremento es 
p o s itiv o , e l  comportamiento óptimo del investigador c o in c id irá , segón este  
segundo c r i t e r io ,  con e l  expresado anteriorm ente.
Bajo la s  misma h ipó tesis  del Lema 4 ,1  los tamaños muéstrales 
obtenidos de ambas defin ic iones coinciden. Este es e l sentido del s igu ien te
TEOREMA 4 .1 .2
Bajo la s  h ip ó tes is  del Lema 4 .1  , la s  dos defin ic iones dadas para e l  
tamaño muestral óptimo coinciden.
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Demostración.— Sea n- e l  tamaño muestral óptimo obtenido se—
opt
gún la  d e fin ic ió n  segunda. Por tan to , se produce e l  cambio de signo del in ­
cremento A í ( E ( n ) )  en un punto 'del in te rv a lo  f n  ,n +1 \ • Si para
^ opt opt
n re s u lta  ser A  w(É(n —1) )  >  ü , consideraremos e l in te rv a lo  cerrado
opt . opt
(n »n +1 ] ( Aplicando en é l e l  teorema de Bolzano para funciones c o n ti-  opt opt ^ .
nuas, ex is te  un punto x in te r io r  a l  in te rv a lo  Jn ,n + 1 í en e l  queo r  opt opt ^
A  w(e(x ) )  = 0  . En d e f in it iv a ,  puede afirm arse que en un entorno de x 
o o
se v e r i f ic a  que
U(e(x + A  x ) J -  U (e(x ) )  -  C (e(x + A x ) )  + C (e(x  ) )  -  0 ( A  x) 
o o o o
esto es, en dicho entorno
w( e ( x +  A x ) )  -  w( e ( x ) )
A x
lo  que im p lica , en d e f in it iv a ,  que en x la  derivada de W (E(n)) es nula
°  yy , por tan to , que x es solución de ( i )  • Por o tra  p a rte , 6  (x  ) » n
o ^  o opt
y dado que, por h ip ó tes is , los  incrementos A l'/(E (n  - i ) )  >  0 y que
opt
A  w(E(n ) )  <  0 , se deduce que w( e ( (x ) ) )  >  W(e ( *£  ( x ) - l ) )  y que
opt '  o *  o
W (E (¿  (xo ) ) )  y  w £e(*£  Cx ) + l ) )  » de donde re s u lta  finalm ente que n  ^ es
también e l tamaño muestral óptimo en e l  sentido de la  primera d e fin ic ió n . Si
para n re s u lta  ser A  Y/(E(n ) }  « 0  , la  demostración a n te r io r  sigue 
opt opt
siendo v á lid a  sin más que considerar a [ n  —1,n +1 J como e l in te rv a lo  en
^ opt opt '
e l que se a p lic a  e l Teorema de Bolzano, can un x que tr iv ia lm e n te  es e l
o
mismo n .
opt
Inversamente, sea ahora un n e l  tamaño muestral Óptimo obte
opt —
nido segón la  primera d e fin ic ió n . E x iste  entonces a l menos un x en e l  in -
C oque es solución de ( i )  , verificándose además que
- U(JU U(JL
V/(E(n ) )  y  W(E(n - 1 ) )  y que V/(E(n . ) )  W(E[n + 1 )) • Por ta n to , exis
opt opt opt opt *“
te  un entorno de x en e l que, con la  exactitud  que se desee, se v e r if ic a
o
que A w( e ( x ) }  =* 0 en cua lqu ier punto de é l .  Como además se v e r if ic a n  las  
re lac iones:
w(E(n + 1 ) )  “  W(E[n J J ^ O  
opt opt
W(E(n . ) )  -  W(E(n - 1 ) ) > 0
opt opt
re su lta  finalm ente que e l punto x im p lica  un cambio de signo del incremen
o —
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to A w fE Ín ) )  • Y dado que para n L , A w (E (n .*“0 )  ^  0 » aplicando laopt opt
segunda d e fin ic ió n  re s u lta  finalm ente la  coincidencia de ambos tamaños mués­
tra le s  óptimos.
(c .q .d . )
Teniendo en cuenta los  resultados obtenidos en e l  apartado I I  de 
l a  sección 3 .2  y según que utilicem os una u o tra  de las  funciones de la  u t i  
lid a d  esperada U^(E(n)) ( i= 1 ,2 ,3 ) ,  la s  expresiones que toma A w (E (n ) )
son, respectivamente, las  s igu ientes:
A ^ E f n ) )  -  I^Ce V e^ )  "  A c (E (n ) )
A l l ( E ( n ) ]  -  U (E /E  J . e x p ( - I 9{ E ( n - l ) ,p  f . l j  ) -  A c (E (n ) )
2 2 n n-1 u J
A » , ( E ( n ) ]  = U '(E  /E ) -  A c (E (n ) )
3 3 n n-1
donde U (E /E  ) (i=*1,2 )  expresa la  u t il id a d  esperada obtenida a l r e a l i -
i  n n-1
za r la  n-ésima observación, supuesto rea lizado  e l experimento E(n—1) y por
tanto conocido y estudiado e l resultado x ( n - l )  .y  la  d is trib u c ió n  a posterio
r i  p f . / x í n - l l )  : y U 'ÍE  /E  ) tie n e  una in te rp re tac ió n  parecida a la  an 
9 3 n n-1 “
te r io r  sin  más que considerar en la  respectiva  d e fin ic ió n  de U ( e ) l a  sus-
3
titu c ió n  de la  entrop ía por la  en trop ía  esperada, toda vez que es la  densidad 
a p o s te rio r! po ( 0  / x ( n - l ) )  l a  que hace e l papel de densidad in ic ia l  conoc^ L
w mm
da y t a l  como se indicó en su momento en la  sección 3 ,2  .
Cuando la  expresión (3 ) sea siempre p o s it iv a , esto es, cuando 
para cualqu ier va lo r del tamaño muestral se obtenga un incremento mayor en 
la  u t il id a d  que en e l costo por e l hecho de obtener una nueva unidad m uestral, 
no hay lím ite s  para e l  tamaño muestral óptimo a no ser la  in troducida por la  
exigencia de a justarse a un presupuesto f i j o ,  en cuyo caso deberá obtenerse 
la  muestra de mayor tamaño que permitan las  posib ilidades económicas. Inversa  
mente, s i  (3 ) es sierrpre negativa, esto es, s i  para cua lqu ier v a lo r del ta  
maño muestral y ante la  expectativa de extracción de una nueva unidad de mués 
treo  es de esperar que e l costo sea mayor que la  u t il id a d  ad ic ional reporta­
da, entonces no deberá muestrearse y la  decisión sobre la  cantidad de in te ró s  
deberá re a liz a rs e  directamente a p a r t i r  del conocimiento in ic ia l  expresado a 
travás de la  densidad a p r io r i .  Ambos casos, t a l  como se ha dicho, han queda 
do excluidos de la s  consideraciones generales y no han sido tenidos en cuenta
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en lo s  razonamientos de la s  demostraciones de lo s  teoremas an te rio res .
La u t il iz a c ió n  de uno u o tro  c r i te r io  de los  expresados en las  
condiciones ( i )  y (3 ) dependerá de la  especial naturaleza de cada proble 
ma y de cómo venga expresado. Tal como se ha ind icado, la  ap licac ión  de (3 )  
es de gran u t il id a d  en aquellos casos en los que e l  problema venga expresado 
en términos de crecim ientos marginales del v a lo r esperado y del costo, mien­
tra s  que la  expresión ( i )  tien e  como in te rp re tac ió n  la  propia de cualqu ier 
cálculo  de máximas.
4 .2  APLICACION
Desarrollemos, para los dos modelos propuestos en e l cap itu lo  
segundo, l a  te o r ía  expresada en la  sección a n te r io r . La ap licación  a l  mode­
lo  normal es im portante, toda vez que o tras  muchas situaciones con densidades 
d is tin ta s  pueden reducirse a este modelo siempre que e l  tamaño muestral n 
se presuponga razonablemente grande. La función de costo que u tiliza rem o s ,
salvo especificac ión  en contra, será la  l in e a l  con costo f i j o  c y costo
o
u n ita r io  por observación c •
1
4 .2 .1  APLICACION AL MODELO NORMAL
Según acabamos de in d ic a r , e l  modelo normal es de gran importan­
c ia  en cualqu ier desarro llo  práctico  en e l que intervenga e l v a lo r  esperado 
de un experimento como función de la  información que proporciona. E llo  es 
debido a que en muchas ocasiones sus resultados pueden extenderse a otros s is  
temas en los que las  densidades de probabilidad son d is t in ta s . E, inc luso , 
mediante aproximaciones debidamente ju s t if ic a d a s , pueden u t i l iz a r s e  re su lta ­
dos del modelo normal para e l cálculo  de informaciones esperadas y expresio­
nes relacionadas. De ah í que e l tamaño muestral óptimo deducido bajo la s  h i­
pótesis del modelo considerado cobra su gran v a lo r s in  más que considerarlo  
como in d ic a tiv o  en bastantes situaciones p rác ticas .
Bajo las  h ipó tesis  del modelo normal y suponiendo un costo espe­
rado l in e a l como función del tamaño m uestral, según u tilicem os las  d is tin ta s  
funciones de la  u t il id a d  esperada U^(E(n)) ( i= 1 ,2 ,3 )  , se tendrán la s  s i­
guientes expresiones respectivas para e l  v a lo r esperado del experimento E (n ):
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2
C0
W fE (n )) =* ¿g . lo g ( l  + n — ) -  c -  c *n
1 1 (j-2 □ 1
1
W (E (n )) =* g #(1  ---------  ■ — ■ ) -  c -  c *n
2 2
N
2
1 + n
o 1
<r2
2 2 
n* C0 + <p -
W ÍE (n ))  =* g .  -----------  ■-   c -  c *n
3 3 r z z  o 1CC0 J  2n e
Para estas tre s  expresiones del v/alor esperado del experimento E(n) y ta l
como puede apreciarse en los  resultados manifestados en e l  cap itu lo  te rce ro ,
A U (E(n)) tiende a cero conforme aumenta e l tamaño muestral* Como c  ^ es
una cantidad p o s itiv a  y A c ( E ( n ) )  = c queda garantizado que para e l mode
1 “*
lo  normal los  tre s  valores esperados del experimento, W^(E(n)) (i=a1,2,3) ,
que se manejan a lo  largo de toda la  te s is , no son crec ien tes . Por o tra  par­
te ,  la s  tre s  funciones V/ (E (n ))  ( i - 1 ,2 ,3 )  son en e l  modelo considerado es
trictam ente cóncavas como funciones del tamaño muestral* Por e l teorema 4*1 .1  
ex is te  para e lla s  un máximo único, independientemente de la  d e fin ic ió n  u t i l i  
zada en su obtención (teorema 4 .1 *2 )  *
i )  Empleando e l c r i te r io  ( i )  para la  maximización del v a lo r es
perado Bernardo (1975) encuentra su solución x cuando e l v a lo r  esperado
o
del experimento viene expresado a través de W (E (n )) * Dicha solución es;
x  -----------(. —  J
°  2c «o
1
de forma que e l tamaño muestral óptimo re s u lta rá
>. g * g ^2
° P 2C<i <r# opt *  ^  ^
dependiendo de cuál de esos dos valores maximice W (E (n )) •
1
Cuando e l problema venga expresado en términos de incrementos 
para la  u t il id a d  y e l costo esperados, esto es, cuando se conozcan los  incrn  
mentos
e l c r i te r io  (3 ) ind ica  que deberá estudiarse e l  cambio de signo en la  expre 
sión
2 2 
<T + n. <T0
A  W .(E (n ) )  -  ¿g .lo g  —  --------------------n
1 1 <T2 + ( n - 1 ) .  cf
-  c
2 2 
(T + n # C*
¿g .lo g
1 (2c /g  ) , 2 ,  , 2,
e 1 1 • ( + (n—l ) , < f l )
que se produce cuando
r 2 <~2 ^  + n. <TC
Í 2c /g  ) r 2 . , 2.e 1 yr . [ < r  + (n -l) .< T # )
ecuación que, suponiendo un comportamiento continuo para n , proporciona co 
mo solución la :
r  c  2 1
-  ( —  J +
1 -  a 1 1
Teniendo en cuenta que la  investigación se centra sobre un máximo, v e r if ic á n  
dose que
lim  ^ U ( E ( n ) )  « 0  y A c ( E ( n ) )  = c 
n — 1
re s u lta  evidente que e l tamaño muestral óptimo aplicando e l c r i te r io  del estu 
dio del cambio de signo de (3 ) es:
"oot ■ í  ( -----------!----------------------C £  )2 } *
Si bien ya es conocido, por e l teorema 4 ,1 .1  que los tamaños n y n
opt opt
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son ig u a les , comprobémoslo para esta s ituación  p rá c tic a . 
LEMA 4 .2 .1
Para cualesquiera valores positivos de c y g , se v e r if ic a  que
2c
Demostración.- Es conocido que para todo x 0 , e * >  1 + x •
Así pues,
“ (2c /g  ) 2°1 » n '  1 9,1e 1 1 >  1 ------------------------  > 0 <    -  —
31 . " ( 2c / g j  2c
1 -  e 1 1  1
Sea la  función d efin id a  en ) 0 ,+  *o £
1 1 
y  =. ----------- -  -
X
—X
1 -  e
Se t ra ta  de una función p o s itiv a  y continua para todo x > 0 . V e r if ic a  las  
propiedades sigu ientes:
-x
x — 1 *f* e *t*
1, lim  +y = lim  +   ■ — —-  =» ¿ esto es, y(ü ) = ¿
x 0 x —■► 0 x[ 1 — e )
2. lim  (y /x )  = 0 y lim  y « 1
x —r  «o x —y 90
siendo la  rec ta  Y = 1 una as ín to ta .
3. y
r . “X “ J x . , -x  —4x.
« =, " B + x ,e  ~ e ~ x «e ) >  Q
x (.1 -  e J
—x —4x
pues 1 - e  + x . e  > 0  para todo x >  0 , y
—x —,1~x
2 = 1 — e — x .e  ¿ > 0 para todo x > □ , pues se t ra ta  de una
función continua y creciente en y t a l  que
lim  z =* G y lim  z = 1 •
x —> D x —>oo
Así pues, la  función y es estrictam ente c rec ien te . De la s  propiedades ante
rio re s  se deduce, fina lm ente, e l lema.
( c . q . d . )
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U tilizando  este resultado demostremos, fina lm ente, la  coinciden— 
1 2
c ia  entre n y n • Notemos que, tr iv ia lm e n te , se v e r i f ic a  que: 
opt opt
í < ---------------- c^ ) 2 - c —^ -  )2 ) < 1
“ (2o /g  ) Co 2c G‘
1 -  e 1 1 1
o
TEOREMA 4 .2 ,1
En e l modelo normal, expresado e l v a lo r  del experimento E(n) a través
1 2
de W (E (n )) , se v e r i f ic a  que n « n •
1 opt opt
1 C 2Demostración.- Supongamos que n => <£ ( —  — ( —  ) ) ,
opt J5 2c <r.
1
Así pues, wCE(n1 . ) )  >  w(E(n1 + 1}) y w(E(n1 ) ) >  w(E(n1 -  1 ))  .
opt opt opt opt
1
De ahi que e l cambio de signo se produzca más adelante de n ■ Por e l
opt
lema 4 .2 .1  :
1 1 , <T 2^ 1
- ( 2c /g  
1 -  e 1 1
n <   -  ( —  ) <  n + 1
° pt ) ^  opt
esto es,
1 .. X r S1 r C 2^ , /  , 1 , (T ,2 , 1n í  "S C — 1 -  ( — ) ) < ” & ( - - - - - - - - - - - - - - - - - - - - C —  ) ) <  n + 1
° p t ^  2c C» *  _ (2c /  j (P. opt
1 1 -  e 1 1
y , por e l lo ,
1 2
n a n • opt opt
Supongamos ahora que
V  "  £  ( - 1 -  c T 0 ) 2  ]  +  1 •
2c °
pues, w(E(n1 J ) >  w(E(n1 - 1 ) )  y w(E(r>1 J )  í-wCE(n1 + 1 ))  . Por
opt opt opt opt
1
tan to , e l cambio de signo se produce más adelante de n • Por e l lema
opt
4 .2 .1  :
( —  -  ( -  f  ) + 1 4     í  -  f  <
2c,  C° 1 -  . “ t z » / 9 , )  * “•
yu
g <r J2.
+ 2
2c °o
V considerando la  parte en tera , re s u lta  finalm ente
1 t  , ff1 , <r ,2 . . 1 (T 2 2
n =  ( T -  ) ) + 1 -  4  ( --------------------------------- ( —  ) ) -  n 4.
0p t ^  2c ff© ^  - ( 2 c  / B ) C« ° p t
1 1 -  e 1 1
1
toda vez que n es, por d e fin ic ió n , un número entero, 
opt
(c .q .d . )
I I .  Cuando en e l modelo normal e l  v a lo r esperado del experimento 
viene expresado a través de W^(E(n)) , l a  condición de optim ización ( i )  
conduce a la  ecuación
1
r 2 2, / <>o
2 (<T +  n.<T ) . /  1 + n p
de solución ig u a l a
, a2 C  ,2 /3  , <T ,2 , S2 ,2 /3  ,  C 2 /3  <T 2
x =* (. ---------  ) -  ( •—  J l —  J . (  - 7  J -  l  -  )
°  2c <T0 C0 2c
1 0 1
de forma que e l  tamaño muestral óptimo re s u lta rá  ser
° B l r  2o c  r .
1
GL<Tj  n  *2 .2 /3  r <T 2
^ ' ¡ 7 . '  - ‘ ñ ’
dependiendo de cuál de estos dos valores maximiza a W^(E(n)) .
I I I .  Para la  te rcera  de la s  expresiones del v a lo r esperado del ex 
perimento E(n) , la  condición
d W (E (n ))
3  = 0
dn
conduce a la  ecuación:
g3 . f .
— c = 0
2
2 () ^ 2 n e j n ,  v„ + <T 
de solución ig u a l a
g3
1 r , 2  ,  <T , 2
x = ------------  . (   J -  ( —• J
°  27Te 2c 0
1
de forma que e l tamaño muestral óptimo re s u lta rá  ser
g 93JL r 1 f 3 ,2  , (T ,2  ,  . 1 . J 2 (T 2
n . = &  (   ^ ) 6 nnn4- = Q> t  d   ^ J + 1
o p t  2 Tte  <T 2 c  « ;  0 p t  *  2 JC B e > 2 2 c 4 ^
1 1
dependiendo de cuál de esos dos valores maximiza a W (E (n ))  •
3
Es de destacar que la  es tructu ra  de las  soluciones obtenidas es 
s im ila r  en los  tre s  casos descritos , respondiendo a la  forma general expre­
sada por la  fórmula
h .F ( — ) -  c 4  f  
'1
2c *^>
donde h representa un fa c to r  de proporcionalidad y F una función p o s it i­
va de la  re lac ió n  g /2 c  «E n  d e f in it iv a ,  de la  a n te r io r  expresión general
i  1
se deduce que en e l modelo normal y u tiliz a n d o  expresiones para e l  v a lo r es­
perado del experimento dadas por las  funciones W^(E(n)) ( i - 1 ,2 ,3 )  d e f in i­
das con a n te rio rid a d , e l tamaño muestral óptimo se obtiene comparando la  re­
lac ió n  g / 2c con la  ganancia re la t iv a  de precis ión a l pasar de la  densidad 
i  1
in ic ia l  a la  p o s te r io r , ganancia expresada a travás del cociente ***’/  .
Conforme e l  proceso de muestreo sea más p o s itivo  — lo  que se traduce en una 
disminución de <T fre n te  a ^  — es evidente que va ld rá  más la  pena, a igual 
dad de costo, obtener muestras de tamaño grande. El razonamiento es inverso, 
claram ente, para mayores costos u n ita r io s . Por o tra  p arte , re s u lta  también ne 
cesario suponer que
2
h .F ( —  ) >  ( ~  )
2c
1
a f in  de que e l  tamaño muestral óptimo sea una cantidad p o s itiv a .
mu
4 -2 .2  APLICACION A UNA POBLACION UNIFORME Y DENSIDAD INICIAL  
DE PARETO
Trabajemos ahora con una población uniforme en ( 0 , £ )  • Teniendo 
en cuenta la s  d is t in ta s  funciones de la  u t il id a d  esperada U^(E(n)) ( ia 1 ,2 ,3 )
defin idas en la  sección 3.1 y suponiendo un costo l in e a l , se obtendrán sen­
das expresiones para e l va lo r esperado del experimento E(n) dadas por:
w fE (n }) a g , lo g ( l  + !2) -  ( c + c .n )
1 1 k o 1
W2( E W )  "  V  ^  "  (Co + ° r n)
w jE (n ) )  =* g . -----------   -  (c  + c .n )
90 .exp( )
obtenidas suponiendo que la s  opiniones in ic ia le s  del investigador vienen des 
c r ita s  mediante una d is trib u c ió n  de Pareto, de parámetros 9  ^ y k .
En este modelo y t a l  como puede apreciarse de la s  expresiones es 
tudiadas en su momento en e l cap ítu lo  te rce ro , para las  dos primeras funcio­
nes W^(E(n)) ( i= 1 ,2 )  e l incremento de la  u t il id a d  esperada .A u (E (n ) )
tiende a cero conforme aumenta e l  tamaño m uestral. Como c es una cantidad
1
p o s itiv a  y A c (E (n ) )  *» c queda garantizado e l  no crecim iento de W (E (n ))
1 i
( i= 1 ,2 )  en e l modelo de población uniforme con densidad in ic ia l  de Pareto.
Por o tra  p a rte , tanto W^(E(n)) como W^(E(n}) son estrictam ente cóncavas 
como funciones del tamaño m uestral. Por e l teorema 4 .1 .1  ex is te  para e lla s  
un máximo único, independientemente de la  d e fin ic ió n  u t il iz a d a  en su obten­
ción (teorema 4 .1 .2  ) • En cambio, estos resultados no pueden garan tizarse  
para la  te rc e ra  de las  expresiones de W (E(n)) ya que, a l  ser l in e a l como 
función de n , fa lla n  la s  h ipótesis  de p a rtid a  para la  v a lid e z  de los  teore  
mas 4 .1 .1  y 4 ,1 ,2  . Este caso está in c lu id o  en los  casos que comentábamos 
en la  sección 4 .1  y de los  que ya describíamos e l  comportamiento óptimo por 
parte del investigador.
I ,  Supongamos que se u t i l i z a  la  primera de la s  expresiones para 
e l v a lo r  esperado de E(n) , esto es, la  ^ ( n ) )  .  La condicián ( 1) se 
traduce en la  s igu ien te  condición satis fecha  por e l tamaño muestral óptimo:
g^/Ck+n) -  c  ^ =* 0
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de solución ig u a l a
„ . f !  - K
°  C1
de forma que e l tamaño muestral óptimo re s u lta rá  ser
9 . /i „ 9
= fopt"1 ■ -  j>  ( ¿  -  k ) á "opt -  t ~  -  k ) + 1
dependiendo de cuál de esos dos valores maximiza W (E (n ))  •
1
Cuando la  u t i l id a d  esperada viene expresada a través de una fun­
ción directamente proporcional a l a  inform ación, e l  tamaño muestral óptimo 
decrece conforme aumenta e l costo u n ita r io  por unidad muestreada, t a l  como 
puede observarse del a n te r io r  resultado. Este hecho es completamente lógico  
y pone de m anifiesto  e l ca rác te r de e q u ilib r io  entre e l  costo y la  u t il id a d  
que debe guardar e l tamaño óptimo. Por o tra  p arte , e l  tamaño muestral ó p ti­
mo aumenta conforme es mayor l a  u t il id a d  proporcionada por una unidad de in ­
formación, Notemos que la  proporción g /c  representa la  re lac ió n  entre la
1 1
u t i l id a d  de l a  información proporcionada por una unidad muestral y su costo 
asociado. Dicha re lac ió n  se compara, mediante sustracción, con e l  parámetro 
k de la  densidad in ic ia l .
Si se supone un especial problema en e l  que la  estimación de g
1
como la  u t i l id a d  de la  información proporcionada por una unidad respondiente 
es f á c i l  y en e l  que tanto la  información esperada como e l costo esperado 
vengan expresados en función de los respectivos incrementos a l pasar de una 
unidad de muestreo a la  s ig u ien te , deberá u t i l iz a r s e  e l c r i te r io  (3 ) para 
la  obtención del tamaño muestral óptimo. Bajo las  h ipó tesis  del modelo con­
creto en e l que nos movemos, los  incrementos a u t i l i z a r  en la  expresión (3 )  
adm itirán  la s  expresiones sigu ientes:
A c C E (n ) )  = o,] >  0
A U ^ E W )  = g^ log  ¡1¿2_ > 0
Así pues y segán se esp ec ifica  en e l c r i te r io  dado por la  condición (3 ) , 
deberá estudiarse e l cambio de signo de la  expresión
A u  (E(n)J -  A c ( E ( n ) )
que en este caso re s u lta  ser
fr-r -w k+n , k + nW [E ln J J  = g . lo g  — —  -  c « g . lo g  ----------------------------1 1 k+n-1  1 1 (c  /  }
e 1 y 1 (k + n -1 )
donde e l  lo g a r itm o  a n te r io  e x is te  a l  s e r  p o s i t iv a s  tod a s  la s  c a n tid a d e s  que 
in te r v ie n e n  en é l .  E l cambio de s ig n o  se p ro d u c irá  cuando
k  +  n  = 1
(c / g j f ,  . ñye 1 1 (k+ n -1J
donde se supone un com portam ien to  c o n tin u o  pa ra  n • R eso lv iendo  l a  ecuac ión  
a n te r io r  se o b te n d rá  pa ra  n e l  v a lo r
-  k  +
-Ce /g )1 -  e 1 1
Teniendo en cuenta que la  investigación  se centra sobre un máximo, verificár^  
dose que
lim  A  U [E (n ))  =*0 y C (E [n)) = c
1 1 n —*  oo '
re s u lta  evidente que e l  tamaño muestral óptimo aplicando e l  c r i te r io  del es­
tudio del cambio de signo de [3 ) es
2  y  r  1  ■vn » [   -  k )
*  - ( c / b  )
1 -  e 1 1
1 2
Notemos que la  es tructu ra  de las  soluciones n , y n son plenamenteopt opt
coincidentes con las  respectivas soluciones del caso I  del modelo normal.
Así pues, e l lema 4 .2 .1  y e l teorema 4 .2 .1  son de inmediata ap licación
1
en estas c ircunstanc ias , permitiendo a firm ar la  igualdad entre n , y 
2 opt
n • Este mismo resultado estaba asegurado por e l teorema 4 .1 .2  • Resulta, 
opt
pues, e l s igu ien te  
TEOREMA 4 .2 .2
En e l modelo de población uniforme y densidad in ic ia l  de Pareto, expre­
sado e l v a lo r  del experimento a través de W (E (n )) , se v e r i f ic a  que
1 2 1 
nopt nopt
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I I . -  Para la  segunda de la s  expresiones del v a lo r esperado del ex 
perimento E(n) , l a  condición
d W (E (n ))
 =  = 0
dn
conduce a la  expresión
dí ^ ' " V n ) 3 '  °0 " V "  3 '  dn “ °
que proporciona la  ecuación
g «k 
. 2■ ■ ■ = c
1
(k+n)2
de solución ig u a l a
x = (k )¿ . (
V  ° i
de forma que e l  tamaño muestral óptimo re s u lta rá  ser
1
n  4 -opt £  c ) . (  J E  -  k ) 6 '  J - c j Í -  k)  + 1
dependiendo de cuál de esos dos valores maximice W (E (n )) • La e x is ten c ia  de
la s  ra íces  an te rio res  queda garantizada por e l hecho de que las  constantes
g , c y k son p o s itiv as ,
2 1
Notemos que, nuevamente, e l  tamaño muestral óptimo n se o b tie
2
ne a l comparar la  re lac ió n  00n 'P ^ ^ ^ t r o  ^ forma que, a se­
mejanza de lo  ocurrido a l u t i l i z a r  la  expresión W (E (n )) , e l tamaño mués— 
t r a l  crece, en este caso, conforme aumenta g^ y disminuye conforme aumenta
e l  costo u n ita r io  c •
1
Cuando los  datos de un problema concreto obliguen a enplear e l s£  
gundo c r i te r io  para la  obtención del tamaño muestral óptimo y bajo la s  hipó­
te s is  p a rtic u la re s  de este caso, re s u lta r ía n  los  siguientes incrementos;
C (E (n )) =* c^
g -k
2
2 (k+n)2 -  (k+n)
Según queda especificado en e l c r i te r io  dado por la  condición (3 )  deberá es­
tud iarse  e l cambio de signo de la  expresión
Llamando a K+n =* t  , la  expresión a n te r io r  se reduce a un trinom io cuadrado 
que, igualada a cero, proporciona dos ra íc e s . En e l in te rv a lo  determinado por 
e lla s  l a  a n te r io r  expresión es p o s itiv a . Así pues, l a  condición de óptimo re  
s u lta rá  p o s itiv a  entre  lo s  valores de t  comprendidos entre
Las ra íces  cuadradas existen  a l ser p o s itivas  todas la s  constantes bajo e l  
signo ra d ic a l. Por esta  misma razón e l  extremo izquierdo del a n te r io r  in t e r ­
valo es negativo. Teniendo en cuenta que e l tamaño muestral óptimo es no ne­
gativo  y que la  investigac ión  se centra sobre un máximo, verificándose que
lira  A  U (E (n ))  = 0  y A  C (E (n )) = c
2 1n —y oo 1
re s u lta  evidente que e l  tamaño muestral óptimo aplicando e l  segundo c r i te r io
A u 2( E ( n } ) -  A c ( E ( n ) )
esto es, e l incremento del v a lo r esperado del experimento,
A  W2(E(n)) =» c
1
o, lo  que es equ iva len te , es tu d ia r e l  cambio de signo en
(k+n) +  (k+n)
esto es, en los  valores de n (suponiéndole un conportamiento continuo) 
comprendidos entre
4g k 
1 + ——  ) -  k
c
1Si bien por e l teorema 4 ,1 ,2  es conocido que los  tamaños muéstrales n 
2 opt
y n son ig u a le s , vamos a comprobarlo para esta s ituación  p rá c tic a . Para 
opt
e l lo ,  demostremos previamente e l s igu iente resultados 
LEMA 4 .2 .2
Para cualesquiera valores pos itivos  de c > g y k , se v e r i f ic a  que
4g k
Dem ostración.- Llamando a 4g k /c  =* x , e l resultado se sigue
2 1
inmediatamente de considerar la  doble desigualdad e s tr ic ta
r *  *  V 1 + x ¿  1 + ''f~* para todo x >0
( c .q .d . )
A p a r t i r  del lema 4 .2 .2  re s u lta  triv ia lm e n te  que:
c \ /  c
1 V 1
desigualdad que perm ite demostrar e l s igu iente  
TEOREMA 4 .2 .3
En e l modelo de población uniforme y densidad in ic ia l  de Pareto, expre­
sado e l v a lo r  esperado del experimento E(n) a través de W ÍE (n ))  , se
1 2 2
v e r i f ic a  que n . =* n , .opt opt
Dem ostración.- Siguiendo id é n tic a  técn ica que la  empleada para de
mostrar e l  teorema 4 .2 .1  , sea
~9r
Así pues, w(E(n1 J )  > w (E (n 1 + 1 )) y V/[E(n } )  >  W(E(n - 1 ) )  .  Por
opt opt opt opt
1
tan to , e l cambio de signo se produce más adelante de n . • Por e l lema an-opt
te r io r :
|U O
esto es, 
1
□pt
En d e f in it iv a ,
£  (*Ci + J 1 +
4g k 
2 ) -  k ) <  n + 1
□pt
1 2
n = n 
□ p t o p t
Supongamos ahora que
g
n
1
opt i 1 f / í  • k ) * ’
Asi pues, W2Cn¿pt )>W 2(ECn’ p t -  1 ))  y W ^ E Ín ^ J )  *  +  0 )  •
1
De ahí que e l cambio de signo se produzca más a l lá  de n , • Por e l lema anopt —
t e r io r ,
r -  I  /  r -  / g_r
C \[k  I -  k ) +  1 <■ Í ( 1  +  1 + — ) — k < "p, ( J k  I ~  - k )  +  2
1 V 1
y considerando la s  correspondientes partes enteras re s u lta , fina lm ente ,
g1
^ p t
-  k ) + 1
4g k
1 + J  1 + — -  k ) » n□pt
1
toda vez que n es, por d e fin ic ió n , un número entero , 
opt
( c .q .d . )
En estos dos primeros casos e l tamaño muestral óptimo responde a 
una estructura  general de la  forma
f ( k ) V
- i  -  k
C1
i - 1,2
siendo f  una función p o s itiv a  del parámetro k 
ne im plícitam ente que
P o r o t r a  p a r tB , se supo-
f (k )
\
g.
1
>  k i - 1,2 B I B L I O T E C AFACULTAD G. MATEMATICA! 
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a f in  de que e l tamaño muestral óptimo sea p o s itiv o . A lcaide (1966) in te rp re  
ta  e l parámetro k de la  densidad de Pareto como un número superior a la  uni
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dad (para que tenga sentido e l  v a lo r medio de la  d is trib u c ió n ) que corresporn 
de a una d is trib u c ió n  de la  ren ta  tanto más ju s ta  cuanto más se a le ja  de la  
unidad, entendiendo por d is trib u c ió n  " ju s ta" l a  que se consigue con una mayor 
igualdad de ren tas . Pena (1965) considera o tra  p o s ib ilid ad  de ju s t ic ia  en e l  
sentido de la  "d is trib u c ió n  que permite a lcanzar n ive les  elevados de renta  a 
porcentajes elevados de la  población". Sea en un caso o en o tro , de la  consi 
dcración de la  a n te r io r  expresión general del tamaño muestral óptimo deduci­
do cuando e l v a lo r del experimento E(n] viene expresado a través de la s  dos 
primeras funciones de la  u t il id a d  esperada, U#(E (n )} ( i= 1 ,2 )  , y con un eos
to l in e a l ,  se deduce que a l r e a l iz a r  una investigación sobre una población 
que respecto a c ie r ta  c a ra c te r ís t ic a  desconocida sigue un comportamiento uni 
forme respecto a e l la ,  e l  tamaño muestral Óptimo de dicha investigación  decre 
cerá conforme la  ren ta  esté mejor d is tr ib u id a  (suponemos que la  característ:L  
ca desconocida es, precisamente, la  re n ta ) . Este resultado es lógico sin  más 
que considerar que en poblaciones con renta  e q u id is trib u id a  la s  unidades mue£ 
t ra le s  son, evidentemente, mucho más represen tativas , por lo  que con pocas u 
nidades muéstrales se alcanzará un s ig n if ic a t iv o  n iv e l de inform ación,
I I I ,  Si la s  circunstancias reales de un problema aconsejan e l em
pleo de la  función de la  u t il id a d  esperada U (E (n )) , bien porque em pírica-
3
mente sea aconsejable que no e x is ta  disminución en las  u tilid a d e s  marginales
conforme crezca e l tamaño m uestral, bien porque la  estimación de g sea
3
fa c t ib le  como u t il id a d  de una especial y detrminada cantidad de información
t a l  como está establecido en su d e fin ic ió n , la  emplearemos en la  expresión
del va lo r esperado del experimento E (n )) , de forma que se tra b a ja rá  con la
expresión correspondiente a \7 (E (n ))  •
3
En e l ejemplo de ap licac ió n , con una población uniforme en ( ü , $ )
y una densidad in ic ia l  de Pareto d e fin id a  sobre $  , l a  expresión 'V (E (n ))O
toma la  forma
g3.n
— (c  + c ,n )
r 1+k>j o 1
. e l T j
Tal como puede aprec iarse, dicha expresión es l in e a l  respecto a l tamaño mués 
t r a l ,  por lo  que e l  c r i te r io  ( i )  de maximización es c la ro : s i  e l  coeficiern 
te  de n es p o s itiv o , esto es, s i
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g3 /  9o .exp( ~  ) >
se gana constantemente conforme se obtienen unidades muéstrales. Así pues, de 
be tomarse e l mayor tamaño muestral que permita e l presupuesto a l que debe a 
ju starse  la  investigac ión . Por e l c o n tra rio , s i e l co e fic ien te  l in e a l es ne­
g a tivo , esto es, s i  la  pendiente de la  rec ta  que expresa W (E (n )) en fun -ü
ción de n es negativa , se perdería  v a lo r de forma constante ante la  extrae  
ción de cada nueva unidad m uestral. En este caso, e l no muestreo s e r ía  la  al_ 
te rn a tiv a  v á lid a  a segu ir, de forma que la  decisión f in a l  sobre la  cantidad  
de in te ré s  9  debería re a liz a rs e  s in  más que considerar las  opiniones in ic ia  
le s .
Las dos situaciones an terio res  corresponden a los casos l ím ite  
que hemos excluido del tratam iento general. En e fec to , la  primera situación
w
corresponde a aquélla  en la  que e l v a lo r  esperado del experimento es e s tr ic ­
tamente c rec ien te . En cambio, la  segunda es la  planteada por una u t il id a d  
que es siempre in fe r io r  a l costo asociado a l experimento. Ambas están im p li­
cadas por la  doble lin e a lid a d  -  a la  que ya se hacía re fe ren c ia  en la  sec­
ción 4 .1  — de la  u t il id a d  y e l  costo esperadas. Sin embargo, cuando no se 
v e r if ic a  la  lin e a lid a d  del costo e l resultado es, como era de esperar, com- 
pletamente d is t in to . En e fec to , ex isten  situaciones prácticas en las  que a— 
parecen costos marginales no necesariamente decrecientes e , incluso — aun­
que con mucho menos frecuencia -  costos convexos como funciones de n , 
Considerando ahora una de estas ú ltim as funciones veamos cuál s e ria  e l  com­
portamiento del v a lo r esperado IV en e l cálculo  del tamaño muestral
3
óptimo y para e l modelo que seguimos aplicando.
Sea, pues,
93,n  2
U ,(E (n )}  *  -------------r - r -  y C (E (n )) -  c + c .n
3 _ f l+K ^  o 1
siendo e l  v a lo r esperado del experimento la  d ife re n c ia  de la s  an te rio res  dos
funciones. Bajo estas h ip ó tes is , W (E (n ) )  no es una función estrictam ente
3
creciente y , s in  embargo, s í  lo  es estric tam ente cóncava. Así pues, por e l  
tecrema 4 .1 .1  e x is te  un máximo único para dicho v a lo r  esperado, independien— 
terente de la  d e fin ic ió n  u t il iz a d a  en su obtención (teorema 4 . 1 . 2  ) •
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La maximización da W (E(n))  conduce a la  ecuación!
3
^ — 2c #n m 0¿ 7i+kT 1
V expH T J
de solución ig u a l a
.  r'J+k'kx = g / 2c . & ,exp[— J
o 3 1 0 k
de forma que e l  tamaño muestral óptimo re s u lta rá  ser 
1
n  4-opt ^  g^3^2C1 * ^ - 8XP^ T “^  6 nc!pt 53 ^  ^g3^2ci '  + 1
dependiendo de cuál de esos valores maximice W (E [n ) )  • Notemos que nuevamen
3
te  aparece e l fa c to r  g / c •
3 1
La ap licac ión  del c r i te r io  expresado por la  condición (3 ) con­
duce también a la  misma solución. En efecto ,  teniendo en cuenta los incremen 
tos
1+k
A U 3(E (n ) )  =« g3/ $ o.exp(— ) y A c ( E ( n ) )  =. c y ( 2n -  1)
e l  incremento del v a lo r esperado re s u lta rá  ser:
1*4* te
A W 3(E (n ) )  = g3/ &  .exp(— ) -  c^.fen -  1)
de forma que a l se r A  W (E (n ) )  una función l in e a l de pendiente negativa ,
3
e l  cambio de signo se producirá donde la  rec ta  a n te r io r  corte a l e je  de abc¿ 
sas, esto es, en e l  punto supuestamente pos itivo
93 + 2
2cy & 0 .e x p ( i£ )
Teniendo en cuenta que a la  derecha del punto de corte a n te r io r  e l  incremen­
to A  W (E (n ) )  es p o s itiv o , es evidente que e l tamaño muestral óptimo a p li  
3
cando e l c r i te r io  del cambio de signo de (3 ) es:
2 gn
n ** 'C (   + % )
°P t  J*  n a.2c1.d 0.exp[— )
Dado que la  d ife re n c ia  ex is ten te  entre e l punto x con e l punto en e l  que
o
cambia e l signo del incremento del v a lo r esperado es ¿ (y , por ta n to , menor
I I U
que l a  u n id a d ) ,  s ig u ie n d o  id é n t ic a  té c n ic a  de d em ostrac ión  que l a  empleada 
en lo s  teorem as 4 .2 ,1  y 4 .2 .3  , r e s u l ta  f in a lm e n te  e l  s ig u ie n te  y e v id e n te  
teo rem a:
TEOREMA 4 .2 .4
En e l  modelo de p o b la c ió n  u n ifo rm e  y dens idad  i n i c i a l  de P a re to , expre­
sado e l  v a lo r  de W (E (n ) )  a tra v é s  de U (E (n ) )  y  un c o s to  dado p o r
3 2 3 1 2 
l a  e x p re s ió n  c + c .n  , se v e r i f i c a  que n , « n •
□ 1 o p t  o p t
Notemos f in a lm e n te  que lo s  re s u lta d o s  de todas  la s  a p l ic a c io n e s
a n te r io re s  y  para  ambos modelos son in d e p e n d ie n te s  d e l co s to  f i j o  c  , tod a
o
vez que, p o r su misma d e f in ic ió n ,  d ich o  co s to  aparece inm ed ia tam ente  se d e c i 
de r e a l i z a r  una e xp e rim e n ta c ió n  e independ ien tem en te  de c u á l es e l  tamaño 
m u e s tra l a c o n s id e ra r .
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CAPITULO 5
EXTENSION AL MUESTREO CON ESTRATOS
En este cap ítu lo  se gen era liza  para e l  muestreo e s tra tif ic a d o  
los  conceptos desarrollados con an te rio rid ad  para a p lic a r lo s , nuevamente, a 
reso lve r e l común problema de diseña consistente en determ inar e l tamaño 
m uestral. Tanto desde un punto de v is ta  teórico  como, sobre todo, p rá c tico , 
la  gran mayoría de encuestas por muestreo p ro b a b ilís tic o  se re a liza n  d iv i­
diendo la  población en estra tos  lo  más hetereogáneos posible entre e llo s  y , 
en cambio, con unidades de muestreo ú ltim as lo  más parecidas dentro de cada 
es tra to  respecto la  c a ra c te rís t ic a  objeto de in te ré s , En d e f in it iv a ,  y por 
d e fin ic ió n  de muestreo e s tra t if ic a d o , la  población se d iv ide en subpoblacio 
nes tan d is tin ta s  como sea posible en re lac ió n  con e l  fenómeno objeto de ei3 
tu d io , obteniéndose posteriormente muestras independientes en cada subpobla 
c ión . Esta selección de estra tos  homogéneos 11 dentro" y heterogéneos "en tre” 
e llo s  queda debidamente ju s t if ic a d a  mediante e l  correspondiente a n á lis is  de 
la  va rian za , a f in  de ganar precis ión en los resultados y estimaciones mués 
t ra le s .
De la  im portancia que en la  actualidad  tie n e  e l muestreo es tra ­
t if ic a d o  en e l  diseño de encuestas por muestreo p ro b a b ilís tic o  baste c i t a r ,  
como ejemplos recogidos por Sánchez-Crespo (1973),  algunas de la s  encuestas 
en la s  que ex is te  una e s tra t if ic a c ió n  en un momento determinado de su dise­
ño y que están rea liza d as  por lo s  más diversos organismos de varios países, 
A sí, en la  Encuesta S a n ita r ia  mediante e n tre v is ta  a lo s  hogares de lo s  Esta 
dos Unidos, la s  unidades prim arias -  que son o un condado o un grupo de e -  
l lo s  adyacentes, o un Area M etropolitana -  están e s tra t if ic a d a s  en 372 es­
tra to s , Así mismo, en e l  diseño de la  Encuesta S a n ita r ia  mediante examen mé 
dico completa del mismo p a ís , existen  42 estra tos  de aproximadamente ig u a l 
número de hab itan tes . La Encuesta S a n ita r ia  mediante e n tre v is ta  rea liza d a  
en Japón obtiene también una e s tra t if ic a c ió n  previa  de lo s  municipios según 
su población. En la  Encuesta de Transporte de Mercancías por c a rre te ra , rea
1T¿
liz a d a  en Alemania en 1970, se e s tra t if ic a ro n  los vehículos de acuerdo con 
la s  p rin c ip a le s  c la s ific a c io n e s  de la s  tab las  proyectadas. En la  correspon­
d iente  encuesta española, re a liza d a  en 1969, se obtuvo una e s tra t if ic a c ió n  
en consonancia a c ie rta s  c a ra c te r ís t ic a s , como la  capacidad de carga y tipo  
de veh ícu lo , la  p rov inc ia  de m atricu lación , e tc . La Encuesta de Presupuestos 
Fam ilia res  re a liza d a  en España en 1980-81 , a s í como la  Encuesta continua de 
Población A c tiva , a l  e s ta r  integradas en e l diseño de la  Encuesta General de 
Población del In s t itu to  Nacional de E s ta d ís tic a , disponen de los estra tos  em 
pisados en e l  diseño de ósta ú ltim a . Y a s í,  la s  unidades prim arias que son 
la s  secciones censales se han e s tra tif ic a d o  atendiendo a la s  s igu ientes carac 
te r ís t ic a s :
19 Tipo de municipio a l  que pertenecen la s  secciones censales. Dicho tip o  
está relacionado con la  im portancia demográfica del municipio dentro  
de su prov inc ia  o de la  in flu e n c ia  que sobre e l  mismo e je rz a  la  capi­
t a l .
2° Proporción de población a c tiv a  que pertenece a una se rie  de profesio ­
nes, agrupadas en tre s  grandes grupos que corresponden, respectivamen­
te ,  a profesionales con n iv e l c u ltu ra l superior a l medio, a l  ambiente 
ru ra l puro y a l conjunto de obreros o trabajadores con más o menos es— 
p e c ia liza c ió n  que, en general, no se distinguen por su n iv e l c u ltu ra l.  
Por ú ltim o , la  Annual Survey o f Manufactures de los Estados Unidos y a f in  de 
recahar informaciones in d u s tr ia le s , r e a l iz a  una e s tra t if ic a c ió n  según e l nú­
mero de empleados en los d is tin to s  establecim ientos. Esta d iversidad de en­
cuestas con d is tin to s  ob je tivos  y rea lizad as  en diversos países que emplean 
en su diseño e l muestreo e s tra tif ic a d o  nos in d ic a  claramente que, en la  prác 
t ic a ,  deben tenerse en cuenta estra tos  de unidades con mucha frecuencia .
Así pues, en este cap ítu lo  vamos a in d ic a r  cómo afec ta  la  exis­
tenc ia  de es tra to s  a l problema general desarrollado en los cap ítu los an terio  
res . Estableceremos unas h ip ó tes is  de trab a jo  comunes distingu iendo, despuás, 
d is tin to s  casos según sendas h ipó tes is  concretas. Estas p erm itirán , precisa­
mente, r e a l iz a r  un estudio de ap licac ión  p rác tica  para la  obtención del tama 
ño muestral óptimo por optim ización del v a lo r esperado de un experimento.
■ | W
5.1  OBJETIVOS Y NOTACIONES. HIPOTESIS DE TRABAJO COMUNES
En esta  generalización a un procesa de muestreo e s tra t if ic a d a  e l  
o b je tiv o  prúpuesto coincide plenamente con e l  expresado para los  cap ítu los  
a n te r io re s , s i  bien la s  circunstancias e h ipótesis  de trabajo  van a m odifi­
carse ligeram ente, teniendo en cuenta la  especial obtención de la  muestra con 
l a  consideración de la  p a rtic ió n  in troducida en la  población a consecuencia 
de lo s  es tra to s . Por tan to , se pretende esbozar una te o r ía  norm ativa, de fá ­
c i l  comprensión, sobre e l  problema de diseño frecuente y s e n c illo  como es e l  
de la  determinación del tamaño muestral cuando e l  proceso de muestreo que 
perm ite recabar la  información es e l  e s tra t if ic a d o . Los argumentos expresa­
dos seguirán perteneciendo a l esquema Bayesiano.
Nuevamente supondremos que e l  ob je tivo  que se pretende a l recabar 
inform ación procedente de una muestra es e l  de mejorar nuestro conocimiento 
sobre e l v a lo r de una c ie r ta  cantidad 9 que toma valores en un determinado 
conjunto <£>. La incógn ita  $ sigue recibiendo e l nombre de "cantidad de in ­
terés" , Ta l como demuestra Bernardo (1979) y ya se ha indicado con a n te r io r !  
dad, e l  concepto de información esperada proporciona un poderoso instrumento 
para a n a liz a r  e l contenido de la  información que, según apuntábamos, se ob­
tien e  a través de una muestra. Y a su vez, esta muestra no es, en re a lid a d , 
sino e l  resultado de haber diseñado previamente un experimento rea lizad o  por 
e l in vestigador sobre una población cuyas unidades dependen de ® de alguna 
manera especificada a través de una densidad de probabilidad.
Precisamente, e l  experimento a considerar supone una e s t r a t i f i ­
cación de la  población objeto de estudio y la  consiguiente obtención de una 
muestra e s tra t if ic a d a . Lo importante de este proceso de e s tra t if ic a c ió n  re s i 
de en que su ex is ten c ia  a fec ta  doblemente, por una parte a la  población mués 
t r a l  y , por o tra , a l  espacio paramétrico en e l  que toma valores la  cantidad  
a le a to r ia  ^  • Efectivam ente, y por su misma d e fin ic ió n , e l  modelo matemáti­
co básico a considerar para e l u l te r io r  desarro llo  c o n s is tirá  del consabido 
espacio muestral to ta l  X de elementos x , ind istin tam ente llamados mues­
t r a ,  dato o resultado experim ental, d iv id ido  en L subespacios o e s tra to s ,
X. ( j = 1 , 2 , . . . ,L) , y que constituyen una p a rtic ió n  del espacio p r im itiv o  X,
J
esto esf
X -  u x i y x j n x k a 0 para todo j  £ k
j =1
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A su vez, para cada uno de los  an terio res  subespacios e l modelo a considerar 
va a ser id é n tic o  -  en cuanto que dispondrá de los  mismos elementos — que 
e l desarrollado en e l  cap itu lo  primero. Y a s i,  habrá que considerar l a  ex is­
te n c ia  de un espacio paramétrico para cada uno de ellos# En e fec to , t a l  como 
acabamos de d e c ir  e l  proceso de e s tra t if ic a c iá n  a fec ta  de forma muy ín tim a  a 
la  natu ra leza  del espacio paramétrico &  • Efectivam ente, s i  bien en un priri 
c ip io  la  cantidad de in te ré s  es e l  parámetro 9  , a l  re s tr in g im o s  a una sub 
población de la  población to ta l  X (y  no olvidemos que, por construcción de 
los  e s tra to s , la s  subpoblaciones X# ( i " 1 » 2 | • • • |L)  son escogidas de la  fo r  
ma más heterogénea posible para aumentar la  precisión de la  estim ación, t a l  
como queda recogido en e l correspondiente a n á lis is  de la  varianza) e l  pará­
metro 0  pierde su condición de t a l  para transformarse en una nueva cantidad
de in te ré s , l a  9  , de c la ra  in te rp re ta c ió n : 9  admite id é n tic a  d e f in i -
i  i
ción conceptual que e l parámetro general 9  pero re fe r id a  a l nuevo espacio 
muestral X  ^ • Por ejemplo, ante una e s tra t if ic a c ió n  reg ional en una encues­
ta  de población a c tiv a  en la  que se estudia la  proporción 9  de parados, 9 ^  
rep resen taría  dicha proporción re fe r id a  a la  región i-ésim a# De esta  d e f in i­
c ión, pues, se deduce una doble im plicación# Por una p a rte , I 03 parámetros o 
nuevas cantidades de in te ré s  9  son efectivam ente parámetros d is tin to s  eri 
t re  s í  y respecto a la  cantidad de in te ré s  9  re fe r id a  a toda la  población# 
E llo  im p lica  que no necesariamente lo s  espacios paramétricos &  y en
los que toman valores los  parámetros 9^  y 9  , respectivamente, son igua­
le s  sino que puede haber circunstancias en la s  que &  ¿ &  , sin ningún
c r i te r io  de pas ib le  inclusión# Por o tra  p a rte , e l  conocimiento exacto de to­
das la s  cantidades a le a to r ia s  9  debe p e rm itir  conocer, a su vez, a l  pará 
metro g lobal 9  . En e fe c to , por misma d e fin ic ió n  de 9 ^  , conocidas todas 
la s  cantidades a le a to r ia s  0  (i**1 »2,# «• ,I_J y siendo conocido, evidente­
mente, por e l  in vestigador e l  conjunto de es tra to s  {  X j  . . e n  los
i  i » 1 , 2 , . . . , L
que ha quedado partic ionado e l  espacio muestral global X , la  determinación
de 9 queda es tab lec ida  a p a r t ir  de una re lac ió n  funcional en tre  la s  d is t in -
tas 9  ( i » 1 , 2 , « . # , L )  y 9  , Así pues, supondremos la  ex is ten c ia  de una
i
función
« -  « ' ( » , . » „  )1 2  L
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que re lac io n a  a l  parámetro g lobal 8 con lo s  parámetros 8 , conceptualmen
i  “
te  id én tico s  a 8 , pero de ámbito de ap licac ión  res trin g id o  a su es tra to  res  
p ec tivo .
Por re g la  general la s  c a ra c te rís tic a s  que son objeto  de estudio  
en la s  encuestas e investigaciones es tad ís tic as  vienen representadas por un 
t o t a l ,  por un v a lo r  medio o por una proporción, que no es sino un v a lo r me­
dio para una c a ra c te r ís t ic a  que tama como posibles valores e l  1 y e l  0 , es­
to  es, en poblaciones X = * {0, 1} . Con gran generalidad son estas tre s  las  
c a ra c te r ís t ic a s  que se estudian en la s  encuestas por muestreo p r o b a b il ís t í -  
co, En cualqu iera de estos tre s  casos la  re lac ió n  funcional que l ig a  la s  can
tidades 9 con 8 es l in e a l ,  por lo  que supondremos, salvo especoficación  
i
a l  c o n tra rio , que la  re lac ió n  f  a n te r io r  puede ven ir expresada a través de 
un sumatorio de la  forma
h .8
i=1
siendo la s  ( i = 1 , 2 , . . . , l _ )  cantidades conocidas y p o s itiv a s . En e l  caso
de poblaciones f in i t a s  (que es evidentemente e l caso de mayor investigación  
p rá c tic a ) y denotando por N e l nómero to ta l  de unidades muéstrales para la  
población g lobal X y por e l  correspondiente nómero para e l  es ta rto  
X^ (se supondrá siempre que N es lo  suficientem ente grande como para asegu- 
r a r  que todos los  tamaños parc ia les  también lo  son), siendo
L
N = £ 1 nii =1
se v e r if ic a n  la s  evidentes igualdades:
9 -
i =»1
cuando tanto  8 como la s  8 . representan to ta le s , y
i
® w. • ®
1 ii =1
con w. =* N /N ( i = 1 , 2 , . . « , L )  , cuando 8 y la s  9  representan medias y \ 
i  i  i
proporciones (A zo rín , 1962; Cochran, 1971) •
Resumiendo, l a  ex is ten c ia  de un proceso de e s tra t if ic a c ió n  condu
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ce a la  consideración de L nuevas cantidad®© de in te ré s  (tan tas  como es­
tra to s ) que determinan completamente e l  parámetro 9  p r im itiv o . Así pues, se 
dispondrá de un vector^-parámetro o vector de in te ré s
9 = [  9 , 8_»•• •»  J
^ ' • 1 2
como posible (ya ins istirem os en e l lo  más adelante) objeto de la  atención
del investigador. Con esta  notación, la  a n te r io r  re lac ió n  funcional que l ig a
ba 9 con la s  © podrá re e s c rib irs e  como 
i
9 a f ( ¿ )  a f ( { 9  }  )
Una vez especificado e l vector paramétrico y tal- como se ha 
indicado anteriom ente, e l  modelo matemático básico a considerar en cada uno 
de los estra tos  X_^  es idén tico  a l desarrollado en e l  cap ítu lo  primero, y 
donde e l nuevo parámetro 9  , componente i-és im a del vector ¿  , es la  nue
va cantidad de in te ré s . Así pues, supondremos que e l es tra to  i-ésim o está  
provisto  de una apropiada 6*"—álgebra de conjuntos sobre los que e x is te  una 
fa m ilia  dada de medidas de probabilidad . Estas medidas están cada una de e -  
l la s  id e n tif ic a d a  por lo s  valores del parámetro 9 ^  , que toma valores en 
e l espacio paramétrico
La muestra to ta l  ex tra íd a  a f in  de recabar información sobre e l  
vector de in te ré s  8 o sobre la  cantidad a le a to r ia  de in te ré s  9 está  cons- 
t i tu id a  por e l  conjunto de submuestras extra ídas  de los respectivos es tra ­
to s , Estas son a le a to r ia s  y , en tre  e l la s ,  independientes, Eá d e c ir , e l  proce 
so de obtención de una unidad de una submuestra no a fe c ta  a la  de la  siguien  
te ,  a s í como e l proceso de obtención de una submuetstra no a fec ta  tampoco a 
la  obtención de la  correspondiente a o tro  e s tra to . Esta doble independencia 
es la  que p e rm itirá , un poco más adelan te , encontrar una densidad de proba­
b ilid a d  para la  muestra to ta l  d e fin id a  a p a r t i r  de un doble praductorio . E l 
cociente resu ltan te  de d iv id ir  e l  nómero de unidades de l a  submuestra i-és im a ,
n , por e l  del es tra to  to ta l  (supuesto f in i t o ,  pero suficientem ente grande) 
i
N. , recibe e l nombre de fracc ión  de muestreo para e l estaaato i-és im o , esto
es.
f^  83 • • •  » l)
y que in d ic a  la  intensidad con que se muestrea en cada e s tra to . Es c la ro  que
11/
cuando dichas fracciones sean iguales en todos los es tra to s , la  muestra ob­
ten ida representa a la  población en escala reducida, tratándose por e l lo  de 
una especie de población en m in iatura (Sánchez-Crespo, 1973). En este caso 
e l muestreo e s tra t if ic a d o  recibe e l nombre de proporcional.
De acuerdo con e l párrafo  a n te r io r , denotemos por la  mues­
t ra  obtenida en e l  es tra to  i-és im o. Dicha muestra no es sino e l  resultado  
de la  re a liz a c ió n  repetida n^ veces (tan tas  como in d ica  e l  tamaño p a rc ia l 
de la  submuestra) del experimento E ” { © ^ , p ( x ^/ 0 ^) J consistente en 
la  extracción de una unidad de muestreo del es tra to  i —ésimo, la  cual se dis­
tr ib u y e , para algún 9  € <£> determinado, de acuerdo con la  densidad de
i  i
probabilidad  p ( x ^ / 9 ^ )  y con respecto a alguna medida dominante <T —f in i t a
d e fin id a  sobre X . Seguimos suponiendo que s i 9 .  y 9 ._  son valores  
i  i 1 i 2
d ife re n te s  de 9 las  d istribuciones correspondientes de x , p(x /  9  )
i  i  i  i 1
y P Í * ±/  9  ) , d if ie re n  salvo un conjunto de medida dominante nula. Por tan
to , la  muestra del es tra to  i-ésim o c o n s is tirá  de n  ^ observaciones, re s u lta  
do de sendas rea liza c io n es  del experimento defin ido ahora mismo. Usaremos la  
notación
Zi  “ l Xi l ,Xi 2 , * , , , X in1 J
para expresar la  muestra obtenida en e l  es tra to  i-és im o. Además, por misma
d e fin ic ió n  del experimento E f x  , <9 # P ( x /  9 ) /  y a l  ser z una mues-
i  i  i  i  i
t ra  a le a to r ia  sim ple, re s u lta rá  ser:
n
i
p (zi / 9 i ) 3 T T
. , i j
como la  densidad de probabilidad que describe a la  muestra z^ del es tra to  
i-és im o.
En un segundo e s tra to , e l  j —ésimo por ejemplo, consideraremos
análogamente la  rep e tic ió n  n veces del experimenta E =• ^X , &  ,p (x  /  9 ) }
j  j  j  j  j
que proporcionará como resultado la  muestra z • Dado que se han escogido
lJ
estra tos  lo  más heterogéneos posible entre e llo s  como base a una ganancia en
la  precis ión  de la s  estimaciones puede o c u rr ir ,  evidentemente, que las  densi
dades de probabilidad  que describen los comportamientos de las  cantidades a -
le a to r ia s  x y x pertenecientes a dos estratos d ife re n te s , X y X 
i j  k l  i  k
respectivamente, sean, a su vez, d ife re n te s , perteneciendo a dos d ife ren tes
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fa m ilia s  de densidades de probab ilidad . Este hecho, s in  embargo, no a fe c ta  pa
ra  nada e l d esarro llo  teó rico  p o s te rio r por lo  que siempre consideraremos que
la s  densidades pfx.  /  0 ) (i=*1, 2 , . . . ,L)  que in te rv ien en  en la s  d e fin ic io —
i  j  i
nes de los  experimentos rea lizados en los estra tos  respectivos pertenecen a 
una misma fa m ilia  de densidades de probabilidad . Por o tra  p arte , en muchas in  
vestigaciones p rácticas  en la s  que, además, la  e s tra t if ic a c ió n  suele r e a l iz a r  
se atendiendo, entre  o tro s , a c r ite r io s  p o lít ic o s  y de organización adminis­
t r a t iv a ,  la  misma variac ión  expresada a través de los parámetros d is tin to s
9 es s u fic ie n te , a l  poder tomar valores en conjuntos ( $  no necesaria- 
i  i
mente ig u a les . Así pues, y salvo especificación en contra , todas la s  densida
des pfx / 0  ) (i=»1, 2 , •  ■ • ,L)  se describ irán  por una misma densidad de pro
i j  i  “
h ab ilid a d , pero ciertam ente con parámetro 9 ^  d is t in to .
De la  re a liz a c ió n  de los  d is tin to s  experimentos E(n^) en sendos 
es tra to s  se dispondrá del conjunto de L submuestras
Z 53 I  x  , x  , . . . , x  l  
1  ^ 11 12 1n J
Z2 = ¿ X21,X22 % , . )
ZL “ í XL1 ,XL2 , , " ,XLnl 3
cuyo conjunto constituye la  muestra g lobal de la  población e s tra t if ic a d a  X, 
muestra que denotaremos por *
2  “  {  Z 1 >z2 »• * • »ZL J
Por la  misma obtención de la  muestra z , y atendiendo a l  hecho de que la s  
rea lizac io n es  de los  experimentos E(n^) que proporcionan la s  submuestras 
z^ son independientes entre  s í ,  l a  densidad de probabilidad  que describe e l 
comportamiento de la  muestra to ta l  vendrá dada por e l doble productorio
L L "k
p (z / b )  = n  p (zk/ ® k ) "  ^  p^xk j /r
k=*1 k=»1 j =»1
donde como puede apreciarse dicha densidad depende del vector cantidad de in  
teres 9 a través de productos de densidades en la s  que in te rv ien en  sus coi 
ponentes 9*^ • Notemos que por la  re lac ió n  funcional que l ig a  la  p r im itiv a
cantidad de in te ré s  9 con la s  9 ^  se v e r i f ic a  que
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p (2/  $ f 9 )  » p ( z / 3  )
toda vez que e l conocimiento de ¿  im p lica  que 9 sea conocida también.
Así pues, la  consideración de un proceso de e d tra t if ic a c ió n  con­
duce a pensar en la  ex is ten c ia  de un vector paramétrico y de un conjunto de 
L experimentos, tantos como e s tra to s , que dependen cada uno de una componeri 
te  d is t in ta  de dicho vector paramétrico a través de una determinada densidad 
de probabilidad. Esto permite g e n era liza r fácilm ente e l concepto de experi­
mento a l caso de e x is t i r  una e s tra t if ic a c ió n , Y a s í, denotando por
* " ( " ) -  { { X lM & í M p C V V O  1= 1 ,2  L
representaremos e l experimento consistente en la  re a liza c ió n  de L experi­
mentos d ife re n te s , E(n^) , rea lizados en sendos es tra to s . De esta  d e f in i­
ción se deduce que e l tamaño muestral debe considerarse transformado, a su 
vez, en un vector tamaño m uestral, cuyas componentes son precisamente los ta  
maños muéstrales de las  respectivas submuestras. Denotaremos, pues, por n -
fn ,n , , . , , n  ) dicho vector tamaño m uestral. Para un n concreto- la  suma 
1 2  L ~  9 s
de sus componentes expresa e l tamaño muestral to ta l  del experimento E ( n ) 
y lo  denotaremos por n , esto es,
L
n -  n
i -1
La ex is ten c ia  de este tamaño muestral como vector condicionará la  obtención 
del tamaño muestral óptimo, como tendremos ocasión de comprobar más adelante. 
Hasta ahora todos los elementos considerados y e l tratam iento da 
do están encuadrados dentro de la  v is ió n  que la  E s tad ís tica  C lásica aporta a 
un proceso de e s tra t if ic a c ió n . Para completarlo dentro de la  l ín e a  de los  ca 
p ítu lo s  an te rio res , esto es, a l considerar un argumento Bayesiano, hay que 
extender e l modelo básico a n te r io r  y suponer que e l  conjunto en e l que toma 
valores e l parámetro ¿
<£> -  7X «G>±
~  i -1
es soporte de una C" —álgebra, existiendo una medida de probabilidad conjun­
ta  sobre e l la ,  que viene d escrita  a través de su función de densidad
1 2 0
y d e fin id a  con respecto a alguna medida dominante - f i n i t a  sobre <•£> • Nue 
vamente la  in te rp re ta c ió n  de esta medida de probabilidad es la  ya conocida 
para una densidad i n ic ia l .  Así pues. p (9  ) describe la s  opiniones in ic ia -A»
le s  que e l in vestig ad o r, antes de r e a l iz a r  experimento alguno, t ie n e  sobre e l  
vec to r a le a to r io  9 , De ah í que sobre p( & ) puedan formularse todos los  
comentarios rea lizados sobre una densidad in ic ia l ,  s in  más que considerar 
que ® se t r a ta  de una va riab le  a le a to r ia  d e fin id a  en L dimensiones. Por 
o tra  p a rte , la  misma densidad a n te r io r  expresa la  posible dependencia exis­
ten te  entre la s  d is t in ta s  componentes del vector £  • En e fe c to , por
re g la  general y debido a cómo nacen la s  cantidades B , es evidente que
i
no deben ser independientes, influyendo los  valores de una de e lla s  sobre 
los  de las  o tras . La formulación de esta  c ircunstancia conduce a la  conside­
ración de una densidad para j§ que no pueda expresarse como producto de den­
sidades defin idas para sus componentes por separado. Sin embargo, con
posterio ridad  resolveremos un problema suponiendo dicha independencia que 
f a c i l i t a  extraordinariam ente e l traba jo  a l s im p lif ic a r  la s  expresiones a op­
tim iz a r . En d e f in it iv a ,  e l investigador deberá ser capaz de d e s c r ib ir  sus o— 
piniones in ic ia le s  sobre a través de una densidad a p r io r i .  Esta descrip­
ción puede r e a l iz a r la  bien directam ente, bien describiendo sus opiniones so­
bre cada componente 9 ^  a través de una densidad in ic ia l  de la  forma 
p( 9 / y )  , donde ^ es un nuevo parámetro g lobal que expresa la  dependencia 
de la s  d is tin ta s  cantidades 9 ^  entre s í ,  y que admite también una descrijD 
ción in ic ia l  a través de la  densidad p ( ^ ) • Entonces, la  descripción del 
vector paramétrico ¿  vendrá expresada a través de la  densidad
p ( » ) =  /  TV  p( B ) -p (
~  J  i -1
Las opiniones del investigador sobre una B determinada ven-
J
drán dadas por la  marginal correspondiente
p( B ) 53 /  p ( 9 ) . d 8  = > J  í  . . .  f  I  . . .  f  p (  B , • • . ,  B ) ,  d B  .
j  V  ~ ~  ®  L 1 L 1
• . .d 9 . .d 9  ■. ■ d S
j -1  j+1 L
con
Una vez más y por sim plicidad en la  notación, la  in tegrac ión  res 
pecto la  medida dominante d e fin id a  sobre e l  conjunto de posibles valores  
de una cantidad a le a to r ia  u> se denotará simplemente por
J , • ,du>
Por o tra  p a rte , e l  rango de in tegración  en la s  fórmulas u t il iz a d a s  siempre 
estarán extendidas a todo e l espacio, por lo  que generalmente lo  omitiremos. 
En caso co n trario  se esp ecificarán  los lim ite s  convenientemente.
La densidad 1 p red ic tiva"  del resultado muestral g lobal z viene
d e fin id a  por
p(z)  = /  p ( z / ¿  ) , p ( S  ) . d 3y #v
Análogamente a la  s ituación  contenida en la  sección 1.2 , también e l  teorema
s .
de Bayes perm ite que, una vez rea lizado  e l experimento E ( n J y obtenido 
e l resultado muestral z = | z ^ , z ^ , , , , , z ^ J  , pueda obtenerse la  densidad de 
probabilidad que describa la s  opiniones posteriores que e l in vestigador po­
sea sobre 9 tra s  es tu d ia r la  información que sobre e l la  contiene la  muestraA»
z • Dicha densidad p o s te rio r viene dada por 
p ( f r / z )  = p ( z / & ) . p ( $ )  /  p(z)
esto es, L
p( P ( V 8 i 3
p (*  / z )  = ------------------------------------------- 1-1
L
p [  ^. t  9 ^L3*  ^ pC2^ / ®
i =1 1
Hasta ahora se han desarrollado una se rle  de elementos comunes a 
todo problema en e l  que, bajo una v is ión  Bayesiana del mismo, in te rv ie n e  un 
proceso de muestreo e s tra t if ic a d o . Como ya ha quedado indicado, la  ex is ten ­
c ia  de la  e s tra t if ic a c ió n  no a fec ta  solamente a la  población X sobre la  
que se r e a l iz a ,  sino que también im p lica  por una parte  la  ex is ten c ia  de tan­
tos tamaños muéstrales como estra tos  haya y cuya suma constituye e l tamaño 
muestral to ta l ;  por o tra , la  e s tra t if ic a c ió n  m odifica íntimamente la  estruc­
tura  de la  cantidad de in te ré s  que pasa a describ irse  por un vector paramé-
\¿.C.
t r ic o  £  cuyas componentes 9^ guardan con 9  una re lac ió n  funcional d e te r­
minada y conocida de antemano. De ah i que a l ser capaz e l  investigador de des 
c r ib i r  sus opiniones sobre 9 a través de la  densidad p(9 ) , pueda también 
d e s c rib ir  dichas opiniones sobre 9 a través de la  densidad in ic ia l  p( 8 ) 
deducida de la  p (9  ) a través de la  re lac ión  funcional conocida 9 =* f ( ¿  ) • 
Considerado de esta forma, e l problema introducido por la  ex is ten c ia  de una 
e s tra t if ic a c ió n  es análogo, de momento, en cuanto que dispone de idénticos e 
lementos que e l resuelto  en cap ítu los an te rio res , s in  más que considerar que 
tanto e l tamaño muestral n como la  cantidad de in te ré s  9 son vectores L -d i 
mensionales. La d ife re n c ia  más in c is iv a  consiste en e l  modo de obtención de 
la  muestra a p a r t ir  de los es tra to s , toda vez que la s  expresiones (form ales,
claro está] de la s  densidades p (z )  y p ( 9 / z )  son idén ticas  a las  ya u t i -
s r ,
liza d a s , Y a s í ,  la  re a liza c ió n  del experimento E ( jn ) supondrá la  extrac­
ción de L submuestras independientes entre s í de cada uno de los  estratos  
y de acuerdo con unas densidades de probabilidad que dependen de parámetros 
d is tin to s . De ah í que a l pasar de una unidad de muestreo a la  s igu ien te  debe 
rá tenerse en cuenta a qué es tra to  pertenece la  nueva unidad muestral para 
conocer qué densidad de probabilidad es la  que m odifica la  expresión de la  
a n te rio r densidad p (9  / z )  . Sobre este tema volveremos inmediatamente,
5.2 HIPOTESIS ESPECIFICAS
3.  ,
Hasta ahora e l tratam iento efectuado con e l  experimento E n  
que considera un proceso de e s tra t if ic a c ió n  en la  población X ha áido e l  
ceneral, s in  más que considerar que tanto e l tamaño muestral n como e l  pa- 
rámetro desconocido ¿  son vectores en L dimensiones. Sin embargo, con to­
ctos los  elementos an terio res  no puede resolverse todavía e l  especial proble­
ma considerado como ob je tivo  del presente trabajos la  determinación del tama 
ño muestral óptimo. Efectivam ente, es necesario r e a l iz a r  previamente dos nue 
vas h ipó tesis  para completar los  elementos an te rio res , s in  o lv id a r  que la  0£  
tim ización del tamaño muestral va a re a liz a rs e  maximizando e l v a lo r esperado 
cbl experimento (como d ife re n c ia  entre su u t il id a d  y costo esperados) dentro 
cbl contexto de actuación rea lizado  en e l  cuarto c a p ítu lo . La primera de es­
tas h ipó tes is  específicas se re f ie re  a l nómero de incógnitas que deben calcu
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la rs e . En efecto ,  cuando la  a f ija c ió n  de la  e s tra t if ic a c ió n  (entendiendo por 
a f ija c ió n  la  forma de d is t r ib u ir  e l  tamaño muestral g lobal en lo s  tamaños de 
la s  muestras extra ídas en los  estra tos  respectivos) es f i ja d a  de antemano por 
e l  investigador e l vector tamaño muestral quedará reducido a una so la v a ria ­
b le , t a l  como se comprobará ahora mismo. En caso co n tra rio , se dispondrá e v i 
dentemente, de tantas variab les  como tamaños muéstrales p arc ia les  haya en e l  
problema, esto es, tantos como es tra to s . La segunda de la s  h ipó tes is  especí­
fic a s  va a re fe r irs e  a d e f in ir  con exactitu d  e l  o b je tivo  últim o que se prcten
5
de a l r e a l iz a r  la  experimentación expresada a travás de E ( n^ ) ■ E llo  es de
bido a que la  aparición del vector cantidad de in te rá s  J9 , formado por las
L cantidades 9 , exige que e l investigador se defina sobre s i su últim o de
i  “*
seo es recabar información sobre e l  parámetro p rim itivo  9 exclusivamente, ó
sobre e l vector paramétrico 9 ó pretende op tim izar la  información esperada
sobre cada una de la s  componentes 9^ por separado. Es evidente que la  neta
dología a u t i l i z a r  dependerá de la  adopción de una u o tra  de estas h ipótesis
concretas. Notemos, sin  embargo, que sean cuáles sean la s  h ipó tes is  adiciona
le s  rea lizadas sobre ambas cuestiones, tanto e l tamaño muestral g lobal n ,
como la  p r im it iv a  cantidad de in te ré s  9  , son funciones de sus respectivos
n y 9 a través de la s  relaciones  
i  i
L
n = » 2^ n .  y 9 = * f ( 8 )i
i =1
Pasemos, pues, a comentar la s  formulaciones concretas que admiten estos nue­
vos elementos de trabajo  y que permiten enfocar y reso lver de forma d e f in i t i  
va e l problema propuesto.
a) Se ha defin ido como a f ija c ió n  de una e s tra t if ic a c ió n  a l modo 
de d is t r ib u ir  las  n unidades que constituyen la  muestra to ta l  entre lo s  d i 
ferentes es tra to s . A p a r t i r  de e l la ,  por tan to , pueden obtenerse las  fracc io  
nes de muestreo que son la s  que indican la  intensidad con que se muestrea en
cada e s tra to . Supongamos que e l investigador determina la  a f ija c ió n  antes de
s r .
r e a l iz a r  e l  experimento E ( n J . E llo  supone que para un determinado tama-A/»
ño to ta l  n conoce de antemano los  tamaños parc ia les  n  ^ ( i = 1 , 2 , • • • ,L)  .
En d e f in it iv a ,  tra b a ja r  con una a f ija c ió n  conocida supone que la s  d is tin ta s  
componentes del vector tamaño muestral quedan determinadas a l conocer e l ta ­
maño muestral to ta l  y no a l co n tra rio . Así pues, estab lecida la  h ipó tes is  de 
ese conocimiento previo puede adm itirse la  ex is ten c ia  de L re laciones cono
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cidas de la  forma
L
n .= f  (n ) i = 1 , 2 , . , , , L  siendo n =» f . ( n )  ( i )
i  i  4  A xi =1
dependientes todas e lla s  del tamaño muestral to ta l  n y que permiten obtener
inmediatamente e l  vector tamaño muestral n « fn fn , . . . , n  ) conocido n .
1 2  L
Puede, pues, esc rib irse  que
n = ( f  ( n ) , f  ( n ) , , . » , f  (n ) )
/>* 1 2 L
igualdad que pone de m anifiesto que e l  vector tamaño muestral queda reducido 
a la  única va riab le  tamaño muestral to ta l  n . Generalmente, la s  L re la c io  
nes an terio res  suelen v e n ir  expresadas a través de un conjunto de L cons­
tantes o factores de proporcionalidad
que v e r if ic a n  la s  condiciones
L
n =* f  .n i = 1 , 2 , . . . , L  siendo f  = 1
i  i  r r  ii =1
Por ejemplo, (A zorín , 1962) considerando poblaciones f in i ta s  pero lo  s u fic ie ri 
temante grandes como para poder a p lic a r  las  ideas an te rio res , y para una a f i  
jación uniforme, la s  re laciones ( i )  tomarían la  forma
n = n/L l=1 ,2 ,a « « ,L  ]
1
para una a f ija c ió n  proporcional,
n = n.N /N  Í= 1 ,2 ,a a a ,L  f 
i  i
y para la  a f ija c ió n  óptima o de Neymann obtenida asignando un n  ^ a cada es 
tra to  proporcionalmente a l producto » donde denota la  v a r ia b i l i ­
dad del es tra to  i —ésimo, la s  re laciones ( i )  se expresarían como
L
n . 53 n• N • S /  N • S i=  1 ,2 ,«««,L
i  i  i  “  i  ii =1
Lo verdaderamente importante a destacar del hecho de que la  a f ija c ió n  está de 
terminada previamente por e l investigador es que e l vector tamaño muestral n 
queda perfectamente determinado conocido e l tamaño muestral to ta l  n . Esto 
supone evidentemente que e l problema planteado por la  optim ización de expre—
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siones en la s  que aparezca e l  vecto n (como lo  es l a  determinación del ta ­
maño muestral óptimo) queda reducido, en re a lid a d , a un problema de optim iza  
cidn de una expresión dependiente de una ónica v a r ia b le . Notemos que bajo e¿
S r -w
ta  h ip ó tes is  la  fa m ilia  que define a l experimento E [ n J re s u lta r ía
M )  ju 1 *  Í = 1, 2 , • • • , L
de forma que bajo esta h ipó tes is  dicho experimento podría expresarse con la
sf A
notación más adecuada de E (n ) , esto es, dependiente de la  ónica v a ria b le :  
tamaño muestral to ta l .
La h ipó tesis  a lte rn a t iv a , e l  no conocimiento previo de la  a f i j a ­
ción de la  e s tra t if ic a c ió n , supone d e ja r en lib e r ta d  a las  componentes n  ^
del vector n , de forma que e l  tamaño muestral to ta l  solamente quedará de-
terminado a l conocerse todos los  valores n □ tamaños de las  submuestras
i
respectivas. La introducción de un proceso de e s tra t if ic a c ió n  trae  consigo 
una mayor riqueza, tanto en e l tratam iento de cualqu ier problema que u t i l i z a  
e l muestreo e s tra t if ic a d o , como en la  p o s ib ilid ad  de estimación de cantida­
des y parámetros desconocidos. Esta riqueza , re fe r id a  a l  tamaño m uestral, put3 
de traduc irse  en la  obtención de a fija c io n e s  que respondan a unas determ ina- • 
dos c r ite r io s  de optim ización y u t i l id a d . En nuestro caso, la  determinación 
de las  variab les  n (i=*1, 2 , . . . ,L)  se obtendrá por maximización de una ex -
i  s
presión relacionada con e l v a lo r esperado del experimento E ( n ) • Así pues 
desde este punto de v is ta ,  e l problema de determinación del vector n consis 
t i r á  en un problema de determinación de una a f ija c ió n  óptima. Pero, además, 
con la  salvedad de que esta a f ija c ió n  es ónica en e l sentido de que determi­
na, a su vez, con to ta l  exactitud  a l tamaño muestral to ta l  n , a l ser áste  
suma de los  tamaños componentes n • Evidentemente, l a  maximización de expre 
siones en las  que intervenga e l v a lo r esperado de E ( n J deberá r e a l iz a r -  
se teniendo en cuenta que se t ra ta  de expresiones dependientes de L v a ria ­
bles d is t in ta s . Notemos que e l o b je tivo  propuesto de determ inar un tamaño 
muestral óptimo o un conjunto de e l lo s ,  según los casos, es un problema que 
debe resolverse previamente a la  re a liza c ió n  p rác tica  del experimento que per 
mite la  obtención de la  muestra cuya investigación  proporciona conocimiento 
sobre la  cantidad de in te ré s . De ah í que, en todo caso, se tra b a je  con valo­
res esperados.
Destaquemos e l d is t in to  carác te r que la  h ipó tes is  del conocimien
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to previo o no de la  a f ija c ió n  de la  e s tra t if ic a c ió n  con fiere  a un problema 
concreto, Al r e a l iz a r  e l diseño de una encuesta donde la  población se ha es­
t ra t i f ic a d o  e l investigador debe tomar dos decisiones que afectan , respecti­
vamente, a l tamaño muestral y a la  a f ija c ió n  correspondiente. Si la  decisión  
sobre l a  a f ija c ió n  es tomada previamente, una vez decidido e l tamaño muestral
to ta l  quedan inmediatamente f ija d a s  los  tamaños p arc ia les  n correspondien
i  “
tes a la s  muestras extra ídas de los  respectivos es tra to s . En cambio, s i  la  
primera decisión es la  efectuada sobre los valores de dichos tamaños parcia­
le s ,  su determinación supondrá, a la  vez, la  determinación del tamaño mues­
t r a l  to ta l  y , evidentemente, de la  a f ija c ió n  a considerar que ya viene in d i­
cada por los  p a rtic u la re s  tamaños n  ^ escogidos. De ahí que en este segunda 
casa la  a f ija c ió n  p a r t ic u la r  obtenida no pueda considerarse como una condi­
ción general vá lid a  para cualqu ier tamaño muestral t o ta l ,  en cuanto que éste 
viene también determinado como una suma de los tamaños p a rc ia le s . Desde e l  
punto de v is ta  operativo la  aceptación o no de la  h ipótesis  considerada con­
duce, respectivamente, a que las  expresiones con la s  que se tra b a ja  dependan 
de una o varias  va riab les . En aquél caso se t ra ta rá  del tamaño muestral to­
t a l ,  m ientras que en éste serán L tamaños p arc ia les  n^ los  considerados. 
Problema aparte es e l planteado a l investigador cuando acepte la  
ex is ten c ia  de una a f ija c ió n  previa  y deba d e c id ir , por tan to , sobre la  a f i j a  
ción concreta a considerar. De la s  a fija c io n e s  anteriormente mencionadas la  
proporcional es la  más usual en casi todas .las investigaciones, atendiendo 
fundamentalmente a que produce una moderada ganancia en la  precis ión de las  
estimaciones, a que obtiene una muestra autoponderada y a la  s im p lifica c ió n  
de cálculo  de los errores de muestreo (Sánchez-Orespo, 1973). En éltim o t é r ­
mino, tanto para la  elección de la  p a r t ic u la r  a f ija c ió n  cuando ésta  se supo­
ne conocida a p r io r i  como cuando se acepta la  h ipó tes is  c o n tra ria , la  e lec­
ción en un sentido o en otro  debe re a liz a rs e  atendiendo a la s  condiciones 
que cada investigación  concreta pueda e x ig ir  en la  formulación de lo s  elemein 
tos a considerar en dicho problema.
b) La segunda de las  h ipó tesis  esp ecificas que e l investigador  
debe responder para completar e l  conjunto de elementos necesarios para re­
so lver e l problema de determinación del tamaño muestral óptimo está p rec i­
samente relacionada con e l  proceso de optim ización a seguir. Ya se ha in d i­
cado que la  e s tra t if ic a c ió n  de una población conlleva un incremento de d i f i -
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cuitad en e l tratam iento formal de cua lqu ier proceso de experimentación aso­
ciado con esa población. Perof por e l co n tra rio , aumenta la  riqueza de sus 
resultados, entendiendo por riqueza e l aumento de información obtenida por 
la  consideración de nuevas cantidades que pueden estimarse y ser in vestig a ­
das. En efecto,  t a l  como ha podido apreciarse en cap itu los an terio res  la  ob­
tención de una muestra de tamaño óptimo n se re a liza b a  teniendo en cuenta 
la  información que contenía sobre una c ie r ta  cantidad de in te ré s  9 que se 
pretendía estim ar como últim o o b je tiv o . Sin embargo, t a l  como se ha v is to  
en la  sección 5,1 , la  e s tra t if ic a c ió n  transforma a su vez la  a n te r io r  can­
tidad  de in te ré s  en e l nuevo vector paramétrico o de in te ré s  % , de L dimen 
siones (tan tas  como estra to s ) y cuyas componentes 9 ^  » en e l ámbito de a— 
p licac ión  respectivo de su e s tra to , admiten id é n tic a  in te rp re tac ió n  que la  
satisfecha por 9 para la  población to ta l ,  Pero aún hay más: ex is te  una re ía  
ción conocida que l ig a  9 con e l vector 9 y que permite transform ar densida 
des de probabilidad de la  cantidad ¿  (y , en p a r t ic u la r , la  que describe las  
opiniones in ic ia le s  que e l investigador posee sobre e l la )  en la s  correspon­
dientes densidades de probabilidad del parámetro 9 ( en concreto, siempre 
que e l investigador sea coherente en sus opiniones, también obtendrá de esta  
forma la  densidad p o s te r io r). Por o tra  p a rte , e l  experimento E ( n ) se ha 
defin ido como en conjunto de L experimentos independientes realizados en 
sus estra tos  respectivos de acuerdo con unas densidades de probabilidad que 
dependen para cada es tra to  de la  respectiva  cantidad de in te ré s  9^ . De ca­
da una de e lla s  se obtiene la  submuestra respectiva , constituyendo e l conjun 
to de todas e lla s  la  muestra to ta l .  Por tan to , también para cada una de las
com p on en tes 9  puede c a l c u l a r s e  l a  in fo r m a c ió n  e s p e r a d a  p r o p o r c io n a d a  p o r  
i  g
e l también experimento componente E(n ) o por todo e l experimento E ( n ) ,i  ^
toda vez que la  muestra to ta l  contiene información sobre la  cantidad de in te  
res 9^ , y e l lo  para i = » 1 ,2 , . . . ,L  . Para esto basta considerar como la  den­
sidad in ic ia l  que describe las  opiniones in ic ia le s  que e l investigador posee
sobre 9 a la  densidad p( 9  ) marginal correspondiente de la  p (£  ) , a 
i  i  ~
f in  de asegurar la  coherencia en la  actuación de dicho investigador. En resu 
men, nos encontramos con las  posibles cantidades de in te ré s  d t d y 9 i
( i = 1 , 2 , , , , , L )  , consideradas estas ú ltim as por separado, y cada una de e lla s  
con su correspondiente densidad in ic ia l :  p ( 9 ) deducida de la  densidad
p( 9 ) d e fin id a  por e l investigador para d e s c rib ir  sus opiniones in ic ia le s
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sobre 9 y obtenida a través de la  re lac ió n  funcional ^ \ y p( ^ )
( i = 1 , 2 , . . , , L )  como correspondiente marginal de p ( ¿ )  ■ En d e f in it iv a ,  des­
c r ita s  sus opiniones in ic ia le s  por la  densidad p(j9 ) y a  f in  de asegurar la  
coherencia del investigador, la s  densidades p( & ) y p( 9^) (i=*1,2 , , . .  ,l_)
se deducen de la  forma ind icada. Así pues, este mismo investigador deberá cen
t r a r  e l  problema fija n d o  con exactitud  qué ob je tivo  últim o pretende con }a
s . ,
re a liza c ió n  del experimento E ( j i  J y qué cantidad o cantidades de in te ré s  
está  interesado en estim ar. Esta decisión es de fundamental im portancia en 
cuanto que condiciona e l proceso de optim ización y esp ec ifica  qué expresio­
nes deben u t i l iz a r s e  en dicho proceso, V todo esto porque la  optim ización  
puede perseguir e l  conocimiento de la  única cantidad 9 , o de todo e l  vector  
paramétrico 9, ó , por ú ltim o , puede pretender op tim izar la  inform ación espe­
rada sobre una ó varias  de las  cantidades 9  por separado. Realicemos un
i
breve comentario sobre cada una de estas pos ib ilidad es.
Supongamos, primeramente, que la  e s tra t if ic a c ió n  de la  población 
X se re a liz a  única y exclusivamente con objeto de acceder de la  forma más 
s e n c illa  posible a una muestra que proporcione información sobre la  cantidad  
a le a to r ia  9 • Esto es, e l  investigador está interesado tan sólo en la  canti^ 
dad 9 f no importándole por tanto la  posible estimación de todo e l  vector 
¿  • Para e llo  deberá ser capaz de encontrar una expresión adecuada para me
g
d ir  la  información esperada que sobre 9 contiene e l experimento E '(  n ) 
que da lu g ar a un proceso de muestreo e s tra t if ic a d o . Precisamente, la  re lac ión  
funcional que l ig a  9 con e l vector ¿  es la  que proporciona la  solución a l 
problema. En e fecto ,  recordemos que e l  investigador ha descrito  sus opin io­
nes in ic ia le s  a través de la  densidad de probabilidad p( 9 ) , Con e l la  y a 
p a r t i r  también de la  conocida densidad pf z/ 8 ) que describe a la  muestra 
to ta l  obtenida del experimento E ( n ) en función del vector 9 puede deduA/ *** ***
c irs e  la  densidad p o s te rio r p ( 9 / z )  por e l teorema de Bayes t a l  como se in
dicó en la  sección 5.1 . Pues b ien , a p a r t i r  de ambas densidades, pf 9 ) y
p (& / z )  y por la  re lac ión  funcional 9 =* f (9 ) puede, a su vez,  deducirse 
las  nuevas densidades de probabilidad
p ( 9 )  a  p a r t i r  de p ( 9 )  p o r  l a  r e la c ió n  9  = f  ( 9  ) ; 
p [ 9 / z )  a p a r t i r  de p ( 9 / z )  p o r  l a  r e la c i ó n  9  = f ( £  ) ;
de form a q u e , c o n o c id a s  p ( 9 )  y  p(  9 / z )  puede a p l i c a r s e  l a  d o b le  i n t e g r a l
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de Lindley (1956),  Resulta, pues, la  s iguiente
DEFINICION, La información esperada sobre 9 proporcionada por e l expe— 
s , ,
rimento E n J cuando e l resultado muestral obtenido es z y la  den 
sidad in ic ia l  p (&  ) es la  deducida de la  densidad p (9  ) a p a r t i r  de 
l a  re lac ió n  funcional que l ig a  9 con 9 f viene dada a través de la  do 
ble in te g ra l
9, s i rr p(®/z)
I l E ( n ) , p ( S ) J  = p ( z ) . p (  3 / z ) . l o g    .dfr .dz
~  p C & )
La d e fin ic ió n  a n te r io r  admite c o ito  expresiones equivalentes
, ,  P Í & / z )  r ,  p (  9 / z )
J  f  p( & ] . p ( z / & ) . l o g  -------------  ,d 9 ,dz =» ¡  p[ & , z ) , l o g  ------------  ,d 9 ,dz
P ( 9 )  J J  p( 9 )
y donde z toma valores en e l espacia
L ( " J
T \  X . (n  ) = 7 T  X.xX x
• * 1 í  * 1. 1 1 11=1 i =1
En todas la s  expresiones an terio res  la  densidad p ( 9 ] actúa como densidad i
n ic ia l  para 9 a f in  de que e l investigador sea coherente. Notemos también
que cualqu iera de las  submuestras z contiene información sobre la  can ti—
i
dad de in te ré s  9 f de forma que efectivam ente tien e  sentido e l empleo de la  
densidad p (9 / z ]  en las  expresiones an te rio res . Además, la  información es­
perada a n te r io r  sigue siendo función del vector tamaño muestral n dado que 
sus componentes n_^  aparecen en las  expresiones de p (9- / z )  a l  ser
L J V
p ( ¿ / 2) = T\ 7 t  pC*k i / e k )
k=1 i =1
Así pues, la  información esperada que sobre 9 contiene la  mues-
s. A
tra  e s tra t if ic a d a  obtenida como resultado del experimento E ( n J puede 
cu a n tifica rs e  mediante la  expresión ya conocida y desarro llada por Lindley  
(1956) • En este sentido e l  problema sigue siendo análogo a l resuelto  en ca­
p ítu lo s  an te rio res  sin más que considerar con especial cuidada la  procedencia 
de las  densidades de probabilidad que aparecen en la  doble in te g ra l.  No obs­
tan te , e l problema re a l nace de la  obtención p rác tica  de dichas densidades 
p (9 ) y p(® l z ) ya Pue puede re s u lta r  tan extraordinariam ente d i f í c i l  que
■|OU
desaconje, inc luso , e l ceñirse como últim o ob je tivo  a la  estimación de la  úni 
ca cantidad de in te ré s  9 . Pensemos, por ejemplo, que ante la  s e n c illa  y fre  
cuente re lac ió n  l in e a l como función que l ig a  & con e l  vector $  , esto es, 
siendo
L
& =* h^. 9^ h > ü i = 1 , 2 , . . , , L
3>1
la  correspondiente densidad in ic ia l  para 8 se ca lc u la rá , según comprobaremos 
más adelante, por la  expresión general (S ix to  Rios, 1970)
L-1
t 8 — 9^
p ( 9  ) _ -  J  í  [ , . , ] /  p (  8 , & , • • • ,  9  f  ) .d  B •
\  ® ,  « 2  K ,  \
. d S 2 * . . d  9 ^
donde la  densidad de probabilidad que aparece en e l  integrando es la  misma 
que la  densidad de probabilidad que describe las  opiniones in ic ia le s  que e l  
investigador posee sobre J9 • Dependerá de dicha densidad p(j9 ) la  f a c i l i ­
dad de cálculo de la  expresión a n te r io r . Idén tico  razonamiento es ap licab le  
a la  densidad p o s te rio r p (8 / z }  •
La segunda de las  ac titud es  que e l investigador puede tomar freri 
te  a l proceso de optim ización es la  que se r e f ie r e  a la  consideración del 
vector paramétrico en su conjunto. Esta s ituación  responde, t a l  vezf a la  de 
ducción normal asociada a l proceso de e s tra t if ic a c ió n  y resuelve e l problema 
de la  forma más semejante a la  re a liza d a  en e l  modelo unidimensional. Decía­
mos antes que la  e s tra t if ic a c ió n  aumenta la  riqueza en cuanto a l número de 
c a ra c te rís tic a s  a in v e s tig a r . Efectivam ente, la  introducción de los es tra to s  
en la  población X l le v a  consigo la  consideración de L nuevas cantidades
de in te ré s  9 que constituyen la s  conponentes del vector a le a to r io  9 y !
i  ~
ta le s  que su exacta determinación im p lica  la  exacta determinación de la  can ti 
dad p r im itiv a  9 a través de la  re lac ió n  funcional 9 = f ( 5  ) , De ah í que e l  
acopio de información sobre e l vector perm ita, a su vez, ten er información  
sobre la  cantidad 8 obtenida, por tan to , como consecuencia de la  in ves tig a ­
ción y estudio centrados en 9, . Parece ló g ico , pues, que una buena cantidad  
de información sobre las  cantidades a le a to r ia s  9 ( i » 1 , 2 , , , , ,L)  considera
das en su conjunto permitan, a su vez, tener un buen conocimiento del paráme
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t ro  & | perm itiendo, además, determ inar e l  comportamiento que respecto a la
c a ra c te r ís t ic a  objeto de estudio tienen todos y cada uno de lo s  es tra to s . Es
te  es e l sentido de la  riqueza en la  e s tra t if ic a c ió n  que antes apuntábamos.
Supongamos, por tan to , que para e l  proceso de optim ización de la
inform ación e l  investigador está interesado en la  obtenida para e l vector ¿  ,
La cu a n tifica c ió n  de esta información esperada sobre £  proporcionada por e l 
s r
experimento E ( n ] se r e a l iz a  por la  expresión ya conocida de Lindley  
(1956) • En este caso, de las  densidades que aparecen en la  form ulación, 
pf b ) es la  densidad in ic ia l  que describe la s  opiniones que e l investigador 
tien e  sobre e l  vector paramátrico y la  p (¿  / z ) es la  correspondiente densi^ 
dad obtenida por Bayes a p a r t ir  de la  también conocida p ( z / ¿ ) • Puede, 
pues, darse la  s igu ien te
DEFINICION. La información esperada sobre ¿  proporcionada por e l expe- 
s r ,
rimento E ( n I cuando e l resultado muestral obtenido es z y la  denV ^  mmm
sidad in ic ia l  es pf 0 ) , viene dada por la  conocida doble in te g ra l
s ,  3 , f f  p C * / z )
r  ( e ( n ) , p ( *  = p ( z } . p ( 3  / z ) . l o g  -------------  . d ¿  .dz
1 ^  j  j j  -  p ( £ )
Esta inform ación, que aparecerá en la  expresión del v a lo r esperado del expe-
rirrento, es la  que debe maximizarse ante e l problema de determinación del ójd
tino tamaño m uestral. Notemos, en este sen tido , que I  £  J . p Co J )  es
función del vector tamaño muestral n , toda vez que sus componentes n a -
~  i
parecen en e l cálculo  de las  densidades p ( z / & ) y p ( S / z )  .^  A/
Comparando los dos c r ite r io s  an terio res  expresados a través de 
sus informaciones esperdas respectivas puede apreciarse la  ganancia de in fo r  
marión a l u t i l i z a r  la  segunda de la s  expresiones, resultado completamente ló  
gicD puesto que la  estimación del vector $  im p lica , según hemos dicho, la  
estimación de la  cantidad 9 • Notemos que todo e l aparato in troducido por 
l a  s s tra tif ic a c ió n  tien e  mucho más sentido, evidentemente, para l a  estimación  
diel vec to r que para la  de la  cantidad $ « En e fe c to , Bernardo (1970) e¿3
tiudla e l concepto de información-, esperada ante transformaciones =» ^ ( 9  ) 
da la cantidad de in te ré s , definiendo — t a l  como mencionábamos en e l  capítu  
lo  jrimero -  la  inform ación esperada ú t i l  que no es sino la  inform ación es­
penda sobre la  nueva cantidad ^ . Tambiés es conocido e l  resultado de que
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la  inform ación esperada ú t i l  sobre ^  no es mayor que la  inform ación esperada 
sobre & , siendo iguales en e l caso de transformaciones b iyec tivas  de la  can 
t id a d  de in te ré s . Aplicando este resultado a nuestro caso (posteriorm ente com 
probaremos las  condiciones de a p lic a b ilid a d  del mismo), siendo l a  transforma 
ción no necesariamente b iy e c tiv a  ® « f ( ¿  ) , deducimos e l  resultado
1 ^ ^  1} ) }  ¿  I<W¿ES( n ) , p ( ¿  )J
esto es, la  información esperada sobre e l  vector 9 proporcionada por e l exp£
S -  ^
rimento E ( n J cuando las  opiniones in ic ia le s  se describen por la  densidad 
L-dimensional p(&  ) po es menor que la  información esperada sobre $ propar 
cionada por dicho experimento. Dado que la s  transformaciones lin e a le s  c itadas  
no son b iyec tivas , e l resultado a n te r io r  se v e r i f ic a  con desigualdad para e£  
tas  transformaciones de tan ta  ap licac ió n . Más adelante volveremos sobre esta  
situac ión  para ju s t i f ic a r la  debidamente.
Una te rcera  p o s ib ilid ad  que tien e  e l  investigador para abordar e l
problema planteado por la  determinación del tamaño muestral consiste en consi
dorar las  informaciones esperadas que la  muestra to ta l  z contiene sobre una
o varias  de de las  cantidades § (i=»1,2 ,  • • • ,L ) por separado. Pensemos que la
in te rp re ta c ió n  dada a estos parámetros, in te rp re tac ió n  nacida de su misma
construcción, es id é n tic a  a todos e llo s  y a l parámetro general 9 , dependien
do su comportamiento ónica y exclusivamente de su campo de ap licac ió n . Por o
t r a  p a rte , l a  muestra z , e x tra íd a  en e l es tra to  i-ésim o no sólo contiene in
i  ~
formación sobre su correspondiente parámetro 9 ^  , sino también sobre e l res_ 
to de la s  cantidades 9  , toda vez que dichas cantidades no tienen  por qué
J
ser independientes. Pensemos nuevamente en una encuesta de población a c tiv a  
cuyo últim o ob je tivo  sea la  estimación del n iv e l de desempleo 9 y en la  que, 
por ejemplo, se re a liz a  una e s tra t if ic a c ió n  reg ional. Es iló g ic o  pensar que, 
salvo excepcionales c ircunstancias, lo s  n iveles de paro en la s  d is tin ta s  re ­
giones del país d if ie ra n  excesivamente y tengan, inc luso , un comportamiento 
independiente. Lo lógico s e r ía  considerar que, con la s  d ife ren c ias  esperadas 
y posib les, e l comportamiento de la s  9^  s iga una tendencia determinada, pues 
to que l a  fu e rte  in te rp e la c ió n  da la s  economías regionales en una economía na 
cional no perm ite, evidentemente, comportamientos excesivamente d ife re n c ia ­
dos. En d e f in it iv a ,  s i  bien e l proceso que permite obtener las  d is tin ta s  mue£ 
tra s  p arc ia les  z^ cuyo conjunto constituye la  muestra to ta l  es independien
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te ,  lo  c ie r to  es que a l  no serlo  necesariamente las  cantidades de in te ré s  
9 , todas y cada una de las  muestras z . contienen, en general, informa­
ción sobre todas y cada una de la s  cantidades $ ( i= * 1 , 2 , . . .  ,L)  . Por tanto
la  muestra to ta l  z proporciona información sobre todas las  9 ^  por separa
do y en su conjunto. De ahí que tengan sentido la s  densidades p( 9 / z )  ( i - 1 ,
i
2 , . . . , L )  que vamos a considerar.
Conocidas, pues, la s  densidades p( 5 ) y p ( z / 3  ) dadas como
s .  .
datos en cua lqu ier problema donde intervenga e l  experimento E [ n J , puede 
conocerse a su vez por Bayes la  densidad p (8 / z )  que describe la s  opiniones
3 -  .
posteriores del in vestigador una vez que ha realizado  E [ n J y obtenido z 
como resultado m uestral. Tienen sentido, por tan to , las  nuevas densidades de 
probabilidad  p( ® ) y p( ^ / z )  » que son las  correspondientes densidades 
marginales para 9 . de las  p( d ) y p(8 / z ) ,  respectivamente, esto es,
p ( 9 , / z )  = /  p ( 6 / z ) . d 8 '
1 4 > '
donde
L
j-v * = s 7 T ¿ )  y d 9 1 a d d  «d S « i td &  • d £> • .  • d £
€ >  J 1 2  1-1 1+1 L
A p a r t i r  de estas dos ó ltim as densidades de probabilidad puede darse la  s i­
guiente
DEFINICION. La información esperada sobre 8 proporcionada por e l ex—
s ^
perimento E n  cuando e l resultado muestral obtenido es z y la
densidad in ic ia l  es p( $  ) (esto  es, la  marginal i-és im a de la  densi-
i
dad p ( ¿ )  )» viene dada a través de la  conocida doble in te g ra l
8 i  i r r  p( 8 / * )
I  ( e  ( n ) i p ( » ) f  = ) l  p ( z ) . p (  9 , / z ) . l o g ---------------, d 9 . . d z
J J  i  ) i
Esta d e fin ic ió n  responde a la  es tru c tu ra  de toda información esperada t a l  co 
mo la  define L indley (1956) y donde la  densidad
p(z]  = /  p ( z / ¿  ) . p ( £  ) . d S
es conocida.
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Resulta im prescindible destacar dos circunstancias en la  doble in
s ~
te g ra l a n te r io r . Por una p arte , I  E ( n ) , p ( 9  ) j  es, nuevamente, fun­
ción del vector tamaño m uestral, pues sus d is tin ta s  componentes aparecen to­
das en la  obtención de la  densidad p o s te rio r p( 9  / z )  . En e fec to , notemos
i
que
p (9 / z )  =  - 7 — y  I  • • •  f  í  • • •  í  p [ 9  , , , , , 8  ) ,
L nk
• T \  T [  p f x 1k^ ® k ^ d 8 i , , * d 9 i - i , d 8 i + i ' # , d 8 L 
k=1 j =1
Por o tra  p a rte , la  a n te r io r  información está calculada incluyendo la  in flu e n
s . ,
c ia  de todo e l experimento E ( n J y no solamente de la  inc idencia  que so-
bre 9 tien e  e l experimento respectivo componente E(n ) , esto es, la  in -  
i  9 i  s »  ^ ® i
fo r m a c ió n  I  ^ E ( n ) , p C ® ) j  e s  c la r a m e n te  d i s t i n t a  de l a  I  ^ E ( n ^ ) ,  
p ( 9  ) j  , p u es  b a s ta  com parar s u s  e x p r e s io n e s ,  s ie n d o
9 ,  f f  p ( 9 . / z )
1 { E(n.)»p( 9 )J =• / I p( 9 ).p[z / 9 J . l o g  i  ,d 9 ,dz
1 1 i  1 i  p[ & J
9 .
En resumen, I  H  E°C n ) j  es función del vector tamaño muestral y res 
ponde a la  consideración de una expresión que contiene la  información que so 
bre la  cantidad de in te ré s  9 l le v a  consigo toda la  muestra z resultado
1 sr ^global de la  rea liza c ió n  del experimento completo E [ n J .
O tra vez e l resultado encontrado por Bernardo (1978) es de a p li ­
cación en estas circunstancias a f in  de determinar la  re lac ión  entre la s  in ­
formaciones esperadas que sobre 9 proporcionan, respectivamente, los  expe
g  ^
rimentos E ( n )  y E Í n ) ,  s in  más que considerar la  transformación m ,
~  i  i
marginal i —ésima. En e fec to , siendo
9 =» m ( 9 )
i  i  ~
deducimos e l  resultado
9 9 *
I ~ { eS( n ) , p ( ¡ »  ) j  > I  E ( n ) , p ( s  )J
9 s
lo  que, en analogía a lo  expresado para I  {.E ( n ) ,p [©  )V , parece e n fa t i -
v  v  J
zar una vez más que e l experimento Es( n ) asociado a un proceso de e s tra -
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t if ic a c ió n  cobra su verdadera dimensión actuando sobre e l  vector param étri­
co J9 , más bien que sobre la  función 3 o la  componente i-és im a 9 • Una ■
i
vez más, volveremos más adelante sobre esta situación  para ju s t i f ic a r la  de­
bidamente.
La te rc e ra  de la s  ac titud es  que puede tomar e l investigador se 
cen tra , pues, en e l  estudio de una sóla de la s  cantidades de in te ré s  9
i
que e l proceso de e s tra t if ic a c ió n  ha d e fin id o . Supongamos, pues, que e l  in ­
vestigador está  interesado únicamente en e l  estudio de 9 y para e l lo  idea
s . *
e l  diseño del experimento E n  a f in  de recabar información sobre e l la ,
* s
La inform ación esperada sobre 9 proporcionada por E ( n ) l a  c u a n tif ic a
Í  9 ^  g ^  """
rá  a través de la  ya conocida I  [  E ( n )»p(d  )J • Será esta informa­
se.
ción la  que aparecerá en la s  expresiones del v a lo r esperado de E [ n ) y 
que, a su vez, perm itirán  reso lve r e l problema planteado por la  determinación 
del tamaño muestral óptimo.
Evidentemente que pude re s u lta r  curioso e l hecho de que e l inves  
tig a d o r considere la  re a liza c ió n  de todo e l experimento ES( n ) cuando tan 
sólo se in te rese  por la  cantidad 9^ , Sin embargo esta s itu ac ión  es fa c t ib le  
en la  p rác tica  cuando e l in vestig ad o r, deseando obtener información sobre 9
se en fren ta  con una muestra o un diseño conocidos para los  que e x is te  una de
terminada e s tr a t if ic a c ió n . Entonces debe ser capaz de c u a n tif ic a r  esta in fo r
s
mación, teniendo en cuenta que la  información proporcionada por E f n ) so 
bre 9^  es mayor que la  proporcionada por e l experimenta componente E(n^) 
como se comprobará mas adelan te . De ah í que disponiendo ya de una muestra es 
t r a t i f ic a d a  re s u lte , por término medio, más in te resan te  conocer la  informa­
ción que sobre 9 contiene la  muestra g lobal z que la  correspondiente a l 
i
es tra to  en cuestión, la  z . (n ^ )  resultado de E(n^) • Pero aún hay más, hay 
ocasiones en la s  que, inc luso , re s u lta  in te resan te  r e a l iz a r  una e s t r a t i f ic a ­
ción de antemano a f in  de recabar información sobre c ie r to  parámetro 9 ,
i
Supongamos, por ejemplo, que pretende estimarse una c ie r ta  cantidad 9 para 
lo  cual se dispone de una población X cuyas unidades guardan c ie r ta  re la ­
ción con dicho parámetro. Dentro de esa población, ex is te  un subconjunto 
C. X cuyo comportamiento respecto 9 es considerado como normal, e x is tie n  
do otro  subconjunto X^ = X — X  ^ formado por aquellas unidades cuyo compoi>- 
tamiento sobre 9 es completamente a t íp ic o , pero sin que e l lo  qu iera d ec ir
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que sus áus unidades no contengan información (que en este caso será c o n fir ­
mación sobre lo  que no debe v a le r  ® ) sobre e l parámetro objeto de estudio . 
Es evidente que en este caso una adecuada e s tra t if ic a c ió n  puede proporcionar 
una magnífica información sobre 9 , superior a la  que se obtendría conside­
rando la  población X sin  es tra to s .
Así pues, e l te rc e r  camino que se le  abre a l  investigador ante u
na población e s tra t if ic a d a  consiste en op tim izar la  información que sobre u -
s
na cantidad de in te ré s  concreta 9 proporciona e l  experimento E ( n )
i  9 i  s ~
considerado globalmente. Dado que I  < E ( n ) » p ( $ ) j  es función del vecl> #V •—
to r  tamaño muestral e l  proceso de optim ización de la  misma sigue estando en
la  lín e a  del ideado para los casos an te rio res . E llo  conduce a considerar un
s .
proceso que maximice a la  información que proporciona E f n  ) sobre una ó -
nica cantidad de in te ré s  9 y no sobre e l vector §  considerado como con—
i  ~
junto de los  parámetros 9 ( i ^ l , 2 , • , , ,L) • Notemos que, por o tra  p arte , la
i
im posib ilidad ex isten te  para op tim izar a l conjunto de valores esperados
9.
’.vfI  1 ( e S( n ) ,p ( ¿  ) j  ) -  C(E ( jn  3) i = 1 , 2 , . . . , L
toda vez que e l vector tamaño muestral óptimo para 9 no tien e  por qué coin
i  “
c id i r  con e l  obtenido para 9 • Sin embargo, ex is te  una s ituac ión  especial
j
de independencia en la  que s i puede obtenerse e l vector n óptimo que maxi—
s , ,
miza todos los valores an terio res  del experimento E {_ n J , esto es, que op
tim iza  la s  informaciones sobre 9 proporcionadas por E ( n ) conjuntamen
i  “
te . Es e l caso de independencia de los parámetros 9 , También sobre estas
i
ideas volveremos en su momento.
Pasemos ya a l  estudio exhaustivo de los  casos mencionados, discu
tiendo las  propiedades satisfechas por la s  d is tin ta s  informaciones proporcio
s
nadas por e l único experimento E ( n ) sobre las  cantidades de in te ré s  9 f
9 y 9 . Para estas informaciones encontraremos la s  re laciones de domi-
~  i
nancia de unas sobre o tras . Resolveremos también e l  problema teó rico  p lantea  
do por la  determinación del tamaño muestral óptimo.
5 .3  INFORMACION ESPERADA I 9 {.E S( n ) , p ( ñ ) j
Supongamos una in v e s t ig a c ió n  que p re te n de  re c a b a r in fo rm a c ió n  so
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bre la  cantidad de in te ré s  desconocida 9 • A t a l  f in ,  e l  investigador idea  
un experimento consistente en la  obtención de una muestra e s tra t if ic a d a  de u 
na población cuyos elementos tienen c ie r ta  c a ra c te r ís t ic a  que guarda con ® 
una re lac ión  determinada, expresada por sendas funciones de probabilidad de­
fin id a s  en sus estratos respectivos. Al r e a l iz a r  la  e s tra t if ic a c ió n  aparecen 
la s  nuevas cantidades a le a to ria s  & (i=*1, 2 , .  • • ,L ) sobre la s  que e l inves­
tig a d o r tien e  unas opiniones in ic ia le s  expresadas por una densidad conjunta 
que, a l mismo tiempo, esp ec ifica  la  posible interdependencia entre e l la s .  Di 
cha densidad in ic ia l  se ha expresado como
p (9  ) » p( 0 t e t )— 1 2  L
Entre las  cantidades a le a to r ia s  & y ( i * 1 , 2 , . • • ,L)  ex is te  una re lac ión
funcional (que se supone l in e a l)  dada por
L
3 =* f f  5) ) =* ^  h. • 9 h >  0 i=*1, 2 , . . * , L
S i 1 1
Sin embargo, y a pesar de que e l  conocimiento exacto de los  parámetros 0 
(o su buena estimación) suponga conocer con exactitu d  a la  cantidad a le a to r ia  
9 (o una buena estim ación) a p a r t i r  de la  re lac ió n  funcional mencionada, e l  
investigador desea ceñirse a l estudio de § , de forma que debe maximizar la  
inform ación que la  muestra z contiene sobre e l la ,  no importándole, pues, la  
inform ación que sobre la s  o tras contiene z •
Para reso lver e l  problema, supongamos rea lizado  e l  experimento
s .  *
E n J y conocido e l resultado muestral obtenido z como conjunto de las  
L submuestras de los  e s tra to s , z ■ ( z ^ , z ^ , • • • ,z^)  , con
z » (x ,x , « . . , x ,  ) i = 1 , 2 , , . . , L
i  i 1 i 2 in^
La densidad de probabilidad que describe a la  muestra obtenida como dependien 
te  del vector paramétrico 5 viene dada por e l doble productorio
L \
p ( z / ¿  ) »  ] T  TX pC><k . / 3  k 3
k=1 j =»1
toda vez que las  muestras extra ídas  dentro de los  estratos son a le a to r ia s .  
Recordemos que n =* (n jn ^ , • • • »n^) es e l  vector tamaño muestral y que, cono
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cidas p ( 9 ) y p f z / $  ) y aplicando Bayes, puede determinarse p(9 / z )  a 
través de la  fórmula
i nL k
p [3  / z )  <  p fz /  3 } .p (  3 ) = pf 9 » & » . . . ,  & ) •  JT  TX  p(x . /  9, )
~  ^  ^  1 2  L , . . _ k j kk=1 j =1
donde e l fa c to r  de proporcionalidad es 1/ p f z )  •
Teniendo en cuenta la  re lac ió n  l in e a l  que l ig a  ^  con ¿  y  la s  d 
densidades p f9  ) y p f 9 / z )  , in ic ia l  y p o s te rio r, respectivamente, las  
densidades de probabilidad pf & ) y p ( 9 / z )  re fe rid a s  a la  cantidad de in  
terés  ^  (y que toma valores en e l  conjunto =» f ( $  ) ] vendrán dadas a 
p a r t i r  de la  transformación siguientes
L
9 = £ .  h ..  9 .
•.1 1 1 1=1
°í = 9
1 1
*  = 92 2
<* = &
L-1 L—1
siendo la> correspondiente transformación inversa la
9 3 «K 
1 1
9 = «*
2 2
9 . =
L-1 L-1
L-1
& “  ü  h , . 9
3 _______ Í =1
i  i
hL
El correspondiente jacobiano para la  transformación inversa es:
*c) ( ® 1» $ 2* • *" * ^ l^  1
1 *3 ( 9 . hL
De donde la  densidad de probabilidad de las  nuevas variab les  a le a to r ia s
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( § , o< , . . . ,  c< ) vendrá dada por la  funcián  
1 L~1 L-1
^ h , .  5 .
• p ( 9 y 8 »• • • I 3 »
9 1 2  L-1
i =1 i  i
L
donde con la  notacián p^ indicamos la  densidad de probabilidad in ic ia l  del 
vec to r $ . De ah í que la s  densidades p( 9 )  y p( 9 / z )  vengan dadas por 
la s  correspondientes marginales de las  an terio res  densidades, esto es, por
. O )  = ~
té <£> t£>
9 -  8^
psC6 > ®2M ” . —  ) .
L-1
.d »  1. d s g. . . d  aL_1
y por
p(s> / * )  - 1 í  í  . . .  í
p ( z ) . h L S > 2  ® l_ i ~
L-1
8 -  ÜL h.« ®.
p f  9  , 8  , ■ • • ,  9 ,
V  1 2  L-1
L-1
% -  ¿L h . -  8 .
i =1 i  i ).
L 1 n i  i
. (  T X  I  \ p^xj k ^ k ^  ^  p X^jL^ ---------“ -------------  ^ *d &i -d &2 "#“d \ - 1
k=1 j =1 j =*1 h,
Im plícitam ente se ha supuesto que la  ex is ten c ia  de todas la s  densidades e
in te g ra le s  a n te rio res .
Conocidas las  densidades p ( 8 ) y p (9  / z )  , la  inform acián espe
S .  ,
rada sobre ® proporcionada por e l experimento E [ n J asociado a un proce 
so de muestreo e s tra t if ic a d o , vendrá dada por la  ya conocida doble in te g ra l  
(Bernardo, 1978):
p ( * / z )
X8 { eS( n ) ( p C9 ) j »W J  p (9  / z ) . l og
p ( 9  )
. d 9  . dz
que admite las  expresiones a lte rn a tiv a s  mencionadas con an te rio rid ad  y donde 
z toma valores en e l conjunto
L
2 = 7T  x  x X  x
i -1 1 i
Cn )
xX
14U
Notemos que I  ( eS( n ) , p [ 3  ) }  es la  información esperada ú t i l  sobre & an 
te  la  transformación no necesariamente b iy e c tiv a  & -  f ( ¿  ) del vector de in  
terés í  , en e l  sentido defin ido por Bernardo (197B),
Es hora ya de estab lecer la  h ipótesis  del conocimiento previo o 
no de la  a f ija c ió n  de la  e s tra t if ic a c ió n , dado que dicha h ipó tesis  condicio­
na e l que la  información esperada que acaba de d e fin irs e  sea función de una 
o de L v a riab les , respectivamente. Considermos primeramente que la  a f ija c ió n  
viene determinada de antemano. A sí, para un determinado tamaño muestral to ta l  
n se conoce, de forma inm ediata, los d is tin to s  tamaños muéstrales n de la s  
muestras extra ídas en sus estratos respectivos y que, en conjunto, constituyen  
la  muestra to ta l  z . Expresado de esta forma puede, por tan to , suponerse la  
ex is ten c ia  de L factores  f  verifican do  la s  relaciones
n = f  ,n  i = * 1 , 2 , . . . , L
i  i
y que indican qué proporción del tamaño muestral to ta l  n corresponde a la
muestra de cada uno de los  es tra to s . Evidentemente se admite que f  0 pa
i
ra  todos e llo s , pues s i e x is tie s e  un es tra to  en e l que f » 0 e l  problema 
quedaría reducido a uno id én tico  s in  más que considerar como población obje­
to de estudio la  X — X ■ Notemos que la  condición
L
n -  £ _  n 
i -1
im p lica , a su vez, la  exigencia
¿ f  - i
i -1
Para a fija c io n e s  p a rtic u la re s  e l  conjunto ( f ,  \ . toma, a su vez,
1 I 5*
valores determinados. Por ejemplo, en poblaciones f in i t a s  en la s  que se supo
ne la  a p lic a b ilid a d  de nuestros resultados, la  a f ija c ió n  uniforme en la  que
n es ig u a l en todos los  e s tra to s , re s u lta r ía s  
i
f  =* 1/L i « 1 , 2 , . . . , L  L « número de estra tos
i
En e l caso de una a f ija c ió n  proporcional, en la  que n se d is trib u ye  propor
cionalmente a los  valores de N ó tamaño del es tra to  h-ésimo, re s u lta  sers
h L
f  -  n/N i - 1 , 2 , . . . , L  con N « N
1 £ i  1
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Para la  a f ija c ió n  óptima o de Neyman, donde n se d is trib u ye  atendiendo a la  
optim ización de la  precisión del posible estimador, re s u lta r ía :
L
f  = N «S /  N , S. i = 1 , 2 , . « . , L  S = v a r ia b ilid a d  del es tra to
i  i  i  J J i  . ,  .j =1 i-esim o
Lo verdaderamente in te resan te  a destacar es, sin embargo, que conocida de an
temano la  a f ija c ió n  correspondiente del proceso de e s tra t if ic a c ió n  e l  proble
ma de determinación del vector tamaño muestral n queda reducido a la  deter
minación de la  ónica va riab le  n , en cuanto que conocida ósta la s  n están
i
perfectamente determinadas a través de los productos n , f  (i=*1, 2 , . • . ,L) •
i
En la  p rác tica  y dado que estos productos no tienen por qué ser enteros, las  
unidades sobrantes se van distribuyendo en aquellos estratos de mayor a f i j a ­
ción. Esto es, asignando como tamaños n^ los respectivos valores ^ ( n . f ^ )  
donde ^  es la  función "parte  en te ra" , las
L
n -  2 T £  ( n . f  ) 
i =1
unidades sobrantes van repartiéndose atendiendo a los  estratos de mayor va­
lo r  para f  , mediante un procedimiento c íc lic o  y perfectamente determinado 
i
a p r io r i .  Suponiendo un orden crec iente  ( lo  cual no supone pérdida de genera 
l id a d ) en los  valores de la s  constantes f  , esto es,
f  ^ f  ^ ^ ^ f
1 2  i  L
y tomando como período e l v a lo r máximo 1/ f^  unidades, cada vez que se au­
mente e l  tamaña muestral to ta l  en dicho período se v e r if ic a r á  que todo es tra
to verá aumentado en, a l  menos, una unidad su respectivo tamaño muestral n •
i
Aón más, la s  s ituaciones expresadas por los  tamaños muéstrales to ta le s  n ,
n - ( l / f )  y n + ( l / f  ) (suponiendo que 1 / f  $ Z ) son ta le s  que e l  núme
1 1  1 -
ro de unidades incrementadas en e l es tra to  genérico i-ésim o a l pasar del ta ­
maño muestral to ta l  n — ( l / f )  a l  n coincide con e l  número de unidades
1
incrementadas en dicho es tra to  a l pasar del tamaño muestral to ta l  n a l
n + ( l / f  ) • Puede suponerse que e l  tamaño muestral to ta l  es, a l  menos, 1/ f  
1 1
con objeto de asegurar que se muestrea en todos los e s tra to s , de acuerdo con
la  d e fin ic ió n  del muestreo e s ta r t if ic a d o . Esta suposición, no obstante, no
es r e s t r ic t iv a  puesto que s i para un determinado n ex is te  un e s tra to  t a l  que
vv¿
e l producto n . f ,  es tan pequeño que im p lica  la  no obtención de n i s iq u ie ra
una unidad muestral puede suponerse una población de p a rtid a  excluyendo dicho
e s tra to . En muestras grandes es evidente que queda garantizada l a  obtención
de unidades en todos los es tra to s . Además, en muchas aplicaciones prácticas
suele lle g a rs e  a situaciones de compromiso ante la  exigencia de muestrear mi
nimamente en todos lo s  es tra to s . Pensemos en e l muestreo mínimo exigido en
determinadas encuestas rea lizadas por e l INE dentro del marco de la  Encuesta
General de Población a f in  de asegurar resultadas s ig n ific a t iv o s  en todas las
provincias. E llo  supone la  ex is ten c ia  de un tamaño muestral n mínimo,
o
Supuesta la  a f ija c ió n  conocida e l vector tamaño muestral jn que 
da reducido a l
n =* í n , f  , n , f  , , , > , n » f  )
++ 1 2  L
que, a su vez, queda determinado inmediatamente fijan d o  un tamaño muestral to
S- .
t a l  concreto n • Por o tra  p a rte , e l  experimento E ( J c o n s is tirá  ahora 
en la  re a liz a c ió n  de L experimentos en sendos estratos y con tamaños n
i
conocidos, esto es, será la  fa m ilia  de experimentos
eS( n ) = {  { x . ( n , f  { p ( x . ( n . f . ) /  8 .J J
1 '  i  i  '  i  i  i  i  -/ 1 = 1 , 2 , , , , , L
De ahí que bajo dicha h ipó tes is  la  información esperada sobre 9 proporciona 
da por E ( n ) (donde a l quedar n determinado a l conocer simplemente n 
empleamos la  notación a n te r io r ) ,  esto es, I  {, ES(n) , p (¿  ) j  es una función  
de la  ónica v a ria b le  n ó tamaño muestral to ta l .  Su expresión es id é n tic a  a
9  < S i
l a  de I  I E ( n ) , p ( S ] J  sin más que considerar sustitu idos en los  dobles
productorios que definen a p (z )  y p ( 8 / z )  los tamaños muéstrales n por
i
los  productos n , f  ( i = 1,2 , .  • • ,l_) .
i
Recordemos que e l  ob je tivo  f in a l  sigue siendo la  determinación
de un vector tamaño muestral óptima que, en este caso, queda reducido a la
determinación del tamaño muestral to ta l  óptimo. Para e llo  hay que in s is t i r '
s .
en que e l in vestigador diseña e l experimento E (n j a f in  de recabar in fo r ­
mación sobre & . Es conocido que siempre ex is te  ganancia de inform ación cuan
do e l tamaño muestral aumenta» De ahí que, por una p arte , haya que considerar
s s
se la  u t i l id a d  esperada del experimento E (n) , esto es, U(E ( n ) )  , y por
o tra , su coste esperado, C(E (n ) )  , de forma que a l tamaño óptimo debe ser 
una solución de compromiso entre  la  u t il id a d  y costo esperados, Estas ideas,
143
ya desarrolladas en la  sección 4 ,1  , siguen siendo válidas a l a p lic a r la s  a un 
experimento que suponga un proceso de e s tra t if ic a c ió n . De ahí que definiendo
3- .
e l v a lo r  esperado del experimento E (n J como
W ( E % ) )  -  üCES(n ))  -  C(ES(n ) )
esto es, como d ife re n c ia  entre su u t il id a d  y costo esperados, e l investigador, 
sidesea ser coherente a l e le g ir  e l  tamaño muestral óptimo, lo  tomará con la  
condición que maximice e l v a lo r esperado de E (n ) , esto es, de la  ecuación
d WC,EaM  -  0 C3)
dn
o lo  que es lo  mismo, de la  condición
d U(ES(n j)  = d CCES( n »  
dn dn
Nuevamente s e r ia  de ap licación  en estos momentos e l  estudio de 
qué p a r t ic u la r  función de la  u t il id a d  esperada debería emplearse para la  ob­
tención del óptimo. Análogamente a lo  desarrollado en los cap ítu los tercero  
y cuarto y con una función de costo esperado genérica, C(E (n ) )  , podrían
considerarse la s  s igu ientes expresiones del v a lo r esperado del experimento 
sr .
E (n j según u tilicem os sendas expresiones para la  u t il id a d  esperada del 
mismo:
W (ES(n ) )  =* g .1  {.ES( n ) , p ( 9 ) j  -  C(ES(n ) )
1 1
W (ES( n ) )  = g  .C1 - e Xp C - I 9{ E S( n ) , p 0 3 } ) )  -  C(ES(n ) )
2 2 + *  y
W3 (E (n ) )  » g3 «exp(-H(p( 8 ) ) ) . ( e x p [ l  ^ E  ( n ) ,p ( &  ) J  ) -  1) -  C(ES( n ) )
donde la  in te rp re ta c ió n  de la s  constantes g es la  re a liza d a  en cap ítu los
i
pasados suponiendo e l espacio to ta l  X y la  densidad de probabilidad p ( 0 ) 
es la  deducida de la  p( 3 ) a través de la  transformación 3 <=* f (  3 ) ,  Note-A#
5
mas además que en todas la s  expresiones de V/,(E ( n ) )  ( i = 1 , 2 , 3 )  aparece co
mo única v a ria b le  e l tamaño muestral to ta l  n • Sin embargo, la  condición  
(3 )  (es tab lec ida  suponiendo que la  v a ria b le  n es continua) puede s u s ti­
tu irs e  considerando que tanto la  u t il id a d  como e l costo esperados son funcio  
nes del vector tamaño muestral n y optimizando respecto dicho vector pero 
sujeto a la s  L condiciones
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= n« ^  i = * 1 , 2 , , . , , L
Este es e l  sentido del s iguiente  
TEOREMA 5 .3 .1
El tamaño muestral óptimo como e l entero no negativo que, maximizando e l
s
v a lo r de w(E ( n ) )  , sea e l más próximo a la  solución de
d V/(ES(n ))  „
dn
coincide .con e l  obtenido de la  condición de optim ización de \v(E ( n ) )  
su je ta  a la s  L condiciones
n. = f  «n i = 1 , 2 , . . . , L
i  i
Dem ostración,- Supongamos que 
W(ES[ n ) )  = U(ES( n ) )  -  C(ES[ n ) )
<Vi> /V
siendo n = f n , n , , . . f n ]  y verificándose las  L condiciones an terio res , 
— 1 2  L
El c r i te r io  de optim ización de Logrange conduce a la  expresión
L
E = U(ES[ n ) )  -  C(ES( n ) )  +  £  5 - . . ( n .  -  f  .n )
1=1 1 1 1
como aquella  que debe optim izarse. Este c r i te r io  conduciría a l sistema de 
ecuaciones
^ > U [E S( n ) )  O C ( E S( n ) )
-  ---------------------- -    + JX. « 0 i = 1 , 2 , . . . , L
n . ^  n ' Q n .  ^
i  i  i
L
—  -  -  X  . « f .  = 0
' S n  i -1 1 1
£
  = n -  f  .n = 0 i = 1 , 2 , . . . ,L
M ultip licando la s  L primeras ecuaciones an terio res  pojh f  y sumándolas 
para todos los e s tra to s , re s u lta r ía :
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L ^ u C E S( n ) )  L ^>CfE C ) )  L
£  f . -------------------------------£  v   + £
i =1 n. i =1 ■'3 n. i =1
i  i
e s to  es ,
L ^ U ( E S( n ) )  L O C ( E S( n ) )
£  f .  21-  .  £  f-.
i =1 1 '"3 n, i =1 1 n
i  i
De las  L condiciones de la  h ipó tesis  se deduce que 
d n.
11 11 = f't H.31 , 2 , , a , , L
dn * 1
de donde la  igualdad entre sumatorios a n te r io r  puede re e s c rib irs e  como
L d n /3 U (E S( n ) )  L d n /^) C[ESf n ) )
£  _ _ i . -------------— —  = £  _ i  . „ —
i =1 dn n i =1 dn n
i  i
y que conduce a la  condición (3 ) especificada en un p rin c ip io
d U(ES( n j )  = d C(ES(n ) )
dn dn
sin más que considerar la  reg la  de la  cadena para la  d ife renciac ión  de funci£  
nes de varias  variab les ,
( c , q , d . )
La a p l ic a c ió n  de l a  c o n d ic ió n  (3 )  según se u t i l i c e  una u o t r a  
e xp re s ió n  p a ra  Wt (E ( n ) )  ( i= *1 ,2 ,3 )  c o n d u c ir ía  a l  s ig u ie n te  c o n ju n to  de e c i
c io n e s , re p re s e n ta t iv a s  de sendos prob lem as d is t in t o s ,  s a t is fe c h a s  p o r  e l  ta  
maño m u e s tra l t o t a l  ó p tim o :
0 i s
í l { E ( n ] , p ( í ] j  d C(E ( n ) )
    ------------------
‘ dn dn
d ) j  - I # { E 8 f n ) , p ( *  d C(ESCn »
■ ■ i ■ ■ i ,  B -  1 11O-
dn .dn
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-HCpC» ) )  d 1 ^ E 1 * {  ES( n ) , p ( «  ) j  d °^ E ^CJ «8 ■ ■' '■■■-»■ ■'■■■—— — - ....   a 6 *■' = —1 ——...... —
3 dn dn
Con una función de costo l in e a l  y siendo c e l  costo de observación de una
i
unidad del e s tra to  i-^s im o, e l  costo esperado serías
C[ES(n ) )  -  c . .n  a n. c - f
. . 1 i  J A  i  ii -1 i =*1
y la s  ecuaciones an te rio res  se complementarían con la  derivada
• d CÍES( n ) )  L
------------------  =. c . . f
i  idn 1-1
La determinación del tamaño muestral óptimo se ha rea lizado  supo 
niendo que la  a f ija c ió n  era conocida a p r io r i  y que por tanto se tra ta b a  de 
maximizar expresiones dependientes de la  única va riab le  n ó tamaño muestral 
t o ta l .  En un segundo caso, la  a f ija c ió n  es desconocida de antemano por lo  que 
e l investigador debe determ inar un vector tamaño muestral óptimo. Esto supo­
ne, a su vez, e s p e c ific a r  una a f ija c ió n  concreta (no olvidemos que a l especi
f ic a r  la s  componentes n del vector n queda f i ja d a  la  manera de d i s t r i -
i  ~
b u ir  e l  tamaño muestral t o ta l )  de forma que a l mismo tiempo e l tamaño mues­
t r a l  to ta l  n queda determinado a través de la  suma conocida
L
n -  >  n.
i -1 1
esto es, como suma de la s  componentes del vector • Desconocida, pues, la  
a f ija c ió n  de l a  e s tra t if ic a c ió n  e l experimento E ( n ) , dependiente ahora 
del vector tamaño m uestral, c o n s is tirá  en la  re a liza c ió n  de la  fa m ilia  de ex 
perimentos
( ECni ^ i = 1 l 2  L = { Í X i Cni ^ ' { ^ i } ^ pCXi Cni ) / 8 i Ji i = 1 , 2 ......... L
rea lizados en sendos es tra to s . Notemos ya la  d ife re n c ia  entre este caso y e l  
a n te r io r  consistente en que ahora se tra b a ja  con L variab les  d is tin ta s  fren  
te  a la  v a ria b le  única a n te r io r . E l vector tamaño muestral n aparece en las  
expresiones que definen la s  densidades p(z)  y p(9  / z )  , de forma que tam- 
bién aparecerá en la  expresión de la  información esperada que sobre $ propor
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iciona e l experimento E ( n ) • Así pues, dicha inform ación, t a l  como se ha 
(definido con a n te rio rid a d , será función del vector tamaño muestral
n = (n ,n , • . , ,n )
^  \ 2 L
3
Análogamente, e l  v a lo r  esperado del experimento E [ n ) se define como la  
(d iferenc ia  entre  su u t il id a d  y costo esperados, esto es,
W(ES( n ) )  -  U(ES( n ) )  -  C(ES( n )J^
expresión que, es forzoso destacarlo nuevamente, es función de n . Para la
s . ,
U 'tilid a d  esperada del experimento E ( n J puede emplearse cualquiera de las  
fiunciones defin idas  en la  sección 3..1 . Lo realmente importante es que todas 
e l la s  son funciones de la  información esperada I  V e  n ) , p ( ?  y» par•No ** J
to n to , del vector n . Para la  función de costo esperado puede emplearse cualmm
qiuier función que se a ju s te  a los  datos de p a rtid a  de cada problema p articu ­
l a r .  ü tm  vez, la  función de costo l in e a l  aparece como la  de mejor ap licación  
por su fa c ilid a d  e idoneidad en muchas circunstancias. Dicha función tien e  co 
mo expresión
L
C(ES( n ) )  = £  c .n .
i-1 1 1
donde c sigue siendo e l costo de observación de una unidad del es tra to  
i
i —ésimo. Por re g la  general se d istingue e l costo u n ita r io  de observación por 
es tra to  toda vez que la  e s tra t if ic a c ió n  p rác tica  de una población suele ha­
cerse, entre otros c r i te r io s ,  atendiendo a consideraciones geográficas y de 
c a ra c te r ís t ic a s  demográficas. Es evidente, pues, que no puede ser e l mismo eos 
to  e l necesario para in v e s tig a r  una unidad informante en una c a p ita l en la  
que se dispone de una o f ic in a  de e s ta d ís tic a , que e l costo asociado a  una Le­
nidad informante ru ra l a l a  que haya que v is i t a r .  De ahí que quede ju s t i f ic a  
do la  ex is ten c ia  de costos u n ita r io s  de observación d is tin to s  según es tra to s .
Ya ha quedado indicado que la  d ife re n c ia  fundamental en e l proce
s . ,
so de optim ización del v a lo r esperado del experimenta E ( n ) en los  dos 
primeros casos estudiados rad ica  en que, en este segundo, se determina una 
a f ija c ió n  óptima en cuanto que se obtienen los valores óptimos de los  tama­
ños muéstrales para cada uno de lo s  e s tra to s , quedando inmediatamente d eter­
minado e l tamaño muestral to ta l  como suma de los tamaños muéstrales parcia—
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le s  anteriores* En contraposición está  e l proceso desarrollado en e l primer 
caso, donde se detrmina e l tamaño muestral to ta l  dptimo y luego, por la  a f i ­
nación previamente conocida, se determinan los tamaños de los estratos* En
s .
d e f in it iv a ,  e l experimento E ( J óptimo que presupone una e s tra t if ic a c ió n  
de la  población X y un desconocimiento previo de su a f ija c ió n , rea lizado  a 
f in  de recabar información sobre la  cantidad de in te ré s  $  , será e l  re a liz a  
do con un vector tamaño muestral n deducido como e l vector no negativo que
s
maximizando a \v( e ( jn ) )  sea e l más cercano en valores enteros a l a  solu­
ción del sistema de L ecuaciones
sS)W(E C J2. ))
' =* 0 i = * 1 , 2 , . , , , L
/ t) n_^
sitema equivalente a l 
s
^  U(E (_n ) )  ^e)C(E ( £  ) )  
n> n± n i
i 131 , 2 , * * * , L
Según se u t i l ic e  una u o tra  u t il id a d  esperada y uno u o tro  costo esperado e l 
sistema a n te r io r  tomará una forma determinada* Y a s í, empleando un costo l i ­
neal y una función de u t il id a d  esperada U.(E ( n ) )  ( i=*1,2,3)  de la s  d e fi
i  *****
nidas en la  sección 3 .1 se obtendrán los  siguientes tre s  sistemas de ecuaci£  
nes que permiten la  obtención del vector óptimo n :
n> I  { ES( n ) i PÍ 9 ) }
g • 1 » c i = 1 , 2 , . . « ,L
1 ^  ir ú n
i
g • 1 * e *** — •'=3 0 i - 1, 2 , .  *.  ,L
° ni
c^ ( p ( 9 ) ) °  l S ^ 3( ~  ) , P ( ~  ) j / ¿ E S( n ) . p ( 9 ) )g *e e ~ = c. i =1
3 _  in
1
my
*  r s
5 .4  INFORMACION ESPERADA I ~ ( E  ( n ) ,p (  9 )J
Sabemos ya que cualqu ier proceso de e s tra t if ic a c ió n  l le v a  consi­
go la  consideración de las  L nuevas cantidades a le a to ria s  9^ cuya in te r ­
pretación es id é n tic a  a la  de la  cantidad de in te ré s  9 pero con actuación  
re s tr in g id a  a su es tra to  respectivo . Evidentemente, estas nuevas cantidades 
no son necesariamente independientes. Por o tra  parte ex is te  una re lac ió n  fun
cional que l ig a  a los d is tin ta s  parámetros 9 ( i = 1, 2, . . . , l )  y 9 entre s í ,
i
denotada por 9 = f [ 3  ) , siendo £  e l vector paramétrico de componentes 9 .
~  i
De ahí que e l conocimiento exacto de los parámetros en los  es tra to s  permita 
un exacto conocimiento de la  cantidad 9 • Y análogamente, un buen conocimien 
to de las  cantidades 9^  perm ite, a su vez, una buena estimación del paráme 
tro  global 9 . En otro  orden de ideas, en e l diseño de una encuesta por mués 
treo  p ro b a b ilís tic o  la  e s tra t if ic a c ió n  no se re a liz a  con la  única f in a lid a d  
de f a c i l i t a r  la  obtención de la  muestra. Un o b je tivo  fundamental que suele 
p re s id ir  la  decisión de qué estratos considerar — estratos de unidades aná­
logas y lo  más heterogéneos posible entre e llo s  — consiste en determ inar de 
qué subpoblaciones deben estimarse también c ie rta s  c a ra c te rís tic a s . Así pues, 
y con carácter general, la  consideración de un proceso de muestreo e s t r a t i f i  
cado l le v a  im plícitam ente consigo una ampliación en e l campo de la  in vestig a  
ción, de forma que e l investigador re a l iz a  un experimento a f in  de recabar 
información no sólo de la  cantidad 9 sino también de todos los parámetros
9 • Pero aún más, t a l  como se acaba de a firm ar e l conocimiento sobre e l
i
conjunto de las  9 ( i = 1 , 2 , . . . ,L)  proporciona información sobre la  c a n ti-
i
dad general 9 . De ahí que en e l  próximo desarro llo  y a d ife re n c ia  de lo  ex 
puesto en la  sección 5 .3  , e l investigador centrará su atención sobre la  in ­
formación proporcionada por e l experimento asociado a un proceso de muestreo 
e s tra tif ic a d o  sobre e l v a lo r del vector paramétrico =» ( 9^, 9 ^ , . . . ,  8^) , 
obteniendo la  información sobre 9 a p a r t i r  de la  a n te r io r .
In ic ia lm en te , e l investigador esp ec ifica  sus opiniones sobre ¿
a través de la  densidad p (9  ) . Por o tra  p a rte , la  re a liza c ió n  del e x p e ri-  
s. «
mentó E [  jr^ J supone la  r e a l iz a c ió n  s im u ltá n e a  en sendos e s t r a to s  de L 
e xpe rim en to s  de la  f a m i l ia
¿ EM i = 1 , 2  L -   L
El resultado del experimento E(n ) rea lizado  en e l  es tra to  i-ásim o viene
i
especificado por la  muestra
Z = f i ## j X t ) X £ X 1=]1 , 2 | , ( , j L  J=1 , 2 , , , , , n
i  i 1 i 2 m  i j  i  i
s .
de forma que e l resultado global del experimento E f n  ) está constitu ido  
por e l  conjunto de la s  L submuestras an te rio res ,
n } =* (z  , z , , « . , z )
~  1 2  L
La notación a n te r io r  esp ec ifica  la  dependencia resultado m uéstral-vector ta ­
maño muestral . n • Este vector tien e  como componentes n los d is tin to s  ta -  
^  i
maños de la s  muestras z , esto es,
i
n =* (n >n^f • • • »n^)
mientras que la  suma de dichas componentes constituye e l  tamaño muestral to—
s, ,
t a l  asociado a l experimento E [ n J , Resulta in te resan te  destacar la  dife*r 
rencia  entre e l  vec to r n y e l  tamaño to ta l  n dado que más adelante se es 
tu d ia rá  e l  comportamiento respecto a ambos de la  información esperada d e f in i 
da más adelan te.
Dado que la s  muestras son a le a to ria s  y que los procesos de obten 
ción de la s  mismas son independientes entre s í la  densidad p( z(Vi3/^3 ) que 
expresa e l  comportamiento de la  muestra global dependiente del vector paramá 
t r ic o  3 viene dada por
L n^
p(z(n )/S  ) = / T  7"T p(x /  8 )
~  ~  K=1 1-1 k l  k
donde nuevamente puede apreciarse cómo in flu yen  los  tamaños p arc ia les  n  ^
en e l cálculo  de p ( z f n ) / 9  ] •
Consideremos ahora e l vector m j  • Expresará a aquel vector ta ­
maño muestral de componentes mayores en una unidad que las  del vector n ,
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existiendo la  siguiente re lac ión  entre densidades 
L \
p ( z ( n + l ) / ¿ )  = T \  PÍxkn + / 9 k)
k =1 i =1 k =1 k
= p C z ( n ) / s ) .  r e  P(xkn +1/  s k )
K=1 k
A s í pues, l a  c o n s id e ra c ió n  d e l v e c to r  n+1 supondrá un in c re m e n to  en e l  ta ­
maño m u e s tra l t o t a l  de L nuevas un ida d es .
s s
Comparemos ahora  lo s  e xpe rim en to s  E ( n } y  E (rrt-1) , c o n s is ­
te n te  e s te  ú lt im o  en o b te n e r una s o la  un ida d  a d ic io n a l de m uestreo . Cuando l a  
a f i ja c ió n  de l a  e s t r a t i f i c a c ió n  es conoc ida  a p r i o r i ,  l a  s i tu a c ió n  expresada
p o r  lo s  v e c to re s  n y n+1 se tra d u c e  en c o n s id e ra r  l a  e x is te n c ia  de un es
<v\ rv\ —
t r a t o  i  —ésimo conoc ido  en e l  que e l  e xpe rim en to  E(n ) componente d e l s o i
E f n ) pasa a s e r  e l  E Ín  +1) d e l re s p e c t iv o  e xpe rim en to  E fn + 1 ) , p e r -
oa i  rA
maneciendo ig u a le s  lo s  e xpe rim en to s  componentes de lo s  demás e s t r a to s .  A s í:
n +1
i n, iL k o
p(z (n+1) / 9  ) = r \  T X  p(x / 8 ) .  T T  p (x - •/ 9 . ) -
~  -  M i i - i  k i k > 1  V
O
"  P^X-? n ) -PC2Cn ) /  ^  3i  n + i  i
o i  o
o
S i l a  a f i ja c ió n  no es conoc ida  l a  s i tu a c ió n  es aná loga  a l a  a n t e r io r  pero  s in  
pode r c o n c re ta r  e l  e s t r a to  a l  que p e rte n e ce  la  nueva u n idad  m u e s tra l.  En e s te  
caso se d i r á  que e x is te  un c ie r t o  e s t r a to  i-é s im o  que v e r i f i c a  l a  a n te r io r  
ig u a ld a d .
Conocidas la s  densidades p f 9  ) y  p f z f n l /  d )  , I s  dens idad  de
^  ts+ ^
p ro b a b il id a d  que d e s c r ib e  la s  o p in io n e s  p o s te r io re s  sobre  9^ que e l  i n v e s t i ­
gad o r posee una vez que ha e s tu d ia d o  l a  in fo rm a c ió n  c o n te n id a  en e l  r e s u l t a ­
do m u e s tra l 2 (n )  puede c a lc u la rs e  a p a r t i r  de l a  c o n d ic ió n  de Gayes. Deno­
tá n d o la  p o r p ( S / z ( n ) )  , l a  c u a n t i f ic a c ió n  de la  in fo rm a c ió n  esperada sobre  
9, p ro p o rc io n a d a  p o r  e l  expe rim en to  E ( ) se r e a l iz a  a tra v é s  de l a  f o r ­
m u la c ió n  ya conoc ida  de L in d le y  (1956) que adm ite  l a  s ig u ie n te  e x p re s ió n  a 
p a r t i r  de la  dob le  in t e g r a l  s ig u ie n te :
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3 s f f pC2 /z (n ,))
I -  [ e S( n ) ,p (  8 ) }  = p( 3 ) .p ( z (n ) / jg  ) . l o g -------------------- . d 3 . d z ( V )
~  ~ 1J   pra) ~
A pesar de la  coincidencia formal de la  doble in te g ra l a n te r io r  
con la  d e fin id a  por Lindley (1956) para la  información esperada proporciona­
da por un experimento, e l  d is t in to  comportamiento para la  obtención del re­
sultado muestral cuando e l proceso es e s tra tif ic a d o  respecto a l seguido en 
l a  obtención de una muestra a le a to r ia  simple ob liga  a la  demostración de las  
análogas propiedades demostradas por Lindley (195S) para esta ú ltim a informa  
cion. En e fe c to , cuando en la  población X no se re a liz a  ninguna d iv is ió n  
en e s tra to s , la  función que describe e l comportamiento de la  muestra xfjp) *
fx  , x ) obtenida tra s  la  re a liza c ió n  del experimento E Ín) y cuando
1 2 n v /
es de in te ré s  la  cantidad 3 , viene dada por e l  producto simple:
n
p ( x f n ) /  8 ) = 7X p ( x . / $  ) 
i -1 1
Sin embargo, a l  d iv id ir  la  población to ta l  X en e s tra to s , e l experimento
s
E ( n ) a considerar consiste, según ya es conocido, en la  simultánea rea—
liz a c ió n  en sendos estratos de L experimentos E(n ) independientes, re a -
i
lizad os  cada uno en e l ámbito de ap licación  de su es tra to  respectivo y re fe ­
ridos a una sola cantidad de in te ré s  3^ . Por e l lo ,  en e l proceso de es tra ­
t if ic a c ió n  no sólo se ve afectada la  población X sino también e l parámetro 
9 que pasa a describ irse  por un vector paramétrico 9  , de forma que e l  com 
portamiento de cada una de las  muestras p arc ia les  z^ se d escrib irá  por una 
densidad de probabilidad dependiente solamente de la  i-és im a componente del 
vec to r 3 , esto es,
n
i
p(z.  (n ) / 9  ) = p(z  (n ) /  9 ) *  p(x /  9 )
i i ~  i i  i  ' i j  i
J“1
Y teniendo en cuenta que, según se ha indicado, los  procesos que permiten la
obtención de la s  muestras z en sus estra tos  son independientes, la  proba—
i
b ilid a d  que describe e l comportamiento de la  muestra to ta l  vendrá expresada 
a través del producto de las  an terio res  densidades, esto es, a través de un 
doble productorio donde cada una de la s  densidades que en é l in te rv ien en  s i­
guen dependiendo exclusivamente de ’Jésima componente del vector 9^ , esto
es.
1 2Considerando ahora dos vectores tamaño muestral determinados, n y n , ta
1 2  1 2  
les  que n £  n , esto es, n. ^  n ( i = 1 , 2 , . . . , L )  , se v e r if ic a  l a  igualdad
2 1 n , n
? i -  í  i
p(z (n  } /  a )  = i \  7 T  p(x, . /  9 )  a r í  T T  p(x. . /  & . )  .
~  ~  i . ,  j =1 «  1 i . ,  «  1
2 1 2 1 
L ni ” ni  L V n-
. Tf TT p(x. . /9J =  p(zCn1) / 9 ) .  n  TT p(x /  9 J
i -1 >1  1J 1 —  i -1 J-1 iJ  1
Por todas estas circunstancias que suponen un comportamiento para z(n)  dis  
t in to  que e l seguido por una muestra obtenida de una población sin  estra tos  
-  y con la  consideración ad ic ional de una fa m ilia  de experimentos defin idas  
cada uno en su es tra to  respectivo , en contraposición a un experimento único -  
re s u lta  necesario comprobar para I~  t  £  )»p( ¿  J j  la s  propiedades demos­
tradas por Lindley (1956) para una información esperada obtenida a través de 
un experimento no asociado a ninguna e s tra t if ic a c ió n . Así podrá comprobarse 
que para e l nuevo proceso defin ido e l comportamiento de la  información espe­
rada a n te r io r  sigue verifican do  idén ticas  actitudes que en e l modelo no es­
t ra t i f ic a d o .
Lindley (1956) demuestra para una información esperada sobre & ,
e »p( 8 )J , proporcionada por e l experimento E y con densidad in ic ia l  
p (9  ) , que toma valores no negativos y que solamente se anula cuando no se 
modifican las  opiniones in ic ia le s  tra s  in v e s tig a r  e l resultado muestral ob­
ten ido, Este resultado es también genera lizab le  a la  información esperada 
1 { ^ ( . 2. T p [ 9  ) j  t a l  como queda recogido en e l  s igu iente
TEOREMA 5.4 .1
s
Para un experimento E ( n ) y densidad in ic ia l  p ( & )  »- a
I ® { E S( <n ) , p ( 9 ) j * 0
con igualdad s i ,  y sólo s i [ s i i ) ,  p ( $ / z (j t ) )  es independiente del re­
sultado muestral z (n)  excepto, a lo  sumo, en un conjunto de valores  
de 8 de medida nula.
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Demostración.- Los argumentos empleados por Lindley (1956) s i­
guen siendo válidos para este caso. En efecto,  por misma d e fin ic ió n
I 2 { e S( n ) , p ( 3  ) }  = J J g C z f n ) , » )  .lo g  g ( z [ n ) f ¿ )  , p ( z ( n ) ) . p ( 3  ) . d z ( n ) . d $
donde
s(z(n )> ¿ ) “ P ( 2 /Z(ü)) /  pC®.}
Dado que la  función x .lo g  x es convexa, aplicando la  desigualdad de Jensen 
f f g C z (n ) ,  9 ) . l o g  g ( z (n ) ,  3 ) . p ( z ( n ) ) . p ( 5  ) . d z ( n ) . d 3 &
J  J  IVk Mk *<• ÍV» IM  A *
J  í g ( z ( n ) ,  9 ) . p ( z ( n ) ) . p ( 9 ) . d z ( n ) . d 3  .lo g  J í g ( z ( n ) ,  3 ) . p ( z ( n ) ) . p ( 3 ) .d z ( n ) .d ¿
J J  «X* t A» M . A> J  J  /v .  'X- *** • *  K .
con igualdad s i i  g ( z ( n ) , 9 )  es una constante^ salvo un conjunto de medida
«XX *—
nula. Esto es, s i p f 9 / z f n ) )  = pf 3  ) salvo un conjunto de valores de 9 de 
medida nula. Además:
/ / g ( z [ n ) ,  8 ] . p ( z ( n ) ) . p ( 3  ) .d z ( n ) .d $  « / / p ( 9 / z ( n ) ) . p [ z ( n ) ) . d z ( n ) . d $  =»
J J  M . <XX Alta MX / /  «*ta XM XA «ta ta^x
= I ( p ( z (n ) ,  9 ) . d z ( n ) . d 3  » 1J J  Alta «XX x« M»
de forma que e l segundo miembro de la  a n te r io r  desigualdad se anula a l tomar 
logaritm os en la  doble in te g ra l.  Esto completa la  demostración.
( c. q. d . }
El teorema in d ica  que, bajo condición de que la  densidad p o s te rio r
s
de ¿  v a ríe  con z(n)  , e l  experimento E ( n ) re s u lta , por término medio,
s ..
in fo rm ativo . Es evidente que s i  rea lizad a  E n J la  información contenida 
en su resultado z íj¿} n0 hace m odificar la s  opiniones in ic ia le s  representadas  
a través de p( 9 ) , no ex is te  ganancia de información por e l hecho de r e a l i  
zar la  experimentación.
Teniendo en cuenta la  especial d e fin ic ió n  de p ( 9 / z f n ) l  e l  re—A» t^a
sultado del a n te rio r Teorema puede expresarse de una forma a lte rn a t iv a . En e -  
fe c to ,
L
p(?  / 2( n ) ) =   —
L  Á a ’ ” ' / n pC V  d2  V  K  p (z i Cni ) / 8 i ) ‘ d 8 i , d 92*,,d9
b i b l i o t e c a  
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donde p (z (n ) /  8 ] es la  densidad que en e l es tra to  i-ésim o describe e l  
i  i  i
comportamiento de la  muestra z (n ) obtenida tra s  la  re a liza c ió n  del expe—
i  1 s
rimento E(n ) componente i-ésim o del E f n ) = Entonces, verificándose en 
i  ~
todos los  estra tos  la  condición
p ( z . ( nJ / 9  J  = p(z Cn ) )  i = 1, 2, . . . , L
i  i  i  i  i
que es equivalente a
p( 9 / z  (n ) )  = p( 9 ) i = 1 , 2 , , , « , L  con p[ 9 ) marginal i-és im a de p( 9 )
i  i  i  i  i
se deduce que
/ . . . / p ( 9  ) .  p ( z ( n . ) /  & . )  . d 3  . . . d $  =» ¡ \  p(z f n . ) )J J  1 L . „ i  i  i  1 L . . i  ii =1 i =1
con lo  que finalm ente p ( j ¡ / z (¿ ) )  ** ^ inversamente, siendo c ie r ta  es
ta  ú ltim a igualdad entre densidades de probabilidad se obtiene:
L t f L
/ l  p(z.  ( n . ) /  & . )  88 / • • • / p ( 9 » » ' * » & l ) - 7 T p ( z . ( n. ) /  ® . ) -d 9 . . . d $■ =. „ i i i  *  J 1 L . * i  i  i  1 Li =1 1=1
= p [z [n ) )
Por e l lo ,  e l  productorio a n te r io r  no depende de ninguna de la s  cantidades de
in te ré s  9 . Pero por su misma d e fin ic ió n  como producto de densidades depen
dientes de una única cantidad de in te ré s  se deduce finalm ente que todas las
densidades p (z . (n  ) /  ® ) no varían en los conjuntos salvo , t a l  vez,
i  i  i  i
en subconjuntos de medida dominante nu la. G lo  que es lo  mismo, que la s  den­
sidades p [9  / z  (n ) )  no varían con e l resultado muestral z (n ) o b te n i-
i  i  i  i  i
do como componente i-és im a del resultado muestral to ta l  z (n)  • Esta discu­
sión supone la  demostración del s iguiente
COROLARIO 5 .4 .1
s
Para un experimento E ( n ] y una densidad in ic ia l  p ( 9 ) ,
I E S( n ) ,p (  9 ) }  £0
con igualdad s i i  en todos los  estra tos  la s  densidades pf 9 / z  (n ) )
i  i  i
son independientes de los resultados muéstrales respectivos z (n )
i  i
salvo, a lo  sumo, en subconjuntos de valores de 9^ de medida dominan­
te  nula, o lo  que es lo  mismo, cuando la s  densidades p ( z ^ ( n ^ ) /0 ^) no
varían en salvo en respectivos subconjuntos de medida nula.
Claramente e l co ro lario  in d ic a  que solamente cuando en todos los
es tra to s  no e x is ta  variac ión  en la s  opiniones in ic ia le s  sobre su parámetro res
pectivo a pesar de r e a l iz a r  los  experimentos E(n ) la  información esperada
i
sobre ¿  será nula. Bastará que en un solo es tra to  se modifiquen la s  opiniones
g
in ic ia le s  para que e l  experimento E ( n ) re s u lte , por término medio, in fo r  
m ativo.
Lindley (1956) demuestra (como ya se ind icó  en la s  secciones 1,3
3 f
y 3 .2 )  que la  información esperada I  í  E ,p(9  )J v e r ific a b a  c ie r ta  a d i t iv i -
dad muy in te resan te . Teniendo en cuenta que la  información esperada d efin id a
ahora, I ~ { eS( n ) , p ( 9  , es función también de un experimento -  s i  bien
más complejo que en e l caso simple -  vamos a extenderla a nuestro caso. Pa
s , . ,
ra  e l lo  supongamos las  situaciones expresadas por los experimentos E (, )
y E (n+1) defin idos a p a r t ir  de sendas fa m ilia s  de experimentos componentes:
{  J i » 1 , 2 , . . . , L  y { E( ni +1U  1 = 1 , 2 , . . . , L
Así pues la  d ife re n c ia  entre e llo s  rad ica en que E (n+1) obtiene una nueva
unidad de muestreo en todos los  es tra tos  de la  población X , aumentando su
tamaño muestral to ta l  en L unidades, una por e s tra to . Definamos ahora e l  
s -
experimento E ((n+1) / z ( n ) )  consistente en la  fa m ilia  de L experimentos
realizados en sendos estratos
E^CrjtO'/zfc)) “ {.EÍV l)"/zi Cni ) i i - i ,2 i...,L “
■ J  i=1,2 L
y que consiste en obtener en cada es tra to  la  unidad (n + 1)—ésima supuestas
obtenidas y conocidas la s  muestras z (n ) ( i = 1 , 2 , . • . ,L)  resultados de los
s 1 1
experimentos E(n ) que definen E ( n ) . La información esperada propor-
1 S
cionada por e l experimento E ((n+1) / z  sobre ¿  una vez que se ha r e a l i
5
zado E ( ^n_) y obtenido z£n) viene dada por la  dobl8 in te g ra l
I ^ { E S(Cn+l)a/ z ( n ) ) , pC 5 /z (n ) ) j  = J J p ( S / z C n ^ . p f z ^ / z C n ) ,  3 ).
'ID/
donde z denota e l resultado de dicho experimento, esto es, 
n+1
2n+1 “ (><1n +1 ,X2 n + l " " ,XL n + 1 3
1 2  L
y p(z  _ / &  »z(n))  es la  densidad que describe e l comportamiento del re s u lta  
n+1 a* —
do z dependiendo de z(n)  (resultado del experimento E ( n ) ) y del 
n+1 ^
vector paramétrico 3 € <£> . De ah í que siendo independientes la s  r e a liz a
*** ^  g
ciones de los experimentos E((n +1) / z  (n ) )  en sus estra tos  res
Í  Í  Í  i ^ l , 2, «aa,L “
pectivos
L
1=1
s
Notemos, por o tra  p a rte , que e l resultado z (n+ l )  del experimento E (n + l)
puede expresarse a través del par de resultados (z  »2(jG)) 1° s experi
2 9 g n+1
mentos E ( (r>H)  / z (n ) )  y E ( ) respectivamente# De ahí que sean id e n ti
dades la s  igualdades entre la s  densidades s igu ientes:
p (3  / z  , z (n ) )  « p ( 3  / z ( n + l ) )  y p(z , z ( n ) / S  ) -  p (z (n + l) /3  ) 
n+1 n+1 •*'*■ *** ‘—**
Con todos los elementos an terio res  definiremos como información esperada so-
§
bre & proporcionada por e l experimento E((n+1) / z ( n ) )  después de que se ha
g
rea lizad o  E ( n ) como e l v a lo r esperado sobre z(n)  de la  información
I ^ / E S( (n + l )  / z ( n ) ) , p ( 3 / z ( n ) )  )
esto es, a través de la  in te g ra l
ES(n + l)  /E S( n ) , p ( 3  ) }  =» f  p (z (n ) )  Í  f  p (¿  / z ( n ) ) . p ( z  / z ( n ) ,  3 ) .I  aa- -a. J J  J y  n+1 ^I*
p ( 2  / 2
«log -----------~ ------------  a d d .d z  #dz(n)
P Í ® / z ( n ) )  “  n+1 ~
Una demostración en la  l in e a  de la  del teorema 5#4#1 establece que la  in fo r ­
mación a n te r io r  es también no negativa, tomando como expresión para la  función 
g ( z ( n + l ) ,  3 ) l a
g ( 3 , z ( n ) , z  ) =» p ( 3 / z  , z ( n ) )  /  p ( $ / z ( n ) )
a. «a. n+1 ~  n+1 ^  ~  —
Con la  natación anteriormente in troducida demostremos e l  s igu iente  resultado  
que corresponde a la  a d itiv id a d  sa tis fecha por la  información esperada sobre 
3 proporcionada por e l experimento ES( n ) :
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TEOREMA 5 .4 .2
Dados los experimentos E ( n ') y E (n+1) y una densidad in ic ia l  de­
no tada  p o r p ( ¿ )  t se v e r i f i c a  e l  s ig u ie n te  c r i t e r i o  de a d i t iv id a d  pa** 
r a  l a  in fo rm a c ió n  esperada sobre  ¿  :
).p(8 )} + Es[ ¿ ü ) V ( ¿  )*PÍ¿ 3)
D e m o s tra c ió n .-  Nuevamente l a  d em ostrac ión  d e s a r ro lla d a  p o r  L in d ­
le y  (1956) es v á l id a  en e s te  caso. De sus re s p e c t iv a s  d e f in ic io n e s :
9 s  f ( PC¿/zCn))
E ( n ) ,p ( .9  ) }  =* p ( ^ ) . p ( z ( n ) / S ) . l o g  -------------------- dzQrV) =
í f  p t £ / z (n33
= \ p [ S ) . p ( z ( n + l ) / S  ) . lo g  — — — .d  $ .d z ( n + l)
> t  p(«9)
I~{ES( r H j ) V c ^  ) .P (¿)J  - J  PCzCü-3) / J  pCS/zfcH.PÍz^/j» .*(")).
. i o g  •d£*dzn+1,d2Ca3 “
pC¿/z(n))
. .  P(¿/z(n+l))
= J )  p ( ^  ) - p ( 2 ( n + l } / <9 ) . lo g  -----------------------. d 8 . d z ( n + l )
J ~  ~  P [ e / z J n ) J  ~  ~ ~
Sumando ambas in fo rm a c io n e s  r e s u l t a :
^ [ e ^ ^ ^ p Cs  ) j  +  I ~ ( E SC n + l )  / E SC ^¡. =
r r  p ( 5 . / 2C 2 ü ) )  b
= 1 I p( & ) . p ( z ( n + l ) / 3  ) - l ° g  --------------------- ,d 9 , dz(n+1) = I %‘/  ES( n + l ) ,p (  $ ) }
S J  ~  ~  p [ S )  V ^
( c . q . d . )
Obviamente que e s te  re s u lta d o  puede. g e n e ra liz a rs e  a un número f i  
n i t o  de expe rim en tos  con un e sp a c io  p a ra m ó tr ic o  común C© , E s ta  g e n e ra l iz a -  
c ió n  c o n d u c ir ía  a una e x p re s ió n  de l a  fo rm a :
I ^ { E S( n + k ) , p ( 3  ) }  = I~l  ES[ n ) , p ( 3  U  + £  I~ { ,E  ( n + i)  /E S( n + i - l ) , p (  & ) \
i= 1
donde
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ES(n + p) -  { E ( n  + p)J
1 Í 3 1 , 2 , . , , , L
proporcionando as£ una reg la  necesaria para la  adición de grupos de informa­
ción provenientes de d ife ren tes  caminos. Como inm ediata e im portancia conse­
cuencia del teorema 5 ,4 .2  es e l s igu iente
COROLARIO 5 .4 .2
Siendo z(n) s u fic ie n te  para z (n + l)  3 (z  fZ Ín ) )  con respecto a £  , iv*. vv\a< n+1 ^
en e l  sentido de que p ( 3 / z ( n + l ) )  3 P ( ¿ / 2Cí]J) » entonces 
I~ ¿  ES( n + l ) , p ( ^  ) J  *  n ) ,p (  d ) }
 ^ S “ 3 1
Demostración.- Tal como se ha defin ido I ^ E  (n+1) /E  fPC¿ ) / f  
s i  p(8 / z ( n + l ) )  3 p ( S / z ( n ) )  , dicha información es nula por e l  teorema 5 ,4 ,1 ,
V M
El resultado se sigue, pues, del teorema 5 , 4 , 2  •
( c . q . d , )
El co ro lario  5 ,4 ,2  establece que no ex is te  pérdida de información
s i ésta se ciñe a la  observación de un es tad ís tic o  s u fic ie n te  con respecto a
l a  cantidad de in te ré s , E inversamente, s i  un es tad ís tic o  es in s u fic ie n te  en
3 . s ®
e l  sentido descrito  ex is te  una pérdida de información a l ser E (n+1) /
estrictam ente p o s itiv a . Por o tra  p a rte , la  in te rp re tac ió n  
del co ro la rio  a n te r io r  es c la ra : no vale  la  pena r e a l iz a r  e l  experimento
5
E (n+1) (recordemos que e l o b je tivo  de la  re a liza c ió n  del mismo es la  de re  
cabar información sobre la  cantidad de in te ré s ) cuando la s  opiniones sobre ¿
g
no se modifican respecto la s  in ic ia le s  proporcionadas por E f n ) • Notemos, 
fin a lm en te , que la  igualdad entre la s  densidades p f ^ / z C n ) )  y p( <&/z(n + l ) )  
se traduce en la  condición
p ( z ( r > M ) )  = p ( z ( Y 0 ) .  H  P(xln  + / 8 i )
i =>1 i
lo  que im p lica  que la s  densidades p(x V  Q ) (i*»1, 2 , . • • ,L)  no varíen  en
^  in i  1los  conjuntos Q3I, , salvo subconjuntos de medida nula.
Prosigamos estudiando e l comportamiento de I “ { e ( n ) , p ( í )  | 
como función del vector tamaño muestral n . Existe  una extendida creencia  
sobre e l  decrecimiento de la  información marginal de la s  sucesivas observa­
ciones independientes y eq u id is trib u íd as , opinión expresada matemáticamente
1G0
por L indley (1956) para una información esperada de la  forma I  { . E ( n ) , p ( $ ) J  
a l demostrar que se t r a ta  de una función creciente y cóncava de n • E l pró­
ximo teorema no es sino la  confirmación del resultado a n te r io r  para la  in fo r
fe. s . .mación esperada sobre 9  proporcionada por e l  experimento E í n J :
TEOREMA 5 . 4 . 3
Para un experimento E ( n } =*^E(n ) > . y densidad in ic ia l
^  *■ i  i=1 >2,.  . . ,L
p( 9 } que describe la s  opiniones in ic ia le s  del investigador sobre e l
9 s
vec to r paramótrico 9 , I T Í . E  f n ) i P Í & ) f  es una función creciente  
y cóncava del vector n •
Demostración.- Por e l  teorema 5 ,4 ,2  es conocido que
"  i ~ { e % ) . p C s ) J  = >,0^ •/ % A» ^ AAA» AA» r
3 s
y ,  por tan to , I  ~ { e  ( , £  es una función creciente del vector n ■
Para probar su concavidad es s u fic ie n te  demostrar que la  expresión
A  =  i ~ { e s ( a ) . p C » ) Í  -  I ¿ U S ( r M ) , p ( a ) j  -
es p o s it iv a . U tilizan d o  la  igualdad expresada en e l  teorema 5 ,4 .2
A - Í2{E8( ^ ) ,/ESCn=!).p(»)j -  I¿£ESC ^ V ( .n > 0 t iO }  -
pÍ S / z C n ) )
= / /  p( ® ) . p ( z ( n ) /  fl ) . lo g  ----------------------.d a  .dz fn )  -
JJ  ~  "  ~  P Í E / z í t í ) )  ~
/ r  p í í . M ' j U J )
-  I  p( ® D-pC^Cq+I)/ 9 ) . lo g  ----------------------.d&  .d z (i> H ) =
J J  p O / z W )
p ( » / z ( n ) ) 2
43 / / PÍ  9 ) .p (z C rX - l ) /5  ) . l o g  .....................  ■■ ■■■■ . —.■■■ .d 3 ,d z (n + l )
~  p (9  / z ( n - l ) ) . p (  3 / z ( n + l ) )  ~
M  V » *  M k
Estudiemos la  expresión bajo e l logaritm o.
p [ 9 / z ( n j )2 p ( z (n }/9  )2 p ( z ( n ^ j ) ) . p ( z C m j ) )
— ■ ■ ■— 1 ■ ■ ■ -........................... ■ =             —       ■ ..."
p ( - 9 / z ( ! > - l } ) . p (  9 / z [ n +1 J) p [ z ( n - l } / 9  ) .p C z (n + l ) /9  ) p ( z fn ) )2
• W .  « * k  V —  — > k  M ,  > > A k
Así pues,
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p ( z ( a > / 9 .)2
A  = í f p C^ ) . p ( z ( n + l ) / 5  ) . l o g  ---------------------------------------------  .d G .d z (o jM )  +
IJ  ~  ~  P ( z ( r i t í ) / A ) - P ( z ( t l ) / S )  ~
t r  P(2( ^ ) ) « p ( z ( n » l ) )
+ p ( £  ) .p (z (n+ l ) /¿>  )»log---------------------o-------------- . d $ . d z ( n + l )I «A ****** AA* * - \  M *
JJ p(z(nJ)
Estudiemos la  primera de las  dos in te g ra le s  an te rio res :
f L " i  .2
f f i / f t  {  5 T  T T  p ( x . . / 9 . ) }
L l=1 j=1 «  l J
p ( z ( n - l ) / $  ) . p ( z ( m - l ) / S  ) L ni   ^ L ni +1
—  —  r r  r r  P( x . , / 6 ) r r  r r  P( x . , / e . )
i= 1  ^  1 i j  1
L p(x /  8 . )
= TT —
i=1
1
Dado que las  catidades a le a to ria s  x y x , .  están eq u id is trib u íd as  la
in i  ln iprim era in te g ra l se reduce a:
i p(x.?L i r in  i
2** I p [3  )«p(2( n + l ) / 3 ) * 1°9 ■ - d 8 ,dz[rH -l) =» □
y  I **<*• Mt • . -v M i
P ' V 7 8 ! 1
Para reso lver la  segunda in te g ra l hay que tener en cuenta que:
L
p ( z ( n ) /  8 ) *  p(z f z [ n - l ) / 8 ) = p(z /  3 ) . p ( z ( n - 1 ) /8  ) =» p ( z ( n - l ) / $ ) .  7\  p ( * .  /  8 . )^  mw n n •+* ws. in  ii =»1 i
siendo por tanto
p (2( n ) ) =• p(z »z (n^ l ) )
Así pues,
p ( z ( n ^ ) ) . p ( z ( n + l ) )
J [ p( 8 ) .p [ z (n + 1) / 9  ) . l o g  ------------------ 5-------------- .d  8 ,d z (n + l )  *JJ  «*. —X*. ***• ,  ,  > -> í-  **A.
p (z (n ) )
r p C z (n - l ) )  p(z »zfn))
= J p ( z ( n + l ) ) . l o g (   .  - ---------------) .d z (n + l )
p(z  12(n—1) )  p (z (n ) )
p C z ^ / z ( n ) )
« J p (z ( t> M ) ) . lo g  ----- — -------r r  dz(n+l)
p(z / z ( n - l ) )  
n
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■Jí
p Cz . / zC n ) )
p ( z f n ) ) . p ( z  / z ( n ) ) . l o g  -------------------------  .dz  .dz(n)
p c ^ / z f e ) )
toda vez que p (z / z ( n - l ) )  = pfz / z ( n - l ) )  a l e s ta r z y z e q u id is tr i  
n " *  n+1 n n+1 ~
buídas. La te s is  del teorema queda demostrada a l observar que la  ú ltim a in te ­
gra l es la  información esperada que sobre z proporciona z , en e l sen-
n+1 n
tido  descrito  por e l teorema 5 .4 .2  . Y dicha información esperada, por e l teo 
rema 5 . 4 ,1 ,  es p o s itiv a .
( c .q .d . )
Lindley [1956) demuestra para una información esperada de la  fo r  
ma I  ^ e . p C 9 que se t r a ta  de una funcional cóncava de la  densidad in ic ia l  
p (d  ) • También este resultado es extensib le  a la  información esperada sobre
s
9 proporcionada por E ( n ) como funcional de p( 9 ) •
TEOREMA 5 ,4 .4
9 1 s t
I*"i_E ( n ) , p ( $  es una funcional cóncava de p( 8 )
Demostración,— Sigamos e l razonamiento de Lindley (1956) . Habrá
que demostrar que siendo p ( 3 ) y P ( $ ) dos densidades de probabilidad
1 2
in ic ia le s  para 9^ y , entonces
-  X  -  C i - > ) . i 2¿ e s( ) ,P2( ¿ ) j ^ 0
donde p Í3  ) = ^  p ( í  ) + f 1— X ) • p ( 9 ) es efectivam ente aquella  densidad«v- 1 ^  2 ~
de probabilidad que para un c ie r to  9  concreto v e r if ic a :
o
p (s  ) = > p ( 2  ) + ( i - >•)•?„( $ )- o  1 ~ o 2 ~  o
El primer miembro de la  desigualdad a n te r io r  puede es c rib irs e  como
I ] p [ z ( n ) / 9 ).(). p ( 9 ) + ( 1- J l ) . p  C 9 ) ) . l o g  -------------— .d 0 .dz(n )  -J J   1 ^  2  -  p [ z ^ j j  -
f r T p ( z C ü ) / ¿ )
- M  p (z (n ) /S  ) . p „ C s ) . l o g  ------------ —  , d 3 . d z ( n )  -
n  “  ~  1 ~  p ( z ( n ) )  ~  ~
rr
-  C1— >.)• I p ( z (n ) /  3 ) .p  ( 3  ) . lü g  ------------ ^ ~ .d  3 . d z ( n )JJ 2 — r rP0[ 2( n ) )
2
donde =* J  pCz Í ¿ ) / ¿  )«Pi C (i=1»2 ) Y
p (z (n ) )  = ) - P /lCz Cn)) + ( l - > - ) . P _ ( z (n ) )
De ahí que dicho primer miembro pueda expresarse como
r r
X  } I p ( z fn ) /8  J.p ( & ) . l o g    ,d z (n ) .d  iS +
J ~  1 ~  d W n ) )  *  ~
f f Pn(2(¿l)
+ ( 1 - 3 0 *  p ( z Cn) /^  ).P_C 3 ) . l o g  ---------------.d z (n ) .d 9
y ;  2 ' " * '  c r \ \J  P lz (nJJ
y ambas in te g ra le s  son pos itivas  siguiendo idén tico  razonamiento a l empleado 
en e l  teorema 5 .4 .1  con
g , ( z ( n ) , 9 )  » p ( z ( n ) ) / p ( z ( n ) )j_ *A- w». V *. «a *
( c ,q . d«)
Del a n te r io r  conjunto de teoremas queda estab lecida la  coinciden  
c ia  entre  la s  propiedades demostradas por Lindley (1956) para la  información  
y las  satisfechas por la  información esperada asociada a un pro
^  I S i
ceso de muestreo e s tra t if ic a d o , E ( r^i 3»p ( ¿ 3J » considerada como fun­
ción del vector tamaño muestral y como funcional, bien de ..la densidad in ic ia l
g
p(& ) , bien del experimento E ( n ) . Por e l lo ,  recordando la  d e fin ic ió n  da•m» ^
da por Bernardo (1978) para la  información esperada ú t i l  sobre una nueva can
tidad  de in te ré s  ^  relacionada con la  p r im itiv a  8 a través de la  tra n s fo r-
9 s
mación y 3 ( 9  ) > puede considerarse a la  información I  {  E ( n )»p (8  ) \
d e fin id a  en la  sección 5 ,3  , como la  correspondiente información esperada ú—
g
t i l  sobre 8“ = f ( &  ) proporcionada por e l experimento E f n ) • De ah í que 
los  resultados obtenidos por Bernardo (1978) sean de ap licación a este caso, 
como puede comprobarse empleando id én ticas  técnicas de demostración u t i l i z a ­
das por dicho autor. En p a r t ic u la r , puede afirm arse que I  V ES( n ) » p ( 9 ) }  
es una función no negativa que solamente se anula cuando p (8 /z(^n)) es in -
g
dependiente del resultado z(n)  dBl experimento E ( n ) salvo , a lo  sumo,
en un conjunto de valores de 9 de medida dominante nula, resultado que se co
9  s
rresponde con e l expresado por e l teorema 5 ,4 .1  para 1 * 1  E ( n )»p(8  ■
También I  { e ( n ) , p ( 9  )V v e r i f ic a  un c r i te r io  de a d itiv id a d  en la  l ín e aA*» '
del demostrado para la  información esperada sobre v) en e l  teorema 5 ,4 ,2  ,
^  0  ^  g
a l v e r i f ic a r  que I  {  E ) j  -  I  {  ES( n ) , p ( ¿ ) ^  + I  {  ES( n + l) /
/E  ( n ] , p ( 9  ) V • V considerada como función del vector tamaño muestral n , 
la  inform ación esperada I ^ E Í n ) , p C $ ) }  es creciente y cóncava, en co—M» ^  _& i s
rrespondencia a l resultado expresado por e l teorema 5 .4 .3  para 1 ^  E ( n ) ,
p ( » ) )  • Sin embargo, lo  realmente in teresante  es e l resultado encontrado por
Bernardo (197Q) en e l que se comparan la s  informaciones ú t i l  y to ta l  a l demo¿
t r a r  que la  información esperada ú t i l  no es mayor que la  información esperada
t o t a l .  Dicho resultado es generalizab le  a la  situación in troducida por e l  ex 
s . .
p e rim e n to  E n J , to d a  vez que se t r a t a  de una p ro p ie d a d  en l a  que no i n -
te rv ien e  la  forma esp ec ífica  de obtención de la  muestra z(n)  de una pobla-
ción e s tra t if ic a d a . Por o tra  p a rte , teniendo en cuenta que la  información es
s
perada sobre 9 proporcionada por E ( n ) , con 9 =* f (  &-) , puede d e f in ir -  
se también a través de l a  expresión
» l  s i f f  ) / z ( r O )
I  ( e  C.n ) . p C » ) J  = J J  p ( z ( n ) / a ) . p ( j > )  .lo g  --------  .d_S.dz(n)
9 . s l
es evidente que la  información I * £ E  no v a ría  ante tra n s fo r­
maciones b iyec tivas  del parámetro de in te ré s  8* . Demostremos, pues, e l  s i— 
guiente
TEOREMA 5 . 4 , 5
Para un experimento E f n ) = * ^ E f n ) f .  „ . , densidad in ic ia li   ^ i = 1 , 2 , . . . , L  9
pf 9 ) y función & =» f  f & ) ,
i £ K C ¿ ) . pC ¿ )Í >  i 8<!es( ^ ) , p( » ) }
Demostración.- E l argumento desarrollado por Bernardo [1978) es 
válido  en nuestro caso. En efecto,  siendo la  transformación $  = f ( 9  ] no
«A#
necesariamente b iy e c tiv a  (y , en p a r t ic u la r , no lo  es la  combinación l in e a l  
de la  que hablábamos en la  sección 5 .1 )  puede considerarse una transforma­
ción uno—uno v j . - M  del parámetro ¿  . Debido a la  invarianza  de la  in fo r ­
mación esperada bajo transformaciones b iyectivas  del vectorparam étrico, resul^
ta :
de donde 
&
i * * { eS( n ) , p ( 9  ) }  -  I  {  ES( n ) ,p ( &  ) }  =* I  {  ES( n ) ,pC 7^ ) j  -
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-  I ^ E 8^  ),p(^ )j - j jp ( ^  ).p(z(n)/^ ) .lo g —“---- .d ^ .d z (ti)  -
t f  PC8 / z ( j i ) )  f
-  J J p( ® )« p (z (n )/^  )«log — — ■—-•d$ • d2Cü) ■ “  J p(^ }»logr p(^  ) .d ^  +
+ j |p f ^  )*p(ztn)/^)»log p(^/z(n)).d^.dz(n) + J p($ ).log p ($ ).d8  -
-  í 1 p( 8 ).p(z(n)/8 ).log p(9 /z(n)).d8 .dz(n)
J  J  M k  /VW
Por otra parte es evidente que
J  p(y ).log p(^ ).dy - j  p( 8 ).log p( 9 ).d8- +
+ j j  p(d ).p(»o/8 ).log p(uJ/8 )«dco.d8 
De ahí que sustituyendo
I ~ { eB1 jn ),PC® ) }  - I  { eS( ni ) »pC3^ )J -  -  JJp( & )*p(w / 8 ).log p(w / d  ). 
.duí.dS + J J  p(^ ).p[z(n)/^ ).log p(^/z[n)).dy  *dz(ji] -
-  í ( p(8 ).p(z(n)/9).log p( 8/z(n)).d8.dz(n) «
J  J
t t*>fz(n)).log p(w)/¿ ).du>«d9sdz(n) +
+ ]Wp(8 f^ #z(n)).log p(& , tü/z(n)).d8-.dtd.dz(n) -  
J J J **• *vw ^
-  [[ ) p(fr ,u) fz(n)).log p(8 /z(n)).d 8.dn) «dz(n) a 
J J J  *w AM
f I f
■ PÍ ^ » ^ » z ( n ) ) . l o g  ■■ ,d  8 «duj. dz(n) «
J J J  ~  p(<*>/8 ).p($*/z(n))
p( &) JJ  p ( W 8 ) . p ( z ( n ) /  u j , 8 ) . lo g   ........    . d b j« d z (n ) .d 9
p (u > / f r  f z ( n ) )
a
p ( to /8-)
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g
que no es sino la  inform ación esperada sobre u) proporcionada por E ( n ) 
una vez que 6 es conocido* Y dicha inform ación es p o s itiv a  por un argumen 
to  s im ila r  a l usado para dem ostrar e l Teorema 5*4*1 , con
g(vOf z ( n ) )  « p ( u ) /a  , z ( n ) )  /  p ( W 9  )
( c .q .d . )
La desigualdad d e l a n te rio r teorema pone de m an ifiesto  un im par 
ta n te  hecho: diseñado un proceso de muestreo e s tra tific a d a  la  inform ación  
esperada sobre e l vec to r paramé tr ic o  jB que proporciona es mayor que la  in  
formación esperada sobre la  cantidad da in te ré s  & « f ( ¿ )  • Dado que la s  
cantidades 9 ^  nacen de la  misma e s tra tific a c ió n  de la  población X como
un conjunto de parámetros que admiten id é n tic a  in te rp re ta c ió n  que 0 pero
re s trin g id o s  a l ámbito de ap licac ió n  de su respectivo  e s tra to  X_^  ,  de fo r
ma que a l mismo tiempo e l conjunto da la s  9 ^  ( i « 1 , 2 , * . . , L )  perm ite ob­
te n e r 9 a tra vés  de la  re lac ió n  funcional que lig a  a todos en tre  s i ,  resu l
ta  que no es in te re s a n te  r e a liz a r  una e s tra tific a c ió n  de la  población X y
s
r e a liz a r  e l subsiguiente experimento E ( n ) con e l único o b je tiv o  de ac 
ceder a la  inform ación sobre la  única cantidad 0 * Puede, por ta n to , apre 
c ia rs e  la  riq u eza  que una adecuada e s tra tific a c ió n  in troduce en e l diseño 
de un experim ento Óptimo*
9 > Q
Hasta ahora se ha estudiado e l comportamiento de I \ E ( ^ ) f
p ( 9 ) }  como función del vec to r tamaño m uestral n • Sin embargo* también
re s u lta  in te re san te  e s tu d ia r propiedades más lo c a le s  y conocer e l compor*-
tam iento seguido por dicha inform ación como función de la  componente i - é s i
ma de n ,  esto  es, d e l tamaño m uestral de la  submuestra e x tra íd a  en X ,
a s í como respecto a l tamaño m uestral to ta l n d e fin id o  como suma de la s
componentes n del vec to r n • Tanto la s  c a ra c te rís tic a s  de concavidad 
i  —
y crec im ien to , a s í como la  esp ecia l a d itiv id a d  satis fech as por la  In fo rm a- 
9 s
ción I ~ { E  ( jn )» p (¿  ) j  como función de n siguen cumpliéndose a l es to * 
d ia r  su comportamiento como función de n^ • Y para n sigue ve rific á n d o ­
se dichas propiedades de una forma "escalonada"• Estudiemos con d e ta lle  ca 
da una de estas c a ra c te rís tic a s *
Para e s tu d ia r I ^ { e3( jn ) , p ( £  ) }  como función de una componen
s
te  cua lqu iera  n habré que considerar e l experim ento E (n  +  1) ya d e fi 
i  '^ w *■
nido con a n te rio rid a d . Comparándolo con e l Es ( n ) re s u lta  que lo s  expe-
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rim entos que definen ES(n +  1) coinciden con lo s  respectivos experimentos
s
qu8 definen a E ( n ] en todos lo s  es tra to s  salva en unoy e l i  -^3 simo, 
por ejemplo (e s tra to  conocido cuando la  a fija c ió n  de la  e s tra tific a c ió n  es 
tá  determ inada a p r io r i y desconocido en caso c o n tra r io ), en e l que se ob -
g
tie n e  una unidad de muestreo ad ic ional»  Así pues, a l e s c r ib ir  E 1)
indicarem os que e x is ta  un e s tra to  i  -ásim o en e l que es tá  d efin id o  e l expe
o “
rim ento E(n +1) fre n te  a l E(n ) que es e l respectivo  experim ento com
O 3 ^O
ponente de E ( n ) • Tarabián se in d icó  la  igualdad en tre  densidades
p (z (n  +  1)/» )  -  p (x n +1/ e ± ) . p U W / S  )
o i  oo
siendo z(n^+ 1) e l resu ltado  de E3^  +  1) • Definamos ahora e l exp eri­
mento E(n + l ) * / z ( n )  consistente en obtener la  unidad (n  + l)-^ s im a  en 
i  i
e l e s tra to  supuestas obtenidas y conocidas la s  demás muestras
z (n  ) ( i « 1 , 2 , 2 . . fL) resultados de lo s  experim entos E(n ) que definen
Í  Í  g i
a E ( n^) • Tendremos, pues,
E(n + l ) tt/ z ( n )  •  l X ,  (£) ,p (x .  / 8  fZ (n ) }
i  L i  i  i  n. i  i i - 7o o o o 1 o o oo
La inform ación esperada proporcionada por E Ín + l ) fl/ z ( n )  sobre ^ (re c o ri  **— —
demos que la  unidad de muestreo x . , . contiene inform ación sobre tr>-i n .  +1 
o i o
das la s  9  a l no ser éstas independientes) una vez que se ha re a liza d o
s
E ( n ) y obtenido z (n )  viene dada por la  doble in te g ra l
I~ ¿ E ( n  + l ) fl/ z ( n ) , p ( 6 / z ( r i ) ) )  -
-  +1)
-  JJ pCxl  n . +1 ' i     \ r  °  ü2  n +1 ■o i  p (S /z (n J J  o i
O ^  ^  Q
t r p ( £ / z ( n + l ) )
-  p ( a / z ( n ) ) . p ( x  . / S , z ( n ) ) » l o g  »  ■ .d S .d x
JJ -  — i  n +1 -  ro  /  r \ \  i "  +1J o i  p ( 2 / z ( n ) )  o i
O o
Notemos que a l ser z(r> fl)  -  (x .  , z ( n ) )  la s  s igu ien tes  igualdades en
tre  densidades °  o
p ( S / z ( n f l ) )  -  n + 1 , z ( n ) )
□ i O
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P X^i  n + 1 , 20 l?^2   ^
o i o
son identidades*
Con todos lo s  elementos a n te rio res  se define como la  inform ación
esperada sobre 5 proporcionada por e l experimento Efn + l ) fl/ z ( n )  después
s i
de que se haya rea liza d o  E ( n } * a l v a lo r esperado G sobre z (n )  de
la  inform ación
9 + l ) fl/z (n ),pC ^/zC n))J
o
esto eSf a través de la  in te g ra l 
$
E(n^ + 1)« /E 3( ,n ),pC 9  ) J  -
p( ® /x4 „^  i  n^ +1
-  f p ( z ( n ) ) í  [ p ( S / z ( n ) ) . p ( x  7 8  ,zCn))*log    ■ ■ ■ °
J ~  JJ -  -  V i * 1 ~  p ( » / z ( i»
O ^
o i^
'■» 1'*d,9 *
M )
•dz(n ).dx•vw ^ n + i 
o i o
Una demostración en la  lin e a  de la  del teorema 5*4*1 establece que la  in fo r  
nación esperada a n te rio r es no negativa*
TEOREMA 5 .4 .6
s s
Dados lo s  experimentos E ( n ) y E (n + 1) f una densidad In ic ia l
p ( ¿ ) y suponiendo que la  nueva unidad m uestral que d ife re n c ia  a lo s
dos experimentos a n te rio re s  pertenece a l e s tra to  i  -ésim o, se v e r if ic a
o
e l c r ite r io  de a d itiv id a d  s ig u ien te :
I “ { E S(n +  l ) , p ( S ) J  -  I ~ { e®( n J . p C d ) }  +
+ I ~ { E ( n  + 1 )« /E S( n ) , p ( S ) J
Í  <Vo A .
Demostración.— Siguiendo id é n tic a  técn ica  de demostración que 
le  u t iliz a d a  en e l teorema 5*4*2  y de la s  respectivas d e fin ic io n e s  re s u lta s
l ,  ,  , f f  pC S/zCn) )
I ~ ( E  ( n ) , p ( 3  ) /  -  I p (®  ) .p ( z C n ) /s  ) .lo g  — — —— ,d 3  .d z (n )  ■
AA *V J  J  ^  A» Ai f  %
p ( 8 )
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tr P ( ¿ / z ( n ) )
-  p(a ) . p ( z ( m - l ) / 5 ) . lo g  — — — — -«dS sd z (itH )J ~ ~N’ — r *
J p C « )
^ { e ÍH í + l ) B/ E S( n ) , p ( 3  ) j  -  J p ( z ( n ) } / J  p ( , $ / z M ) .
O
p( S / x  n . , * z ( n ) )*w i  n + i  v. 
o i
•p (x » n . J 9  » z (n ))* lo g       " ' .d f l .d x  *dz(n)i  n +1 ^  «w r ¡ f ^  i  n +1
o i  p ( S / z ( n j )  o iO N» Mm O
t f  p ( ¿ / z 0 j * - i ) )
■ l \ p ( ^ ) * p ( z ( n + l ) /  $ ) * lo g   v>,dz(rH-l)
J J  ~  • ~  ^  p ( s / z M )  "  ^
Sümando antas inform aciones re s u lta  fina lm ente
i ~ { e s ( ji ) » p ( ¿ ) }  +  + 1 ) 8/ ES( £ ) j
o
p CQl/ z ( j^ i ) )
p (  ^ ) » p ( z ( n f l ) / 0  )« lo g  ■  "«d<!) .dz(rw-l) -
* »  <Vk W  »  .  « <V**
P Í « )
i - { e% +  U , p ( » ) J
( c .q .d . )
Asi pusSf pueda apreciarse qua también I*"^E S(_n ) t P ( ¿ ) J
considerada como función de la  componente i  -ásim a del vec to r n v e r i f i□ “
ca una actLtividad análoga a la  demostrada en e l teorema 5 .4 *2  • A l consi de
s s
r a r  e l paso del experimento E ( n ) a l E (n  +  1) y cuando la  a fija c ió n
e s tá  determinada de antemano queda» a su vez» completamente esp ecificado
e l e s tra to  i  -ésim o a l que pertenece la  nueva unidad muestreada* S i la  a f i  
o “
jac ió n  es desconocida no es posib le a p r io r !  a d s c rib ir la  a un e s tra to  cor>- 
creto» aunque sigue siendo c ie rto  que e l aumento de inform ación producida 
a l e x tra e rla  coincide con la  d ife re n c ia  en tre  la s  inform aciones esperadas
3  3
proporcionadas por lo s  experimentos E ( n ) y E £n^+ 1) , de acuerdo 
con e l teorema 5*4*6  * Como co ro la rio  análogo a l 5*4*2 tenemos e l s ig u ie n te :
COROLARIO 5 .4 *3
Siendo z (n ) s u fic ie n te  para z (n + l] con respecto a & en todos lo s  
estratos» esto es» verificán dose que
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p($/z(n),x J  » p (& / z ( n ) )  i»1 ,2 ,...,L*'■ *1 n ^ ti ^
entonces
E3C JJ ),PÍ¿ ) }  -  I ~ { E S(ni + l),p(S )J
Demostración.— V erificándose la  h ip ó tes is  de igualdad en tre  d i
3  s
chas densidades y por su misma d e fin ic ió n , I •*/ E ( n + 1 ) * / E  ( n ) ,p (©  ) }
es nu la en todos lo s  e s tra to s . Así pues, y con independencia d e l e s tra to
8
en e l que se e x tra e ría  la  ú ltim a  unidad m uestral del experimento E (n  + 1 j ,  
se sigue e l resultado propuesto d e l teorema 5 .4 .6  .
( c . q . d . )
E l c o ro la rio  a n te r io r  proporciona una in te re san te  consecuencia 
qu8 aplicarem os en e l próximo c a p itu lo  para la  obtención p rá c tic a  de la  in
d i 3 \
formación I * * { E  f n ) . p ( 3  )J  • En e fec to ,  de dicho c o ro la rio  se deduce que 
no hay pérd ida en la  inform ación esperada cuando la  in ves tig ac ió n  se ciñe  
en cada e s tra to  a l estudio de un e s ta d ís tic o  s u fic ie n te  para todo e l veo - 
to r  a le a to rio  ¿  •
Evidentemente que e l resu ltado  del teorema 5 .4 .6  puede genera­
liz a rs e  a un número f in ito  de experimentos con espacio param ótrico <£) co -
món, siempre y cuando la s  nuevas unidades m uéstrales obtenidas pertenezcan  
a d ife re n te s  e s tra to s . Así por ejem plo, para dos nuevas unidades de mues­
tre o  pertenecien tes a lo s  es tra to s  i  8 i  —ésimos rBspectivam enete y
°  1 s
correspondientes a la s  unidades ad ic io n ales  de lo s  experim entas E (n  +  1)
s
y E (n  +  2 ) , se v e r ific a :
I ~ { E S(n + l ) , p ( , 9 ) j  -  I “ ÍE S( n ),p (8  ) j  + l “ {E(n +1)*/ES( n ) ,p ( 9 ) J
o
I " { E SCm2),p(S ) )  » I * { E S(r>H),pCS ) }  + I ~ { e( h + l ) * /E 3(rtH ),p (S  ) f  -
'S o . *' AA> —■ 1  *«— J
9 8 9
-  r { E S(n),pCa ) }  + r { E ( n  +1)«/Es(n ),p (9  ) j  + I~ {E (n  +1) »/ES(n+1) ,p( 9 )J
^ rw  N*. J 2. *S  ^ 1  'S'» —  ✓
resultado que admite una evidente generalización al caso de k< L nuevas 
unidades muéstralas extraídas en diferentes estratos, generalización expre 
sada a través de la ecuación
I ~ { eS(j i + k ) ,p (¿ )J  « I " { e3( ^  ) t P ( ¿ ) j  + ^ I ^ { E ( n i +l)a /ES(rH .i- l) fp (¿ )J
i-1
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Combinando esta últim o resultado con e l  obtenido del teorema 5 .4 .2  se dedu 
ce l a  e x is ten c ia  de una a d it iv id a d  p erfec ta  para l a  inform ación esperada
3 i g  .
I ~ < E  f n )»p f$  ) f  en e l  sentido de que para un vector tamaño muestral n«Vm «i**  ^ ^
dicha inform ación puede obtenerse como suma de la s  informaciones obtenidas
una a una y proporcionadas por cada nueva unidad muestral e x tra íd a . Eviden
temente suponiendo conocido en cada etapa e l  resultado de l a  a n te r io r . A p li
s s
cando este hecho a los  experimentos E [ n ) y E fn + l)  se cumple que 
I ^ { E S( m - l ) t p ( $ ) J  » I ~ { e S( n ) f p ( ¿ ) [  +  t L  I ~ f e ( n + l W E S( r t f - i - l ) f p ( $  )JV «vws, w» >/ *'*■’ * 1 /vw
i *1
de dónde deducimos e l  s igu iente  
COROLARIO 5 .4 .4
Bajo la s  h ipó tes is  y notación de los teoremas 5 .4 .2  y 5 .4 .6
I ~ { E S{rH -l)* /E S( n ) , p ( & -  £ l  l " ^ E ( n + l ) í /E S( n + i - l ) ,p ( 9
i «1
Estudiada l a  a d it iv id a d  a n te r io r  pasemos a comprobar e l  campar
 ^ S i
tandento de I ' s' {  E f n ) ,p ( & } f como función de una componente p a r t ic u la r«W ^  J
n del vec to r n v para as£ deducir su carác te r cóncavo y c re c ie n te . A f in  
i  ^
de f i j a r  qué componente concreta es l a  considerada se u t i l iz a r á  l a  notación  
I ~ { E S(n ,n
para in d ic a r  que se estud ia  l a  inform ación esperada I ~ ¿ E  ( ) f p( 3 )J  
como función de l a  componente i-ás im a del vector tamaño m uestral.
TEOREMA 5 .4 .7
ES(n #n ) | p ( $  ) f  es una función crec ien te  y cóncava respecto la  
componente i-és im a  del vector n •
Demostración.- Es c rec ien te , puesto que 
3 3 0
I~-(.E3(rcMt n +1) , P ( ¿ ) )  -  Í ~ Í E S(n ,n - ) . pC¿)J -  I ~ { E ( n  + l)« /E S(n ,n  ),p ( 9 )J * 0
t a l  como se ind icó  en l a  demostración del teorema 5 .4 .6  •
Para demostrar su concavidad será s u fic ie n te  v e r que l a  expre­
sión
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d v
A  -  I^ {E S(n*n ) fp(a )]  - I  {E8Qj-1pn "1)iP(¿ )J ~
» *•
-  ( l ¿ { E V 1»ni + l ) ,p ( Í  }i  "  ^ E 8ín,n1).PÍ® )} }
es mayor que cero. En efecto, A  puede reescrlbirse como 
A  - I ¿ { E ( n t ) V E S( r M , n 1- l ) , p í ¿ ) J  -  I ^ E ^ + I  W ^ C n . n J . p C  9 ) }  
p ( ¿ / x i n  , * ( r * - 1 í )
“ íí  p( <9 )«p(zCn)/5 ).log  .......... *- ■■— —,d9 .dz(n) -
J  ~   p ( 9 /z ( n - l ) )  "  “
p ( ¿ / *  ^.fzCn)} in +1 *'>*•
-  ( í p( 3 )«p(z(n+l)/ 3 )«log '■ ■■■■"■ -  - ......»d9.dz(nfl) -
J )  ~  ~  “  p(»/*(n)) ~  ~M
, /  p ( ¿ /zCa))2
“ I I  p( $ )»p(z(fH-l)/8 )»l°g  ......... .....................  .d9 .dz(rw-l)
JJ ~  ~  ~  • p( S/z ( r> - l) } .p (9 /z (m - l) )  ~  ~
La expresión bajo logaritmos resulta ser
p(z(n )/$ )2 p(z(n-l)).p(z(rH-l))
p « n ) f
P^Xi n /  ^  p ( z ( n - l ) ) .p ( z ( n + l ) )
< M i M i
p(x a.-» /  ^ J  ^ f fin +1 i  p[z(nJJ i  *—
Y dado que x y x ^  están e q u id is trib u íd o s , se deduce que
P (x ,  / &  )
f f íII p (3 )»p(z(n+l)/9 )»log ■ «d 9 .dz(rH-l) » 0
} )  ~  ~  ~  P í ^ y ® ! »  “  ~
m ientras que
pC z^ n -D J .p ízC M -l) )  ptxl n + 1/ *fc.) )
p (z (n ) ) 2 
De ahí que
P^*in  + / 20l ^
A - f f p( 9 ).p(z(n+l)/ 8 ).log . .........d©.dz(rrH)
JJ ~  “  “  p ( ^ n / * í ¡ r i »
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P(xin .+ 1/X ln  *z(r>- l ) )
í  p [ z ( r > f l ) ) . l o g  i -----------i -------------- .d z (m -l)
J ~  n f x  . / z lp x^in ±+ 1/ z Í 2" 1^
P(xi n + 1/X in  *2Íi r 1»
-  Jj p ( Z( n ) ) . P Í x i n  + 1/ z ( n ) ) . l o g  — -------------— — -----d z(n ).d x±n ^
1 p x^ln + 1 — 1
que no es sino la  inform ación esperada que sobre x, . proporciona x
i ^+1 in^
en e l  sentido descrito  por e l teorema 5 .4 .6  • Por un razonamiento análogo
a l  u t il iz a d o  en e l  teorema 5 .4 .1  dicha información es p o s itiv a .
( c . q . d . )
Sj  s
E l comportamiento de I  \ E  í  n ) t p ( d ) r  como función del tama«WV. ✓ mm
ño muestral to ta l  n es ligeram ente d is t in to  del estudiado hasta ahora pa
ra  n y n ( i * 1 » 2 f • • • f L )  en e l  sentido de qus sus propiedades van a te  
i  “
ner un marcado carác te r escalonado como se tendrá ocasión de comprobar a l
conjugar, precisamente, la s  demostradas para e l  vector tamaño muestral n
y para su i-ósim a conponente n^ • A t a l  f in ,  consideraremos dos tamaños 
muéstrales to ta le s  n* y n" ta le s  que v e r if ic a n  la 3 L condiciones
n- 4  i - 1 , 2 , . . . , L
donde
n* -  í n *»n | t . . . f n(*)  y n? •» Cn ¡^#ri^#. . . ,n£)
Sigamos id én tic o  razonamiento a l empleado ya en dos ocasiones an te rio re s .
s s
Sean, pues, los  experimentos E f n ' )  y E ( 0” ) • Para pasar de uno a o tro  
es necesario obtsner un to ta l  de n"—n ' nuevas unidades da muestreo, re­
partiéndose Bn uno c*0 1° 3 es tra to s . Siendo z Q i j )  y z ( r£ )
lo s  resultados de los  experimentos a n te rio re s , respectivamente, e x is te  la  
s ig u ien te  re lac ió n  en trs  la s  densidades p ( z f n * ) /  8 ) y p ( z ( n " ) / £ )  :
L " i  L ní
p ( z ( r f ' ) / s )  » T T  T T p ( x  /  8  )  -  T T  T T p Cx . /  O »
i - 1  J-1 3 i -1 j -1
n,,• n , n"-n*
L i  i  L i  i
. I T  T T  p K / 3 J  *  p C zC n *) /® )-  n  T T  p(x /  8  )
i -1 j -1 1J ~  i -1 j -1 3
Consideran do e l  experimento E (n,,-n * )  consistente en obtener esas n "-n #
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nuevas unidades muéstrales y repartid as  entre los  es tra to s  siguiendo la s  in
dicaciones an te rio re s , esto es, con nw- n f « (^ l,-^^S n"-n •f • • • #n¡,-n l, ) , l a
1 1 2  2 L L
igualdad a n te r io r  puede re e s c rib irs e  como
p ( z ( n " ) / 9  ) -  p ( z ( n » ) / $  J .p C z O f ' -n O /S  ) -  p ( z ( n , ) >z (n " -n l ) / s  )
AA* AA* «V* N A A »  AA» AA» Ai Ai ^
s
Definamos ahora e l  experimento E ) fi/ z ( n j ) )  consistente en la  fand
l i a  de L experimentos realizados en sendos es tra tos
ES( C n ^ W z C n : ) )  -  { E ^ - n ' ^ / z ^  } ................  L
“ l K C« ^ ' ^ i j ’ { p ( Z i C« ) / 8 i * Zi Cni ) }  J    L
y que consiste en obtener en e l  es tra to  i-ésim o la s  n"-n* unidades de mués
i  i
treo  que fa lta n  para completar e l  experimento E(n^) « supuestas obtenidas
y conocidas la 3 muestras z ( n j )  ( i » 1 , 2 , • * . , L )  resultados de lo s  experimen
s^
tos E(n*)  que definen E ( n 1) • La inform ación esperada proporcionada por 
s
e l  experimento E ( ( nl,- n , ) a/ z ( n t ) )  sobre ¿  una vez que se ha rea lizado
3
E ( n 1) y obtenido z [ jV )  viene dada por la  doble in te g ra l  
^  E3C(n,,^ O a/ z ( n , ) ) >p ( ^ / z ( n , ) )  j
p( 9 / zCn^l^íjOizCnj)) 
p (5  / z ( n ' ) ) » p ( z ( n " - n '3 / 5  » z ( n ' ) ) . lo g  ■■■ ' t d S .d z (n " -^ i')
~  -  ~  p ( S / z ( n ' ) )  ~Ai*
i
donde p(z(n"-<i , ) / d  , z ( n * ) )  es l a  densidad que describe e l  comportamiento 
del resultado z (nll- ^ t ) que depende, a su vez, del resultado z ^n*) dBl 
experimento E ( n j ) y del vector paramétrico € ©  .  De ah í que siendo 
independientes la s  rea lizac io n es  de los  experimentos E ((
( i « 1 , 2 , . . * , L )  en sus es tra to s  respectivos
, nM-n»
1 1
p (z (n’,-<!, ) / 3  » z ( n ' ) )  -  l \  T T  S i ,Zi^ ní ^
i -1 j -1 1J
S,
Notemos que, por o tra  p a rta , e l  resultado z(nM) del experimento E fnw)
AA/ «Viu
puede expresarse a través del par de resultados ( z ( nn—n , ) , z ( n * ) )  de los
s s
experimentos E ( ( nl* -n t ) a/ z ( n t ) )  y E ( ¡V )  respectivamente* De ah i que
sean identidades la s  igualdades entre densidades 
p f e / z t ^ - n ' J j Z Í n ' ) )  -  p( & / z ( n " ) )
Con todos lo s  elementos an te rio re s  definirem os cono inform ación esperada so 
bre proporcionada por e l experimento E ((r£ M il ) * / z ( n O )  después de que 
se haya re a liza d o  E ( n j )  como e l v a lo r esperado sobre z (n * )  de la  in fo r  
mación
I ^ { E S( (r f^ n  * )  “/z C ü ') » p ( ¿ /z Cjlí) ) ) }
esto es9 a tra vés  de la  in te g ra l
( n ^ n , ) fi/E 3C#n>* ) t p C ¿ ) J  ■
f t ' f  P t l /z C n " -n * ) ,z (n * ) )
-  p ( z ( n ' ) }  I p (®  / z ( n ' ) ) . p ( z ( n ^ - o ' ) / ^  iz (n * ) )» lo g  ■■■—•■ ■■■ •
J -  JJ “  -    ~  -  p(»/zCn*J)
• d 9  •d z (n ,,-n  * ) • dz(n f )^  % VhAa
Uha demostración segdn la  lin e a  del teorema 5 .4 .1  establece que la  inform a 
ción a n te r io r  es también no negativa» tomando como expresión para 0 ( $ 9z(nM) )  
l a
g ( $  9z (n " ) )  « p ( ¿ / z ( n " ) )  /  p ( S / z ( n f ) )
Con la  notación in tro d u c id a  demostremos e l s ig u ien te  resu ltado  que correspon 
de a la  a d itiv id a d  s a tis fe ch a  por la  inform ación esperada sobre ¿  pro p o r-
3
donada por e l experim ento E ( ) y considerada como función del tamaño
m uestral to ta l n 9 resu ltado  que no es sino una gen era lizac ión  de lo s  cari 
tenidos en lo s  teoremas 5 .4 .2  y 5 .4 .6  .
TEOREMA 5 .4 .8
Dados lo s  tamaños m uéstrales to ta le s  n 1 y n" ta le s  que su ad s cri£
ción en lo s  d ife re n te s  es tra to s  en tamaños m uéstrales p a rd a le s  da lu
gar a lo s  vectores tamaños m uéstrales y  nV que v e r ific a n  que
n ' <  n" i a 1 f2 #. . . , L  9 y siendo p( $  ) la  densidad in id a l»  se cum- 
i  i
p ío  e l s ig u ie n te  c r ite r io  de a d itiv id a d :
I ^ E 3( r j ) ,p ( »  ) }  -  I “ (E S(n j) ,p (s  ) j  + l~<¡ E ^ i^ n *  W e^ ' M ¿  )J
Dem ostración.— U tiliza n d o  id é n tic a  técn ica  de dem ostradón que 
la  empleada en lo s  teoremas 5 .4 .2  y 5 ,4 .6  9 re s u lta :
' «y
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3 /■ P (¿ /z (r¿ ))
I ~ ^ E S( n , )»p( 3  ) }  « í f  p ( 3 )« p (z (n f ) / $  )« log  — — . dS »dz[r¿)  »
v m . J  J )  *—  —  r  ^ i  w
p ( 3  JIMW
rr p ( & / * ( & • ) )
■ I p($  ).p (z (n " )/$  ).lo 0  -.d $ .d z (n ")
JJ ~  ~  p ( & )
I ^ | E SCn^n, ) fl/ ES(n t, )»pC¿)} -  J p(z(n * ))J J p (^ /z (n t ))>pCz(nn"n, ) /g  yz(ri»)),
p ( ¿ / z ( i £ - ^ ) 9z(rvO)
■ log  —  — ■ ■   «■■d^adz(rV|MT*)»dz(n>t ) -
p(¿ /z (n ;) )
p ( 6 . / z ( ¿ ' ) )
) . p ( z ( n " ) / 9  ) . l a g  ....... ..... -  «dfl .drC n")
 p C ^ / r C n ' ) )  ~  ~Í/P(¿
Sumando ambas inform aciones re s u lta  finalm ente
£ S C ^ 3 * p C ¿ 3 J - . +  i ^ E 3 ( r f - n ' ) a / E 3 C n » ) , p ( f > ) f  »
r r  p(¿/z(¡3l*)) a .  s
■ í p( 3 )*p(zCn,0 / ^  )« log  "■ ■"— - > d 3  .dz(nw) ■ I \  E ( n " ) 9p(P ) J
J p ( 5 /z (n * ) )^  *Vm
( c . q . d . )
Notemos primeramente que cuando la  a f ija c ió n  de l a  e s t r a t i f ic a
ción  es conocida a p r io r i»  esto es9 cuando se conoce una fa m ilia  de L caris
tan tes  i  f  1 ta le s  que n •  f  »n ( i a1929. . . yL) 9 dados los
 ^ i«* i » 1 y2 y. . . fL i  i
tamaños to ta le s  nv y n" se conocen9 de forma autom ática, lo s  vectores  
n 1 y n" • En segundo lu g a r 9 es de destacar que e l  teorema 5 .4 * 8  gene r a l i  
za lo s  ya demostrados con an te rio rid a d  a l  considerar incrementos no igua­
le s  de unidades rauestreadas en lo s  d ife re n te s  estra tos  9 s irv iendo para re­
fo rz a r  l a  idea de l a  a d it iv id a d  p erfec ta  sa tis fech a  por l a  inform ación espe
a Sr \rada sobre ¿  proporcionada por e l  experimento E ( n j  asociado a un pro
ceso de e s tra t if ic a c ió n .
Para c a ra c te r iz a r  e l  comportamiento cóncavo de I ~ ^ E S( n ) . p( & ) [^  «*> j
como función de l tamaño to ta l  n es necesario in tro d u c ir  l a  s ig u ien te  no­
ta c ió n : sean n* 9 nn y nIM tre s  tamaños muéstrales to ta le s  que una vez 
adscritos  en lo s  correspondientes tamaños muéstrales p arc ia les  n_J 9 y 
n” * ( i» 1 92 f . . . VL) v e r if ic a n  la s  condiciones
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n" -  n* « n” 1 — n" ■ oC i o 1 , 2 , . . . , L  
i  i  i  i  i
A si pues» considerando lo s  vectores m uéstrales defin ido s con dichas compo-
g
nentes nA ■ (n/v»n''f • fnp) y lo s  experimentos consiguientes E (n * )  ,  e l 
1 2 _ Ls s
paso de E fn * ) a E ín " )  se r e a liz a  estudiando e l  mismo número <* dei
3 , *
unidades m uéstrales ad ic io n ales  en ceda e s tra to  respecto E (jnJ j que la s
unidades de muestreo ad ic io n ales  estudiadas en e l respectivo  e s tra to  a l pa 
s s
s a r de E ín " )  a E (nn t ) • Por o tra  p a rte , destaquemos nuevamente que con'•V
la  a f ija d ó n  f ija d a  de antemano la  adscripción de lo s  tamaños m uéstrales to  
ta le s  en lo s  d is tin to s  tamaños p a rc ia le s  de la s  muestras de lo s  es tra to s  es 
un proceso c íc lic o  y perfectam ente determ inado. Bajo estas condiciones y te  
niendo en cuenta la  d e fin ic ió n  de I~ {E (n J ^ n 9)/E  ( ¿ ) $ P p u e d e  e s c ri 
b irs e  que
I ~ {  ES( n " ) , p ( 9  ) }  -  I ^ E 3(n » ) ,p (¿  ) }  -  £ * ( «  )« /E 3(n_0,p( 9  ) j * 0
I~(E3Cn»'),p(¿)j -  I S¿eV ) . p(» )} -  }»/eV ) . p(¿ ) U  °
y donde denota e l vec to r d ife re n c ia  e( a ( e< ) • Pues b ien ,
***” 1 2  L
para lo s  tamaños n* 9 n" y n "• que v e r ific a n  la s  an te rio re s  h ip ó tes is  
se cumple una especie de concavidad en cuanto que sa tis facen  la  condición  
e x ig id a  por é s ta . Este comportamiento, satis fecho  por tamaños m uéstrelas 
to ta le s  que d ifie re n  en tre  s i e l ndsmo número de unidades y que respetan  
este hecho en todos lo s  tamaños p arc ia les  de lo s  e s tra to s , produce e l es­
p e c ia l e fec to  de concavidad en escalera  a l que antes nos re feríam o s. Demos 
tremas ya e l s ig u ien te
TEOREMA 5 .4 .9
Para unos tamaños m uéstrales to ta le s  n • , n" y n " ' ta le s  que su 
adscripción en lo s  d ife re n te s  e s tra to s  en tamaños m uéstrales parc ia ­
le s  dan lu g a r a tre s  vectores m uéstrales n* ,  n" y n "• cuyas conn
ponentes sa tis facen  la s  condiciones
n" -  n* -  n" 1 — n" ■ ©< i * 1 , 2 , . . . , L
i  i  i  i  i
y siendo p ( ¿ )  la  densidad in ic ia l ,  se v e r if ic a :
1» I “ { E 8( n " , ) , p ( S  ) j  »  I ~ ^ E a ( n - ) , p ( 8  ) }  >, I S¿ E S( n * ) . p (  » ) >  
2 *  2 . I ® { E 3( n " ) f p ( 8  ) }  -  I ® { E S(n » , ) , p ( «  H  -  I ® { E S( n ' ) , p ( í >  ) )  $ . 0
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Demostración.— La primera condición de crecimiento queda recogí 
da en las dos di timas desigualdades escritas inmediatamente antes del tea re 
ma. Por otra parte y demostrar la condición segunda es equivalente a ver que
A  -  I^ E SCe<)VES(n')tp( 9 )j -  I S¿Ea(t  J«/eV ) . P Í  0
Como A  puede re e s c rib irs e  a través de la  doble in te g ra l
, ,  p(S/z(iV|))2
A  -  p ( e ) . p ( z ( n " ' V & ) . l o g   ------------------------------ ,d « .d z (n " » )
i J  ~  ~  ~  p (S /z (n * ) ) .p C ¿ /z (n ^ ) )  ~  ~ ~
l a  expresión bajo  logaritm os re s u lta  ser 
p (z (n | * ) / ¿ ) 2 p ( z ( n ^ ) ) .p ( z ( iT ; ) }
pCzfn* ) / $ ) .p(z(nf,,) / £ ) p(z(n"))2 n„
A»- -A» ^
n  T T  p ^ / Op (z ( iV " )) .p (z (n ') )  . ,  d-n'+l^— *— 1-1 i
  2  “
p(z(>)) ^
T X  T T  p í x , / a J
i -1  j-n«+1
•k  i  PÍXW  * iJ P(*(¡SL, )}.PÍ*(n»))- n rr — i— --- -----2 ~ ~ ~
i -1  j-1  p(xin u+/  ^  p W j£ ) )
Dado que las cantidades aleatorias xJ . . .  y x. están equidistribulin'+j in”+j -
das se deduce que
i -  inf+J iI j  p( a  JapCzCn"*)/ & )«log n  T T  ' " ■— ■■■■ • d£,dz(nt") -
p ( x W  Vi  f /  in * + j  i '
2 _  I p( S )>p (z (n tw) /  $ )« lo g  ■  ...................... . d £ « d z ( n >w)
i *1  j »1 p(x „ . / & . )
0
inj+j i
mientras quB
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p W n O J .p W n " ! ) )  p(z(n,n-n ")/z (n M))
p(z (nw))2 p (z (nw- n 1) / z ( n * ) )
p ( z (n ,,,- n ,,) / z ( n " - n , )» z (n , ) )
p(zCn*"7nw) / z ( n * ) )
Os ahí que
p (z (n*tl-n tl ) / z (n * ) >z (n " -n t ) )
^  *  JJ PC¿,)*PCz Cnf" ) /  $ ) « l o 9      . d S . d z ( n ,M)
~  ~  p(2 (n - -n " ) / z ( n ' ) )
•]J
p ( z (n ,w- n l,) / z ( nw- n , ) >z ( n 1) )
p ( z ( n " ) ) . p ( z ( n M,- n ,l) / z ( n ,l) ) . l o g  , ........— , Z — ttj t dz (n iw)
~  p ( z (n , " -n ,,) / z ( n , ) )  *
que no es sino la  información esperada que sobre z tn ^ m 11) proporciona 
z (n"-ni1) en e l  sentido descrito  en e l  teorema a n te r io r . Por un razonamien 
to análogo a l  u t il iz a d o  en e l  teorema 5 .4 .1  dicha información es p o s it iv a .
( c . q . d . )
La desigualdad demostrada ahora mismo responde a una concavidad
escalonada en cuanto que asegura dicho comportamiento en situaciones en la s
que los tamaños muéstrales to ta le s  n* , n" y v e r if ic a n  la s  condicio
nes exigidas en e l  teorema a n te r io r . Estas condiciones, cuando la  a f ija c ió n
viene determinada de antemano, admiten una formulación mucho más e legan te .
En e fec to , conocidas la s  L constantes f^ ta le s  que n^ -
. . . , L )  para cualqu ier tamaño muestral to ta l  y denotando por f  la  mayor
1
de e lla s  (se supondrá que 1/ f  ) ,  l a  adscripción de 1/ f  nuevas uni—
1 1
dades se r e a l iz a  de forma c íc l ic a  y perfectamente determinada. En efecto ,  
supuesto un vector tamaño muestral n , l a  adscripción de una nueva unidad 
muestral ad ic iona l se re a liz a rá  en aquel es tra to  que por su a f ija c ió n  le  
corresponde. Al considerar 1 / f  nuevas unidades se v e r i f ic a r á ,  ante ese 
carácter c íc lic o  y determinado de la  adscripción , que todo e s tra to  verá in  
elementado en a l menos una unidad su tamaño muestral respectivo . Comparan­
do, pues, dos situaciones que supongan sendos incrementos de 1/ f  nuevas 
unidades muestreadas los  incrementos de nuevas unidades en cada uno de lo s  
estratos se producirán añadiendo e l  mismo número de e l la s .  Esta s itu ac ión  
es precisamente l a  d escrita  en la s  h ip ó tes is  del teorema 5 . 4 . 9 .  R esulta,
1ÜU
fina lm ente , e l  s igu ien te  y evidente  
COROLARIO 5 .4 .5
Con una a f ija c ió n  de la  e s tra t if ic a c ió n  conocida previamente, esto es,
dadas la s  constantes f  ta le s  que n^ *  ,L )  para
cua lqu ier tamaño muestral to ta l  n , y respetando un c r i t e r io  c íc lic o
y determinado para la  adscripción de nuevas unidades de muestreo, sien
do f  l a  menor de dichas constantes í l / f  é  Z) y p( d ) l a  densi—
1 1 —
dad i n i c i a l ,  se v e r i f ic a  que
1« -  I “ ^ E 3(_n ) , p ( 9 ) }  0
2= 2 . I ' { E S( ^ ) f p ( 3 ) }  -  1 ^  ) j  -  I E 3( n - (  1/ f ^ ,
, p C¿ ) ] ^ f
Centremos ahora e l  estudio a un caso p a r t ic u la r  de gran importan
c ia . Para e l lo  seguiremos con los  mismos elementos de trab a jo  hasta ahora
considerados sobre los  que se re a liz a  una h ipó tesis  a d ic io n a l: l a  de la  in
dependencia en tre  la s  nueva3 cantidades de in te ré s  3 ^  • Esta h ip ó tes is  a
d ic ió n a l s im p lif ic a  considerablemente la  fu e rte  estructuración  in troducida
s
por e l experim ento E ( n J defin id o  como una fa m ilia  de experim entos rea
liza d o s  en sendos e s tra to s . Al mismo tiempo, también f a c i l i t a r á  sensiblemeri
d 3
te  e l cálcu lo  y obtención de la  inform ación esperada I ~ ¿ E  ( n ) , p ( 3  H
y de o tras  magnitudes relacionadas con e l la ,  como son la  u t i l id a d  y e l  eos
s .
to esperados del experimento E ( • Precisamente estas s im p lificac io n es
pueden ju s t i f ic a r  de por á í  e l  empleo de es ta  independencia aunque, como a
caba de a firm aras , l a  h ipó tes is  sea fuertemente r e s t r ic t iv a .  En e l  ndsmo
mecanismo de construcción de la  e s tra t if ic a c ió n  de la  población X se ha
indicado que la  actuación sobre e l  espacio paramétrico &  a que da lu g ar
im p lica  la  consideración de L nuevas cantidades a le a to r ia s  9 ^  que, ge
neralmente, son in tsrdependientes. De ah í que la  densidad p ( $ )  que des-
cribe la s  opiniones in ic ia le s  que e l  in vestigador tien e  sobre e l  vector pa
ram étrico ^ formado por la s  cantidades 3  tenga la  consideración de una
i
densidad conjunta que indirectam ente da idea de la  interdependencia de sus 
componentes. Suponer, por tan to , que los parámetros 9 ^  son independientes  
im p lica  inmediatamente la  ex is tenc ia  de una densidad de la  forma
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L L
p ( ¿ )  -  TT pC \ /r±) -  TT pC9 ^
~  i »1 i -1
con
[ — 1 i * 1 , 2 , . . . , L
J  i  i  i
esto esy obtenida como un producto de densidades defin idas para cada campo
nente 9 ^  por separado y donde los V  son parámetros propios de la  den
sidad respectiva . Precisamente la  descripción de la s  opiniones in ic ia le s  so 
bre ¿  a p a r t i r  del conjunto de densidades p(vf ) y p( & /  ( i* *1,2, . « .
f L) tien e  la  ven ta ja  p rá c tic a  de que, lógicamentey le  re s u lta rá  más f á c i l  
a l  investigador d e s c rib ir  sus opiniones in ic ia le s  sobre cada 9^  por se­
parado que considerando su conjunto ¿  • Bajo la  h ipó tes is  de independen­
c ia ,  s in  embargoy es evidente que la s  densidades a considerar serón de la  
forma p( » 000 un Parámetro propio de l a  d is trib u c ió n  da 9^ y
no teniendo sentido entonces la  consideración del parámetro con su pro­
p ia  densidad in ic ia l .  S i bien la  h ipó tes is  de independencia es fuertemente  
r e s t r ic t iv a y e l investigador podrá actuar sobre la s  densidades p( B /  
para in te n ta r  suavizar dicha h ip ó tes is . En este sen tid ay no sólo deberá bjj 
coger de entre una de la s  posibles fa m ilia s  de densidades de probabilidad  
para d e s c rib ir  sus opinionesy sino que también deberá asignar valores con- 
cretos a lo s  parámetros de esas densidades para quey en p robab ilidad ,
la s  cantidades a le a to r ia s  9 ^ tomen valores bastante alejados o próximos, 
más o menos centrados, e t c . ,  a  f in  de a ju s ta r  de esta forma la s  posibles de 
pendencias de la s  cantidades 9 .  Lo c ie r to  es que bajo la  independencia
de la s  cantidades 9  se produce una gran s im p lific a c ió n  en e l  tratanden
^ 3
to  de la  información esperada sobre ¿  proporcionada por E ( n ) , como 
queda recogido en e l  s igu iente
TEOREMA 5 .4 .1 0
Para un experimento E ( n ) » {  E(n ) } y una densidad
w i  J i* *1 ,29. . . , L
in ic ia l
L
p(®  ) -  JT p (s  ) 
i -1  1
a Sla  inform ación esperada sobre 3 proporcionada por E ( n ] es sumar '~r «VWl
ds la s  inform aciones esperadas sobre cada 9 ^  proporcionadas por
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lo s  experimentos E(n^) 9 t a l  como la s  define Lindley (1956) •
Demostración.- Siendo z -  (z  fn ) 9z (n  ) 9. . . 9z (n ) )  e l resul
s
tado de E ( n ) , l a  densidad p o s te rio r que describe e l  comportamiento del 
vector paramétrico £  conocido dicho resultado viene dada por 
L " i
T T  T T  p(x / a  ) . p ( 9  )
* 4 A 4 Í J  Í  Í
p C ^ z )  1 -1  > 1
L nJJ - Jí \ n  p(8 i )*p(xi /  v - dv dv deLi -1 j -1
L *
TT p( 9 ,) .pC z (n ) /  S1 ) 
i -1 1 i  i  i
M M M W M B M M e H M M M M M M M H M f lH M H S M H M M W M M M M n M M M M M M  «
j j . . .  j  T [ p( Bi ).p (z i (ni ) /  9 i ) .d  fc^.d ^ . . . d  ^
Lrr pC^J.pUJhJ/^ ) l p ( *  ) . p ( z  (n  ) / &  ) 
i**i -  TT i  i  i
n Jp(e1).P(zi (ni )/&i ).d9 i  1=1 J
i -1
T\ p ( & / * ( " ) )
i -1
esto es9 e l  producto extendido a todos lo s  es tra tos  de la s  densidades poste
r lo re s  de la s  cantidades 9 conocidos los  resultados z (n ) de los  ex
i  s r  r  -
perimentos E(n ) componentes del E ( n ) • Tomando logaritm os en e l  co - 
i
c ien te
p ( ¿ / z )  /  p ( ¿ )
re s u lta :  ^
p ( £ / z )  ñ  pC L p ( & / z ( n ) )
log  — - -  lo g  i * ■■-■■■■■■ ■  -  log ' 1
pC ¿ )  TT p C ^  ) 1-1 p  ^ V
i -1 1
L p( 9 / z  (n ) )  
^  , i  ± K i
Z _  l os ------------------------
i -1 p(  &i )
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(n±)
F in a l menta, con Z « X x X x M I M »xX ,  re s u lta  
9 i  i  i  i
b s t rr
I ~ { E  ( n ) ,p (  9 ) }  « ) \ p (9  ) . p ( z /  9 ) * lo g  — - * d 0  .dz -
U /VA. —V. ^  ^  ++*
p ( 9  ) 
p ( & 7 z ( n  )).L , L P Í * /  i n JJ,
. . .  f I I  p( & J . p (2 (n ) / a J J  £  l o g  i — i _ i —i d »  . . . d f r  .
J i-1  1 1 1  1 U -1  pC&í) j
L f  f  P ( 8  / z  ( n  ) )
• d z . (n  ) . . * d z  (n ) “  ¿ - \ \ PC 9 ) . p ( z  fn  ) / 9  J . lo g  — .
1 1  , L L i -1 2. -'05. 1 1 1 1  p ( £ > )
L 91
. d ^ . d z j r ^ )  -  2_ I  -¿E(n± ) ,p (  9 ± ) J
i -1
* ±
donde, como puede aprec iarse , I  ^E (n^ ) ,p (  es la  inform ación espera
da sobre 9 ^ proporcionada por e l  resultado del experimento E(n^) defi^ 
nida por Lindley (1956) •
(c*q*d*)
Este teorema transforma una información que está concebida como 
l a  proporcionada por un proceso g lobal en una suma de informaciones espera 
das lo c a le s , entendiendo por e l lo  informaciones cuyos elementos d e f in ito ­
r io s  actúan exclusivamente en cada e s tra to : parámetro & y muestra z (n ).
i  i  i
Este resultado es completamente lóg ico  anta la  h ipó tes is  de p artid a* En e— 
fe c to , se ha supuesto que lo s  parámetros 9 ^  componentes del vec to r son 
independientes. De ah í que la s  observaciones obtenidas en cada es tra to  — 
obtención que, por o tra  p a rte , es independiente de l a  re a liza d a  en lo s  de 
más -  carezcan de información sobre la s  cantidades de Ín te re s  que no sean 
l a  suya respectiva , ds forma que l a  inform ación to ta l  sobre e l  vector pee* 
ram ótrico ¿  queda reducida a la  suma de la s  informaciones p arc ia les  sobra 
cada una de sus componentes* Asi pues e l  sumatorio a n te r io r  queda j u s t i f i ­
cado ante la  doble independencia — parámetros de in te ré s  y métodos de ob­
tención de la s  muestras en lo s  d is tin to s  es tra to s  — del proceso de mués—
S , A
tre o  e s tra tif ic a d o  asociado a l a  re a liz a c ió n  del experimento E ( n j  .
Por o tra  p a rte , y teniendo en cuenta la s  propiedades ya demos­
trad as , e l  suma to r io  de informaciones obtenido en e l  teorema 5*4*10 como
104
S . 3 -j
caso p a r t ic u la r  de la  inform ación esperada I  \ E  ( n ) ,p (  $ ) j  , toma v a -
lo re s  no negativos y solamente se anula cuando en todos lo s  es tra to s  no se
modifican la s  opiniones in ic ia le s  tra s  l a  re a liza c ió n  de lo s  experimentos
E(n ) f esto est cuando p( $ / z  (n ) )  -  p( & ) ( i - 1 , 2 , « . . fL) • V e r if ic a
i  i  i  i  i
idén ticos  c r ite r io s  de a d it iv id a d  que los  recogidos en lo s  teoremas 5 . 4 . 2 f 
5 . 4 . 6  y 5 , 4 . 0  ,  En p a r t ic u la r  son c ie r ta s  la s  ecuaciones
¿L I  + l ) f p( & )J -  £  I  ^ E fn  ) f p( 9 )J +
i -1 1 i -1 1
L ^
+ £  I  {E (n  + 1) * /E (n  ) fp (a  }J
i -1 i  i  i
L e  S e
¿  I  ^E(n ) tP (  & +  I  o {E (n  + l ) f p( 9 -  I  "*-¿ES(rrt- l ) fp( 3
i ¿ i  1 1 *0 *0 ~  ~
L e  e
£  i  ^eC^í.pC a±)} + i  ^  {eC ^+ 1)®/E(ni  ),p( )J
i -1
toda vez que se satis facen  componente a componente (L in d le y , 1956) • Se t r a  
ta  también de una expresión crec iente  y cóncava como función del vec to r ta  
mano muestral y de cualqu iera de sus componentes n^ » verifican d o  a s í 
misrao id é n tic a  concavidad escalonada como función del tamaño muestral to ta l  
n que l a  demostrada para I '* ‘^ E S( j i  ) t P ( ¿  ) }  sn b1 teorema 5 .4 .9  • Por 
últim o, se t r a ta  de una funcional cóncava de la  densidad in ic ia l  p( 3_) t 
considerando densidades relacionadas a través de igualdades ds la  forma
L L L
ÍT  p(& ) -  X TT P,( & ) + C l-> )  II
i -1 1 i -1 1 1 i -1 ¿ 1
Aparte ds estas propiedades que son la s  generales de cua lqu ier inform ación  
esperada e l  suma to r io  a n te r io r  es una función del vector _n_ pero dependen  
do de cada una ds sus componentes a través de un único suma to r io .  Esta c i r ' 
constancia lo  hace de especial ap licac ión  a l  t ra b a ja r  con expresiones de la  
fam a
L &
f ( ¿ I  ^ ( n ^ M  j  ) -  Y ( ry n2* , " * nJ
i -1
siendo f  una función cua lqu iera , que responden a una expresión g en era li­
zada del v a lo r  esperado del experimento ES( n ) • En efecto  y y como se
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conprobará inned iatanenta , l a  optim ización respecto a l  vec to r n de la
expresión a n te r io r  conduciría a l  sistema de ecuaciones
9 i  i
d i  *(E(n. ) tP (  $ . )  5 ^  (n.»n »«#«,n }
 1 _ Í --------------------------------------------- ~ ---------- —  Í - 1. 2 . . . . . L
* i  ' d \
L 9 ±
donde x -  £  I  |jE(n ) tp (  •
i -1
Teniendo en cuenta l a  igualdad mencionada an e l  cap ítu lo  p r i­
mero y v á lid a  en todo es tra to  
9 .
I  { e (o  ) , p (  9 )J -  H(p( 8 ) )  -  E ,  >H(p( 9 / z  ( n ) ) )
' • i  i  i  z^ln^J i  i  i
a p a r t i r  de l a  que se d e f in ía  precisamente a l a  información esperada, y en
e l  supuesto de que p(9^) sea un producto de densidades de probabilidad
defin idas  para cada componente 9  del vector «9 , puede e s c rib irs e  que
i  —
l ' ' ( E S( <r O , p ( í > ) J  - 2 l H ( p ( &  ) ) -  21 E,  ( n ]Hí p( 8 1/ z1 í ni ) ) l
i »1 i =1 i  i
donde, evidentemente, se v e r i f ic a  que l a  en trop ía  de p( £ ) es
L
H(p(8  ) )  » 21 H(pC 9  ) )  
i -1 1
Suponiendo a p lic a b le  e l  mismo modelo en todos lo s  estra tos  y 
que la s  cantidades de in te ré s  9  son independientes, la s  expresiones
d i  3 » ^
que tom aría I ~ i E  C ^ ) » P ( ¿ ) j  u tiliz a n d o  la s  informaciones esperadas 
desarro lladas en e l cap itu lo  segundo darían lu g a r a los  ejemplos s igu ien ­
te s :
EJEMPLO 12.  Supongamos que l a  cantidad a le a to r ia  x se dis­
trib u y e  en todos lo s  es tra to s  según una densidad uniforme en e l  in te rv a lo  
(□ , 9^ ) , ( i - 1 , 2 , « . « , L )  • Supongamos también que la s  opiniones in ic ia le s  
sobre 9^  vengan d es critas , en e l  e s tra to  i-ás im o , por una densidad de
probabilidad de Pareto, con parámetros 9 y "«f .  Es conocido que 
» 1
I  ± |E (n i ) ,P (  "  l o 0 ( 1 +
H(p( &±/  » . Q, ^ ) )  -  lo g ( 9 io /  r ±J +  [1 +  ( 1/ ^ ) )
De ah í que l a  inform ación esperada sobre e l  vector paramótrico de componen
rv Q . .
tes  v independientes obtenida a p a r t ir  del experimento E [ n J y cuan 
do la s  opiniones in ic ia le s  se describen por l a  densidad ds probabilidad
L ^
p(9 »9 ) -  TT " V + J
i -1 8 i
i
tome como expresión
$ L ^ . 0  L n L n
I" * ’¿ES( n ) f i \  ■ ±' ■ } -  log F [  (1 + « í C  l o g ( l  + • y
~  i -1 J  i -1 i -1 * i
L <  .  & L 8 . L .
h( T \  — -  ¿L- iog - 2-  + ¿  ( i  + _ )
i
✓  , 4  J T l • ▼ ~
i =»1 i  i «*1 i «1 i
EJEMPLO 2 9« Supongamos ahora que l a  cantidad a le a to r ia  x se
describe, en e l  es tra to  h-ésimo ( h » 1 ,2 , .« * ,L )  , por una N( & , é" ) , con
h h
<f conocida en todos lo s  es tra tos* Supongamos también que para represen- 
h
t a r  la s  opiniones in ic ia le s  sobre & se acepta una densidad ds p ro b a b ili
h
dad N (&  » ^  ) • Es conocido (ULndley, 1956) que tra s  la  re a liz a c ió n  en
oh oh
e l  es tra to  h—ésimo del experimento E(n ) la  inform ación esperada obtenida
h
es í ’ 2
I  h^ E(n ) ,N (  8 , <T ) J  « ¿ lo g (l + n •—~  )
t  h oh oh J h _ 2
H(N( & » <f ) )  -  ¿log(2rX0G’2 )
oh oh oh
Así pues, la  inform ación esperada obtenida sobre ¿  a p a r t i r  del expsrimen
g
to E f n ) cuando la 3 opiniones in ic ia le s  sobre e l  vector de in te ré s  se 
describen por l a  densidad
L
pC V  * 2  V  “  N( &oh*
h-1
admite como expresión
1B7
L L 2
H (  n  nC 9 0 h .  < ^ h )  )  -  i  £  l o g t e n e t r j
h-1  h-1
EJEMPLO 3a. Sea ahora una combinación de lo s  dos ejem plos ante
r io  re s . Sean, por ta n to , i - 1 , 2 , . . . , L  lo s  e s tra to s  en lo s  que es ap lic a —
1
b le  e l prim er modelo; y sean h - 1 ,2 ,« . . ,L ^  lo s  es tra to s  en lo s  que se apldL 
ca e l modelo norm al, con L +  L » L • Dado que la  inform ación esperada so*
i  2
bre 9 proporcionada por E ( n )  y la  correspondiente e n tro p ía  son, bajo
/SA«
la  h ip ó tes is  de independencia de la s  componentes & del vec to r £  , a su
i
vez suma de la s  inform aciones esperadas y en tro p ías , respectivam ente, dedu 
cidas de cada experim ento E(n^) 9 es evidente e l resultado
9 S  - í - . a *"1 l 2 ,  — -  9  fr-íE-c „ )f n . rr —í—. h - * j. .
i  oh
L L 2.1 2 <T
2 1  l o g ( l  + ----- ) +  21 +  n •— )
i -1 h-1 2
1 h
L ^  o **1 L 1 ,  4 _2
1 8 ,  2 , -------------- s - (  9  -  & JH( r r -^ 2-. rr— *<4 h oh j
i - 1 g ^+1  h-1 <rohl/ 2n '
i
L. L. L
1 1 1 2 2
*  2 1  l o s (  + 2 1  ( l + ■“ ) + í  2 1  lo g (2 TTe<T )j  - 01 i  . v* , - ohi -1 i -1 o h-1
Notemos en lo s  tre s  ejemplos an te rio res  cómo e l in vestigador
puede suavizar l a  h ipó tes is  ds independencia de la s  cantidades ds in te ré s
& actuando sobre lo s  parámetros 'tí' y 6*  de la s  densidades i  n i— 
i  i  oh
c ia le s  que describen e l  comportamiento a p r io r i  de la s  •
No hay que o lv id a r  que e l  ú ltim o o b je tiv o  a considerar sigue 
siendo e l  de encontrar una normativa de f á c i l  comprensión para determ inar 
un tamaño muestral óptimo. Dicha normativa es id é n tic a  a la  expresada en
e l cap itu lo  cuarto y ap licada ya en l a  sección 5 .3  , actuando a l  maximizar
g
e l v a lo r  esperado del experimento E ( n ) carao d ife re n c ia  en tre  su u t i l i  
dad y costo esperados. Por ahora se dispone de l a  información esperada so-
. 3 ¿  i s
bre ¿  proporcionada por E ( n ) , esto es9 l a  inform ación I * \ E  ( n ) ,
p( ¿  ) }  d e fin id a  considerando la s  d is tin ta s  cantidades de in te ré s  ^  en
3
su conjuntos A p a r t i r  de e l la  se obtiene l a  u t il id a d  esperada de E ( n ) 
con la s  d is t in ta s  expresiones defin idas  en la  sección 3 .1  .  En este sentido  
y como v ía  a b ie r ta  a una u l te r io r  investigación  está  la  confirmación de la  
unicidad de l a  expresión lo g arítm ica  para medir esta  u t il id a d  esperada,en 
la  l in e a  de l resultado encontrado por Bernardo (1979)* Por o tra  p a rte , te ­
niendo en cuenta la 3  propiedades satisfechas por I * “¿ E S( n ) , p ( 3  ) y s i^  IV »  J  “
guiendo id é n tic a s  técnicas ds demostración que la s  u t iliz a d a s  en e l  cap ítu  
lo  te rc e ro , pueden demostrarse para la s  d is tin ta s  u^(^3( n ) )  I a3 mismas
propiedades que la s  contenidas en la  sección 3*2  * Lo im portante, en núes-
3
tro  caso, es confrontar esta  u t il id a d  esperada U(E ( n ) )  con su costo
s
esperado C(E f n ) )  • Su d ife re n c ia  es , según ya se ha d e fin id o , e l  v a lo r
S  3
esperado w(E ( n ) )  del experimento E ( n ) asociado a un proceso ds
e s tra t if ic a c ió n . Además se t ra ta  de una expresión que es función del vector
3
tamaño muestral n • Las d is t in ta s  expresiones que tom aría w(E ( n ) )  en
3
lo s  ejem plos ahora mismo mencionados, con un costo genérico C(E ( n ) )  y 
bajo la  h ip ó te s is  de independencia de la s  cantidades de in te ré s  , se­
ría n  la s  s ig u ien tes  para un modelo de densidad in ic ia l  de Pareto y pobla­
ciones uniform es:
L n
W (E ( n ) )  « g • lo g ( l  + — i )  -  C(E ( n ) )
1 -  1 i -1 rfi  -
«LÍE'C n ) )  -  b l . ( 1    ) -  C(ESC n ))
2 2 L nrr ti + -i)
i -1
L n L 9 L
w jE S( n ) )  -  a • (  TT (1 + - i )  -  1) /  TT ~  .exp( £ d  +  •— ■ ) -  C(ES(n ) )  
3 3 i -1 * •  i -1 r  i - i  v  ~
mientras que para e l  modelo normal re s u lta r ía n
dónete la s  constantes g^ ( i » 1 f2 ,3 )  admiten id é n tic a  in te rp re ta c ió n  que la  
indicada en la  sección 3 .1  9 aunque destacando quef a semejanza de lo  ocu­
r r id o  en dicha sección9 responden a propiedades o comportamientos s a tis fe ­
chos por unidades de l a  población considerada en su conjunto9 independiente 
mente dB la  e s tra t if ic a c ió n  efectuada» Además9 es de destacar que cualqu ier
c r i te r io  ds optim ización de la s  expresiones W (E ( n ) )  conduce9 por una
p a rte 9 a l a  maximización de la  u t i l id a d  esperada del experimento y 9 por e l lo ,  
a l a  maximización de la  información esperada que proporciona9 considerada
és ta  sobre e l vector paramétrico S en su conjunto; y 9 por o tra , minimiza
s _
e l  costo esperada de E f n J ,  En d e f in it iv a 9 e l  tamaño muestral óptimo
se reduce a la  solución de compromiso derivada de a lcanzar la  mayor in fo r ­
mación a l  costo más pequeña p o s ib le , lo  que es equivalente a a firm a r que es 
l a  solución que proporciona la  mayor u t il id a d  esperada a l  menor costo posi 
b le .
Este es e l  momento de d ife re n c ia r  sobre s i  l a  a f ija c ió n  ds la
e s tra t if ic a c ió n  es o no conocida previamente» Como ya se ind icó  en lo s  dos
primeros casos de la  sección 5 ,3  e l  conocimiento previo  o no de l a  a f i j a -
ción se traduce en que l a  expresión de W (E ( n } )  ( i« 1 ,2 ,3 )  dependerá
1
de la  única va riab le  n tamaño muestral to ta l  ó de la s  L va riab les  n
i
tamaños muéstrales p a rc ia le s , respectivamente» Supongamos primeramente que 
ex is te  l a  fa m ilia  de constantes /  f  V . „ verifican do  la s  L con
d i dones
n^ a f^»n i=*1, 2 , » , . , L
para cua lqu ier tamaño muestral to ta l»  Esto im p lica  que dado un tamaño to ta l
n la  adscripdón de esas unidades en lo s  d is tin to s  estra tos  queda p e rfeo -
f stámente determinada» Ce ah í que la s  expresiones Wj ( e ( n J) ( i - 1 ,2 ,3 )
dependan exclusivamente de n ,  s in  más que s u s t i tu ir  en e l la s  lo s  valores
ds n por los  ds n»f • Asi pues l a  condición de optim ización se traduce 
i  i
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en este caso en la  ecuación
d W(E°( n ) )  _ p 
dn
que es equivalente a la
d U(E! [ n ] )  d C(ES( n ) )
m m  q  M a M M M N M M a n
dn dn
y en donde puede apreciarse que e l  tamaño muestral to ta l  óptimo supone una
solución de compromiso entre la  u t i l id a d  y e l costo esperados del experlmen 
s ~ .
to  E ( n J como ya apuntábamos con a n te rio rid a d . En d e f in it iv a ,  e l  tamorío
s
muestral to ta l  óptimo será e l  entero no negativo que maxinrLzando a w(E ( n ) )
sea e l  más cercano a l a  solución de l a  a n te r io r  ecuación. Conocido dicho ta
maño, la  a f i ja d ó n  óptima se obtendrá s in  más que emplear la s  L condi ció
nes n^ » ^ • n ( i “ 1»2, a h i  que en este casa de a f i ja d ó n  previa
mente conocida e l  experimento asodado a l  proceso de e s t r a t i f ic a d ó n  pase a 
s . »
denotarse por E (n j para in d ic a r  que depende exclusivamente del tamaño 
muestral to ta l  n , toda vez que e l  vec to r tamaño muestral queda perfec­
tamente determinado a l conocer a aquél.
Con to ta l  analogía con e l  resultado demostrado en e l  teorema
5 .3 .1  (ya  se demostró con completa generalidad entonces) l a  condidÓn
s s
d W(E ( n ) ) /d n  *  0 puede s u s titu irs e  considerando que w(E ( n ) )  es fun­
d ó n  de L variab les  n pero su jetas a la s  L ex igendas derivadas de
^ g
la  e x is te n d a  de una a f i ja d ó n  p reestab lec ida . Asi pues, d w(E (n ) ) /d n  « 0 
es equ iva len te , en este caso, a la  so ludón  del sistema
*7) d—  a 0 Í = » 1 ,2 , . . . , L
O  n^
donde ^
0 -  U(ES(n ) )  -  C(ES( n ) )  +  S .  "  n* f J
^  . . X X  Xi «1
t a l  como quedó demostrado en e l  teorema c itad o .
En e l  caso de que la  a f i ja d ó n  fuese desconocida e l  in v e s tig a ­
dor deberá determinar todos los  tamaños p a rd a le s  n^ cuya suma c o n s titu í  
ré , a p o s te r io r !, e l  tamaño muestral to ta l  óptimo. Asi pues, en este caso 
e l investigador debe encontrar una a f i ja d ó n  óptima correspondiente a un
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tamaño muestral óptimo único. En este casof l a  condición de maximización
3
del v a lo r  esperado W(E ( n ) )  conduce a l  sistema de L ecuaciones
^ w ( e 5 ( j J )
*7) n,i
que es equivalente a l  
s
^ U f E  (.£l ) )  ^ c (E ( j ^ ) )  * o V— a  - -  i=»1,2 ,
n> n± 3  n
y en donde puede apreciarse nuevamente que cada tamaño muestral p a rc ia l 
óptimo n se obtiene como solución de compromiso entra la  u t il id a d  y eos
3 f
to esperados que proporciona e l  experimento E [ jt_ J del que dicho tamaño 
p a rc ia l n^ forma parte  como componente del vector tamaño muestral •
Suponiendo c ie r ta  l a  h ipó tes is  ds independencia para la s  compo 
nentes 9 del vector paramétrico 3 , la s  d is tin ta s  expresiones que to -
 ^ s
maría e l va lo r esperado w(E ( n ) )  segón se u t i l ic e  una u o tra  función
de la  información esperada serían :  
L 9
i ■ '  - • - 1
i -1
.
) )  -  !  {EC^JtpC 9 ^ ) ]  - C ( E 5( j t J )
W (ES( n ) )  -  0 • C l ---------------------------   ) -  CÍ eS( J 1 ) )
9.
exp( ¿  I  ^Efn^JtPC 3 ^ }  )
i -1
L L
-  £  H ( p ( 0 ± ) )  £  I  ^ E Í n ^ . P Í O ^ }
W3(ES( <n ) )  « g3 .e  1-1 . ( e  ^  -  0  -  C ÍE^^n  ) )
toda vez que la  información esperada sobre ¿  proporcionada por E ( n ) 
se reduce a la  suma de informaciones esperadas sobre cada 9^ proporcio­
nadas por los  experimentos componentes E(n^) • Y análogamente, la  entro­
p ía  de la  densidad in ic ia l  p ( j ) ) es tambión suma de la s  entropías de la s  
densidades componentes p( 9 ) • De ah í que la  ú ltim a  condición de optim i­
zación expresada por un sistema de L ecuaciones conduzca, a su vez, a los  
tre s  sistemas ds ecuaciones resultados de la  ap licac ión  de sendas expresio  
nes para w(E ( n ) )  *
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d I
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d I
g
 ^E (n  ) f p (8  ) }  L & O c ( E  ( n _ )]
--------------------Í -----------= -_ .bxp( - £  I  ¿E(n ) , p ( & ) ] ) - ----------------------
dn^ i=*1 &  n^
 .
 < E (n .),p (£ >  ) j  L 9 v
. --------------------i ---------- [ H{p í&  ) )  - I  *¿E(n ) ,P (  9 )JJ ) -
dn^ i«1
^  c ( eS( n ) )
Como ejemplo da ap licac ión  de la s  ideas an te rio res  vamos a ca l 
c u la r para los  dos modelos desarrollados en e l  cap itu lo  segundo y gen era l! 
zados a l  caso de una población e s tra t if ic a d a , la s  expresiones satisfechas  
por e l  tamaño muestral to ta l  óptimo (en e l  caso ds que la  a f i ja d ó n  se co­
nozca previamente) o por e l  vector tamaño muestral óptimo (s i  l a  a f i ja d ó n  
no es conodda de antemano), cuando e l v a lo r  esperado del experimento v ie — 
ne dado a través de su primera expresión W^(E ( n ) )  , y suponiendo un 
costo l in e a l  dado a través del sumatorio
L
C(ES( n ) )  -  ¿  c *n 
i«1
donde c es e l costo u n ita r io  de observadón ds una unidad del es tra to  
i
i-és im o . Supondremos finalm ente la  independenda ds la s  cantidades de in te  
rés 9 ^  .
TEOREMA 5 .4 .11
8 .
Cuando e l v a lo r esperado del experimento E ( J viene dado por e l  
suma to rta
L d.  L
W(ES( n ) )  « g • ¿  I  ^E(n ) * p ( & ) j  -  ¿  c . n
1 i «1 1 1  M
satis fadéndo se la s  L con ddones  para cua lqu ier tamaño muestral to  
t a l  n
n^ ® n .f^  i a 1 , 2 , . . . , L
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, . £   i   -  £  c . f
i - 1  tf. +  n . f  i -1
resulta que los tamaños muéstralas totales óptimos son los enteros no
snegativos que maximizando W(E ( n )) son los más cercanos a las so-* 
luciones de las ecuaciones
a )  L f M L
1 1»1 i  i
cuando se trata del modelo de densidades iniciales de Pareto y estra­
tos uniformes;
b) L f . (T  L
Í S  •  £  ---------------- ° ---------  -  £  o . f
i»1 2 2 1=1 1
* 1  *  "*V ‘Li
en el modelo nórmala
Dem ostración.-
a) La función 0 toma la  forma
L n L L
0 ■ 0.» £  losCl + — ) -  £  c *n + £  ) . . < ( n  -  n . f )
1 i - 1  ^  i - 1  1 1  i - 1  1 1 1
De ah í que la s  condiciones
— -  o ( i - 1 , 2 , . . . , L )  ; — -  0 ¡ — S - -  0 ( i - 1 , 2 , . . . , L )
'c> n ' J n
conduzcan a l sistem a
EL L
 ^ -  c_ + 7* * 0 (i a1f2f " 0  I n -  f  »n ■ 0
+ n 1 1 i«1  1 1 i i
1 1 ( i - 1 , 2 , . . . , L )
De donde m ultip licando la  primera ecuación por f  y sumando para todos
lo s  estra tos  re s u lta  la  condición a) de la  te s is  del teorema, como condi
ción satis fecha por e l  tamaño muestral to ta l  óptimo.
b) En e l  modelo normal, l a  expresión a op tim izar por máximos
condicionados re s u lta  ser
L <r2  L L
0 » £  lo g ( l + n  •— 2 - )  -  £  c  .n  +  £  A  .(n  -  n . f  )
1 i - i  1 <r2 i - 1  1 1  i - 1  1 1 1
De ahí que la s  mismas condiciones indicadas en e l  a n te r io r  apartado conduz 
can a l  sistema
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r 2GT m* a L1 o i — c + V  m 0 ( i* * ! f 2 | .  .  « fL ) í A * f  ■ 0 }
r J2  2 1 1 i - 1  1 1
+ Y  ^ o i 3
-  n«f^ ■ 0 ( i - 1 y2 y• • . VL)
Y efectuando id é n tic a  operacién que en e l caso a n te rio r re s u lta  finalm ente  
la  ecuación que constituye la  condición b) de la  te s is  del teorema9 con­
d ic ió n  sa tis fe c h a  por e l tamaño m uestral to ta l óptimo en e l modelo norm al.
(c .q .d .)
TEOREMA 5 .4 .1 2
Suponiendo que e l v a lo r esperado del experimento
s . .
E ( n J viene dado
a tra vés  del sumatorio
L L 
w(ES( j i ) ) - g .  2 1  I  ^ E fn ^ tP C  -  £  
i - 1  i -1 Vni
lo s  vectoras tamaños m uéstrales óptimos tien en  como componentes lo s  en
s
te ro s  no negativos que maxindzando a w(E f n ) ) sean lo s  más cerca—
nos a la s  soluciones
a ) B
n — —• ■  i — 1 ,2 ,• • • ,!_
, n = ( g /2 c  ) -  (<T2 /  C  2 ) i - 1 , ............L
1 1 1  1 Ol
donde la  solución a ) ,es v á lid a  para e l modelo de densidades in ic ia ­
le s  de Pareto y e s tra to s  uniformes? y la  solución b) es v á lid a  en
e l modelo norm al.
Dem ostración.- Las condiciones 
d i  ¿E(n ) , p ( a  )J ^ C ( E S( n JJ
g i« 1 |2 |# * .|L
dn^ ''D n
conducen as
a) 19 —  m c i —1y2 y.« « yL
1 V  + n 1
i  i
sistem a que proporciona lo s  tamaños m uéstrales p a rc ia les  óptimos como lo s  
enteros no negativos que maxindLzando a w(E ( n ) )  son lo s  más cercanos a
195
(g  /c  ) — i= » 1 ,2 ,. ..f L
1 1  1
lo  que supone en este caso en e l que e l v a lo r esperado del experimento v ie
s
ne expresado a través  ds W (E ( n ) )  una to ta l co incidencia con e l resu l
1 ~
tado obtenido en la  seccién 4 .2  .
b) En e l modelo normal e l sistem a de ecuaciones a considerar es
<r2
¿g • °  “  c . i« 1 92 9. . . 9L
1 2 2 1
<T + n . c  
i  o i
que proporciona como tamaños m uéstrales p a rc ia le s  óptimos lo s  enteros no
s
negativos que maximizando a w(E ( j O )  sean lo s  más cercanos a
(g l /2o i ) -  ( ^  /  G’3 if  i - 1 , 2 , . . . , L
resu ltado  que también: coincide plenamente con e l obtenido en e l c ap itu lo  cuar
s . .
to  a l v e n ir expresado e l v a lo r del experimento E [ J simplemente como 
suma de lo s  valo res esperados de lo s  experim entos componentes E(n^) •
(c .q .d .)
8 i  s ,
5 .5  INFORMACION ESPERADA I  { e  ( n ) 9p (d  )>
La ú ltim a  ds la s  a c titu d es  que puede tomar e l in vestig ad o r a l
s .  ,
en fren tarse  con e l experimento E [ J asociado a un proceso de e s tr a t i­
fic a c ió n  consiste en considerar la  inform ación esperada que dicho experimen 
to  proporciona sobre cada una de la s  cantidades de in te ré s  9  • E fe c tiv a
3 ^
mente 9 e l resu ltado  experim ental z ds E ( n ) está  co n stitu id o  por un
conjunto de submuestras z^ (i*>192 9. . . 9L) obtenidas en sendos e s tra to s  y 
que son lo s  resultados de lo s  experimentos componentes E(n^) • Pero cada 
una de estas submuestras no sólo contienen inform ación sobre su parámetro 
respectivo  sino que también contienen inform ación sobre la s  cantidades de 
in te ré s  con ámbito de ap licac ió n  en lo s  demás e s tra to s 9 y e llo  debido a que 
dichas cantidades 9^ no son necesariam ente independientes. Así pues, t ie  
nen sentido la s  densidades p( 9 ^ /z )  que perm iten a l in ves tig ad o r c e n tra r
la  in vestig ac ió n  sobre la  inform ación sobre cada 9^  por separado conte­
n ida en e l experimento ES( n ) 9 disponiendo por tan to  de la  fa m ilia  de
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L inform aciones esperadas que ahora mismo definirem os
{ i   L
Cada una de la s  inform aciones an te rio re s  cobra su verdadero sentido cuando 
e l in vestig ad o r está  in teresado únicamente en a d q u ir ir  conocimiento sobre 
una c ie r ta  & exclusivam entey no in teresándo le la s  demás cantidades &
1 J
( j / i )  ,  e , in c lu so 9 e l parámetro g lobal & deducible de todos lo s  paráme­
tro s  9 a través  de la  re la c iá n  8 *» f  ( 3 ) • En ta le s  casos y rea liza d o
^ s ‘
e l experimento E ( n ) e l in vestig ad o r deberá tra b a ja r  con la  inform acidn
que dicho experimento proporciona sobre la  única cantidad de in te ré s  3^  ,
inform acidn contenida en la  muestra to ta l z resultado de su re a liz a c ió n *
Las circunstancias que pueden m otivar a l in vestig ad o r a u t i l iz a r  la  in fo r**
s
macrLón que todo un experimento tan  complejo como es e l E ( n ) proporcio
na sobre una única cantidad 3^ pueden procederf en muchos caso3, de la
ex is te n c ia  de una muestra e s tra tific a d a  e x is te n te  antes de haber surgido
la  necesidad de inform ación sobre , por lo  que puede aprovecharse s in
re c u r r ir  a l diseño de un nuevo experim ento* Esta a c titu d  se ve avalada, por
o tra  p a rte , por e l resultado que posteriorm ente demostraremos y que afirm a
que cualqu iera  ds la s  inform aciones esperadas de la  fa m ilia  a n te r io r  no es
menor que la  inform ación proporcionada sobre la  resp ectiva  cantidad
por e l respectivo  experimento componente E(n^) de ES( n ) • De ah í que
la  u tiliz a c ió n  de una muestra e s tra tific a d a  g lo b al previam ente obtenida
quede plenamente ju s tific a d a  fre n te  a l empleo de la  resp ectiva  muestra par
c ia l z^(n^) de la  muestra e s tra tif ic a d a  g lo b a l. Y todo e llo , evidentemen
te , en ausencia de costo* Estudiemos, por ta n to , la  inform ación que e l ex— 
s
perimentó E ( J proporciona sobre la  cantidad de in te ré s  por se­
parado, cuando ésta  es efectivam ente la  única cantidad de in te ré s  para e l 
in ves tig ad o r.
A f in  de obtener la  inform ación esperada sobre ^  proporcio
nada por E ( n ) e l in vestig ad o r parte  de la s  densidades conocidas p ( 3 )
y p ( z / & ) * La segunda de e lla s  — d e fin id a  con exhaustividad en la  seo-
ción 5 .1  — describe e l comportamiento de la  muestra z en función del
vec to r param étrico 3 y se expresa como producto de densidades conocidas
p ( x . /  ^ . )  QUQ in te rv ien en  en la  d e fin ic ió n  de lo s  d is tin to s  E (n . ) .  Re— 
i  j  i  i
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s u lta rá :
L " i
p ( z / ¿ )  -  7 T  T T  ^  ■  * l p ^ 2 i ^ n i ^  ^
i - 1  j»1 i - 1
con
z (n ) » (x .  .x  i „ l f x ) ( i » 1 f2 f . . . f L)
i  i  11 12 In^
Asi pues, p (z /  & ) dependerá de lo s  d is tin to s  tamaños m uéstrales p a rc ia le s  
n^ que constituyen e l vecto r tamaño m uestral • Por o tra  p a rte , la  densi 
dad p ( j> )  completa la  esp ec ificac ió n  Bayesiana del problema a l s e r la  den 
sidad de probab ilidad  que describe la s  opiniones in ic ia le s  que e l in v e s ti­
gador tie n e  sobre e l vecto r j*  • A p a r t ir  de la  inform ación contenida en la
muestra z -  (z  (n  ) f z (n  ) v. . . 9z (n ) )  la s  opiniones in ic ia le s  sufren una 
1 1 2  2 L L
m odificación debido a la  inform ación que sobre & contiene z • De a h í que 
la s  opiniones posterio res  se describan por la  nueva densidad p o s te rio r dedu 
cida de la  condición de Bayes
p ( ¿ / z )  ©C p ( ¿ ) . p ( z / ¿ )
siendo e l fa c to r de proporcionalidad l / p ( z )  y con 
p (z )  « f p( a ) . p ( z / $  ) .d S
Nuevamente a p a r t ir  de la s  densidades an te rio re s  y cuando e l in te ré s  del in
vestigador está centrado en la  cantidad & , la  cuantificación de la  ir>-
s , ^
form ación esperada que sobre e l la  proporciona e l experimento E (  n J la  
re a liz a rá  a través de la s  densidades m arginales
p( & ) -  /  p C s ^ d D *  , p( Q. /z )  ■ f  p t B / z J . d a 1 
i  J &  -  ~  1 -/(S i' -  —
donde  ^ ^
< £ ) ' -  T T  < £ ) .  y »  T T  d  &
— jjíi J j / i  J
Evidentemente que la  u tiliz a c ió n  de estas densidades asegura la
coherencia del in vestig ad o r a d e s c rib ir  tan to  sus opiniones in ic ia le s  como
fin a le s  sobre 9 , teniendo en cuenta la s  densidades que describen dichas
opiniones sobre todo el vector 3 y del que & no es sino una de sus comi  “*
ponentes. Conocidas ambas densidades y empleando la  form ulación tan conocí 
da de L lnd ley (1956) , puede d e fin irs e  la  inform ación esperada que sobre
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proporciona el experimento ES( n ) a través de la conocida doble inte- 
gral
s I f f  p(s / z )
I  ,/E ( n ),p(s ) { ■ p(z).p( 6 /z).log — -.d6 .dz
-  J  V  1 p( d ) 1
que admita como expresiones alternativas las
JJ
p ( & / z )
p( 9 ).p(z/ 8 )*log —— ,d 8 *dz
1  1  p ( * ± )  1
ÍJ
p ( z / 8  ) 
p( 9 ,z).log d9 >dz
1 p(z) 1
dondet según se ha in d icad o , p( 8^ ) y p( 9 ^ /z )  son la s  correspondientes
m arginales de la s  densidades p ( ¿ )  y p ( ¿ / z )  ,y  la  densidad p (z )  es
conocida* Como ya se h izo  en su momento, es in te re s a n te  destacar dos cir*»
cunstancias en la  doble in te g ra l a n te rio r* Por una p a rte , nuevamente 
^ i  i s i
I  (E  ( n ) ,p(S- )V es función del vec to r tamaño m uestral n puesto que 
sus d is tin ta s  componentes n^ aparecen en la  obtención de la  densidad 
p ( ¿ / z )  y ,  por e llo , en p( 9-^/z) * Este hecho p e rm itirá  u t i l iz a r la  en 
c r ite r io s  de optim ización como lo s  aplicados en casos an te rio re s  para de­
term inar tamaños m uéstrales óptim os. Por o tra  p a rte , en la  inform ación an -
s, .terior influye todo el resultado muestral z del experimento E ( n J en
& i g
cuanto que I  iE  í  n ) , p ( s ) [  es una medida de la  inform ación que sobre
s
9  contiene toda la  muestra z resu ltado  del experimento E ( n ) * Te
i  ■ —
niendo en cuenta la  inform ación esperada sobre proporcionada por e l
experimento componente E(n^) d e fin id a  por la  conocida doble in te g ra l 
(ULndley, 1956) :
8 í , i f r  p ( s . / z  )
I  t E ( n . ) , p ( & . ) }  “  pC &4) « p ( z . /& .)«loS ■ .d& .dz
1 1 1 1  p ( & 1 ) 1 1
donde p( 9 ) es también la  m arginal i-ás im a  de p( 8 ) , parece ló g ico  a -  
i. 9 i .  s . & i
firm a r que I  ¿E ( j i  ) , p ( 8 ) j  debe ser mayor que I  ¿E (n^ ),p ( ^ ) J
puesto que para la  prim era inform ación se in vestig an  un mayor número de
unidades de observación y todas las unidades investigadas por el experi-
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menta componente E(n^) lo  son, evidentem ente, por E ( n ) • Esta a f i r ­
mación será demostrada más ad e lan te . Para e llo , denotemos por z «* (z  (n  ) ,
s i  i
, z f ) la  muestra resu ltado  de E » siendo
2 ’ -  ÍZ i (ni ),Z 2ín2)  * i - l íni - 1 ) ,2 i+1 íni * 1 ) .........ZL(nL})
Es evidente que la s  s igu ien tes igualdades en tre  densidades son iden tidades: 
p( b j z )  -  p( z * ,z ^ (n ^ ) )  ; p (z /  3^) -  p f z ^ z ^ n ^ /  8 ^  ;
p (z f 8 } » p ( z « , z ( n ) ,  6 ) .i  i i l
Demostremos ya e l s igu ien te  
TEOREMA 5 .5 .1
Con la  notación expresada, la  inform ación esperada sobre 8  propor
g ^
cionada por e l experimento E ( n ) no es menor que la  inform ación  
esperada sobre proporcionada por e l experim enta componente E(n^)
Demostración.— De sus mismas defin ic iones
f f  PC d . / z )
A  -  I  <¡E (nJiPCjj)} -  1 *^E(n ) ,p ( 8 ± ) j  -  JJ p (z).p ( 9 ^ /z J . lo g - - - - - - - - -
~  p C ^ ± )
r r  p ( f r / z . ( n j )
, d 8 . d z  -  p( 9 , z  (n ) ) . l o g ----------------------- . d S . d z í n )  -i  JJ i  i  i  p (^ ,  i  i  i
p (  ^ / z ' » z Cn ) )
“ f l  I pC 8> *z ' t z4Cn<))» 1° 0 ------ ---------— .d & .dz (n ).dz*
} U  1 1 1  p O ^ ) ]  1 1 1
Llamand0 p ( & / z ' , z  (n ) )
® 9z* ( H j )» 2>) ■i  i  i
re s u lta
p (
A  -  J J  g( &i , z » l zi (ni ) ) . l o g  g( 8 ^ z ' f ) . p( z ) . p(  G ^ /z ^ n ^ J .d  S^.dz
expresión que es no negativa por id é n tic a  razón a la  u tiliz a d a  para demos­
t r a r  e l teorema 5 .4 .1  •
( c .q .d . )
Notemos que A  no es sino la  inform ación esperada sobre 
proporcionada por la  muestra ad ic io n a l z* supuesto rea liza d o  E(n^) y
2 0 0
obtenido * Aplicando, pues, e l teorema 5 .4 .1  puede afirm arse que es
ta  inform ación se anula s i y sólo s i la  densidad p( & ^ /z )  no v a ría  respec
t o l a  p ( $ / z ( n ) )  salvo en un subcon junto de 9  de medida dominante 
i  i  i  i  & i s
n u la . En d e f in it iv a , deducimos que la s  inform aciones esperadas I  <*E ( n } ,
p( $ ) j  e I  ^ E (n ^ ),p (  8 ^ )J  coinciden s i y solamente s i se v e r if ic a  la  
igualdad en tre  la s  densidades de probabilidad  a n te rio re s . Esto eq u iva le , a 
su vez, a a firm ar que anisas inform aciones co in c id irá n  cuando la  densidad 
p( 9 ^ /z )  sea independiente del resultado m uestral z ' sa lvo , a lo  sumo, 
en un subconjunto de 9^  de medida n u la . Sobre este resu ltad o , de gran in  
te rá s , volveremos más ad e lan te .
E l teorema 5 .5 .1  pone de m anifiesto  un im portante hecho: e l d i 
seño ds un proceso de e s tra tific a c ió n  es , por térm ino medio, ú tilm en te  in ­
form ativo a la  hora de recabar inform ación sobre una determ inada cantidad  
de in te ré s  9^ • Así pues, e l resu ltado  a n te rio r ju s t if ic a  e l diseño de 
una e s tra tific a c ió n  a f in  de a d q u irir  conocimiento sobre una única c a n ti­
dad de in te ré s  9^  • Sin embargo es evidente que, en este caso, la  deci­
sión ú ltim a  deberá tomarse en térm inos de lo s  respectivos valores espera-
dos de lo s  experim entas E(n ) y E ( n ) y comparar e l incremento de in
i  **** “
formación con un posib le incremento del costo asociado a la  e x is te n c ia  de
s
lo s  e s tra to s . No obstante y según ya se a firm ó , e l diseño de E t ie
ne esp ecia l sentido cuando e l in vestig ad o r está in teresado en todas la s  
cantidades 9  y , consiguientem ente, en e l parámetro 9 • De ah í que re
1 &i l s r  i ”su ite  in te resan te  comparar cualqu iera de la s  informaciones I  /E  ( n J,
t s %p(& ) j  con la I t E ( n ) , p ( 9 ) J  que expresa la información esperada
que sobre el conjunto de valores ^ expresado a través del vector para-
^S
m étrico 9 contiene e l experimento E ( n ) • Demostremos e l s ig u ien te  te -
<W MW
orema de comparación:
TEOREMA 5 .5 .2
_ _
La inform ación esperada I  ¿E ( n ) , p ( 9 ) j  es la  inform ación espe—
rada ú t i l  (en e l sentido d efin id o  por Bernardor( 1978) y expresado en
9 s
la  sección 1 .4  ) de la  inform ación I~ ¿ E  ( n ) , p ( $  por la  trans­
formación no b iy e c tiv a  9 ■ 9  ( 9 )  .
i  i  —
Dem ostración.- La transform ación no b iy e c tiv a  9 -  & ( $ )
i  i
puede completarse con la s  identidades
2 0 1
Oí » 9
1 1
OÍ =* 9
2 2
• • •
OÍ a a
i-1 i-1
9 - 9
i i
o< . 91+1 i+1
• • •
oí =• 9
L L
siendo, triv ia lm e n te
9 a oí
1 1
9 » •í2 2
• • •
& oí'
i -1 i-1
9 =* 9i i
- •<i+1 i+1
• • •
9  , ■ oíL L
cuyo jacobiano es
1 0 ■ • • D
0 1 ■ •  a D ■ 1
0 D . . .  1 LxL
 ^ O  f °í • •• 9 . c(, ••• oí )
d  v 1 2 i - 1  i  i+1 L
De ah i que la s  densidades de probab ilidad  in ic ia l  y p o s te rio r de la s  nuevas
v a ria b le s  a le a to ria s  (o¿ f ©í . 9  f oí #. . . f ©í ) vendrán dadas
1 2 i -1  i  i+1  L
por la s  funciones
J ,p(«< “' J  "  Pj>( S 1» V  “
1^ »
j J1 1 * pí 04, , * • • •»  ^ i * c<i + 1 , • • • , °Sj 7^  m
I I **• Mk
donde con la  notación p . indicamos la s  densidades de probab ilid ad  conociO •“ws*
das del vec to r S • De ah i que la s  densidades p( 9 ) y p( d’ . / z )  vengan ^  i  1
2 0 2
dadas por la s  correspondientes m arginales de la s  densidades a n te rio re s , es 
to  es , a través de
p ( 9 ) . d a *  ; p( & / z )  -  J p( 8 / z ) . d á  *
donde
L L
ftD • -  n  5 d e *  -  T T  d 9
-  jy£i J ~  &  j
En d e f in it iv a , por su misma d e fin ic ió n  la  inform ación esperada ú t i l  de la
3 3
I~ ¿ E  f n )#pf«9) }  tra s  la  transform ación & « 8 («9)  d e l vecto r B 
^  ^ i  i  —
no es sino la  inform ación I  J E ( n ) ,p ( d  ) r d e fin id a  con a n te rio rid a d .
( c . q . d . )
Desde un punto de v is ta  teó ric o  nos encontramos, pues, en una 
s itu ac ió n  completamente análoga a la  planteada en la  sección 5 .4  a l compa-
3 3 ^ i 3 I
mar la s  inform aciones I~*¿E ( ) #p( ¿ ) /  con I  11 E ( j i  ) t p ( j j  ) j  • Tenien  
do en cuenta la s  propiedades satis fechas por I ^ E S( n ) , p ( $  puede a -  
fin n arse  que, siguiendo id én tic as  técn icas ds demostración para la s  respec 
tiv a s  propiedades que la s  empleadas por Bernardo (1978 ),  l a  inform ación es
S*i g  - g
perada I  ¿E ( n ),p(«9 ) j  sobre 0  proporcionada por E ( n ) es i>-
na función no negativa que solamente se anula cuando p( $  / z )  es indepen
s .  .
d ien te  del resu ltado  z del experimento E ( n J sa lvo , a lo  sumo, en un 
subcon junto de ©  de medida n u la , resu ltad a  que se corresponde con e l  
expresado por e l teorema 5 .4 .1  para I “*¿E°( n ) ,p (  <9 ) \  .  También I  
E ( ) tP (¿ )J  v e r if ic a  un c r ite r io  de a d itiv id a d  en la  lín e a  del demos­
trado para la  inform ación esperada sobre ¿  en e l teorema 5 .4 .2 ,  a l cum plir 
que I  Í {E S( n ) , p ( & ) }  + I  Í ¿ES(n + l) fi/E S( n ) , p ( d ) }  -  I  S ^ E ^ n + l ) ,
p ( ¿ ) J  .  Considerada como función del vec to r tamaño m uestral n la  in fo r ­
mación esperada I  J e 3[  n ) , p ( ^ ) f  es crec ien te  y cóncava, en correspon
S s *"*
dencia a l resu ltado  expresado por e l teorema 5 .4 .3  para I  ( E  ( n ) , p ( £  <
Y, fin a lm en te , e l teorema 5 .4 .5  puede también a p lica rse  a nuestro caso pues 
su demostración está efectuada con una función 9  *» f ( 3  ) cu a lq u ie ra , ob 
teniendo la  desigualdad en tre  inform aciones
que expresa que la  inform ación esperada sobre e l vector & proporcionada 
por e l experimento ES(n) no es iranar que la  que proporciona dicho expe-
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rim anto sobre cualqu iera de la s  componentes del vec to r pararaétrico .
Notemos que todas la s  propiedades a n te rio res  son v á lid as  independientemen­
te  de la  cantidad de in te ré s  3^  escogida. Por e llo  y reuniendo lo s  re ­
sultados an te rio re s  aparece la  s ig u ien te  cadena de desigualdades
I  ^ C ) t P ( ^   ^ ^  i » 1 , 2 , . . . , L
de la s  que se deduce la  desigualdad en tre  sumatorios
£  I  ^ {E C n  ) ,p (  S ) }  < £  i V f ü W ^ i í '
i - 1  Í - 1  ~
surnatorios que aparecerán ahora mismo a l hab lar del proceso de optim ización
$ i  3 .
de la s  inform aciones I  ¿E ( n ),p(<9 ) j  a f in  de determ inar lo s  tamaños 
m uéstralas óptim os.
9 i  JFinalm ente, dentro de la s  propiedades satis fechas por I  v 
£eS( n ) ,p ( 3  ) }  , e x is te  una que v e rific a d a  por la  inform ación esperada to  
t a l  no lo  es por la  inform ación esperada ú t i l :  la  que describe e l comporta 
miento da la  inform ación esperada como funcional de la  densidad in ic ia l .
T a l como se afirm ó en la  sección 1 .4  , s i b ien la  inform ación esperada to ­
t a l  es cóncava como funcional ds la  densidad in ic ia l ,  no lo  es la  in forrret- 
ción esperada ú t i l ,  a no se r que se considere para un pC ^ /i^  ) f i j o  (B er
$  » g  .
nardo, 1978). Para I  “* { £  ( n ) t p ( ¿ ) j  so demostró este c a rá c te r cóncavo 
en e l teorema 5 .4 .4  .  Pues b ie n , debido precisam ente a la  forma de d e f in ir
> i  s
I  Je f n ),p(>9 ) }  en térm inos de densidades m arginales de la s  funciones
t i  3 (de probabilidad que intervienen en la  definición de I \ E  ( n ),p(9 ) j  ,
sigue verificándose para la información esperada sobre 3 proporcionada
s
por E ( n ) id é n tic o  comportamiento cóncavo como funcional de la  densidad 
p (3  ) , toda vez que lo  es evidentem ente respecto a la  densidad p a r tic u la r  
p( . Demostremos, pues, e l s ig u ien te
TEOREMA 5 .5 .3
I  ¿E ( n ) , p ( S J j  es una funcional cóncava de p f ^ )
Dem ostración.- E l razonamiento seguido en e l teorema 5 .4 .4  es 
vá lid o  en este caso s in  más que considerar que la  igualdad
p ($  ) « ( d  ) + ( 1 - > ) . P „ ( 3  )i ^  cL ^
con
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(p,C&)»d& -  f p0C a)»cia -  1 J 1 -  ~  J 2  -  ~
conduce a
i  p(S ) . d &• -  >. f  p ( $ ) . d & *  + ( 1 - X )
J( f i , -  ~  J . . 1  "  *~
&
p t 8 ) .d S '
<S'
esto es9 a
p( £  ) -  X  P^C 3 ;[) +  ( l —^-)*Pg( i=»1f2 , . . . , L
( c .q .d . )
Situémonos nuevamente ante e l problema esp ec ífico  planteado por 
la  determ inación del tamaño m uestral óptim o. Para e llo  habrá que seg u ir con
3
siderando e l v a lo r esperado del experimento E ( n } como d ife re n c ia  en tre
su u t il id a d  y costo esperados9 expresiones ambas defin idas en función del 
vector tamaño muestral n y que debidamente optimizadas proporcionan una 
expresión satis fecha por e l  tamaño óptimo. Una vez más se considerarán la s  
funciones de u t il id a d  defin idas  en l a  sección 3 .1  como medidas de l a  u tiljL
3
dad esperada para E ( n ) ■ Da ah í que empleando la  conocida notación ds 
s s
U(E ( n ) )  y C(E ( n ) )  como expresiones de la  u t il id a d  y costo esper&-
s . .
dos9 respectivamente 9 del experimento E ( n J pueda9 por tanto 9 defin ir*»  
se su v a lo r  esperado como la  d ife re n c ia  ya conocida
w V ( _ n ) ]  -  u V c O )  -  CfE3^ ) )
i  s s
donde U (E ( n ) )  es l a  u t il id a d  esperada del experimento E ( n ) rea­
liza d o  tan sólo para recabar inform ación sobre la  única cantidad de in te ré s  
9  • De ah í que según se u t il ic e  una u o tra  de la s  funciones de la  ú t i l i
± r 3 f
dad es perada 9 e l v a lo r esperado W (E (. n J J adm ita como expresiones con­
cretas
wÍ ( e3 ( ~ ) ) " 0u * 1 ^ S ( ~ ) , p ( - ) ^  “  c ( e3 ( - !1 -»
9 .
-  g ^ .C l -  expC-I \ E * ( _ n  ) ,p (¿  ) }  ) )  -  C(E ( ^ } )
W g í ^ í n ^ ) )  -  g3 i«Bxp(-H(p( ^ i ) ) ) ( s x p ( l  “  1) -  C( eSCJ2.))
i  s
donde puede apreciarse que W (E ( n ) )  en sus d is tin ta s  expresiones es9
rvxj* ^  i  S  I 3
efectivam ente9 función de n a l se rlo  I  .¿E ( n )» p (J £ ) /  y C(E ( n ) }  •
s
Notemos también que m ientras la s  expresiones de U(E ( n ) )  están de f i  n i— 
das sobre la  inform ación I  { es( n ) , p ( $ ) j  y responden, por ta n to , a l
2Ü5
concepto de una u tilid a d  esperada da la  inform ación proporcionada por 
s
E ( n ) sobre una cantidad de in te ré s  &  de ámbito de ap licac ió n  en un
g ^
único e s tra to , e l costo esperado C(E ( n ) )  expresa, en cambio, e l costo
g
asociado a la  re a liz a c ió n  de E ( n ) , tratándose por e llo  ds un costo vá
d g  .
lid o  independientemente de la  inform ación I  «¿E ( n ) ,p ( ó  )J  considerar-
da. En cuanto a la s  constantes g que aparecen en la s  expresiones de la s
i  s 1
u tilid a d e s  U (E admiten id é n tic a  in te rp re ta c ió n  que la  indicada
en sus respectivas d e fin ic io n e s  de la  sección 3 .1  s in  más que considerar
que deben re fe r irs e  a su parámetro respectivo  9 «O s ah i que deban d i 3—
i
tin g u irs e  en función de dicho parám etro.
La ap licac ió n  del c r ite r io  de optim ización expresado en la  sec
X s
ción 4 .1  conduce a id é n tic a s  exigencias sobre W (E ( n ) )  que la s  in d ic a
das en la s  secciones 5 .3  y 5*4  • Y a s i, supuestamente conocida previam ente
la  a f ija d ó n  ds la  e s tra tif ic a c ió n , esto es, ex istiendo  la s  ya conoddas L
re lac iones n^ =* que adscriben un determinado tamaño
g lobal n en lo s  d is tin to s  tamaños p a rd a le s  n ,  la  condición de optind
s .
zación del v a lo r esperado E ( n J se traduce en encontrar la s  so ludones  
de la  ecuadón
d WÍ (ES( n ) ) ’ d Ui (ES( n ) )  d C(ES( n ) )
dn dn dn
s .  ,
donde con E [ n J queremos in d ic a r  que dicho experimento depende f in a l ­
mente de la  única v a ria b le  n ó tamaño muestral t o t a l ,  a l  ser e l  vector
tamaño muestral n » (n f  ,n f  , . . . , n f  ) • Asi pues, e l  tamaño muestral to—
1 2 L i  s
t a l  óptimo seré e l  entero no negativo que maximizando a W (E ( n ) )  sea 
e l  más cercana a la  so ludón  de la  ecuadón a n te r io r  y del que, a p a r t ir  
ds la s  relaciones previamente estab lec idas , se determinarán los  tamaños 
muéstrales p a rd a le s  óptimos. Evidentemenete, la  condición a n te r io r  es e— 
quivalente a la  re so ludón  mediante minimos candi donados del sistema ex­
presado en e l  teorema 5 .3 .1  , con la  expresión 0 a op tim izar dada por
. L
0 -  U (ES( n ) )  -  C(E ( n ) )  +  X  (n  -  n . f  )
> 1  j  j  j
E l tamaño m uestral to ta l óptimo a s í conseguido raaximiza la  u tilid a d  espe­
d í  srada propordonada por la  in form adón I  -^ E ( n ) ,p (  £ •' Es evidente
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que s i consideramos la  fa m ilia  de valo res esperados
{ w V ( n ) ) J i= 1 f2  L
cada uno de e llo s  proporcionará un tamaño m uestral to ta l óptimo que, ló ­
gicam ente, serán d is tin to s  en tre  s i*  De ah i la  im p o sib ilid ad  de a p lic a r  es 
te  c r ite r io  conjuntamente para obtener e l tamaño m uestral que optim ice to ­
das y cada una de la s  inform aciones esperadas (o va lo res esperados) que to
s
do e l experimento E ( n ) proporciona sobre todas y cada una de la s  can­
tidades de in te ré s  9 * Sin embargo» este resultado re s u lta  también ló g i
^ i  s
co en cuanto que por su misma d e fin ic ió n  cada inform ación I  ( e ( n ) ,
p ( 9 ) j  se re s trin g e  a su parámetro & respectivo  que, por o tra  p a rte ,
es en este caso la  única cantidad de in te ré s  para e l investig ad o r*
También con to ta l analog ía a lo s  procesos de optim ización en
lo s  que in te rv e n ía  I  ¿E  ( n ) ,p (&  ) }  e I ^ E  ( n ) »?( * > ) }  t cuando la
a f ija d ó n  no está  determ inada a p r io r i la  condición de optim ización d e l va 
i  s
lo r  esperado W (E ( n ) )  conduce a l sistem a de ecuadores  
n> w V c  n ) )  U1(ES( n ) )  o  C(ES( n ) )
** 0 j a 1 | 2 , * * * , L
satisfecho  por e l vec to r tamaño m uestral óptim o, de forma que éste tendrá
1 s
como componentes lo s  enteros no negativos que raaxinrLzando W (E ( n ) )
sean lo s  más cercanos a la s  respectivas componentes del vecto r so lu d ó n
del sistem a a n te rio r* Notemos nuevamente que la  ap licac ió n  del c r ite r io
i  s
a n te rio r sobre todos lo s  valo res esperados W (E ( n ) )  ( i « 1 , 2 , * . * ,L )
proporciona un conjunto de L sistem as ds L ecuadones cada uno cuyas 
sendas saludones no son necesariamente ig u a les  y , por e llo , com patibles* 
Sin embarga, la  h ip ó tes is  de independenda de la s  componentes 9 ^  en tre  
s í perm ite raaxindzar conjuntamente todos lo s  valo res esperados a n te rio re s *  
Así pues y en to ta l semejanza con la  secdón 5*4  , supongamos 
la  e x is te n d a  de independenda para la s  cantidades ds in te ré s  ^  • Todos 
lo s  comentarios efectuados en su momento sobre esta  r e s tr ic t iv a  h ip ó tes is  
siguen siendo válid o s en estas d rc u n s ta n d a s * En p a r tic u la r , e x is te  una 
gran s im p lific a c ió n  en la s  expresiones con la s  que se tra b a ja  como puede 
ap red arse  ahora mismo mediante e l s ig u ien te
2Ü7
TEOREMA 5 .5 .4
Suponiendo que la  densidad que describe la s  opiniones in ic ia le s  del in  
vestigador sobre e l vec to r param ótrico venga dadas por un producto 
de densidades de sus componentes 9 9 se v e r if ic a  que la  inform ación
g ^
que sobre 8 proporciona E ( n ^ ) es ig u a l que la  proporcionada
por e l respectivo  experimento componente E(n^) 9 siendo la  densidad
in ic ia l  p( 9  ) la  m arginal correspondiente de p( d ) • Y este resu l 
i  —
tado es vá lid o  independientemente de la  cantidad 9  considerada.
Dem ostración.- Para una cantidad 9 ^  cualqu iera  y siendo 
L
p( 3 ) -  Tí pC ¿r )
i»1
se v e r ific a n  la s  s ig u ien tes  igualdades en tre  densidades:
p( 9  /z )  -  í  p ( 9 / z ) . d 8 *  a — 1 -  í  p (z /  8 ) .p (  & ) * d 9  • «
1 ~  p ( z ) ~  ~  ~
1
p (z )  J
f L L
/V p(z /  9 )• T \  p( & ).dj*« a 
'£> J-1 J 3 > 1  3
« — I .  í  ]"[ p(z  /  9 ) « p ( 9  ) . d 8 «  a
p (z )  j - 1  J J J -
-  |  TX í p(z /  0 ).p( 9 )«d 9 # |p ( z / $  ).p( 9 ) «
p(z) 1 J^ L J 0  j J j  i  i  i
.  L
„ —  .p(z /  8 ) .p (9 ) .  T T  p(z ) ; y
p ( z )  1 1  1  j ¿ i  j
p(z) a íp(z/ 9 ) . p(  9).d9 a JT í p(z /  8 ).p( 9 )«d 9 « FT p(z )
J  ~  ~  ~  ia1 A 9  1 1 1 1 i - 1  1
De donde
p( 9  / z )  -  p (z  /&  }«p( a . ) / p ( z  ) » p( & / z  )
i  i  i  i  i  i  i
De ahí que
2 0 8
&, _ i r r  P Í ^ . / z )
I  ( n ) #p ( $  ) /  -  \ p ( z )«p ( & . / z ) * lo g  ■■■■■■■ —  .d S  .d z  -\  ~  _  j  j j  i  p ( a ^  i
11 P( V 2! 3-  \ \  p ( z ) . p ( 0  / z j . l o g --------------- .d  & .dz  -
j 3  1  1  p í » ± )  1
f f  . p ( 5 , / 0  ® i,  J
« \ p (z  ) .p (  S / z  ) . lo g  ■■■■- ■■■— . d & .dz  « I  J e ( í i ) , p ( 9  ) j
) J  1 i  i  p ( a  j i  i  \  1
( c .q .d . )
Notemos que esta mismo resu ltado  es tá  im p líc itam ente conteni­
do en e l teorema 5.5»1 en e l que se comprobaba la  re la c ió n  en tre  ambas in ­
formaciones» En e fec toy a l p ie  da dicho teorema afirmábamos que la s  in fo r -
& i  g . .
mariones esperdas I  /E  ( n } 9p( d )V e I  *^E(n ) » p ( $ . )  f  o o in rid ianV. ^  *• i  X
s i y sólo s i la s  densidades p ( 9 ^ / z )  y p( ^ / 2^) eran ig u a le s . Dado que
la  muestra total está formada por las submuestras z  ^ (i«1f2f. . . fL) la
afirm ación a n te rio r es equ ivalen te a d e c ir que 9 es independiente del
resu ltado  m uestral z a -  (z  y. . « 9z,  yz y. . . yz ) que es e l que contiene
1 i —1 i+1  L
inform ación sobre e l resto  de parámetros 9  y j^ i  ■ S i esta  c ircu n stan - 
c ia  es extendida a todos lo s  parflnstros dedufiremos que cada nuestra * ± 
sólo contiene inform ación sobre su propio parám etroy lo  que supone una im­
p l íc it a  confirm ación de la  independencia de la s  cantidades 9 • E in v e r­
samente, e l resultado del teorema 5 .5 .4  es completamente lóg icos aceptar 
que la s  9 ^  son independientes presupone a firm a r que todas la s  submues­
tra s  z i con j^ i  y no contienen inform ación alguna sobre la  cantidad
J s
9  t por lo  que la  inform ación que sobre e l la  proporciona E ( j t _ )  debe
c o in c id ir  con la  proporcionada por su experimento componente E(n^) •
Supuesta la  independencia de la s  cantidades de in te ró s  9  es
i
inmedoato e l  s igu iente  
COROLARIO 5 .5 .1
Siendo p( £■ ) ** / l  p( 9  } * se v e r if ic a n  la s  igualdades 
i=»1
L 9 ,  L 9 <9. ,
¿L I  ¿E(n ) yp ( B  } |  « ¿L I  ) f p ( 3  ■ 1 ( J1 ) iP Í¿  ) j
i»1  i=«i ~
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Dem ostración.- E l resu ltado  se sigue de forma inm ediata de lo s  
teoremas 5 .4 .1 0  y 5 .5 .4  .
( c .q .d . )
s
De este c o ro la rio  se deduce que un experimento E ( n ) óptimo 
rea liza d o  a f in  de obtener inform ación sobre e l vector pam m étrico & (esto  
es, sobre e l conjunto de parámetros 9* y , en d e f in it iv a , sobre e l v a lo r  
de $ ) es aquel que optim iza su v a lo r esperado en e l que in te rv ie n e , a t ra
5 . g -
vés da la  u tilid a d  esperada, la  inform ación I ^ E  ( n ) , p ( ó ) j  ■ Ds ah í
que suponiendo la  independencia de la s  cantidades a le a to ria s  ( i - 1 ,2 ,
. . . , L) dicho experim enta óptimo se o b tien e , a su vez, optim izando expresio
nos en la s  que aparece la  suma de la s  inform aciones que proporciona sobre
cada cantidad de in te ré s  por separado, suma que coincide también con la  in
formación que cada experimento componente E(n^) proporciona sobre su paré
metro resp ectivo .
Destaquemos que cuando lo s  parámetros & son independientes
s r 1 .
no tie n e  sentido la  re a liz a c ió n  del experimento E (  n ) para recabar ex­
clusivam ente inform ación sobre una ónica conponente 9  .E n  e fec to ,
s io
E ( n ) o b lig a  por su misma d e fin ic ió n  a la  obtención de muestras en to -
dos lo s  es tra to s  cuando, en e l caso da independencia, toda la  inform ación
que sobre $  proporciona es la  canalizada a través  del experimento com
io  *“
ponente E(n ) ( de forma que, obviam ente, la  e s tra te g ia  óptima pasa, por 
io
la  obtención de una única muestra to ta l de l e s tra to  en cuestión dejando a
g
un lado la  re a liz a c ió n  de todo e l experimento E ( n ) • Esto puede verse
de forma muy g rá fic a  a l considerar e l conjunto de L ecuaciones que con­
ducen a la  obtención d e l tamaño m uestral óptim o. En e fec to , dado un costo 
l in e a l en todos lo s  e s tra to s  y siendo
L
C(ES( n ) )  « ¿ I c .n  
~  i -1  1
9 ±
re s u lta  que bajo la  h ip ó tes is  ds independencia de la s  9 , 1  <E(n )»&i  g Í  i
p( 9 ^ ) ^  *  I  { e  ( n ) ,p (  & )j '  , de forma que la s  L condiciones
j —1 , 2 , . . . ,L
n O n
J J
se traducen, considerando por ejemplo la  prim era de la s  funciones de la
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u tilid a d ,
i ^ V C j O )  -  a 1 lo . i  j tP (  s ) j
en 9 j
*  1 V t ü  d I  > ( n l o ) , P( 9 i o ) }
gU 0 - ^  gi io *  ° ia'D  n. dn,
io  io
m ientras que la s  restan tes  condiciones conducen a l absurdo de considerar
unos costos u n ita r io  nu los, c ■ 0 para todo k /d  • Este absurdo desapa-
k o
rece , obviam ente, a l considerar esos costes u n ita rio s  nulos como solución
y t r a ta r  a toda la  muestra como concentrada en e l único e s tra to  i  -Ósim o.
o
Por o tra  p a rte , independientemente de la  expresión concreta pa 
ra  cada uno de lo s  costos asociados a lo s  experimentos componentes E(n ) ,3r  ^ ■»re s u lta  c la ro  que la  es tru c tu ra  del costo asociado a l experim ento E ( n j  
puede v e n ir expresada coro una suma de lo s  costos p a rc ia le s , toda vez que 
lo s  experimentos E(n ) son independientes. Puede, por ta n ta , can s id ero r-
g
se como expresión para C(E ( n ) )  la  s ig u ien te :
L
C(ES( n ) )  -  2 1  C (E(n ) )  +  c  
—  1=1 1 0
3 .
donde c es e l costo f i jo  de re a liz a c ió n  de E ( n ) y que depende dao — -
la  especial e s tra tific a c ió n  re a liza d a  en la  población X .
Notemos fina lm ente quB con un costo respetando la  e s tru c tu ra  
a d itiv a  a n te rio r y cuando e x is ta  independencia en tre  lo s  parámetros ^  
la  condición
O) WÍ (E S( n ) )*****
...............— — a 0
O n
se traduce en la  igualdad en tre  derivadas 
9
d i  ^ E (n  ) , p ( ®  ) }  d C f E f ^ ) )
dn dn
i  i
(a )
9
Dado que bajo la  h ip ó tes is  de independencia, I * V eS( n )»p(S es una
suma de inform aciones I  \ E ( n , ) f P ( 8 . ) }  t deducimos fina lm ente que s i
i  i
e l costo respeta la  es tru c tu ra  l in e a l,  e l óptimo obtenido de la s  condició
B I B L I O T E C A
nes  I FACULTAS C. WTFMÍTICJII
V A ' -  ' ’
2 1 1
G  W(ES( _ n J )
mmmm si O Í »  1 f 2 f . . « f L
G> n
coincida can e l conjunto de óptimos deducidos de la s  L igualdades (a ) 
a n te rio ra s . Asi pues* en este caso la  optim ización de la  inform ación
S . s i
I '" '/  E f n coincide con la  optim ización en cada e s tra to  de la s
inform aciones I  ^Efn^)»p( b  •
2 1 2
CAPITULO 6
CALCULO DE LA INFORMACION ESPERADA PROPORCIONADA POR EL EXPERIMENTO ES( ) • 
RESULTADOS PRACTICOS
En este ú ltim o cap itu lo  van a ap lic a rs e  la s  ideas te ó ric a s  con
tenidas en e l cap ítu lo  qu into* Para e llo  se verá primeramente dos métodos
que perm iten obtener ds forma p rá c tic a  y exacta la  inform ación esperada que
s
sobre j j  proporciona e l experimento E ) » para más tard e  a p lic a rlo s  a l 
modelo normal* En segundo lu g a r, se obtendrá una expresión para aproxim ar 
la  inform ación a n te rio r ante transform aciones aproximadamente normales del 
vec to r • F inalm ente, esta aproximación será u tiliz a d a  para d e s c rib ir  un 
problema que tie n e  como o b je tiv o  la  determ inación ds una d is trib u c ió n  de 
proporciones*
& 8
6.1  DOS METODOS PARA LA OBTENCION EXACTA DE I ~ Í E  ( ) , p (  5 )J
Es conocido (como ya ss ha comentado en v a ria s  ocasiones a lo  
la rg o  de la  presente te s is )  que e l cá lcu lo  ds la  inform ación esperada pue­
de re s u lta r  d i f í c i l  en la  p rá c tic a , ante la  com plejidad del integrando que 
aparece en su d e fin ic ió n * Precisamente por e llo  ex is ten  métodos de aproxi­
mación que estudian e l comportamiento a s in tó tic o  de dicha inform ación espe 
rada en muestras grandes (v e r ,  a l respecto , lo s  comentarios efectuados en 
la  sección 2 .3  y lo s  trab a jo s  de Bernardo (1979) y Ibragim ov & Hans'Mins 
ky (1973) ) .  Si esta  d ific u lta d  e3 ya n o to ria  cuando la  cantidad de in te ré s  
es una v a ria b le  a le a to r ia  unidim ensional y la  muestra resu ltado  del exp eri 
mentó E(n) se extrae de un ónico espacio m uestral, es evidente entonces 
la  d ific u lta d  ad ic io n a l que supone m anejar un vec to r param étrico como can­
tid a d  de in te ré s , 9, , y una muestra e x tra íd a  mediante un procedim iento cora 
p ie jo ,  como lo  es e l resultado z (n )  del experimento E ( n ) asociado a
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un proceso de e s tra tif ic a c ió n . Precisamente una ds la s  mayores d ific u lta n
s , ,
des rad ica  en que e l experimento E I n J considera un vec to r tamaño mués
t r a l  n cuyas conponentes -  que son lo s  tamaños m uéstrales p a rd a le s  de 
la s  muestras ex tra íd as  en lo s  es tra to s  respectivos -  no son necesariamen­
te  ig u a le s , ex istiendo  d is tin to s  espacios m uéstrales (tan to s  como componen 
tes  t ie r a  e l vecto r 9 ) •  En e fec to , en e l caso co n tra rio  con tamaños par*-«w  0 9
d a le s  igu ales  (esto es, con una a f ija d ó n  uniform e) la  ohtendón de la  in  
formación I~<{e  ( j i  ) , p ( 3  ) }  podría s im p lific a rs e  considerablem ente supo 
niendo que la  muestra z es e x tra íd a  de la  población L—dim ensional
n
i - 1
De esta  form a, la  determ inadón de la  in form adón esperada quedarla encua-» 
drada dentro de la  te o r ía  g en era l, con una cantidad de in te ró s  L-draensio— 
n al ¿  y un espado m uestral también L-dim ensional• Sin embargo, e3 ta  s itú a  
d ó n  no es la  g en era l, por lo  que re s u lta  necesario encontrar procedim ien­
tos (ap arte  da la  obtendón d ire c ta  por ap licac ió n  de su d e fin id ó n ) que 
perm itan obtener de manera exacta o aproximada d c h a  in fo rm ad ó n . En la  pro
sentó sección van a estud iarse dos métodos que perm iten determ inar exacta—
9 . s .
ment8 a I “ \.E ( n ) » p ( j j ) j  * dejando para la  secdón 6 .3  e l estudio  del
comportamiento a s in tó tic o  da d c h a  inform ación ante transforraadones biyec
tiv a s  de la  cantidad ds in terés»
& s
I .  OBTENCION DE I ~ { E  ( j i  ) ,p ( j>  ) }  POR EXTENSION DE LA CANTI
DAD DE INTERES. Consideremos e l vecto r tamaño m uestral n -  (n  ,n  , . . . , n  )
1 2  L
con
L
n -  £1  n 
i - 1
Para este vec to r genérico se define la  m atriz  de dimensión nxL
1 s i j —1 , 2 , « . . , L  ¡
j - 1  j - 1  j - 1
A( n ) -  ( a ^ )  <j * *  f  "k+1 * V 2   ^  \  +  " j
0 en lo s  demás casos
esto es,
¡¿14
A( n )
1 O
Q 
ü
□ O 
ü O
O O
O
O \
o
ü
o
n.
nxL
Expresemos e l  vector paramátrico como un vector columna Lx1
Lx1
y consideremos e l nuevo vecto r param átrico ja- obtenido por la  transform a­
ción d e fin id a  a través  de la  m atriz  A( n ) s
u. -  A« 9
/V# ***
de forma que e l vec to r colurma ja.  de dimensión nx1 tendrá como coraponer>- 
tes
i - í  n
e
A ' T
1
n +1 y  i  ^  n 
1 2
n < i  *  n 
L-1 L
y  tomará valores en e l conjunto
L n L
U. - n  TT “ TT t9 .x (0 x .ííilx  c5?
I  i - 1  j-1  1 i» 1
Consideremos una transform ación in versa  cualqu iera de la  a n te r io r , la  d e fi 
nida por la  m a triz , por e jen p lo , B( n ) da expresión
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B (  n  )  -
siendo
n n n
1 0 « . . .  0 0 0 « . . .  o . . . . . .  o o o ^
O O . . . .  O 1 0  • • • •  O « * • . . .  o o « . . .  o
kQ O • ■ • • O  O O « « .  .  O . . . . . .  1 O « .  .  .  O /  Lxn
9 « B.
Evidentem ente, siendo p ( $ , )  la  densidad de p robab ilidad  que describe la s  
opiniones in ic ia le s  que e l in vestig ad o r posee sobre ¿  f la s  opiniones in i  
c ia le s  sobre e l nuevo parámetro y  vendrán d escritas  por la  correspondien­
te  densidad .transform ada (supuestamente e x is te n te ) p ( y )  ■ A ( p ( ^ ) )  , que 
corresponde a una d is trib u c ió n  degenerada. En e fe c to , toda la  masa de pro­
b ab ilid a d  de la  v a ria b le  y  está contenida en e l hipsxplano de L-dimensio 
nes d efin id o  por la s  Igualdades
j - 1  j -1
Ia-.... "  s l  n  + 1  í  i  í  n  +  n  j    L
J 11 J k k
A p a r t ir  de lo s  elementos a n te rio res  puede considerarse que y  -  ( S  9 y  ) 9 
donde y  es e l vec to r formado por la s  n^—1 componentes 9^ restan tes  
( j » 1 , 2 , . . . ,L ) • Denotemos por m(9 ) la  densidad m arginal obtenida de 
p [ y  ) proyectando la s  n—L componentes restan tes  que definen a y  , esto
es.
donde V- toma valores en
n t í w 7 T  &  j *  * 5 ^
i*»1
Con la  notación expresada demostremos e l s ig u ien te  
LEMA 6 .1 .1
La densidad m arginal ra(¿) J deducida de p( y ]  co incide con p ( ¿ )
D em ostración.- Es conocida (p o r ejem plo, Lindgren (1968)) la  
re la c ió n  e x is ten te  en tre  la s  funciones c a ra c te rís tic a s  de la s  v a ria b le s  ¿  
y y  , dada por
'■f fi t -  Y  i  ^ 0 , t )
donde t  es un vecto r columna Lx1 • R esulta
y  ,  , < »  > " ’  ■ s .
■ E( » , „ • ) . » ( « , " S  ■ Y s  . . ( £ ) ( t>
m » fuá w  /»A OA* »*• *=•
»nde E , -i 
o J , p ( u > )
de probab ilidad  p (u ) )  «
y don r \ denota una esperanza d e fin id a  sobre va) con la  densidad 
w , p ( u
[ •
( c .q .d . )
Apliquemos e l resu ltado  del lema 6 .1 .1  para encontrar un p ro -& j g
ce d i miento que perm ita la  obtención exacta de la  inform ación I  \E  ( n ) ,
p( $ ) j ” ,  Para e llo  demostremos que la s  s igu ien tes s ituaciones son equ iva -
s ,  *
len tess por una p a rte , r e a liz a r  e l experimento E [ n J a f in  de recabar
inform ación sobre e l vec to r cantidad de in te ré s  ¿  ; por o t ra ,  r e a liz a r  e l
experimento E(ES( n ) )  *P (2/ f£ . jJ  consistente en la  extracción
de una unidad m uestral de la  población n-dim ensional
J - i  L n
Z = I l K  X -  r t  X xX x . . . í . . x X  
1=1 j»1 1=1
con objeto de obtener inform ación sobre la  cantidad de in te ré s  transform a­
da Jj* <■ a . 9" 0  Notemos la  e x is te n c ia  de la  igualdad en tre  la s  densidades 
de probab ilidad  s ig u ien te :
L " i
p ( z / * )  -  Tí TT p[x.7 & ) - p ( 2/ ¿ )
i - 1  j - 1  ~
y donde z , en p ( z / ¿ )  , representa un conjunto de L submuestras e x tre í 
das de sendos e s tra to s , m ientras que en p (z /  jaJ  no es sino una unidad 
m uestral de una población n-dim ensional* Notemos además que
pp ( f  ) í z )  '  i  p C z /f c ) * p ( £ ) * d /¿  -  J j  p ( z / j > ) . p ( » , £ * ) . d a . d j u . *  =
-  [ p (z /  $ ) * p ( 3  )»ú&  -  p , J z )
J  — ~  P is o
en v irtu d  del lema 6 .1*1  • Con la  notación a n te rio r demostremos e l s ig u ien te
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TEOREMA 6 .1 .1
I ~ { E S(_n ) , p ( «  ) j  -  I ^ E Í E ^ j .  } J , p ( f e ) j
Dem ostración.- Siendo z e l resu ltado  m uestral común a lo s  ex 
s s
perimentos E f n ) y E(E ( n ) )  y de sus mismas d e fin ic io n e s  re s u lta
t  s I ( f p Cz/ J * )
I ^ e Ce  ( j i  ) ) , p ( ¿ O j  » J j  p ( p . ) . p ( z / | ¿ ) . l o g -------------.d |i,.d z  -
p C ^ )
JJ p( u ) . p ( z /  & ) . lo g  . d u . d z  ■r  • ~  r~
p ( z / S )  
p (z )
p ( z / 9 )  ¿
p( 3 ) .p ( z / S  ) . lo g  — — .d  9 .dz -  I  ^ E ( n ) #p ( a ) r
WW ^  <• Alte ««A. J
U  p (z )
habiendo aplicado e l resu ltado  del lema 6 .1 .1 .
( c .q .d . )
Asi pues e l teorema a n te rio r perm ite transform ar e l problema de 
obtención de la  inform ación esperada asociada a un proceso de e s tr a t if ic a ­
ción a aquel que pretende determ inar dicha inform ación asociada a un expe­
rim ento consistente en la  extracc ión  de una unidad m uestral única de una pío 
blación  n-dim ensional. Como la  dimensión del parámetro transformado es 
también n ,  e l problema queday puesy reducido a l caso n-dim ensional del 
estudiado por L ind ley (1956) •
Transformando e l a n te rio r resultado a l caso lím ite  de una po­
b lación con un e s tra to  único9 esto esy a la  te o r ía  general unidim ensionaly 
e l teorema 6 .1 .1  in d ic a  quey bajo e l punto de v is ta  de la  inform ación espe 
raday la s  situaciones expresadas por lo s  experimentos E(n) y E (E (n ))  
consistente éste en la  obtención de una unidad m uestral cuando ésta se d is  
trib u y e  según
TX  p(* , /&)
a f in  de recabar inform ación sobre J£ = A. 9 — siendo A un vec to r co­
lumna nx1 de valores unidad — 9 son eq u iva len tes . Comprobémoslo para e l
modelo norm al. Seay puesy § una v a ria b le  N (9 y <T ) « La nueva v a ria b leo o
210
a A* B 9 con
\
1 /  nx1
es (DeGroot* 1970) una normal degenerada n-diraensional9 con vec to r media
2 2
A 9 y m atriz  de momentos A. (? .A ' » <f ,AA* • Considerando la  pob la-
o o o
cián
n
Z » Y \  X » XxXx..ü !..xX  
i - 1
n,
d is trib u id a  como una normal n-dim ensional N ( a 9 , h ) de componentes inde­
pendientes f con
2
<T 0 . . .  C
0 <* . . .  0
H
0 0 nxn
y aplicando formalmente e l resu ltado  obtenido por L ind ley (1956) para e l
modelo normal n-dim ensional „
I* .  n 2 1 I h +  A G - a - I
r  Í e ( e ( i i ) ) | N  ( a  & » <T .AA1) }  -  ¿log
o o J | H |
Y a l ser
| A (T2a * +  H |
2 2 2 
<T +  6  <T o o
2 '  2 2
<T (T +  (T o o
(7
<f
2 2 
• • •  G* *** <T
2n 2 2(r»-l) i i 2n
- C *  + n C Q C ,  y | H | -  CT
re s u lta  fina lm ente que
2n 2 2(n-l) 
J^r n 6* +  n (T  CT
r  .¿E(E(n))f N ( A 8 ,  <T A A *) j  -  ¿log ------------------2--------------
C T 2 "
resu ltado  que corrobora da forma p rá c tic a  la  eq u iva len cia  da la s  s ituaciones
recogidas en e l teorema 6 .1 .1  •
I I .  OBTENCION DE I~ -¿ E S( ^  ) yp ( ) )  POR CONSIDERACION DE ESTA
DISTICOS SUFICIENTES EN TODOS LCS ESTRATOS. Un segundo procedim iento para
3 s
la  obtención exacta de I*"¿E ( n ) #p ( s  ) j  es una consecuencia inm ediata
d el c o ro la rio  5 .4 .3  . Notemos qua la  s itu ac ió n  expresada por la  e x is te n c ia
s
de un experimento E ( n ) es tantoién equ iva len te  a la  ind icada por o tro  
experim ento. rea liza d o  para obtener inform ación también sobre 6 y consisten  
te  en obtener una muestra u n ita r ia  de la  población L—dim ensional
Z » Z xZ x . . . x Z  
1 2 L
cuando Z esy a su vezy la  población n -dim ensional
j  n ^
J  n i
Z «* / V X -  X xX x . . . . x X
j  ¿m\  J J J J
Es evidente que e l problema a n te r io r  quedará reducido a la  s itu ac ió n  L—d i­
mensional estudiada ya por L ind ley (1956) cuandoy en cada e s tra to y la  ob­
servación se c iña a l estudio de un e s ta d ís tic o  s u fic ie n te  para todo e l vec 
to r  | de acuerdo con e l c o ro la rio  mencionado. Asi pues y desde e l punto 
de v is ta  de la  inform ación esperaday la s  s ituaciones expresadas por lo s  ex 
perimentos E ( n )  y E( 1 yS) consistente éste en la  obtención de una 
unidad m uestral de un espacio L-dim ensional S en e l que toma va lo res  un 
conjunto de L e s ta d ís tic o s  s u fic ie n te s  para JJ. 9 son eq u iva len tes . De 
h i que sustituyendo lo s  espacios m uéstrales Z^ por sendos en donde 
toman valores un conjunto de e s ta d ís tic o s  ta le s  que
p ($  / z . . « . yz t  \p yz • ) -  p ( 0 / z )  para todo i « 1 y2 y. . . yL
—* 1 i —1 1 i  i+1  L
y aplicando e l c o ro la rio  5 .4 .3  y re s u lte  fina lm ente que 
I * ¿ E SC n ) , p ( * ) }  -  I~ ¿ E (  1 , S ) , p ( 9 ) }
Apliquemos o tra  vez e l c r ite r io  a n te rio r a l caso unidim ensional 
en un espacio s in  e s t r a t if ic a r . La re a liz a c ió n  del experimento E(n) y a 
f in  de obtener inform ación sobre Q y efectuada sobre e l espacio m uestral 
X re s u lta r ía  equ ivalen te -  desde e l punto de v is ta  de la  inform ación e s -
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perada proporcionada -  a r e a liz a r  un experimento E (1,S) consisten te en 
obtener una unidad m uestral de un espacio S en e l que toma va lo res  un 
e s ta d ís tic o  s u fic ie n te  para 9 • La Igualdad de arabos c r ite r io s  queda ga­
ra n tiza d a  por lo s  resultados encontrados por L ind ley (1956) y Bernardo 
(1978) .
La ap licac ió n  de este c r ite r io  a l modelo normal conduciría  a
la  consideración de, por ejem plo, la  raedla m uestral x como e s ta d ís tic o
s u fic ie n te . Supongamos9 pues9 que p[ x/ 9 ) es N ( & , < T )  y que p( 9 )  «
N( &■ 9 <T ) • Sabemos que x será N( 9 9 ^ / J n  ) con valo res en un cdei>- 
o o
to  conjunto S .  Así puss9
9 < r 2 a
I   ^ E (1 ,S ),n I 9 , <r ) f  -  ¿log(l + ---------------- » I ' ¿ E ( n ) fN ( 9  t ^  ) J
L  O O «  O O
<7 /  n
Ya se in d icó  en su momento que la  inform ación esperada pro—
s .
porcionada por un experimento E [ n J no variab a  cuando toda la  muestra 
en su conjunto (y  no consideradas la s  submuestras por separado) se s u s titu  
ía  por un e s ta d ís tic o  s u fic ie n te  respecto a l vec to r ¿  (teorem a 5 .4 .2  ) • 
También comentábamos que este resu ltado  seguía siendo totalm ente v á lid o  en 
te  cu a lq u ier transform ación da la  cantidad de in te ré s , pues bastaba seg u ir 
id é n tic a  técn ica  de demostración que la  u tiliz a d a  por Bernardo (1978) • 
Pues b ie n , a su vez e l resu ltada del teorema 5 .4 .6  puede a p lic a rs e  cuando 
la  in vestig ac ió n  se cen tra  sobre una nueva cantidad de in te ré s  T ( ¿ )
resu ltado  de una transform ación cualqu iera  del vec to r param étrico .  De­
mostremos, pues, e l s igu ien te
TEOREMA 6 .1 .2
Considerando la  transform ación Jk » T( de la  cantidad de in te ré s  
y bajo la s  h ip ó tes is  y notación d e l teorema 5 .4 .6  ,  resu ltas
I í ÍE, ( n r t ) , p ( 3 ) ]  -  I fr{ E S( n ) t p ( 9 ) }  +  l f { E ( n ,  +1)« /E3( n ) f p ( » ) j
^  J  U A to  V »  J  X  «VA. a A
O
Dem ostración.- Siguiendo e l razonamiento de Bernardo (1970) y 
de sus d e fin ic io n e s  respectivas re s u lta
t l 8  , [ f  p ( f c / z ( n ) )
1 vE ) « p ( ® ) j  ■ I p ( z ( n ) ) . p C K / z ( n ) ) . l o g —. d| K. dz ( n)  -
~  JJ ~  I ~  p{ ji*) <
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p ( ^ /z ( n ) )
r -
p (z (n + l) ) .p (  n /z ( r v f l ) ) . lo g  — — — ,d u  .dz(rrt-l) 
-  r  ~  p ( i a )  r  ~
: ^ E ( n  + l ) s/E S( n ) t p (^  } j  -  +1) * / z ( n ) » p ( $ / ZM )  j j  “
o ~  — □
p(|A/z(m-l))
\ p (z (n + l) ) .p (  * i . /z (n + l) ) . lo g  ■  ................. ■»d.*..dz(rH-l)
J  r  ~  p C p / z W )  r  ~
Sumando anisas in te g ra le s  tenemos
f  f  p ( m / z ( > m ) )
p(z(rH-l)).p( u/z(rH-l)).log .......  ■— «di*«dz(n»l) =
J J  ■ [“ *“ pCp) > *"
-  I ^ E S( n H ) , p ( 9 ) J
AA ^
( c .q .d . )
La generalización  a es tad ís tic o s  s u fic ie n te s  en todos lo s  es tra  
tos es inm ediata. Resulta entonces e l  s igu ien te
COROLARIO 6 .1 .1
Siendo z (n ) s u fic ie n te  para z (n + l)  con respecto a ¡¿ en  todos los  
es tra to s , esto es9 verificándose que p (|iA /z (n )yx^n +ij)  ■ p (p : /z (¿ ))  
para todo i>°1 y2 y. . . yL v entonces *
I ^ E 3 ( , n  ) , P ( 5 ) }  =  l f { E S( r » l ) , p U ) j
Demostración.- Es inm ediata s in  más que considerar que en todo 
estra to  I ^ E ( n ^ + l ) 8/E S( n ) » p ( j * ) J  “ 0 V a p lic a r  e l  teorema a n te r io r .
( c .q .d . )
Asi como e l  teorema 5 .4 .6  y su respectivo c o ro la rio  5 .4 .3  p e r­
m itían  d e f in ir  e l  segundo de lo s  procedimientas de obtención exacta para
n ¿ E S( n ) , p ( 9  ) } » e l  c o ro la rio  6 .1 .1  perm ite a p lic a r lo  para la  obten-
*w  9 s
ción exacta de la s  informaciones esperadas I  / E ( n ) , p ( $ ) >  y
a  v. - w  J
i  l 3 ?I  ^E ( n ) t p ( 9  )J defin idas  en l a  sección 5 .2  a p a r t i r  de sendas tra n s ­
formaciones de l a  cantidad de in te ré s  & • Todas estas ideas la s  a p lic a re ­
mos ahora mismo en e l  modelo normal. Puedey pues, e s c rib irs e  bajo l a  nota­
ción ya expresada que
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9 9
i  { & ( . £  ) . p ( ¿ ) J  -  i  J. .s) ,pC&)J , y 
£ $
I  V C _ n  ) , p ( * ) J  -  I  V t l . S l . p t s ) )  .
6 .2  EL MODELO NORMAL
3 . .
La extensión a un experimenta de l a  forma E ( n ) del modelo
normal desarrollado por Lindley (1956) y Bernardo (1975) supone consi­
derar un conjunto de L es tra to s  o subpoblaciones sobre la s  que hay d e fi­
nidas sendas densidades normales y dependientes de cada conponente &• 
de & dadas por^  9 cv
x -  V
,  - i  (   i  )
p(x±/  &i ) -   .......   S (T± Xi  €  R
con <T  ^ conocida en todos lo s  e s tra to s . Debido a la  independencia de las  
muestras p a rc ia le s t l a  densidad conjunta que describe toda la  muestra z 
vendré dada por ¿y
L " i  1 -  ¿  (  J ü  i  f
p ( z/ ¿ )  -  7T T T -------------------  <r
i ’ 1 > 1  y / z ü  <r
con Z a  (z  ,z  , .«  .  ,z  ) 9 y z » ( * , , » *  » • • • » * ,  ) i  *  1 , 2 , . . . ,L  . Por
1 2  L i  11 12 in
tanto  z puede considerarse como una nuestra cuya d is trib u c ió n , depondien 
te  del vector a le a to r io  columna Lx1 ¿  , tie n e  como densidad de p ro b a b ili 
dad un producto de densidades -  recordemos que la s  submuestras son a leato  
r ia s  e independientes entre  s í  -  muítinarm ales de n^-dimensionesv respec­
tivam ente.
La densidad in ic ia l  p ( 9 ) esp ec ifica  completamente e l  modelo.
En general supondremos que p( $,) es también una m uítinormal que, descri­
biendo la s  opiniones in ic ia le s  que e l  investigador posee sobre ¿  f tien e
como vector media 9 y como m atriz  de momentos H y de componentes
□ <w°  °
CT • Así pues,
n -  i  ( & -  9  )• H*1 ( 9  -  9  )
p( 9 ) -  ---------------------  ■ -  - o  o -  - o
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La a n te r io r  h ipó tes is  acerca de l a  d is trib u c ió n  de ¿  abarca tara 
bién una s e rie  de casos en los  que e l  investigador p re fie re  d e s c r ib ir  sus o— 
piniones in ic ia le s  sobre cada componente 9 por separado a través  de un 
conjunto de L densidades p( 9 /  v|>) t donde ^  es un nuevo parámetro que 
in d ic a  l a  dependencia entre  la s  ^  • ^spec^f?:*'cand0 una densidad in ic ia l  
p( y )  para e l  nuevo parámetro* la  densidad conjunta se obtendrá de la  in te  
g ra l ya mencionada en la  sección 5.1  
Lre p( Sj/^ j.pc Y)*d^f - pt¿)
i=»1
Pues b ienp e l  modelo normal descrito  ahora mismo abarca también l a  s ituac ión  
a n te r io r  cuando la s  p( & /  \p ) son normales con e l  mismo v a lo r  medio tp • 
Este es e l  sentido del s igu iente
TEOREMA 6 .2 .1
Siendo p( 9  /  *p ) normales con media vp y varianza conocida
para todo i  a 1f2 f . . . , L  9 siendo p ( \p )  normal de media ip y
varianza f re s u lta  qus l a  d is trib u c ió n  conjunta p( 9 )  es mui-o
tinorm al L—dimensional•
Demostración.- Por misma d e fin ic ió n  
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Así pues f y con generalidad, consideraremos como h ip ó tes is  bási
s , ,
cas del modelo normal asociado a l  experimento E ( n J la s  dos s ig u ien tes:
I .  p(x /  8- ) es N( 9 . <T’ } f i« 1 ,2 f . . . , L
i  i  i  i  .
I I .  p( & ) es multinormal N ( 8 fH )•w  — o □
3  r .
De esta  forma e l experimento E [ n J se d e f in irá  como la  fa m ilia  de L
experimentos 1 E (n ) } :
L i  i  J i*»1 v2 , . . . yL
E -  ^ X , © , N ( S , < r ) V  
i  L i  1 1  i  j
S í 3 L. 7
Pasemos ya a obtener la  información esperada I  \ _ E f n ) » N ( 9  *H ) r
^  *>«• *s— Q □  « '
aplicando lo s  resultados de la  sección a n te r io r .
I .  Obtención de la  información esperada en e l  modelo normal por 
extensión de la  cantidad de in te ró s . Apliquemos lo s  resultados encontrados 
por e l primero de lo s  métodos propuestos en la  sección 6 .1  .  La h ip ó tes is  I  
perm ite considerar a la  muestral g lobal z como una muestra u n ita r ia  de
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una población n-dimensional normal muí t i  v a r ia n te , de media A. 8  ^ y ma­
t r i z  de momentos M , siendo la s  matrices
f 1 s i  j« 1 , 2 , . . * ,L
j —1 j —1 j —1
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De la  h ipó tes is  I I  del modelo normal, considerando extendido e l  
parámetro o r ig in a l ¿  a l  nuevo vector paramótrico -  A. , re s u lta
(DeGroot, 1970) que la  d is trib u c ió n  de ja es una normal rau ltivarian te  n -d i 
mensional degenerada, con todo la  masa contenida en un hiperplano de L d i 
mansiones y con un vector media A. S y m atriz  de momentos s in g u la r
—  Q
AH A» . 
o
Con la  transformación a n te r io r  y aplicando e l  resultado de Lin  
dley (1956) para la  inform ación esperada del modelo normal m u ítiv a r ía n te , 
re s u lta  por e l  teorema 6 .1 .1  que
I ~ { eS( n ),N L(&  fH ) )  -  I^ |¡E (E S( n ) ) fNn(A S  ,AH A ' ) }  -/W »m-Q O j  AX.O O -/
I AH A' + M |
i  lo g
\ u \
(1)
como la  información esperada sobre ¿  proporcionada por ES( n ) cuando 
se satis facen  la s  h ipó tesis  I  y I I  del modelo normal antes mencionadas.
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Ya se comentó en e l  cap ítu lo  quinto que bajo la  h ipó tes is  de in  
dependencia de la s  componentes 9 la  expresión de la  información espera
g  ^
da sobre ¿  proporcionada por E ( n ) se s im p lificab a  notablemente y ve­
n ía  expresada como suma de la s  informaciones esperadas sobre cada 9 ^  pro 
porcionadas por los  experimentos componentes* La traducción de este resu l­
tado a nuestro caso se re a liz a  a p a r t i r  del s igu ien te
TEOREMA 6 .2 .2
En e l modelo normal, siendo independientes la s  componentes 9^ del
vector paramétrico ¿  , re s u lta  ser  
I ~ { e S( n ) ,N L( 6  ,H ) j  -  £  ¿ i o g ( l  +  n )
^  O w'  . X  «-i - 1  <T ^
Demostración.- Bajo la  h ipó tesis  del teorema, la  m atriz  H es
o
diagonal
°  ............
de forma que
verificándose que
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resultando, por ( i )  , que
3 L G*°
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E l teorema a n te r io r  no es sino confirmación p rác tica  del coro­
la r io  5 .5 .1  .
I I .  Obtención de la  información esperada en e l  modelo normal por
consideración da es tad ís tico s  s u fic ie n te s  en todos los  e s tra to s . Considere
mos previamente la  obtención de la  densidad p o s te rio r p (J > /z ) • Para e l lo ,
siendo x £  X ( i » 1 , 2 , . . . ,L ) , l a  d is trib u c ió n  conjunta del vec to r x* » 
i  i
=* (x  , x  formado por componentes independientes vendrá expresada
a través de la  densidad de probabilidad
1___________  - ¿ ( x - S ) « R ( x - e )
p (  X  /  d  )
C / I ^ ) L n  <T.
i-1
donde ñ es la  m atriz  de p rec is ió n , inversa de la  correspondiente m atriz  
H de covaríanzas
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Denotando por T a la  m atriz  de precis ión  de l a  densidad in ic ia l  p( 9 ) 9
-1  ^
esto es9 T « H , demostremos e l  s igu iente  
o
TEOREMA 6 .2 .3
Bajo la s  h ipó tes is  del modelo normal y con l a  notación a n te r io r9 
p f 9 / z )  es muitinorm al L-dim ensionalf con vector media
8 *  » (T +  NR)*"1(T 8  + NRx ]
y m atriz  de precis ión ig u a l a T +  NR 9 siendo
x e l  vec to r columna cuyas componentes son la s  medias muéstrales de 
la s  submuestras extra ídas  en lo s  respectivos e s tra to s .
Demostración.— La función de v e ro s im ilitu d  s a tis fa ce  l a  r e la ­
ción s ig u ien te :
L ni  x -  8  2
p ( z /¿  ) oC exp( -  ¿ £  2 1 ( ■ —  ) ) -
i®1 j=*1 CTi
n
i
TX exp( -  ¿ H  )
i=*1 j»1
Pero a l  ser  
n n
¿  (x  -  -  ni . ( 9 ± -  x  /  +  ¿  (X i j  -  x± ) 2
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“ i "  Z - * d \
j=»1
re s u lta  finalm ente
230
Dada que
p (8  ) cC exp( -  i  ( 9  -  9 q ) '  T ( 9 -  8 ^ )  )
l a  te s is  del teorema se alcanza s in  más que seguir id é n tic a  técn ica de demos 
t r a d é n  que l a  u t i l iz a d a  por DeGroot (1 9 7 0 ), pág 176 •
(c .q .d . )
De este resultado puede observarse que la  densidad p ( 3, / z )  
s e r la  la  misma s i  en vez de considerar l a  muestra to ta l  z e l  investigador  
se hubiese ceñido a la  observación del vector x .  En e fe c to , dicho vector
-  cuyas componentes son independientes entre  s í  a l  serlo  la s  submuestras
sobre la s  que están defin idas  — se d is trib u ye  según una mui ti. no m a l de me
d ia  ¿  y m atriz  de precis ión  NR , puesto que cada componente es normal de
2 —
media 9 ^  y varianza ó* ^/n^ • Asi pues, re s u lta  ser p ( j9 /z )  -  p ( ¿ /  J< )
y P ( j í , /2 ) ■ p( ¿. / z ^ » 9 ^ a 1 f 2 , . .# ,L  • Db ahí
que aplicando e l  segundo de lo s  métodos de l a  sección 6 .1  , l a  información  
esperada I ^ E  ( j i^ ) f N  Pusúe obtenerse estudiando la  informa­
ción contenida por una muestra u n ita r ia  del espacio
L
x -  71 x
i-1
en e l  que toman valores e l  conjunto de es tad ís tico s  s u fic ie n te s  x ,x
— — L —1  ^ ^
x .  Dado que, según acaba de a firm arse , x es N ( 8  f (NR) ) ,  aplicando
e l resultado de Lindley (1956) para la  inform ación esperada sobre ¿  pro­
porcionada por una unidad muestral en e l  modelo normal n-dim ensional, re­
s u lta  finalm ente que
3 3
I - { e S( n ) ,N~(  9 ,H )J -  Í - ¿ E S( 1 ,X ),N  ( 8  ,H ) }  =
w — — O O ^ — o o
I H +  (NR)~1 j l H N +  H I
a £ log ■ — -°-  — a ¿ log ° ■ ■ — (2)
l (NR)"1 l l H |
como expresión de la  información esperada que, sobre ¿  , proporciona e l
s .
experimento E ( y bajo la s  h ip ó tes is  del modelo normal.
Los resultados establecidos por ( 1) y (2) coinciden, como 
queda recogido en e l  próximo
TEOREMA 6 *2 .4
Bajo l a  notación 0 h ipó tes is  qus conducen a lo s  resultados ( 1) y 
(2 )  9 se v e r i f ic a  que
i AH A' + M | l H N +  H l
l M l H
Demostración.—
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Restando l a  2 S l ín e a  de l a  1a 9 l a  3 a de l a  2 a9aaa9l a  n -ésim a de l a  ante— 
a 1
r i o r f l a  (n +  2 ) -^ sima de l a  (n  +  l ) fl-ésim a9* . . 9 l a  (n + n ) a-ésim a de 
1 1 2 1
l a  a n te r io r , la  fn  +  n +  2 ) a-ésim a de l a  (n +  n +  l ) a-ésim af y a s i 
9 1 2 1 2 9
sucesivamente hasta re s ta r  l a  na^ s im a  l ín e a  de l a  ( n - l ) B-ésim af re s u lta :  
a l  tomar determinantes que
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Sumando la  1s columna a la  2a y desarrollando par e l  elemento ( l f l )  resu l­
ta
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Repitiendo id é n tic a  operación a n te r io r  o tras  n -2  veces y desarrollando
1
siempre por e l elemento ( l f l )  resultas
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Sumando la  segunda columna a la  3* y desarrollando por e l  elemnto (2 ,2 )
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Repitiendo id é n tic a  operación o tras  n^-2 veces y desarrollando siempre
por e l  elemento (2 ,2 )  resu ltas
<r2 (n r D ( r 2(n2- l )  
1 2
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Iterando estas operaciones para j  > 3 ,4 L-1 , resu ltas
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Repitiendo idén ticos  procesos an terio res  para j»L  9 re s u lta  fina lm ente:
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Y a l  ser | H | -  TX ^  .
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se obtiene que 
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(c .q .d . )
En e l  caso da independencia de la s  componentes del vec to r
paramétrico ¿  se obtiene e l  mismo resultado que e l  contenido en e l  teorema
6 .2 *2  9 como era  de esperar# En e fe c to 9 siendo H diagonal:
a
H N + H 
o
o 2
1 11 \1
□
0
2 22 2
\
* JH„N + Hl -  f [  ( « v ^ í í )
i - 1
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de donde
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Veamos dos casos p a rtic u la re s . En un proceso de muestren b ie s tra tif ic a d o  
la s  matrices an terio res  resu ltan
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Análogamente, l a  ex is ten c ia  de tre s  es tra to s  da lu g a r a la  s igu ien te  expre 
sión de la  información esperada en e l  modelo normal:
3 , s , , 3 , _ , i  5 - C i i
I ' Í E  (n  .n  .n  ) PN -  1 +  £  n±—  +
i - 1  C .
3
+ £  
i - 1
I Adj [ 3
11 n  n
I H 1 3
- r r \ \| Adj < 'i  \ j ^ i  J | H ] i - 1
donde la  notación Adj representa e l  respectivo adjunto en la  m atriz  corres  
pondiente.
I I I .  Obtención de la s  informaciones esperadas sobre 9  y &  •
3 r %
Cuando e l in vestig ad o r, a l  r e a l iz a r  e l  experimento E ( n J asociado a un 
proceso de e s tra t if ic a c ió n , está  más interesada en conocer la  cantidad a lea  
to r ia  unidimensional
O *■ J * 9  con J * — ( h , h , •  • . ,  h )
AA. 1 2  L
2J6
fv S
deberá c u a n tif ic a r  la  inform ación esperada que sobre 0“ proporciona E ( n ) ,
esto es, deberá c a lc u la r  I  ^E S( n ),N  f 9 ) } • Precisamente e l  corola
* ^ o o
r io  6 .1 .1  permite emplear para su obtención id é n tic a  técn ica a través de
e s tad ís tic o s  s u fic ie n te s  en todos lo s  e s tra to s . Así puesv consideraremos
nuevamente e l  vec to r x a (x  -x f . . . , x  ) que se d is trib u ye  segdn una m u lti*w 1 2 L *“*
normal L—dimensional
p( x /  9 ) -  NL( 9  ,Hn"1) x £  X
Siendo p( 9  ) » NLf 9  »H ) , e l  teorema 6 .2 .3  in d ic a  que
*“*• o o
p(® /  x ) -  NL((H  *” 1 + m T V ( H  + Nh"1x ) f [H
O Q m > Q 0
De acuerdo, pues, con e l  co ro la rio  6 .1 .1  se v e r if ic a  que
I  *{_ES( n ) ,N L( $  fH ) \  » I  { e (  1 ,X )#NL(&  ,H )Ju a-«- □ o <*»* o o
Por o tra  p a rte , de la s  an te rio res  densidades de probabilidad se deduce que
p ( » )  es una normal unidim ensional, de media J *S  y varianza J'H J •~ -o  o
Así pues
p C o* ) -  N(ü»9 , J*H J)o o
m ientras que,, análogamente,
p (&  /  x ) -  N( J»(H ~ 1 + NH~1r 1(H - 1 S + NH*"1.x  ) ,  J»(H +  NH~1)~ 1J )
AA* O Q «»*■ O Q
Demostremos primeramente e l  s igu ien te  
LEMA 6 .2 .1
Bajo la  notación desarro llada  
p( x ) a f/"( 9  , H + HN
a a .  □  □
Dem ostración.- En e fec to , 
p( x ) -  í p( x /  9 ) .p ( 9  ) .d 9  •  í NL( 9 fHN 1).N L( 9 ,H ) .d  9
A A .  J  «N A . A a  X M  J  AA- M  Q  Q
— 1 —1 —1
Denotemos por P a (HN } y P » H a la s  respectivas m atrices de
o o
precis ión  de la s  densidades p ( x / É > )  y p( 9 ) « Resultará
/ ¡ ñ T í
p( X }  ---------£—  exp( -  i  ( X -  3 ) '  P ( X -  9 ) -  ¿CS -  9  ) 'P  ( S - S  ))df \ L m» *-iV* O O w( 2 n )
Estudíenos e l  exponente.
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( x -  9 )• p ( x -  e ) + ( 8 - e ) ' p  a + b«vw AA# nfiT Q Q O
donde
A -  { 9 -  (P + po ) " 1Cpo £ 0+ p ¿  ) j  • (p  t  P j U -  (P +  p0 5“ 1( p0 ¿ 0  +  p * } j
-  { ( p +  Por 1((P  +  Po ) 9 -  PQ¿ a -  P x ) j .  (P +  Po )
{(p + por 1((P + po)9 - p0j o-p*)J - 
■ í p0 ( i  -  V + p ( ¿  - 5 } ' (p +  P< A  po( ¿  -  V + p(^  }j
B »  ( x -  9 } * P(P +  F f 1 P ( x -  9  ) -«M, M# □ O O - * ’ O
,  J í  x -  8 ) +  (3  -  s H  • P ( P +  P r 1P | ( x - 8 )  + ( í  -  9  )JM M» •• *• g J □ O  ^ *** **“ *— O •<'
resulta
1 1 PP [ f
p[ x ) - —------2— exp( -  i  B) exp( -  ¿ A) . dd »
C 2 r t .)L 7  I PP I C v /s ñ  )*"
 —— exp( ~ ¿ B ) .  1  - .........
( 2 ru ) L J  1p +  PQI
C > / i a ’ ) L  y  | p  +  p J
esto es,
l pp I -  -1 -
°  exp( -  i  ( X  -  S ) •  P(P +  P ) P ( X _  S ) )^  —Q □ O — O
p( X  } -  NL( e ,(P (P  + P ) "  P ) "  ) -  N O  ,H + HN~ )
«vv O O O  ■'‘ O O
( c .q .d . )
Este resultado perm ite, a su vez, demostrar que la  densidad so
bre 9 calculada a través de p( x ) y p ( 9 /  x ) es ig u a l a l a  obtenida
*><
de p(B  ) a través de la  tran3formacién l in e a l  que define a 9 • Este es 
b1 sentido del próximo
LEMA 6 .2 .2
f p( x ) . p ( 0 /  x ) .d  x ■ N ( j * $  .J*H  J)
Demostración.- En e fe c to , la  función c a ra c te r ís t ic a  de la  dis­
trib u c ió n  de 9 d e fin id a  a p a r t i r  de p( x ) y p ( 9 /  x ) viene dada por
Z3S
y  ( t )  *  J  J p( 21 )«PÍ 9 / x } .d j<  J dS -  
» J p( 2^  ) {  J  ei t ^ p ( ^ /  21 )»d ^ J  d ü  ■ J  p( 21) £
j 8 Í t 9 N ( j , (Ho"’1+ NH"1) " 1(Ho" 1S o + NH~1 ¿  NH~1r 1j ) . d a J  d ¿ «
f r -  , i t J ' ( H  " V  NH“1)~ 1(H S + NH*"1 x ) -  ¿ t2J«(H " 1+  NH” 1r 1J -  
■ Pl x J,e o O — O —  o .d  x
J  «SA.
i t J ' (H “ 1+ NH~1)~V i -  ¿ t2J»(H ~ 1+ NH~1)~ 1J
8 0 O O O «
- 1  - 1 , - 1  -1  -
i tJ » (H  + NH } NH x f - x . -  r , ,  ,  , c „ « 1e o  .p(. x j id  x a [aplicando e l lema 6 .2 .1  J
x p ( itü '(H  V  NH 1) 1H -  ¿ t2J '[H  V  NH 1) +o o
+ i t J ' ( H  ~ 1+ nh~ 1)~ 1nh~ 1$ -  ¿ ; t2j» (H  ~ V  nh~ 1)~ 1nh~ 1( h +  hn" 1) nh" 1(o — o o o
(H " V  m ~ 1f 1j )  « exp (itJ« (H  ~ 1+ NH~1r 1(H ~ 1+ NH~1) ^
o o o — o
-  ¿ t2J»(H ~ 1+ Nh" 1) " 1J -  ¿kt2J.!H Nh" 1( h ~ V  NH~1)"*1J) -
o o o
-  e x p ( i tJ ' & -  ¿ t2J * ( l  +  H Nh"1)(h  “ 1+ NH~1)~ 1ü) -— o o o
e x p ( itJ *9  — ¿ t2J*H J) 
— o o
( c .q .d . )
Los lemas an terio res  permiten obtener l a  información esperada
s
sobre & proporcionada por e l  experimenta E ( n ) en e l modelo normal.
TEOREMA 6 .2 .5
En e l  modelo normal y bajo l a  notación a n te r io r , siendo B ■ J • &  .
b J«H j
I  i  ES( n )»NL( S  fH )}■ -  ¿log —  °-  «• o o j
Dem ostración.- Por e l  c o ro la rio  6 .1 .1
I 8{ e S( n ) ,N L( 8  ,H ) }  -  Í 9- /e (  1 ,X ),N L( S  ,H ) }
*• ■*' O O '» ^  +~ O O J
p ($  /  £  )
p ( x  ) . p ( * /  x )» log  — — — ,d 9  #d x a
P ( & )
p( x )«p ( & /  x )« i°g
J 'H  J
_ ü _ ,  B Xp (
-1  -1
J*(H  +  nh ) j  
□
( 8  -  J ' ( H  " 1 +  NH_ 1 ) " 1(H “ 1S + NH~1 X  ) ) 2  (  & -  J* 9 f
( -  i ------------------2------------------------- o_~_o-------------  +  i ----------------2 0 _  j
—i  « 4  «.4
j * ( h +  nh ) j
o
J'H J 
o
■J
I J,H J ( (
log I ------------ °  -  i \  p( x ) .p (  8 /  x ) .
I -4  «4 -1  J/ ~
u j »(h +  nh ) j
< 8 - E» ( s , / ; ) ( 0 ) r
v f & / “* ^ C e )  P l & /  X J
*.d9 *d x +
+ ¿ \ pC x )«p(& /  x)«*
vp ( 9 ) ( 9 )
».d9 id  x « (por lema 6 .2 .2 . )  -
i  log
J 'H  J 
o
—4 . 1  «.4
j »(h  +  nh ) j
o
- 4  + 4 p(a )••
< » - W 8) r
V . ) í8)
••d d
i  log
J 'H  J 
o
. 4  . 4  «.4
J ' Í H  +  NH ) JO
y donde E , •» y V r denotan, respectivamente, la  media y la  varían
p[uOj P l^ J  “
za calculadas sobre la  d is trib u c ió n  de la  v a ria b le  a le a to r ia  ul •
(c .q .d . )
El resultado a n te r io r  perm ite obtener l a  inform ación esperada
^ i  s L. t
1 J e í  n ),N  í  9  ,H ) V como caso p a r t ic u la r*  Cuando e l  investigador es
'NA-   O O ^  “ *
tá  interesado en la  estimación de l a  única cantidad y dispone de la
muestra z resultado del experimento ES( n ) , deberá ser capaz de c a l cu
l a r  o c u a n tif ic a r  la  a n te r io r  inform ación esperada.
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Sea e l  vector J defin ido  como
J* -  (0  . . .  0 1 0 . . .  0 ) siendo
y cuyos elementos son todos nulos salvo e l  que ocupa e l  lu g a r i-és im o . Note 
mos que
o
J'H  J -  (T . 
o 11
J*(H  “ 1 + NH*"1) " 1J « a 
o 11
donde a es e l  elemento ( l 9l )  de l a  m atriz  (H +  NH ) .  Asi pues,
siendo m ^ e l  elemento ( i ,  i )  de la  m atriz  + NH f que es la
m atriz  de precis ión  de la  densidad p( 3  /  x ) , re s u lta rá  ser:
o
AA AA*
^
J»(H + NH ) J 
o
Adj m
11
Adj (
Adj (J
11
I Hq I
n f
■ i >
-1  -1
H + NH 
o
-1  -1
H + NH 
o
De ah í que por e l  teorema 6 .2 .5  y con l a  natación a n te r io r  sea evidente e l  
sigu iente
COROLARIO 6 .2 .1
Siendo m e l  elemento ( i ,  i )  de la  m atriz  H  ^ +  NH ,
9 i  i i
I  ¿ E S (  n  ) , N  | H Q ) j  « i  log
11
r -1  -1
H +  NH 
1 o
Adj ra
11
Notemos finalm ente que la s  expresiones de todas la s  an terio res  
informaciones esperadas son función del vector tamaño muestral jt_• Este 
hecho -  obvio, por o tra  parte  -  la s  hace de especial ap licac ión  para de­
term inar e l  tamaño muestral óptimo, conforme ya se ind icó  en l a  exposición  
re a liza d a  en e l  cap ítu lo  qu in to .
d i s •%
6 .3  COMPORTAMIENTO ASINT0TIC0 DE I~*< E f n ) ,p ( &  H
Como ya se estab leció  en la  sección 6 .1  e l  cálcu lo  exacto de 
l a  inform ación esperada sobre 3 proporcionada por e l  experimento ESf n )
B I B L I O T E C A
FACHLTJ9 C. ITJITFV*T!"“S
V ' 1 "
re s u lta  d i f í c i l  en una gran cantidad da casos* Da ah í que sea esencial e l
conocer a l  menos su comportamiento a s in tó tic a  a f in  de poder diseñar ade-
s~ .
cuadairente e l  experimento E [ ) y determ inarf por ejemplo, su tamaño
óptimo* Precisamente en esta  sección va a generalizarse para l a  s ituac ión  
expresada por E ( n ) e l  resultado de aproximación obtenido por B em ar- 
do (1979) y a l  que ya se hizo re fe re n c ia  en la  sección 2*3 a l  comparar 
la s  informaciones esperadas de lo s  dos modelos a l l í  desarrollados*
Bernardo (1978) demuestra que I  •¿E(n)fp(9* )J- es in va rian te  
ante transformaciones b iyectivas  de l a  cantidad de in te ré s  9  * Este resu l
^ 1 g »
tado es satisfecho por l a  inform ación esperada M E  f n ) . p ( £  ) \ como 
queda recogido en e l s igu iente
TEOREMA 6 .3 .1
Si 4 ' -  4> ( 8  ) es una transformación b iy e c tiv a  de l a  cantidad de i n -  
te rés  B f la s  informaciones esperadas que e l  experimento E ( n ) 
proporciona sobre ambos vectores +  y 9  t coinciden.
Demostración.— Siendo 4* *  4* ( 9 ) una transformación b iyeo -  
t iv a  se v e r i f ic a  que
p ( ¿ )  - ¿ P Í 9 ) ]  . | J |
p ( 4 / z ) -  { p C 9 / z ) }
v y
8 • M
donde
l J n>%>
a  8
G> 4*
O  9
n* d L
/7>B.
t L t  L
Os ah í que siendo z e l  resultado obtenido tra s  l a  re a liz a c ió n  de E (  n ] 
y definiendo
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I ~ ( E 3( ^  ) i P (£  ) J -  J  )J«dz
ante e l  cambio m ú ltip le  de variab les  representado por la  transformación b¿ 
y e c tiv a  re s u lta  que
¿ p ( 2 / z ) . | j f
z ,p ( 3 ) } -  p (9  / z ) . l o g  .d j*  -
p ( S } . ) j )
p ( ¿ / z )  *
« 1 p( ' f  / z ) . lo g  —  .d  ví> -  I ^ ¿ z t p( +  ) i/
J  ~  p (  +  )  ~
De ahí que triv ia lm e n te
I ~ {  ES (  ^ ) , p (  9  ) }  -  J p ( z ) . l " ' { z , p ( s  ) J . d z  -  J  p ( z ) . I ~ {  z , p ( > £  ) J . d z  -
-  I~ { .E 3( n J . p f + J J
( c . q . d . )
j9
En consecuencia9 puede s im p lific a rs e  e l cálcu lo  de I  consi
derando una transformación 4* -  M' ( ¿ )  cuya densidad in ic ia l  p( 4*) "
. |J I sea aproximadamente multinormal y calculando en su
lu g a r. Evidentemente que ex is te  siempre una transformación de ¿  cuya dis­
trib u c ió n  es exactamente multinormal pero, en general, t a l  transformación  
exacta es complicada (v e r , por ejemplo, a l  respecta la  sección 2 . 3 ) .  Pues­
to  que lo  que se pretende es proporcionar un resultado manejable re s u lta rá  
generalmente más práctico  u t i l i z a r  una transformación s e n c illa  aunque su 
densidad p ( 4*) sea tan sólo aproximadamente m ultinorm al.
Veamos ahora que s i  p (S ' )  es aproximadamente m ultinorm al, la  
densidad p o s te rio r p ( 4 * / z )  es asintóticam ente normal m u ítiv a ria n te . Para
S, X
e l lo  recordemos que la  muestra z resultado de E ( n J está formada por
un conjunto de L submuestras a le a to r ia s  independientes z^ , de forma 
que
L " i
p ( z / 8  ) -  Ti  p(z  /  & ) y p ( z . / 9 . )  *  r f  p(x /  9  )
~  i - 1  1 1 1 1  j -1  id  1
Por o tra  p a rte , siendo £  «■ ^  b iy e c tiv a , puede e s c rib irs e  que j§  *
mmj
m dond8 F .  t  es la  correspondiente transformación in versa . Par
ticu le rizan d o  para cada componente escribirem os que 0 » F ( +  ) , de f o r -
i  i
ma que re s u lta rá  ser
9 -  (F ( * ) , F  r * ) , . . . f F ( * ) )
243
De ahí que pueda escrib irse  que
L
p ( z / + ) -» p ( z /  + ( 9 ) )  « p (z /F  ( ^ ) f F ( +  ) }  » TV p(z / F . ( * ) )
1 ^  & A» L ** 1 1  -*«.
i*1
Bajo esta  notación puede ya demostrarse e l  resultado c itado*
TEOREMA 6 .3 .2
 T"V  ¡------------Siendo p( +  j aproximadamente multinormal de vector media 4* y— □
m atriz  de precis ión  T y para valores grandes en todas sus compo—
o
nentes del vector tamaño muestral n f se v e r i f ic a  que p f ' l ' / z )  es
también aproximadamente normal m u ltiva rlan te  con vec to r media 'f  y
m atriz  de precis ión T + H(z)  , donde
o
*  ..r 1,-1*  -  (T + H ( z ) ) . ( T  *  + H (z ) .  í )
<•> O O O m .
H(z)  -  £ .  H1 (z i )
H^(z^) es la  m atriz de información de elementos iguales  a
l o g  p ( z  /F  ( £ ) )  f Pfq -  1 f2 v. . . VL
-1  L i  
¿  -  H(z )  £ .  H (z  ) .  T i
i - 1
y ¿ i  es e l  estimador de máxima v e ro s im ilitu d  de 4* calculado a 
p a r t i r  de la  densidad p ( z ^ / F ^ ( ^ ) )  •
Demostración.- Puesto que p( ) es aproximadamente normal 
se tie n e , en v ir tu d  del teorema de Bayes, que
l T I
p ( t  / z )  e<2 p( *  ) . p ( z /  +  ) ~ ----- 2------- ,exp( -  ¿ ( * -  t  ) •  T ( t - M '  ) ) . p ( z / *  ) eC
/  L
oC p (z /  +  ).e x p ( -  i  ( +  - + ) >  T ( +  - + ) )
a» — n n □
— O O —■ O
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Consideremos e l fa c to r exp(log p f z / 4 0 )  ■ Resulta ser
L
log  p ( z / ^ )  -  'jT lo 9 p ( z . / f . C + ) )  •
~  . i  i  ~i - 1
esto es9 una suma de logaritm os de densidades de probabilidad con ámbito de 
ap licac ión  en un único es tra to s . Para cada uno de esos logaritm os es conoci 
do (L in d le y , 1965, y Bernardo, 1979 ) que, siendo v£i e l  estimador de má
xima ve ro s im ilitu d  de calculado a p a r t ir  de su respectiva  densidad 
) )  . se cumple en un entorno de dicha estimación que
lo g  p (z  /F  ( +  ) )  -  log p (z  /  ^ T i) -  ¿ “  < f i ) '  ^ ( z  ) -  * i )  +  R
i  i  i  Z  ~  Z  i  ~  Z  i
donde R es, en muestras grandes, despreciable fre n te  a l  segundo término 
del segundo miembro de la  igualdad a n te r io r  (es del orden de 0 ( n ^ ) )  y
/ + í \
l im  R 
ni  —►*> j
y H^(z^) es la  m atriz  s im étrica  de inform ación, de elementos h ^ (z ^ )  de
fin id o s  como
i  ^
h1 ( 2 ) ------------ -
3*  i
log p (z  /F  ( *  ) )  
i  i  ~
verificándose además por la  le y  fu e rte  de los  grandes números que
lim  ~  log p (z  /F  ( * ) )  -  f p(x / F  ( 4 ' ) ) . log p(x / F  f+ O J .d x  , y
.. ^  i  i  ~  )  i j  i  -  i j  i  ^  i j
" i - * 00 ni
l im
n. m
log p(z /F  ( +  ) )  
i  i  ~
J  p (x i j /F i ( t(+)). m -  log  P Í X i j / F i f j J J . d *
De ahi que
log p (z  /F ( +  ) )
i=1 1 i  ~
L L
£  log  p (z  /  ¿ i )  -  ¿ £  (< p - «jTi)* H (z  ) ( + -  .¿ i )  +
i=1 1 ~  i - 1  ~  ~  1 ~  ~
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L L
+  ¿ I  R . *  2 1  l o 9 P C 2 . / ' ? * )  “  i  ( + - £ ) •  H CZ )  C ^ - * p )  + Q +
Í=*1 Í - 1
+ £  Ri
i - 1
donde Q es una suma de términos en los  que no aparece e l  parámetro 4* y
L  . i ,  ,  .  , - 1  L  •
H(z)  -  £  H (z  ) ,  ^  -  H(z)“  .  £  H ( * , ) • + *
i - 1  ~  i - 1  ~
De donde
L
p (z / ' V )  -  exp(log p ( z / 4 0 ) ° C  I T  p (z . /kP í)«bxp(
í - i  1 -
L
C -  i  (+  -X ) '  H(z) (+  -X ) + 21 n, ) •  exp( Q ) oc
1=1
oC exp( -  i  (4 * -  v f ) 1 h ( z ) ( *  -  vp) )*— ~ -i.
L
puesto que n i Q n i e l  productorio TT p(z  dependen ds 4 .i  ^
i - 1
Finalm ente, sustituyendo e l  resultado a n te r io r  en e l  producto 
de densidades p (4 / J-pfz/M' ) re s u lta :
P ^ / z J o C  exPÍ -  i  -  vp)f H(z )  “  4?) )•
L
•exp( -  ¿ ( + - + ) ■  T ( V  -  +• ) ).ex p ( £  ñ ) »C 
~  ~  o o o . „ i
oC exp( -  i  ( +  -  (H(z )  +  T ) - 1. ( H ( z ) X  +  T +  ) ) •  (~ O *¿, O O
L
(T + H (z ) )  ( *  -  (H(z)  +  T ) (H(z)  *■- +  T +  ) )  +  21 R, ) -O o * o ~o ii —1
L
-  exp( -  ¿ (4"  - 4 ' * ) *  (T +  H (z ) )  (4" - 4 ' * )  +  21 R )~  ~  o ^  ^  . . 1
i - 1
y donde
b. — 1 — A
£  R -  £  0 (n  3 ) -  0 (  n 3 )
i - 1  1 i - 1  1 ~~
Comparando la  ú ltim a expresión con la  d e fin ic ió n  de una d is trib u c ió n  m u íti 
normal se sigue e l resultado apetecido*
( c .q .d . )
U tilizando e l resultado a n te rio r vamos a estim ar la  in te g ra l
9 . 1
I ~ - ¿ z , p ( £  y obtener, de esta forma, una aproximación v á lid a  para mues­
tra s  grandes en todos los  estratos»
TEOREMA 6 .3 .3
Si es una transformación b iy e c tiv a  de la  cantidad a leato
r ia  9 con densidad aproximadamente normal y con m atriz  de precisión
T , entonces 
o
9 | T +  H(z) I L L
-  i  i ° g  1 °   ........  - i  £  £  h ( z )*
( To | p-1 q-1 «
| Adj ( t  + h ( z ) )  [
qP QP -  +  i  ( X  -  +  ) *  H(z) (T +  H ( z ) ) T (Z ~ o o o| Tq + H(z)  I
(T +  H (z ) )“ 1 h (z )  ( X  -  +  ) +  £
□  z ~  °
donde la  in te rp re ta c ió n  de la s  an terio res  m atrices y vectores es la  ex 
presada en e l  teorema 6 .3 .2  y £ es una cantidad despreciab le, en 
muestras grandes, fre n te  a r ^ Z j p f d  •
Dem ostración.- Por e l  teorema a n te r io r  y l a  invarianza  de 
l-(z,p(s )J ante transformaciones b iyec tivas  de £ recogida en e l  teorema
6 .3 .1  , re s u lta :
9 , 4-, . ( , „ N ( * V  + H ( z ) )
I ~ ¿ z , p (  9 U  « I ~ - / z , p ( ^ ) j  •  N ( f  ,T + H ( z ) ) . l o g       £
J ~ J i  ~  °  N ( *  ,T )
~ o  o
donde la s  correspondientes expresiones de la s  muítinormales vienen dadas a 
través de la s  matrices de precis ión  respectivas . La in te g ra l a n te r io r  es 
ig u a l a l a  suma
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+ 4  í NL( + * , T  +  H ( z ) ) . ( +  -  t  ) •  T ( +  -  +  ) . d +  +*  J ~  0 ~  "  O ^ ' V -  ^
+  ¿ ( n L( * * , T  +  H ( z ) ) . ( + - * * ) '  T +J O "  o *■' ~ 0  a<»
+ 4  f NL( ^ » T  +  h ( z ) ) . ( V - ' H ’ t  ( + - + * * ) . ds- +J ~o  O *>-
+ 4 ( N’ C'f'*»1’ + n ( z ) ) . ( + * -  +  ) ’ T ( + * - ' * '  ) -d  +- -J „  O ~  —O □ “  ~ 0  "
[ T  + H(z ) |  L L |Adj ( t  +  h ( z ) ) |
.  4  l o g L °  ¿  l  l  ( t  + h  ( * j ) . i -s e — a a   ,
[ T o | Í i ^ I  pq "  | T o + H ( z ) I
L L I Adj ( t  +  h ( z ) )  !
+  4 £  £  t  . ------------32-------- 22--------  +  l ( + * - + ) . T C + - + )  -
í l í l  Pq | T o +  H ( z ) |  -  ~ °  °  ~  °
| T  +  H ( z ) I  L L I Adj ( t  +  h ( z ) ) [
-  4 log °  ■ -■  -  4  ¿  ^  h ( z ) .  ' ,RP . °¡p , +i i * ■ ** nn
I T I p-1 q-1 Pq I T +  H(z) |l n * 1 O
+ 4 O * - ' ! '  ) •  t  ( +  )
<v □  O •** ** Q
El resultado del teorema se sigue sin  más que considerar que 
+ *  -  +  -  (T + h ( z ) ) “ 1 h (z )  ( X  -  +• )~  O o
de forma que e l  últim o término en la  cadena de Igualdades a n te r io r  re s u lta  
ser
4 ( X  ~ +  )• H(z) (T +  H (z) ) - 1 T (T +  H (z) ) “ 1 h (z )  ( X  -  *  )» /w o o o o  j '  ~  o
( c . q . d . )
A p a r t i r  del resultado expresado por e l  teorema a n te r io r  puede
obtenerse e l  comportamiento as ln tó tlco  de la  inform ación esperada sobre ¿
s
proporcionada por E ( n ) , toda vez que dicha inform ación es e l  v a lo r  es
«vi. * *
¿ iperado sobre e l resultado muestral de la  información ya aproximada I  ~ / z ,  
p(¿ )J • Pare e l lo ,  demostremos primeramente e l  siguiente
LEMA 6 .3 .1
Si e l  vector tamaño muestral n es suficientem ente grande en todas 
sus componentes, dado ¿  , la  d is trib u c ió n  da v£. es aproximadamente 
normal m u ltiva rian te  con vector media ig u a l a y m atriz  de p rec i— 
sión
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L ± 
! ( + ) -  1  n « I  ( + )r*r 1 o*
i - 1
donde as la  m atriz  de elementos c* C'k) defin idos como
a /  DQ ^
c1 ( *  ) -  -  p (x  _/F (MO)  — — ------------log p(x /F  ( 4 ' ) ) . d x  .
PP ~  1J 1 ~  <9 m, q  d, i J  i  ~  i J
P Tq
pq
2
Demostración»- Dado 4* , la s  d is tin ta s  estimaciones máximo-vemm
ros im iles  v£i son independientes en tre  s í ,  toda vez que a s í lo  son la s  
submuestras p arc ia les  sobre las  que están definidas» Por o tra  p a rte t es 
conocido (Bernardo, 1979 ) que, según la  le y  fu e rte  de lo s  grandes núme­
ros y t a l  como se comentaba en e l  teorema 6 ,3 .2  , para va lores grandes de
n la  constante h* (z  ) se comporta, para todo p,q -  1 , 2 V»»»,L , y tía-
i  PP i
do +■ , como n veces la  constante
~  9 i
i
c ( + )
2
p(x /F  ( + } ) • --------------------log p(x /F  ( *  ) ) .d x
IJ  Í  *— /r>v rv i l j  1 ^  1J
T P ' q
Sea la  m atriz  1^(4' ) d e fin id a  con lo s  elementos c^ ( 4 0  (p*q ■ 1 , 2 , . . . ,  ^ pq a»
L] ■ Del comentario a n te r io r  deducimos que s i  n es grande, l a  m atriz
i   ^ i
H (z^)  se comportará, dado ¿  , como n^ veces la  m atriz  I  (4^ ) .  Así
pues, siendo e l  vector n lo  suficientem ente grande en todas sus conponen
tes  re s u lta rá  que
L i  L a
h ( z ) = £  h  ( z  ) cr £  n . . r ( * )  -  K + )
i - 1  1 i - 1  1 ~
Podrá, pues, escrib irse que
- 1  L i  L - 1  i
>£ -  H ( z f  £  H ( z  ) .  + ±  -  £  H (z )  .H ( z J . ^ i
~  i - 1  ~  i - 1  ~
Además y bajo c ie r ta s  déb iles  condiciones de regu laridad  es conocido (Cox
& H ink ley , 1974) que dado 4- la  d is trib u c ió n  del estimador máximo verosí—
m il ^ i  es, en muestras grandes, aproximadamente m ultinorm al, con vec to r
media 4" y m atriz  de precisión nj » I ^ ( vt )  • Así pues, s i  n. es grande 
—' i  i
p( /  +  ) ■ NL(4* ,n . » I* (  4" ) como m atriz  de p rec is ión )_ A-* Í  /V
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De ah í que siendo jn  ^ lo  suficientem ente grande en todas sus componentes 
H ( z f  1«H^(z ) .  ,T i ~  l ( + f 1. n , . I i ( +  ) .  ¿ i
i  Z  i  ~  z
Y a s i re s u lta  que dado £
p ( l ( 4 0  I * (4* ) ) — NL( l ( + >) ^n )*¿  , m atriz  de momentos
Dado que X  es- dado 4* , una suma de multinormal es independientes re s u lta  
(G ra y b il l f 1961) finalm ente que siendo lo  suficientem ente grande como 
para asegurar que lo  sean todas sus componentes
p ( £ / * ) ~ nl ( £  1 ( 4 0  1n I ± ( 4 ' ) . 4 " f £ 1  i ( ^ )  V i 1^ ) ^ * )  1 ) »
Z ,  ~  1  ~  J  A  i  ~i - 1  i - 1
» NL( ^ f l ( 4 * )   ^ -  m atriz  de momentos)
( c . q . d . )
Estamos ya en condiciones de poder encontrar una expresión que 
se aproxime asintóticam ente a I ^ E  ( n ) , p ( ^  ) } •
TEOREMA 6 .3 .4
Siendo 4' -  4* ( S ) una transformación b iy e c tiv a  de la  cantidad de inr~j— *■
te rés  ¿  con densidad aproximadamente multinormal de m atriz  de p reci­
sión T , entonces
s .  I T + r |
I ~ ( e ( n ) , p ( a  ) }  -  ¿ l o g — 2-----------  +  £
~  l T0 l
donde R es la  m atriz  esperanza de l a  l ( 4 0  d e fin id a  en e l teorema
6 .3 .1  y Loma 6 .3 .1
R -  p(4* J .IÍ 'J ' ) .d  4*J  T*S
y £, es una cantidad que, en muestras grandes, es despreciable fre n te
a l logaritm o del cociente | T + R l /  \ T | •
o o
Demostración.— Sabemos por e l  lema 6 .3 .1  que s i  e l  vector tama 
ño muestral n es lo  suficientem ente grande para que todas sus componen-
tes lo  sean la  m atriz  H(z)  se conporta, dado ¿  , como la  m atriz
L ± 
n 1 ( ^ )  
~  i -1  1 ~
De ah í que siendo n grande9 e l  v a lo r esperado de cua lqu ier función de 
H(z)  sea, aproximadamentev ig u a l a l  v a la r  que toma la  función en e l  v a lo r  
esperado de H(z)  9 esto es9 en
| p ( z ) . H ( z ) .d z  -  f p(v^ ) . l ( v ^  ).dvj/ -  R
^  A» A /
verificándose la s  igualdades
L i  r i
I p (z ) .H (z ) .d z  -  I £  H (z  ) .p (z ) .d z  -  £  J H (z  ) .p £ z  ) .d z  -  
J  J i -1  i -1
L r r  L i*  J p ( £  ) . I  ) . d ^  -  J J n¿ I  (  +  )  j  p ( *  ) . d *  -
i -1   ^ i -1  ^
y /v/ 'v*
De ahí que
I ~ ( . e3^  a J  P Í2 )« I ^ ¿ 2 »P Í¿  )J  «dz "  J  p ( z ) * I ^ Z f P ( M ^ ) J  «dz -
-  I ^ ¿ E S( ) t P ( t
según e l  resultado del teorema 6 .3 .1  • Por e l  teorema 6 .3 .3  puede e s c r ib ir  
se que
o I t + r | L L  I Adj  ( t  +  r  ) I
I ~ ¿ E S( n ) f p O ) [ - ¿ l o g L 2 -------------- i ¿  £ ------   3E--------3 E _  +
l T0 I P“1 P“1 P<1 | Tn + R |
i  f p(z). ( í  - ' * - ) •  R (T + R)“ 1 T (T +  R)“ 1 R ( X -  +  ) .dz 
J ~  O o o o  ^  ~
donde r  es e l  elemento (p 9q) de la  m atriz  R 9 esto es9pq
L
r pq £ n f O1  ( vJ ' ) . p ( +  ) . d  S-j ;1 í J  pq ~  ~  ~
Consideremos la  penúltima in te g ra l:
»-1 -  . ^ -1f p (z ) .  ( X  -  •*  ) •  R (T  + R) T (T  + R)" R ( X  -  +  ) . d z  -  J Z ~  o o o o Z  ~  o
( p( 2  )• ( X -  + )■ R (T  + R f 1 T (T  + R)"1 R ( X  -  + ) .d $J Z. - o  o o o ”  o ~A* ^
¿OI
-1
-1
T (T +R f  V  ¿  -  *  ),d vp.d'f -  
O □ Z  —Q ~  ~
T (T + R r V s í  - + ) * d  +  . d +  + (1 )
o o z  ~  Z  **
“ 1T (T +  R f 1B ( + -  +  ) . d a . d  +  +
o n  «'-* ~ o  Z  «w/
" V  (T + R)~1R ( í  - ^ O . d v p . d ^  + 
o o z  z
~ 1T (T +  R f V  -  *  )«dvT.d^ (2)0 0  ~  ‘'"o z  ~
- f p C ' f O Í  p( ■i- / * ) . (  «P - +  ) ’RCt + rJ ** J m a/ >v ^  □ o
-  j p ( + )  f p ( í  / + ) . (  +  -  *■ ) 'R (T  +  R 
j j  ^  ~  z  **- o
+ j p ( ¿ )  j  p ( t  / + • ) • (  +  “  + i ’ B(T0+ R
• A/
+ [ p( 'V)  f p(  ¿  / * ) • ( *  -  *  ) 'R(T + RJ ~  J Z, ^  ~  ~o  o
+  Í p U )  í p ( ¿  / * ) • (  +  ) 'R (T  +  R
J  ^  J j "  <v ^  •'■'O O
-  ( 1) +  ( 2 )  •
Por e l  lema 6 .3 .1  es conocido que
p( $■ /  'N^ NL( ' p f m atriz de precis ión 1 ( 4 0  )
a .  ^  ^  ~
Así pues, l a  nueva v a ria b le  Y a (T + R) r( ? -  ) se d is t r ib u ir á ,  dado
.
¿  , según la  multinormal
l_ — <i «.>1
p( Y /  Mr) ^  N ( G f m atriz  de momentos (T + R) R l ( 4*) R(T + R) )
^  »v □  O
De ahí que
(1 )  -  I P C * )  f P( Y /  +  ) .Y 'T  Y.d Y.d 4- =J J  <v O*- »  ^
f L L
31 p ( 4 - ) .  ¿L Íl  t ® .
J -  p»1 q-1 Pq Pq ~  ~
L L
£  £  t _ b
p=*1 q«1 PQ pq
■■1 ””1 ■*!donde a es e l elemento (p ,q )  de l a  m atriz  ÍT + R) R l ( 4 * l  RÍT + R) , 
pq o ~  o
t  e l  correspondiente de la  m atriz T y b , e l  elemento (p ,q )  de l a
pq _>j o pq
m atriz  (T + R) r (T + R) , toda vez que 
o o
v-1Por o tra  p a rte , sea la  nueva va riab le  X *  ÍT  + R) RÍ 4” — 4* ) •++ □
Dado que la  d is trib u c ió n  que describe la s  opiniones in ic ia le s  que e l inves
tig a d o r posee sobre 4  es, por h ip ó te s is , aproximadamente multinormal de
vector media 4* y m atriz  de precis ión  T , re s u lta rá  que 
~  o o
L “ I  .1
p( x ) cr N ( 0 , m atriz  de momentos (T + R) RT r (T + R) )^  □ o o
De ah í que
( 2 ) -  f p( +  ) . ( +  -  )*R(T + R)” 1T (T +  R)“ 1R( 't' -  +• ) . d < f  -J f -  '" 'O  O  O  O  O
L L
I p í X ) .  X«T X.d X -  " f  t  d J ¿—• pq pq
p«*1 q=»1
•"1 a'l
donde d es e l  elemento (p ,q )  de la  m atriz (T + R) RT R(T + R) .  
pq o o o
Dado que la s  matrices T y R son sim étricas y reuniendo
o
todos los  resultados p arc ia les  se obtiene para muestras grandes que
9 | T + R |  L L  I Adj ( t  + r  ) |
I~ ¿  ES( n ) , p ( S  )> r  i  log  — ------------ i  ¿  ¿L r  . -----------33---------33------ +
I TJ  q* 1 P I T0 +  R I
L L
+ ¿  ¿  t  (b + d )
- I r * i pq pq pqp»1 q=»1
Y a l ser
L L I Adj ( t  +  r  ) 1 L L I Adj ( t  + r  ) I
£  £   _________ — --------E 9 _ . ¿ _  <  <    E3--------E 2 _
p = 1 q T l  p q  | t o  +  r |  2 q=1 p q  | t o  +  r |
Denotando por g 8l  elemento (p ,q )  de l a  m atriz  fT +  R) re s u lta
PP o
0 ]T + R | L L
l “ ¿ E  ( n ) , p ( a ) j ~ ¿  log —  £  +  £  t  (b + d  + g  )
"  -  J | T | 2 £ l  Pq pq pq
donde b + d + g es e l  elementa (p ,q )  de la  m atriz  
pq pq pq
(T + R)""^R(T + R)""1 +  (T + R)~1RT ~ 1R(T + R)~1 + (T + R)* 
o o o o o o
-  fT + R ) ~ V  R +  RT “ 1R +  T + R i  (T +  R)~1 »
O o o J o
m (T +  R) " 1 1 (T + R)T “ 1( r  +  R) ) (T +  R)"1 -  T “ 1
o L o  a o j o  o
Por tanto
| Adj f t  ) | | Adj ( t  ) |
b + d + g » m Rq. - „
"  "  Pq I To l  l To I
Finalm ente, pues,
I ~ { e S( n ) , p ( 9  ) j  ~  s  log -  ° —  ■■ “  5 +  4 £  £  t  .
| t  + R I L L | Adj ( t  ) |
Ea.
I T  I 2 p-1 q-1 pq I T
1 o 1 ‘ O
I T + R I 
1 o-  ¿ log  ■ ■ — ■
°  (c .q *d .)
Tal como era  de esperar la  coherencia del resultado a n te r io r  
queda comprobada a l a p lic a r  la  a n te r io r  aproximación a l  modelo normal y ver  
la  coincidencia de lo s  resultados obtenidos.
COROLARIO 6 .3 .1
En e l modelo normal, la  información sobre 9 proporcionada según e l  
resultado del teorema a n te r io r  coincide con la  inform ación exacta.
Demostración.— Siendo p ( £ ) ya multinormal consideraremos la  
transformación identidad
4* ■ i * 1 , 2 , . . . , L
Para e l la ,
c‘^ ( v V ) - c 1 ( 9 ) " 0  para todo p,q ta le s  que pj¿i ó q / i  pq ~ pq i
x -  9
i  í 1  ^ ¿  2 *  ~ B± 2 1
c ^ f  ^ 3  -  -  |    s i  — TT ( -  i  ( ' ) )*dx
* i / 2ñ Q  &
De ahí  que
I ( ^ )  -  I (  a )
f  n / ( T 2 / 1 1
, c.
0 n / ó* • • • •  
2 2
0
nL/ c r L
/  n 
/ 1
0 
\ °
o ...
n • • •
2
0 ...
[ \ !  <r* 0
0 1/  C*2 • • •
\  0 i / < r ‘
NH-1
y que
R -  i ^ ) .d  ++* A* ^ NH
-1
Finalm ente,
9
I *
aproximada
■{ ES( n ),N L( 9 ,T  H ) } *» ¿ log  
L O O O J
I h ~ 1 + r !
-1H
¿.'CfX
-1  ...-1|h  _1 + NH I |H  +  H n )  S
¿ lo g  — 2----------------------- i  log------------—  .  I ( n ) , N ( 8  ,H ) \
—1 | u / ~  ~  0 O J
I H I I '
( c . q . d . )
6 .4  EJEMPLO DE CALCULO APROXIMADO i MODELO MULTINOMIAL
Vamos a a p lic a r  l a  aproximación desarro llada en la  a n te r io r  sec 
ción a l  diseño de una investigación  que pretende determ inar la  d is trib u c ió n  
en porcentaje y entra los  d ife ren tes  es tra to s  de una c ie r ta  c a ra c te r ís t ic a  
c u a li ta t iv a .
Supongamos, puesv que e l  espacio muestral to ta l  es X y en e l  
que e x is te  un determinado conjunto da unidades que satis facen  c ie r ta  carac 
t e r ís t ic a  c u a li ta t iv a .  La población to ta l  está  d iv id id a  en L+1 subpobla- 
cione3 o e s tra to s , de forma que e l  investigador está  interesado en deternd 
nar quá proporción de esas unidades que satis facen  l a  c a ra c te r ís t ic a
c u a lita t iv a  corresponden a l  es tra to  i-és im o , X_^  , y esto para todos los  
e s tra to s . En e l  ejemplo ya comentado de una investigac ión  tendente a deter 
minar e l  n iv e l reg ional de paro, la  s itu ac ión  ahora planteada corresponde­
r ía  a aquella  en la  que se pretende conocer su d is trib u c ió n  porcentual en 
la s  d is t in ta s  regiones, s i  bien no se está  interesado en e l  conocimiento 
de lo s  valores absolutos de lo s  mismos, t a l  vez porque ya sea conocido a 
n iv e l de toda la  población en su conjunto.
Evidentemente que la  ex is ten c ia  de los  L+1 es tra to s  X  ^ que 
constituyen una p a rtic ió n  del espacio to ta l  X y de la s  correpondientes 
proporciones 9 asociadas a cada uno de e llo s  im p lica  la s  dos igualda­
des
L+1 L+1
i -1 i -1
Se deduce, pues, que conocidas L cantidades de in te ré s  9 ^  correspon­
d ientes a sendos e s tra to s , la  (L+ l)-és im a viene inmediatamente determina­
da por e l  sumatorio a n te r io r . De ah í que e l  investigador pueda c e ñ ir  su 
trab a jo  a tan sólo L estra tos  y sobre e llo s  d iseñar un experimento de la  
forma Es( n ) , toda vez que la  estimación de la s  L primeras cantidades
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9  ^ im p lica  l a  estimación de la  re s tan te . Supondremos, pues, una in v e s t í
gación centrada sobre e l  espacio muestral X — X , espacio e s t r a t i f ic a —
L+1
do en L subpoblaciones
L
X -  X, ■ U  X 
L+1 w  i  i«1
a s i como que en todos lo s  es tra tos  X^ existen  unidades satis faciendo l a
c a ra c te r ís t ic a  c u a li ta t iv a  objeto de estudio .
La consideración de tan sólo L estra tos  introduce la  siguien
te  m odificación sobre los  parámetros 9^ 6  (0»1) « en cuanto que perm ite
considerar lq s  L primeros parámetros §  ta le s  que
L i
8 « 9i
i - 1
siendo 9 = 1 - 9  , y estando defin ido  e l  vector paramó t r ic o  9 • -  ( $  ,
L+1 1
9* 9 ) en e l  cuadrado L-dimensional ab ierto
2 L
9 € (0 ,1 )L
y con la  condición ad ic iona l de que la  suma de sus componentes sea e s t r ic ­
tamente menor que la  unidad, esto es,
L
¿  & -  9  <  1
1
i - 1
Notemos, por o tra  p a rte , que e l  parámetro 9 suma de lo s  L primeros pará
metros 9^ admite id é n tic a  in te rp re ta c ió n  que la  re a liza d a  para cada
en su e s tra to  respectivo , esto es, como e l  tanto por c iento de ind iv iduos
de la  población X — X que v e r if ic a n  l a  c a ra c te r ís t ic a  c u a li ta t iv a  cu-
L+1
ya d is trib u c ió n  en los  estra tos  se pretende determ inar.
Asi pues, t a l  como ha quedado planteado, e l  problema re s u lta
encuadrado dentro de la  te o r ía  general desarro llada en e l  cap ítu lo  q u in to ,
con la  ex is ten c ia  de un experimento E ( n ) diseñado sobre una población
con L es tra tos  y rea lizad o  a f in  de recabar información sobre e l vector
de L componentes © ' » f 9 , & , . . . ,  9, ) • Por tanto  será necesario e ^ -
1 2  L
p e c if ic a r  dos fa m ilia s  de densidades de probabilidad a f in  de d e s c r ib ir ,
primeramente, la s  densidades p(x /  9  ) en cada uno de lo s  estra tos  y ,
i  j  i
por o tra , una densidad in ic ia l  que in te rp re te  la s  opiniones in ic ia le s  que 
e l investigador posee sobre e l  vector 9 .
En todo proceso de maestreo de proporciones (o to ta le s )  de i n -
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dividúos que pueden v e r i f ic a r  c ie r ta  c a ra c te r ís t ic a  c u a lita t iv a  e l  modelo 
a a p lic a r  se r e a l iz a  a través de la  d is trib u c id n  de B e m o u ill i
x r «  \ 1—X
r 3  J «  *
i j
p(x  /  = * Í J . ( 1  -  Xi j
donde x toma lo s  valores 1 ó 0 (según que l a  cualidad objeto  da es
tudio  sea sa tis fecha  o no, respectivamente, por e l ind iv iduo p a r t ic u la r
x obtenido en e l  proceso m uestral) y 0 es , precisamentev e l  porcen 
i j  i
ta je  de ind iv iduos en X que satis facen  la  c a ra c te r ís t ic a  c u a lita tiv a s
i
La densidad in ic ia l  p( 8 ) que describe la s  opiniones in ic ia -  
le s  que e l  investigador posee sobre ¿  puede v e n ir  expresada por l a  corres  
pondiente a una d is trib u c id n  de D ir ic h le t ,  con vector paramétrico o( • *
( eí j^f °\_+1  ^ ^ ^  ^ > ! * •  1 t • • jL+1) » Así pues,
p ( d  )  a  p (  1  ^ * ^ 2  ^  * * * *  *
7T P ( *  )
i -1
oí L —1
.  9 l " 1. (  1 -  £  8  ) U1
i -1
Siend°  L+1 L
^  -  <  *  ,  & ¿ ( 0 , 1) ,  £  8 <  1 
O JtA i  ~  4 *  ii -1 i -1
y donde l a  densidad p (¿  ) ya se ha expresado en función exclusivamente de
la s  L primeras cantidades a le a to r ia s  y no a través de l a  ú ltim a
© 9 lo  que t r a e r ía  consigo la  consideración de una d is trib u c ió n  de ge—
L+1
nerada con toda la  masa de probabilidad en e l  hipeiplano  
L+1¿ 9  -  1
i - i  1
Es evidente que la  d is trib u c ió n  de D ir ic h le t  se a ju s ta  plena­
mente a la  descripción del vector ^  por sus especiales condiciones y recin  
to de defin ic ión» Además v e r i f ic a  dos propiedades que l a  hacen de especial 
a p lic a b ilid a d  para nuestro problema» En prim er lu g a r, l a  d is trib u c ió n  de 
D ir ic h le t  esf en c ie r to  sentido, una d is trib u c ió n  beta m uítivarían te»  De 
hecho, s i  una c ie r ta  v a r ia b le  a le a to r ia  x tie n e  una d is trib u c ió n  beta , 
e l  vec to r a le a to r io  y « ( x ,1—x ) 1 tie n e  una d is trib u c ió n  de D ir ic h le t .
ZbV
Inversamente, á i  e l  vec tor a le a to r io  9 « ( $  , $ , • • • ,  3* ) •  tie n e  una
~  1 2  L
d is trib u c ió n  de D ir ic h le t  con vector paramé t r ic a  o( = («* , oí , o< ) 1
1 2  L
entonces la  d is trib u c ió n  marginal de cualqu ier coirponente de $ , por e—
A*
jemplo 9  » es una d is trib u c ió n  beta con parámetros ©< y — t* •
j  j  o j
Este últim o resultado im p lica  que los  modelos para cada uno de los  estra­
tos X ( i » 1 , 2 , . . . , L )  por separado responden a l modelo bino mi a l e s tu d ia -  
i
do con exhaustividad por Bernardo (1975) y por Basulto & Bernardo (1978) •
Asi pues, siendo E(n^) e l  experimento componente i-ésim o del E ( n )
d efin ido  sobre e l  espacio e s tra tif ic a d o  X — X , y  siendo p( 9 ) una
L+1
d is trib u c ió n  de D ir ic h le t ,  puede e s c rib irs e  que
I  ^¿E(n^),m^(p(¿ ))J -  H^Bef o ^ , * q -  °< ~
n 7 
-  hJ Be( *  + r ,  -  <* + n -r).B b  ( r /  o< , «  -  «X ,n )  >
„ l  i  o i  r  i o i Jr =0
donde m (p ( & ) )  es la  marginal i-és im a de p í d ) y Bb una densidad 
i  ~  r
p re d ic tiv a  B eta-b inom ial, y H la  en trop ía  de la s  densidades beta [L in d -  
le y ,  1957). En segundo lu g a r, l a  d is trib u c ió n  de D ir ic h le t  v e r i f ic a  una 
segunda propiedad que la  hace de in te ré s  en nuestro caso y que es tá  reco­
g ida en DeGroot (1970) ,  pág. 64 • En e fec to , e l  vector ( 9 ,  8^ /
9 ^ 9  ) •  es independiente de la  suma 9 y , por tan to , del parámetro
9  estimado inmediatamente por l a  re lac ió n  que lo  l ig a  con la s  conpo— 
L+1
nentes de 9  .
S i bien son conocidas l a 3 informaciones esperadas
3
X ^ E tn  ),B e(«* , 1“ 1»2......... L
donde Be representa a una densidad de probabilidad beta , es conocido por 
l a  sección 5 .5  que a p a r t i r  de e lla s  no puede deducirse la  información es 
perada
I - ( E S (  n  ) f 0 ~ (  o í  )  J
(donde D ( ¿ ) representa a una densidad de probabilidad de D ir ic h le t ,  de 
vector paramétrico ) .  De su misma d e fin ic ió n
3 g L ^  P ^ / Z )
I * V  E ( n } ,D (e< ) \  -  p ( z / a  ) .p (  9 ) . l o g  — —.d  9 .dz
~  ~  J ~  ~  p ( ¿ )  ~
donde la  densidad p o s te rio r es
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L
p ( $ / z )  (1 -  2  © )
i «1
•< - i
L+1 F u  )_______ o
L+1
71 F u , )
i -1
n n
—  j7 i  «  1. 1 * ó 
i -1
.(1 -
" i  "  f .  X;
j -1 i j
I s
Observando p ( ¿ / z )  se comprende que l a  obtención exacta de I"~\„E ( jn )# 
D^ ~( »* ) J re s u lta  extraordinariam ente compleja. De ah í que a f in  de poder3r \diseñar adecuadamente e l  experimento E [ n J y a s i determ inar, por ejen>- 
p lo f e l  vec tor tamaño muestral óptimoy sea conveniente acudir a la  informa 
ción aproximada deducida del conjunto de teoremas de la  sección 6 .3  • En 
este sentido notemos que bajo nuestras h ipó tes is  no e x is te  fa m ilia  conjuga 
da de densidades a p o s te r io r i.
Para poder a p lic a r  lo s  teoremas de l a  sección 6 .3  consideremos 
l a  s igu ien te  transformación
log
1 -  £  9
'
log
9
L+1
i —1| 2f • • • yL
que efectivam ente es b iy e c tiv a  puesto que
1 -  £  9 ,
  _ j¿ i J
Q 9 9 ( i -  £  9 )
i  i  ¿
J=1
verificándose que e l  jacobiano
J j -1
<C> *
( 1 -  z  ® /
> 1
1 -  £  9
jM  J
9
1 -  £  e .
j f e  1 
9
(sigue)
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j7 l
L L1 / n v (1 - £ v  > °
i -1 J-1
L_
puesto que 9  >  Q v i  -  f y ^  9  <  1 • La correspondiente
- i-1  Jtransformación inversa es
donde
* t  ¿  H'.
& .  =  e  /  ( 1  +  2 .  e  )  i  -  1 , 2 , . . . . L
1 > 1
L L 4.
,  _  £  9  -  6 -  1 /  (1 +  £  e )
J-1 3 J-1
El correspondiente jacobiano es
1 4
L t j  2 ^L- 1J
(1 + £  •  1
J-1
*1e (1 + 2L  e ) 
j ¿1
vk 4*1 2 
-  e e i
+1 +2 +1 * L
-e  e — e e
* 2  ¿  r a ,
(1 + Z .  e J .
j¿2
+ 2  + L
-  e e
4* 4*1 L 
e e
* 2  * L
-  e e
4* L \i^
Lr< 5  J(1 + Z  e
jA -
-  í e ^ / t H Í  e V 1 
i -1 j -1
De ahi que la  densidad de probabilidad de 4* venga dada por la  igualdad
donde F (S ' )  es la  correspondiente transformación inversa de la  4* -  'F f & )•
De donde
i
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p ( *  )
P C «  ) L
— 2 —  .  7 T
1
L+1 ■ : ’ L *  * * , - 1 *  L «f, <* - V
TTPíi  ) í“1 ( i + £ b j ) (1 + £  b )
i -1 j -1 j -1
L *
7 T  «
i -1 p ( - <  )
L L L+1 L 4/ ^
( 1 +  £  e J) 7X P ( * )  ( 1 +  £  0 J) 0 1=1
j -1  i - 1  J-1
. TT e 1 1
d is trib u c ió n  que tie n e  como función c a ra c te r ís t ic a  en su dominio de defin:L 
ción
L P ( «  + i t )
f  ( t  t L)  =  t í  7 T  i  1
P ( *  )1 L+1
La densidad p(4^) a n te r io r  puede aproximarse por una m u íti—
normal L—dimensional de vector media 'f* y m atriz de precis ión  T »
~  o o
donde
/ l ° 0( " l / - , L+ 1) \
l o g ( « 2/»<L+1)
* y
\ l o g ( ^ L/ ^ L+1) /
« 1- 2
c* « .
2 ex
^ L
L
L
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En e fe c to ,
p ( + )
h -
• exp( 21 +  .,<,<4
i  « 1 11-1
L n
L+1
n  r u . )
i -1
-  o< . l o g ( l  + ^  e ) )«¿ exp(Q )  
°  j -1
Desarrollando e l exponento en se rie  de Tay lor alrededor de su máximo, de­
ducido de la s  condiciones
f i ) Q  
<D 'p.
cX -  «x 
i  o
,  <  + J  1 +  Z . e
j - 1
0 i  — 1 , 2 , . . . , L
y que re s u lta  ser e l  vector 4* que acabamos a rr ib a  de in d ic a r , se obtde
0
ne que
I”7 ( o< ) L c< ©<•
- 2  . e x p (  ^  o< l o g  ---------------   oí l o g  — — —  -  ¿  ( t  -  *  ) * T  ( 4 - -  *  ))«
1 o ~ o o ^  o /l (  +  )  ^ L+1
7T P ( r f . )
i -1
i -1 L+1 L+1
©C exp( - ¿ ( + - 4 *  ) • ! ( + -  +  })  -  NLf4> , m atriz  de precisidn T )
—  Q O *'■' *•* O — o  o
y donde lo s  elementos de T se obtienen de la s  igualdades
o
R> Q
*  i -
S 1 (1 + 2 !  B )
-  -  -  *  j / i ______
2 o
j -1
» y
• 1 L+  » (lo g  — —  log  ■ — " )
L+1
Oí
L + 1
id ^  G> 4* 
T i  T j
» o(
j -1
*  -  Ciog
L+1
log
exL+1
Notemos que
« L+1
l ' j  ■ - r -
O i -1
Con los elementos an terio res  pasemos a aproximar la  informa— 
9  • 3 [_ i
cidn exacta ( n ),D  (•< )J  mediante e l  resultado del teorema 6 .3 .4
Para e l lo ,  y para un c ie r to  i  t a l  que 1 ^  i  ^  L , re s u lta  que
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e V i J ( l  + £  e t j ) 1" X i j
 í S : ------------
1 + ¿  3
J-1
De donde la s  siguientes derivadas del logaritm o de la  densidad a n te r io r  
resu ltan
2 log  p(x /F  ) )  * p
i j  i  ^  r . -\ e e-   -  - ( i  -  x J-----------------------------z— +
7 p q 11 + Z .  e J
vL. d»
q
+  J L .J L ..------ s i  p,q /  i  y p¿q
¿  t i  ¿
(1 + ¿L s ) 
j »1
t  L t i
2 , , -  r \ \  e PÍ 1 + e )/S> l o g p ( x  /F ± ( ) )
   -  11 - x  J................ ;■.......... r— o----
P (1 + Z  e )
t n L t j
ü ( i  +  £  B )
j / p ______
J ;  + ,  2
(1 +  £  a J) 
j -1
^  2 log p C ^ j / ^ C  ) )
s i  pj¿i
L 2
n) f  Q f .  , <•
T P T i  (1 +  £  B )
' t ' i  ¿
O  2 log  PCxi y F 1 ( ) )  B ( l  + j ,í i e }
s i  p¿i
2 L v l . 2
i  ( i + £ b J)
J-1
De la  d e fin ic ió n  de ( t )  9 con p f q » 1V2 9»««9L , resu ltaspq ~
Cn n ^ ^  " “  P(x,  / F . ( t  ) ) • — —  log  p(x /F  (x|> )}
- » - • >  j  1 ~  « f p - f t ,  11 1 -
263
pqde forma que la  m atriz  será la  de los elementos c (<+) s i-
g u ien tes: ,
t i f ,  <  ^  e [1 + Z  e J
1 ( +  j  .  __________----------------i i 1 L + . 2
(1 + t  •  1
c
j -1
♦ i  * p
¡¡'A* )  » c< ( ' • ' )   ------- °  1 í 0  ’p “ n P ¿ ip i ~  ip  ^  L O'. ¿
(1 +  £  O j )
j -1
*  2 *
c* ( + )  -     con p¿ipp ~  L ^  2 L n| / .
(1 + '‘Z. B ) «(1 + ^  B )
j -1 J¿i
* i  * P
c1 (vf') a  c1 ( * )  « 1 —  ....... ° 2----- 0 1 ■■ '■■■■■ a con p¿q ,  P f qj^i
pq — qP ~  L s - i  L *  A d
(1 + " í e ) . (1 + £  e )
j / i  J-1
i  i r .
Denotando por R a la  m atriz esperanza de la  I  ( 4» J es evidente que
L
Z? i  
R »  y n  . R  
c— i  
i -1
i  iAsí pues. R será la  m atriz  de elementos r  donde
pq
i  i  í i  ^ i ° ¿
r  a r .  -  ) c f ^ l . p t + l . d ^  -  -  ■ ■ -   s i  p¿L
Pi  i p  j  Pi  ~  ~  ~  ^  (o< + 1 }
o o
i  T i  + 1)
r  -  ) c ( ^ ) . p ( ^ ) « d M ^  ■ ------    P----------- --- — s i  p¿i
PP J  pp , r . A\ r  , A\
i  i
J* a  I *  apq qp
- ¿ ( • i '  + 1) («* -  <* +  1) o a o i
i  ^  i *  **
c ( ^ ) » p (  4* )«d M' » ■■ ■■ ■■    ■■ «  ■ s i  p/q ypq ex (  +  1 ) (  ex — oi + 1 )  P » q j^ i
0 0  o i
i  ( i  "  ** J
r , -  c ( ^ ) , p ( f ) , d ^   ------   ° .............
i i  J i i  ^  ,
° ‘ o í ° ‘ 0 + 1>
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donde la s  in te g ra le s  an terio res  están calculadas suponiendo que
m
« ¿  + j1 + 2 . B
j -1
Finalm entef la  m atriz  R será la  m atriz de elementos r  (p»qa,1»2f • • •  f
pq
L) , donde
¿  r 1 r  *» 7  n »r
pq i , ,  1 pq
y la  m atriz- T + R tendrá como elementos q donde
pq
q *  r  + t  
pq pq pq
r  +  — *—
PP P *
«X o í
P q
pq
paq
P^q
esto esy
qü
n “  " O  L
■*  -  ---------i - +  £
n . *  , (  + 1)
J i  3 i
Oí ( <* + 1)
O O
X  -  1)i  o
j¿ Í  oí (o< + l ) (e<  -  o< + 1) 
O O O j
T +  R ■ (q ) 
o i j (n + n )<*> oí ,1 . 3 - _ _ ¿ — *■■■■4
cX (  c *  +  1 )
O O
V n o¿ o<
h h i  j
h i í i . d  *  (  x  +  1 ) ( ^  -  <*  +  1 )  
o o  o h
Aplicando, pues, e l  teorema 6 .3 .4  re s u lta  en últim o término que
e ,  , ] t  +  R í
i “ { e  ( n ) ,D  ( x  ) J  log — ---------
~  "  I To i
i  log
©< .  T + R 
o » o
L+1
TT « t
i =1
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donde las  m atrices R y T han quedado defin idas  en todo e l  desarro llo
o
a n te r io r .
Ta l como era de esperar l a  coherencia de este resultado queda 
comprobada a l a p lic a r lo  a l  modelo binomial y ver la  coincidencia con l a  a -  
proximación obtenida para dicho modelo por Bernardo (1979) • En efecto»
en e l  caso p a r t ic u la r  de que sean tan sólo dos los  es tra to s  en lo s  que se 
div ide  la  población t o ta l ,  esto es, s i  L+1-2 f l a  determinación de una ió­
nica componente 9^ ( i « 1, 2) determina exactamente a la  o tra , a l  ser
9 + 9 - 1  
1 2
La correspondiente d is trib u c ió n  sobre 9 , por ejemplo, es una beta de
1
parámetros y ©i* (pues + «x » «* ) ■ En este caso re s u lta
1 2  1 2 o
ser:
2
1 1 2  1 2 | =» o/ — ni » I a I I '■ a ——■ ■■■
0 1 « o  «• + *
1 2  o
o( o(1 2
R -  n
 ^ c< ( o< + 1) 
o o
de forma que
I  1 . { E ( n  ) ,Be(  ^ ) f  ^  ¿ log — ----------2 ( n .
aproximada  ^ 1 1 2  J , 1©< o< 1 o< ( <X + 1)
1 2  o o
*  o n
+ ----------- ) -  ¿ lo g ( l  + ------------
<X +  o< + 1 
O 1 2
resultado que coincide plenamente con e l encontrado por Bernardo ( 1 9 7 9 ) * .
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CONCLUSIONES Y AREAS PARA INVESTIGACIONES ADICIONALES
En la  te s is  presentada se ha abordado e l problema de la  de­
term inación del tamaño muestral que debe darse a un experimento re a liz a ­
do con e l  f in  de obtener información sobre c ie r ta  cantidad de in te ré s .
Con este obje to ,  la  in fe re n c ia  e s ta d ís tic a  ha quedado d es crita  como un 
caso p a r t ic u la r  de la  Teoría  de la  Decisión general en e l que la  clase  
de densidades de probabilidad posteriores constituye e l  espacio de de­
c is io n es . A f in  de poder resolv/er e l  problema as i planteado se defin ie ro n  
tre s  funciones para representar l a  u t il id a d  esperada del experimento y 
que eran, a su vez, funciones de la  información esperada. Con estas u t i ­
lidades esperadas se obtuvieron los  respectivos tamaños muéstrales ó p ti­
mos para los  dos modelos concretos desarrollados en e l cap itu lo  segundo.
Precisamente son necesarias nuevas investigaciones que in ten  
ten encontrar la s  re laciones entre  las  d is tin ta s  funciones an te rio res  
para a s í poder comparar lo s  resultados obtenidos cuando se emplean cada 
una de e l la s  por separado. La comparación entre la s  d is tin ta s  constantes 
g^ re s u lta , a s i,  una necesidad evidente. También re s u lta  necesario com­
probar en qué medida se ven afectadas ante d is tin ta s  transformaciones  
de la  cantidad de in te ré s . Las transformaciones b iyec tivas  son la s  p r i­
meras que debieran estud iarse.
La comparación entre  e l  modelo desarrollado para una pobla­
ción uniforme con densidad in ic ia l  de Pareto con una población normal es 
im presciendible a f in  de determ inar hasta qué punto e l primero de los  
modelos puede ser representativo  de aquellas otros para lo s  que los  es­
pacios muéstrales están defin idos en función del parámetro desconocido.
En caso a firm a tiv o , podría pensarse en la  ex is ten c ia  de aproximaciones 
a s in td tic a s  para e l  comportamiento seguido por la s  informaciones espe­
radas de estos modelos con la  información deducida para e l  modelo de 
población uniforme con densidad in ic ia l  de Pareto.
La generalización del concepto de inform ación esperada a 
procesos de muestreo e s tra tif ic a d o s  es otro  de los  resultados teóricos  
obtenidos en la  presente te s is  y que pone de m anifiesto cómo dicho con­
2t>y
cepto pueda abarcar y ser introducido para otros diseños experimenta­
le s . En concreto, podría pensarse en diseñar adecuadamente toda una en- 
cuesta por muestreo, en e l  que e l  procesa de obtención de la  muestra fue 
se una combinación de procesos e s tra tif ic a d o s  y m ultie táp icos.
También dentro de la  generalización in troducida por la  pre­
sencia de muestras e s tra tif ic a d a s  podría pensarse en la  necesidad de de­
mostrar lo s  resultados de unicidad de la  expresión logarítm ica  para ex­
presar l a  u t i l id a d  esperada de un experimento, en analogía con lo s  resul 
tados ya ex is ten tes  para muestras a le a to r ia s  sim ples. En este sentido to  
das la s  discusiones a l respecto, incluyendo la  s ituac ión  planteada por 
transformaciones b iyec tivas  de la  cantidad de in te ré s , pueden plantear*- 
se en la s  nuevas circunstancias introducidas por la  ex is ten c ia  de la  mués 
t r a  e s tra t if ic a d a .
Finalm ente, y también para la  información esperada proporcio­
nada por un proceso de muestreo e s tra t if ic a d o , podrían estudiarse los  
comportamientos as in tó tico s  de expresiones defin idas como funciones de 
e l la  y s in  necesidad de r e c u r r ir  a h ipó tes is  sobre la  normalidad de la s  
densidades empleadas. Un esfuerzo en este sentido re s u lta r ía  de gran in ­
terés en cuanto que p e rm itir ía  dar un conocimiento — aunque fuese apro­
ximado — sobre informaciones esperadas de d i f í c i l  obtención.
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