Abstract. Copula is a powerful tool to model multivariate data. Due to its several merits Copula modelling has become one of the most widely used methods to model financial data.
Introduction
Correlation dynamics models have become an important aspect of theory and practice in finance. Correlation trading, which is a trading activity to exploit the changes in dependence structure of financial assets, and correlation risk that capture the exposure to losses due to changes in correlation, have attracted the attention of many practitioners, see Krishnan et al. (2009) . Needless to say, poor models of dependence structure may lead to an unexpected collapse of the market of the security of interest. It is also of paramount interest for range of practical scenarios. For example, basket options are widely used although accurate pricing of the basket option is challenging. The primary reason is that they are cheaper to use for portfolio insurance. The cost saving relies on the dependence structure between the assets, see Salmon et al. (2006) . In the acturial world, as shown in Embrechts et al. (2002) , some Monte Carlo-based approach to joint modelling of risks-like Dynamic Financial Analysisdepends heavily on the dependence structure. Frey and McNeil (2002) and Breymann et al. (2003) showed that the choice of model and correlation has significant impact on the tail of the loss distribution and measures of extreme risks. In this regard, modeling the dependence structure through Copula has proved its merit over traditional estimate of simple product moment correlation. Over the past few decades, copula models have become widely popular and practiced in the analysis of financial data. One of the many advantages of the copula is the flexibility it offers to model complex relationship between variables in a rather simple manner. Copula allows us to model the marginal distributions as necessary and takes care of the dependence structure separately. It is also one of the most important tools to model the probability of extremely large negative (positive) return on one asset given that the other asset yielded an extremely large negative (positive) return-commonly known as tail dependence, see Xu (2008) . Recently a Mixed-copula VaR model has been proposed to accurately measure the portfolio risk and a novel investment strategy was developed by Yin et al. (2018) . Copula can also play a key role to estimate dynamic daily dependence, as shown in Grossmass and Poon (2015) . On the other hand, Fengler and Okhrin (2016) used realized copula calculated daily to obtain a time series of copula parameter that help us to capture the time varying dependency. A test for structural break through copula has been developed by Remillard Rémillard (2010) .
In this paper, we are going to cast a closer look into the application of copulas to capture dependence between bivariate intraday financial data. High frequency intraday data is essential to calculate integrated covolatility (daily). The evaluation of intraday market risk is important for traders involved in frequent trading. Univariate market risk models have been investigated for intraday data by Giot (2005) . While building a multivariate model one of the problems of intraday financial data to be encountered is its nonsynchronous nature.
The exact time of transactions in the two stocks are likely to be independent of each other and hardly be observed synchronously. The effect of this asynchronicity, if not taken care
properly, can be quite serious. One of such effect, as reported by T W Epps Epps (1979) , is called Epps effect. It refers to the empirical evidence of the decreasing estimated correlation between two stocks when sampling frequency increases. This is primarily a result of asynchronicity of price observations and the existing lead-lag relation between asset prices, see Renò (2003) . Also the realized estimator based on nonsynchronous data can be biased and unreliable as shown in Hayashi et al. (2005) .
To avoid such problems, one needs to artificially synchronize the data. A common practice to avoid such problems is to set a predetermined sampling frequency and a synchronous grid, see Wang and Zou (2014) . The price at the time point just previous to a grid point is taken to be the price corresponding to that grid point. Synchronized data formed by this method is called previous tick data. In this paper, we will show that there can be a serious underestimation of the copula after synchronizing the data in this way. We propose an alternative method for the estimation of copula parameter consistently. The rest of the paper is organized as follows. In section 2 we deal with the Elliptical copula parameter estimation for nonsynchronous data and prove the main theorem. The extension to more general copula is done in section 3. In section 4 and 5 the results of simulation and real data analysis are shown. We present the conclusions in section 6. A brief introduction to copula is provided in the Appendix A.
Copula and asynchronicity
Suppose there are two stocks and their prices at time t ∈ (0, 1) are denoted by S 1 t and S 2 t . By X t and Y t we denote the corresponding log-returns. If the prices are assumed to follow the Black-Scholes model then the log returns have a Gaussian distribution and obey the independent increment property. As the stylized facts about financial data suggest that the Gaussian distribution is not an appropriate choice for modelling, a wider class of distributions need to be considered. That is where the true importance of copula lies.
In Section 4, the results of the simulation study is reported where the effect of asynchronicity on copula parameter estimation for the Black-Scholes model has been shown. The simulation results display serious underestimation. In this section the cause of this problem is explained and a remedy is suggested. In section 2.1 we present the algorithm to pair the data to make it suitable for computation of the copula parameter estimator. The estimator is presented and consistency is proved in section 2.2. Finally an estimator of the copula function is obtained in 2.3 2.3 and its consistency is proved.
2.1. Pairing Method. The prices of the stocks are observed at random times when transactions take place. It is assumed that the observation times of the two stocks are independent Point processes. Therefore, if we have data of the first stock along with its time of occurrence as (x i , t 1 i ), i = 1, 2, .., n 1 and that of the second stock as (y j , t 2 j ), j = 1, 2, ..., n 2 , then t 1 i s and t 2 j s are independent.
Before fitting a copula model the data has to be paired such that they can be treated as synchronously observed. We call it the 'pairing method' instead of 'synchronizing method' as we deliberately refrain from assigning an observation to a particular time point. Instead, we are taking into account the actual time of observations. In contrast, the conventional synchronizing methods such as Generalized sampling times, which includes previous tick sampling and refresh time sampling as special cases, aims to determine the sampling times or grid times with some desirable properties. After determining the grid an observation pair is assigned at each time point in the grid. In this way no memory of the original time point is conserved.
The pairing method, to be followed throughout in this paper, is described through the following algorithm:
Algorithm (A 0 ):
The ith pair will be (
). Modify
The ith pair will be (X t 1
Modify
So now we have paired data. Instead of writing (X t 1
) we shall henceforth write
. Suppose total number of such pairs is n. Note that, this pairing algorithm generates same pairs of X and Y as refresh time sampling of Guo et al. (2017) . The main difference is that by the above-mentioned algorithm we can keep track of the transaction times of the pair whereas in case of refresh time sampling algorithm the focus is on creating a synchronous grid.
Estimation of Copula
Parameter. We will show that in order to obtain a consistent estimator for the copula parameter, we need the paired observations, as well as the positioning
for some m and l. Here {t i : i = 1(1)(n 1 +n 2 )} is the combined (ordered) time points at which a transaction (in any of the stocks) is noted. Then one of these four configurations is true:
See Figure 1 and Figure 2 for examples of first two configurations.
We define a random variable I i , denoting the overlapping time interval of ith interarrivals
. By R(a, b) we will denote the rectangle in R 2 formed by the interval (b − a, b + a) i.e.
Now we state our assumptions and the main theorem.
We take the following assumptions A:
The associated copula is an Elliptical copula.
A 2 : The log return process follows independent and stationary increment property.
A 3 : The observation times (arrival process) of two stocks are independent Point processes and n → ∞ as n 1 , n 2 → ∞.
A 4 : Estimation is based on paired data obtained by algorithm A 0 . 
where m(.) andρ being the sample mean and sample correlation coefficient based on the pairs.
) are two consecutive pairs of log-prices with their corresponding transaction times (t(
. We denote (X, Y ) as a bivariate rv with mean 0 , variances 1 and correlation ρ. (X, Y ) is independent of the arrival processes. Here we discuss two cases as examples. Figure 1 and Figure 2 illustrate two situations where two consecutive pairs of log-prices are (X t( Figure 1 . Define T = {t i : i = 1(1)n} withn = n 1 + n 2 . The conditional expectation:
Thus for the case of Figure 1 ,
For Figure 2 , using similar calculations, we get
Now we formally write down the proof.
Proof. The conditional expectation:
This is a consequence of the assumption A 2 (and illustrated in the examples).
Similarly,
Therefore the estimateθ, defined aŝ
) and E(I i ) respectively. This completes the proof.
2.3.
Convergence of copula function. The following theorem says that the copula based on Algorithm A 0 and parameterθ defined above, is uniformly convergent.
;θ),withF 1 (.) andF 2 (.) being the empirical distribution functions of X and Y on the margins of paired data, andθ defined as in Theorem 1, is uniformly convergent for the true copula.
is a consistent estimator for the copula C. But y t(k 1 i ) 's are unobserved, where y t(k 2 i ) 's are actually observed. Let us use the notationF 2 (.) andF 2 (.) for the empirical distribution function of Y based on the observations {y t(k 1 i ) : i = 1(1)n} and {y t(k 2 i ) : i = 1(1)n} respectively. Therefore to claim that the estimated copula based on the paired data (observed) is consistent, we have
Now from the above
The second inequality is due to Chebyshev's inequality and the last equality is due to A 5 .
The third inequality is a consequence of asynchronicity as, for each i, there are at most two j's (the preceding and the next) for which (X t(
Hence by Borel Cantelli Lemma,
Now we have to show that uniform convergence will hold in this case. That is we want to show ∀ > 0, sup y |F 2 (y) − F (y)| < . For any given > 0 we have a finite partition of the real
This can be achieved by taking z 0 = −∞ and z j+1 = sup{z :
Because if F (z j+1 ) < F (z j ) + then by right continuity there exists a ξ > 0 such that F (z j+1 + ξ) < F (z j ) + , hence contradicting the definition of z j+1 . So between z j and z j+1 , F jumps at least . This can happen at most finite number of times, so k < ∞. By our
Now using properties of copula we can clearly see that As bothF 1 andF 2 are uniformly convergent to F 1 and F 2 respectively, the result follows.
Remark: The assumption A 5 can also be replaced by
where ψ > 0 and M is a positive number.
Extension for more general copula
In this section, we will extend our result to a more general class of copulas. As the argument in Section 2 is entirely based on the correlation coefficient it can not be directly extended to a larger class of copulas. One big drawback of elliptical copula is that it does not provide us a lot of flexibility. For example, if the marginal distribution is to be modeled by a non-elliptical distribution, then the copula parameter cannot be directly estimated from the data. The method we are now going to prescribe provides a solution to that problem.
Although for a general copula there is no direct relation between Pearson's correlation coefficient and the copula parameter, in Appendix A, we saw that there is a relation between Kendall's tau and the copula parameter. So we can study how Kendall's tau is affected by asynchronicity. Theorem 3, in this section, will help us estimate Kendall's tau for intraday financial data.
As illustrated in Figure 3 , suppose we have two non-overlapping interarrivals u 1 and u 2 for the first stock, with arrival times denoted by the triangles and two non-overlapping interarrivals 1 + u 1 + η 1 and 2 + u 2 + η 2 for the second stock, with arrival times denoted by the circles. The log returns corresponding to those interarrivals of the first stock are given by X 1 = X(u 1 ) and X 2 = X(u 2 ). Similarly the log returns corresponding to the intervals of the second stock are denoted by
In the following section, we will focus on the two specific configurations (described in section 2). 
and P (Y 1 − Y 2 > 0|0 < X 1 − X 2 < M ) are both greater than 1/2, where (X 1 , Y 1 ) and (X 2 , Y 2 ) are two independent random vectors with distribution identical to that of (X, Y ).
Similarly, two negatively associated random variables (X, Y ) are said to have weak negative connection if ∀M > 0, the above conditional probabilities are both less than 1/2.
Definition: Two positively associated random variables (X, Y ) are said to have strong positive connection if they are weakly connected and ∀M > 0
where (X 1 , Y 1 ) and (X 2 , Y 2 ) are two independent random vectors with distribution identical to that of (X, Y ).
Similarly, two negatively associated random variables (X, Y ) are said to have strong negative connection if they are weakly connected and ∀M > 0 the inequalities are reversed and the max in replaced by the min in both the above conditions. Theorem 3. Under the assumption of strong connectivity, for the pairs with first and fourth configuration,
where ρ τ is the Kendall's tau calculated on the paired data with first and fourth configurations, i.e. ρ τ = E(sign(X 1 − X 2 )(Y 1 − Y 2 )), where (X 1 , Y 1 ) and (X 2 , Y 2 ) are independent pairs of the same configurations.
For proving the theorem, we will state and prove some lemmas specifically for the fourth configuration. Proof of the theorem is in Appendix B.3
Note that for fourth configuration (Figure 3) ,
Lemma 1. E(sign(A)| sign(A) = sign(B)) = E(sign(A))
Proof is in the appendix B.1.
Lemma 2. E(sign(A)| sign(A) = sign(B), |A| < |B|) = E(sign(A)||A| < |B|).
This is a straightforward consequence of Lemma 1 and the independence of {sign(A) = sign(B)} and {|A| < |B|}. 
Lemma 4. (a) If returns of two stocks have strong positive connection then E(sign(A) | |A| > |B|) ≥ E(sign(A) | |A| ≤ |B|). (b) If returns of two stocks have strong negative connection then E(sign(A) | |A| > |B|) ≤ E(sign(A) | |A| ≤ |B|).
Proof of Lemma 4 is trivial.
As a consequence of Theorem 3, we can writeρ τ = kρ τ , for some k > 1. k can not be estimated from the available (nonsynchronous) data. Based on our empirical study we recommend to take k = 2, (see Table 3 ). An intuitive reason for this value is given below. From the proof of Theorem 3 (see Appendix B.3) we get-
The region A > 0 and A < 0 are the right and left half circles in Figure 4 . {B > 0, |A| < |B|} is one of the four geometrically identical sections of {A < 0}. Similarly {B < 0, |A| < |B|} is one of the four geometrically identical sections of {A > 0}. If all those sections/slices are probabilistically more or less equal then P (B < 0, |A| < |B| | A > 0) ≈ 
With this intuition our corrected estimate isρ τ = 2ρ τ i.e. twice of the uncorrected estimate.
Simulation
We simulated data of log returns of two stocks on a synchronized grid of 2n time points with a specified copula function, see Figure 5 . The time points are generated by a Poisson
Process. Initially, we take a Gaussian copula with dependence parameter ρ. These 2n pairs, generated from the Gaussian copula, are then transformed properly to represent log returns.
Now from the first stock, we randomly delete n time points and their corresponding returns.
The remaining n data points constitute the data for first stock. For the second stock, we keep the time points which were deleted from the first stock and delete rest of the time points.
These time points, along with their corresponding log returns, constitute data for the second stock. So now we have nonsynchronous data for the two stocks. We use the method prescribed in this paper to estimate the copula parameter. We repeat the process 100 times using n = 2000. The mean and variance of the 100 estimates are reported in Table 4 . In Figure 6 , we show the box plots for ρ = 0.8. The boxplot on the left corresponds to the corrected estimate and those on the middle and right corresponds to uncorrected estimates from refresh time sampling and previous tick sampling respectively.
The horizontal line suggests the true parameter.
From the table we see that both previous tick and refresh time sampling fail to capture the magnitude of true dependence. In fact previous tick method is the worst choice for synchronization.
We carried out the same analysis with the t copula, with different marginal distributions with different degrees of freedom, which is a more realistic scenario for intraday financial data. The result is similar i.e. not only does our prescribed correction give a good estimate but also the uncorrected method returns a biased estimate and the bias is significant. The result of 100 simulations with parameter -0.4 is summarized in (7) Otherwise two pairs won't have identical distribution. In Table 3 we illustrate the performance of our proposed estimator on simulated data with first and fourth configuration. The performance of uncorrected and corrected estimate of Kendall's tau, as described in Section 3, and the corresponding copula parameter is reported for Clayton copula (CC) with parameter Table 4 . Copula estimation for the joint distribution of Apple and Facebook data θ = 4 (Kendall's tau 0.67), Gumbel copula (GC) with parameter θ = 6 (Kendall's tau 0.83) and Normal copula (NC) with parameter θ = 0.8 (Kendall's tau 0.59).
We have also tested this against several other copulas with different margins, the results are very similar in nature.
Real data analysis
As shown in Section 3, the unbiased estimate can be very difficult to calculate depending on the choice of copula and the underlying process. So we have analyzed real financial intraday data to see which kind of copula is more likely to be encountered in practice. We use AIC to compare and select the best copula. In many of the analyses, we have found that the t-copula is a good choice to model bivariate intraday data.
To see the impact of asynchronicity for the real data we want to see the magnitude of correction to be undertaken. The intraday data for Apple and Facebook stocks are plotted in Figure 7 . These have been modeled by bivariate t copula for three consecutive days. For all three days both the uncorrected (biased) and the corrected (unbiased) estimates are evaluated in Table 4 . The amount of correction to be undertaken is reported through the percentage change in values of uncorrected and corrected estimates. We have also performed the same analysis for couple of other stocks and the results we got are very similar. For example, when we consider Amazon and Netflix on three nearly consecutive days, the percentage changes in copula parameter with t copula are 41.75%, 39.84%, 42.76% respectively.
Conclusion and Future directions
These values of both the simulations and real data analysis clearly show that the impact of asynchronicity can be very serious if not tackled properly. We have discussed some of the methods to avoid that. Careful preprocessing of intraday data is necessary in order to model or infer about the underlying realities. We have to also bear in mind about the impact of the preprocessing undertaken and sometimes modifications of inference methods are required in order to avoid misleading conclusions. In this paper we didn't assume the presence of microstructure noise. In presence of noisy observations the estimator may demand further modifications. The estimation procedure can be further challenging if the parameter is time-dependent. As time dependent copula modelling is getting popularity in financial data analysis, it is worthwhile to investigate into the effect of asynchronicity in parameter estimation. Another research problem to look into is the quantile estimation (VaR) under asynchronicity.
. Appendix
A. Copula and dependence measures
A.1. Introduction. The name 'copula' comes from the precise role it plays. It is the idea of a function that 'couples' multivariate distribution functions to its marginals. A formal definition is the following.
the margin satisfy C j (u j ) = C (1, 1, ..., u j , . ..1) = u j for all u j ∈ [0, 1] and j = 1, ...., d, is called a copula.
It is clear from the definition that the copula is a distribution function with uniform margins. The immense importance of copula theory stems from a famous theorem proved by Sklar in 1959 which states that a multivariate distribution function can be uniquely decomposed into its marginals and the dependence structure captured by a copula. This means that the modelling problem can be tackled through two steps. In the first step the marginal distributions can be modelled without taking the multivariate distribution into account. Then in the second step the dependence structure can be modelled through appropriate choice of copula.
Theorem(Sklar) : Let F 1,2,..,d be the distribution function with marginal distribution functions F 1 , F 2 ..., F d . Then there exists a copula such that for all x ∈ R d ,
If F 1 , ...., F d are all continuous functions then C is unique. Otherwise, C is uniquely determined on the Cartesian product of the ranges of the marginal distribution functions The density c of a copula C, when it exists, is defined as
Then the d dimensional density f of the joint distribution F is given by
where f i is the density of marginal F i .
A.2. Some examples of copula. Two most well known copula families are the Elliptical copula family and Archimedean copula family. If r has a density then density of z is of the following form
where g is a scale function uniquely determined by the distribution of r.
For our purpose without loss of generality we can consider z ∼ EC d (0, R, g) where R is the correlation matrix. In this case all the marginal distributions of z are identical with pdf
Elliptical copula has the following form
where F R (x 1 , x 2, ...., x d ) is a d-dimensional elliptical distribution function with correlation matrix R and F (.) is the marginal distribution of F R Hyrš and Schwarz (14) .
Two important and widely used elliptical copulas are Gaussian copula and Student's t copula. In Gaussian copula,
where Φ d R (.) is a d-dimensional Gaussian distribution function with correlation coefficient R and Φ(.) is univariate Gaussian distribution function. For Student's t copula,
where t d ν,R is the joint distribution of d dimensional t distribution with correlation matrix R with degrees of freedom ν and t ν is univariate t disribution with same degrees of freedom.
It is important to note that it does not mean that a multivariate distribution with Gaussian (or t) copula should have Gaussian (or t) margins. For example, it is straight forward to see that (from Sklar's theorem) a d−dimensional multivariate ditribution with distribution function F can have different margins F 1 ,F 2 , ....,F d and a Gaussian copula with dependence R i.e.
Sometimes it is also called meta-elliptical copula family Fang et al. (6) .
Archimedean copula family: An Archimedean Copula Genest and MacKay (9) is defined as the following: Archimedian copula has many desirable properties, for example it is symmetric and associative. Some examples of Archimedean copulas are-Gumbel Copula, for which φ(u) = (−ln(u)) α and Joe Copula, for which φ(u) = (−ln1 − (1 − u) α ).
A.3. Estimation. Maximum likelihood estimation of copula to find the optimal set of parameters can be computationally very expensive. Joe and Xu proposed a method, called IFM (Inference for the margins) Joe and Xu (16) , to reduce the complexity of maximum likelihood estimate. In this approach, first, the marginal parameter is calculated and then the copula parameter but not simultaneously. If the parameter of marginal distributions is θ 1 and copula parameter is θ 2 then in IFM we estimate θ 1 and θ 2 in the following manner:
where p is the number of variables and n is the number of observations. Although the IFM estimate is different from MLE, the estimator is also a consistent estimator.
Another way to calculate the parameter is the Canonical maximum likelihood method where empirical distributions of the margins are plugged into the likelihood function in order to evaluate the maximum likelihood estimate of the copula parameter.
In this paper, we will only deal with the bivariate copula.
A.4. Dependence measures and relation with copula. Copula plays an important role in the study of measuring dependence. Some of the widely known association measures are directly related to copula only (and not on the marginals). Here we discuss some of them.
Kendall's τ , an important measure of association based on concordance, is defined as
, whereX andỸ are identical but independent copies of X and Y Demarta and McNeil (3). The relationship between copula and Kendall's tau is given by-
For the elliptical copulas (with density), a simplified form can be derived Fang et al. (6) ,
If X and Y are random variables with an Archimedean copula C generated by φ, then
Spearman's Rho, is another measure of association, defined as
where (Y 1 , Y 3 ) is independent (with same margins as (X 1 , X 2 )) of (X 1 , X 2 ) but Y 1 and Y 3 are independent. It can be shown that,
For Gaussian copula ρ S = 
where f is an appropriate smooth function (must be such that |M C | ≤ 1 and M Π = 0).
The cases f (u, v, C) = 4C − 1 and f (u, v, C) = 12uv − 3 give Kendall's tau and Spearman's correlation respectively.
Tail dependence is another extremely important measure of dependence-especially in context to finance because it is linked with high simultaneous losses. Tail dependence looks at the concordance in the extreme values of X and Y . The upper tail dependence (λ U ) is defined as-
Similarly the lower tail dependence (λ L ) is defined by-
One of the reasons for the popularity of the copula in finance is because it has a nice and elegant relation with tail dependence-
So Kendall's tau, Spearman's rho and tail dependence are dependent only on the copula parameter.
B. Proofs B.1. Proof of Lemma 1.
Proof.
and symmetric around 0,
So, E(sign(A)| sign(A) = sign(B)) = E(sign(A)).
B.2. Proof of Lemma 3.
Proof. We will only prove the first part. The second part can be proved similarly.
where
By the assumption of weak connectivity,
This implies E(sign(A)| |A| < |B|) > 0 B.3. Proof of Theorem 3.
Proof. Due to symmetry of two configurations, it is enough to prove the theorem for one configuration. We consider the case of Figure 3 (fourth configuration). Here I 1 = u 1 , I 2 = u 2 , I c 1 = 1 + η 1 and I c 2 = 2 + η 2 . The Kendall's tau for this nonsynchronous configuration, as defined in section 1, is:
According to our notation, A = (X 1 (u 1 ) − X 2 (u 2 ))(Y 1 (u 1 ) − Y 2 (u 2 )) and B = (X 1 (u 1 ) −
So, ρ τ = E(sign(A + B)) andρ τ = E(sign(A)).
In Now we will prove the second part o the theorem i.e. sign(ρ τ ) = sign(ρ τ ).
To do so, it is enough to show that given N c is nonempty, E(sign(A)|N c ) > E(sign(A)|N ). 
The inequality is due to strong connectivity. Similarly, ,which implies E(sign(A)|N c ) > E(sign(A)|N ). This completes the proof.
