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SUMMARY   
The effective notch stress (ENS) approach is currently gaining industrial acceptance as an 
alternative to the nominal and the hot-spot stress approach. The ENS approach offers a more 
robust fatigue assessment on the basis of a single S-N curve without the need for thickness 
corrections. The single ENS S-N curve eliminates the uncertainty in the nominal and the hot-
spot stress approach, where designers have to choose from a catalogue of S-N curves 
assigned for a specific type of welded joint, and subsequently apply the thickness correction 
factor, which varies depending on the engineering code adopted. Nevertheless, the robustness 
offered by the ENS approach comes with a high computational and modeling effort since it 
entails the inclusion of an effective weld notch radius (rref = 1 mm) with an extremely fine 
mesh.  
The existing literatures have verified the ENS approach extensively on welded plate 
joints. This is in contrast to the reported studies on welded tubular joints, which are limited 
despite its common usage in fatigue prone structures, e.g. offshore structures and bridges. 
The literature indicated two major research gaps: 1) the existing ENS S-N curve has not been 
verified adequately for tubular joint applications; and 2) the high modeling requirement 
combined with the complex geometry of tubular joints present difficulties that outweigh the 
benefit of the approach. This thesis focuses on addressing the above research gaps. 
 The first key investigation in this thesis addresses the uncertainty in the existing S-N 
curve (FAT 225) for welded tubular joint applications. The investigation extracts and re-
analyzes 183 tubular joint fatigue tests reported in the literature. Once converted into the ENS 
system, the tubular joint data indicates compatibility with the suggested universal S-N curve, 
as all data points locate on the safe side of the curve. This study provides substantial 
 x 
 
experimental evidence that suggest the compatibility of the recommended curve for tubular 
joint assessments.  
The remainder of this thesis describes the development of simplified ENS calculation 
procedures, aimed specifically at the tubular X- and K-joints. This thesis proposed two 
simplified procedures for weld toe fatigue assessment, which include: 1) the ENS estimation 
via extrapolation of the near-toe stresses; and 2) the ENS estimation using the direct 
relationship between the ENS and the hot-spot stress. The development of these procedures 
involves extensive parametric studies using experimentally validated finite element models. 
The parametric studies indicate that the ENS varies with respect to the non-dimensional 
geometric parameters as well as the absolute dimensions. The constant fictitious notch radius 
prohibits the proportional scaling of the joint, causing the ENS to change with the absolute 
sizes even when the non-dimensional parameters remain the same. Overall, the proposed 
procedures demonstrate close agreement to the conventional ENS computation. Between the 
two approaches, the prediction based on the ENS-hot-spot stress relationship is more 
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The engineering practice has observed and studied extensively the fatigue of materials since 
the early 19th century. Braithwaite (1854) first coined the term ‘fatigue’ when he described 
the failures of various components that happened under repeated service loading. During this 
time, many catastrophic railroad accidents occurred due to fatigue failure of the railway axles 
and rails. One of the major events was the failure of locomotive axles in Versailles which 
cost the lives of 60 people. These accidents drove one of the pioneering investigations 
conducted by Wöhler (1870) that discovered the fundamental concept of fatigue. His most 
important finding was the empirical relationship between the stress amplitude and the fatigue 
life, which follows a power-law function. This investigation highlighted that the fatigue life is 
a function of the stress amplitude or stress fluctuation, rather than the stress magnitude. 







Fig. 1.1: Offshore jacket platform 
http://www.bp.com 
 
One of the strongest demands for fatigue resistant structures comes from the oil and 
gas industries. The typical offshore jacket platform deployed for drilling (Fig. 1.1) consists of 
space frames with tubular members, connected by means of welding. These structures 
experience severe stress fluctuations due to the harsh and dynamic environmental loads, such 
as waves and wind. The welded connections add to the structure’s susceptibility to fatigue 
due to the material deterioration resulting from the welding process. In addition, the geometry 
of the tube-to-tube connection presents a high local stress concentration which amplifies the 
global stress amplitude. These main factors contribute to the initiation of fatigue crack that 
typically locates around the welded joint. If the crack remains undetected and untreated, it 
may propagate to a critical size and cause a catastrophic failure of the structure. 
The potential danger of fatigue failure has driven a massive research effort in the 
offshore industry to address the fatigue design for welded tubular joints. These efforts yielded 
a modified S-N approach where the global stress range is replaced with a local stress 





industry standard for tubular joint fatigue design (API, 2007; DNV, 2010; BSi, 2007). 
Investigations have revealed some limitations of the hot-spot stress approach, one of which is 
the reliance on thickness correction factors for a safe design (HSE, 1999; EWI, 1995). 
Engineering guidelines have proposed thickness correction factors, yet with differences in 
expression and magnitude, e.g. the difference found in API (2007) and CIDECT (Zhao et al., 
2001). The lack of uniformity in the hot-spot stress approach brings additional questions to 
the highly uncertain fatigue problem. Thus, an improvement or alternative to the current 
practice is necessary towards a more robust and uniform fatigue design. 
1.2 Motivation 
In recent years, the effective notch stress (ENS) approach has gained increasing industrial 
acceptance as an alternative to the nominal and the hot-spot stress approach (Sonsino et al., 
2012a). The ENS represents the local stress at the weld notch that drives material failure 
under cyclic loading, as shown in Fig. 1.2.  The direct representation of the local stress leads 
to a single and universal S-N curve for all types of welded joints (Fricke, 2012). Moreover, in 
contrast to the nominal and the hot-spot stress, the ENS includes the thickness effect, thus 
removing the need for thickness corrections. Many investigations from various industrial 
sectors have shown experimental evidence to support this claim. For instance, the experiment 
on ship details (Fricke & Paetzold, 2010), LNG containment vessels (Oh et al., 2014), and 
offshore tubular K-joints (Sonsino, 2012b), among many others.  In addition to the 
aforementioned experiments, the study by Pedersen et al. (2010) reported a systematic review 
of the ENS approach by re-analyzing more than 700 fatigue data on various plate joints. His 
study confirmed the approach for most welded plate joints. On the other hand, the published 
investigation on welded tubular joint is extremely scarce, raising questions whether the ENS 





practice will benefit from a similar systematic evaluation, with the purpose of identifying and 
addressing any potential issues for tubular joint applications.  
 
 
Fig. 1.2: Typical stress variation at the vicinity of the weld 
 
 
Several fatigue guidelines, such as the International Institute of Welding (IIW) 
(Hobaccher, 2007), the American Bureau of Shipping (ABS, 2003), and Det Norske Veritas 
(DNV, 2010) have suggested the effective notch stress approach for quite some time, 
although with a rather limited description. Recently, IIW (Fricke, 2012) released a 
comprehensive guideline on the background and the computation procedures for the ENS 
approach. The ENS concept as per IIW definition replaces the actual weld notch radius with a 
constant fictitious value, i.e., the 1 mm reference radius (rref). This removes the impracticality 
and the uncertainty of measuring the actual radius after the fabrication of the joint. The ENS 
is defined as the maximum linear elastic stress computed at the notch. As such, the ENS is an 
imaginary stress since the actual notch radius and the local yielding of the material are 
ignored. However, as shown by numerous experiments, the concept successfully 
distinguishes the severity of the local stress concentration in different types of welded joints, 











The advantages offered by the ENS approach come with considerably demanding 
computational requirements as compared to the nominal and the hot-spot stress approach. 
The challenges lie mostly on the finite element pre-processing that requires the modeling of 
the fictitious notch radius with an extremely fine mesh. These requirements escalate the 
modeling difficulties in the case of tubular joints, where the weld is spatially curved. Few 
reported applications on tubular joints (Sonsino, 2012b; Pang et al., 2006) adopted the two-
step sub-modeling approach. This technique computes the global displacements from a coarse 
3D shell model, and applies these displacements to a 2D plane-strain model representing the 
local geometry of the critical cross section. The high modeling requirement appears to be the 
main obstacle for the tubular joint applications. The availability of simplified procedures or 
accurate parametric formulae is therefore essential to improve the practicality of the ENS 
approach for welded tubular joints. 
The short review above highlights the motivation behind this thesis, which consists of 
the following key investigations: 
1) A systematic review of the effective notch stress approach for welded tubular joint 
applications. 
2) Development of simplified effective notch stress calculation procedures for welded 
tubular joints. 
1.3 Objectives and scope of study 
This study aims to investigate the application of the ENS approach on welded tubular joints, 
covering (i) the applicability of the existing S-N curve, and (ii) the development of simplified 
ENS calculation procedures. The research reported in this thesis contributes to the 
foundational knowledge for the ENS approach in tubular joints, to complement the current 






In detail, this study aims to accomplish the following of scope of work: 
Systematic verification of the existing ENS S-N curve for tubular joints: 
1) Screen and extract the available fatigue data on steel tubular joints from the literature; 
2) Generate FE models of the selected joints, and perform calibration against the 
reported strain measurements; 
3) Compute the ENS using the calibrated FE models, and plot the fatigue data as the 
computed ENS against the reported fatigue life; and 
4) Compare the fatigue data against the existing ENS approach S-N curve. 
Development of an extrapolation method to estimate the ENS with simplified FE model: 
1) Perform preliminary finite element analyses on full-penetration welded cruciform 
joints to establish the basis of the extrapolation concept; 
2) Conduct strain measurements on full-penetration welded cruciform joints; 
3) Validate the finite element models and the proposed extrapolation concept against the 
strain measurements, for further parametric study to fully establish the extrapolation 
method; and 
4) Extend the extrapolation method to tube-to-plate joints, which serves as an 
intermediate step before advancing into tubular joints. 
Extension of the proposed extrapolation method to tubular X- and K-joints: 
1) Perform preliminary finite element analyses on tubular X-joints to verify the validity 
of the extrapolation concept; 
2) Conduct strain measurements on a large-scale tubular X-joint for validation against 
the finite element model; and 
3) Conduct extensive parametric study using the validated finite element model to 
complete the development on tubular X- and K-joint.  





1) Compute the ENS and the hot-spot stress using the validated finite element model for 
X- and K-joint; 
2) Examine the ratio of ENS to hot-spot stress; and 
3) Propose parametric formulae to describe the relationship between the joint geometry 
and the ENS-to-hot-spot stress ratio, which would provide quick ENS estimations 
based on the hot-spot stress. 
1.4 Original contributions 
The following are the original contributions from the current research works: 
1) Verified the effective notch stress S-N curve for tubular joint applications based on 
the re-analysis of numerous tubular joint fatigue tests. 
2) Proposed an extrapolation method to estimate the ENS on full-penetration welded 
cruciform joints subjected to tension and pure bending load. 
3) Extended the proposed extrapolation to welded tube-plate joints subjected to tension 
at the tube end. 
4) Extended the proposed extrapolation to tubular X-joints subjected to brace axial load, 
brace in-plane bending load, and brace out-of-plane bending load.  
5) Extended the proposed extrapolation to tubular K-joints subjected to balanced brace 
axial load. 
6) Proposed an alternative ENS prediction method based on the ENS-hot-spot stress 
relationship, for applications on the tubular X- and K-joints. 
1.5 Organization of the thesis 
The presentation of research works in this thesis follows the organization below: 
• Chapter 2 presents a general review of fatigue in welded joints, with an emphasis on 





• Chapter 3 presents a systematic assessment of the existing effective notch stress S-N 
curve for applications on tubular joints. 
• Chapter 4 describes the development of an extrapolation method to estimate the ENS 
on cruciform and tube-plate joints. The works presented here lay the foundation for 
the extrapolation concept. 
• Chapter 5 extends the extrapolation method presented in Chapter 4 to tubular X- and 
K-joints. 
• Chapter 6 presents an alternative ENS prediction method based on the relationship 
between the ENS and the hot-spot stress, focusing on the tubular X- and K-joints.  
• Chapter 7 summarizes the main research findings from this thesis and proposes 


















2.1 Fundamentals of fatigue 
2.1.1 Fatigue mechanism 
Fatigue failure occurs as a result of material deterioration due to repeated stress fluctuations, 
which can happen at a stress level far below the material’s yield strength. The detailed 
mechanism of fatigue remained unknown until Ewing and Humfrey (1903) began conducting 
microscopic observation of the fatigue process in the early 20th century.  
The fatigue process consists of the crack initiation phase, the stable crack propagation 
phase, and the final fracture. The crack initiation phase represents an early stage of the 
fatigue process, involving the development of microscopic cracks on the surface of the 
material. The engineering practice recognizes the crack initiation phase as a period where the 
crack depth is less than 0.25 mm (0.01 inch), which is based on the smallest accurately 
measurable depth using the existing crack detection method. The fatigue process then 




continues with the stable crack propagation phase until the crack reaches a critical size, i.e., 
the point at which the remaining ligament of the component can no longer resist the applied 
load. Once the critical crack size is achieved, the crack propagates rapidly up to the point of 
final fracture. The proportion between the crack initiation phase and the crack propagation 
phase depends on several aspects, such as the joint geometry, the magnitude of loading, the 
surface roughness, and the presence of residual stress.  
 
  
Fig. 2.1: Persistent slip bands 
Adapted from Suresh (1998) 
 
Fig. 2.2: Microcrack nucleation 
Adapted from Suresh (1998) 
 
 
Fig. 2.3: Transition to crack propagation phase 
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2.1.1.1 Crack Initiation 
Fatigue crack begins with localized microscopic plastic deformations. These plastic 
deformations, also known as persistent slip bands, occur typically at the material surface, as 
shown in Fig. 2.1. The less constraint at the material surface promotes the microscopic 
dislocation. The material surface also tends to contain notches or other macroscopic 
discontinuities, which amplify the local stress and therefore accelerates the formation of the 
persistent slip bands. As the material experiences more load cycles, the persistent slip bands 
accumulate and form micro geometric discontinuities in the form of extrusion and intrusion 
as shown in Fig. 2.1. This leads to the formation of microcracks, which occur typically at the 
edge of the accumulated slip bands (see Fig. 2.2).  
2.1.1.2 Crack Propagation 
The microcrack continues to grow deeper into the material with relatively low rates. The 
microcrack then grows at a more regular rate after it extends several grains away from the 
nucleation site, indicating the beginning of the crack propagation phase. The change in the 
crack growth direction, as illustrated in Fig. 2.3, also marks the transition from the initiation 
to the propagation phase.  
2.1.2 Fatigue Loading 
The engineering practice uses the following parameters to describe the fatigue loading: 
• Cyclic stress range : max minσ σ σ∆ = −  
























2.1.2.1 Constant amplitude loading 
In a constant amplitude loading, the stress fluctuates with a fixed magnitude of maximum and 
minimum stress. Figures 2.4 and 2.5 illustrate the stress histories of typical constant 





Fig. 2.4: Tension-tension loading, R > 0 
 
Fig. 2.5: Fully-reversed loading, R = -1 
 
2.1.2.2 Variable amplitude loading 
Variable amplitude loading introduces irregular stress fluctuation with stress ranges that vary 
with time, as illustrated in Fig. 2.6. 
 
 
Fig. 2.6: Variable amplitude loading 
 
2.1.3 Fatigue in welded connections 
The complexity of fatigue phenomenon escalates in the case of welded connections. The 
welding process introduces unique features that generally have negative impacts to the 
fatigue life. Compared to the base material, welded connections demonstrate significantly 
















2.1.3.1 Weld defects  
One of the unfavorable results in joining metallic components via welding is the formation of 
the crack-like defects. Inherent defects, such as the weld root in fillet welding (see Fig. 2.7), 
are unavoidable and should be taken into account in the design. Meanwhile, other defects, 
such as the lack of penetration (Fig. 2.8) and undercuts (Fig. 2.9), are results of poor 
workmanship. Fatigue cracks tend to initiate from these defects. Unfortunately, the size, the 
shape and the location of these flaws are often undetectable through visual inspection. The 
standard practice requires a non-destructive inspection (e.g. via ultrasonic testing) for the 
welds on major structural members. The inspection ensures that these defects do not exist, or 
at least fall within the allowable size. 
 
 





Fig. 2.8: Lack of penetration 
http://www.weldingtipsandtricks.com  










2.1.3.2 Residual Stress  
The high temperature produced during welding causes localized expansion of the material 
near the weld deposit. The material then experiences contraction as the weld cools down. The 
difference in the contraction rate in different materials at different locations leads to the 
development of the residual stress. The residual stress consists of tensile and compressive 
stresses that are self-equilibrated. The distribution of the residual stress follows a rather 
complex trend that depends on the joint geometry and the welding sequence. The magnitude 
of the residual stress may go as high as the yield stress of the base metal.  
During cyclic loading, the existing residual stress locally adds to the mean stress 
introduced by the applied load (σmean). The stress amplitude remains unchanged, yet the stress 
ratio (R) becomes higher due to the increase in the mean stress. Although possible, the 
measurement of residual stress is impractical for the engineering practice. Design codes 
typically incorporate the assumption of high tensile residual stress in their design S-N curves. 
IIW (Hobbacher, 2007), for example, provides default S-N curves with R = 0.5 and allows for 
improvement factors when the actual residual stress is verified from measurements. 
2.1.3.3 Heat affected zone  
The heat from the welding process affects the microstructure of the base material adjacent to 
the weld deposit. The engineering practice refers to this region as the heat affected zone 
(HAZ). The changes in the material microstructure may alter the properties and reduce the 
strength and toughness to an extent that depends on the base material, the weld material, and 
the amount of heat generated during welding. 




2.2 Fatigue design 
2.2.1 The S-N concept 
The fatigue design based on the S-N concept relies on the relationship between the fatigue 
life (N) and the applied stress range (∆σ). The relationship derives from the observation of 
numerous fatigue data, which follows an approximately linear trend when plotted in a log-log 
scale. As shown in Fig. 2.10, the typical fatigue data would show scatter due to the presence 
of other influences that are not captured by the applied stress range, e.g. weld defects and 
residual stresses. Engineering guidelines (Hobbacher, 2007; Fricke, 2012) address the scatter 
by taking the lower bound line as their design S-N curve, as indicated by the solid line in Fig. 
2.10. For a normally distributed scatter, the design codes define the lower bound as two-
standard-deviation lower than the mean curve. This corresponds to a 97.7% probability of 
survival. 










or log log logN a m σ= − ∆ , (2.2) 
where  N is the predicted fatigue life in number of load cycles, 
  ∆σ is the stress range, 
  m is the negative inverse slope of the S-N curve, 
  ā is the intercept of the design S-N curve with log N axis, 
 loglog log 2 . . Na a S D= − , (2.3) 
  a is the intercept of the mean S-N curve with log N axis, 
  2S.D.log N is the standard deviation of log N. 





Fig. 2.10: Typical S-N curve (Hobbacher, 2007) 
  
The horizontal portion of the design curve shown in Fig. 2.10 indicates the fatigue 
limit. The fatigue limit represents the stress level below which the fatigue failure would not 
occur. In certain cases, for example the very high cycle fatigue (up to 1 billion cycles) or 
joints with corrosive surrounding environment, the design codes replace the fatigue limit with 
a shallow sloping curve (large m value). 
By the definition of the stress range, the S-N concept separates into three well-known 
approaches, namely the nominal stress, the hot-spot stress, and the effective notch stress 
approach. Due to the difference in the stress range definition, each approach has its own set 
of S-N curves. The following sections describe each concept in more detail. 
2.2.2 The nominal stress approach 
The nominal stress approach presents the simplest method for fatigue assessment of welded 
joints. This approach adopts the cross-sectional stress range as the fatigue driving force, and 
excludes the local stress concentration due to the presence of weld or other geometric 
discontinuity. The computation of the nominal stress requires the least effort as compared to 
the other two alternatives. However, the nominal stress concept leads to significantly high 













concentration. The local stress concentration depends on multiple factors, such as the joint 
type, the loading mode, and the local weld geometry. The nominal stress concept embeds the 
influence of these factors into the design S-N curve, resulting in many curves where each 
corresponds only to a certain type of joint under a particular loading mode.  
To facilitate the nominal stress approach, fatigue guidelines provide a catalogue of 
weld detail class and their corresponding S-N curves. IIW (Hobbacher, 2007), for instance, 
published an extensive collection of weld detail classes that are identified through their 
fatigue strength at 2 million cycles (also known as FAT class). Once the fatigue assessment 
involves complex and unclassified joints, the nominal stress approach becomes uncertain and 
speculative. In addition, the definition of nominal stress in complex joints becomes vague, 
such as in tubular joints with many members. Despite the simple application, the nominal 
stress approach lacks in robustness and consistency. These limitations drive the development 
of other approaches that adopt the local stress range. 
2.2.3 The hot-spot stress approach 
The hot-spot stress approach attempts to capture the local stress concentration to a certain 
extent. The hot-spot stress considers the stress increase due to the presence of the attached 
member (macro geometry), but excludes the effect of the local weld geometry, e.g. the weld 
toe radius. The idea initiated from the experimental strain measurements at a certain distance 
away from the weld toe in an effort to measure the local stress (Haibach, 1968; Peterson, 
1962; and Manson, 1965). During the 1970s, the collaborative efforts between the operators 
of offshore installations and the classification societies investigated this approach 
extensively, with the intention of developing a reliable fatigue assessment method for welded 
tubular joints. Later on, more researches extended and confirmed the application of the hot-
spot stress approach for non-tubular joints. 





Fig. 2.11: The hot-spot stress according to IIW (Hobbacher, 2007) 
 
 The hot-spot stress derives from the extrapolation of surface stresses/strains at the 
prescribed extrapolation zone back to the weld toe, as illustrated in Fig. 2.11. In general, the 
extrapolation zone needs to be far enough from the weld to avoid the influence of the local 
geometry, yet sufficiently close to capture the stress increase due to the structural 
configuration. There are currently several different definitions for the extrapolation zone, 
such as the definition adopted by IIW (Hobbacher, 2007) and ISO19902 (BSi, 2007). 
However, recent study on welded tubular joints (Shen, 2010) concluded that the difference 
between the extrapolation zone proposed by IIW and ISO19902 leads only to a marginal 
difference in the hot-spot stress. Unless stated otherwise, the current study adopts the 
definition proposed by IIW (Hobbacher, 2007). 
IIW (Hobbacher, 2007) recognizes two types of hot-spot, namely the “type-a” and the 
“type-b” hot-spot, as shown in Figs. 2.12 and 2.13 (the term hot-spot also refers to the most 
critical location). In the “type-a”, the hot-spot lies on the plate surface, as in the cruciform 
and the tubular joints, where the plate/wall thickness is a relevant parameter to describe the 
location of the extrapolation zone. In the “type-b”, the hot-spot locates the edge of the plate, 
as illustrated by the gusset joint in Fig. 2.13. For this type of hot-spot, the plate thickness is 



















Fig. 2.12: Cruciform joint (type-a) 
 
Fig. 2.13: Gusset joint (type-a & type-b) 
 
 
All joints analyzed in this thesis fall into the “type-a” category. The extrapolation 
zone for “type-a” spans from 0.4t to 1.4t from the weld toe, where t is the thickness of the 
corresponding plate (see Fig. 2.11). Within the prescribed zone, IIW (Hobbacher, 2007) 
recommends reference extrapolation points, namely 0.4t and 1.0t for linear extrapolation, and 
0.4t, 0.9t and 1.4t for quadratic extrapolation. The code suggests quadratic extrapolation 
when the stress variation within the prescribed zone is non-linear.  
Compared to the nominal stress approach, the hot-spot stress approach requires more 
calculation effort. The stresses within the extrapolation zone typically derive from finite 
element analyses with relatively fine mesh along the weld line. However, as the concept 
considers the local stress concentration to a certain extent, the hot-spot stress approach 
improves the weld detail class dependencies, leading to significantly fewer S-N curves to 
choose from. In the current practice, the hot-spot stress approach is the standard fatigue 












2.2.4 The effective notch stress approach 
In theory, the actual stress range at the weld notch (weld toe or weld root) describes the 
fatigue driving force with significantly better accuracy as compared to the nominal and the 
hot-spot stress. The computation of this stress, however, is impractical since it requires the 
accurate measurement and modeling of the real local weld geometry, which remains 
unknown until fabrication. The effective notch stress approach addresses the aforementioned 
problem by replacing the actual weld geometry with an effective (fictitious) one. The 
fictitious geometry comes in the form of smooth triangular weld shape with reference radii 
(rref) at the weld notches (weld toe and weld root). IIW (Fricke, 2012) suggests rref = 1 mm 
for plate thickness larger than or equal to 5 mm, with a single design S-N curve namely the 
FAT 225 (based on maximum principal stress). For thinner plates (t < 5 mm), the code 
recommends rref = 0.05 mm, coupled with the FAT 630 curve. This thesis focuses on welded 
tubular joints in major structural components where the wall thicknesses are typically greater 
than 5 mm. Thus, unless stated otherwise, the study adopts rref = 1 mm for the effective notch 
stress computation. 
 Despite being based on a fictitious geometry, the effective notch stress approach 
identifies successfully the severity of the local stress concentration in different types of joints. 
This leads to a low scatter in the fatigue data, thus allowing for a single S-N curve to be 
assigned for different types of joints under various loading modes. The existing literatures 
have confirmed this approach extensively on welded plate joints. In terms of computational 
efforts, the effective notch stress approach requires the most pre-processing work compared 
to the nominal stress and the hot-spot stress approach. The requirement for the fictitiously 
rounded notch with extremely fine mesh often makes this approach impractical for the 
engineering practice. Section 2.3 provides a more comprehensive review on the background 
and the recent developments of the effective notch stress approach.  




2.2.5 The thickness effect 
The thickness effect refers to the phenomenon where the thick plated joints tend to 
demonstrate shorter fatigue life. The thickness effect (also known as the size effect) consists 
of the statistical size effect, the technological size effect, and the geometrical size effect 
(Mashiri et al., 2006). The theory behind the statistical size effect states that increasing the 
size of the specimen will statistically generate more weak links, thus providing favorable 
conditions for the fatigue crack to initiate and grow. The technological size effect refers to the 
influence of the fabrication method in relation to the plate thickness and its effect on the 
fatigue life of the joint. Welding residual stress is one example, in which the size of the of the 
joint dictates the number of welding pass required, and in turn influences the magnitude and 
distribution of the residual stress. The severity of the residual stress would then affect the 
joint’s fatigue life. The geometrical size effect describes the effect of thickness to the local 
stress concentration and the variation of stress across the thickness. In general, thinner joints 
generate less severe local stress concentration at the surface with steep stress gradient across 
the thickness. As a result, the low local stress concentration prolongs the crack initiation 
phase, while the steep stress gradient across the thickness reduces the crack propagation rate 
as the crack grows into a region of rapidly decreasing stress. The opposite occurs in thicker 
joints, leading to a shorter fatigue life as observed in numerous tests. 
 The existing design codes employ thickness correction factors to address this 
thickness effect. The thickness correction applies to the nominal stress and the hot-spot stress 
concept, but not the effective notch stress approach. The effective notch stress represents the 
local stress concentration directly, and thus reflects the geometrical size effect occurring on 
the material surface. As demonstrated by the pioneering experimental studies (Köttgen et al., 
1991; Olivier et al., 1989 and 1994), the effective notch stress approach diminishes the 
thickness effect significantly, such that the remaining scatter due to thickness effect can be 




addressed via a safety margin without being too conservative. For the nominal stress and the 
hot-spot stress approach, the thickness correction modifies the design S-N curve to reflect the 
fatigue life reduction. The thickness correction takes effect when the plate thickness (t) is 
greater than the reference thickness (tref). The modified S-N curve follows, 








 = − ∆      
; ( )reft t> , (2.4) 
where k denotes the thickness exponent. Design codes propose different k and tref values, 
which potentially lead to contradicting fatigue life estimations. IIW (Hobbacher, 2007), for 
instance, recommends k = 0.3 and tref = 25 mm for the as-welded joints, while API (2007) 
suggests k = 0.25 and tref = 16 mm for joints in the same condition. Other contrasting 
recommendation is found in the thickness correction proposed by CIDECT (Zhao et al., 2001) 
that allows for higher S-N curves (longer fatigue life) when the thickness is less than tref = 16 
mm. The proposed fatigue life improvement, however, ends at t = 4 mm since the defect size 
in thin joints may overrule the geometric thickness effect (Mashiri et al., 2006). 
 
2.3 Review on the effective notch stress approach 
This section presents  a comprehensive review on the effective notch stress approach. The 
review covers the early development, the design code implementation, and the more recent 
developments.  
2.3.1 Early developments 
During the 1930s, fatigue research began to look into the effect of local stress at cross-
sectional transitions to the reduction of fatigue strength. At the time, numerical stress 
analysis, e.g. via finite element method, was not a feasible option due to the absence of the 
computational resources. The understanding of the local stress came from experimental 




methods, such as photo-elasticity (Coker and Fillon, 1931), and theoretical solutions based on 
solid mechanics. The local stress, σ, follows, 
 t nomKσ σ= , (2.5) 
where Kt and σnom denote the elastic stress concentration factor and the nominal (cross 
sectional) stress, respectively. As demanded by the engineering practice, some researches 
focused on deriving a collection of elastic stress concentration factors for various common 
cases. One example is Peterson’s book (1974), which includes an extensive compilation of Kt 
for various structural details and loading modes. 
 
Fig. 2.14: Endurable stress in un-notched and notched specimen 
 
Early investigations explained the relationship between the local stress concentration 
and the fatigue strength reduction through the assumption of an ideal similarity condition. 
Under such assumption, the fatigue strength reduction becomes linearly proportional to the 
magnitude of the local stress concentration. Figure 2.14 exemplifies this concept via the 
comparison between the un-notched and the notched specimen. The endurable stress ∆σE 
refers to the nominal stress range at which the fatigue crack starts to initiate at the un-notched 
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specimen, while ∆σE,notched refers to the endurable stress at the notched specimen. If the two 
specimens are made from the same material, the local stress range required to initiate a 
fatigue crack is equal in both specimens. This observation leads to the lower endurable stress 








∆ = . (2.6) 
Later fatigue tests demonstrated that the fatigue strength reduction in Eq. (2.6) is 
inaccurate and often leads to the overestimation of the notch effect, i.e., the actual strength 













where Kf represents the fatigue notch factor, or also known as the fatigue-effective stress 
concentration factor. The complexity of the problem created challenges for an accurate 
description of the fatigue strength reduction mechanism. Several investigations proposed 
empirical approach to estimate the magnitude of Kf. Thum and Buchmann (1932) introduced 
the notch sensitivity concept, 
 1 ( 1)f tK q K= + − , (2.8) 
where q denotes the notch sensitivity factor. When q = 1, the notch effect develops to the full 
extent, that is, the fatigue strength reduction follows the magnitude of Kt. Conversely, q = 0 
implies that the presence of notch does not reduce the fatigue strength at all. Peterson (1959) 
and Neuber (1937, 1968) proposed a method to quantify the notch sensitivity based on the 
actual notch radii and the characteristic material length. This review focuses on Neuber’s 
work since it established the fundamentals of the effective notch stress approach. 





Fig. 2.15: Micro-structural support length for different materials  
Adapted from Neuber (1968) 
 
 
 Neuber (1937, 1968) proposed the micro-structural support theory to explain the 
notch effect in the fatigue strength reduction. He argued that the fatigue-effective local stress 
is a function of the micro-structural support length ρ*, which is a material property. The 
theory proposed that the fatigue-effective local stress (σf) is an average of the elastic stress 












= = ∫ . (2.9) 
Figure 2.15 illustrates the variation of ρ* with respect to the material offset yield strength 
(σY0.2). Based on his micro-structural support theory, Neuber proposed the notch sensitivity 









 To alleviate the difficulties of integrating the stress field, as required in Eq. (2.9), 
Neuber then proposed a fictitious notch rounding concept. The main idea behind this concept 
is to replace the actual notch radius (ρ) with a fictitious value (ρf), such that the elastic stress 
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computed using ρf equals the fatigue-effective stress in Eq. (2.9).  This concept enables direct 
calculation using stress concentration formulae or numerical stress analyses, 
 
f
f t nom f nomK Kρ ρσ σ σ== = . (2.11) 
The fictitious notch radius follows, 
 *f sρ ρ ρ= + , (2.12) 
where the support factor s represents the influence of the loading mode, the multiaxiality 
condition (plane stress or plane strain) and the adopted strength criterion (e.g. von Mises or 
principal stress). Figure 2.16 illustrates the fictitious notch rounding concept using the V-
notch with a certain opening angle.  
 
Fig. 2.16: The fictitious notch rounding concept 
  
 The procedure described above was intended for non-welded components until Radaj 
(1990) extended the fictitious notch rounding concept to welded joints. He concluded that the 
support factor (s) for steel welded joints equals 2.5, based on the plane-strain condition under 
the von Mises strength criterion. To represent the welded steel, Radaj adopted the cast steel 
with low yield strength, leading to ρ* = 0.4 mm (see Fig. 2.15). According to Eq. (2.12), the 
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measuring the actual weld notch radius, Radaj considered the worst-case scenario where the 
actual weld notch radius equals zero, leading to ρf  = 1 mm for all cases. This method became 
the original version of the effective notch stress approach, and was found to align well with 
experimental results, although the application was limited to the prediction of fatigue limit 
reduction.  
2.3.2 Modified notch rounding concept 
During the early 1990s, Seeger and colleagues (Köttgen et al., 1991; Olivier et al., 1989 and 
1994) conducted an extensive experimental investigation with the objective of obtaining 
better definition of the mean fatigue strength and the scatter ranges. The experimental 
program included T and Y plate connections commonly found on welded hollow section 
girders used in crane structures. The specimens consist of fillet-welded and single-bevel 
welded joints, with plate thickness of t = 8 mm, 15 mm and 40 mm. As observed in the tests, 
the fatigue crack initiates at either the weld toe or the weld root.  
 The investigation employed the fictitious notch rounding concept to evaluate the 
fatigue strength for each specimen. However, the definition of the fictitious radius deviates 
from the original concept proposed by Radaj (1990). Seeger and co-workers (Köttgen et al., 
1991; Olivier et al., 1989 and 1994) utilized a reference radius of rref = 1 mm to replace the 
actual radius at the weld toe and the weld root, which fluctuates around this value (according 
to measurements on their test specimens). The modified definition disregards the micro-
structural support theory, and perceives the reference radius as a treatment to address the 
scatter in the actual notch radius. The term reference radius rref is used to distinguish the 
modified definition from the original, which uses the term fictitious notch radius ρf. 
The evaluated fatigue strength reported by Olivier et al. (1989 and 1994) presented an 
important finding to the development of the effective notch stress approach. In addition to the 
tested T and Y plate joints, Olivier et al. (1989 and 1994) evaluated more fatigue tests on 










































2  (MPa)kE f nAKσ σ∆ =
Local fatigue strength
various plate joints using the modified notch rounding concept (rref = 1 mm), as summarized 
in Table 2.1. The fatigue strength shown in Table 2.1 corresponds to 2 million cycles, and 
obtained under pulsating cyclic load, i.e., R = 0. As presented in Table 2.1, the reported 
fatigue strength based on the nominal stress varies significantly between different joint types. 
However, once evaluated in terms of the local strength, the fatigue strength of all joint types 
falls closely to each other. This finding became the rationale behind the single S-N curve for 
the effective notch stress approach.  
 
Table 2.1: Local fatigue strength of various weld details 
Adapted from Olivier et al. (1989 and 1994) 
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Fig. 2.17: Derivation of the FAT 225 
Adapted from Sonsino et al. (2012a) 
 
Figure 2.17 explains the process behind the recommended FAT 225 curve, as reported 
by Sonsino et al. (2012a). The average local fatigue strength in Table 2.1 corresponds to a 
50% probability of survival (Ps) with R = 0, and thus requires reduction factors to (i) address 
cases with high tensile residual stress and (ii) provide higher Ps according to the observed 
scatter. As normally assumed in S-N curves for welded steel joints, the evaluation adopts a 
slope of m = 3. The fatigue strength reported in Olivier et al. (1989 and 1994) is presented in 
terms of the maximum principal stress. If the evaluation is conducted in terms of the von 
Mises stress, the resulting design curve will have a lower FAT class. Sonsino (2009a) 
suggested the FAT 200 curve when the effective notch stress is evaluated in terms of the von 
Mises stress. 
Averaged local fatigue strength
(R = 0, Ps = 50%)
347 MPakEσ∆ =
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2.3.3 Design code implementation 
Fricke (2012) published a detailed guideline for the effective notch stress approach under the 
International Institute of Welding (IIW). The guideline focuses on important aspects in the 
numerical stress analysis (by finite element method) and provides several examples. The 
guideline acknowledges both the original and the modified notch rounding concept and 
suggests a reference radius of rref = 1 mm for weld toe and weld root application, as shown in 
Fig. 2.18. The 1 mm reference radius applies only to joints with t ≥ 5 mm. For thinner joints, 
IIW (Fricke, 2012) proposed a smaller reference radius of rref = 0.05 mm, with higher S-N 
curve, namely the FAT 630.  
 
 




Fig. 2.19: Typical mesh for weld toes 
Adapted from Fricke (2012) 
 
Fig. 2.20: Typical mesh for weld roots 










Table 2.2: Recommended element sizes for the ENS approach 
Adapted from Fricke (2012) 
 
Element type Relative size 
Size for rref = 
1 mm 








Quadratic ≤ r/4 ≤ 0.25 mm ≤ 0.012 mm ≥ 3 ≥ 24 
Linear ≤ r/6 ≤ 0.15 mm ≤ 0.008 mm ≥ 5 ≥ 40 
  
 
The numerical computation of the effective notch stress (ENS) requires the physical 
modeling of the plate thickness. This requirement restricts the computation to solid elements 
(for 3D analysis) and 2D solid elements (for 2D analysis). In order to capture the highly non-
linear stress variation, the typical ENS computation entails a significantly smaller element 
size compared to that required in the hot-spot stress calculation. The IIW document (Fricke, 
2012) provides guidance to the appropriate element size based on the element type and the 
reference radius, as shown in Table 2.2. In addition, the guideline suggests a typical mesh 
design for the weld toe and the weld root application, as illustrated in Figs. 2.19 and 2.20, 
respectively. The example mesh design suggests that the element size along and normal to the 
notch surface needs to be controlled strictly. Recent study by Baumgartner and Bruder (2013) 
confirmed that the mesh size normal to the notch surface holds a more critical influence, due 
to the higher stress gradient along this direction.   
In the ENS scheme, the fatigue assessment for any welded steel joint is performed 
using the FAT 225 curve without applying any thickness corrections. Table 2.3 lists the S-N 
curve constants while Fig. 2.21 illustrates the FAT 225 curve. Problems arise when the FAT 
225 curve is used to assess joints with mild notch, e.g. butt-welds, where the ENS is 
inherently low (Pederson et al., 2010). The IIW code (Fricke, 2012) imposes a minimum 
notch factor of 1.6 to address the low stress concentration in such joints. So far, the FAT 225 
curve applies only to as-welded steel joints. Fatigue assessments on joints with post-weld 
treatment (e.g. peening and burr grinding) require further investigation. 




Table 2.3: Constants for FAT 225 S-N curve 
 
N (cycles) M log ā 
104 - 107 3 13.358 
>107 22 53.622 
 
 
 Fig. 2.21: The FAT 225 curve for the ENS approach 
 
2.3.4 Recent developments 
The recent literatures have reported the successful applications of the effective notch stress 
approach in various industrial sectors. Fricke and Paetzold (2010) assessed a number of 
welded web frames commonly found in ship structures, while Fricke et al. (2009) conducted 
a similar study on the sandwich steel plate connections in ship deck panels. Their studies 
consist of fatigue tests on full-scale models, and detailed finite element computations of the 
ENS. Both ship related studies demonstrate that the FAT 225 curve is able to provide 
conservative fatigue life predictions for all tested specimens. Park and Miki (2008) reported 
similar conclusions from their investigation on large-size fillet-welded plate joints, with 
thickness ranging from 30 mm to 75 mm. Their study highlights the diminished thickness 
effect and joint type dependency when the fatigue data is presented in terms of the ENS. The 
investigation by de Bruyne and Hoppe (2006) demonstrates the assessment of spot-welded 
steel thin sheets in automotive doors using the ENS approach with rref = 0.05 mm.  The ENS 
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design curve for thin joints, i.e. the FAT 630, shows good agreement with the experimental 
data. Oh et al. (2014) presented another thin joint application, involving extensive tests on 
welded invar alloy joints, which are common in liquefied natural gas (LNG) carrier. Their 
study derives the FAT class for invar alloy in accordance with the ENS approach for t < 5 
mm.  
 Despite the successful applications in various cases, the reference radius remains an 
ongoing debate. Schijve (2012) argues qualitatively that the more rational approach is 
adopting a reference radius proportional to the weld size. Bruder et al. (2012), on the other 
hand, propose the reference radius as a function of the plate thickness and the crack initiation 
site (i.e., weld root or weld toe). Their proposal is based on the observed scatter when the 
fatigue strength is evaluated under different reference radii. Meanwhile, Berto et al. (2009, 
2012 and 2014) adhere to the original fictitious notch rounding concept proposed by Neuber 
(1937, 1968). 
 Other researchers further examine the validity of the ENS approach and the FAT 225 
curve. A study reported by Pedersen et al. (2010) conducted a systematic assessment by re-
analyzing recent fatigue data under the ENS system. The data comprises more than 700 tests 
on different types of plate joints, all of which are tested in the as-welded condition under 
positive load ratio (R > 0). The plate thickness ranges from 5 mm to 25 mm, while the steel 
grade varies between S235 and S1100. Their result demonstrates that, while the majority of 
the fatigue data agree reasonably well with the FAT 225 curve, a number of data from the 
butt-joints falls below the curve due to the inherently low stress concentration. In response to 
this finding, Pedersen et al. (2010) propose an increase for the minimum notch factor from 
1.6 to 2.0, combined with a lower design curve, the FAT 200. However, the latest IIW 
standard (Fricke, 2012) has not endorsed these corrections. 




Some recent studies attempt to extend the applicability of the ENS concept. A number 
of investigations (Kaffenberger and Vormwald, 2010; Malikoutsakis et al., 2011 and 2014) 
extend the ENS approach for fatigue assessment of joints with pronounced weld ends. 
Meanwhile, other research efforts focus on modifying the ENS concept to assess joints with 
post-weld treatment. Weich (2009) proposed an improvement factor to take into account the 
effect of high frequency peening (HFP). This method, however, requires careful measurement 
of the compressive residual stress introduced by the HFP treatment. Pedersen et al. (2010) 
reported a more practical approach that hinges on deriving new S-N curves for different post-
weld treatments based on the available data, while maintaining the 1 mm reference radius. 
Their approach covers the common post-weld treatments, including the burr-grinding, the 
tungsten inert gas (TIG) dressing, and the HFP.  
 Contrary to the plate joints, only a few publications reported the tubular joint 
assessment under the ENS scheme. Sonsino (2012b) reported a series of fatigue tests on 
tubular K-joints with constant and variable amplitude loading in an artificial sea water 
environment. His study assesses the joints’ fatigue life using the ENS approach (rref = 1 mm), 
with a 3D-to-2D sub-modeling approach to simplify the finite element analysis. The assessed 
fatigue tests are in good agreement with the FAT 225 curve after the effect of the corrosive 
sea-water is incorporated through a reduction factor. Other study reported by Pang et al. 
(2006) adopts a similar 3D-to-2D simplification for the ENS computation on thick-walled 
tubular N-joints in dragline structures. However, the investigation focuses only on the stress 
computation aspect, without any comparison to an actual fatigue test.  
2.4 Fatigue assessment of welded tubular joints 
A typical tubular joint consists of one or more secondary members (brace), profiled and 
welded onto the main member (chord), as shown in Fig. 2.22. High stress concentration 
occurs naturally at the region where the brace and the chord intersect due to the abrupt 




change in geometry. The severity of the stress concentration varies along the brace-chord 
intersection line, although the most critical stress locates typically either at the crown or the 
saddle, depending on the loading mode (see Fig. 2.22). The description of a tubular joint 

























ζ = , (2.13e) 
where  t1 denotes the brace wall thickness, 
  t0 denotes the chord wall thickness, 
  d1 denotes the brace outer diameter, 
  d0 denotes the chord outer diameter, 
  l0 denotes the chord length, 
  g denotes the gap between two adjacent brace members. 
In addition to the aforementioned parameters, the brace-chord intersection angle θ and the 
brace eccentricity e also describe the global joint geometry. 
The main drive behind the development of fatigue assessments for welded tubular 
joints comes from the offshore oil and gas industry,  where steel tubular sections are 
extremely common, for instance in jackets and jack-up rigs. Fatigue becomes a major 
concern in offshore structures due to highly fluctuating environmental loads combined with 
the severe stress concentrations in tubular joints. The existing offshore guidelines (API, 2007; 




ABS, 2003; DNV, 2010) adopt the hot-spot stress approach as the standard fatigue design 
procedure for tubular joints. The hot-spot stress concentration factor (SCF) relates the global 





= , (2.14) 
where σHS and σnom denote the hot-spot stress and the nominal stress, respectively. In 
practice, the nominal stress usually refers to the normal stress in the brace member according 










σ = . (For bending load)  (2.15b) 
 
 
Fig. 2.22: Geometry of a tubular K-joint 
 
 
 Simple and accurate determination of the SCF is crucial for the hot-spot-stress-based 
fatigue life prediction. In the past three decades, many investigations (Efthymiou and Durkin, 
1985; Efthymiou, 1988; Chang and Dover, 1996; Lloyd’s Register, 1997) have proposed 
parametric formulae to predict the SCF based on the global geometric parameters. These 
















measurements. The HSE report (HSE, 1997) compiled some of the published formulae and 
examined the accuracy of the predicted SCF against actual measurements. The assessment 
demonstrated that the formulae proposed by Efthtymiou (1988) provided accurate SCF 
estimation for a wide range of tubular joints under common loading modes. Today, 
Efthtymiou’s formulae are the standard procedure for SCF calculation in several offshore 
codes (API, 2007; ABS, 2003; DNV, 2010). 
When the tubular joint is complex or outside the validity range of any existing 
formulae, the computation of SCF requires a numerical stress analysis, which is commonly 
performed using the finite element method. Numerous researchers have investigated the finite 
element SCF computation extensively (Marshall, 1992; Romejin, 1994; van Wingerde et al., 
1995; van Wingerde et al., 1996; Tveiten and Moan, 2000; Niemi et al., 2007). The 
aforementioned studies have demonstrated that shell elements allow for simpler modeling 
and less computational time, yet they are unable to physically model the weld and the tube 
wall thickness, leading to less accurate SCFs. The literatures and the current design codes 
(HSE, 1997; HSE, 2001; DNV, 2010) recommend the use of quadratic solid elements with 
reduced integration since they are (i) able to physically simulate the weld geometry and the 
tube wall thickness and (ii) better equipped to model curved geometry (due to the presence of 
the mid-nodes). Due to the difficulty posed by the tubular joint geometry, the modeling of 
weld for the SCF computation typically assumes zero weld toe radius. This sharp weld toe 
presents a geometric discontinuity, at which the stress is non-converging with further mesh 
refinement. However, recent numerical (Shen, 2010) and experimental (Qian et al., 2013; 
Qian et al., 2014) studies indicate that the weld toe radius imposes negligible effect on the 
SCF, implying that the suggested hot-spot extrapolation zone successfully excludes the effect 
of the local weld geometry.  




The design and the fabrication of welded tubular joints normally adopt the full-
penetration weld as opposed to the fillet weld. The full-penetration weld helps to avoid crack 
initiation at the weld root, which, in the case of tubular joints, is not easily accessible for 
inspection or repair. The nominal weld size and weld profile follow the complete joint 
penetration (CJP) welding scheme proposed by the American Welding Society (AWS, 2015). 
However, the as-built weld size would show a certain degree of discrepancy and scatter 
against the nominal size, depending on the welding procedure and the welder’s skill. The 
variation in weld size is a major contributing factor to the scatter in the measured SCF (HSE, 
1997). Moreover, the effect of weld size seems to be amplified when the brace and the chord 
member have equal outer diameter (β = 1.0). Wylde (1983) reported that the weld size 
variation in tubular T-joints with β = 1.0 leads to more than 100% difference in the measured 
SCFs. Similarly, Wordsworth’s (1986) demonstrated that the SCF predictions became less 
accurate when the β ratio approaches 1.0. 
Design codes for welded tubular joints, such as CIDECT (Zhao et al., 2001) and API 
(2007), suggest an extrapolation path that is perpendicular to the weld line, as illustrated in 
Fig. 2.23. The spatially curved weld line, however, brings question regarding the most 
suitable stress component for the hot-spot stress extrapolation. Some codes (API, 2007; 
Hobbacher, 2007) propose the maximum principal stress while others (Zhao et al., 2001; van 
Wingerde, 1995) recommend the stress perpendicular to the weld line. The perpendicular 
stress offers a consistent definition that enables superposition in the case of combined 
loading, whereas the principal direction changes with loading mode. In addition, the 
perpendicular stress agrees physically with the crack opening mechanism. Some 
investigations (Marshall, 1992; Romejin et al., 1992) demonstrated that the difference 
between these two stresses diminishes near the weld toe. More recently, Shen (2010) reported 
that for non-grouted tubular joints, the maximum principal stress at the critical locations (i.e., 




crown and saddle) is practically equal to the perpendicular stress. Despite the lack of 
consensus in this topic, most designers still rely on Eftyhmiou’s SCF formulae (1988), which 
are based on the maximum principal stress.  
 
 
Fig. 2.23: Recommended hot-spot stress extrapolation path 
 
2.4.1 Evaluation of SCF through experimental measurement 
The typical SCF measurements employ a series of strain gauges (or a multi-element strip 
gauge) mounted in the perpendicular direction to the weld line, as shown in Fig. 2.24. The 
position of the first strain gauge corresponds to the lower limit of the extrapolation zone, i.e., 
0.4t away from the weld line. The rest of the extrapolation procedure remains the same as in 
the numerical stress analysis. Yet, the strain-to-stress conversion requires special attention for 
an accurate SCF evaluation. 
 
 















The uni-axial stress-strain relationship would lead to errors since the stress state in a 
tubular joint is highly multiaxial. The more rigorous approach requires the constitutive 
relationship for an isotropic linear-elastic material, which follows,  
 ( )
(1 ) (1 )(1 2 )
xx xx xx yy zz
E Eν
σ ε ε ε ε
ν ν ν
= + + +
+ + −
, (2.16) 
Where E and ν denote the Young’s modulus and the Poisson ratio, respectively, while the 
coordinate system depicted in Fig. 2.24 defines the direction of the strain components. Since 
the measurement takes place on the free surface, the out-of-surface stress (σzz) equals zero. 















 For steel tubular joints, ARSEM (1986) proposed a constant to quantify the effect of strain 
perpendicular to the extrapolation path (εyy). The expression in Eq. (2.17) becomes, 
 1.15xx xxEσ ε= . (2.18) 
Substituting the extrapolated strain (εHS) into Eq. (2.17) results in the hot-spot stress (σHS). 




The review presented in this chapter places special emphasis on the effective notch stress 
approach and the current fatigue assessment method on welded tubular joints. The review 
above points to the following research gaps:  
1) There are questions regarding the constant reference radius adopted in the current 
version of the ENS approach. Some researchers adhere to the original fictitious notch 




rounding theory, while others propose a reference radius proportional to the joint 
dimension. 
2) The ENS approach and its FAT 225 curve are not applicable for joints with post-
weld treatment. Currently, there is no consensus on this matter, although few 
researches have proposed promising methods to take the post-weld treatment into 
account. 
3) There is not enough experimental evidence on welded tubular joints to prove that the 
current ENS S-N curve is applicable for such joints. 
4) The complex geometry appears to be the main obstacle in applying the ENS 
approach for welded tubular joints. 
5) Current practice for the fatigue assessment of tubular joints relies on the hot-spot 
stress approach despite the lack of consistency found in the design codes. For 
example, the contradiction between the thickness corrections suggested by CIDECT 
(Zhao et al., 2001) and API (2007), where the former allows fatigue life 
improvement in thinner joints (t < 16 mm), in contrast to the latter. The ENS 
approach, with its single and universal curve, presents a promising solution to this 
issue, although the ENS computations on tubular joints are extremely demanding.  





























CHAPTER 3: VERIFICATION OF THE EFFECTIVE NOTCH 






This chapter describes the systematic review of the effective notch stress (ENS) approach and 
the corresponding S-N curve for the fatigue assessments of welded tubular joints. This study 
screens and extracts tubular joint fatigue data available in the literature, and converts them 
into the ENS system according to the International Institute of Welding (IIW) guideline 
(Fricke, 2012). The converted fatigue data is then compared against the FAT 225 curve, with 
the purpose of identifying any potential issues in tubular joint applications.   
3.1 Introduction 
The ENS concept as per IIW definition states that the fatigue assessments of any type of steel 
welded joints can be carried out using a single S-N curve, i.e., the FAT 225 curve. This 
statement applies to the relatively thick joints (t ≥ 5 mm) in the as-welded condition. The 5 
mm thickness limit aims to prevent significant material reduction when the reference radius 
(rref = 1 mm) is introduced at the weld root, which may result in the weakening of the joint 
and consequently a misleading fatigue life assessment (Fricke, 2012). While the ENS 
approach and the FAT 225 curve are well-proven for welded plate joints, the experimental 
evidence on welded tubular joints is extremely limited. This chapter presents a systematic 




verification of the ENS approach for welded tubular joints, with a similar frame work to that 
presented by Pedersen et al. (2010). 
 
 
Fig. 3.1: Workflow for the verification study 
 
As illustrated in Fig. 3.1, the verification starts with the screening and the extraction 
of tubular joint fatigue tests from the literature. The screening ensures that the source 
publications reported adequate information regarding the specimen dimensions, the applied 
loading, the observed fatigue life, and the measured hot-spot stress or strain. Based on the 
extracted dimensions and loadings, finite element (FE) analyses are conducted for each test 
specimen to compute the ENS (σnotch) and the hot-spot stress (σHS). The comparison between 
the computed and the measured hot-spot stress/strain serves as validation for the FE models. 
Once validated, the computed ENSs are subsequently plotted against the recorded fatigue 
lives, to examine the agreement between the tests and the recommended universal S-N curve. 
The following sections describes in more detail the tasks carried out in this investigation. 
Tubular joint fatigue 
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 Fig. 3.2: Joint types and loading modes 
 
3.2 The selected fatigue tests 
3.2.1 General description 
Table 3.1 summarizes a total of 183 tubular joint fatigue tests extracted from the literature 
after a careful screening process. All selected publications conducted constant amplitude tests 
in a laboratory air environment. The specimens consist of as-welded X-, T-, K-, and H-joints. 
All specimens are isolated joints, except for the K-joints tested by Schumacher et al. (2006), 
which are a part of a large-scale frame structure. Figure 3.2 illustrates the selected test 


















* Double arrows in the OPB cases are vectors of the out-of-plane moment




axial load (AX), in-plane bending load (IPB), and out-of-plane bending load (OPB).  The 
selected tests apply a single loading mode at a time, i.e., no combined loading. 
All chosen specimens fail due to fatigue cracks at the weld toe of the main member 
(the chord). However, the definition of final fatigue failure between one test and the other 
may differ and consequently cause additional scatter. According to the HSE report (HSE, 
1999), the followings are the possible stopping point for a fatigue test: i) complete separation 
of the brace member, ii) significant cracking leading to the loss of load symmetry, or iii) 
exhaustion of the actuator stroke. To avoid this uncertainty, the current investigation defines 
the fatigue life as the number of cycles at which a through-thickness crack is detected (N3), 
rather than that at end of the test (N4). Most of the selected publications reported both N3 and 
N4. In the case where only N4 is reported, this investigation estimates the corresponding N3 
using the ratio of N4 / N3 = 1.49, which is the average proportion according to numerous 
tubular joint fatigue tests (van Wingerde et al., 1997).  
  Table 3.1 lists the geometry and the applied loading mode of the chosen specimens, 
and reveals a few joints with 4 mm and 4.5 mm chord wall thickness. As previously 
highlighted, joints with t < 5 mm should not adopt the 1 mm reference radius as it may lead 
to significant material removal in the weld root, causing a severe joint weakening (Fricke, 
2012). The 5 mm limit is arguably irrelevant to the current study since the chosen specimens 
exclusively fail from the weld toe. Thus, the current investigation will ignore this thickness 
limit. Another important parameter is the chord length ratio (α), which is extremely crucial 
for the H- and T-joints since their load resisting mechanism heavily involves the global chord 
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3.2.2 The extracted data in the hot-spot stress system 
Figure 3.3 presents the extracted fatigue data in terms of the measured hot-spot stress range 
(∆σHS) versus the observed fatigue life (N). The majority of the source publications reported 
the measured hot-spot strain range (∆εHS) instead of the hot-spot stress range. In such cases, 
the strain-to-stress conversion follows the expression in Eq. (2.18), in which the multi-axial 
stress state is taken into account using a factor of 1.15. The hot-spot stress/strain is not 
reported in a few source literatures, namely the publications by Kurobane et al. (1973) and 
Maeda et al. (1970).  For the joints from these sources, the hot-spot stress derives from the 
finite element analysis described in Section 3.3. Most data points locate within the range of 
104 to 108 cycles, except for a few points reported by Toprac et al. (1970), Maeda et al. 
(1970), and Kurobane et al. (1973), which reside in the N < 104 range.  
 
 
Fig. 3.3: The extracted fatigue data in the hot-spot stress system 
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Figure 3.3 also includes the design S-N curves recommended by both CIDECT (Zhao 
et al., 2001) and IIW (Zhao and Packer, 2000), derived specifically for the fatigue 
assessments of welded tubular joints. The two codes recommended the same set of S-N 
curves that can be expressed as, 
For 104 < N < 5×106, 




σ  ∆ = − +  
 
, (3.1a) 
For 5×106 < N < 10
8, 




σ  ∆ = − +  
 
, (3.1b) 
where t refers to the wall thickness of the tubular member. Figures 3.3a-c plots the base S-N 
curve (t = 16 mm), as well as the curves for the corresponding minimum and maximum wall 
thickness in each figure. The comparison indicates the reliance on the thickness corrections 
for a safe fatigue assessment. Furthermore, it demonstrates that the thickness-corrected 
curves may still result in a non-conservative fatigue life prediction. In Fig. 3.3a, some of the 
X-joints data reported by Maeda et al. (1970) locate below the S-N curve corrected for the 
corresponding chord wall thickness, i.e., t0 = 6 mm. Similar non-conservative assessments 
also occur in the K-joints tested by Schumacher et al. (2006), specifically in the specimens 
with 20 mm chord wall thickness, as illustrated in Fig. 3.3c. This finding suggests that the 
current thickness correction factors still leave a small possibility for an unsafe life prediction, 
and thus requires further improvement. Some studies (Schumacher, 2003; Schumacher et al., 
2003; Nussbaumer et al., 2008) have focused on enhancing the thickness corrections for the 
applications on thick-walled (small γ ratio) tubular K-joints. However, the modified thickness 
corrections have not been adopted by existing design codes. 




3.3 The finite element model 
3.3.1 Geometry and material model 
The modeling of the global geometry adheres to the dimensions summarized in Table 3.1. 
The weld size, on the other hand, assumes the AWS Complete Joint Penetration (CJP) 
welding scheme (AWS, 2015) since only limited information regarding the weld geometry is 
given in the sources. The CJP welding scheme dictates the required minimum weld size for a 
given tubular connection. The required weld size depends on the wall thickness of the 
attachment (i.e., the brace) and the local dihedral angle. The local dihedral angle (ψ) refers to 
the angle formed by tangents to the brace and the chord outer surface perpendicular to the 
weld line (see Fig. 3.4a).  The CJP welding scheme results in the weld size illustrated in Fig. 
3.4b, where the weld leg length (wl) at the crown and the saddle equals 1.5t1 and 1.75t1, 
respectively. At the intermediate points between the crown and the saddle, the weld leg 
length follows the size from a linear interpolation. The parameter wh indicates the location of 
the brace weld toe relative to the weld root, and equals the brace wall thickness (t1). The weld 




 Fig. 3.4: Dihedral angle and weld geometry 
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The weld and the steel members assume a linear elastic material model with a 
Young’s modulus of E = 205 GPa and a Poisson ratio of ν = 0.3.  This is in agreement with 
the ENS approach that neglects the localized material yielding at the weld toe. The finite 




Fig. 3.5: Mesh design at the brace-chord intersection 
 
3.3.2 Mesh design at the brace-chord intersection 
The finite element model developed in this study facilitates the computation of both the 
effective notch stress (ENS) and the hot-spot stress. The model uses mesh sizes that are 
optimized for ENS computations, yet are excessively small for the purpose of calculating the 
hot-spot stress. The typical mesh design at the brace-chord intersection consists of a highly 
concentrated mesh at the weld toe, and a relatively coarser mesh within the hot-spot 
extrapolation region, as depicted in Fig. 3.5. The mesh design provides paths perpendicular to 
the weld line for the hot-spot stress extrapolation, while the mesh along the weld line, i.e., 
from crown to saddle, consists of 32 elements. 
 
Concentrated mesh





























Fig. 3.6: Mesh design at the weld toe 
 
3.3.3 Mesh design at the weld toe 
The mesh design at the weld toe adheres to the recommendations by Baumgartner and Bruder 
(2013), where the concentrated weld toe mesh is contained in a small circular volume with 
the depth of t*, as shown in Fig. 3.6. Baumgartner and Bruder (2013) demonstrated that the 
element size normal to the notch/weld toe surface affects the stress convergence more 
significantly than the element size along the notch surface. Furthermore, their study proved 
that biased mesh along the depth t* leads to convergence as long as the size of the first layer 
element (edepth,1, see Fig. 3.6) is sufficiently small. There is no strict requirement for t*, 
although, in general, it needs to be relatively small compared to the wall thickness of the 
member. The following subsection presents a mesh sensitivity study to determine the 
optimum mesh parameters (t*, edepth,1, edepth,2, and ne) for the ENS computation. 
 
3.3.4 Mesh sensitivity study 
The mesh sensitivity study uses a T-joint tested by Iwasaki et al. (1979), with a 20 mm chord 
wall thickness and a 607 mm chord outer diameter. Table 3.2 lists the complete dimensions 
of the T-joint. A tensile axial load acts on the brace member while the chord is simply 
supported. The finite element model comprises a quarter of the T-joint since the loading and 
geometry are symmetrical. 
edepth,1
edepth,2
ne= Number of element across t*
rref = 1 mm
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Fig. 3.7: The weld toe meshes in the sensitivity study 
 
Figure 3.7 shows the four concentrated meshes investigated in this study. The depth 
of the circular volume (t*) remains constant and equals 2.5 mm, corresponding to one-eighth 
of the chord wall-thickness. Along the weld toe arc, all four meshes employ 12 elements to 
adequately simulate the curved surface. Mesh 1 to Mesh 3 are intended to reflect the 
influence of the increasing bias in the mesh, whereas Mesh 4 is designed to capture the effect 
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Mesh 4 is equal to the IIW recommended size for quadratic elements, i.e., 0.25 mm (Fricke, 
2012). 
   
 
Fig. 3.8: Mesh sensitivity: a) stress along weld toe arc; and b) definition of x = 0. 
 
Figure 3.8a illustrates the stress variation along the weld toe arc at the chord saddle, 
computed using the four weld toe meshes. Figure 3.8a plots the normalized maximum 
principal stress against the normalized distance from the notional sharp weld toe (see Fig. 
3.8b). As observed in the results from Mesh 1 to Mesh 3, increasing the mesh bias and 
consequently decreasing the size of the first layer element, leads to an increase in the stress 
even though the total number of element remains the same. The refinement from Mesh 1 to 
Mesh 2 results in a 3.6% increase in the peak stress, while the refinement from Mesh 2 to 
Mesh 3 yields a 2.6% increase. In contrast, adding more elements along the depth t* leads to 
practically equal peak stress when the size of the first layer element stays the same, as 
indicated in the results from Mesh 2 and Mesh 4. Overall, this sensitivity study confirms the 
conclusion reported by Baumgartner and Bruder (2013), which states that the size of the first 
layer element is of utmost importance. Moreover, this study indicates that element size 
recommended by IIW appears to be appropriate for the ENS computation in tubular joints, as 
confirmed by the small differences (< 3%) in the stresses from Mesh 2 and Mesh 3.    
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3.3.5 Automatic mesh generation script in PATRAN 
Due to the complexity of the tubular joints, the manual creation of a single FE model requires 
a considerable amount of time and effort. To aid the model creation in future analyses, an 
automatic mesh generation script in PATRAN Command Language (MSC, 2012; Qian et al., 
2002) is developed according to the mesh design established previously. The script is able to 
rapidly generate the global and the detailed weld toe mesh for the tubular X-, T-, and K-
joints. The script emphasizes on the detailed weld toe mesh generation, in which the 
following rules are imposed: 
1) Mesh 2 (see Fig. 3.7), leads to convergence when the wall thickness is equal to 20 
mm. However, enforcing Mesh 2 in thinner joints may not lead to convergence since 
the element sizes would become large compared to the wall thickness. The auto-mesh 
script contains the following size scaling to ensure convergence in the thinner joints, 
 * 2.5 mm
20
t
t = × . (t < 20 mm) (3.1) 
The scaling in Eq. (3.1) implies that the size of the circular volume and the contained 
mesh decrease proportionally with the wall thickness while maintaining the same 
number of element (ne = 6) and bias (edepth,2 / edepth,1 = 2.4).   
2) When the wall thickness is greater than 20 mm, the auto-mesh script adopts the 
parameters for Mesh 2 without any scaling. Thus, as the wall thickness increases, this 
rule creates a weld toe mesh with relatively small elements compared to the wall 
thickness. 
The 20 mm thickness limit in the automatic mesh generation script has no relation to the 
thickness effect and merely based on the results observed in the sensitivity study. The 
proposed scaling is simply intended to ensure convergence without conducting a sensitivity 
study for a large range of wall thicknesses.  
 






Fig. 3.9: FE models of the tubular joints  
 
Figure 3.9 illustrates the example FE models generated using the automatic meshing 
script. The script accommodates all loadings and boundary conditions listed in Fig. 3.2, and 
applies the proper symmetrical boundary conditions according to the loading mode and 
geometry. The script introduces a uniform normal stress over the brace cross section in the 
case of axial brace loading, and uses a couple force in the case of in-plane or out-of-plane 
bending load. The FE models include regions with an extra stiff material (1000E) at locations 
with a concentrated force, e.g. near the supports, to mitigate the severe element distortion that 


































Detailed weld toe mesh
x
y




3.3 Validation of the finite element models 
The effective notch stress is not a measureable value due to its fictitious nature. Therefore, 
the validation for the finite element models has to rely on other measureable values, which, in 
the current case, is the hot-spot stress. A good agreement between the numerical and the 
measured hot-spot stress indicates that the model captures the local stress variation with a 
reasonable accuracy, and thus assumed to give a fairly realistic ENS value. On the other 
hand, some degree of inaccuracy is unavoidable due to the assumption made in the modeling 
of the weld profile. However, the assumption remains necessary in practice since the as-built 
weld dimension is usually not well-documented.    
 
 
Fig. 3.10: Typical hot-spot SCF calculation 
 
Figure 3.10 exemplifies the numerical hot-spot stress calculation using a few T-joints 
from the database. The discrete points in Fig. 3.10 correspond to the normalized nodal 
stresses along the most critical extrapolation path, which, for the chosen cases, lies 
perpendicular to the saddle at the chord member. The extrapolation zone spans from 0.4t to 
1.4t from the weld toe following the IIW recommendation (Hobbacher, 2007), where t refers 
to the corresponding member wall thickness. Figure 3.10 demonstrates that the nodal stresses 
vary in a linear fashion with respect to the normalized distance. A simple linear fit to these 
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stresses allows the determination of the hot-spot stress (or the hot-spot SCF), which is the 
extrapolated stress at x = 0. The same process repeats for the remaining joints in the database. 
 
 
Fig. 3.11: Comparison between the numerical and the measured hot-spot stress. 
 
Figure 3.11 shows the comparison between the numerical and the measured hot-spot 
stress of the specimens in the database. In general, the FE hot-spot stress indicates a good 
agreement with the measured values, although scatter is unavoidable due to uncertainties in 
the real weld size. The averaged difference between the calculated and the measured hot-spot 
stress is approximately 2%, with extreme values of 17%. Thus, the model appears to be 
reliable at least for the hot-spot stress calculation. Under the assumption that the reliability 
can be extended to ENS computations, subsequent numerical stress analyses utilize the same 
FE model.  
     
3.4 Fatigue data in the effective notch stress system 
The critical effective notch stress resides at different locations along the weld toe, depending 
on the geometry and the loading mode applied to the tubular joint. For example, in the X-
joints subjected to AX or OPB loading, the critical stress locates at the chord saddle. 
Meanwhile, under the IPB load, the critical stress resides at the chord crown or a point 
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between the saddle and the crown. All results presented in the following are the critical ENS 
based on the maximum principal stress.  
 
 
Fig. 3.12: The extracted fatigue data in the effective notch stress system. 
 
Figure 3.12 presents the extracted data in the ENS system in comparison with the 
FAT 225 curve. The comparison demonstrates that the FAT 225 curve conservatively 
assesses all fatigue tests within the range of 104 < N < 108 as all points fall above the FAT 
225 curve. Figure 3.12a shows a single X-joint data in the low cycle region ( N  < 104) that 
falls slightly below the FAT 225 curve, assuming that the FAT 225 curve can be extended 
with the same slope into the low cycle region. This region corresponds to cases with high 
cyclic loads that induce significant material yielding, and therefore may not be suitable for 
stress-based methods. Thus, ignoring the points within the low cycle range, the FAT 225 
curve appears to be appropriate for welded tubular joint assessments. 




























































Fig. 3.13: The effect of wall thickness in the (a) hot-spot stress and (b) the ENS system 
 
Figure 3.13 compares the assessment under the hot-spot stress system and that under 
the ENS system. Figure 3.13 separates the data into different groups according to the chord 
wall thicknesses (t0) where the circular markers represent data with t0 less than or equal to 16 
mm, while the triangular markers represent data with t0 greater than 16 mm. Under the hot-
spot stress system (Fig. 3.13a), the segregation between the circular and the triangular marker 
is fairly noticeable, which suggests the strong presence of the thickness effect. The ENS 
system (Fig. 3.13b), on the other hand, appears to reduce the thickness effect to a certain 
extent, and places the thin and the thick joints in an approximately equal scatter band. With 
respect to the 5 mm thickness limit imposed by the IIW (Fricke, 2012), the assessment under 
the ENS concept indicates no apparent issue for the joints with 4 mm and 5 mm wall 
thickness. 
The FAT values (fatigue strength at 2 million cycles) presented in Table 3.3 quantify 
the thickness effect observed in Fig. 3.13. Table 3.3 lists the fatigue strength corresponding to 
the mean curve of each thickness group in the hot-spot stress and the ENS system. The mean 
curve follows the standard S-N equation, 
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where m and a represent the slope and the constant of the mean curve, respectively. The slope 
assumes a value of m = 3 following the recommendation for welded steel joins (Schneider 
and Maddox, 2003). In addition, Table 3.3 also summarizes the fatigue strength of the 
collective (all thicknesses) mean curves and those of the collective upper bound and lower 
bound curves. The fatigue strength ratio between the upper bound and the lower bound 
curves indicates the magnitude of scatter in the data. 
 










4 20 267 492 
5 27 194 364 
6 31 220 539 
12.5 4 148 387 
16 37 197 620 
20 12 122 366 
25 8 112 363 
32 25 137 486 
40 8 99 435 
76 11 96 538 
Mean, all thicknesses [Ps = 50%] 172 481 
SD log a 0.53 0.42 
Mean + 2 SD [Ps = 2.3%] 387 919 
Mean - 2SD [Ps = 97.7%] 76 252 
FAT Ps=2.3% / FAT Ps=97.7% 5.09 3.65 
*Ps , Probability of survival   
 
Table 3.3 demonstrates that the fatigue strength in the hot-spot stress and the ENS 
system vary with the wall thickness. The fatigue strength in the hot-spot stress system 
generally decreases as the wall thickness increases, although the trend is not always 
consistent. Under the ENS system, the fatigue strength fluctuates and does not reveal a clear 
trend. However, the overall data scatter is reduced as confirmed by the smaller upper bound 
to lower bound fatigue strength ratio shown in Table 3.3. The fluctuating fatigue strength in 
the ENS system may occur due to the statistical issue caused by the inconsistent number of 




available data in each thickness group. Moreover, it may also originate from factors that are 
not captured by the stress range, for example the fabrication-related thickness effect, such as 
the welding residual stress and the relative weld defect size. Nevertheless, the FAT 225 curve 
appears to provide a sufficient safety margin to address the persisting scatter. The close 
agreement between the experimental lower bound and the FAT 225 curve suggests that the 
safety margin provided the universal curve is reasonable and not overly conservative for 
tubular joint applications. 
 
 
 Fig. 3.14: The effect of load ratio R in the ENS system 
 




Figure 3.14 illustrates the effect of the load ratio (R) on the fatigue strength evaluated 
in the ENS system. The tests with fully-reversed load (R = -1.0) appears to have a marginally 
higher fatigue strength than the rest of the data. Meanwhile, the lower fatigue strength 
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Database SD log a 
FAT  
(Ps = 50%) 
Current tubular joints 0.42 481 
Plate joints 
(Pedersen et al., 2010) 
0.28 305 
Plate joints 
(Olivier et al., 1989 & 1994) 
0.21 347 
*Ps , Probability of survival   




observed under higher load ratio is covered effectively by the FAT 225 curve. Overall, the 
effect of R does not seem to be significant, at least according to chosen experimental data. 
Figure 3.14 includes additional comparison against the FAT 347 curve, which is the 
mean curve of the original ENS database (Olivier et al., 1989 and 1994). As demonstrated in 
Fig. 3.14, the mean curve of the tubular joint tests locates above the FAT 347 curve, yet the 
corresponding lower bound falls closely to the FAT 225 curve. This indicates that the 
selected tubular joints produce a wider scatter band compared to the original plate joint tests. 
Table 3.4 provides a more detailed comparison between the current tubular joint database, the 
plate joints re-analyzed by Pedersen et al. (2010), and the plate joints in the pioneering 
studies (Olivier et al., 1989 and 1994). Table 3.4 shows that the standard deviation of the S-N 
constant (log a) as well as the mean fatigue strength of the tubular joint are significantly 
higher than those from the plate joints databases. The large scatter originates possibly from 
the complex geometry in tubular joints, which leads to 1) uncertainties in weld size along the 
weld seam; and 2) complex variation of the welding residual stresses. Despite the large 
scatter, the assessment has shown that the FAT 225 curve appears to be reliable for tubular 
joints applications.  
3.5 Conclusions 
This chapter presents a systematic assessment of the ENS concept and the FAT 225 curve for 
the fatigue assessments of welded tubular joints. The assessment is based on a total of 183 
tubular joint tests extracted from the literature, all tested under a constant loading amplitude 
in the as-welded condition. The presented results support the following conclusions: 
1) Under the hot-spot stress system, the thickness corrections in the existing tubular 
joint S-N curves might still lead to unsafe fatigue life predictions.      
2) The element size recommended by IIW (0.25 mm) does lead to convergence for the 
ENS computation in joints with 20 mm wall thickness. However, since the 




recommendation is given in terms of absolute dimension, applying the suggested size 
may not lead to convergence in thinner joints. An element size scaling proposed in 
this chapter addresses this issue effectively.    
3) All test data locate on the safe side of the FAT 225 curve, except for one X-joint test 
within the N < 104 region. Overall, the FAT 225 curve appears to be reliable for the 
welded tubular joints assessments, without the need for thickness corrections. 
4) The ENS approach diminishes the thickness effect to a certain extent, leading to less 
scatter as compared to the hot-spot stress approach. 
5) In the ENS system, the current tubular joint database shows a larger scatter band 
compared to the other databases on plate joints.  




CHAPTER 4: DEVELOPMENT OF AN EXTRAPOLATION 






This chapter describes the development of an extrapolation method to estimate the effective 
notch stress (ENS). The development presented in this chapter involves relatively simple 
joints, and aims to establish the basis of the extrapolation method before advancing to the 
welded tubular joints. 
4.1 The extrapolation method 
The extrapolation method described in this chapter intends to alleviate the modeling 
difficulties associated with the conventional IIW procedure, which requires the introduction 
of a finite radius (rref = 1 mm) into the geometry of the weld notch, i.e., the weld toe and the 
weld root. This difficulty escalates when the geometry of the welded joint becomes 
increasingly more complex, for example in the case of welded tubular joints. 
 The extrapolation approach developed in this chapter is ultimately intended for 
tubular joint applications. As such, the approach focuses on weld toe fatigue failure as it is 
commonly observed in welded tubular joints. The industry has put efforts into ensuring the 
weld toe failure mode since the alternative, i.e., weld root failure from the inside of the 
tubular member, makes inspections and repairs extremely difficult. The industry, especially 




the offshore oil and gas, demands the Complete Joint Penetration (CJP) weld for tubular 
connections, in which no crack-like defect at the weld root is allowed. This, in combination 
with stringent inspection practices, minimizes the likelihood of a weld root fatigue failure. 
The following discussions describe the fundamentals of the extrapolation through detailed 
examination of the stress variation near the weld toe. 
 
Fig. 4.1: The near-toe stress variation in different welded joints 
 
The stress in the vicinity of a weld typically exhibits a rapidly increasing trend 
towards the weld toe. Figure 4.1 exemplifies this phenomenon using the numerical near-toe 
stress variations computed from three different types of welded joints, namely the full-
penetration welded cruciform joint (Fig. 4.1a), the tubular X-joint (Figs. 4.1b-c), and the 
tube-to-plate joint (Fig. 4.1d). The mesh design in the above three joints closely follows the 
description given Chapter 3 with a 1 mm weld toe radius. The plots in Fig. 4.1 illustrate the 
normalized maximum principal stress against the normalized distance from the weld toe, 
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along the most critical perpendicular path (see Fig. 2.23 for the definition of perpendicular 
path). In the selected cases, all critical perpendicular paths locate at the main member of the 
joint. The horizontal axis in Fig. 4.1 follows the commonly used dimensionless distance to 
allow for the comparison between joints with different thicknesses, where the distance x is 
measured from the notional sharp weld toe (see Fig. 4.2b). 
Despite the differences in geometry and thickness, the stress variations presented in 
Fig. 4.1 demonstrate two consistent features. Firstly, the normalized maximum principal 
stress follows a linear relationship within the x/t > 0.2 region. This region agrees with the hot-
spot stress extrapolation zone proposed by IIW (Hobbacher, 2007). Secondly, the highly non-
linear stress variation begins at approximately the same location for all of the chosen cases, 
that is at x/t = 0.2. This finding provides a consistent definition for the non-linear stress 
variation, which is the foundation of the current extrapolation concept. Accordingly, the 
subsequent discussions use the term “non-linear stress variation” when referring to the stress 
field at x/t < 0.2. 
 
 
Fig. 4.2: The proposed ENS extrapolation method 
 
The extrapolation approach originates from the comparison between the non-linear 
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exemplifies this comparison using two cruciform joints with identical global geometry and 
loading, in a log-log scale. One of the joints has a 1 mm weld toe radius, while the other has a 
zero weld toe radius. The mesh sizes in both joints are identical to ensure a proper 
comparison. As shown in Fig. 4.2a, the 1 mm toe radius generates a stress variation that 
forms a plateau as the normalized distance becomes smaller. The maximum stress at the 
plateau region corresponds to the ENS, which resides typically at the mid-point of the weld 
toe arc (see Fig. 4.2b). Meanwhile, the sharp weld toe produces a stress variation that 
theoretically goes to infinity as the normalized distance approaches zero. However, at a larger 
distance from the weld toe, the two stress variations converge and form a linear segment in 
the log-log scale. This condition presents a potential extrapolation scheme since the extension 
of the linear segment intersects the plateau at some point, i.e., x/t = C, at which the stress 
equals the ENS. 
The extrapolation requires two key components: (1) the linear segment which acts as 
the extrapolating curve; and (2) the extrapolation critical point, C. The linear segment or the 
extrapolating curve follows, 





= , (4.1) 
where A and B represents the dimensionless scaling constant and exponent, respectively. The 
main benefit of this procedure is that the extrapolating curve can be obtained from finite 
element models with zero toe radii, which require less time and effort to build. If the 







= . (4.2) 
For an actual application, the extrapolation relies on accurate predictions of the C 
values. Furthermore, the extrapolation requires a definition for the extrapolation zone to 




ensure consistent extrapolating curves, reflected in the values of A and B. The development 
presented in this chapter focuses on establishing 1) the extrapolation zone and the required 
element size within the zone; and 2) the extrapolation critical point C as a function of the 
joint geometry. The development starts with relatively simple geometries, namely the 
cruciform joints with full penetration weld and the tube-to-plate joints. 
 
 
Fig. 4.3: The full-penetration welded cruciform joints 
 
4.2 Cruciform joints with full penetration weld 
4.2.1 Overview 
This section describes the development of the extrapolation scheme on full-penetration 
welded cruciform joints. The development considers two independent load cases, which 
include the tension load and the pure bending load applied at the main plate, as shown in 
Figs. 4.3b-c. Figure 4.3a illustrates the overall geometry of the cruciform joints. The current 
study focuses on two main geometric parameters: the thickness of the main plate (t0) and the 
thickness of the attachment plate (t1). The weld maintains a proportional size to the 
attachment plate thickness, with a toe-to-toe distance of 2t1, as shown in Fig. 4.3a. The weld 
angle θ, on the other hand, remains constant at 45°. The horizontal and the vertical spans 
equal 500 mm in all cases, while the out-of-plane width b is fixed at 190 mm. Table 4.1 

















ranges from 5 to 80 mm, while the attachment plate thickness varies between 5 and 30 mm. 
The attachment plate to main plate thickness ratio (τ) spans from 0.2 to 1.0. In total, the 
geometric ranges shown Table 4.1 consist of 31 cases for each loading mode. 
 








Figure 4.4 summarizes the workflow adopted in the current investigation. Firstly, the 
investigation defines the appropriate extrapolation zone based on observations of the 
numerical near-toe stress variations. Subsequently, a mesh sensitivity study is conducted to 
determine the optimum mesh sizes required for the extrapolation. The next step involves 
experimental measurements of the near-toe strains at small-scale cruciform joints with full-
penetration weld. The comparison between the measured and the numerical strains verifies 
the existence of the extrapolation curve, as well as the finite element model in general. Using 
the validated models, this investigation conducts an extensive parametric study to determine 
the relationship between C and the geometry of the cruciform joint. 
 
 
Fig. 4.4: Workflow for the cruciform joint investigation 
 
4.2.2 General description of the finite element model 
Figure 4.5a illustrates the typical finite element model of the full-penetration welded 












Parameter Description Range 
t0 Main plate thickness 5 mm – 80 mm 
t1 Attachment plate thickness 5 mm – 80 mm 
τ Plate thickness ratio (t1/t0) 0.2 – 1.0 




boundary conditions to simulate the symmetrical loading and geometry. The entire mesh 
consists of 20-node brick elements with reduced integration, with a linear elastic material 
model representing common structural steel (E = 205 GPa, ν = 0.3). This study generates two 
models for every case considered, one with a sharp weld toe (Fig. 4.5b) and the other with a 1 
mm toe radius (Fig. 4.5c). The weld toe mesh in the cruciform joints follows the mesh design 
presented in Chapter 3, where the detailed mesh is contained in a small volume with a depth 
of t*. The size of t* adheres to the thickness-based scaling previously described in Chapter 3, 
while the number of elements along t* (ne) and the mesh bias (edepth,2 / edepth,1) are shown in 
Fig. 4.5. The element length (elength) in the sharp toe mesh is a newly introduced mesh 
parameter and will be the subject of the upcoming mesh sensitivity study. 
 
 
Fig. 4.5: Finite element model of the cruciform joints 
 
4.2.3 The extrapolation zone 
To determine the appropriate extrapolation zone, this study examines the non-linear stress 
variation at the cruciform joints within the considered geometric range. Under the considered 
load cases, the most critical extrapolation path resides at the weld toe of the main horizontal 
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Fig. 4.5). The results presented in the subsequent discussions correspond to this critical 
location.  
The examination involves exclusively the models with zero-radius toes since the 
extrapolation curve is meant to be derived from such models. The parameter elength equals 1% 
of the corresponding plate thickness, while the other mesh parameters follow the values 
shown in Fig. 4.5. The loading applied for both the tension and the pure bending case 
generates a 1 MPa nominal stress in the main plate.  
Fig. 4.6: The non-linear stress variation in various cruciform joints 
 
Table 4.2: The quality of the data fitting under the proposed extrapolation zone 
 
Loading No. of Cases 
FE/Eq. (4.1) 
Mean COV 
Pure bending 31 1.000041 0.00920 
Tension 31 1.000025 0.00727 
 
Figure 4.6 shows the non-linear stress variation at various cruciform joints in a log-
log scale. The discrete points in Fig. 4.6 represent to the nodal stresses extracted from the 
edge nodes of the 20-node brick elements. As demonstrated in Fig. 4.6, the stress variations 
computed from all considered cases remain relatively linear up to 0.02t. Based on this 































rref = 0rref = 0
(b)(a)
1 / nomσ σ
0/x t0/x t
1 / nomσ σ
M MTT
Extrapolation zone Extrapolation zone




then derives from fitting Eq. (4.1) on to the nodal stresses within the extrapolation zone. 
Table 4.2 indicates the high overall fitting quality obtained under the chosen extrapolation 
zone. For both load cases, the averaged data-to-fitting curve ratio indicates a value close to 
1.0, while the COV corresponds to a value less than 1%. The results suggest that the 




Fig. 4.7: Effect of the element length on the extrapolation parameters and the ENS 
 
4.2.4 Mesh sensitivity study 
The mesh sensitivity study presented in Chapter 3 has concluded that the element depth, 
especially that at the first layer (edepth,1), has a strong effect on the near-toe stress. However, 
the study has not demonstrated the effect of element length (elength) on the near-toe stresses, 
especially within the selected extrapolation zone. The current mesh sensitivity study 
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investigates 6 different elength values and their effect on the extrapolation parameters: A, B, C, 
and σnotch. The selected elength values include 0.005t, 0.01t, 0.02t, 0.025t, 0.04t, and 0.05t. 
The mesh sensitivity study is performed on a cruciform joint with a main plate and an 
attachment plate thickness of 20 mm. The results presented in Fig. 4.7 demonstrate that A, B 
and C exhibit a clear dependence on the element length, which appears to vanish when elength 
is less than 0.01t. In contrast, the ENS remains independent of the change in element length 
(Fig. 4.7d). These results suggest that elength = 0.01t is the optimum mesh size to derive 
consistent values of A, B, and C. Thus, the subsequent stress analyses adopt this element 
length. 
4.2.5 Validation against experimental strain measurements 
The strain measurement presented in this subsection is a part of a fatigue testing program, 
which will be presented in more detail in the final section of this chapter. The test discussed 
in this section includes four cruciform joints with full-penetration weld, fabricated from the 
high strength steel, S550. The tension coupon test of the S550 material indicates a Young’s 
modulus of 218 GPa and a yield strength of 640 MPa.  
The strain measurement is intended to 1) validate the near-toe strain fields computed 
from the linear-elastic finite element models; and 2) confirm the existence of the 
extrapolation zone near the weld toe. The specimens consist of two different main plate 
thicknesses (t0), designated as BT60 (t0 = 60 mm) and BT40 (t0 = 40 mm), while the 
attachment plate thickness (t1) remains fixed at 20 mm, as indicated in Fig. 4.8a. All 
specimens have equal out-of-plane width (b) of 95 mm.  
During the test, a 50 ton capacity testing rig applies a monotonic compressive load to 
the top end of the attachment plate, as depicted in Fig. 4.8b. The applied load generates an in-
plane bending action in the horizontal plate, in which the critical tensile stress locates at the 
bottom weld toe. The test was conducted at two nominal stress levels, namely σnom = 300 




MPa and σnom = 250 MPa. The strain variation perpendicular to the weld line is monitored 
through an array of five single strain gauges (also known as a strip gauge), mounted adjacent 
to the bottom weld toe (see Fig. 4.8c). Each single gauge has a gauge length of 0.4 mm, with 
the center-to-center spacing of 1 mm. Figure 4.8c also shows another strip gauge with a 1 mm 
gauge length, mounted at 0.4t0 from the weld toe. This strip gauge measures the strains at the 
hot-spot stress extrapolation zone, and therefore is not the focus of the current validation. 
 
 





























Fig. 4.9: Comparison between the FE and the measured near-toe strains in a log-log 
scale.  
 
Figure 4.9 shows the comparison between the finite element and the experimentally 
measured near-toe strains, in a log-log scale. The FE model in this comparison adopts the 
mesh design described in subsections 4.2.2 – 4.2.4. The model comprises a quarter of the 
geometry, with boundary conditions matching the experimental setup, i.e., simply supported 
main plate subjected to downward compressive force. All measurement points, as reflected in 
Fig. 4.9, locate within the proposed extrapolation zone (0.04t - 0.2t), over which the 
measured strains vary linearly with respect to the normalized distance from the weld toe. The 
comparison reveals that the finite element strains agree closely with the measured strains, 
thus validating the model and the chosen extrapolation zone.  
In addition, this study also compares the constants of the extrapolation curve (A and 
B) obtained from the FE stresses against those from the measured strains, as shown in Table 
4.3. Since A and B are stress-based constants, the measured strains need to be converted into 










The expression in Eq. (4.3) predicates on the constitutive relationship for an isotropic linear-
elastic material [see Eq. (2.16)], with a few simplifications: 1) the out-of surface stress (σyy) 
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equals zero as all measurement points locate at the free surface; and 2) the strain parallel to 
the weld line (εzz) approaches zero since the strain gauges locate at the center of the specimen, 
at which the stress state is close to a plane-strain condition. Overall, Table 4.3 demonstrates a 
reasonable agreement between the measured and the numerical extrapolation constants. This 
further validates the adopted FE models for the proposed extrapolation concept. Subsequent 
analyses therefore adopt the FE model described herein.   
 
Table 4.3: Comparison between the measured and the numerical A and B values 
 
Specimen σnom (MPa) 
Measured FE Measured/FE 
A B A B A B 
BT40-1 300 0.806 -0.159 0.758 -0.183 1.063 0.869 
BT60-1 300 0.816 -0.164 0.766 -0.175 1.066 0.934 
BT40-2 250 0.783 -0.169 0.758 -0.183 1.033 0.921 
BT60-2 250 0.801 -0.166 0.766 -0.175 1.046 0.946 
 
4.2.6 The calculated effective notch stress  
The effective notch stress (ENS) presented in this section is computed from finite element 
models with a 1 mm weld toe radius, in accordance with the IIW recommendations (Fricke, 
2012). For consistency, this approach will be referred to as the “conventional IIW procedure” 
in subsequent discussions.  
Figures 4.10a-b illustrate the variation of the normalized ENS at the main plate with 
respect to the plate thickness ratio (τ). The overall trend reveals that the normalized ENS 
decreases as the τ ratio increases, and that the tension load generates slightly higher ENSs as 
compared to the pure bending load. The high ENS at the lower τ ratios indicates that the 
thicker main plates attract more critical stress concentration. This observation is consistent 
with the thickness effect occurring in fatigue problems, where the thicker joints tend to have a 
shorter fatigue life. The results in Figs. 4.10a-b also suggest that the ENS increases with the 
absolute joint size, as joints with equal τ ratios show a more critical ENS when the absolute 




size is larger. This phenomenon occurs due to the non-proportional scaling induced by the 
constant 1 mm weld toe radius. With a constant toe radius, the increase in the plate thickness 
results in a sharper notch, which consequently attracts more stress concentration at the weld 
toe. Conversely, the absolute size shows almost no effect on the hot-spot stress since the hot-
spot extrapolation region is outside the influence of the weld toe radius (see Figs. 4.10c-d). In 
fact, for these particular cases, the hot-spot stress exhibits little variation with respect to τ. 
 
 
Fig. 4.10: Variation of the ENS and the hot-spot stress with respect to the plate 
thickness ratio: (a) & (c) Under pure bending load; and (b) & (d) under tension load 
 
4.2.7 The critical extrapolation point C 
The accurate prediction of the extrapolation critical point C is one of the key components in 
the proposed extrapolation scheme. Figure 4.11 describes the methodology adopted in this 
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study to provide estimations of C. Essentially, the work entails the computation of C for all 
considered cases according to Eq. (4.2), followed by a regression analysis on the compiled C 
values. The computation of C itself requires the values of A and B from the zero-radius 
model, and the ENS (σnotch) from the conventional IIW procedure.  
 
 




Fig. 4.12: The effect of the plate thicknesses on C 
 
 
Figure 4.12 illustrates the variation of the extrapolation critical point C with respect to 
the main plate and the attachment plate thickness. The plate thicknesses are normalized by a 
reference thickness, tref, of 25 mm. Figure 4.12 indicates that the critical location C moves 
closer to the weld toe as the main plate thickness increases, which suggests increasing 
magnitudes of the ENS. This observation aligns with the results presented previously in Fig. 
FE model 
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FE model 
with rref = 0
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4.10. Changes in the attachment plate thickness, although not as strong, also influence the 
value of C, especially for the cruciform joints subjected to tension load. 
Based on the trend in Fig. 4.12, this study proposes the following parametric 
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, (4.4) 
where λ, β1, and β2 are constants derived from the regression analyses. Table 4.4 lists the 
constants of Eq. (4.4) for the pure bending and the tension load case. The value of the scaling 
constant (λ) corresponds to a small positive magnitude as C represents a small normalized 
distance measured from the weld toe. In contrast to λ, the exponent on the normalized main 
plate thickness (β1) has a small negative value to describe the inverse-power type variation of 
C with respect to the main plate thickness. The exponent β2 quantifies the influence of the 
attachment plate thickness on the critical extrapolation point C. The higher β2 value in the 
tension case matches the trend observed in Fig. 4.12, where the joints under tension load 
demonstrate a stronger sensitivity to the changes in t1.  
 
Table 4.4: Constants for Eq. (4.4) based on the regression analysis 
 
Pure Bending  Tension 
No. of data λ β1 β2  No. of data λ β1 β2 
31 5.65×10-4 -2.59 0.61  31 1.62×10-3 -3.05 1.27 
 
 4.2.8 Accuracy of the proposed extrapolation method 
To examine the accuracy of the proposed extrapolation, this study compares the ENS 
estimated by the extrapolation method against that from the conventional IIW procedure. 
This comparison includes all cases within the geometric range used in the parametric study. 
For clarity, the following steps describe the procedures in the proposed extrapolation scheme: 




1) Determination of the extrapolation curve (represented by A and B) from the near-toe 
stresses computed using models with a sharp weld toe. 
2) Estimation of the extrapolation critical point C based on Eq. (4.4) 
3) ENS estimation via extrapolation, following the relationship shown in Eq. (4.2). 
 
 
Fig. 4.13: The accuracy of the ENS extrapolation method on cruciform joints 
 
 
The scatter plot in Fig. 4.13 compares the ENS estimated via the extrapolation against 
that from the conventional IIW approach (rref = 1 mm). The comparison indicates a good 
overall accuracy for the ENS estimation in both loading modes. The estimation for the 
tension load case, however, demonstrates a slightly lower accuracy, as shown in Fig. 4.13b. 
The averaged ratio between the prediction and the conventional calculation shows a value 
close to 1.0 for both load cases. In addition, the COV observed under both loadings remain 
less than 6%, indicating a consistent estimation quality. Up to this point, the proposed 
extrapolation procedure appears to be working well, and thus demonstrates potential for real 
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4.3 Tube-to-plate joints 
4.3.1 Overview 
This section extends the proposed ENS extrapolation procedure to the tube-to-plate joints. 
Such joints consist of a tubular member welded onto a plate, and are commonly found in the 
horizontal bracing of semi-submersibles. Figure 4.14a illustrates the configuration of the 
tube-to-plate joints considered in this study. The main plate is a square with simple supports 
at its edges, while the tubular member is welded exactly at the center of the plate. A tensile 
axial load is applied at the tubular member, creating a bending action and consequently a 
stress concentration at the weld toe on both the plate and the tube. As mentioned earlier, the 
proposed extrapolation focuses exclusively weld toe fatigue failure. Accordingly, the ENS 
extrapolation described in this section accommodates estimations at the tube and plate weld 
toe only.  
Fig. 4.14: The tube-to-plate joints 
 
Table 4.5 lists the geometric parameters of the tube-to-plate joints, which include the 
plate thickness (t0), the tube wall thickness (t1), the tube diameter (d), and the plate span (L).  




























to wall thickness ratio (d/2t1) and the plate span to tube diameter ratio (L/d). The weld size 
complies with the AWS (2015) complete joint penetration welding scheme, with dimensions 
as shown in Fig. 4.14a. Meanwhile, the length of the tubular member is kept at two times the 
tube diameter. The range of geometric parameters summarized in Table 4.5 includes 101 
cases in total. 
Table 4.5: Geometric ranges for the tube-to-plate joints 
 
Parameter Description Range 
t0 Main plate thickness 5 mm – 80 mm 
t1 Tube-wall thickness 5 mm – 60 mm 
d Tube diameter 400 mm – 1200 mm 
τ Tube-to-plate thickness ratio, t1/t0 0.2 – 1 
d/2t1 Tube radius to wall thickness ratio 10 – 50 
L/d Plate span to tube diameter ratio 5 – 30 
 
 
Fig. 4.15: The weld toe mesh for tube-to-plate joints 
 
The finite element model for the tube-to-plate joint includes a quarter of the geometry, as 
depicted in Fig. 4.14b. The uniform normal stress at the tube end (σtube) simulates the tensile 
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joints. The FE models consist of 20-node brick elements with reduced integration, with a 
linear-elastic material model (E = 205 GPa, ν = 0.3). The mesh design and the element sizes 
adhere to those used in the cruciform joint models.  Figure 4.15 illustrates the detailed mesh 
at the plate and the tube weld toes. As in the previous study, the development of the 
extrapolation concept entails two models for every case, one with a 1 mm toe radius, and 
another with a sharp weld toe, as depicted in Fig. 4.15. 
The objective of this section is to derive the parametric equations for C in the tube-to-
plate joints, and to demonstrate that the proposed extrapolation can be extended to other type 
of joints while maintaining good accuracy. The methodology remains the same as in the 
cruciform joint study, as summarized earlier in Fig. 4.11. 
4.3.2 The calculated effective notch stress 
Results from the numerical analysis indicate that variation of the effective notch stress along 
the weld line (circumference of the tubular member) is negligible because the joint 
experiences a close-to-axisymmetric condition. Therefore, the following discussions present 
only the ENS at the x-y plane of symmetry (see Fig. 4.14b). The critical ENS in most cases 
locates at the plate weld toe, although it tends to shift towards the tube weld toe when the 
tube wall thickness is considerably smaller than the plate thickness. 
Figures 4.16 and 4.17 demonstrate the effect of different geometric parameters on the 
calculated ENS at the plate and the tube weld toe, respectively. The two figures share a 
common overall trend where the normalized ENS (σnotch /σtube) increases as the corresponding 
member thickness decreases. For example, the normalized ENS at the plate increases as the 
plate thickness becomes smaller (see Figs. 4.16a-b). Figures 4.17a-b further demonstrate that 
the same trend occurs in the tube member. Moreover, the two figures also indicate that the 
longer plate span (L) leads to a more critical ENS since the bending moment in the joint 




increases proportionally with the plate span (see Fig. 4.16c and 4.17c). The higher bending 
moment consequently causes a more significant local stress at both the plate and the tube. 
 
Fig. 4.16: Variation of the ENS at the plate weld toe with respect to geometry  
 
At the plate, the normalized ENS increases with the tube wall thickness (t1) when the 
d/2t1 ratio remains the same (Fig. 4.16a). On the other hand, Fig. 4.16b indicates that the plate 
ENS increases with the tube diameter when the tube wall thickness is kept constant. The 
aforementioned trends confirm that the ENS at the plate is proportional to the tube cross 
sectional area due to the load-controlled simulation adopted in the analyses. The simulation 
enforces a uniform 1 MPa tensile stress over the tube cross section, causing the force 
resultant to increase proportionally with the tube cross sectional area. Accordingly, this leads 
to the increase in the plate ENS when the tube wall thickness or diameter becomes larger. 
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Fig. 4.17: Variation of the ENS at the tube weld toe with respect to geometry  
 
For the tube with a constant wall thickness and diameter, the tube ENS decreases as 
the main plate becomes thicker, as illustrated in Fig. 4.17a. This occurs since a constant 
resultant force (due to constant tube cross section) is applied to plates with increasing 
bending stiffness. The thinner plates therefore experience higher bending stress, which is then 
shared locally to the tube material at the vicinity of the weld, leading to the trend observed in 
Fig. 4.17a. Meanwhile, Fig. 4.17b shows that larger tube diameter produces a higher ENS at 
the tube weld toe. This trend shares the same explanation to that observed in Figs. 4.16a-b, in 
which the ENS is proportional to the tube cross section because the simulation is load-
controlled. In addition, larger tube diameter also results in longer plate span since the L/d 
ratio in Fig. 4.17b is kept constant. The longer plate span contributes to a higher bending 
moment and consequently a more significant ENS. 
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Fig. 4.19: Variation of the critical point C at the tube weld toe with respect to geometry 
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4.3.3 The critical extrapolation point C 
The computation of C follows the same procedures described in the cruciform joints study, 
except that σnom is now replaced with the applied tube stress (σtube). The definition of the 
extrapolation curve (A and B) is based on the extrapolation zone chosen previously for the 
cruciform joints, i.e., 0.04t - 0.2t. Furthermore, the presentation of the plate and the tube wall 
thickness adopts a normalized form with respect to the reference thickness of tref = 25 mm. 
Figures 4.18 and 4.19 illustrate the variation of the critical point C for the 
extrapolations at the plate and the tube weld toe, respectively. The variation of C with respect 
to the normalized member thickness indicates similarity to that observed in the cruciform 
joints. As illustrated in Figs. 4.18a-b and Figs. 4.19a-b, the critical point locates further away 
from the weld toe (i.e., high C values) as the member thickness becomes smaller. The C 
values at the plate weld toe show little dependency to the tube wall thickness and the tube 
diameter, as depicted in Fig. 4.18a-b. In a similar manner, the main plate thickness exerts 
only minor influence on the critical point at the tube weld toe, as demonstrated in Fig. 4.19a. 
The tube diameter, on the other hand, has a more considerable effect on the C values at the 
tube (see Fig. 4.19b). An interesting phenomenon is observed in Figs. 4.18c and 4.19c, in 
which the critical point appears to be insensitive to the L/d ratio, in contrast to the computed 
ENS which seems to be highly affected (see Figs. 4.16c and 4.17c). This condition suggests 
that the effect of the plate span ratio is mostly reflected in the extrapolation curve (A and B), 
and not in the C value. Thus, based on this finding and the trends discussed earlier, this study 
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where λ, β1, β2, and β3  are constants derived from regression analyses. The influence from the 
absolute size remains present although not highlighted in any figures. This effect is captured 




through the t0/tref and t1/tref parameters that indirectly describe the joints’ absolute size. Table 
4.6 lists the corresponding constants for the plate and the tube weld toe applications. 
 
Table 4.6: Constants for Eq. (4.5) based on the regression analyses 
 
Location λ β1 β2 β3 
Plate weld toe 4.38×10-3 -2.15 0.57 -0.30 




Fig. 4.20: The accuracy of the ENS extrapolation procedure on tube-to-plate joints 
 
4.3.4 Accuracy of the proposed extrapolation  
Figure 4.20 demonstrates the accuracy of the ENS extrapolation on tube-to-plate joints. The 
scatter plot in Fig. 4.20 presents comparison between the estimated ENS and the ENS from 
conventional IIW procedure, covering all cases within the geometric range chosen in this 
study. Overall, the ENSs estimated by the extrapolation agree well with the conventional 
calculation. The statistical properties of the predicted-to-calculated ENS ratio further confirm 
the observed scatter, where the averaged ratio is close to 1.0 while the COV is less than 4%. 
In conclusion, the development presented up to this point demonstrates that the extrapolation 
concept can be extended to other geometries, provided that influences from different 
geometric parameters are accounted for consistently.   
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4.4 Fatigue assessment of cruciform joints using the extrapolation method 
 
This section exemplifies the application of the proposed extrapolation in the fatigue 
assessment of actual cruciform joint tests. The works presented in this section demonstrate 
the compatibility of the extrapolation scheme with the recommended FAT 225 curve. 
4.4.1 The fatigue tests 
The test program involves a total of 19 full-penetration welded cruciform joints in the as-
welded condition. The joints consist of a horizontal main plate and an attachment plate 
welded at the mid-span of the main plate. The thickness of the attachment plate is 20 mm in 
all of the joints, while the thickness of the main plate varies in three different sizes, namely 
20 mm (BT20), 40 mm (BT40), and 60 mm (BT60).  Previously, Subsection 4.2.5 has 
presented strain measurements on a few specimens from this test program. The specimen 
dimensions, test setup, and instrumentations showed earlier in Fig. 4.8 are the same as the 
configuration used in the current fatigue tests. The 50 ton testing rig applies a cyclic 
compressive load at the top attachment plate, which in turn creates a bending action in the 
main horizontal plate. The tests run at a constant 5 Hz frequency with a load ratio (R) of 0.1. 
Prior to testing, the weld profile and the global geometry of each specimen are 
recorded to identify any imperfections or fabrication errors that may exist.  The measurement 
technique includes tracing the specimen profile on paper and digitizing the traced profile for a 
more precise measurement. Figure 4.21 shows one of the digitized profiles on a BT40 
specimen, which indicates a small amount of lateral and angular misalignment. Overall, the 
specimens are well-fabricated, with a maximum lateral misalignment of 1.31 mm and a 
maximum angular misalignment of 0.19 degrees.  
 





 Fig. 4.21: Example of recorded weld profile and measured imperfections 
 
Table 4.7: The applied nominal stress range for the cruciform joints 
 
No. Name ∆σnom (MPa) 
1 BT60-0 270 
2 BT60-1 270 
3 BT60-2 225 
4 BT60-3 270 
5 BT60-4 225 
6 BT60-5 300 
7 BT60-6 300 
8 BT40-1 270 
9 BT40-2 225 
10 BT40-3 270 
11 BT40-4 225 
12 BT40-5 300 
13 BT40-6 300 
14 BT20-1 270 
15 BT20-2 225 
16 BT20-3 270 
17 BT20-4 225 
18 BT20-5 300 
19 BT20-6 300 
 
The fatigue tests apply three different nominal stress ranges: ∆σnom = 225 MPa, ∆σnom 










each specimen. For each thickness group, there are at least two specimens tested under the 
same nominal stress range. The nominal stress range in this experiment refers to the bending 
stress at the main horizontal plate, calculated according to the simple beam theory [see Eq. 
(2.15)]. The cyclic loading stops when the fatigue crack reaches a critical size. Under the 
current test setup, the critical crack size causes the top attachment plate to tilt and thus losing 
proper contact with actuator, as shown in Fig. 4.22a. Typically, the crack depth at this final 
condition equals 70% of the main plate thickness (see Fig. 4.22b). Therefore, the fatigue life 
is taken as the number of load cycles applied up to this condition. The fatigue cracks in all 
specimens initiated at the bottom weld toe of the main plate. As observed during the tests, the 
fatigue crack usually initiates at both sides (left and right), yet only the crack at one of the 
sides propagates into the critical size. Overall, the fatigue life of the tested joints ranges 
between 88,000 to 550,000 cycles.  
 
 




Loss of proper 
contact
(a) At final load cycle (b) Final crack size




4.4.2 The fatigue assessment 
The assessment presented in this section follows the ENS approach, where the ENS is 
computed using two methods: 1) the conventional IIW procedure (which serves as 
benchmark), and 2) the proposed extrapolation method. One fundamental difference between 
the experiment and the proposed extrapolation is how the bending load is introduced to the 
joint. The parametric study that established the extrapolation scheme applies end-moments 
(pure bending) while the experiment applies downward forces to generate bending action in 
the horizontal plate. This requires special attention to ensure the consistency and accuracy of 
the extrapolation. 
 For the extrapolation, this study generates FE models of the specimens, all of which 
modeled with zero weld toe radius. The mesh sizes, element type, and material model adhere 
to the description given in Section 4.2. To be consistent with the parametric study, the 
analysis applies end-moments equal to that generated in the test. The results provide the near-
toe stresses (A and B), which are then extrapolated up to the critical point C estimated via Eq. 
(4.4).  On the other hand, the conventional IIW calculation imposes load as conducted in the 
experiment, i.e., downward force at the top attachment plate. 
 
 



























Figure 4.23 presents the fatigue assessments according to the conventional IIW 
procedure (shaded points), and those based on the proposed extrapolation (hollow points). 
Both the shaded and the hollow points fall on the safe side of the FAT 225 curve. This 
condition suggests that the extrapolation concept aligns well with the recommended design 
curve, as there are no under-predictions that place the data points into the unsafe side. 
Moreover, the ENS estimated via the extrapolation matches closely with the conventional 
procedure, with averaged predicted-to-calculated ratio of 0.98 and a COV of 4 %. In addition 
to the FAT 225 curve, Fig. 4.23 includes the FAT 347 curve, which is the mean of the 
original database (Olivier et al., 1989 and 1994). The comparison demonstrates that the 
current plate joint tests align well with the original database, reinforcing the concept of a 
single and universal S-N curve promoted by the ENS approach. 
  
4.5 Conclusions 
This chapter presents the development of an extrapolation procedure to estimate the effective 
notch stress at the weld toes of welded joints. The extrapolation method allows the ENS to be 
calculated using finite element models with a sharp weld toe, as opposed to the conventional 
1 mm toe radius. This alleviates some of the modeling difficulties, thus making the ENS 
approach more practical for joints with complex geometries. The development involves 
relatively simple joints, namely the cruciform joints with full-penetration welds and the tube-
to-plate joints. The results presented in this chapter support the following conclusions: 
1) The presence of the 1 mm weld toe radius affects only the stress variation within 
close proximity to the weld toe. Thus, as the distance from weld toe increases, the 
effect of the radius vanishes, and the stress variation converges to that computed 
from the sharp weld toe. In a log-log scale, this converging stress variation appears as 
linear segment. The proposed extrapolation scheme revolves around extending this 




linear segment up to a certain point where the stress equals the ENS. This approach 
benefits from the condition that the linear segment may be obtained using the sharp-
toe geometry, which is easier to model.  
2) The linear segment represents the extrapolation curve and is characterized by the 
constants A and B. The values of these constants derive from fitting Eq. (4.1) onto the 
nodal stresses within a certain extrapolation zone. This study proposes an 
extrapolation zone of 0.04t to 0.2t from the weld toe, which has been verified for the 
extrapolation on the cruciform and the tube-to-plate joints.  
3) The element sizes within the extrapolation zone needs to be controlled strictly. This 
study finds that the element depth previously proposed in Chapter 3 remains suitable 
for the extrapolation. Meanwhile, the element length requires the maximum size of 
0.01t for a consistent A and B values. 
4) The critical point (C) represents a location at which the value of the extrapolation 
curve equals the ENS. As such, the accurate prediction of C is one of key elements in 
the extrapolation scheme. This study discovers that C depends on the joint geometry 
and the loading mode. Equations (4.4) and (4.5) predict the critical point for the 
cruciform joint and the tube-to-plate joint, respectively. 
5) The absolute joint dimension influences the magnitude of the ENS. This phenomenon 
occurs due to the requirement for a constant 1 mm radius that prohibits the complete 
proportional scaling of the geometry. Thus, as the absolute size increases, the weld 
notch becomes relatively sharper, and consequently attracts more stress 
concentration. 
6) The ENSs estimated using the extrapolation procedure are generally in close 
agreement with those calculated using the conventional IIW method (with rref = 1 
mm). As observed in the cruciform and the tube-to-plate joint studies, the estimation 




leads to an error between 9% to -14% (negative error corresponds to 
underestimation). 
7) The ENS extrapolation method proves to be compatible with the FAT 225 curve, as 
















CHAPTER 5: EXTENSION OF THE EXTRAPOLATION 





This chapter describes the extension of the previously established extrapolation method to 
welded tubular joints, specifically the X- and K-joints. The works in this chapter separate into 
four main sections: 1) Numerical and experimental preliminary studies; 2) development on 
the X-joints; 3) development on the K-joints; and 4) fatigue assessment of real tests using the 
extrapolation scheme. The development covers tubular joints within the practical geometric 
range under common loading modes. 
5.1 Preliminary studies 
5.1.1 Numerical investigation 
The intricate geometry of tubular joints creates a complex stress variation near the weld toe. 
This raises the question whether the previously established extrapolation remains valid for the 
tubular joints. The numerical preliminary study presented herein is intended to verify: 1) the 
existence of the extrapolation curve; and 2) the required extrapolation zone and mesh sizes to 
ensure a consistent extrapolation curve. This preliminary study utilizes a tubular X-joint 
subjected to a unit tensile stress at both brace ends, with dimensions as shown in Fig. 5.1. The 
description of the X-joint adopts the commonly used non-dimensional parameters, which 




include the brace-to-chord outer diameter ratio, β (d1/d0), the chord outer radius to the wall 
thickness ratio, γ (d0/2t0), the brace-to-chord wall thickness ratio, τ (t1/t0), and the chord 
length to the chord radius ratio, α (2l0/d0). 
 
 





Fig. 5.2: The finite element model and the mesh design for the preliminary study 
 
 
The finite element model of the selected X-joint includes one-eighth of the geometry 
and consists of 20-node brick elements with reduced integration. The model uses a linear-
elastic material with a Young’s modulus of 205 GPa, and a Poisson ratio of 0.3. The mesh at 
the weld toe adopts the design presented in Chapter 4, where a detailed mesh is contained in a 
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small volume with depth equals to t*, as shown in Fig. 5.2. The size of t* follows the 
thickness-based scaling indicated in Fig. 5.2, while the number of elements across t* (ne) is 
fixed at six. The current investigation considers a number of cases with different element 
length (elength) and mesh bias (edepth,2 / edepth,1) in order to determine the optimum mesh size for 
the extrapolation on tubular joints. The mesh bias indirectly controls the first layer element 
depth (edepth,1), which is crucial for the convergence of stress at the weld toe, as discussed in 
the previous chapters. Meanwhile, the element length (elength) determines the number of nodal 
stresses that exist within the extrapolation zone. 
 
 
Fig. 5.3: Results from the preliminary numerical study 
 
Figure 5.3 summarizes the results obtained from the preliminary study. The figure 
illustrates the normalized maximum principal stress variation along the perpendicular path 
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corresponds to the optimum element sizes for the extrapolation in cruciform joints, as 
demonstrated in Chapter 4. This particular element size serves as benchmark, and will be 
compared against cases with finer mesh. Figure 5.3a demonstrates that further mesh 
refinement from the benchmark element size leads to a negligible change in the near-toe 
stresses computed using the sharp toe geometry. This result implies that the benchmark 
element size is sufficient for a consistent extrapolation curve. Moreover, as indicated in Fig. 
5.3a, the extrapolation zone proposed previously for the cruciform joints (0.04t - 0.2t) 
appears to be appropriate for the application on tubular X-joints. Figure 5.3b demonstrates 
that the benchmark mesh is sufficient for the ENS calculation, as further mesh refinement 
creates only less than 3% increase in the ENS. The results in Figs. 5.3a-b therefore suggest 
that the element size adopted in the cruciform joint study remains adequate for the ENS 
extrapolation on tubular X-joints.  
Figure 5.3c compares the near toe stresses computed using the sharp weld toe against 
those computed using rref 
= 1 mm. The element size in both models follows the benchmark 
mesh. Overall, Fig. 5.3c indicates that the near toe stresses from both radii satisfy the 
condition required by the extrapolation scheme. The stress variation from the 1 mm toe radius 
forms a plateau as the normalized distance approaches x/t = 0 (see Fig. 5.3d for the x = 0 
point), at which the stress equals the ENS. The extrapolation becomes viable as the stresses 
from the sharp toe present a linear segment (in a log-log scale) that intersects the plateau at 
some point, as depicted in Fig. 5.3c. In conclusion, the extrapolation scheme seems to be 
extendable to tubular joints without any modification on the extrapolation zone and the mesh 
sizes. The focus of the current study therefore lies on the estimation of the critical 
extrapolation point C, which, as shown in Chapter 4, depends on geometry and loading mode. 
However, before the extrapolation is fully established, this study includes validation against 












5.1.2 Experimental investigation 
The experimental program consists of strain measurements on a single X-joint specimen 
made of S355 steel, with a 3.3 m horizontal span and 2.3 m long chord (oriented along the 
vertical axis in Fig. 5.4a). The brace intersects the chord at a 90° angle, with welding details 
following the complete joint penetration (CJP) welds prescribed by the American Welding 
Society (AWS, 2015). The chord member has an outer diameter (d0) of 457 mm, while the 
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wall (t1) have a thickness of 16 mm. In addition, the specimen has a 30 mm thick plate 
welded to the ends of the brace, and a 60 mm wide, 30 mm thick ring stiffener welded to both 
ends of the chord, as shown in Fig. 5.4a. The 200-ton-capacity testing rig applies a downward 
compressive load at the top chord end while the joint is simply supported at the brace ends 
(Fig. 5.4b). The applied load generates an in-plane bending action in the joint, where the 
potential critical location resides at the bottom crown position. Hence, this investigation 
employs multiple unidirectional strip gauges, mounted adjacent and perpendicular to the 
bottom crown weld toe, as illustrated in Fig. 5.4c. The strip gauge is an array of five single 
gauges; each has a 0.4 mm gauge length and placed at a 1 mm interval.  
The measured strains provide validation for the numerical linear-elastic stress near the 
weld toe, particularly that within the proposed extrapolation zone. The finite element model 
of the X-joint specimen closely follows the previous mesh design, with boundary conditions 
representing the actual experimental setup. By making use of the symmetrical loading and 
geometry, the model simulates one-fourth of the joint geometry using 20-node brick elements 
with reduced integration.  
  
Fig. 5.5: Comparison between the numerical and the measured near-toe strains 
 
Figure 5.5 compares the computed and the measured strains at the crown positions on 
both the chord and the brace members. The comparison at the chord side (Fig. 5.5a) indicates 






















FE (rref = 1 mm)
Test (Left side)
Test (Right side)
Chord Crown Extrapolation 
zone Extrapolation 
zone
FE (rref = 0 mm) FE (rref = 0 mm)




(Fig. 5.5b), on the other hand, shows a more noticeable discrepancy. This discrepancy 
originates possibly from the inaccuracy in defining the point x = 0 (i.e., the exact location of 
the weld toe) on the actual specimen. This inaccuracy may translate into a quite significant 
discrepancy since the strain close to the weld toe is highly non-linear and rapidly increasing 
towards the weld. Aside from this reason, the discrepancy may also occur due to the 
difference between the actual weld size and that assumed in the FE model. 
Due to the relatively small member thickness compared to the strain gauge size, the 
strain gauge placement shown in Fig. 5.4c provides only two measured strains within the 
proposed extrapolation zone (0.04t - 0.2t). This highlights an issue in the extrapolation when 
the joint is relatively thin and the extrapolation is done using measured strains. One possible 
solution is to extend the extrapolation zone. The following discussion explores the effect of 
enlarged extrapolation zone on the extrapolation parameters. 
 
Table 5.1: Numerical and measured A and B values from different extrapolation zones 
 
Location 
Finite Element (rref = 0)  Test 
Extrapolation Zone  Extrapolation Zone 
0.04t-0.2t 0.04t-0.4t  0.04t-0.4t 
A B A B  A B 
Chord Crown 2.39 -0.29 2.48 -0.27  2.27 -0.26 
Brace Crown 0.98 -0.25 0.97 -0.26  0.95 -0.42 
 
As shown in Fig. 5.5, the measurement points locate within 0.1t - 0.4t from the weld 
toe, in which the strains vary almost linearly, thus matching the quality required for a good 
extrapolation curve. Table 5.1 summarizes the effect of enlarging the extrapolation zone up to 
0.4t, as indicated in the values of A and B. The finite element results (rref = 0) demonstrate 
that enlarging the extrapolation zone to 0.4t leads only to minor changes in the extrapolation 
curve constants. Meanwhile, under the enlarged extrapolation zone, the A and B values 
derived from measured strains demonstrate a certain degree of discrepancy with respect to 




those obtained from FE analyses. The difference at the chord crown remains within a 
reasonable range, while the difference at the brace crown is more substantial, as expected 
from the noticeable discrepancy in Fig. 5.5b. Thus, the results in Table 5.1 suggest that 
enlarging the extrapolation zone up to 0.4t still leads to an acceptable extrapolation curve. 
However, for the general case, the stress linearity (in log-log scale) within the expanded zone 
needs to be confirmed and examined carefully.  
In summary, the measured strains shows a reasonably well agreement with the finite 
element results, therefore validating the FE modeling approach described in Subsection 5.1.1. 
Furthermore, the measured strains confirm the existence of the extrapolation curve on tubular 
joints, which is the foundation of the proposed approach. The next sections describe the 
numerical studies for the subsequent developments, according to the FE modeling and 
extrapolation zone described herein. 
 
5.2 Extrapolation on the tubular X-joints 
5.2.1 Overview 
This section presents the development of the ENS extrapolation for tubular X-joints. The 
final goal of this development is to provide a parametric relationship to estimate the 
extrapolation critical point C for a given X-joint subjected to a particular loading mode. The 
development involves extensive parametric studies, covering X-joints within the practical 
geometric range under three independent loading modes, i.e., the brace axial tension, the 
brace in-plane bending, and the brace out-of-plane bending. The parametric study 
investigates 1) the effect of the non-dimensional parameters (β, τ, γ) under a constant chord 
diameter; and 2) the effect of the absolute dimension under equal non-dimensional 
parameters. Table 5.2 lists the geometric parameters considered in the non-dimensional study 
while Fig. 5.6 illustrates the configuration of the X-joint. All of the X-joints have a 90° brace-




to-chord intersection angle. In the non-dimensional investigation, the chord outer diameter 
(d0) remains fixed at 508 mm, while the chord length factor α remains constant at 16 to 
eliminate the chord end effect (Efthymiou, 1988; Efthymiou and Durkin, 1985). The range of 
non-dimensional parameters listed in Table 5.2 amounts to a total of 110 cases for each 
loading mode. The study on the effect of absolute dimension adds 11 more cases for each 
loading mode with varying chord outer diameters, as shown in Table 5.3. These additional 
cases capture the effect of absolute size on three different β and γ values.  
The current parametric study avoids X-joints with β = 1.0 since the near-toe stress in 
such joints is extremely sensitive to the variation in the weld profile (e.g. variation in the 
weld leg length and convexity) as reported by Wylde (1983) and Wordsworth (1986). Thus, 
without a valid reference on the appropriate weld profile, the inclusion on cases with β  = 1.0 
may produce misleading and unrealistic results. 
 
Fig. 5.6: The configuration of the X-joints 
 
 
Table 5.2: Geometric parameters in the non-dimensional investigation 
 
Parameter Description Values 
β Brace-to-chord outer diameter ratio (d1 / d0) 0.18, 0.23, 0.33, 0.38, 0.48, 0.64, 0.7, 0.8 
γ Chord outer radius to thickness ratio (d0 / 2t0) 8, 10, 12.5, 18.45, 25.4, 29, 32 
τ Brace-to-chord wall-thickness ratio (t1 / t0) 0.2, 0.5, 1.0 
α Chord length to outer radius ratio (2l0 /d0) 16.0 
θ Brace-to-chord intersection angle 90° 
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Table 5.3: Geometric parameters in the study of the absolute size effect 
 
Parameter Description Values 
d0 Chord outer diameter  273 mm, 406 mm, 682 mm , 914 mm 
β Brace-to-chord outer diameter ratio (d1 / d0) 0.38, 0.64, 0.8 
γ Chord outer radius to thickness ratio (d0 / 2t0) 12.5, 25.4, 32 
τ Brace-to-chord wall-thickness ratio (t1 / t0) 1.0 
α Chord length to outer radius ratio (2l0 /d0) 16.0 
θ Brace-to-chord intersection angle 90° 
 
 
The methodology adopted in the current investigation follows that in the cruciform 
and the tube-to-plate joint studies, where the critical extrapolation point C is calculated for all 
cases, followed by a regression analysis to derive the parametric equations. The C parameter 
represents the normalized distance at which the value of the extrapolation curve equals the 
ENS, and can be computed using the relationship in Eq. (4.2). This computation requires 1) 
FE model with a sharp toe that provides the A and B values (i.e., the extrapolation curve), and 
2) FE model with a 1 mm toe radius to compute the ENS as per conventional IIW approach. 
The FE model creation adheres to the modeling approach previously validated in Subsection 
5.1.1. The simulations make use of the symmetrical loading and geometry to minimize the 
model size, resulting in: 1) a one-eighth model for the axial load case, 2) a quarter model for 
the in-plane bending load case, and 3) a quarter model for the out-of-plane bending load case. 
In all three load cases, the applied load corresponds to a unit nominal stress in the brace 
member (σnom = 1 MPa). The nominal stress for the bending load cases refers to the 
maximum stress at the extreme fiber of the brace, calculated according to the simple beam 
theory [Eq. (2.15b)]. To reduce the modeling time, the model creation uses an automatic 
meshing script written in PATRAN Command Language (MSC, 2012; Qian et al., 2002), 
which incorporates all the modeling details described in this section. The following 
subsections discuss the results obtained under the three load cases, focusing on the variation 
of the ENS with respect to geometry and the proposed parametric equation to estimate the 
value of C. 









Fig. 5.8: Section cut at the saddle point: (a) dihedral angle when β = 0.3; (b) dihedral 
angle when β = 0.7; and (c) the load transfer mechanism 
 
5.2.2 X-joints under brace axial load 
5.2.2.1 Computed effective notch stress 
Current design guidelines (API, 2007; Zhao and Packer, 2000) recognize four possible 
critical locations along the brace-to-chord intersection, that is, the chord saddle, the brace 
saddle, the chord crown and the brace crown (see Fig. 5.6). Figure 5.7 demonstrates through a 
few selected cases that the most critical ENS for the X-joints under brace axial tension 
locates at the saddle point on the chord member, matching the location of the critical hot-spot 
stress according to the existing parametric formulae (Efthymiou and Durkin, 1985; 
Efthymiou, 1988; Chang and Dover, 1996; Lloyd’s Register, 1997). Moreover, Fig. 5.7 also 
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shows that the ENSs at the crown are considerably lower than those at the saddle point. 
Hence, the following discussions focus on the ENSs at the saddle point, with the final goal of 
providing two sets of extrapolation critical point, each for the chord saddle and the brace 
saddle.   
Under the brace axial tension shown in Fig. 5.6, the X-joint transfers the load from 
one brace to the other through the chord member, causing the chord to experience a 
combination of shell bending, shear, and membrane actions (see Fig. 5.8c). The diameter of 
the brace member, expressed by the β ratio, plays a major role in determining the proportion 
of these actions. The β ratio controls the local dihedral angle (ψ) along the weld line, 
especially the ψ angle close to the saddle position, as depicted in Figs. 5.8a-b. Generally, the 
dihedral angle near the saddle is close to 90° when β is relatively small, and consequently 
induces a significant shell bending action on the chord member when an axial load is applied 
at the brace. As β increases, the dihedral angle at the saddle becomes larger, leading to more 
membrane action and thus less proportion for the bending action. The parameter γ indicates 
the chord slenderness, and dictates the response of the chord wall. A thin chord wall (large γ 
value) resists the axial brace load mostly through bending action, whereas a thicker chord 
wall would involve more shearing action, analogous to the deep beam mechanism. On the 
other hand, the τ ratio controls the resultant force applied to the X-joint since the simulation is 
load-controlled, that is, the brace nominal stress is kept at 1 MPa for every case. Hence, 
higher τ values generally lead to larger applied force, and more critical local stress. In 
summary, the complex interaction between bending, shear, and membrane actions leads to 
the variation of ENS with respect to the geometric parameters. The subsequent paragraphs 
discuss the variation of ENS (in the normalized form) with respect to β, τ, and γ. 
 
 













Fig. 5.11: The variation of ENS with respect to τ in X-joints under brace axial load  
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Figure 5.9 illustrates the effect of β on the calculated ENS at the saddle point. As 
shown in Fig. 5.9, the ENS increases initially as the β ratio changes from a small value (≈ 
0.2) to about 0.4, reaches a peak value over the β range of 0.4 to 0.7, and decreases when β 
further increases. Overall, the ENSs at the chord saddle and those at the brace saddle share a 
similar trend, although the chord saddle shows a consistently higher ENS. The trend observed 
in Fig. 5.9 is a result of the complex interaction between the shell bending and the membrane 
action along the weld line, which is closely related to evolution of the dihedral angle with 
respect to β, as discussed previously.  
Figure 5.10 demonstrates the influence of γ on the computed ENS at the brace saddle 
and the chord saddle. Figure 5.10 demonstrates that the ENS at the chord and the brace saddle 
increases almost linearly as γ becomes larger.  A large value of γ (a thin chord wall) leads to 
more significant chord shell bending than does a thick chord wall under the same brace load. 
This leads to the increase of ENS at the chord, as shown in Fig. 5.10a. The ENS at the brace 
saddle (Fig. 5.10b) demonstrates a comparable trend since the shell bending in the chord is 
shared locally to the material in the brace within close proximity to the weld.  
Figure 5.11 illustrates the typical variation in the saddle ENS with respect to the 
brace-to-chord wall thickness ratio, τ. Both the brace saddle (Fig. 5.11b) and the chord saddle 
(Fig. 5.11a) show an increasing ENS trend as τ becomes larger. This trend occurs since τ is 
proportional to the resultant force applied to the joint, as a result of the load-controlled 
simulation. However, since the increase in τ also strengthens the brace member, the ENS 
trend at the brace saddle indicates a weaker gradient as compared to that in the chord saddle. 
All results presented in Figs. 5.9 - 5.11 correspond to the X-joints with a 508 mm 
chord outer diameter, and thus reflect only the influence of the non-dimensional parameters 
(β, τ, γ). The absolute joint dimension would also affect the magnitude of the ENS since the 
toe radius (rref) is fixed at 1 mm, and thus prohibits a complete proportional scaling of the 




joint geometry. For example, in a set of joints with equal non-dimensional parameters but 
different absolute sizes, the 1 mm toe radius would introduce a higher ENS on the larger 
joints because the toe radius becomes relatively small compared to the overall joint size 
(therefore a sharper notch). Following the same reasoning, the 1 mm radius would present a 
less severe stress concentration on smaller joints even though the non-dimensional 
parameters remain the same. This trend is in contrast to that observed in the hot-spot stress, 
where the hot-spot stress depends only on the non-dimensional parameters (Efthymiou, 1988) 
since the toe radius does not affect the stress in the hot-spot extrapolation zone and the 
remaining joint dimensions are scaled proportionally. 
 
 
Fig. 5.12: The effect of absolute joint dimension on the ENS in X-joints subjected to 
brace axial load 
 
Figures 5.12a-b display the stress variation along the perpendicular path at the saddle 
point, computed from four cases with equal non-dimensional parameters, yet varying 
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absolute sizes, as reflected in the different chord outer diameters d0. The results in Figs. 
5.12a-b demonstrate that a larger absolute size leads to a more critical ENS, confirming the 
previous discussion. The effect of the absolute size does exist in the brace member, although 
it is considerably less pronounced, as depicted in Fig. 5.12b. On the other hand, the 
coinciding linear stress variations at x/t > 0.4 (i.e., the hot-spot stress extrapolation zone) 
indicate that the hot-spot stress is indeed independent of the absolute joint dimensions. 
Figures 5.12c illustrates the amplification of the ENS with respect to the absolute joint 
size, based on the results presented in Figs. 5.12a-b. This study quantifies the increase in the 
absolute joint size by using the parameter d0/dref, which refers to the ratio between the chord 
diameter and the reference chord diameter. The chord diameter in this investigation provides 
a convenient scaling parameter since it is an independent variable in the non-dimensional 
study. For this reason, the reference diameter (dref) equals the chord diameter used in the non-
dimensional investigation, i.e., 508 mm. Similarly, this study describes the ENS amplification 
using the ratio between the ENS and the reference ENS, which refers to the ENS computed 
using the reference chord diameter. Figure 5.12c demonstrates that the ENS amplification 
with respect to the absolute joint size follows a clear trend for both the ENS at the chord and 
the brace saddle. The trend indicates that 80% increase from the reference chord diameter 
leads to approximately 16% ENS amplification in the chord saddle. Meanwhile, the same size 
enlargement yields only 6% ENS amplification in the brace saddle. This finding highlights 
that the effect of absolute joint size is not negligible and needs to be considered in the 
proposed extrapolation scheme. 
5.2.2.2 Critical extrapolation point 
The critical extrapolation point (C) for all the cases derives from the relationship between the 
extrapolation curve and the ENS (see Eq. (4.2)). The stress analyses of the sharp-toe models 
provide the extrapolation curve constants (A and B), while the ENSs are computed following 




the conventional IIW approach with rref = 1 mm. Based on the variation of the compiled C 
values, this study proposes the following parametric formulation to estimate C for the tubular 
X-joints under brace axial load, 
 ( ) ( ) ( )
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λ β τ γ
 
=   
 
, (5.1) 
where λ, X1, X2, X3, and X4 are the constants determined from the regression analyses. Table 
5.4 summarizes the values of these constants. 
 
 
Fig. 5.13: Accuracy of the extrapolation method for applications on X-joints under 
brace axial load 
 
 






To examine the accuracy of the extrapolation, this study compares the ENSs obtained 
via the proposed extrapolation against those calculated using the IIW conventional procedure. 
The examination involves all cases considered in the parametric study. The proposed 
extrapolation scheme estimates the ENS using the critical point provided by Eq. (5.1) 
combined with the A and B values obtained from the sharp-toe models. Figure 5.13 presents 
the scatter diagrams comparing the ENSs from the extrapolation against those from the 
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λ X1 X2 X3 X4 
Brace Saddle 121 3.08×10-4 -0.90 -0.42 0.66 -0.90 
Chord Saddle 121 4.58×10-4 0.27 -0.02 0.84 -1.19 




conventional IIW approach. The scatter diagrams indicate a reasonably good accuracy with 
coefficient of variance (COV) lower than 6%, for the extrapolation at both the brace and the 
chord saddle. The proposed extrapolation scheme appears to be sufficiently accurate for the 
applications on tubular X-joint under brace axial load.  
 
 
Fig. 5.14: Variation of the computed ENS along the weld line of tubular X-joints under 
brace in-plane bending 
 
5.2.3 X-joints under brace in-plane bending 
5.2.3.1 Computed effective notch stress 
Under the brace in-plane bending load, the material near the crown experiences a high stress 
concentration since it locates along the extreme fiber, while the saddle point undergoes zero 
stress as it coincides with the neutral axis of the brace. However, current numerical results 
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demonstrate that the critical local stress may not always reside at the crown position. Figure 
5.14 illustrates the ENS variation along the weld line from a few selected cases. The angle ρ 
in Fig. 5.14 measures the position along the brace-to-chord intersection, where ρ = 0° 
represents the crown position and ρ  = 90° corresponds to the saddle point. Figures 5.14a-b 
demonstrates that the location of the maximum ENS in the chord and brace moves from the 
crown towards the saddle as γ increases. In addition, the same shifts in critical location occur 
in cases with increasing β, as illustrated in Figs. 5.14c-d. The results in Fig. 5.14 shows that 
the critical location may shift up to 60° towards the saddle, with magnitude up to 30% higher 
than the ENS at the crown. This phenomenon suggests that taking the ENS at the crown may 
result in a serious underestimation of the fatigue driving force. Thus, a special treatment is 
required in the proposed extrapolation method, which will be discussed with more detail in 
the next subsection. 
 
 
Fig. 5.15: The variation of ENS with respect to β in X-joints under brace in-plane 
bending load  
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Fig. 5.16: The variation of ENS with respect to γ in X-joints under brace in-plane 
bending load  
 
 
Fig. 5.17: The variation of ENS with respect to τ in X-joints under brace in-plane 
bending load 
 
Since the position of the critical ENS changes with geometry, the following 
discussions refer to the true maximum ENS along the weld line instead of that at a particular 
location. Compared to the ENS in the brace axial tension case, the ENS computed under the 
brace in-plane bending load displays similar trends with respect to β, τ, and γ. Figure 5.15 
illustrates the effect of β on the ENS at the brace and the chord member. The current ENS 
trend with respect to β shows that the ENS increases with β at small β values and decreases 
after reaching a maximum value at approximately β = 0.4,  resembling the trend observed in 
the brace axial load case (see Fig. 5.9). The ENS at the chord (Fig. 5.15a) however, displays a 
considerably slower decrease after reaching the peak value, implying that the effect of β on 
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the chord member diminishes beyond a certain β value.  Figure 5.16 shows the variation of 
the ENS with respect to γ, which demonstrates an approximately linear relationship, as also 
observed in the brace axial load case. Again, the thin chord wall (large γ value) induces a 
significant shell bending in the chord, therefore causing an increase in the computed ENS as γ 
increases. Meanwhile, Fig. 5.17 demonstrates that the ENS increases with the τ ratio. This 
trend occurs because the load-controlled simulation requires a larger in-plane bending 
moment to maintain equal nominal bending stress at higher τ ratio. Nevertheless, similar to 
the trend in the axial load case, the ENS at the brace side (Fig. 5.17b) increases with a lower 
gradient since the increase in τ also strengthens the brace. Overall, the brace in-plane bending 
load generates a considerably lower ENS as compared to the brace axial load case. Under a 
combined load scenario, the ENS from the brace axial load case will likely govern the fatigue 
life of the joint, unless the nominal in-plane bending stress is substantially higher than the 
nominal axial stress.  
Figure 5.18 illustrates the effect of the absolute joint size on the computed ENS at the 
chord and the brace member, using several cases with equal non-dimensional parameters yet 
different absolute sizes. The selected cases match those presented in Fig. 5.12 to allow for 
direct comparison between different load cases. In general, the ENS amplification in the axial 
and the in-plane bending case follows a clear and similar trend with respect to the absolute 
size enlargement. As indicated in Fig. 5.18c, 80% chord diameter enlargement from the 
reference diameter (dref = 508 mm) yields 21% and 11% ENS amplification at the chord and 
the brace, respectively. Compared to the brace axial load case, the ENS amplification under 
the brace in-plane bending load is slightly higher, although the ENS magnitude remains 
significantly lower. 





Fig. 5.18: The effect of absolute joint dimension on the ENS in X-joints subjected to 
brace in-plane bending load. 
 
5.2.3.2 Critical extrapolation point 
As previously highlighted, the critical ENS in the in-plane bending case may not locate at the 
crown point, with magnitude exceeding the ENS at the crown. Proposing an extrapolation at 
the location of critical ENS may introduce additional challenges because this location is 
initially unknown and varies between different geometries. To address this issue, the current 
study proposes an extrapolation of stress at the crown position, with an amplification factor 
embedded in the estimated critical extrapolation point. This approach enables extrapolation at 
a well-defined location while estimating the true maximum ENS. The methodology for 
obtaining the critical point C remains generally the same, which includes: 1) calculating the A 
and B values at the crown, 2) calculating the true maximum ENSs, which may not be at the 
crown, and 3) deriving the value of C using the relationship in Eq. (4.2). This process repeats 
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Fig. 5.19: Accuracy of the extrapolation method for applications on X-joints under 
brace in-plane bending load  
 
Table 5.5: Constants of Eq. (5.1) for the extrapolation in X-joints under brace in-plane 





Since the trend of ENS and C value under IPB load indicate resemblance to those 
observed under axial load, the parametric formulation in Eq. (5.1) is reused. Table 5.5 
summarizes the constants obtained from the regression analyses. These constants, as pointed 
out earlier, contain an amplification factor to address cases with critical location in between 
the crown and the saddle. The scatter diagrams in Fig. 5.19 demonstrate the accuracy of the 
extrapolation by comparing the estimated ENS against that from the conventional IIW 
procedure. Both diagrams show a relatively small scatter, as confirmed by the low COV 
values, which are less than 5 %. This result suggests that the proposed extrapolation 
procedure translates well into different loading modes without major modifications. 
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λ X1 X2 X3 X4 
Brace 121 4.32×10-4 -0.27 -0.73 0.74 -0.87 
Chord 121 3.79×10-4 -0.48 0.30 0.68 -1.32 




Table 5.6: ENS estimations based on FE and measured near-toe strains: original and 
expanded extrapolation zone  
 
Location 
Finite Element (rref = 0)  Test  IIW 
rref = 
1 mm 
Extrapolation Zone  Extrapolation Zone  























Chord Crown 2.39 -0.29 12.52 2.48 -0.27 11.89  2.27 -0.26 10.23  11.38 
Brace Crown 0.98 -0.25 3.98 0.97 -0.26 4.07  0.95 -0.42 9.75  3.56 
 
 The preliminary experimental study presented in Subsection 5.1.2 has reported near-
toe strains measured from a large-scale X-joint subjected to brace in-plane bending load. This 
experimental data presents an opportunity to demonstrate the ENS extrapolation procedure 
based on measured strains. However, as discussed earlier, only a limited number of measured 
strains locate within the proposed extrapolation zone (0.04t - 0.2t) due to the relatively small 
wall thickness compared to the strain gauge size. Table 5.1 has previously demonstrated that 
enlarging the extrapolation zone (up to 0.4t) to include all measured strains leads only to 
slight differences in the extrapolation curve constants. To improve the investigation, Table 
5.6 demonstrates the effect of enlarging the extrapolation zone on the estimated ENS (σnotch), 
according to the critical extrapolation point given in Eq. (5.1). Furthermore, Table 5.6 also 
demonstrates the accuracy of the ENS estimation with respect to the conventional IIW 
calculation (using rref = 1 mm).  
Table 5.6 demonstrates that enlarging the extrapolation zone for the FE-based 
extrapolation leads to small changes in the estimated ENS. Also, under both the original and 
the expanded zone, the FE-based extrapolation demonstrates close agreement with the 
conventional IIW calculation. On the other hand, under the expanded zone, the ENS 
extrapolated from the measured strains reveals inferior accuracy; the estimation at the chord 
crown demonstrates a reasonable level of accuracy, while that at the brace crown indicates a 
significant overestimation, which originates possibly from measurement errors (see the 




discussions for Fig. 5.5b). Thus, ignoring the measurement-based results at the brace crown, 
the comparison in Table 5.6 suggests that expanding the extrapolation zone still leads to an 
acceptable level of accuracy. Furthermore, the comparison also demonstrates that the 
proposed extrapolation scheme is able to estimate the ENS from measured near-toe strains, 
provided that the measurement error is kept to a minimum.   
5.2.4 X-joints under brace out-of-plane bending 
5.2.4.1 Computed effective notch stress 
The saddle point in the X-joints subjected to out-of-plane bending becomes the potential 
critical location as it locates along the extreme fiber of the brace. The crown point, on the 
other hand, experiences a zero stress as it coincides with the brace neutral axis. In contrast to 
the in-plane bending load case, the critical ENS always resides at the extreme fiber, i.e., the 
saddle position, as demonstrated in Fig. 5.20.  
The location of the critical stress is influenced by the distribution of the brace nominal 
stress and the local stiffness along the weld line. Tubular X-joints with 90° brace angle 
typically have higher stiffness towards the saddle point due to their geometry, in addition to 
the standard practice that requires larger weld size at the saddle (AWS, 2015). The saddle 
region thus inherently attracts stress due to its high stiffness. In the out-of-plane bending case, 
the location of the maximum nominal stress and the stiffest load path coincides at the saddle, 
leading to a consistent critical ENS location (see Fig. 5.20). For the axial load case, the brace 
nominal stress is uniformly distributed, and thus the critical location is governed by the 
location of the stiffest path. For this reason the critical spot for the axial load case always 
locates at the saddle (see Fig. 5.7). In contrast, the location of critical ENS under in-plane 
bending load varies with geometry (see Fig. 5.14). Under this loading, the critical ENS occurs 
at the stiffest path closest to the crown (where the brace nominal stress is the highest), leading 
to critical spots in between the crown and saddle for certain geometries. 






Fig. 5.20: Variation of the computed ENS along the weld line of tubular X-joints under 
brace out-of-plane bending  
 
 
Fig. 5.21: The variation of ENS with respect to β in X-joints under brace out-of-plane 
bending load  
 
 
Fig. 5.22: The variation of ENS with respect to γ in X-joints under brace out-of-plane 
bending load 
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Fig. 5.23: The variation of ENS with respect to τ in X-joints under brace out-of-plane 
bending load  
 
 
Fig. 5.24: The effect of absolute joint dimension on the ENS in X-joints subjected to 
brace out-of-plane bending load. 
 
The ENS in the out-of-plane bending case shows generally higher magnitudes 
compared to that in the in-plane bending case, yet remains less critical than the ENS in the 
brace axial load case. With respect to the non-dimensional parameters (β, τ, γ), the trend of 
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ENS under the brace out-of-plane bending (Figs. 5.21 – 5.23) demonstrates a close 
resemblance with respect to the trend observed in the brace axial load case (Figs. 5.9 – 5.11). 
The comparison between the two load cases indicates that the ENS magnitudes in the out-of-
plane bending case are approximately half of those computed under the brace axial load. In 
terms of the absolute size effect, the ENS amplifications in the current load case (Fig. 5.24c) 
demonstrate nearly identical values to the amplifications in the axial load case (Fig. 5.12c). 
Both load cases show approximately 16% and 6% ENS amplifications at the chord saddle and 
the brace saddle, respectively, when the chord diameter experiences 80% enlargement from 
the reference diameter (508 mm). 
5.2.4.2 Critical extrapolation point 
The development of the parametric equation for the critical extrapolation point simply repeats 
the procedure described in the previous load cases. The proposed formula for the current load 
case follows Eq. (5.1), with constants as summarized in Table 5.7. The scatter diagrams in 
Fig. 5.25 presents the accuracy of the extrapolation under the current load case, which 
demonstrates an overall good accuracy as indicated by the mean and the COV of the 
predicted-to-calculated ENS ratio. 
 
 
Fig. 5.25: Accuracy of the extrapolation method for applications on X-joints under 
brace out-of-plane bending load  
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Table 5.7: Constants of Eq. (5.1) for the extrapolation in X-joints under brace out-of-






5.2.5 Summary for the development on X-joints 
 
This section presents the development of an extrapolation procedure to estimate the effective 
notch stress at the weld toes of welded tubular X-joints. The development covers X-joints 
within the practical geometric range, under three independent loading modes, namely the 
brace axial load, the brace in-plane bending load, and the brace out-of-plane bending load. 
The points below summarize the important findings observed during the development:  
1) The magnitude of ENS in all three load cases depends on the non-dimensional 
parameters (β, τ, and γ) as well as the absolute joint size.  
2) With respect to τ and γ, the ENS varies approximately linearly under all three loading 
conditions. The variation with respect to β indicates a more complex trend, in which 
the ENS shows an increasing trend at low β values, followed by a decreasing trend 
after a certain β ratio is reached. 
3) The absolute joint size affects the ENS due to the requirement for a constant 1 mm 
toe radius, which prohibits the complete proportional scaling of the joint geometry. 
As a result, the sharpness of the weld toe increases with the absolute joint size, 
leading to a more critical ENS in the larger joints. 
4) The X-joint subjected to brace axial tension yields the highest ENS among all three 
loading conditions. Meanwhile, the brace in-plane bending produces a considerably 
lower ENS as compared to the other two load cases. The combination between the 




λ X1 X2 X3 X4 
Brace Saddle 121 1.93×10-4 -0.59 -0.50 0.86 -0.92 
Chord Saddle 121 4.74×10-4 0.21 0.03 0.83 -1.21 




detrimental loading scenario, in which the saddle point experiences extremely high 
stress concentrations.  
5) The extensive numerical study presented in this section leads to a parametric 
relationship, Eq. (5.1), to estimate the critical extrapolation point, C. Tables 5.4 – 5.7 
summarize the constants in Eq. (5.1) required for the extrapolation under the three 
loading modes. This study shows that the estimated C  values lead to reasonably 
accurate ENS estimations, with COV ranging from 2.5% up to 6%. 
 
 
5.3 Extrapolation on the tubular K-joints 
5.3.1 Overview 
This section describes the development of the ENS extrapolation procedure for the tubular K-
joints. Similar to the previous development on X-joints, the main objective of this 
investigation is to derive a parametric relationship to estimate the critical extrapolation point 
(C) based on the joint geometry. This investigation covers specifically the K-joints with non-
overlapping braces, subjected to balanced brace axial load, as depicted in Fig. 5.26. The 
numerical analysis adopts a load-controlled simulation, in which the cross-sectional stress at 
both the tension and the compression brace is fixed at 1 MPa. This ensures balance in the 
vertical component of the applied forces, and thus eliminates the effect of the global chord 
bending. The next subsection will discuss in more detail the constraints imposed at the chord 
and the brace ends. 
The parametric study presented in this section investigates: 1) the effect of the non-
dimensional parameters (β, τ, γ, ζ,θ) under fixed chord outer diameter, and 2) the effect of the 
absolute joint size under equal non-dimensional parameters. Table 5.8 summarizes the 




geometric parameters considered in the non-dimensional study, which amounts to a total of 
213 cases. The chord diameter (d0) remains at 508 mm in all cases, while the brace 
intersection angle (θ) is either 45° or 60°. The value of the chord length ratio (α) equals 16 
throughout the study to eliminate the boundary effects from the chord ends. For the same 
reason, the brace length (l1) is five times the brace diameter (d1), as illustrated in Fig. 5.26. 
Meanwhile, the gap ratio (ζ) remains within the range of small and practical values, and is set 
relative to the chord wall thickness. As in the X-joint investigation, the study on the effect of 





Fig. 5.26: Configuration and geometric parameters of the K-joint  
 
Table 5.8: Geometric parameters in the non-dimensional investigation 
 
Parameter Description Values 
β Brace-to-chord outer diameter ratio (d1 / d0) 0.23, 0.33, 0.38, 0.48, 0.64, 0.7, 0.8 
γ Chord outer radius to thickness ratio (d0 / 2t0) 8, 12.5, 25.4, 32 
τ Brace-to-chord wall-thickness ratio (t1 / t0) 0.2, 0.5, 1.0 
α Chord length to outer radius ratio (2l0 /d0) 16.0 
ζ Brace gap to chord outer diameter ratio (g/d0) 2t0/d0, 3.5t0/d0, 5t0/d0 
θ Brace-to-chord intersection angle 45°, 60° 
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Table 5.9: Geometric parameters in the study of the absolute size effect 
 
Parameter Description Values 
d0 Chord outer diameter  273 mm, 406 mm, 682 mm , 914 mm 
β Brace-to-chord outer diameter ratio (d1 / d0) 0.38, 0.64, 0.8 
γ Chord outer radius to thickness ratio (d0 / 2t0) 12.5, 25.4, 32 
τ Brace-to-chord wall-thickness ratio (t1 / t0) 1.0 
α Chord length to outer radius ratio (2l0 /d0) 16.0 
ζ Brace gap to chord outer diameter ratio (g/d0) 3.5t0/d0 




Fig. 5.27: Configuration and geometric parameters of the K-joint 
 
  
Figure 5.27a illustrates the typical FE model of the K-joint, which includes one-half 
of the overall geometry, meshed with 20-node brick elements with reduced integration. The 
detailed mesh at the weld toe follows the same design adopted for the X-joints, as described 
earlier in Fig. 5.2. For every case considered, the numerical investigation entails one model 
with a 1 mm weld toe radius (Fig. 5.27b) and another with a sharp weld toe (Fig. 5.27c). A 
linear-elastic material with a Young’s modulus of 205 GPa and a Poisson ratio of 0.3 


















5.3.2 Validation of the finite element model 
Sonsino (2012b) reported a series of fatigue tests on non-overlapping K-joints subjected to 
balanced brace axial load. The tests have also been reported with more detail in earlier 
publications (Sonsino, 2009b; Radaj et al., 1998). The tests applied cyclic loads with constant 
and variable amplitude in an artificial seawater environment. The aforementioned 
publications reported detailed strain measurements along the brace-to-chord intersection, 
including the local strains at 2 mm away from the weld toe, as well as the strains in the hot-
spot stress extrapolation zone. In addition to the measurements, Sonsino (2012b) reported 
numerical notch stresses computed using rref = 1 mm. These reported stress/strain data are the 
basis of the current validation.   
 
 
Fig. 5.28: The K-joint tests selected for validation 
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Figure 5.28 illustrates the tests reported by Sonsino (2012b). The K-joint is an as-
welded isolated joint with dimensions shown in Fig. 5.28b. An actuator applies axial load at 
one chord end, while the brace ends are attached to the testing rig, leading to the loading 
pattern shown in Fig. 5.28b. The applied load alternates between tension and compression 
with a load ratio of R = -1. Figure 5.28c illustrates the instrumentation at the chord member 
along the weld line. The instrumentations consist of strain gauges placed at 2 mm, 14 mm, 
and 49 mm from the weld toe, and are concentrated near the saddle region. 
 
 
Fig. 5.29: Comparison between the current FE analysis and the test 
 
The FE model generated for the K-joint assumes the weld size specified in the 
Complete Joint Penetration welding scheme (AWS, 2015). The detailed weld toe mesh 
includes a 1 mm radius, similar to that depicted in Fig. 5.27b. The remaining details, such as 
the material model and the element type, follow the description in Subsection 5.3.1. Since 
only limited details are given regarding the member-ends fixity, the current study assumes the 
following constraints based on the testing rig shown in Fig. 5.28a. Firstly, the analysis 
considers that the brace ends are free to rotate since the testing rig does not seem to provide 
sufficient reaction forces to prevent the brace-end rotation. The brace end constraints in the 
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model are therefore roller supports oriented along the brace axis. Meanwhile, the applied load 
acts on one chord end whereas the other end is assumed to be free, as shown in Fig. 5.29. 
Figure 5.29 illustrates the stress results obtained from the current FE analysis and 
those reported in the referenced publications (Sonsino, 2009b & 2012b; Radaj et al., 1998). 
The discrete points represent the measured stresses along the weld line at x = 2 mm and 14 
mm (x is the distance from weld toe). In addition, Fig. 5.38 also includes the FE stresses at x 
= 14 mm reported in Radaj et al. (1998), which were computed using a shell model. In 
general, Fig. 5.29 shows that the current FE analysis agrees reasonably well with the 
numerical and experimental results in Radaj et al. (1998). The current FE results indicate a 
peak stress at approximately ρ = 60°, which somewhat matches the reported experimental and 
numerical stress variation. However, the critical fatigue crack observed in the test initiated at 
ρ = 75°. 
 



















As reported in Sonsino (2012b), at ρ = 75° 
 current FEA,  

























6, CA 1.5 49.74 3.95E+05 150 163.5 514  163.6 534 
7, CA 1 33.16 1.92E+06 97 109 343  109.1 356 
1, VA 3 99.48 2.20E+06 346 327 1028  327.3 1067 
10, VA 3 99.48 3.96E+06 294 327 1028  327.3 1067 
13, VA 1.7 56.37 1.46E+06 218 185 583  185.5 605 
3, VA 2 66.32 1.29E+07 208 218 685  218.2 712 
2, VA 2 66.32 6.30E+06 205 218 685  218.2 712 
 
In line with the observed critical crack site, Sonsino (2009b, 2012b) reported the local 
stresses at ρ = 75° obtained from the measurement as well as from the FE analysis. The local 
stresses include the hot-spot stress and the ENS as per IIW definition (rref = 1 mm), as shown 




in Table 5.10. Compared to the local stresses computed from the current FE model, the 
reported local stresses show good agreement. The averaged difference between the measured 
and the current FE hot-spot stress is 3%, with a largest difference of 15%. Moreover, the 
difference between the reported FE hot-spot stress and the current result is less than 1%. 
Since the ENS is not measurable due to its fictitious nature, only the comparison between the 
numerical results is feasible. The current FE results are again in close agreement with those 
reported in Sonsino (2009b, 2012b), with approximately 4% difference. In conclusion, as 
demonstrated through several comparisons, the current FE model appears to be a good 
representation of the actual specimens, and thus will be used in the subsequent analyses.  
5.3.3 The boundary conditions 
The boundary conditions imposed for an isolated K-joint should simulate the behavior of 
such joint within a frame. In other words, the selected boundary conditions need to simulate 
the constraints exerted by members adjacent to the joint. The boundary conditions used in the 
previous validation (see Fig. 5.29) may poorly represent K-joints in frames because they do 
not include the constraint in the brace rotation provided by members attached to the brace 
end. The short investigation in this section determines and provides justifications for the 
boundary conditions used in the upcoming parametric study. 
 Choo et al. (2006) have investigated the effect of boundary conditions on the static 
strength of thick-walled K-joints. Their study recommended brace ends with roller supports 
that allow movement along the brace axis, while the chord ends are being supported by a 
roller at the compression brace side and a pin at the tension brace side (see Fig. 5.30f). This 
set of boundary conditions induces high compressive stress at the half chord member on the 
side of the tension brace, which consequently leads to low and conservative static strength. 
This recommended conditions, although conservative, sets zero stress in the other half of the 
chord member near the roller support since it is free to move horizontally. This condition is 




somewhat unrealistic considering that an actual frame would restrict the horizontal movement 
to a certain degree. Moreover, the recommendation provided by Choo et al. (2006) predicates 
on the static strength of the joint rather than local stress along the brace-to-chord intersection, 
and therefore may not be appropriate for the current study. 
 
 
Fig. 5.30: The investigated boundary conditions 
 
 Qian et al. (2006; 2007) have reported similar studies based on the linear-elastic and 
the elastic-plastic crack driving force in cracks located at the crown toe (at tension brace side) 
of a K-joint. Their investigation examined the effect of different chord end conditions on K-
joints under balanced brace axial load (i.e., cases (d) – (f) in Fig. 5.30). Their results 
demonstrate that the most critical crack driving force occurs when the chord end at the 
tension brace side is supported by a roller, as illustrated in Fig. 5.30e. Under this boundary 
conditions, the left half of the chord experiences a significant tensile stress, which, when 
combined with the horizontal component of the brace tension, promotes the opening of cracks 
at the crown toe. The crack driving force computed from condition (d) indicates a lower value 
since the left half of the chord undergoes a lower tensile stress in combination with the right 
half of the chord that resists a compressive stress of the same magnitude. Accordingly, the 
least critical crack driving force occurs under condition (f) as the crack opening is driven 




























experiences a considerable compressive stress. With respect to the current investigation, the 
results from Qian et al. (2006; 2007) are arguably more relevant considering that both the 
ENS and the crack driving force are closely related to the local stress/strain field.  
This subsection presents a short investigation on the effect of boundary conditions on 
the ENS along the weld line. The investigation considers multiple sets of boundary conditions 
as illustrated in Fig. 5.30. Boundary conditions (a) – (c) consider different chord end 
conditions (supported by either pin or roller) while the brace ends remain free. Boundary 
conditions (d) – (f) essentially repeat the first three conditions, yet with roller supports at the 
brace ends. Although conditions (a) – (c) do not represent the realistic constraints imposed by 
members adjacent to the K-joint braces, this investigation includes these cases as an idealized 
extreme condition. In boundary conditions (a) and (d), the left half of the chord resists a 
tensile force with a magnitude of P cosθ, while the right half experiences a compressive force 
of the same magnitude. In boundary conditions (b) and (e), the left half of the chord resists 
the entire unbalanced horizontal force with a magnitude of 2P cosθ, while the right half 
resists no load. Boundary conditions (c) and (f) simply exchange the loaded and the unloaded 
portion of the chord member. 
 
Fig. 5.31: Effect of boundary conditions on the ENS along the weld line of a K-joint  
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Figure 5.31 demonstrates the effect of boundary conditions (a) – (f) on the computed 
ENSs at the chord member, specifically those along the weld line near the tension brace. The 
comparison predicates on a single case of K-joint with geometric parameters listed in Fig. 
5.31. The comparison clearly indicates the effect of rollers at the brace ends, where cases 
with constrained braces, i.e., cases (d) – (f), show an increasing stress as the position changes 
from the crown heel (ρ = 0°) to the crown toe (ρ = 180°). This trend occurs due to the in-
plane bending moment that develops from the reaction forces at the brace rollers. The applied 
loading causes a local chord deformation that leads to a counter-clockwise brace rotation. The 
brace rollers restrict this rotation through the reaction forces, which consequently generate in-
plane bending moments in each brace. The peak ENS in cases (d) – (f) occurs at the crown 
toe near the tension brace because this location aligns with the extreme fiber that undergoes 
maximum tensile bending stress. Conversely, the crown heel (ρ = 0°) coincides with the 
compressive extreme fiber, and thus experiences the lowest ENS.  
A number of fatigue tests (Kurobane and Konomi, 1973; Schumacher, 2003; and 
Acevedo et al., 2013) have shown that the crown toe (the gap region) is the likely crack 
initiation site for K-joints under balanced brace axial load. Kurobane and Konomi (1973) 
tested a series of isolated non-overlapping K-joints where the fatigue cracks initiated 
typically at the gap or the region near the gap. Schumacher (2003) and Acevedo et al. (2013) 
observed similar crack initiation sites in their K-joints, which are a part of a large-scale truss 
structure. Acevedo et al. (2003) demonstrated that the combination of high stress 
concentration and severe welding residual stress at the gap region causes fatigue crack to 
initiate therein. The location of critical ENS in cases (d) – (f) thus agrees with the observed 
crack initiation site. This confirms to some extent that the brace constraints are necessary to 
simulate a realistic K-joint behavior. 




As illustrated Fig. 5.31, the different chord stresses caused by different chord end 
conditions influence the ENS variation along the brace-to-chord intersection. Figure 5.31 
indicates that the most critical ENS occurs in cases where the roller support is situated at the 
tension brace side, i.e., cases (b) and (e). When the chord stress at the tension brace side is 
compressive, as in cases (a), (c), (d), and (f), the computed ENS indicates lower values 
compared to those in cases (b) and (e), where the chord on the tension brace side resists zero 
load. Furthermore, Fig. 5.31 implies that a more critical chord compressive stress leads to a 
lower maximum ENS, as observed in the comparison between cases (a) and (c) or (d) and (f). 
Overall, the results presented in Fig. 5.31 demonstrate that boundary conditions (e) yield the 
most critical ENS, although the zero stress at the right half of the chord is rather unlikely. 
Compared to boundary conditions (d), in which both sides of the chord are equally loaded, 
the difference in the peak ENS is relatively low (≈ 8% lower compared to case (e)). In reality, 
the response of a K-joint within a frame lies somewhere between conditions (d) and (e), that 
is, the horizontal chord movement is only partially restricted by the frame, thus causing the 
chord stress to develop on both sides, though with unequal magnitudes. Results from the 
current study are in close agreement with those presented by Qian et al. (2006; 2007), in 
which boundary conditions (e) present the upper bound value. However, this study decides to 
adopt boundary conditions (d) for further analyses since the chord stress distribution is closer 
to the actual condition. 
5.3.4 The computed effective notch stress 
5.3.4.1 The effect of non-dimensional parameters on the ENS  
All ENS values presented herein correspond to the maximum ENS, which resides typically at 
the crown toe (i.e., in the gap region) on the tension brace side. The numerical computation 




imposes boundary conditions (d) in Fig. 5.30. This study presents the computed ENS in its 
normalized form with respect to the nominal stress at the brace member. 
 
 
Fig. 5.32: The variation of ENS with respect to β in K-joints under balanced brace axial 
load 
 
Figure 5.32 illustrates the influence of β on the computed ENS at the chord and the 
brace member. The selected cases include 4 different values of γ, while the rest of the non-
dimensional parameters remain constant. As depicted in Fig. 5.32, the overall trend observed 
in the chord and the brace member remains similar, although the ENS at the chord is 
significantly higher. The trend indicates that the ENS increases with β when the β ratio is 
relatively small, and decreases after a certain β value is reached, which is consistent to the 
effect of β observed in the X-joint investigation. The similar trends share the same 
explanation, where the ENS variation with respect to β is caused mainly by the change in the 
local dihedral angle (i.e., the angle formed by tangents to the brace and chord outer surface 
perpendicular to the weld line). The change in β has the most effect on the dihedral angle at 
the saddle point, while the dihedral angle at the crown points remains constant. At the saddle, 
a small β ratio introduces a dihedral angle close to 90°. Under such condition, the brace axial 
load creates a predominantly bending action in the chord wall. Nevertheless, as β increases, 
the dihedral angle at the saddle becomes larger and gradually introduces higher proportion of 
membrane action in the chord. The complex interaction between the membrane and the 
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bending action governs the local stress variation with respect to β. Although the change in β 
affects mostly the geometry near the saddle, the continuous weld transfers this effect to the 
crown points, leading to the complex trend observed in Figs. 5.32. 
 
 




Fig. 5.34: The variation of ENS with respect to τ in K-joints under balanced brace axial 
load 
 
The value of γ reflects the chord slenderness and is inversely proportional to the chord 
wall thickness. Under identical loads, brace geometry, and chord outer diameter, joints with 
large γ ratio generate a more significant bending action near the brace-to-chord intersection, 
which leads to higher ENS in the chord as well as in the brace member, as indicated in Fig. 
5.33. Furthermore, the results in Fig. 5.33 demonstrate that the ENS and the γ ratio maintain 
an approximately linear relationship. 
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Figure 5.34 illustrates the variation of ENS with respect to the τ ratio. The ENS at the 
chord (Fig. 5.34a) increases with τ in an approximately linear manner, while the ENS at the 
brace (Fig. 5.34b) increases with τ at a relatively slower rate. A larger τ ratio introduces a 
higher resultant force if the other parameters remain constant, which is a product of the load 
controlled-simulation. In the chord member, the higher resultant force directly causes an 
increase in the ENS, as illustrated in Fig. 5.34a. In the brace member, however, the increase 
in τ also indicates a stronger brace, leading to the slower increase shown in Fig. 5.34b. 
 
 
Fig. 5.35: The variation of ENS with respect to ζ in K-joints under balanced brace axial 
load 
  
The brace gap to chord diameter ratio (ζ) affects the overall behavior of the K-joint. A 
large ζ value leads to a less efficient load transfer since it induces secondary in-plane bending 
moment (caused by the eccentricity e, in Fig. 5.26). However, the gap ratio ζ is only one of 
the many factors that contribute to the secondary bending moment. The diameter ratio β, the 
brace angle θ, and the physical properties of the K-joint also influences the extent of the 
secondary moment. In addition to secondary bending moment, a large ζ value also causes the 
K-joint to behave similarly to two independent Y-joints, in which the critical stress locates 
near the saddle point instead of the crown toe. For these reasons, this study restricts the ζ 
value to a range of practical values, as shown previously in Table 5.8. Figure 5.35 
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demonstrates the effect of ζ on the ENS computed at the chord and the brace member. At the 
chord, the ENS becomes more critical as ζ increases, whereas the ENS computed at the brace 
demonstrates the opposite trend. 
Figure 5.35 demonstrates the effect of the brace intersection angle (θ) on the ENS. 
The value of sinθ determines the magnitude of the vertical component of the brace axial load, 
therefore dictating the amount of bending action imposed on the chord wall. Following this 
argument, the steeper angle would produce more critical ENS values, as confirmed by the 
results in Fig. 5.35. 
 
 
Fig. 5.36: The effect of absolute joint dimension on the ENS in K-joints subjected to 
balanced brace axial load. 
 
5.3.4.2 The effect of absolute joint size on the ENS  
As highlighted in the X-joint studies, the absolute joint size dictates the sharpness of the weld 
toe since the required toe radius for the ENS calculation is fixed at 1 mm. This phenomenon 
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persists on different geometries, including the K-joints, as demonstrated in Fig. 5.36. Figures 
5.36a-b show the effect of different absolute sizes on the stress variations along the path 
perpendicular to the weld toe, particularly those at the crown toe position (see Fig. 5.26a). 
The distance x originates from the notional sharp weld toe (as depicted in Fig. 5.26b), and is 
normalized against the corresponding member wall thickness. As in the X-joint 
investigations, the current study adopts the chord diameter (d0) as the scaling parameter since 
it acts as an independent variable in the non-dimensional analysis. Figures 5.36a-b show that 
the absolute size, as reflected by the d0 values, affects the ENS and the stress variation at the 
immediate vicinity to the weld toe, yet it has practically no effect on the stresses further away 
from the weld toe. Thus far, the effect of absolute size on the stress variation close to the 
weld toe remains generally the same between different types of tubular joint. 
 Figure 5.36c illustrates the ENS amplification with respect to the increase in the 
absolute joint size. The parameter d0/dref quantifies the increase in the joint size, where dref 
equals 508 mm, which is the constant chord diameter in the non-dimensional investigations. 
Similarly, the ratio between the ENS and that computed under the reference chord diameter 
signifies the stress amplification. Figure 5.36c indicates that the joint size enlargement has a 
substantially less effect on the ENS at the brace member: 80% chord diameter increase from 
reference diameter results in a 19% ENS amplification in the chord member, whereas the 
same size enlargement leads only to a 3% increase in the brace ENS. 
In relation to the extrapolation procedure, the constants of the extrapolation curve 
remains unaffected by the absolute joint size. This implies that the absolute size effect is 
contained within the critical extrapolation point C. Figure 5.37 demonstrates this 
phenomenon using four K-joints with identical non-dimensional parameters, yet different 
absolute sizes. The stress variations in shown in Fig. 5.37 derive from the zero-radius toe 
model, in line with the established procedure for the A and B computation. The stress 




variations demonstrate that differences in the absolute size lead to virtually equal A and B 
values, as the maximum difference in A and B is 3.6% and 1.5%, respectively. Although not 
shown previously, the same conclusion is also valid for the X-joints. 
 
Fig. 5.37: The effect of absolute joint dimension on the extrapolation curve constants 
 
5.3.5 The critical extrapolation point 
Following the procedure described for the X-joint, the current study computes the critical 
point C based on the relationship shown in Eq. (4.2). The constants of the extrapolation curve 
(A and B) derive from the stress analysis on models with a sharp weld toe, while the ENS is 
computed from models with a 1 mm weld toe radius, following the conventional IIW 
procedure. Regression analysis on the collection of C values determines the constant and 
exponents in the proposed parametric equation, which follows, 
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The last term in Eq. (5.2) represents the scaling parameter to take into account the effect of 
the absolute joint dimension on the value of C, where dref equals 508 mm. This study 
proposes two sets of constants for Eq. (5.2), each facilitates the extrapolation at the chord and 
the brace at the crown toe near the tension brace (see Table 5.11). In a small number of cases, 
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the location of the critical ENS does deviate from the crown toe. For simplicity, the proposed 
approach designs the critical extrapolation point in Eq. (5.2) to estimate the true maximum 
ENS although the extrapolation curve is computed at the crown toe.  
 
Table 5.11: Constants of Eq. (5.2) for the extrapolation in K-joints under balanced 
brace axial load  
 
Location No. of data λ X1 X2 X3 X4 X5 X6 
Chord 224 8.75E-04 -0.08 0.11 0.19 -0.56 -0.23 -1.15 
Brace 224 6.00E-05 0.99 -0.40 2.09 -0.15 7.81 -0.57 
  
 
Fig. 5.38: Accuracy of the extrapolation method for applications on K-joints under 
balanced brace axial load 
 
 
As a demonstration of the extrapolation procedure’s accuracy, this investigation 
compares the ENS obtained via extrapolation against that from the conventional IIW 
approach. This demonstration includes all cases considered previously in the parametric 
study. To recap, the extrapolation procedure consists of the following steps: 1) determination 
of the extrapolation curve (characterized by A and B) at crown toe; 2) prediction of the 
critical extrapolation point C based on Eq. (5.2); and 3) estimation of the ENS using the value 
of A, B, and C, according to the fundamental extrapolation formula in Eq. (4.2). The scatter 
diagrams in Fig. 5.38 illustrate the accuracy of the extrapolation at the chord and the brace 
member. Visually, the scatter diagrams suggest a good overall accuracy for the extrapolation 
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at both the chord and the brace. The mean and the COV values of predicted-to-calculated 
ENS ratio further verify the visual presentation; the mean values are close 1.0 while the COV 
shows magnitudes of less than 11%. As observed in Fig. 5.38b, the extrapolation at the brace 
is less accurate. However, the magnitude of the ENS at the brace is consistently less critical 
than that at the chord, implying that the accuracy at the chord member is more crucial. In 
summary, the ENS extrapolation method appears to extend well into different geometries, 
provided that an accurate prediction for the critical extrapolation point is available for the 
considered case. 
 
5.3.6 Summary for the development on K-joints 
This section presents the development of an extrapolation procedure to estimate the effective 
notch stress at the weld toes of welded tubular K-joints. The development covers non-
overlapping K-joints within the practical geometric range, subjected to balanced brace axial 
loading. The points below summarize the important findings observed during the 
development:  
1) The constraints imposed at the ends of the chord and the brace members influence the 
location and the magnitude of the critical ENS. This study recommends a pin-ended 
chord combined with brace end rollers that allow movement along the brace axis. 
These constraints ensure that 1) the peak ENS locates at the gap region, matching the 
crack initiation site observed in fatigue tests; and 2) the chord is stressed on both 
sides, which is closer to an actual K-joint behavior. 
2) The magnitude of ENS depends on the non-dimensional parameters as well as the 
absolute joint size. Overall, the trends of ENS on the K-joints resemble those 
observed in the X-joints. However, the brace axial load has a significantly more 




detrimental effect on the X-joints, as suggested by the higher normalized ENS 
magnitudes. 
3) The extensive numerical study presented in this section leads to a parametric 
relationship, Eq. (5.2), to estimate the critical extrapolation point C. Table 5.11 
summarizes the constants in Eq. (5.2) required for the extrapolation. This study 
demonstrates that the estimated C values lead to reasonably accurate ENS 
estimations, with COV ranging from 5% up to 11%. 
 
5.4 Fatigue assessments using the proposed ENS extrapolation 
This section exemplifies the application of the proposed ENS extrapolation in the fatigue 
assessments of actual X- and K-joint specimens extracted from the literature. This study aims 
to ascertain that the predicted ENS does not fall on the unsafe side of the FAT 225 curve, or 
locates far above the design curve and be excessively conservative. In addition, this exercise 
also serves as an additional accuracy check for the ENS estimation outside the 
cases/geometries considered in the development. 
This study ensures that the selected source publications provide adequate information 
on the specimen dimensions, the cyclic loading, and the fatigue life. In total, the selected 
specimens consist of 33 X-joints and 28 K-joints, all tested under constant load amplitude in 
the laboratory air environment, with the observed fatigue failures on the chord member. 
Table 5.12 lists the referenced publications and the relevant dimensions of the extracted 
specimens. The test specimens are isolated joints except for the K-joints reported by Maeda 
et al. (1969), which are a part of a truss structure subjected to lateral loads. However, as 
reported in the source literature, the measured nominal strains match closely the strains from 
a pin-ended truss analysis, indicating that the load acting on the K-joint is predominantly 
axial. Based on the reported dimensions and loadings, this investigation generates finite 




element models of the selected specimens, following the requirements for the ENS 
extrapolation procedure. 
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Fig. 5.39: Fatigue assessment of tubular X- and K-joints using the extrapolation method 
 
 
Figure 5.39 illustrates the fatigue data based on the extrapolated and the 
conventionally computed ENS, in comparison with the FAT 225 curve (Ps = 97.7%) as well 
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the original ENS database consisting of welded plate joints (Olivier et al., 1989 and 
1994).With respect to the FAT 225, all data points from the extrapolation fall on the safe side 
of the curve. Furthermore, the extrapolation-based points from the X-joints (Fig. 5.39a) 
appear to align with the FAT 347 curve, whereas those from the K-joints (Fig. 5.39b) locate 
slightly higher than the FAT 347 curve. These comparisons, although based on limited data 
points, indicate the compatibility between the proposed ENS extrapolation and the existing S-
N curves.   
The non-dimensional parameters of the chosen joints do fall within the validity range 
of the extrapolation, yet the absolute sizes of some specimens are outside the range 
considered in the development. The comparison between the extrapolation and the 
conventional IIW procedure, as shown in Fig. 5.39, demonstrates that the proposed 
extrapolation performs reasonably well outside the original geometric range.  
5.5 Conclusions 
This chapter extends the ENS extrapolation procedures to tubular X- and K-joints under 
common loading modes. The results presented in this chapter support the following 
conclusions: 
1) The required element sizes and extrapolation zone determined in previous 
developments remain valid for the tubular joints, as confirmed in the preliminary 
numerical and experimental study.  
2) The non-dimensional parameters as well as the absolute joint size affect the 
magnitude of the effective notch stress in the tubular joints. The effect of the main 
non-dimensional parameters (β, τ, and γ) and the absolute joint size remains similar 
for the tubular X- and K-joints.  
3) The absolute joint size dictates the sharpness of the weld toe notch, since the ENS 
calculation as per IIW requires a constant 1 mm toe radius. Consequently, the weld 




toe sharpness increases as the overall joint size becomes larger, which in turn attracts 
a more critical ENS. 
4) This chapter proposes parametric equations to determine the critical extrapolation 
point for the X- and K-joints. The proposed equations lead to reasonably accurate 
ENS estimations with relatively low scatter. Overall, the extrapolation scheme 
indicates sufficient accuracy for engineering applications.  
5) Results from the assessments of real fatigue tests using the proposed extrapolation 
scheme suggest that the extrapolation is compatible with the existing design S-N 
curve, i.e., the FAT 225. 




CHAPTER 6: ESTIMATION OF THE EFFECTIVE NOTCH 






This chapter describes an alternative method to estimate the ENS based on the relationship 
between the hot-spot stress and the ENS. The sections presented in this chapter discuss: 1) the 
fundamentals of the approach, 2) the development on tubular X- and K-joints, and 3) the 
applications in actual fatigue assessments. 
6.1 Overview 
6.1.1 The proposed procedure 
Despite the simplified modeling requirement, the ENS extrapolation method in the previous 
chapters still entails a relatively fine mesh since it relies on the non-linear stress variation 
close to the weld toe. This chapter explores an alternative simplification that predicates on the 
direct relationship between the hot-spot stress and the ENS. This new approach revolves 
around the idea that the ratio between the ENS (σnotch) and the hot-spot stress (σHS) is a 
function of geometry, as illustrated in Fig. 6.1. Thus, once the function is determined, the 
ENS can be estimated from the magnitude of the hot-spot stress. The approach provides 




substantial benefit as the hot-spot stress calculation requires significantly less demanding 
finite element model, or can be performed through existing parametric formulae.  
This chapter focuses on the tubular X- and K-joints considered previously in Chapter 
5, where a vast amount of data on the ENS has been compiled. The current investigation 
revisits the previously generated FE models to obtain the corresponding database on the hot-
spot stress. The definition of the hot-spot stress adheres to the IIW (Hobbacher, 2007) 
recommendation, where the hot-spot stress derives from the linear extrapolation of surface 
stresses within the extrapolation zone, back to the weld toe. The extrapolation zone spans 
from 0.4t to 1.4t from the weld toe, where t denotes the corresponding member wall 
thickness. In the case of a K-joint with a narrow gap (g), the point at 1.4t from the toe may 
correspond to a zone under a compressive stress, or be physically inaccessible. In such cases, 




Fig. 6.1: The ENS-hot-spot stress relationship as a function of geometry 
 
The typical FE model for the hot-spot stress computation requires a much less 
detailed mesh compared to that in the ENS calculation (Fricke, 2012). As comparison, a 
number of studies (Chiew et al., 2009; Qian et al., 2014; Lee et al., 2011; and Joshi et al., 































2010) have reported experimentally validated FE models for the hot-spot stress calculation on 
welded tubular joints, all of which achieved hot-spot stress convergence at a mesh size 
considerably larger than the one used in Chapter 5. Thus, the hot-spot stress computation in 
this chapter employs the earlier models without further convergence study. 
In today’s engineering practices, the parametric equations provided by the codes are 
essential for quick estimations of the hot-spot stress. Several prominent guidelines for the 
offshore structures (API, 2007; DNV, 2010; and ABS, 2003) have adopted a set of formula 
proposed by Efthymiou (1988) due to its wide geometry coverage and consistent accuracy 
(HSE, 1997). Efthymiou’s parametric formulae cover all tubular joints analyzed in Chapter 5, 
and therefore will be used to provide alternative hot-spot stress values to those obtained from 
the FE analyses.  
 
Fig. 6.2: The typical mesh in Efthymiou’s parametric study 
Adapted from Efthymiou and Durkin (1985) 
6.1.2 Remarks on Efthymiou’s hot-spot stress formulae 
The formulae proposed by Efthymiou originate from curve-fitting through the compilation of 
finite element results (Efthymiou, 1988; and Efthymiou and Durkin, 1985). Several details 
regarding the finite element analyses and the hot-spot stress definition in Efthymiou’s study 











Efthymiou’s investigation used the finite element program, PMBSHELL (Liaw et al., 
1976), which was developed specifically for welded tubular joints. The program offers three-
dimensional 16-node shell elements that are capable of physically modeling the wall 
thickness of the tubular member. To simulate the weld and its footprint on the chord member, 
the program uses three-dimensional 8-node shell elements, as illustrated in the typical mesh 
representing the brace-to-chord intersection (see Fig. 6.2). In contrast to today’s definition of 
a shell element, the 3D “shell” elements in PMBSHELL do not actually have rotational 
degree of freedoms. Instead, each node in the element consists of 3 displacement degree of 
freedoms, where the displacement formulation includes incompatible displacement modes to 
address the shear locking phenomenon. Thus, in summary, the program’s strongest feature is 
the capability of physically modeling the tube wall thickness and the weld without numerical 
errors caused by the shear locking. However, the typical mesh (Fig. 6.2), which was also used 
by Efthymiou, assigns only 1 element to simulate the tube wall thickness and therefore may 
not be adequate in capturing the stress in cases with significant bending action.  
The hot-spot stress in Efthymiou’s formulae follows the definition given by the 
European Coal and Steel Community (adopted by ISO19902 (BSi, 2007)), in which the 
location of the hot-spot extrapolation zone is different from the IIW definition (Hobbacher, 
2007). Nevertheless, a recent study (Shen, 2010) has provided evidence that this difference 
leads only to a small discrepancy in the hot-spot stress. Another concern is the type of stress 
used for the hot-spot stress computation, where one argument recommends the maximum 
principal stress while the other suggests the stress component perpendicular to the weld line. 
As mentioned in the original publications (Efthymiou, 1988; and Efthymiou and Durkin, 
1985), Efthymiou’s hot-spot stress adopts the maximum principal stress. 
The Efthymiou formulae predict the hot-spot SCFs based on the non-dimensional 
parameters of the tubular joint (see Appendix A for the detailed expressions). The SCF value 




refers to the normalized hot-spot stress with respect to the brace nominal stress, which can be 
calculated using the simple beam theory (see Eq. (2.15)). Typically, the formulae refer to the 
SCF at a certain critical location along the weld line, i.e. the saddle or the crown position. In 
some cases, however, the critical SCF may reside somewhere in the between the saddle and 
the crown, for instance in the X-joint under brace in-plane bending load. As pointed out in the 
API commentary (API, 2007), the Efthymiou equations capture this true critical SCF 
although, for simplicity, these SCFs are referred to as the values at the saddle or the crown 
points. 
 
6.2 The ENS-hot-spot stress relationship 
6.2.1 The tubular X-joints 
The X-joint database presented in Chapter 5 includes more than 100 geometries for each load 
case considered. The load cases consist of the brace axial loading, the brace in-plane bending, 
and the brace out-of-plane bending. The database contains the information regarding the 
location and the magnitude of the critical ENS based on the maximum principal stress. The 
critical locations under the axial and the out-of-plane bending load remain consistent with 
geometry, (i.e., the saddle position) while the critical spot under the in-plane bending load 
varies. Accordingly, the current numerical procedure computes the hot-spot stress at the 
reported critical location based on the maximum principal stress. 
Figure 6.3 present the normalized hot-spot stresses computed from the current finite 
element models, in comparison to the values estimated by Efthymiou formulae for the 
corresponding geometry and load case. The presentation employs scatter diagrams that plot 
the FE hot-spot stress against the prediction from the parametric formulae. As shown in the 
diagrams, the FE hot-spot stresses at the chord member indicate a good agreement with the 
Efthymiou equations. On the other hand, at the brace member, the FE analyses tend to 




compute lower hot-spot stresses compared to those from Efthymiou’s predictions, especially 
under the brace in-plane bending load. The reason for this trend remains unclear. However, 
from a design point of view, this discrepancy in the brace hot-spot stress will not affect the 
predicted fatigue life since the chord hot-spot stress is always more critical. Overall, the 
absolute magnitude of differences between the FE analyses and the predictions appear to be 





Fig. 6.3: Comparisons of hot-spot stresses in the X-joints: the current FE analyses 
versus the predictions from Efthymiou’s formulae 
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This investigation compiles the values of σnotch/σHS from the numerous cases analyzed 
in the X-joint studies (the σHS derives from the FE analysis). For the X-joints under brace 
axial load, the σnotch/σHS ratio at brace varies between 1.05 and 2.12, while the ratio at the 
chord ranges from 2.15 to 5.54. The brace in-plane bending load case presents a generally 
higher σnotch/σHS ratio, i.e., 1.71 – 2.94 at the brace and 2.30 – 7.28 at the chord. Meanwhile, 
the ratio under the out-of-plane bending load indicates a somewhat similar range to the in-
plane bending case: 1.15 – 2.05 at the brace and 2.18 – 7.72 at the chord. From the observed 
ratios, the values of σnotch/σHS tend to be higher in the bending load cases although the 
corresponding σnotch values are generally less critical than those computed under the axial 
load case. Unlike the hot-spot stress, the ENS is sensitive to changes in the absolute joint 
size, as discussed previously in Chapter 5. Thus, it is essential to include the effect of 
absolute joint size in the current procedure. 
The compiled σnotch/σHS values provide the basis for the proposed ENS-hot-spot stress 
relationship, which follows,  
 ( ) ( ) ( )
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. (6.1) 
where the constant K and the exponents m1 - m4 derive from the regression analyses. The last 
term in Eq. (6.1) characterizes the effect of the absolute joint size, with the reference diameter 
(dref) equals 508 mm. The expression in Eq. (6.1) allows for a direct estimation of the ENS by 
multiplying the predicted σnotch/σHS ratio with the calculated hot-spot stress. This study 
proposes multiple sets of constants to estimate the ENS at the brace and the chord member, 
under different loading conditions, as summarized in Table 6.1.  
The hot-spot stress computation via detailed finite element analysis may not always 
be available for the practicing engineers. The proposed ENS-hot-spot stress relationship 
would have higher practical value if it allows for accurate ENS estimation based on the hot-




spot stresses computed from existing parametric equations, such as the Efthymiou formulae. 
As suggested by the comparisons in Fig. 6.3, the σnotch/σHS ratio in Eq. (6.1) (with the 
constants in Table 6.1) would lead to inaccurate ENS estimations if Efthymiou’s hot-spot 
stress is used instead. To address this, the current study proposes a second set of constants to 
be used together with the hot-spot stress from Efthymiou’s equations, as summarized in Table 
6.2.  As expected, these constants are different from those in Table 6.1 in order to compensate 
the discrepancies in the hot-spot stress. 
 
Table 6.1: Constants of Eq. (6.1) for the ENS-hot-spot stress relationship in X-joints, 







Table 6.2: Constants of Eq. (6.1) for the ENS-hot-spot stress relationship in X-joints, 







The scatter diagrams in Fig. 6.4 demonstrate the accuracy of proposed ENS-hot-spot 
stress relationship by comparing the estimated ENS against that computed from the 
conventional IIW procedure. Each diagram in Fig. 6.4 shows two ENS estimations: one from 
the FE-computed hot-spot stress and the other from Efthymiou’s hot-spot stress formulae, 
according to their corresponding sets of constants as listed in Tables 6.1 and 6.2. Figure 6.4 
indicates that the current ENS estimation procedure performed well within its validity range. 
Loading Location K m1 m2 m3 m4 
Axial 
Brace saddle 2.49 -0.06 0.18 -0.18 0.10 
Chord saddle 10.32 -0.21 0.02 -0.50 0.28 
In-plane 
bending 
Brace 4.27 -0.04 0.29 -0.21 0.20 
Chord 14.87 -0.22 0.05 -0.60 0.35 
Out-of-plane 
bending 
Brace saddle 2.19 -0.02 0.15 -0.13 0.11 
Chord saddle 9.61 -0.24 -0.01 -0.49 0.28 
Loading Location K m1 m2 m3 m4 
Axial 
Brace saddle 1.03 0.29 -0.05 0.12 0.10 
Chord saddle 4.29 -0.43 0.12 -0.24 0.28 
In-plane 
bending 
Brace 2.39 -0.07 -0.12 -0.22 0.20 
Chord 7.91 -0.13 -0.01 -0.38 0.35 
Out-of-plane 
bending 
Brace saddle 0.90 0.24 -0.32 0.07 0.11 
Chord saddle 2.86 -0.36 -0.20 -0.15 0.28 




The prediction based on the FE hot-spot stress, however, performs slightly better as observed 
from the COV values in Fig. 6.4. Compared to the ENS extrapolation scheme in Chapter 5, 




Fig. 6.4: Accuracy of the proposed ENS-hot-spot stress relationship for the X-joints 
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Fig. 6.5: Comparisons of hot-spot stresses in the K-joints: the current FE analyses 
versus the predictions from Efthymiou’s formulae 
 
6.2.2 The tubular K-joints 
The K-joint database in Chapter 5 consists of more than 200 geometries under the balanced 
brace axial loading. The member end constraints, as discussed earlier, affect significantly the 
ENS variation along the weld line, and also influence the magnitude of the peak ENS. The 
member end constraints in the current investigation adhere to the previous K-joint study, in 
which the chord member is pin-ended while the brace ends are supported by a roller that 
allows movement along the brace axis (see Fig. 5.30d). Under this set of constraints, the 
critical ENS locates mostly at the crown toe (the gap region) near the tension brace although 
a small number of cases do present a critical spot at other location. The proposed ENS-hot-
spot stress relationship estimates the true maximum ENS, regardless of the location, similar 
to the approach taken in the ENS extrapolation.  
Figure 6.5 illustrates the comparison between the hot-spot stresses computed from the 
current finite element models and those predicted using Efthymiou’s formulae. The hot-spot 
stress from both calculations corresponds to the maximum value along the brace-to-chord 
intersection. The hot-spot stress comparison at the brace member (Fig. 6.5a) suggests a 
somewhat reasonable agreement between the current FE analyses and Efthymiou’s equations. 
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Despite being seemingly large, the actual magnitudes of scatter at the brace remain 
comparable to the majority of scatter at the chord member (Fig. 6.5b).  
 
 
Fig. 6.6: The variation of hot-spot stress in the K-joints with respect to β: the current 
FE analyses versus the predictions from Efthymiou’s formulae 
 
As illustrated in Fig. 6.5b, a number of computed hot-spot stresses at the chord are 
significantly higher compared to Efthymiou’s prediction. Upon closer examination, this study 
discovers that the discrepancies correspond to cases with a thin chord wall (large γ values) 
combined with a large gap ratio (ζ). As demonstrated in Fig. 6.6, Efthymiou’s formula 
significantly underestimates the current finite element result at larger ζ ratio. It is likely that 
the underestimation originates from differences in the assumed boundary conditions. 
However, the source publications (Efthymiou and Durkin, 1985; Efthymiou, 1988) do not 
state specifically the boundary conditions used in the analyses. Judging from the low hot-spot 
stress and the critical position shown in the original papers (i.e., near the saddle), Efthymiou’s 
formulae may have assumed unconstrained braces. This leads to the absence of secondary 
bending moment that would occur if the brace end rotation is constrained. In addition, the 
mesh design, which allocates only 1 element across the thickness (see Fig. 6.2), might have 
contributed to the hot-spot stress underestimation as well. 
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Based on the FE computed hot-spot stress, the values of σnotch/σHS observed at the 
chord member range between 2.2 and 7.7, while those at the brace vary from 1.2 to 2.3. The 
regression analysis performed on the compiled σnotch/σHS ratio then determines the constants 
and exponents of the proposed ENS-hot-spot stress relationship, which follows, 
 ( ) ( ) ( ) ( ) ( )
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where K and m1 through m6 denote the constant and the exponents, respectively. Similar to 
the proposed expression for the X-joints, the term d0/dref quantifies the influence of the 
absolute joint size, in which dref equals 508 mm. The regression analysis yields a set of 
constants to estimate the ENS at the brace and the chord member, as listed in Table 6.3. 
 
Table 6.3: Constants of Eq. (6.2) for the ENS-hot-spot stress relationship in K-joints, 
based on the hot-spot stress from current FE analyses 
 
Location K m1 m2 m3 m4 m5 m6 
Chord  12.64 -0.09 -0.09 -0.45 0.02 0.69 0.43 
Brace 2.86 -0.10 0.20 -0.17 0.04 0.51 0.07 
 
Table 6.4: Constants of Eq. (6.2) for the ENS-hot-spot stress relationship in K-joints, 
based on the hot-spot stress from Efthymiou’s formulae 
 
Location K m1 m2 m3 m4 m5 m6 
Chord  4.33 -0.01 0.03 0.13 0.15 1.26 0.43 
Brace 1.17 0.19 -0.21 0.04 -0.09 -0.04 0.07 
 
 This study derives a second set of constants based on the σnotch/σHS ratio computed 
from Efthymiou’s hot-spot stress, as summarized in Table 6.4. This second set of constants 
differ from that in Table 6.3 as it needs to compensate the discrepancy in the hot-spot stress, 
as shown earlier in Fig. 6.5. 
 





Fig. 6.7: Accuracy of the proposed ENS-hot-spot stress relationship for the K-joints 
 
 
The scatter diagrams in Fig. 6.7 indicate that the ENS estimation based on the 
proposed ENS-hot-spot stress relationship has a generally good agreement with the ENS as 
per IIW procedure. Again, the estimation using Efthymiou’s hot-spot stress demonstrates a 
slightly lower accuracy, as shown by the scatter and the COV values in Fig. 6.7.  
 
6.3 Fatigue assessments using the proposed ENS estimations 
This section demonstrates the application of the proposed ENS estimation in a fatigue 
assessment of real X- and K-joint specimens examined earlier in Chapter 5 (see Table 5.12). 
The main objective of this demonstration is to verify the compatibility of the current ENS 
estimation with the existing design S-N curves. The procedures for the current ENS 
estimation involves: 1) the calculation of hot-spot stress from either finite element analysis or 
Efthymiou’s formulae and 2) the estimation of ENS by multiplying the hot-spot stress with 
the predicted σnotch/σHS ratio (Eq. (6.1) or (6.2)). For the comparison against the S-N curve, 
this study plots the estimated ENS against the fatigue life reported in the source publications. 
Figure 6.8 illustrates the fatigue data based on the estimated ENS in comparison with 
the S-N curves: the FAT 225 curve (Ps = 97.7%) as well as the FAT 347 curve (Ps = 50%). 
As shown in Fig. 6.8, the data points corresponding to the estimated ENS consistently locate 
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above the FAT 225 curve. With respect to the FAT 347 curve, the data points from the X-
joints locate approximately along the curve, while most points corresponding to the K-joints 
locate slightly above the FAT 347 curve. The presented result thus proves to a certain extent 
that the proposed ENS estimation is compatible with the existing S-N curves. In terms of the 
estimation’s accuracy, Fig. 6.8 shows that the estimated ENS reasonably matches the 
conventional IIW calculation (using 1 mm toe radius).  
 
 
Fig. 6.8: Fatigue assessment of tubular X- and K-joints using the proposed ENS-hot-
spot stress relationship 
 
6.4 Conclusions 
This chapter proposes a new simplified method to estimate the effective notch stress (ENS), 
for applications on the tubular X- and K-joints. The proposed method revolves round the idea 
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the function is determined, the ENS becomes available from the hot-spot stress magnitude, 
which can be computed using relatively less demanding finite element analyses or existing 
parametric equations. The works presented in this chapter support the following conclusions:    
1) The ENS-to-hot-spot stress ratio in tubular X- and K-joint is indeed a function of 
geometry. Accurate description of the ratio requires the non-dimensional parameters 
as well as the absolute joint size, as shown in Eqs. (6.1) and (6.2).  
2) Since hot-spot stress calculation via finite element analysis may not always be 
available, the current study proposes two sets of constants for Eqs. (6.1) and (6.2): 
One set intended for the ENS estimation using the FE computed hot-spot stress and 
the other intended for estimation based on Efthymiou’s hot-spot stress formulae.  
3) Within its validity range, Eqs. (6.1) and (6.2) lead to reasonably accurate ENS 
estimations. Overall, the predictions based on Efthymiou’s hot-spot stress 
demonstrate inferior accuracy compared to those based on the FE computed hot-spot 
stress. For both the X- and K-joints, the current procedure indicates a comparable 
level of accuracy as the extrapolation method discussed in Chapter 5, yet it requires 
less computational effort. 
4) The proposed ENS estimation appears to be compatible with the existing design S-N 
curve (FAT 225), as demonstrated in the assessments of real fatigue tests from the 
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7.1 Summary and Conclusions 
7.1.1 Summary of the research works 
The research works presented in this thesis investigate the application of the effective notch 
stress (ENS) approach for fatigue assessment of welded tubular joints. The investigations 
address two key aspects: (i) the applicability of the existing ENS S-N curve for as-welded 
tubular joints, and (ii) the development of simplified ENS calculation procedures for tubular 
X- and K-joints. This research work covers a combination of experimental investigations and 
finite element simulations, which separate into the following four main topics. 
 Current fatigue guidelines, e.g. the IIW (Fricke, 2012), claim that the effective notch 
stress approach requires only a single S-N curve to assess the fatigue life of any as-welded 
joints made from the same material. For welded steel joints, the recommended design S-N 




curve is the FAT 225, which was derived empirically from welded plate joints (Olivier et al., 
1989 and 1994). The work presented in Chapter 3 aims to examine the applicability of the 
FAT 225 curve for the as-welded tubular joints, which has not been reported systematically. 
The study investigates a total of 183 tubular joint fatigue tests, including X-, T-, K-, and H-
joints extracted from the literatures. The investigation involves the creation of finite element 
models for each selected joints, validation against the reported hot-spot stress/strain, and the 
computation of the effective notch stress using the validated models. This allows the tubular 
joint fatigue data to be plotted in the ENS system and subsequently be compared against FAT 
225 curve to provide insights into the applicability of the aforementioned curve for tubular 
joint applications.  
 The computational effort required for the ENS approach is considerably high and 
possibly outweigh the benefits offered, especially in joints with complex geometry, such as 
the tubular joints. The investigation in Chapter 4 aims to develop a new method to reduce the 
required pre-processing effort, particularly in the geometry modeling aspect. The study 
proposes an extrapolation method that allows the ENS to be estimated using models with a 
sharp notch, replacing the prescribed 1 mm notch radius. The proposed extrapolation relies 
on the stress variation at the vicinity of the sharp weld toe, which follows the power-law 
function. As an early development, the study focuses on rather simple joints, namely the 
cruciform joints and the tube-to-plate joints. The development first verifies the proposed 
concept against experimental strain measurements on small-scale cruciform joints. The 
subsequent stage involves extensive parametric studies that yield equations to provide the 
critical constants required in the extrapolation. Lastly, the study demonstrates the proposed 
extrapolation in the assessment of real cruciform joint fatigue tests that were conducted in 
parallel with the numerical study.  




The ENS extrapolation method appears to be promising, and thus holds the potential 
for tubular joint applications. Chapter 5 reports the extension of the extrapolation scheme to 
tubular X- and K-joints under common loading modes. The investigation begins with 
numerical and experimental preliminary study to ascertain that the underlying conditions 
required for the extrapolation are present in the tubular joints. The experimental procedure 
measures the near-toe strains in a large-scale X-joint subjected to brace in-plane bending 
load. The following research works consist of parametric studies to provide estimation of the 
critical extrapolation constants for the X- and K-joints. Again, to demonstrate the proposed 
extrapolation procedure, this study uses the extrapolation to assess X- and K-joint fatigue 
tests extracted from the literature. 
The ENS extrapolation scheme does remove the modeling effort associated with 
introducing the 1 mm radius to the weld toe geometry. However, since it relies on the non-
linear stress field extremely close to the weld toe, the small element size requirement is 
unavoidable. The investigation in Chapter 6 explores another simplified ENS calculation 
based on the notion that the effective notch stress (σnotch) is related to the hot-spot stress (σHS) 
via a function of geometry. Thus, the ENS becomes tractable if the hot-spot stress is known, 
which can computed using simpler and less demanding FE analyses, or existing parametric 
equations (e.g. the Efthymiou equations). The investigation focuses on the tubular X- and K-
joints, for which an extensive collection of ENS has been established in the previous chapter. 
The investigation in Chapter 6 generates a database of the hot-spot stress values, and 
subsequently derives the σnotch/σHS ratio as a function of geometry via regression analyses. As 
an alternative, this study derives a second equation describing the variation of σnotch/σHS 
where the hot-spot stress is computed from the Efthymiou equations. Finally, this study 
exemplifies the performance of the proposed method to assess the X- and K-joint fatigue tests 
examined in the Chapter 5.  




7.1.2 Main findings and conclusions 
7.1.2.1 Existing ENS S-N curve for the fatigue assessment of welded tubular joints  
The systematic assessment in Chapter 3 has provided strong indications that the FAT 225 is 
indeed suitable for the fatigue assessment of as-welded tubular joints. This finding supports 
the claim that the ENS approach allows all types of steel welded joints to be assessed using a 
single S-N curve, i.e., the FAT 225. The systematic assessment further demonstrates the 
reduction of scatter when the tubular joint database is presented in the ENS system. The 
scatter index (upper bound to lower bound strength ratio) indicates reduction from 5.09 to 
3.65 when the database is migrated from the hot-spot stress to the ENS system. This scatter 
reduction suggests a diminished thickness effect as the ENS reflects the influence of 
thickness better than the hot-spot stress. The persisting scatter under the ENS system is a 
result of uncertainties that are not contained in the ENS, for instance the welding residual 
stresses, inconsistent weld size, and weld defects. 
 In comparison to other ENS databases, the current tubular joint database demonstrates 
a relatively large scatter. The plate joints tests (Pedersen, 2010; Olivier et al., 1989 & 1994) 
have shown about 45% less standard deviation and approximately 30% lower mean fatigue 
strength compared to the tubular joint tests. The large scatter is likely related to the intricate 
geometry, leading to uncertainties that cannot be captured by the ENS alone, as mentioned 
previously. 
7.1.2.2 The simplified ENS calculation procedures   
This thesis has proposed two simplified procedures to alleviate the difficulties in the ENS 
calculation, specifically in the tubular X- and K-joints. The extrapolation method (Chapter 4 
and 5) provides ENS estimations based on the near-toe stresses computed using simplified 
finite element model (with zero-radius weld toe). The method has also demonstrated 




feasibility for an extrapolation based on measured near-toe stresses, thus providing means to 
relate the fictitious ENS with real and measurable parameters. The disadvantage of this 
method lies in the small mesh size requirement as the extrapolation relies on the non-linear, 
rapidly increasing stress field near the weld toe. For this reason, this thesis explored a second 
simplified procedure based on the direct relationship between the ENS and the hot-spot stress 
(Chapter 6). This relationship then provides estimation of the ENS based on the magnitude of 
the hot-spot stress, which is relatively easier to calculate. 
Overall, both calculation procedures provide comparable level of accuracy that is 
sufficient for engineering applications. Table 7.1 demonstrates this conclusion through the 
summary of the mean and COV of the predicted-to-calculated ratio in the X- and K-joints. As 
listed in Table 7.1, the averaged predicted-to-calculated ratio is close to 1.0 in all cases. 
However, the estimations from the Efthymiou-based σnotch/σHS show relatively higher COV, 
indicating more significant scatter in the predictions.  
 
Table 7.1: Accuracy of the simplified ENS calculations 
 
Joint Load Location 
Extrapolation 






























































In addition to the conclusion above, the results obtained during development of the 
simplified procedures supports the following conclusions: 
On the ENS extrapolation scheme: 




1) The presence of the 1 mm weld toe radius affects only the stress variation within 
close proximity to the weld toe. Thus, as the distance from weld toe increases, the 
effect of the radius vanishes, and the stress variation converges to that computed 
from the sharp weld toe. In a log-log scale, this converging stress variation appears as 
linear segment. The proposed extrapolation scheme extends this linear segment up to 
a certain point where the stress equals the ENS. This approach benefits from the 
condition that the linear segment may be obtained using the sharp-toe geometry, 
which is easier to model.  
2) The linear segment represents the extrapolation curve and is characterized by the 
constants A and B. The values of these constants derive from fitting Eq. (4.1) onto the 
nodal stresses within a certain extrapolation zone. This study proposes an 
extrapolation zone of 0.04t to 0.2t from the weld toe, which has been verified for the 
extrapolation on the cruciform and the tube-to-plate joints.  
3) The element sizes within the extrapolation zone needs to be controlled strictly. This 
study finds that the element depth previously proposed in Chapter 3 (with thickness-
based scaling) remains suitable for the proposed extrapolation. Meanwhile, the 
element length requires the maximum size of 0.01t for a consistent A and B values. 
4) The critical point (C) represents a location at which the value of the extrapolation 
curve equals the ENS. As such, the accurate prediction of C is one of the key 
elements in the extrapolation scheme. This study discovers that C depends on the 
joint geometry and the loading mode.  
5) The effective notch stress depends on the absolute joint dimension. This condition 
occurs due to the requirement for a constant 1 mm radius, which prohibits the 
complete proportional scaling of the geometry. For example, the radius becomes 
relatively sharper when the absolute joint size increases, thus attracting more stress 




concentration. Following this logic, the stress concentration would become less 
significant when the absolute joint size decreases. 
6) For the cruciform and the tube-to-plate joints, the ENSs estimated using the 
extrapolation procedure are generally in close agreement with those calculated using 
the conventional IIW procedure (with rref = 1 mm). The estimation leads to an error 
between 9% to -14% (negative error corresponds to underestimation). Furthermore, 
the ENS extrapolation method proves to be reliable for the fatigue assessments 
against the FAT 225 curve, as demonstrated using the fatigue tests on the cruciform 
joints. All data points based on the estimated ENS locate on the safe side of the FAT 
225 curve. 
7) The required element sizes and extrapolation zone determined for the cruciform and 
the tube-to-plate joints remain valid for the tubular joints, as confirmed in the 
preliminary numerical and experimental study.  
8) The non-dimensional parameters as well as the absolute joint size affect the 
magnitude of the effective notch stress in the tubular joints. Despite the difference in 
the load resisting mechanism, the effect of the main non-dimensional parameters (β, 
τ, γ) and the absolute joint size remains similar for the tubular X- and K-joints.  
9) By taking into account the effect of the non-dimensional parameters and the absolute 
joint size, this study proposes parametric equations to determine the critical 
extrapolation point for the X- and K-joints. The proposed equations lead to 
reasonably accurate ENS estimations with relatively low scatter. Overall, the 
extrapolation scheme indicates sufficient accuracy for engineering applications.  
10) The proposed ENS extrapolation for tubular X- and K-joints appears to be 
compatible with the existing design S-N curve (FAT 225), as demonstrated in the 
assessments of real fatigue tests from the literature. 




On the ENS-hot-spot stress relationship: 
1) The ENS-to-hot-spot stress ratio in tubular X- and K-joint is indeed a function of 
geometry. Accurate description of the ratio requires the non-dimensional parameters 
as well as the absolute joint size, as shown in Eqs. (6.1) and (6.2).  
2) Since hot-spot stress calculation via finite element analysis may not always be 
available, the current study proposes two sets of constants for Eqs. (6.1) and (6.2): 
One set intended for the ENS estimation using the FE computed hot-spot stress and 
the other intended for estimation based on Efthymiou’s hot-spot stress formulae.  
3) Within its validity range, Eqs. (6.1) and (6.2) lead to reasonably accurate ENS 
estimations. Overall, the predictions based on Efthymiou’s hot-spot stress 
demonstrate inferior accuracy compared to those based on the FE computed hot-spot 
stress. For both the X- and K-joints, the current procedure indicates a comparable 
level of accuracy to the extrapolation method, yet it requires less computational 
effort. 
4) The proposed ENS estimation demonstrates compatibility with the existing design S-










7.2 Proposed future works 
7.2.1 The effective notch stress S-N curve for tubular joints with post-weld treatment 
Experimental studies have demonstrated that post-weld treatments enhance the fatigue life of 
welded joints to a varying degree, which generally depends on the type of treatment applied, 
the material, the type of loading and specimen, as well as the workmanship of the operator 
(Haagensen and Maddox, 2003). This suggests that the standard S-N curve may provide an 
over conservative fatigue life estimations when it is used to assess joints with post-weld 
treatments. The most common post-weld treatments include the burr-grinding, the TIG 
dressing and the high-frequency peening (HFP). These aforementioned treatments will 
certainly change the original weld toe radius into a tentative size, which consequently raises 
questions regarding the definition of ENS in joints with such treatments. Two possible 
solutions exist: 1) a new reference radius for each specific treatment to comply with the 
existing S-N curve, or 2) a new set of S-N curves for each specific treatment while 
maintaining the 1 mm reference radius. A recent study by Pedersen et al. (2010) has explored 
the second option by re-analyzing the available fatigue data, with emphasis on the welded 
plate joints subjected to burr-grinding, TIG dressing, and HFP treatment. Clearly, the second 
option is the more practical approach since the same ENS definition is maintained, while the 
effect of the post-weld treatment is built into the S-N curves (resulting in higher FAT values). 
However, this approach removes the physical meaning of the ENS because the computed 
ENS no longer represents the actual fatigue driving force at the weld toe. Although 
Pedersen’s approach seems practical and promising, the fatigue guidelines have not reached 
consensus regarding this matter. 
 Due to the empirical nature of the S-N approach, sufficient experimental evidence is 
essential to ensure the conservativeness of any proposed curve. The new ENS S-N curves 
proposed by Pedersen et al. (2010) derive from a database of plate joints with post-weld 




treatment, and thus do not necessarily cover the tubular joints applications. A similar study 
with special focus on the welded tubular joints is therefore crucial in quantifying the effect of 
the post-weld treatment. 
7.2.2 The effective notch stress for tubular joints with β = 1.0 
The scatter in the weld profile of tubular joints with equal brace and chord diameter (β = 1.0) 
has led to a substantial fluctuation in the hot-spot stress, as highlighted by Wylde (1983) and 
Wordsworth (1986). The fluctuation in the effective notch stress would most likely be more 
significant considering it is computed directly at the weld toe, in contrast to the hot-spot 
stress, which is an extrapolated value from the stresses at certain distances from the weld toe.  
These particular joints (β = 1.0) hold a significant importance since a large number of joints 
in the existing fixed offshore platforms has an equal brace and chord diameter. Therefore, the 
following research questions need to be answered: 
1) Is the FAT 225 curve suitable for joints with β = 1.0?  
2) In the case with β = 1.0, what is the appropriate weld size to be used in the ENS 
computation? 
To examine the joints with β = 1.0 against the FAT 225 curve, the numerical ENS 
computation needs to incorporate a weld size that matches the actual size as closely as 
possible. Ideally, this requires a large number of fatigue tests and specimens with well-
documented weld size. 
For the ENS computation in the design phase, the weld size remains unknown until 
fabrication. Thus, it is essential to add extra layer of conservatism in the predicted fatigue 
driving force. Considering the popularity of joints with β = 1.0, a proper statistical 
examination on the variation of the weld profile might be possible. This will provide insight 
into the realistic scatter range of the weld size/profile, and the associated scatter range of the 
effective notch stress. The FE modeling can subsequently adopt the weld size corresponding 




to the upper bound ENS, which would give the most conservative estimation of the fatigue 
driving force.  
7.2.3 Simplified ENS calculations for other types of tubular joints 
The works presented in this thesis address mainly the tubular X- and K-joints under certain 
loading conditions. Clearly, there are many more configurations and load cases that need to 
be covered to provide a comprehensive solution. Other planar configurations, specifically the 
T-, Y-, and KT-joints, are the better options for the future developments considering their 
common use and the abundance of experimental data. Multi-planar joints are also extremely 
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Efthymiou Equation for X- and K-Joints 
 
Equations for SCF in X-Joints 
Load Type SCF Equation 
Axial Load (balanced) 
 
Chord saddle 
( )1.8 1.73.87 1.10 sinγτβ β θ−   …………………………….. X1 
 
Chord crown 
( )20.2 2.65 5 0.65 3 sinγ τ β τβ θ + − +   ……………….…..X2 
 
Brace saddle 
( )0.5 0.9 1.7 2.51 1.9 1.09 sinγτ β β θ+ − ………………………X3 
 
Brace crown 






0.85 (1 0.68 ) 0.71.45 sinββτ γ θ− ………………………………..T8 
 
Brace crown 





( )3 1.61.7 1.05 sinγτβ β θ− ………………………………….X5 
 
Brace saddle 









Equations for SCF in K-Joints 
Load Type SCF Equation 















τ γ β β θ
θ β
   
− +    
   
  
( )0.381.64 0.29 ATAN 8β ζ− × +  ………………………….K1 
 
Brace SCF 
[ ]( )0.25 0.14 0.71 K1 1.97 1.57 sinβ τ θ−+ − +  




C = 0 for gap (non-overlapping) joints 
C = 1 for the through brace 
C = 0.5 for the overlapping brace 
 
 
 
