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We describe in this dissertation,planningstrategies which enhance the accuracy
with which visual surveillance can be conducted and which expand the capabilities of
visual surveillance systems. Several classes of planning strategies are considered: sensor
planning, motion planning and temporal planning.
Sensor planning is the study of the control of cameras to optimize information gath-
ering for performing vision algorithms. The study of cameracontrol spans camera place-
ment strategies, active camera (specifically, Pan-Tilt-Zoom r PTZ cameras) control, and,
in some cases, camera selection from a collection of static cmeras.
Camera placement strategies have been employed previouslyf r enhancing vision
algorithms such as 3D reconstruction, area coverage in surveillance, occlusion and vis-
ibility analysis, etc. We will introduce a two-camera placement strategy that is utilized
by a background subtraction algorithm, allowing it to achieve video rate performance and
invariance to several illumination artifacts, such as lighting changes and shadows.
While camera placement strategies can improve the performance of vision algo-
rithms significantly, their utilities are limited in situations where it is more cost-effective
to utilize existing camera networks instead. In these situations, we can employ camera
selection strategies that choose, from the camera network,cameras that yield the best
performance when utilized for performing surveillance tasks. We illustrate this with an
algorithm that detects and tracks people under severe occlusions by selecting the best
stereo pairs for counting people in a scene.
The study of sensor planning is also closely related to motion and temporal plan-
ning. Motion and temporal planning involves predicting trajectories of objects into the
future based on previously observed tracks, and is very useful for modeling interactions
between moving objects in the scene. This is utilized by an active amera system that
we have developed for reasoning about periods of occlusions. Doing so allows the sys-
tem to select cameras and PTZ settings that with high probability can be used to capture
unobstructed video segments.
Finally, we will introduce a left-package system. This system first detects aban-
doned package in the scene and goes back in time to determine the time window when
the package was first left. Steps can then be taken to retrieveimages or video segments
collected during the time window for identifying the personwho left the package. We
present the left-package detection sub-system and will show t at it can detect abandoned
packages even under severe occlusions without any hard thresholding steps.
SENSOR, MOTION AND TEMPORAL PLANNING
by
Ser-Nam Lim
Dissertation submitted to the Faculty of the Graduate School of the
University of Maryland, College Park in partial fulfillment













My daughters and I sometimes play the game of tag. The girls would ften run
around our dining table in circles. I would head in a direction opposite to the circular
paths they are following and tag them easily. I“predict” where they would be from the
observed paths and“plan” accordingly. Of course, one day my girls will grow up and
figure this out and I will have a harder time tagging them - if they ave not grown out of
it by then. They are three and five years old when this dissertation is written.
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shape. Note that a green bounding box in the edge map shows where the
woman was standing. In contrast, in (c) and (d), a package left in the scene
was correctly detected because it demonstrated temporal persistency in
shape and color after the MRF stage. . . . . . . . . . . . . . . . . . . . . 136
6.9 (a)(b)(c) The left picture shows detected motion in green - we thresholded
the motion detection stage to reveal non-static pixels, while t e right im-
age shows the original image. The foreground aperture problem is clearly
illustrated here. There were also many sources of specularities in the
scene including reflections from the ceilings, escalator and the floor. (d)
Despite these problems, our statistical approach successfully detected a





We describeplanningstrategies that enhance the accuracy with which visual sur-
veillance can be conducted, and expand the capabilities of visual surveillance systems.
Planning typically involves the process of setting goals, developing strategies, and iden-
tifying tasks and/or schedules to accomplish the goals, andc be categorized into three
main classes: sensor planning, motion planning and temporal lanning. These classes
of planning strategies are, in general, not independent of each other, and in many cases
compliment each other to achieve the final goals of a surveillance system.
1.1.1 Sensor Planning
Sensor planning is concerned with optimizing surveillancetasks by designing and
utilizing camera placement/control strategies, which canbe further classified as either
offline or online. Offline strategies determine camera placement statically, while online
strategies control cameras in real-time by processing “up-to-date” sensor signals. Offline
strategies are commonly adopted in known environments withavailable models so that
solutions can be found and evaluated prior to execution. In dynamically unknown en-
vironments, such strategies often need to be revised online. Models and policies need
to be adapted. Solutions usually resort to iterative trial and error processes, that include
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dynamic programming, reinforcement learning and combinatori l optimization. Addi-
tionally, sensor planning can also involve strategies thatintelligently select static cameras
from a collection of cameras that with high probability produce useful imagery - for ex-
ample, images in which specific moving objects are unobstructed.
With the proliferation of surveillance systems due to security reasons, there is an
increasing demand for both the installation of “new” surveillance systems, and the ap-
plication of intelligent video surveillance algorithms toexisting camera networks. The
installation of a new surveillance system faces several chal enges. One of these is the
area coverage problem, similar to the Art Gallery problem [2], where different configura-
tions of camera placement are considered and the one that maximizes the coverage of the
scene is chosen. Different camera placements can also affect the effectiveness of vision
algorithms including background subtraction (e.g., [1, 3,4]) tracking (e.g., [5, 6]), etc.
If priors about object trajectories in the scene are known, then it is also possible that a
camera placement strategy can be designed that maximizes the visibility of the objects
in the scene from the available cameras, which is the underlying idea behind the work
described in [7].
In many places, however, the presence of existing camera networks make it costly
to replace them with new optimized camera networks. Sensor planning in these situations
involves the design of vision algorithms that select cameras which yield the best results
when images obtained from the selected cameras are utilized. Additionally, if active cam-
eras (specifically, Pan-Tilt-Zoom or PTZ cameras) are availble, online sensor planning
strategies can be employed to improve the quality with whichsurveillance tasks are per-
formed. The goals here are then to select cameras and PTZ camera settings that with
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high probability results in unobstructed and well-magnified images or video segments
satisfying the surveillance tasks.
1.1.2 Motion and Temporal Planning
While sensor planning focuses on the control and/or selection of cameras to opti-
mize surveillance tasks, motion and temporal planning applies to moving objects in the
scene. Motion planning here should be differentiated from that in robotics research where
typically the goal is to construct obstacle-free paths for amobile robot as it moves through
the world. In contrast, motion and temporal planning in our context involves constructing
the motion models of moving objects in the scene from observed tracks and extrapolating
their motion into the future, so that interactions between different objects can be pre-
dicted. This is primarily useful for predicting periods of occlusion between these objects,
so that intelligent decisions can be made that avoid monitori g an object during these
periods of occlusion.
From a different perspective, temporal planning can also inv lve the construction
of time windows in the past during which events of interest occurred. A left-package
system is a typical example. Here, we first first detect abandone package in the scene,
then go backwards in time to determine the time interval during which the package likely
first appeared, and retrieve images or video segments that have been collected during the
time interval. These images should desirably contain unobstructed and well-magnified
facial, front, back and/or side views of the people who potentially left the package, to




There has been a significant amount of work done in the area of sensor, motion and
temporal planning. For a complete survey, the reader is referred to [8], in which Tarabanis
et al. provided a survey of the literature covering sensing strategies for object feature
detection, model-based object recognition and localization and scene reconstruction.
One of the earliest works is [9]. Cowan et al. introduced the idea of using a locus-
based approach to decide on the placement of viewpoints, subjecting to resolution, fo-
cus, field of view and visibility constraint. The constraints introduced are generic, and
typically applied to most sensing strategies in surveillance. Cowan et al. also further
described an extension of the sensing strategy to laser-scanner range sensor.
Stamos et al. described in [10] what they called visibility planning. They introduced
the idea of local separating planes which are used to define visibility volumes, in which
occlusion-free viewpoints can be placed. The same idea was also described in [11]. Then,
to satisfy any field of view constraints, they introduced theidea of the field of view cone,
which is similar to the locus-based approach given in [9]. Other papers that determine
unobstructed viewpoints can be found in [12] and [13]. They used similar approaches in
maintaining data structures of boundary surfaces, 3D free space that is not occupied by
objects and tangential rays. Updating these data structures is triggered by certain events;
for example, [13] defined “peek events” when an object just becomes visible as a result
of camera motion.
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[14] provided solutions for the visibility prediction problem and the camera plan-
ning problem. The visibility prediction problem is to determine the views (or portions
of views) that are defined by an arbitrary set of input images,while the camera planning
problem is to model a desired range of views by determining the input images that must
be captured in order to predict the desired range of views. This is similar to several graph-
ics papers, which are interested in rendering based on visible regions using view-frustum,
back-face and occlusion culling techniques. A survey of these papers is given by [15].
Most of these sensing strategies do not consider object motion. [16, 17, 18] describe
a dynamic sensor planning system, called the MVP system. They were concerned with
searching for viewpoints that have unobstructed views of the targets. They considered the
motion of the target and other moving objects in the scene, each of which generating what
they called a swept volume in temporal space [16]. Then, using a temporal interval search,
they divide temporal intervals into halves while searchingfor a viewpoint that is not
occluded in time by these sweep volumes. This is then integrat d with other constraints
such as focus and field of view in [18]. The culmination is perhaps found in [17], where
the algorithms are applied to an active robot work cell.
Another significant work on sensor planning was recently described by Anurag
et al. in [7], who were interested in determining optimal sensor placements offline, by
considering probabilistic priors of object motion. In another word, observations made
about the motion of objects in the surveillance site can be probabilistically used as inputs
to placing sensors offline, to ensure (probabilistically) that sensor exists in positions that
have an unobstructed view of an object in real-time. There are many other studies on
sensor placement planning for the purpose of 3D reconstruction [19, 20, 21, 22], or, light
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source positioning [23].
1.3 Overview and Organization of Dissertation
In this dissertation, we describe several planning algorithms for surveillance. Our
contributions include (1) an offline camera placement strategy that enhance the robust-
ness of the detection stage in a surveillance system, (2) a stereo pair selection algorithm
that deals with tracking under occlusions, (3) an online sensor planning system that con-
structs temporal intervals during which task-specific video s gments can be collected by
controlling PTZ cameras, and (4) a statistical framework that collects information about
the scene over time to detect abandoned packages.
1.3.1 Offline Camera Placement
The offline camera placement algorithm, described in Chapter 2, involves the uti-
lization of a two-camera vertical configuration to solve theproblems associated with
single-camera background subtraction. Compared to a single camera, the use of mul-
tiple cameras leads to better handling of shadows, specularities and illumination changes
due to the utilization of geometric information. Although the result of stereo matching can
be used as the feature for detection, it has been shown that the de ection process can be
made much faster by a simple subtraction of the intensities observed at stereo-generated
conjugate pairs in the two views [1]. The method, however, suffers from false and missed
detections due to some geometric considerations. We perform a detailed analysis of such
errors. We show that the two-camera vertical configuration effectively eliminates false
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detections. Algorithms are also proposed that effectivelyeliminate most detection errors
due to missed detections, specular reflections and objects bing geometrically close to the
background.
1.3.2 Online Camera Selection
In Chapter 3, we describe a system that selects stereo pairs from a camera network
for counting people in a complex scene. Here, the problem is to de ect and track people in
the presence of occlusions. The system first performs background subtraction to get the
silhouettes of moving individuals in the scene, each of which can comprise of images of
multiple individuals due to occlusions. Using these silhouettes, we employ an algorithm
described in [24] to count the number of people. The algorithm is not exact, but instead
provides a rough estimate of the number of people in the scene. The idea is then to utilize
disparity computation, building on the results of the algorithm. Computing disparities
is however an inaccurate process, due to the inherent difficulties of performing stereo
matching and occlusions. Consequently, we select the best results from among those
given by different stereo pairs, under the guidance of a particle filter [5].
1.3.3 Online Camera Control
The above system illustrates the utilization of an online sensor planning strategy,
whereby stereo pairs are selected in real-time. Additionally, online sensor planning also
applies to systems in which active cameras are available. Such a system, described in
Chapters 4 and 5, is capable of collecting task-specific video segments in real-time, sub-
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ject to constraints of object visibility and availability of allowable ranges of camera set-
tings. The priors to such a system are the motion models of theobjects moving in the
surveillance site, allowing the system to predict object loations in the future. The first
part of the system, given in Chapter 4, illustrates the applicability of motion and tempo-
ral planning. The predicted locations of objects in the scene are derived from observing,
in real-time, the motion dynamics of the objects through thecameras. Using this infor-
mation, the system constructs visibility time intervals inthe future during which objects
are unobstructed and video segments that satisfy task requirements can be captured. The
efficiency with which these time intervals are constructed is also evaluated, in order to
address scalability issues in large camera networks. For this purpose, an efficient plane-
sweep algorithm [25] is introduced for constructing time intervals during which multiple
tasks can be simultaneously satisfied by a single camera.
The second part of the system is described in Chapter 5, wheret constructed time
intervals are used by the system for scheduling PTZ cameras -an online camera control
problem. Cameras and PTZ camera settings are chosen that withigh probability result
in video segments satisfying task requirements. Constructed ranges of allowable PTZ
camera settings control the pose of each assigned camera in re l-time. Different schedul-
ing algorithms are investigated, namely a greedy scheduling algorithm and a branch and
bound scheduling algorithm that extends a single-camera scheduling algorithm based on
Dynamic Programming (DP) [8]. More precisely, we analyze their approximation factors
as a function of the number of cameras, so that their performance in large camera net-
works can be quantified. Results show that the branch and bound algorithm substantially
outperforms the greedy algorithm in this aspect. Experimental results, however, reveal
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that the greedy algorithm performs faster than the branch and bound algorithm, which
makes it more suitable for a real-time system.
1.3.4 Single Camera Left-package Detection
Finally, we describe a left-package detection sub-system as part of a left-package
system in Chapter 6. It utilizes a statistical framework forc llecting information over
time using only a single static camera, with the goal of detecting packages that have been
abandoned in complex scenes. We do not assume the availability of frames containing
only background pixels for initializing the background model - a problem for which we
apply a novel discriminative measure. The proposed measurei essentially the probabil-
ity of observing a particular pixel value, conditioned on the probability that no motion
is detected, with the probability density function (pdf) onwhich the latter is based being
estimated as a zero-mean and unimodal Gaussian distribution from observing the dif-
ference values between successive frames. We show that sucha measure is a powerful
discriminant even under severe occlusions, and can deal robustly with the foreground
aperture effect - a problem inherently caused by differencing successive frames. The de-
tection of abandoned packages then follows at both the pixeland region level. At the
pixel-level, an “abandoned pixel” is detected as a foreground pixel, at which no motion
is observed. At the region-level, abandoned pixels are modeled using a Markov Random
Field (MRF), after which they are clustered. These clustersare only finally classified as
abandoned packages if they display temporal persistency inthe r size, shape, position and
color properties, which is determined using conditional probabilities of these attributes.
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The algorithm avoids any thresholding, which is the pitfallof many vision systems, and
which significantly improves robustness.
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Chapter 2
Fast Illumination-invariant Background Subtraction using Two Views:
Error Analysis, Camera Placement and Applications
2.1 Background
Foreground object detection using background subtraction(e.g. [3, 4, 26]) has been
used extensively in video surveillance applications due toits underlying ease of imple-
mentation and effectiveness. Most previous work has focused on using a single camera
for background modeling, which is highly effective for manycommon surveillance sce-
narios. However, it is difficult to deal with sudden illumination changes and shadows
when only a single camera is used.
The use of two cameras for background modeling serves to overc me these prob-
lems. In particular, dense stereo correspondence between to views can be used to create
a disparity map, which is invariant to shadows and illumination changes. Such a disparity
map can be used as an input to a disparity-based background model, in principle achieving
robustness against illumination changes.
Since it is necessary that accurate stereo correspondencesbe u ed for the back-
ground model (e.g. [27]), sophisticated stereo algorithmssuch as those described in
[28, 29] can be used. However, without the aid of specializedhardware, most of these
algorithms perform too slowly for real-time background subtraction. Consequently, in
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many systems, the online stereo algorithm is implemented onhardware and is based on
simpler and less accurate stereo. Examples include the SVM system described in [30, 31]
and the video-rate stereo machine described in [32]. In [33], disparity-based background
modeling was similarly implemented on a single PCI card. This is then combined with
color background subtraction so that foreground objects clo e to the background can be
reliably detected.
2.1.1 Fast Illumination-Invariant Background Modeling using Multiple
Views
Ivanov et al. [1] described a clever method that does not requi any specialized
hardware but yet performs at video-rate. It employs accurate stereo to construct the back-
ground model, but rather than performing online stereo and disparity differencing for
detection, the color difference between conjugate pixels is used to distinguish between
background and foreground. Assuming that the scene is Lambertian and that the images
have been color calibrated, the intensities for both pixelsof a conjugate pair will change
in the same way if they both view the background (which may become shadowed or il-
luminated differently), but differently if only one of themis the image of a foreground
object. By utilizing disparity information implicitly, this method retains the advantages
of multiple-view detection (invariance to illumination changes and shadows) while being
very fast (≈ 25 fps). Since stereo is performed offline for background modeling, accurate
stereo algorithms can be employed.
The algorithm inherently suffers from both missed and falsedetections (occlusion
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shadows) generated by homogeneous foreground objects. [1]uggested using additional
cameras to mitigate the false alarms caused by occlusion shadows, but did not discuss
how to reduce missed detections. Camera placement, which affects these online error
rates, was also not addressed.
In this chapter, we analyze the problems of missed and false det ctions in Sec-
tion 2.2. We describe an approach to the false detection problem from a sensor plan-
ning perspective in Section 2.3. In particular, we apply thealgorithm from [1] using a
two-camera configuration, in which the cameras are vertically aligned with respect to a
dominant ground plane, i.e., the baseline is orthogonal to the plane on which foreground
objects will appear. This configuration provides an initialforeground detection free of
false detections. By sampling a small number of pixels from this initial foreground de-
tection and generating stereo matches for them, we show thatthe missed detections can
then be reduced in Section 2.4. Since only a small number of online stereo matches is re-
quired, system performance is not compromised. Section 2.5concludes the chapter with
experimental results.
2.2 A Geometric Analysis of Missed and False Detections
2.2.1 False Detections (Occlusion Shadows)
Given a conjugate pair(p, p′), false detection ofp occurs whenp′ is occluded by a
foreground object butp is not. Ivanov et al. [1] suggest the use of multiple cameras for
this problem, detecting a change only when the difference from all of the other cameras is
above a threshold. This idea, however, should be combined with proper sensor planning
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so that neighboring occlusion shadows as well as neighboring correct and missed regions
do not overlap.
Consider a foreground object. We define three tangent pointsn the object as shown
in Figure 2.1(a):tref corresponds to the leftmost tangent line from the referenceview1,
tsec1 andtsec2 correspond to both tangent lines from the second view respectively. Also, let
the background pixels corresponding to them bebref , bsec1 andbsec2 respectively. Clearly,
these points depend on the baseline, object size and object position. The extentEp of the
region of false detection is:
Ep = min(||Pbsec1 − Pbsec2||, ||Pbref − Pbsec2||), (2.1)
whereP is the projection matrix of the reference camera.
2.2.2 Missed Detections
Missed detections occur when a homogenous foreground object occludes both pix-
els of a conjugate pair, since the two pixels will then be verysimilar in intensity.
A simple geometrical analysis reveals that the extentEn of the region of missed
detection is dependent on the baseline, object size and object position. Referring to Fig-
ure 2.1(a),En can be expressed as:
En = max(||Pbsec1 − Pbsec2|| − ||Pbref − Pbsec2||, 0). (2.2)
As the distance between a foreground object and the background decreases,En approaches
1The reference view is the image in which we identify foreground pixels; clearly either of the two
images can serve as reference.
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the extent of the image of the object. Thus, when the foreground object is sufficiently
close to the background, it is entirely missed. This is a commn problem associated with
disparity-based methods, as mentioned earlier.
Equations. 2.1 and 2.2 suggest that there is a tradeoff between th extent of false and
missed detections that depends on the placement of the cameras. Thus, one can select the
camera placement that yields the desired trade-off. This iscon idered in the next section.
The algorithm from [1] was tested on a real scene in Figure 2.2. One can clearly see both
missed and false detections.
2.3 Camera Placement to Eliminate False Detections
In most surveillance applications, the objects (e.g. people and cars) to be detected
are standing and moving on a dominant principle plane, whichwe refer to as the ground
plane. For such applications, we consider a two-camera configuration that is well suited
for dealing with false detections. The two cameras are placed such that their baseline is
orthogonal to the ground plane and the lower camera is used asthe reference for detection
(Figure 2.1(c)). In this camera configuration, the epipolarpl nes [34] are orthogonal to
the ground plane.
From Figure 2.1(c), one can observe that if the lower camera is used as the refer-
ence, false detections can only be generated at the lower edg( e closest to the ground
plane) of the object. This is as opposed to using the higher camer as reference, shown in
Figure 2.1(b). Since objects are on the ground plane,Ep in Equation 2.1 is close to zero,
in effect eliminating any false detection. Additionally, false detection does not occur at
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Figure 2.1: Problem with the algorithm from [1]. (a) Missed and false detections shown
from the top view. (b) Analysis for the special case of cameras vertically aligned w.r.t. the
ground plane (side view). Here the top camera is taken as referenc , which causes missed
detection of the whole object and false detections as shown.(c) Switching the reference
camera to the lower one eliminates most of the false detections, but missed detections
remain according to Equation 2.2.
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the left or right edge since the epipolar planes are orthogonal t the ground plane. Such a
camera configuration will be used throughout the rest of the chapter.
On the other hand, missed detections remain at the lower portion of the object
(Equation 2.2). However, for an upright object that has negligible front-to-back depth, it
may be shown (see Proposition 1 below) that the proportion ofan object that is missed
is invariant to its position. This result will play an important role in eliminating missed
detections.
We assume that foreground objects are homogeneous, that thebackground pixels
arise from the ground plane, and that objects are upright witrespect to the ground plane.
Then it is easy to show that:
Proposition 1 In 3D space, the missed proportion of a homogeneous object with negli-
gible front-to-back depth is independent of object position. Equivalently, the proportion
that is correctly detected remains constant.
Proof Referring to Figure 2.3(a), the height of the object ish and that of the second
camera isH. Let the length of the baseline beℓb. The extent of the region of missed
detection ish− z2−z1
z2










Consequently,ρ is a constant, independent of the location of the object on the ground
plane.
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Ideally, one would like to place the reference camera as close t the ground plane
as possible so thatρ becomes zero. This is clear from Equation 2.3, where a baseline
of lengthH eliminates any missed detection. However, mounting limitations, occlusion
considerations and the imaging resolution of the ground plane typically limit the maxi-
mum possible length of the baseline, leaving some missed detections at the bottom of the
object. Moreover, for outdoor scenes, it is clearly necessary that the reference camera be
above the object so that the corresponding background is well-defined.
Missed detections
False detections
Figure 2.2: Detection results using the algorithm from [1].Left to right: reference view,
second view and foreground detections. Both missed and false detections are clearly
evident.
The usefulness of such a camera configuration is illustratedin Figure 2.4. Sudden
illumination changes caused by a vehicle’s headlight are det ct d when single camera
background subtraction is used. On the other hand, by simplyusing the algorithm from
[1] with the proposed camera configuration, the detection results are invariant to the illu-
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Figure 2.3: (a) The proportion of missed detections for a homogeneous object with neg-
ligible front-to-back depth is independent of object positi n. (b) Image projection in
camera-centered 3D coordinate system. (c) Image projection with 3D coordinate system
on the ground plane.
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Figure 2.4: Clockwise: reference view, second view, two-camera detection and single
camera detection. The usefulness of the proposed camera configuration is illustrated here.
The vehicle’s headlight is cast on the wall of the building.
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2.4 Reducing Missed Detections
Using the proposed camera configuration, an initial detection generally free of false
detections can be obtained; missed detections however remain at the lower portion of each
object. In this section, we describe an approach to reduce these missed detections.
Let ω be a foreground blob from the initial detection, and letIt be a foreground
pixel in ω with its corresponding 3D point beingt. Define the base point,b of t as the
point on the ground plane belowt. The image ofb is denoted asIb.
A stereo search, constrained to only foreground pixels in the second view lying
along the associated epipolar line [34], is first used to find the conjugate pixelIt′ of It.
The location ofIt andIt′ , together with calibration information allows us to determineIb,
as described in Section 2.4.1.
If ||It − Ib|| is sufficiently large, thenIt is an off-ground-plane pixel and we begin
a search along the epipolar line throughIt to find the location where the ground plane is
first visible. We employ an iterative approach that works as follows: we first increment
It by ∆It along the associated epipolar line, and then the base point,Ib, for the newIt is
determined in the same fashion. When||It − Ib|| is less than some critical value, then we
have found the lower boundary of the foreground blob along the associated epipolar line.
∆It must lie in the interval[1, ||It − Ib||] pixels. Using the lower bound for∆It
generally gives a well-defined foreground blob, while usingthe upper bound generates a
foreground bounding box. The trade-off is the number of stereo searches, decreasing as
∆It increases. The algorithm can also be easily extended to handle objects not moving
on the ground plane surface. In this case, the iteration is terminated when the base points
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of the sampled pixel and the corresponding background are sufficiently close.
Epipolar line
Ground plane
||It − Ib|| = 0
Figure 2.5: Along the epipolar line, the red dots are the sampled ixels. The lowermost
sampled pixel has||It − Ib|| = 0 since it lies on the ground plane and is consequently
used as the lower boundary of the foreground blob along the epipolar line.
2.4.1 Determining the Base Point
The algorithm requires that the base point of a pixel be determined. This can be
achieved with two different approaches. The first approach assumes weak perspective
projection, i.e., all points on an object have the same depth. This is often a good ap-
proximation for outdoor scenes where objects are relatively far from the cameras. When
this assumption is not valid, a second approach can be considered that utilizes the vertical
vanishing point and the vanishing line of the ground plane. The details of both approaches
are discussed in Section 2.4.1 and Section 2.4.1 respectively.
Weak Perspective Model
We use a camera-centered 3D coordinate system as shown in Figure 2.3(b). t is
the corresponding 3D point ofIt. Let its 3D coordinate be[Xt, Yt, Zt, 1]. The pointm
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with 3D coordinate[Xm, Ym, Zm, 1] is defined as the point such that its imageIm has
coordinateΠ−1 ∗ It′ , whereΠ is the ground plane homography from the reference to
second view andIt′ is the conjugate pixel ofIt in the second view.b is the base point
of t with 3D coordinate[Xb, Yb, Zb, 1]. Let its image beIb. We will first consider image
projection in they−direction. From the property of similar triangles, it can easily be




Here,α = 1 − ρ (Equation 2.3). Consequently,Ym andYb can be expressed as:
Ym = Yt − αYt + αYb, (2.5)
































f being the focal length. We are interested in the image ratio||yt−ym||
||yt−yb||
. In the weak















This shows that the detection ratio is an invariant under weak p rspective assumption. The
same principle applies to the image projection in thex−direction. Thus, usingL2 norm,
||It−Im|| =
√
α2(||yt − yb||2 + ||xt − xb||2) and||It−Ib|| =
√
(||yt − yb||2 + ||xt − xb||2),
giving the detection ratio||It−Im||
||It−Ib||
= α. Consequently,Ib is given as:




Notice thatIm can be determined independently usingΠ andIt′ . As a result, previ-
ous assumptions made in Equation 2.3 that the object is homogene us and the background
pixels are lying on the ground plane are unnecessary.
Perspective Model
When the weak perspective assumption is violated, the base point can be better
estimated by using additional image-based calibration information in the form of the ver-
tical vanishing point and the vanishing line of the ground plane. This method is based
on the work of Criminisi et al. [35], who described a method for c mputing distances
between parallel planes in a single view. In particular, we ext nd their method to deter-
mine the image of the base point for a conjugate pair. It may benot d that the calibration
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required for this approach is simpler than full camera calibr t on required for Euclidean
reconstruction.
Consider the projection matrixP of the reference camera. Let[P1 P2 P3 P4]
represents its matrix columns. The 3D coordinate system is as shown in Figure2.3(c).
Consequently, let the 3D coordinates oft andb be [X, Y, h, 1]T and[X, Y, 0, 1]T respec-
tively, whereh is the height of the object above the ground plane. The imagesof t andb
can thus be expressed as:
Ib = βb(XP1 + Y P2 + P4),
It = βt(XP1 + Y P2 + hP3 + P4).
(2.12)
βb andβt are unknown scale factors. Let the normalized vanishing line a d vertical van-
ishing point of the ground plane bêℓref andvref respectively. SinceP3 is actually the





If we take the vector product of both terms of Equation 2.13 with Ib, followed by taking
the norm on both sides, the following expression results:
hβref = −
||Ib × It||
(ℓ̂ref .Ib)||vref × It||
. (2.14)
The above derivation was first presented in [35].βref can be computed if we know the
height of a reference object in the scene. Due to errors present in the computation of̂ℓref
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andvref , it is often required that more robust methods be used for computing them. In
[35], a Monte-Carlo approach was used.
The same principle can also be applied to the second camera. Lt the parameters
for the second camera beβsec, ℓ̂sec andvsec. Consequently, we can equate the height in
Equation 2.14 for both cameras to obtain the following equation:
||Ib × It||
βref(ℓ̂ref .Ib)||vref × It||
=
||(Π ∗ Ib) × It′ ||
βsec(ℓ̂sec.(Π ∗ Ib))||vsec × It′ ||
. (2.15)
The image of the base point in the second view is clearlyΠ ∗ Ib, whereΠ is the ground
plane homography.It′ is again the conjugate pixel ofIt. In addition,Ib is constrained to
lie on the line throughIt and the vertical vanishing point.Ib can thus be computed using
these two constraints.
2.5 Implementation and Results
Experiments were performed on a dual Pentium Xeon, 2GHz machine. We utilized
the extra processor to perform in parallel single camera background subtraction in the
second camera. The resulting performance of the system was very fast, with frame rate in
the range of≈ 25 fps.
Correspondences of background pixels for the background model were mainly de-
termined using homographies of the principle planes present in the scene, computed on
the basis of a small set of manually selected matches per plane. This typically leaves only
a small set of background pixels for general stereo matching. Background subtraction is
performed by computing the normalized color difference fora background conjugate pair
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and averaging the component differences over an×n neighborhood (typically3×3). To
deal with different levels of variability, each backgroundconjugate pair is modeled with
a mixture of Gaussians [4] that are updated over time (typically two Gaussians are suffi-
cient). Foreground pixels are then detected if the associated normalized color differences
fall outside a decision surface defined by a global false alarm r te.
While the two-camera algorithm will not detect shadows as foreground, it will gen-
erally detect reflections of the foreground objects from specular surfaces, such as wet
pavement, as foreground. We describe below a simple method that removes most of these
specular reflections.
First, after applying the basic two-camera algorithm we employ simple morphol-
ogy and connected component analysis to find foreground objects. This is illustrated in
Figure 2.6(a), 2.7(a), 2.8(a) and 2.9(a), where we show the bounding boxes that surround
these foreground pixel clusters detected by this spatial clustering step.
Employing our base-finding algorithm, we first find the intersection of the fore-
ground object with the ground plane as follows. The “topmost” pixels of the foreground
region along each epipolar line passing through the bounding box are identified, and for
each of these topmost pixels we evaluate the image gradient to determine whether they
are good candidates for stereo matching. This will typically choose those pixels on the
boundary of the object detected. For each of those pixels, wefind the base using the al-
gorithm from Section 2.4.1. The line passing through the bases can then be constructed
using a robust line fitting algorithm. The object is detectedby ”filling in” the foreground
region above the base line along the epipolar lines. This is illu trated in Figure 2.6(c),
2.7(c), 2.8(c) and 2.9(c). The first step in finding the base isidentifying the conjugates
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for these topmost points; to make this efficient, we constrain the matches to only those
pixels in the second view along the epipolar line that are additionally foreground pixels
detected by a single camera background subtraction algorithm (which will detect a super-
set of the pixels detected by the two-camera algorithm). Theresults of the single camera
background subtraction applied to the second view are shownin Figure 2.6(b), 2.7(b),
2.8(b) and 2.9(b).
As a side effect, we can eliminate from the initial detectionany pixel detected as a
foreground pixel but lying below the base of the object. Thistends to eliminate specular
reflections ”connected” to the foreground region by the spatial clustering step. The reason
is that the virtual image of an object reflected from the ground plane lies below the plane.
However, it is possible that a component of reflected pixels in the reference image is not
connected by the spatial clustering algorithm to the objectthat cast the reflection. In this
case, we find that, typically, the stereo reconstruction algorithm fails to find good matches
along the epipolar line in the second view. This is not surprising since the observed
input results from a combination of Lambertian and specularcomponents at the point of
reflection. The likelihood of getting a match is low because adifference in either the
Lambertian components or the reflection properties would cause the reflected points to
appear differently. Even if they are matched, the base pointwould lie above the reflected
point. Thus, we typically eliminate these specular components also. This can be seen in
Figure 2.6(c) and 2.7(c) - notice the bounding box below the vehicle in Figure 2.7(b). It is
a specular reflection from the vehicle, and is eliminated dueto failure to find conjugates
in the second view.
A common problem associated with disparity-based background s btraction occurs
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when the foreground object is physically close to a surface such as a wall of a build-
ing. Gordon et al. [33] proposed a solution to this problem that combines disparity and
color information. However, since disparity information for the whole image is required,
performance can become a concern. Furthermore, although the method utilizes adaptive
thresholding, it is not fully invariant to shadows and illumination changes. On the other
hand, because our algorithm requires only initial partial detection, its performance in de-
tecting near-background objects compares favorably. In particular, when a foreground
object comes close to a background surface such as a wall, thealgorithm can typically
still detect the top portion of the object. This initial detection can subsequently be used
to initialize our base-finding algorithm. We demonstrate this in Figure 2.8. Besides some
specularities (reflection in the long glass windows) and shadows (on the wall), the person
was also walking near the background wall. In spite of that, the person was fully detected
without any false alarms.
The perspective model is important for indoor scenes, whereobj cts are closer to
the camera. An example is shown in Figure 2.9, where in (e), thbases of three chosen
pixels are used to form the lower boundary of the object. Comparison with the weak
perspective model is also shown in (d). With accurate calibrtion, the perspective model
also performs as well as the weak perspective model for outdor scenes. For example, the
perspective model was used to compute the base point in Figure 2.8.
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Figure 2.6: (a) Two-camera initial detection. Red square marks sampled pixel while
white square marks its base, computed using weak perspective model. (b) Single camera
detection in the second view used to constrain stereo searches. Red square marks the con-
jugate pixel and white line is the associated epipolar line.(c) Two-camera final detection;
specular region is removed since it lies below the base pointin (a). (d) Single camera
detection in the reference view for comparison.
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Figure 2.7: (a) Two-camera initial detection. Here, the specular region was clustered as
a separate bounding box. (b) No valid match could be found forthe specular region. (c)
The specular region successfully removed in the two-camerafinal detection. (d) Single
camera detection in the reference view.
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Figure 2.8: (a) Some detected pixels remained near the top portion in the two-camera
initial detection. (b) Single camera detection in the second view. The conjugate pixel was
found at the top of the person. (c) Foreground filling gives a very good detection of the




Figure 2.9: Indoor scene. (a) Two-camera initial detection. Three sampled pixels are
shown in red squares, while the blue squares are the bases. Noise near the shadow was
eliminated in the final detection since it was below the base.(b) Single camera detection in
the second view. Stereo matches are found for the three sampled pixels. (c) Two-camera
final detection using only one of the sampled pixels; the lower boundary is not well-
defined. Perspective model used here. (d) Comparison with the weak perspective model.
The object was over-filled. (e) The three bases are used to form the lower boundary.
A few more sampled pixels should fully recover the lower boundary. (f) Single camera
detection in the reference view.
2.6 Chapter Closure
This chapter considers a fast background subtraction algorithm using two cameras
that has been previously considered in the literature [1]. This algorithm has the advan-
tage of being extremely fast and simple while being invariant to shadows and illumination
changes. However, the application of the method results in both false and missed detec-
tions due to certain geometric considerations. In this chapter, we have analyzed these
errors in terms of the camera geometry. From the analysis, a camera configuration was
proposed that effectively eliminates most false detections. Additionally, algorithms were
considered that fill-in missed detections and eliminate false detections occurring as a re-
sult of specularities. The result is a surveillance system that gives very accurate detection
in an extremely efficient manner without significant errors due to shadows, sudden illu-
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mination changes and specularities. Due to these characteristics, the system can be very
useful in surveillance applications where high performance is critical.
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Chapter 3
Detection and Tracking Under Occlusions
3.1 Background
Many surveillance tasks such as detection and tracking becom particularly chal-
lenging in the presence of occlusions. Previous studies canbe categorized into two main
approaches: single-camera and multi-camera approaches. Single-camera approaches in-
clude [36], which assumed that targets are initially sufficiently isolated from one another
so that their appearances can be modeled and then utilized bya statistical framework
based on Maximum Likelihood Estimation to segment them under occlusion. Another
single-camera approach was described in [37]. That algorithm uses 3D human shape
models together with an efficient Markov Chain Monte Carlo method to segment humans
in crowded scenes.
In contrast to a single-camera approach, a multi-camera appro ch can be more ef-
fective since occluded regions in the view of one camera may be visible in the view of
another suitably placed camera. [38] described a region-based stereo algorithm to find
3D points inside an object, together with a Bayesian classificat on scheme that assigns
priors for different objects at each pixel. [39] introduceda unified framework that deals
with long periods of occlusions, tracking across non-overlapping views and updating ap-
pearance models for tracked objects over time. The method suspends trackings in areas
where objects are likely to be occluded, or in between non-overlapping views. Tracking is
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then resumed by matching “suspended objects” using full kinematic motion models and
Gibbsian distributions for object appearance.
[40] described using motion layer estimation to determine depth ordering of fore-
ground layers. The algorithm uses a Maximum A Posteriori framework to simultaneously
update the motion layer parameters, the ordering parameters, and the background occlud-
ing layers. [41] introduced the idea of separating object sta e into three parts: before,
during and after occlusions. They assumed that the trajectory of each individual object is
similar to the entire group during occlusions. So, by tracking and labeling each individual
object before and after occlusions, and tracking the entiregroup during the occlusion,
the complete trajectory of each object can be recovered. A dynamic Bayesian network
was also described in [42] that uses an extra hidden process to infer occlusion relations
between different objects.
Most of these algorithms employ change detection for foreground extraction. [43]
avoided doing so by utilizing the KLT tracker [44] to construct trajectories of features,
which are then integrated with a learned object descriptor to achieve motion segmenta-
tions of individual objects. Alternatively, disparity-based methods can be used to over-
come the problems of using change detection, where foreground detections are aug-
mented with disparity computation to eliminate noise in theforeground regions. One
such disparity-based tracker was described in [45]. The algorithm uses a mixture of sin-
gle and stereo cameras, each of which performs object tracking independently. These
tracks are then combined to maintain identity of each individual object across different
views.
Short periods of occlusion can also be effectively overcomewith particle filter [5,
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46] if tracks can be accurately initialized for objects in the scene. Given observed tracks of
an object, a particle filter predicts the future location of each tracked object and combines
the predictions with subsequent measurements. This is similar to the Multiple Hypotheses
Tracking algorithm given in [47].
3.1.1 Overview of Our Approach
Our algorithm consists of three steps for detection and tracking of people. The first
step roughly estimates the number of people in the scene. Then, a disparity computation
step for a set of stereo pairs determines the exact number of people. Finally, we select
and combine results from different stereo pairs under the guidance of a particle filter to
segment each view and track. The first two steps make measurements on a frame-by-
frame basis, detecting a set of individual objects for each stereo pair, but do not perform
any tracking. In the last step, the particle filter probabilistically selects and combines
results from different stereo pairs, and tracks the objects.
The people counting step employs an algorithm described in [24]. It projects fore-
ground silhouettes detected in each available camera onto acommon ground plane (plan
view). Projected regions belonging to different cameras are then intersected, generating
a number of polygons. The number of polygons provides only a rough estimate of the
number of objects in the scene, since some of these polygons may not contain any valid
object (phantom polygons) while others result from the projections of foreground silhou-
ettes comprising multiple objects. Polygons are mapped between different cameras by
pre-computed homographies.
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To estimate the true number of people in the scene, we computedisparities of the
foreground pixels in every stereo pair. Given a stereo pair,a foreground pixel’s disparity
is computed based on a plane+parallax measure described in [48, 49, 50, 51] by using
the pixels that lie in the constructed polygons and are closet the foreground pixel’s
vertical vanishing line as candidates for the image of its bae point. Here, recall from
Chapter 2 that a foreground pixel’s vertical vanishing linejoins it to the camera’s vertical
vanishing point computed with respect to the ground plane, ad that the point below its
corresponding 3D point that lies on the ground plane is its base point. We will refer to the
images of these base points as ground plane pixels.
The computed disparities allow foreground pixels to be easily clustered. Pixels in
the constructed polygons that are not the ground plane pixels of any foreground pixels are
removed, in effect eliminating the phantom polygons. Whilethe number of resulting clus-
ters is a good estimate of the number of individual objects, the extent of each cluster does
not accurately represent the true extent of the object sinceo ly visible foreground pixels
have been processed. We overcome this by sensor fusion, combining clusters of pairs of
foreground pixels and their ground plane pixels that are constructed using different stereo
pairs.
The new extent of each cluster provides the dimensions of thebounding box of
the object it represents. Performing this for all availablest reo pairs generates a set of
bounding boxes in a reference view. We determine the best weighted combination of
these bounding boxes during tracking by employing a particle filter [5].
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3.2 Counting People
To count the number of people in the scene, we begin by extracting foreground
silhouettes using gradient-based background subtractionin each camera. This is done by
modeling the background as a mixture of Gaussians [4] in gradient space. In Figure 3.1,
we show the results of performing gradient-based background s btraction in the rightmost
image of each row. The basic idea is to project these foreground silhouettes onto the
ground plane on a per-camera basis, as shown in Figure 3.2, and construct polygons
formed from the intersections of these camera-specific projecti ns.
To perform projection, we find the leftmost and rightmost pixel of each connected
component. The leftmost,ℓ and rightmost,r, silhouette pixel are connected by straight
lines to the vertical vanishing point,v and then these lines are projected onto the ground
plane using the pre-computed homography,H, for the camera. The region resulting from
this construction is bounded by linesLℓ andLr on the ground plane defined by:
Lℓ = H ∗ ℓ×H ∗ v,
Lr = H ∗ r ×H ∗ v, (3.1)
and the scene boundaries.
Finally, the projected regions for different cameras are int rsected on the ground
plane. These intersections include some “phantom” polygons (colored in red) and valid
polygons (colored in green), as illustrated in Figure 3.2. Phantom polygons do not contain





Figure 3.1: Performing gradient-based background subtraction for each available camera.





Figure 3.2: Projections of the foreground silhouettes in Figure 3.1 onto a common ground
plane. The green circles represent projections on the ground plane that contain people
while the red regions are phantom polygons.
section, we will describe a disparity computation step thatypically eliminates phantom
polygons.
3.3 Disparity Computation
We next map the constructed polygons from the plan view to each c mera view,
constructing regions in which we expect to find ground plane pix ls corresponding to the
remaining pixels in the connected component that contributed to that region. Figure 3.3
illustrates the mapping of the polygons in Figure 3.2 to camer 2’s view.
The subsequent steps of the algorithm are illustrated in Figure 3.4. Given a fore-
ground pixel (top of the person in the example, but in generalany foreground pixel),ρ, in
camera 1’s view, we seek to determine its corresponding pixel, ρ′, in camera 2.ρ′ lies on
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Figure 3.3: The polygons in Figure 3.2 mapped to camera 2, shown as red rectangular
image regions. The green pixels are the silhouette pixels.
the corresponding epipolar line [34],Le, of ρ. Instead of searching “everywhere” forρ′
alongLe, we constrain the search to those pixels alongLe belonging to the setS:
S = {(p× v′) × Le|p ∈ Sp}, (3.2)
wherev′ is the vertical vanishing point of the second camera andSp is:
Sp = {p|p ∈ Spoly
⋂
‖H−1 ∗ p− Lρ‖ < T}. (3.3)
Here,
• Spoly is the set of pixels lying in the constructed polygons,
• Lρ is the vertical vanishing line ofρ in camera 1,
• H is the ground plane homography from camera 1 to 2, and
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• T is a threshold value for the perpendicular distance ofH−1 ∗ p toLp.
Intuitively, we are constraining the stereo search to pixels onLe, for which the corre-
sponding ground plane pixel is close to the vertical vanishig l ne of ρ in camera 1.
Moreover, by construction, these ground plane pixels must lie in the constructed poly-
gons. Ground plane pixels that lie in phantom polygons are generally removed since
they do not match well to any of the constrained corresponding p xels during the stereo
matching. This is illustrated in Figure 3.4.
After determining stereo correspondences for foreground pixels in camera 1, we
assign a disparity value to each of them. For this purpose, giv n a pair of corresponding
pixels(ρ, ρ′), we use a plane+parallax measure given as:
‖ρ′ −H ∗ ρ‖. (3.4)
Following this, foreground pixels are clustered based on their plane+parallax values by
employing morphological operations; this is usually effective for separating merged fore-
ground regions into their constituent individuals. To improve accuracy, the clustering
also utilizes the Euclidean distance between a ground planepixel and the camera’s verti-
cal vanishing point when projected onto the plan view, whichprovides a projected depth
(note that this is not the “true” depth) for the associated foreground pixel.
It is also important to point out that since the stereo algorithm computes intersec-
tions between vertical lines and epipolar lines, degeneraci s can occur when they have
similar gradients. This happens when a stereo pair is positioned in an approximately ver-










Camera 1 Camera 2
Phantom polygon
Figure 3.4: Determining the corresponding pixel in camera 2of the top pixel of the person
in camera 1. Candidates for the top pixel’s ground plane pixel lies in the constructed
polygons and close to the top pixel’s vertical vanishing line i camera 1. If the candidate
is the wrong ground plane pixel, including those that lie in phantom polygons, the vertical
vanishing line of the candidate in camera 2 will intersect the epipolar line at a pixel that
will likely be a poor match to the top pixel. On the other hand,if the candidate is the
correct ground plane pixel, the intersection of its vertical vanishing line and the epipolar
line in camera 2 will give a good match.
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wide-baseline stereo pairs. Alternatively, if the cameras’ po itions can be chosen offline,
strategies that maximize inter-camera distance can be employed.
3.4 Sensor Fusion
So far, we have considered only visible foreground pixels inthe reference view,C;
occluded regions of an object will cause the image size of theobj ct to be under estimated.
We overcome this problem by sensor fusion. Consider the set of stereo pairs con-
structed from all pairs of cameras. For each stereo pair, we construct the set of stereo-
matched foreground pixels and their associated ground plane pixels. We can map the
stereo-matched foreground pixels, each of which is associated with a ground plane pixel,
from different stereo pairs toC. Given such a foreground pixel and its associated ground
plane pixel,(ρ′, g′), we mapped them toC as(ρ, g) where:
g = H−1 ∗ g′,
ρ = Lg × Lρ′ .
(3.5)
H is the ground plane homography mappingg′ toC, Lg is the vertical vanishing line ofg
andLρ′ is the epipolar line ofρ′ inC. Consequently, as long as the 3D point corresponding
to ρ′ is visible in one or more stereo pairs, then even if it is occluded inC, it can still be
mapped toC.
After sensor fusion, each pixel in the occluded regions is associated with multiple
disparity values, corresponding to different foreground layers. Clustering the final set of
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(a) Disparity map constructed with camera 1
and 2.
(b) Result after sensor fusion.
Figure 3.5: In (a), the disparity map only separates out the visible foreground pixels. In
(b), the occluded regions are recovered from other stereo pairs, giving bounding boxes
that correctly localize the three persons in the scene.
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foreground pixels and their ground plane pixels determinesth set of individual objects.
We illustrate the result of sensor fusion in Figure 3.5, where the disparity map in (a) could
only separate the visible foreground regions. After performing sensor fusion, we show in
(b) the bounding boxes that correctly recovered the occluded regions.
3.5 Stereo Pair Selection and Tracking
While the recovery of occluded object regions by sensor fusion is often effective,
incorrect stereo matches can adversely affect performance. Consequently, during sensor
fusion, blindly combining results from all stereo pairs could degrade performance. The
problem can be alleviated by posing sensor fusion in a particle filter framework [5]. Uti-
lizing a particle filter allows us to select and combine results from available stereo pairs
probabilistically, based on the prediction and measurement stage of the particle filter while
tracking the objects.
3.5.1 State Space
The state space of the particle filter at time stept − 1 is {s(n)t−1, n = 1...N}, where
s
(n)
t−1 represents the set of foreground objects determined by then
th stereo pair and mapped
using Equation 3.5 to the reference camera. Each of the objects is represented by the
image coordinates of the upper-left and lower-right corners of its bounding box.N is the
number of stereo pairs. Particles are assigned weights,π(n)t−1 that are used to combine
them at the end of every iteration to arrive at an estimate of the tracked positions of the
bounding boxes. A cumulative weight,c(n)t−1, is also used for importance sampling, so
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that we are more likely to select a particle (i.e., a stereo pair), s′(n)t , at timet that has a
larger cumulative weight (importance). Importance sampling is performed using the same
approach given in [5].
3.5.2 Prediction
The algorithm keeps track of the velocities of each boundingbox. These velocities
are estimated at the end of each iteration and are modeled withM Gaussian distributions:
{〈µ1, σ21〉, ..., 〈µM , σ2M 〉}, (3.6)
whereM is the number of foreground objects, andµ andσ2 are the Gaussian means and
variances. We generate a prediction,xt = {xt,1, ..., xt,M}, from s′(n)t = {s′(n)t,1 , ..., s′(n)t,M}
as:
xt = {s′(n)t,1 + µ1 ∗ ∆t, ..., s′
(n)
t,M + µM ∗ ∆t}, (3.7)
with corresponding probability:





whereP (µi) is given by theith Gaussian and∆t is a discrete time step.
3.5.3 Measurement
The measurement stage considers two issues commonly encountered in multi-target
tracking - data association and changing number of objects as objects exit and enter
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the scene. Data association is performed using Maximum Weight Matching on bipartite
graphs [8]. The matching algorithm employed is the Kuhn-Munkres algorithm [52] (or
Hungarian method) and runs in polynomial time. The bipartite graph is constructed from
the set of tracked objects and the set of newly detected objects, z(n)t = {z(n)t,1 , ..., z(n)t,M},
constructed from thenth stereo pair and mapped to the reference camera using Equa-
tion 3.5. Edges between the two sets are weighted based on grayscale histogram similarity
[53] and overlap between the bounding boxes.
GivenM objects, the weight for a particle,π(n)t = {π(n)t,1 , ..., π(n)t,M}, is then updated
based on the matching:
π
(n)
t,i = P (z
(n)








































t,i ) from the mean observed velocity (s
(n)
t,i − s′(n)t,i ) used in the prediction.µi andσi are
obtained from Equation 3.6. We then perform normalization sthat∀i,∑n π
(n)
t,i = 1. To






t at the end of every iteration.
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3.5.4 Update
After constructing theN particles, we utilize the values ofπ(n)t,i to compute the










followed by updating its Gaussian with velocitypi(t) − pi(t − 1). We summarize the
algorithm in Algorithm 1.
3.6 Implementation and Results
We tested our algorithm on a video sequence in which three persons were initially
walking in circles in a small space, resulting in substantial occlusions. Three cameras
were used. Halfway through the sequence, a new person entered the scene. The stereo
pairs are cameras (1, 2), (1, 3), (2, 3). Camera 1 is the referenc camera.
We show in Figure 3.6 the detection and tracking results whent re were three
persons in the scene. (a) and (b) demonstrate the handling ofpartial occlusions by the
particle filter tracker, while (c) demonstrates the handling of full occlusions. The particle
filter was able to select and combine the results of differentstereo pairs and track all
people in the reference view.
Finally, we show in Figure 3.7 the performance of the algorithm when an additional
person walked into the scene. The algorithm correctly foundthe additional person - the
data association correctly detects the new object - and the particle filter tracker was able
to maintain tracks of the objects throughout the video sequence.
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Algorithm 1 Particle Filter({s(n)t−1, π(n)t−1, c(n)t−1, n = 1...N}, {〈µ1, σ21〉, ..., 〈µM , σ2M〉})
1: Let α = 0 and increment time.





3: Predict the new locations,(n)t , of the tracked bounding boxes, using the locations
of the bounding boxes ins′(n)t as starting points and{〈µ1, σ21〉, ..., 〈µM , σ2M〉} as
the velocities (Equation 3.7). Assign probabilities to these new locations based on
{〈µ1, σ21〉, ..., 〈µM , σ2M〉} (Equation 3.8).
4: Perform disparity-based segmentation using thenth stereo pair, obtaining a set of
foreground objects and their bounding boxes,z(n)t . After performing data association,
tracked objects that are not matched are removed. Each new obj ct is assigned a
newly initialized Gaussian distribution to model its velocities, possibly after a few
iterations in order to get a better estimate of its velocities.
5: The probabilities of the deviations of the measured velocities from the predictions
are determined from{〈µ1, σ21〉, ..., 〈µM , σ2M 〉} (Equations 3.9 and 3.10). Assign these
probabilities toπ(n)t and perform normalization.




8: if α < N then
9: Go to step 2.
10: end if
11: Determine the new tracked position of each bounding box as given by the sampled
particles, weighted usingπ(n)t . Update{〈µ1, σ21〉, ..., 〈µM , σ2M〉} with the velocities in






Figure 3.6: (a)-(c) Upper row shows the views of camera 1, 2 and 3 from left to right.
Lower row: middle image shows objects detected with cameras(2,3), and right image
shows the tracking results. In (a) and (b), the left image show bjects detected with
camera 1, 2. In (c) the left image shows objects detected withcamera 1, 3. (a) and (b)
demonstrate handling partial occlusion - both stereo pairsh ve partially visible people in
their views which are recovered by the particle filter tracker. (c) demonstrates handling
full occlusion - a person was fully occluded in the first stereo pair, which is visible in the
second stereo pair, allowing the particle filter tracker to recover the location of the person.
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Figure 3.7: We show here the tracking results (each tracked object was bounded by the
same colored box throughout the sequence) when an additional person walked into the




We presented an algorithm that detects and tracks people under occlusion. The al-
gorithm employs disparity-based sensor fusion. For disparty computation, we described
a simple stereo algorithm that improves matching by utilizing ground plane pixels. Even
so, due to the difficulties of stereo matching, we encounter icorrect stereo matches that
adversely affect the performance of the algorithm. We overcome this by sensor fusion
conducted in a particle filter framework, which stabilizes performance by selecting and
combining different stereo pairs. The particle filter tracker is also able to accurately per-
forms data association and determines the correct number ofobjects in the scene.
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Chapter 4
Constructing Task Visibility Intervals
4.1 Background
In Chapter 3, we have introduced a real-time camera selection algorithm for detec-
tion and tracking in the presence of occlusions. In this chapter, we describe an online
motion and temporal planning system for controlling, in real time, a collection of surveil-
lance cameras to acquire video sequences of moving objects (people, vehicles), subject to
visibility, resolution and positional constraints. Our approach, in general, involves track-
ing the objects in the surveillance site using one or more wide field of view cameras, for a
short period of time, and then predicting their motions overa “small” future time interval.
During this interval, we must predict time-varying visibilty of the objects, schedule the
tasks at hand, re-position cameras and acquire videos to support the scheduled tasks. The
demand for such video acquisition is motivated by the following surveillance scenario:
We are given a collection of calibrated surveillance cameras. They must be con-
trolled to acquire surveillance video over a large surveillance site, which can most simply
be modeled as a large patch of ground plane, possibly annotated wi h the locations of
specific regions of interest (e.g., regions near the entrances to buildings, receptacles such
as trash cans, or regions defined dynamically as vehicles entr a d stop in the site).
Each camera has a field of regard, which is the subset of the surv illance site that it
can image by controlling its viewing angles (pan, tilt and zoom - PTZ - settings). A field
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of view of a camera is the image obtained at specific PTZ settings a d is generally much
smaller than its field of regard.
As people and vehicles move into and through the surveillance site, the cameras are
to be controlled to acquire sets of videos that satisfy temporal and positional constraints
that define generic surveillance tasks. Examples of typicalsurveillance tasks are:
1. Collectk seconds ofunobstructedvideo from as close to a side angle as possible for
any person who enters the surveillance site. The video must be collected at some
minimal resolution. This task might be defined to support gairecognition, or the
acquisition of an appearance model that could be used to subseq ently identify the
person when seen by a different camera.
2. Collect unobstructed video of any person while that person i within k meters of
region A. This might be used to determine if a person depositsan object into or
takes an object out of region A.
One could imagine other surveillance tasks that would be defined to support face
recognition, loading and unloading of vehicles, etc. Additionally, there are tasks related
to system state maintenance - for example, tasks to image a person or vehicle to obtain
current position data to update a track predictor such as a Kalman filter [54]; or tasks
to intermittently monitor regions in which people and vehicles can enter the surveillance
site.
We would like to efficiently schedule as many of these surveillance tasks as pos-
sible, possibly subject to additional constraints on priority of the tasks. In this aspect,
our main contribution lies in the real-time construction oftemporal intervals that satisfy
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visibility constraints on a per-camera basis, which are used by the system to schedule
active cameras for video collection. Specifically, our scheduling approach is based on the
efficient construction of what we call Task Visibility Intervals (TVI’s). A TVI is a 4-tuple:
(c, (T, o), [r, d], V alidψ,φ,f(t)). (4.1)
Here,c represents a camera,(T, o) is a (task, object) pair -T is the index of a task to be
accomplished ando is the index of the object to which the task is to be applied, an[r, d]
is a time interval within which (some temporal segment of) the task can be accomplished
using camerac. r is the earliest release time of the task whiled is the deadline by which
the task has to be completed. Then, for any time instancet ∈ [r, d], V alidψ,φ,f(t) is the
set of pan settings (ψ), tilt settings (φ) and focal lengths (f ) that camerac can employ to
capture objecto at timet.
We focus our attention on tasks that are satisfied by video segments in which an
object is seen unobstructed for some task-specific minimal period of time, and is viewed
at some task-specific minimal resolution during that time period. The tasks themselves
are 3-tuples:
(p, α, β) (4.2)
where
1. p is the required duration of the task,including worst-case latencies involved in
re-positioning cameras,









Planning : Video Acquisition :
- panning, tilting, zooming
assigned cameras
Timeline
Step 3Step 2Step 1
- estimate object
size
tracking : - construct predicted
Figure 4.1: Timeline depicting the steps involve in collecting task-specific video se-
quences.
axis of the camera used to accomplish the task (for example tospecify a view that
satisfies the requirements for a side view or a front view), and
3. β is the minimal ground resolution needed to accomplish the task.
In general, not all tasks would be applicable to all objects -one can imagine tasks for
viewing faces of people, license plates of vehicles, etc. For simplicity, we assume that all
tasks are to be accomplished for all objects in the surveillance site. Practically, one would
also need some mechanism to verify, a posteriori, that the tasks have been successfully
completed (i.e., that in fact we have obtained unobstructedvideo of some given object)
so that it an be determined if the task has to be rescheduled (which, of course, will not




Our camera control system cycles through three stages of analysis (Figure 4.1) :
1. A sensing stage, in which moving objects are tracked through the surveillance site
using wide field of view cameras. Based on image analysis and clibration infor-
mation, the physical size (height and width) of each object is estimated. For com-
putational efficiency, in 2(a) and (b), the height and width are used to construct cir-
cumscribing circles to the object’s orthographic projections on the projection planes
(referred to below as “shadows”) of the world coordinate system for path predic-
tion and visibility analysis. These shadows are subsequently used for constructing
ellipsoidal representation of the object in 2(c) for determining task-specific feasible
camera settings.
2. A planning stage, composed of five sub-stages:
(a) A prediction stage, in which the tracks are extrapolatedinto the future. The
predicted tracks are straight lines. Additionally, a variance measure is esti-
mated for the track and incorporated into the shadows of the obj ct volume.
So, the final predicted motion model for each moving object consist of the in-
dividual circular shadow moving along a straight line; the radius of the shadow
increases linearly over time with a constant proportional to the error in “fit-
ting” a straight line to the track of the object in the sensingstage.
(b) A visibility analysis stage in which we determine, for each camera and mov-
ing object, the intervals of time - called visibility intervals - during which that
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moving object will be contained within the camera’s field of regard, and not
be occluded by any other moving object. This analysis is doneon the projec-
tion planes where we analyze the movements of the shadows of the moving
objects. The trajectories of the shadows on the projection pla es are repre-
sented by piecewise linear approximations to the trajectories of the tangent
points of the shadows. Over their piecewise linear segments, the trajectories
of the extremal angles of the shadows with respect to the projected camera
center have a simple analytic representation. We then use asymptotically ef-
ficient algorithms to find crossings of the extremal angles. This allows us to
directly determine the intervals during which an object is occluded by some
other object; the complements of these occlusion intervalsare the visibility
intervals.
(c) A task visibility stage now combines task specific information - resolution,
direction and duration - with the visibility intervals to identify time-varying
camera PTZ settings that would satisfy a given task during some portion of
a visibility interval. This results in so-called Task Visibil ty Intervals (TVI).
Generally, there could be many cameras that could be used to satisfy any given
task.
(d) A TVI compositing stage, which efficiently finds small combinations of TVI’s
that can be simultaneously scheduled on a single camera. We call these inter-
vals Multiple Task Visibility Intervals (MTVI’s), and determining them in-
volves finding non-empty intersections of camera settings over suitably long
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time intervals for subsets of tasks and specific cameras.
(e) A camera scheduling stage.
3. A collection stage in which the cameras are first positioned and then collect the
video segments for the tasks for which they have been scheduled.
Here, the sensing stage is performed using the background subtraction algorithm de-
scribed in [4], and the CONDENSATION tracking algorithm from [5]. Background sub-
traction is performed at every frame to detect foreground blobs (which may be the images
of multiple moving objects), with the assumption that objects are initially sufficiently sep-
arated from each other to be detected individually. The set of objects are then tracked, and
the observed locations are used to compute the likely objectposi ions in the next frame as
the prior for object location in the next frame. The CONDENSATION algorithm allows
us to generally track individual object through short periods f occlusions.
4.3 Motion Model
Determining visibility intervals for any given (object, camera) pair involvespre-
dicting future time intervals during which that object is in the samelin of sight as some
other object, but is further from the camera, causing it to beccluded. The complements
of these intervals, which we refer to asocclusion intervals, are thevisibility intervals. In
addition to depending on the trajectory of the object acquired through visual tracking, the
prediction of occlusion intervals would also depend on the obj ct’s shape and size. The
size of the object combines our estimates of its physical size along with the time-varying
uncertainty of its location, predicted from tracking.
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In the world coordinate system (with axes asX, Y andZ respectively), we ortho-
graphically project the center of a given camera and the silhouette of each object at a
given time, as points and circles respectively, onto theXY , Y Z andXZ planes. The
sizes of the circles are determined by the object’s width andheight, as estimated from its
silhouette. On each plane, a projected circle has two tangent poi ts that define its extent
w.r.t the projected camera center. The motion model is then defi ed as the time-varying
angular extents of the pairs of tangent points belonging to the triplet of circles repre-
senting the object. These projections serve as a simple reprs ntation of an otherwise
complex 4D (XY Z and time) motion model. Figure 4.2 shows a projected circle on the
XY plane, with radiusr, of an objecto w.r.t to the camera centerc. Here,θ is the angular
displacement of the circle center fromc, and the angular displacement of the upper and
lower tangents can be expressed asξupper = θ−α andξlower = θ+α respectively, where
α = arcsin r
d





{θ(t,Π) ± arcsin r(t,Π)
d(t,Π)
}, (4.3)
whered(t,Π) andθ(t,Π) are the distance and the angular displacement, respectively, of
the circle center fromc, andr(t,Π) is the radius of the circle on the planeΠ.
4.4 Prediction Stage
Tracking information from the sensing stage (Step 1, Figure4.1) is used to predict














Figure 4.2: Example of the object’s shadow on theXY plane. Here,α = arcsin r
d
.
ease of computation, we employ a method that constructs straight-line prediction paths.
The positional uncertainty, which allows variation from the straight-line path, is modeled
by growing the radius of the circle linearly over time as it moves along the straight line.
Let the center of a projected circle on one of the planes becobj. Let Shist be the
successive positions ofcobj observed during the tracking interval. Subsets ofShist formed
from consecutive elements are used to predict the directionand speed ofcobj , with adja-
cent subsets sharing common elements. So, for example, the first tokth element would
belong to the first subset, theηth to (k+η)th element to the second and so on, whereη < k
is the number of common elements in consecutive subsets. To determine the direction, a
straight line is fit to the locations ofcobj in each subset, while an estimate of the speed
is derived as the displacement between the first and last element of the subset divided by
the corresponding time lag. Then, we form a new set,Spred, consisting of the predicted
velocities ofcobj as:
Spred = {x0, x1, ..., xn}, (4.4)
where eachxi=0,...,n is a 2-vector of speed and direction, andis the number of subsets
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formed fromShist. Eachxi is assigned a weightwi, with more recent observations being
assigned larger weights, and with all weights normalized sothat
∑n
i=0wi = 1. If we
assume that both speed and direction are independent of eachother, the probability of


















wherej represents the speed and direction component, andσ2j is the corresponding band-
width. The confidence interval,[vmin, vmax], that provides a desired level of confidence,





[vmin, vmax] is used to compute the region in whichobj lies in future time instances. A
Minimum Enclosing Circle (MEC) is constructed to enclose thpredicted region into
which the object is moving, inflated by the size of the circular shadow of the object, using
the linear-time algorithm given in [25] pp. 86-90. It is easyand efficient to determine
the MEC because the predicted region in whichcobj lies at a particular time instance
is delimited by the arcs of two concentric circles, with the four endpoints of the arcs
computed from the minimum and maximum speed in the “minimum”direction, and the
minimum and maximum speed in the “maximum” direction, as given by [vmin, vmax].
This allows the MEC to be determined by just considering these four points. This is
illustrated in Figure 4.3.
The MEC models the positional uncertainty and physical extent of each object.
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Thus, if the object moves approximately along a straight line with approximately constant
speed, then the subsets inSpred will have similar velocities, and the computed[vmin, vmax]
will have a small range, giving rise to a small MEC. This is oppsed to objects moving
along complex trajectories (e.g., in circles, which can occur in scenes with curved path-
ways), in which case the MEC typically increases in size morequickly as the paths given













Figure 4.3: In the next time instance, the region where the predicted positions ofcobj
lie is delimited by the arcs of two concentric circles as shown, ith the four delimiting
corners of the region computed by the minimum and maximum speed, and the minimum
and maximum direction, given byvmin andvmax.
The predicted motion model of an object can thus be visualized as a progression
of a triplet of MEC’s in time. Two particularly useful observations, utilized for the con-
struction of visibility intervals later, can be made about the series of MEC’s. Firstly, each
MEC moves along straight line, and secondly its radius growslinearly with time. Both
properties can be easily verified by construction.
To illustrate the performance of the motion predictor, we consider a video sequence
67
of people walking naturally in a parking lot1. We select an individual walking on a curved
path for tracking, and predicted his motion model on the ground plane as a series of
MEC’s, using observed tracks of 100 frames. The MEC at each frame is then compared
with the actual position of the person, obtained by trackinghim throughout the sequence.
The predictions were sufficiently accurate for the requiredamount of time (≥ 60 frames),
even though the observed individual was moving along a curved path. This is shown in
Figure 4.4.
4.5 Visibility Analysis Stage
The goal of the visibility analysis stage is to construct piecewise analytic represen-
tation of the extremal angles of the time-varying MEC for analysis by an efficient seg-
ment intersection algorithm. Time instances at which the extremal angles of the MEC’s
of different objects coincide delimits occlusion intervals, during which the objects are
occluding one another.
If the trajectories of the tangent points of the MEC were straight lines over time,
t ∈ [t0, t1], then the trajectories,g−c,i and g+c,i, of the lower and upper extremal angles
respectively, with respect to camerac nd objecti, would be:
arctan2((t− t0)y0 + (t1 − t)y1, (t− t0)x0 + (t1 − t)x1), (4.7)
where(x0, y0) and(x1, y1) are the positions of the tangent point at0 andt1 respectively,
and arctan2(y, x) is the four-quadrant inverse tangent function over the range −π to π.
1To maintain privacy, the sequence is sufficiently grainy so that he people are not identifiable
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(a) Path taken by the tracked person
(b) Predicted MEC’s using 100 frames of observed tracks.
Figure 4.4: In (b), red circles represent the MEC’s predictefor the following frames,
while the green circle represents the predicted location inthe current frame. Comparing
these circles with the positions given by the tracker (blue bounding box), the prediction
were sufficiently accurate, as shown in (b), for the requirednumber of frames, even though
the person was walking along a curved path as shown in (a).
69
Such a representation greatly simplifies the computation ofocclusion intervals - when
Equation 4.7 for two objects are equated, they form a simple quadratic function of timet,
which is easily solved for the time instances that delimit periods of crossing between the
two objects.
However, the trajectories of the tangent points are, generally, nonlinear. So, we con-
struct piecewise linear approximations to these trajectories, using Algorithm 2 and then
employ Equation 4.7 to construct the desired angular trajectori s of the pieces. In Algo-
rithm 2, the predicted motion model refers to the time-sampled values ofθ(t,Π), r(t,Π)
andd(t,Π) in Equation 4.3, and are easily derived due to the observations in the previ-
ous section (i.e., that the MEC’s move along straight lines and grow linearly over time).
The time-sampled positions of the corresponding tangent poi ts can then be derived ac-
cordingly, so that for example in Figure 4.2, theX andY coordinates of the upper tangent
point are given as
√
d(t,Π)2 − r(t,Π)2 sin(θ(t,Π)−α) and
√
d(t,Π)2 − r(t,Π)2 cos(θ(t,Π)−
α) respectively.
There could also be more solutions between two objects than the endpoints of valid
occlusion intervals though, as shown in Figure 4.5(a). A soluti n, t∗i,j, between objecti








i,j ± ∆t), g+c,j(t∗i,j ± ∆t)] 6= ∅, (4.8)
where∆t is a small time step.
Special care has to be taken for degenerate cases where the trajecto ies of the ex-
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tremal angles are not continuous. First, if the tangent point passes through the camera
center, the subtending angle is changed by±π. Second, it is possible for the subtending
angle to wrap around between−π andπ, which for example can happen when the tangent
point passes through the negative portion of theX-axis on theXY plane, as illustrated in
Figure 4.5(b). Both degenerate cases can be handled by splitting the curve of Equation 4.7












































Figure 4.5: (a)t∗i,j is a valid intersection point between objecti andj, but not a valid end-
point of an occlusion interval. The interval formed byg+c,i andg
−
c,i at a small time interval




c,j as given in Equation 4.8.
(b) An example of handling wrap around segments on theXY plane.
4.5.1 Determining Occlusion Intervals Efficiently
Occlusion intervals could now be determined using a brute force approach that
considers all pairs of object extremal angle trajectories.Such a brute force approach
incursO(N2) running time, whereN is the number of curve segments. For largeN , we
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Algorithm 2 SplitTangent(t0,t1,Π)
1: {Π is theXY , XZ or Y Z plane, on which the trajectory of the tangent point is split
into straight line(s)}.
2: Let pt0 be the position of the tangent point onΠ at t0, computed from the predicted
motion model.
3: Let pt1 be the position of the tangent point onΠ at t1, computed from the predicted
motion model.




5: Compute from the predicted motion model, the actual midpoint, m′, on Π of the
tangent point at timet0+t1
2
.
6: if the difference betweenm andm′ is smallthen
7: Assume the trajectory of the tangent point is linear from time t0 to t1, and return
this trajectory.
8: else




11: Return the trajectories found in the above two SplitTangent() calls.
12: end if
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propose the following optimal segment intersection algorithm.
The set of curve segments,L, on the extremal angle-t plane that spans the temporal
interval [t0, t1], is sorted according to the values at which they intersect the vertical line
t = t0. The resulting sorted set,Lsorted, is then recursively divided into two sets -Q
containing curve segments that do not intersect each other and L′ containing the rest,
using Algorithm 3. The proof thatQ contains only segments that do not intersect each
other can be verified as follows:
Proposition 1 Letsi=N...1 be the new set of segments added toQ (refer to Algorithm 3) at
each recursion step, sorted in descending order by the values at whichsi intersectst = t0.
If si does not intersectsj, for j > i, then∀ℓ > j, si does not intersectsℓ. Similarly, if si
does not intersectsj, for j < i, then∀ℓ < j, si does not intersectsℓ.
Proof For j > i, if si does not intersectsj , then it must be true that∀t, gc,i(t) < gc,j(t)
(Equation 4.7). Sincesj+1 does not intersectsj (a segment is added toQ only if it does
not intersect the previously added segment), then∀t, gc,j(t) < gc,j+1(t) - i.e.,∀t, gc,i(t) <
gc,j+1(t). It follows easily that,∀ℓ > j, si does not intersectsℓ. The converse can be
similarly proven.
At the end of every step of the recursion, curve segments inQ andL′ are checked for
intersections with each other. An additional set,Q′, contains the index of the intersecting
segment inQwhenever a segment is added toL′. Additionally, the algorithm requires that
all curve segments have common start and end time, which would be violated due to the
splitting caused by degenerate cases (Figure 4.5(b)), and the piecewise approximations
to the tangent point trajectories. So, we break time into sub-intervals bounded by the
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endpoints of the curve segments, to ensure that a curve segment crosses the entire time
interval in which it is processed. The number of sub-intervals is usually small, typically
in the range between 5 to 8.
The complexity of the algorithm isO(N logN + I), whereI is the number of
intersection points - the sorting stage takesO(N logN), populatingQ, L′ andQ′ takes
O(N), and the intersection-finding stage takesO(I). The algorithm is output-sensitive,
since its running time depends on the number of intersections, making it particularly
useful when the number of intersections is small. The guarantee that the intersection-
finding stage in Algorithm 3 is anO(I) operation can be easily verified. The intersection-
finding stage checks for intersections of each element ofL′ with segments beginning from
the index of the corresponding intersecting segment inQ, as given byQ′. The iterations
are performed in both ”directions”, one decrementing and the other incrementing from
the index of the intersecting segment, stopping when the segments do not intersect. The
stopping condition is due to Proposition 1, and thus ensuresthat the total number of
checks conducted isO(I).
We conducted simulations comparing the performance of the brute force segment
intersection algorithm and the optimal segment intersection algorithm. In the simulations,
we use a scene of size 50m×50m, with one camera located in the middle of the left
border. We assume the camera’s field of regard covers the whole scene. A fixed radius
is initialized for the physical extent of each object while the positional uncertainty is
modeled by increasing that radius over the prediction period so that the confidence interval
remains at 90%, using the algorithm in Section 4.4. For realistic simulations, observed









































































































































lookahead 30 s 
N lookahead 5 s 2 
(c) (d)
Figure 4.6: (a)(b)(c) The number of moving MEC’s, at which the optimal segment inter-
section algorithm outperforms the brute force algorithm isshowed for prediction time of
2, 5 and 10 seconds. The breakeven point for a typical prediction time of 2 secs is ap-
proximately40. We show in (d) that the number of intersections between moving points
is much fewer thanN2, making an output-sensitive algorithm much more favorable.
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the optimal segment intersection algorithm and the brute force algorithm is compared in
Figure 4.6(a)-(c) for prediction times of 2, 5 and 10 secondsrespectively. We can see
that for a typical prediction time of 2-5 seconds, the breakeven point is at approximately
40 to 50 MEC’s. Since each object is represented by a triplet of MEC’s(Equation 4.3),
the optimal segment intersection algorithm outperforms the brute force algorithm when
there are approximately15
V
objects,V being the number of cameras, since our visibility
analysis is conducted for each camera. We also show in Figure4.6(d) that the number of
intersection points is much fewer thanO(N2), even when the prediction time was as long
as 30 seconds, showing that using an output-sensitive algorithm is more favorable than a
brute force algorithm.
After determining the occlusions intervals, we construct the visibility intervals as
their set complements. Multiple occlusion intervals resulting from different objects oc-
cluding the same object during different temporal intervals are dealt with by combining
their set complements. The process is performed on theXY , XZ andY Z planes, and
the overlapping regions between the visibility intervals on the respective planes, after dis-
carding those with durations smaller than the required processing time of any task, are the
final visibility intervals.
4.6 Task Visibility Stage
4.6.1 3D Representation
The constructed visibility intervals can now be combined with task specific infor-
mation - resolution, direction and duration - to identify time-varying camera PTZ settings
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Algorithm 3 FindIntersections(t0, t1, Lsorted)
1: {LetLsorted = {sN , ..., s1}}.
2: L′ = ∅.
3: Q = ∅.
4: Q′ = ∅.
5: for i = N, ...,1 do
6: if the segmentsi doesn’t intersect the last segment ofQ then
7: Add si to the end ofQ.
8: else
9: Add si to the end ofL′.
10: Add the index of the intersecting segment inQ toQ′.
11: end if
12: end for
13: if L′ 6= ∅ then
14: {Intersection-finding stage}.
15: {LetL′ = {s′
k
, ..., s′1}, andQ
′ = {indk , ..., ind1}}
16: for j = k, ...,1 do
17: for ℓ = indj , indj − 1, ..., 1 do
18: if s′j intersectssℓ then
19: Compute the intersection and report it.
20: else
21: Break the loop{EnsuresO(I) for finding intersections}.
22: end if
23: end for
24: for ℓ = indj + 1, ..., N do
25: if s′j intersectssℓ then
26: Compute the intersection and report it.
27: else




32: FindIntersections(t0 , t1, L′).
33: end if
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that would satisfy a given task during some portion of a visibility interval, giving us a set
of TVI’s for each camera. For this purpose, we consider a 3D ellipsoidal object represen-
tation that can be written in the form of a quadric expressionas:
XTQX = 0, (4.9)
whereQ is a symmetric4× 4 coefficient matrix for the quadric andX is a point onQ. Q
is determined from the sizes of the MEC’s on the projection planes at each time step, and
the values ofQ over time,Q(t), now makes up the predicted motion model.
4.6.2 Obtaining TVI’s
The predicted 3D motion model of each object can be used to compute feasible sen-
sor settings which camerac can employ to capture the object over time while satisfying
task requirements. Each camera used in our system rotates about n axis passing (ap-
proximately) through the corresponding optical center, and is zoomable so that the focal
length can be adjusted. As a result, the projection matrixP of a camerac can be written
as:
P (R) = K[R|I], (4.10)
where
• R is the rotation matrix in the world coordinate system andI is the identity matrix.























is the camera intrinsic matrix. Here,fc is the focal
length, (mx, my) are the image scalings in thex andy directions,s is the skew
factor and(x0, y0) is the principle point.
Then, the image of the object ellipsoid is a conicζ(t) = [ζ1, ζ2, ζ3] such that:
ζ∗(t) = P (R) ∗Q∗(t) ∗ P T (R), (4.11)
where
• ζ∗(t) = ζ−1(t) is the dual ofζ(t) assuming full rank, and
• Q∗(t) is the adjoint ofQ(t).
Given thatQ(t) represents an ellipsoid,ζ1, ζ2 and ζ3 can be respectively written as
[0, 0, a2]T , [0, b2, 0]T and [0, 0, a2 ∗ b2]T , wherea andb are the image width and height
of ζ(t).
The minimum ofa and b then allows us to determine the range of focal length
(possibly none) for which the resolution requirement of thetask would be satisfied. We
employ the following procedure to determine ranges of feasible camera settings for each
camerac and (task, object) pair(T, o):
1. Iteratet from the start to the end of the visibility interval.
2. Iterate(ψc, φc) from the minimum to maximum pan and tilt settings of the camera.
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3. Determine the projection matrix,P (R) [Equation 4.10], whereR is determined by
ψc andφc.
4. Let fc = f−c , wheref
−
c is the shortest focal length that satisfies the minimum
resolutionβmin required by the task.
5. Perform a field of view test by checking whether the image conic [Equation4.11]
lies outside the image boundaries (either partially or completely). If so, go to step
7.
6. Incrementfc and repeat step 5.
7. If fc 6= f−c , let f+c = fc sincefc now gives the maximum possible resolution while
keeping the object in the field of view.
8. Update the TVI(c, (T, o), [r, d], V alidψ,φ,f (t)) [Equation 4.1].
Two things that are important to note are, first, that the predict motion model is used
to compute the direction the object is moving relative to thecamera pose; so the above
procedure is conducted only for cameras for which the objectis moving in a direction
that satisfies task requirements. For example, if the task isto collect facial images, then
the object must be moving towards the camera. Secondly, for computational efficiency,
we use reasonably large discrete steps int, ψc andφc. An interpolation algorithm is then
used to construct each pair of lines representing the minimum and maximumvalid pan
settings,(ψ−c , ψ
+
c ), on the pan-time plane, the minimum and maximum valid tilt settings,
(φ−c , φ
+




c ) on the focal-time plane, as determined by
the above procedure. These projections serve as a simple representation of an otherwise
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complex 4D volume in PTZ and time. Illustrations are shown inFigure 4.7. In (a) and
(b), 3D surfaces inψc, φc andfc at t = 0 are shown. Both surfaces forf−c andf
+
c are
shown in each plot. (a) is without field of view constraint (Step 5 in the above algorithm)
while (b) includes that constraint.
4.7 TVI Compositing Stage
The TVI’s constructed above satisfy object visibility, task-specific resolution and
field of view constraint for a single task. In other words, a collection of camera settings
for every time step in a TVI has been computed, so that at each time step, the system
can choose a zoom setting from the range of focal length allowed at a particular pan and
tilt. For a given camera, subsets of TVI’s can possibly be combined so that multiple tasks
could be satisfied simultaneously in a single scheduled capture. The resulting intervals
are called Multiple Task Visibility Intervals (MTVI’s). Formally, a set ofn TVI’s, each
represented in the form:
(c, (Ti, oi), [ri, di], V alidψi,φi,fi(t)),








































































































































Figure 4.7: (a) Without field of view test. (b) With field of view test. (c) Temporal
behavior of the relations between the object motion and sensor settings. The tilt value is
kept at zero in this plot. Readers should take care not to missthat there are two surfaces
in these three plots: one for the maximum feasible focal length, and one for the minimum
(somewhat flat surface beneath the maximum focal length surface). (d) The projection
of plot (c) on the pan-time plane. (e) Two tasks shown here canbe satisfied with the
same sensor settings where they intersect. (f) A 2D view of (e). The start and end of the




[ri, di] ≥ pmax,





V alidψi,φi,fi(t) 6= ∅. (4.13)
The combination of TVI’s into MTVI’s is illustrated in Figure 4.7(c). For visualization,
we kept the tilt fixed. The figure illustrates how the allowable range of focal length varies
with the pan setting over time. A corresponding 2D view is shown in (d) in the pan-
time plane. In (e) and (f), the plot for this task is intersected with that of another task.
The resulting volumetric intersection is delimited by a temporal interval, and a region of
common camera settings. Again, we utilize a simple representatio of such volumes to
find these common camera settings. This involves projectingthem onto the 2D planes
(i.e., pan-time, tilt-time and focal length-time), where the intersections can be computed
efficiently.
4.8 Chapter Closure
In this chapter, we have described a multi-camera system that utilizes online motion
and temporal planning to construct (M)TVI’s. These (M)TVI’s are constructed for every
camera and form the basis for scheduling camera-specific time periods to capture moving
objects in the scene. By constructing these (M)TVI’s, the system can ensure (probabilis-
tically, based on the predicted motion model) that targetedobjects in acquired videos
are unobstructed, in the field of view, and meet task-specificresolution requirements, so
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Achieving Scalability for Task Scheduling in a Large CameraNetwork
5.1 Background
Extending chapter 4, we now consider the online scheduling of PTZ cameras to
capture task-specific video segments based on the constructed (M)TVI’s, focusing on
scalability issues in large camera networks. These camera networks typically consist of
a large number of cameras, which can either be active (PTZ cameras) or static, capturing
and transmitting in real-time video streams to processing and/or archival systems, creating
enormous stress on available transmission bandwidth, storage space and computing facil-
ities. By controlling these cameras to acquire video segments that satisfy task-specific
constraints based on (M)TVI’s, we can reduce the bandwidth requi ements and storage
space significantly and increase the efficiency and effectivness with which the collected
video segments can be processed.
However, the time taken for planning and constructing MTVI’s, and scheduling
cameras poses significant scalability challenges for largecamera networks. More pre-
cisely, a brute force approach for the construction of MTVI’s for even a single camera
is computationally expensive, since there are2n different ways to combinen different
TVI’s. In complex scenes,n is potentially very large, so utilizing a brute force approach
is not possible. The problem is exacerbated when the system iconstructing MTVI’s for a
large number of cameras. The solution to this problem consists of utilizing a plane-sweep
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algorithm [25] which allows us to construct MTVI’s in polynomial time. The algorithm
employs the plane-sweep along a timeline to identify time int rvals during which multiple
tasks can be captured with a single camera using a common pan value. This is followed
by a similar procedure to identify common tilt values, building on the results obtained
for pan values. Finally, the results from the tilt angle sweep are used for a plane-sweep
that determines time intervals during which the same set of tasks can be captured with a
common focal length.
Scalability problem also arises for constructing camera schedules based on TVI’s
and MTVI’s. In general, job scheduling problems are NP-hard, nd approximation al-
gorithms have to be employed. We first analyze the approximation factor of a greedy
scheduling algorithm (as a function of the number of cameras), which reveals that its per-
formance deteriorates significantly as the number of cameras increases. We then describe
a branch and bound scheduling algorithm that extends an optimal Dynamic Programming
(DP) [55] single-camera scheduling algorithm; its approximation factor is significantly
better than the greedy approach. Simulations demonstrate the performance advantage of
the DP algorithm.
Finally, we will also describe a prototype real-time activecamera system in this
chapter. A scheduler controls PTZ cameras in real-time to capture video segments based
on automatically constructed TVI’s and MTVI’s. While the prototype system includes
only a small number of cameras due to limited resources, the results illustrate the applica-













Figure 5.1: At a given time step, there is a range of valid focal lengths that can be used for
a TVI at a particular pan and tilt value, giving a cuboid-likevolume as shown. To find the
intersections between different cuboids (for different objects), we subdivide each cuboid
into polygons at equal interval and find the intersections betwe n these polygons instead.
5.2 Constructing MTVI’s
5.2.1 ψ-MTVI’s
The construction of all MTVI’s for a given camera is a computationally expen-
sive operation because one would then have to determine all fasible MTVI’s that satisfy
a given number of tasks. In this section, we introduce an effici nt plane-sweep algo-
rithm. We begin by examining in detail Equation 4.1. At a given t ∈ [r, d], the function
V alidψ,φ,f(t) can be visualized approximately as a cuboid, whereby a rangeof valid focal
length settings corresponds to a particular pair of pan and tilt angles, as illustrated in Fig-







Figure 5.2: What it would look like to project the range of valid pan values over time
for two tasks. Where they intersect, they share common pan values that can be used to
capture both the tasks simultaneously.
in a plot such as the one shown in Figure 5.2. The plot shows theψ-t (pan-time) projec-
tions of two different tasks, and the time instances,t1 andt2, that are the endpoints of the
time interval during which object 1 and 2 can both be successfully captured with the same
pan setting. The initial phase of the algorithm is to determine these time intervals during
which multiple tasks share common pan settings, resulting in what we calledψ-MTVI’s.
The algorithm also uses “slack”,δ defined as:
δ = [t−δ , t
+
δ ] = [r, d− p], (5.1)
wherer, d andp are as given in Equation 4.1 and 4.2. Intuitively, the slack is the temporal
interval within which a task can be started. We further definethe lapse|δ| ast+δ − t−δ .
We can now construct what we call an Ordered Timeline (OT) along which the
sweeping is performed. The setS2 of all feasibleψ-MTVI’s containing two tasks (which
can be constructed simply using anO(n2) approach) is first computed. Ifp1 andp2 are the
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respective processing times (required durations of the vido segments) of the two tasks
in aψ-MTVI in S2, indexed byi, then let its slackδi be [t
−
δi
, t+δi ] = [r, d − max(p1, p2)],
wherer andd are the earliest release time and deadline of theψ-MTVI. We also let the
minimum and maximum valid pan angles encountered during[ , d] to be [ψ−i , ψ
+
i ]. A





}, which is then sorted to get the OT. An
example is shown in Figure 5.3, in which four different pairwiseψ-MTVI’s are used to
construct an OT. Due to the “splitting” effect of the procedure, the utilization of slacks,
instead of[r, d] in Equation 4.1, when forming the OT ensures that any resultingψ-MTVI
after applying our plane-sweep algorithm does not have negativ l pse in its slack - i.e.,
there is no valid time to start tasks in theψ-MTVI. It is also apparent from Figure 5.3 that
the new set of slacks along the OT is made up of the following types. AnSS interval
is formed from the start times of two consecutive slacks, anSE interval from the start
and end times of two consecutive slacks, anES interval from the end and start times of
two consecutive slacks, and finally anEE interval is formed from the end times of two
consecutive slacks.
In addition, at any time step along the OT, it is possible thatone or more previously
encounteredψ-MTVI’s remain “active”. So, for example in Figure 5.3(a), theψ-MTVI
with slack[t−δ1 , t
+
δ1
] remains active until the end of the OT. In the following plane-sweep
algorithm, we will maintain a setSactive of such activeψ-MTVI’s. For ease of illustration,
we will also refer to the twoψ-MTVI’s that made up each interval along the OT asmfirst
andmsecond, respectively, in order of their appearance. The plane-sweep algorithm can
then proceed by advancing across the OT in the following manner:
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1. If anSS slack is encountered, initialize a newψ-MTVI mnew with tasks inmfirst
and slack equals to theSS slack. ψ-MTVI’s in Sactive andmnew are combined if
their [ψ−, ψ+] overlap; otherwise they are added as separateψ-MTVI’s, again with
slack equal to theSS slack.
2. If anSE slack is encountered, (1) add tasks from bothmfirst andmsecond tomnew
and assign to it theSE slack, if their [ψ−, ψ+] overlap, or (2) keepmfirst and
msecond as twoψ-MTVI’s mnew,1 andmnew,2, but assigning to both theSE slack.
ProcessSactive in the same manner as step 1, but on eithermnew (case 1) or both
mnew,1 andmnew,2 (case 2).
3. If anES slack is encountered, addψ-MTVI’s in Sactive, assigning to them theES
slack.
4. If anEE slack is encountered, initializemnew with tasks inmsecond and slack equals
to theEE slack. ProcessSactive in the same manner as step 1 onmnew.
After performing the plane-sweep algorithm for a given camera, ach interval along the
corresponding OT now consists of a set cover (not necessarily a minimum set cover) of
tasks that could be satisfied in that interval using the same pan setting.
Finally, we verify the correctness of the plane-sweep algorithm: that the OT suf-
ficiently delineate the slacks of all feasibleψ-MTVI’s (i.e., that anyψ-MTVI slack is
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Figure 5.3: Forming OT from different pairwiseψ-MTVI’s. There are fourψ-MTVI’s
given in this example with slacks:[t−δ1 , t
+
δ1
], [t−δ2 , t
+
δ2
], [t−δ3 , t
+
δ3




ing OT consists of the slacks:[t−δ1 , t
−
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], [t−δ2 , t
−
δ3
], [t−δ3 , t
+
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−
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], [t−δ4 , t
+
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pairwiseψ-MTVI’s. The corresponding slacks[t−δi , t
+
δi






ψ-MTVI, every pair of tasks in it have overlapping slacks, theendpoints of which are∈
OT. Thus,t−δ = max(t
−
δi




5.2.2 φ-MTVI’s and f -MTVI’s
The constructedψ-MTVI’s provide temporal intervals during which multiple tasks
can be captured with a single camera using the same pan setting, but does not guarantee
that the tasks can be captured with the same tilt setting and focal length. We next con-
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struct what we callφ-MTVI’s and f -MTVI’s, on theφ-t (tilt-time) plane andf -t (focal
length-time) plane respectively, using the same approach for constructingψ-MTVI’s. The
general strategy here is to look for common tilt setting and focal length in the time interval
given by aψ-MTVI, and constructing the MTVI if they exist.
Considering Figure 5.1 again, we subdivide the cuboid at each time instance into
a pre-determined number of polygons, each of which has a range of valid tilt setting and
focal length. So, in the figure, the cuboid was subdivided into four polygons at equal
interval. The projections of these tilt and focal length ranges over time can be “stacked”
onto theφ-t andf -t plane respectively, after which the same plane-sweep algorithm is
applied to obtain a set ofφ-MTVI’s and f -MTVI’s.
Based on the plane-sweep results, we construct a MTVI from a given ψ-MTVI
only if there exists aφ-MTVI, the slack of which overlaps that of theψ-MTVI, and which
contains the same tasks in theψ-MTVI. Finally, if there also exist af -MTVI which has
slack that overlaps that of theψ-MTVI andφ-MTVI at the same time, and which contains
all the tasks of interest, we form the MTVI by assigning to it asl ck equal to the overlap
between the slacks of theψ-MTVI, φ-MTVI and f -MTVI.
The procedure is significantly speeded up by running plane-sweep on the slacks
of all the constructedψ-MTVI, φ-MTVI and f -MTVI. More precisely, we first take the
slacks of the constructedψ-MTVI’s and φ-MTVI’s, and form the OT from the corre-
sponding endpoints. After running plane-sweep along the OT, we obtain a set ofSE
intervals (the slacks of aSE interval overlap as opposed to those ofSS, ES andEE
intervals). However, since we are looking for overlappingψ-MTVI and φ-MTVI, a SE
interval is retained only if it is composed of a pair of slacksbelonging to aψ-MTVI and
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aφ-MTVI (instead of a pair ofψ-MTVI’s or a pair ofφ-MTVI’s). plane-sweep is further
employed to combine the resulting time intervals with thef -MTVI’s in the same manner,
yielding the final MTVI’s if the tasks in the comprisingψ-MTVI, φ-MTVI and f -MTVI
are the same.
Lastly, we point out that the purpose of subdividing the cuboid at a given time step
is to avoid the more complex problem of running plane-sweep over the 3D cuboids over
time. While doing so is an approximation, it does give accurate esults in practice. Ad-
ditionally, the accuracy can be further improved by subdividing the cuboids into a larger
number of polygons. The plane-sweep algorithm has a complexity of O(N logN + N),
whereN is the number of constructed TVI’s;O(N logN) is needed for sorting the OT
whileO(N) is needed for the plane-sweep. The advantage of the plane-swe p approach
over an obvious brute force approach is illustrated in Figure 5.4. Simulations were per-
formed on 100, 200, 400, 600, 800 and 1000 objects, utilizingboth brute force and plane-
sweep algorithm each time. Note that the number of “objects”is equivalent to the sum of
the number of views of objects in all cameras. For each numberof objects, four instances
were run for both algorithms and the mean time taken was record d. Since the brute force
algorithm is exponential if all orders of MTVI’s are considered, the simulations consider
only one iteration of the brute force algorithm whereby two task MTVI’s (constructed
using anO(N2) approach) are compared with each other to construct MTVI’s with more
than two tasks. Even so, the percentage speedup in the mean time taken by the plane-
sweep algorithm over the brute force algorithm, for each number of objects, is significant
as shown in the plot.
93















Figure 5.4: Significant speedup is achieved with the plane-sw ep algorithm over the brute
force algorithm. Only one iteration of the brute force algorithm is performed in these
results, while the plane-sweep algorithm determines all fesible MTVI’s.
5.3 Sensor Scheduling
Given the set of atomic TVI’s and MTVI’s that have been constructed for each cam-
era in the network, the scheduling problem is then to decide:(1) which (M)TVI’s should
be executed, and (2) given the set of (M)TVI’s chosen for execution, what the order of
execution should be, so as to maximize the coverage of tasks.In general, scheduling prob-
lems such as this are NP-hard, making the search for an optimal solution computationally
infeasible. In the following sections, we begin by studyingthe scheduling problem when




We introduce the following theorems that make the single-camer scheduling prob-
lem tractable:
Theorem 3 Let δmax = max(|δi|) and pmin be the smallest processing time among all
(M)TVI’s for some camera. Then, if|δmax| < pmin, any feasible schedule for the camera
is ordered by the slacks’ start times.
Proof Consider that the slackδ1 = [t−δ1 , t
+
δ1
] precedesδ2 = [t
−
δ2











know that ift−δ1 + p1 > t
+
δ2




- i.e., t+δ2 − t
−
δ2
≤ p1. Given that|δmax| < pmin, t+δ2 − t
−
δ2
≤ p1 is true.
Theorem 3 implies that if|δmax| < pmin, we can limit our attention to feasible schedules
that are ordered by the slacks’ start times. This assumptionall ws us to construct a
DirectedAcyclicGraph (DAG), where each (M)TVI is a node with an incoming edgefrom
a common source node and outgoing edge to a common sink node, with the weights of the
outgoing edges initialized to zero. An outgoing edge from one (M)TVI node to another
exists iff the slack’s start time of the first node precedes that of the second (Theorem 3),
which can however be removed if it makes the schedule infeasible. Consider the following
theorem and corollary:




wherei = 1...n represents the order of execution, such thatt+δn − t
−
δ1
≥ (∑i=1...n−1 pi) −
(
∑
i=1...n−1 |δi|), pi being the processing time of theith (M)TVI in the schedule.
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Proof For the schedule to be feasible the following must be true:t−δ1 +p1 ≤ t
+
δ2
, t−δ2 +p2 ≤
t+δ3 , ... ,t
−
δn−1












+ ... + t+δn , which can then be simplified ast
+
δn





i=1...n−1 |δi|). The condition,t−δ1 + p1 ≤ t
+
δ2
, t−δ2 + p2 ≤ t
+
δ3




however only a sufficient condition for a feasible schedule.
Corollary 5 Define a new operator, such that ifδ1(= [t−δ1 , t
+
δ1




t−δ1 + p1 ≤ t
+
δ2
. Consider a schedule of (M)TVI’s with slacksδi...n. The condition:δ1  δ2,
δ2  δ3, ..., δn−1  δn, is necessary for the schedule to be feasible. Conversely, if a
schedule is feasible, thenδ1  δ2, δ2  δ3, ...,δn−1  δn. Proof is omitted since it follows
easily from Theorem 4.
Due to Corollary 5, an edge between two (M)TVI nodes can be remov d if it violates the
 relationship since it can never be part of a feasible schedule.
Using such a DAG, a Dynamic Programming (DP) algorithm can beused to solve
the single-camera scheduling problem. The algorithm assign weights to edges between
nodes in the DAG on the fly during a backtracking stage, illustrated by the follow-
ing example with the aid of Figure 5.5 and Table 5.1. Considerth following set of
(M)TVI’s that have been constructed for a given camera, represented by the tasks (T1...6)
they satisfy and sorted in order of their slacks’ start times:{node1 = {T1, T2}, node2 =
{T2, T3}, node3 = {T3, T4}, node4 = {T5, T6}}, where the set of nodes in the DAG in
Figure 5.5 is given asnodei=1...4. Based on the constructed DAG, we form a table for
running DP as illustrated in Figure 5.1. DP is run by first initial zing paths of length 1












Figure 5.5: Single-camera DAG formed from the set{node1 = {T1, T2}, node2 =
{T2, T3}, node3 = {T3, T4}, node4 = {T5, T6}}. The weights between (M)TVI nodes
are determined on the fly during DP. Assume that, in this example, the relationship is
satisfied for the edges between the (M)TVI nodes.
quent path length, the next nodenodenext chosen for a given nodenodecurr in the current
iteration is:
nodenext = arg maxn∈Scurr2next |Sn
⋃
Tasks(nodecurr)|, (5.2)
whereScurr2next is the set of nodes that have valid paths starting from them inthe previous
iteration and for whichnodecurr has an outgoing edge to.Sn is defined as the set of tasks
covered by the path (in the previous iteration) starting from n, andTasks() gives the
set of tasks covered by the (M)TVI associated withnodecurr. So, for example, from
node1, paths of length 2 exist by moving on to either one ofn de2...4, with the move to
node2, node3 andnode4 covering{T1, T2, T3} (merits=3),{T1, T2, T3, T4} (merits=4) and












Figure 5.6: Multi-camera DAG formed from the set{node1 = {T1, T2, T3}, node2 =
{T3, T4}} for the first camera, and the set{node3 = {T1, T2, T3}} for the second camera.
Distance Nodes
from sink Source node1 node2 node3 node4
1 X merit=0 merit=0 merit=0 merit=0
2 merit=2 merit=4 merit=4 merit=4 X
→ node1 → node3 → node4 → node4
{T1, T2} {T1, T2, T3, T4} {T2, T3, T5, T6} {T3, T4, T5, T6}
3 merit=4 merit=6 merit=5 X X
→ node1 → node3 → node3
{T1, T2, T3, T4} {T1, T2, T3, T4, T5, T6} {T2, T3, T4, T5, T6}
4 merit=6 merit=6 X X X
→ node1 → node2
{T1, T2, T3, T4, T5, T6} {T1, T2, T3, T4, T5, T6}
Table 5.1: Dynamic programming table for DAG in Figure 5.5. An “X” indicates that no
path of the specific length starts at that node.
node3. Iterations are terminated when there is only one path left that starts at the source
node or a path starting at the source node covers all the tasks. In our example, the optimal
path becomesnode1 → node3 → node4, terminated at paths of length 4 from the sink
when all the tasks are covered.
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5.3.2 Multi-camera Scheduling
While single-camera scheduling using DP is optimal and has polynomial running
time, the multi-camera scheduling problem is unfortunately NP-hard. Consequently, com-
putationally feasible solutions can only be obtained with approximation algorithms. We
consider both a simple greedy algorithm and a branch and bound-like algorithm.
Greedy Algorithm
The greedy algorithm iteratively picks the (M)TVI that covers the maximum num-
ber of uncovered tasks, subject to schedule feasibility as given by Theorem 4. Under such
a greedy scheme, the following is true:
Theorem 6 Givenk cameras, the approximation factor for multi-camera scheduling us-
ing the greedy algorithm is2 + kλµ, where the definitions ofλ andµ are given in the
proof.
Proof Let G =
⋃
i=1...kGi, whereGi is the set of (M)TVI’s scheduled on camerai
by the greedy algorithm, and letOPT =
⋃
i=1...kOPTi, whereOPTi is the set of
(M)TVI’s assigned to camerai in the optimal schedule. We further define (1)H1 =
⋃
i=1...kH1,i, whereH1,i is the set of (M)TVI’s for camerai, that have been chosen
by the optimal schedule but not the greedy algorithm and eachof t ese (M)TVI’s con-
tains tasks that are not covered by the greedy algorithm in any of the cameras, (2)H2 =
⋃
i=1...kH=2,i, whereH2,i is the set of (M)TVI’s for camerai, that have been chosen by
the optimal schedule but not the greedy algorithm and each oft ese (M)TVI’s contains








OG. Then, forhj=1...ni ∈ H1,i whereni is the number
of (M)TVI’s in H1,i, ∃gj=1...ni ∈ Gi such thathj andgj cannot be scheduled together
based on the requirement given in Theorem 4, elsehj should have been included byG.
If Tasks(hj)
⋂
Tasks(gj) = ∅, thenhj contains only tasks that are not covered byG.
In this case,|hj | ≤ |gj|, elseG would have chosenhj instead ofgi. Note that the car-
dinality is defined as the number of unique tasks covered. In the same manner, even if
Tasks(hj)
⋂











andλi = max(βj ∗ni). This gives|H1,i| ≤ β1|Gi|+ ...+βni|Gi| ≤ λi|Gi|. Sim-
ilarly, we know|H1| ≤ λ1|G1|+ ...+λk|Gk| ≤ λ(|G1|+ ...+ |Gk|), whereλ = max(λi).
Introducing a new term,γi =
|Gi|
|G|
and lettingµ = max(γi), we get|H1| ≤ kλµ|G|. Since
|H2| ≤ |G| and|OG| ≤ |G|, |OPT | ≤ (2 + kλµ)|G|.
Branch and Bound Algorithm
The branch and bound approach runs DP in a similar manner as single-camera
scheduling but on a DAG that consists of multiple source-sink pairs (one pair per camera),
with the node of one camera’s sink node linked to another camer ’s source node. An







whereSlink is the set of cameras for which paths starting from the corresponding sink
nodes tos exist in the DAG, andSc is the set of all tasks that are covered by some
(M)TVI’s belonging to camerac. Intuitively, such an approach aims to overcome the
“shortsightedness” of the greedy algorithm by “looking forwa d” in addition to back-
tracking and using the tasks that can be covered by other cameras to influence the (M)TVI
nodes chosen for a particular camera. Admittedly, better performance is possibly achiev-
able if “better” upper bounding sets are used, as opposed to blindly using all the tasks that
other cameras can cover without taking scheduling feasibility into consideration.
The algorithm can be illustrated with the example shown in Figure 5.6, which shows
two cameras,c1 andc2, and the following sets of (M)TVI’s that have been constructed
for them, again ordered by the slacks’ start times and shown here by the tasks (T1...4)
they satisfy. Forc1, the set is{node1 = {T1, T2, T3}, node2 = {T3, T4}} and for c2,
{node3 = {T1, T2, T3}}. The DAG that is constructed has two source-sink pairs, one fr
each camera -(Source1, Sink1) belongs toc1 and(Source2, Sink2) to c2. The camera
sinks are connected to a final sink node as shown, with the weights of the edges initial-
ized to zero. Weights between nodes in the constructed DAG are similarly determined
on the fly like in the single-camera scheduling. Directed edges fromSink2 to Source1
connectsc1 to c2. As illustrated in Table 5.2(a), the DP algorithm is run in almost the
same manner as single-camera scheduling, except that at paths of length 3 from the final
sink node, the link fromSource1 to node2, is chosen because the upper bounding set
indicates that choosing the link potentially covers a larger number of tasks (i.e., the upper
bounding set ofSource1, {T1, T2, T3} combines with the tasks covered bynode2 to form
{T1, T2, T3, T4}). This turns out to be a better choice as compared to the results shown in
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Figure 5.7: (a)λ andµ here are as defined in Theorem 6. The approximation factor forthe
greedy algorithm using 10, 50 and 100 cameras are shown respectively from left to right.
Due to the sensitivity of the approximation factor to the number of cameras, the approxi-
mation factor can quickly become prohibitive when the tasksare unevenly distributed. (b)
The same plots for the branch and bound algorithm show that the approximation factor
depends only on the distribution parameters, and is unaffected by the number of cameras,
a desired behavior in a large camera network.u andµ here are as defined in Theorem 7.
The branch and bound algorithm can be viewed as applying the single-camera DP
algorithm, camera by camera in the order given in the corresponding DAG, with the
schedule of one camera depending on its upper bounding set. This allows us to derive
a potentially better approximation factor than the greedy algorithm as follow:
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Distance Nodes
from sink Source1 Source2 node1 node2 node3 Sink1 Sink2
1 X X X X X → Sink → Sink
2 X X → Sink1 → Sink1 → Sink2 X X
{T1, T2, T3} {T3, T4} {T1, T2, T3}
3 → node2 → node3 X X X X X
{T3, T4} {T1, T2, T3}
4 X X X X X X → Source1
{T3, T4}
5 X X X X → Sink2 X X
{T1, T2, T3, T4}
6 X → node3 X X X X X
{T1, T2, T3, T4}
(a)
Distance Nodes
from sink Source1 Source2 node1 node2 node3 Sink1 Sink2
1 X X X X X → Sink → Sink
2 X X → Sink1 → Sink1 → Sink2 X X
{T1, T2, T3} {T3, T4} {T1, T2, T3}
3 → node1 → node3 X X X X X
{T1, T2, T3} {T1, T2, T3}
4 X X X X X X → Source1
{T1, T2, T3}
5 X X X X → Sink2 X X
{T1, T2, T3}
6 X → node3 X X X X X
{T1, T2, T3}
(b)
Table 5.2: Dynamic programming table for the DAG in Figure 5.6. Using the upper
bounding set (shown in (a)) yields a solution that is optimalas opposed to (b). In (a),
at distance of length 3 from the sink, the link chosen forS urce1 is tonode2 instead of
node1 since the union of the upper bounding set forSource1 ({T1, T2, T3} as given by
Equation 5.3) withnode2 potentially has a larger task coverage.
103















) andu = max(ui), whereui is the ratio of the cardinality of the upper
bounding set of camerai to |G∗i |.
Proof Let α be the approximation factor of the branch and bound algorithm. Then,
assuming that schedules forG∗1, ..., G
∗
i−1 have been determined,|G∗i | ≥ 1α(|OPT | −
∑i−1
j=1 |G∗j |). Adding
∑i−1














A proof by induction shows, after some manipulation:
αk




|G∗j | ≥ |OPT |.
Let H =
⋃
i=1...kHi, Hi being the set of (M)TVI’s chosen by the optimal schedule on
camerai but not the branch and bound algorithm. The condition|Hi| ≤ |G∗i | + ui|G∗i | is
true; otherwise,Hi would have been added toG∗ instead. Consequently,|H| ≤ (|G∗1| +
...+ |G∗k|)+(u1|G∗1|+ ...+uk|G∗k|) ≤ kµ|G∗|+kuµ|G∗| ≤ kµ(1+u)|G∗|. SinceOPT =
OG
⋃
H (Theorem 6), we get|OPT | ≤ 1 + kµ(1 + u)|G∗|. Thus,α = 1 + kµ(1 + u).
By expressing the approximation factors of the greedy and branch and bound algo-
rithm as a function of the number of cameras, we see that the branch and bound algorithm
theoreticallyoutperforms the greedy algorithm substantially in terms oftask coverage.
This is illustrated in Figure 5.7, whereby the approximation factors of the greedy and
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branch and bound algorithm are plotted as the “distribution” parameters vary when dif-
ferent number of cameras are used. These distribution parameters refer toλ andµ in
Theorem 6, andµ andu in Theorem 7. They represent how well the tasks are distributed
among the cameras and (M)TVI’s. The plots show that the greedy algorithm is highly
sensitive to the number of cameras, with the approximation factor becoming prohibitively
high when the tasks are unevenly distributed. On the other hand, the performance of
the branch and bound algorithm depends only on the distribution parameters and is not
affected by the number of cameras.
Both the single-camera and branch and bound multi-camera algorithm have a com-
putational complexity ofO(N3), N being the average number of (M)TVI’s constructed
for a given camera and used in the resulting DAG. The number ofiterations (i.e., number
of rows in our DP tables), depends on the number of cameras multiplied by N . This,
together with a asymptotic cost ofO(N2) checking possible backtracking paths at each
iteration give a complexityO(N3). Clearly, this means that one advantage of employing
the greedy multi-camera algorithm is its faster computational speed ofO(N2) (we search
through all the “unused” MTVI’s at each iteration to find the one with the most uncovered
tasks).
5.4 Implementation and Results
Theorems 6 and 7 characterize the sensitivity performance of both the branch and
bound and greedy algorithm. More precisely, given a large number of cameras, large
values of the task distribution parameters result in prohibitive approximation factor for
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the greedy algorithm (Theorem 6, Figure 5.7(a)). In contrast, the branch and bound algo-
rithm’s approximation factor is independent of the number of cameras, but is still sensitive
to the task distribution parameters.
For practical purposes, it would however be interesting to investigate the perfor-
mance of the greedy algorithm relative to the DP algorithm under “normal” circumstances
where we would expect “reasonable” task distribution. For this purpose, we conduct sim-
ulations using a scene of size200m × 200m, and generate moving objects in the scene
by randomly assigning to them different starting positionsin the scene, sizes and veloc-
ities. Cameras are also simulated with calibration data from eal cameras. The objects
are assumed to be moving in straight lines at constant speeds, an the (M)TVI’s for each
camera are then constructed and utilized by the scheduler. We conducted simulations for
20, 40, 60, and 80 cameras and 100, 120, 140, 160, 180, and 200 objects, and plot the
percentage of the total number of tasks that were captured byboth the greedy and DP
algorithm. For each object, the task is to capture video segments in which the full-body
(given by the assigned sizes) of the object is visible. Sincethere is only one task for each
object, the total number of tasks equals the number of objects. The results are shown
in Figure 5.8. The DP algorithm schedules more tasks than thegre dy algorithm by a
minimum of 13.55 percent and a maximum of 33.78 percent.
Finally, we test our algorithms in a small-scalereal-time image analysis system.
Due to limited resources, building a system with large number of cameras was not pos-
sible. We developed a prototype multi-camera system consisti g of four PTZ cameras
synchronized by a Matrox four-channel card. The purpose of the scaled-down system is

























Branch and Bound 
Greedy 
Figure 5.8: The DP algorithm covers more tasks than the greedy algorithm by a significant
margin consistently, even under normal circumstances.
or greedy algorithm for scheduling cameras and low-level vision algorithms required in
any such system such as camera calibration [34], backgroundsubtraction [4], tracking and
occlusion handling (we utilized the CONDENSATION tracker dscribed in [5], which is
effective for tracking objects through short periods of occlusions).
For running the experiments, one camera is kept static, so that it can be used for
background subtraction and tracking in the sensing stage. From the detection and track-
ing, the system recovers an approximate 3D size estimate of each detected object from
ground plane and camera calibration. This is followed by theplanning stage, during
which the observed tracks allow the system to predict the future locations of the objects,
and to use them for constructing (M)TVI’s via plane-sweep, which are then scheduled for
capture. The predicted position of each detected object on the ground plane is mapped to
the PTZ cameras using an approach described in [56], after which t e 3D size estimate of
the object is used to construct a rough 3D model of the object for the corresponding PTZ
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(a) Sample frames used for constructing the motion model of each object are shown here. De-
tected objects are tracked in a CONDENSATION framework, andthe observed tracks are shown
in (b).The tracks are constructed over 20 frames and are usedsubsequently for building the pre-
dicted motion models.
Person 1 (black bounding box)
Door
Static camera used for




Person 4 (yellow bounding box)Person 2 (red bounding box)
Person3 (white bounding box)
(b) The observed tracks.
Figure 5.9: System illustration.
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(a) Camera 1 captures person 3.
(b) Camera 2 captures person 2.
(c) Camera 3 captures person 1.
(d) Since there are lesser active cameras than people, camera 3 captures person 4 after it is done
capturing person 1.
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Figure 5.10: Based on the predicted motion models constructed from the observed tracks
given in Figure 5.9, we show here sample frames of the captured vid o clips (sequentially
from left to right) in (a), (b), (c) and (d). There are three active cameras available.
camera. Such a 3D model is utilized to determine valid rangesof PTZ settings during the
construction of TVI’s.
The experiments reveal that the greedy algorithm performs faster than the DP al-
gorithm, not surprising given the asymptotic complexity ofthe DP and greedy algorithm.
This makes the greedy algorithm more suitable for our small re -time system. Moreover,
preliminary experimentation also reveals that the latencis of step 2 and 3 in Figure 4.1
have to be dealt with properly. Specifically, time is “wasted” as the system plans (step 2)
and the cameras assigned for capture are re-positioned in real-time (step 3) based on the
PTZ settings associated with the corresponding (M)TVI’s. The system deals with these
latencies by adding the time required for planning and camermovement to the required
processing time of the task. The latencies are, in fact, dominated by the time it takes the
camera motors to stabilize after moving, so is largely independent of the angles through
which the cameras are turned.
The first set of results are shown in Figure 5.9 and 5.10, and they illustrate the
system timeline. Here, there is only one task, which involves capturing unobstructed full-
body video segments of all the objects at some minimal resolution. Figure 5.9 illustrates
how the system constructs motion models of the detected objects. Tracks of the objects
observed over 20 frames (of which four frames are shown in Figure 5.9(a)) are shown in a
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(a) The motion models of two people in the scene were used to determine when they are front-
facing to the assigned camera (two active cameras are used her ), for face capture. This is
illustrated in (b) and (c), where each person is front-facing to only one of the movable cameras,
which was then assigned to the task accordingly. Here, the right image shows the scheduler
annotating the bounding boxes with the ID of the assigned camer . The TVI of person 0 in this
example is delimited by the predicted crossing with person 1.
(b) Frames showing camera 0 capturing person 1’s face.
(c) Frames showing camera 2 capturing person 0’s face.
Figure 5.11: Face capture.
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(a) The robots are tracked (left and middle image) and assigned cameras by the scheduler (anno-
tated in the right image).
(b) Camera 0 captures robot 3 based on its TVI.
(c) Due to the lower resolution than Figure 5.13, a three taskMTVI is sufficient for capturing
robot 0, 1 and 2 simultaneously.
Figure 5.12: Robot sequence.
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plan view in Figure 5.9(b). These tracks are used to construct the predicted motion mod-
els, which are then utilized in constructing the (M)TVI’s. These (M)TVI’s are assigned
to the three active cameras for capture based on the greedy scheduling algorithm. In the
example shown in Figure 5.10, (a), (b), (c) and (d) show sample frames of the captured
videos. Referring to Figure 5.9(b), person 3 was captured with camera 1 in Figure 5.10(a),
person 2 was captured with camera 2 in Figure 5.10(b), and person 1 was captured with
camera 3 in Figure 5.10(c). The remaining person 4 was captured with camera 3, but at
a different time period after camera 3 was freed up. Additionally, although the system
was set to capture 60 frames of unobstructed video of each object, the processing time
was specified as 80 frames so that a time period of 20 frames each is provided for camera
re-positioning.
Figure 5.11 then demonstrates the use of (M)TVI’s for collecting facial images.
Two PTZ cameras are controlled by a static detection camera to c pture video sequences
of two moving persons so that their faces are visible. The predict d motion models are
used to determine when people are unobstructed and moving towards a camera.
Figure 5.12 and Figure 5.13 illustrates the effect of changing resolution requirement
on the construction of MTVI’s. Four remote-controllable 12x 4 inches robots moved
through the scene. Figure 5.12 has a lower resolution requirment than Figure 5.13. The
robots were controlled to move in approximately the same traj ctories in both figures.
While only two active cameras are needed to capture the four robots in Figure 5.12, three
were needed in Figure 5.13 as we increase the resolution requirement.
Finally, Figure 5.14 illustrates the effectiveness of the tracker to track through oc-
clusions, allowing the prediction to be sufficiently accurate for acquiring unobstructed
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(a) Tracking and scheduling.
(b) Camera 0 captures robot 3.
(c) Camera 1 captures robot 0. With the higher resolution requi ment, robot 0 now needs to be
captured alone, instead of simultaneously with robot 1 and 2.
(d) Camera 2 captures robot 1 and 2 with a two task MTVI.
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Figure 5.13: The resolution requirement was increased relativ to Figure 5.12, and three
cameras are now needed.
and well-magnified video segments of the people.
5.5 Chapter Closure
This chapter considers scalability issues in large scale camer networks for sur-
veillance. Extending the idea of (M)TVI’s introduced in Chapter 4, we first considered
efficiently constructing MTVI’s. We described a plane-sweep approach which achieves
significant speedup over the obvious brute force algorithm.The second issue addressed
was the approximation factors of a greedy and a branch and bound scheduling algorithm.
We showed that the number of tasks covered by the branch and bound algorithm is in-
dependent of the number of cameras, and that uneven task distribution can cause the
number of tasks covered by the greedy algorithm to deteriorate as the number of cam-
eras increases. Simulations of large camera networks showed that the branch and bound
algorithm consistently schedules significantly more tasksthan the greedy algorithm. A
scaled-down real-time, four camera prototype that uses thegre dy algorithm (which is
more suitable for small real-time camera networks due to itslower complexity) was de-
scribed. Several examples were shown in which MTVI’s were constructed in real-time
using plane-sweep, based on results of detection, trackingand visibility prediction.
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(a) Tracking through occlusions.
(b) Capturing person 1 with camera 0.
(c) Capturing person 2 with camera 2.
(d) Capturing person 0 with camera 2 after person 2.
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Figure 5.14: The three persons first appeared sufficiently separated to be detected indi-
vidually (left image, (a)). Given only two active cameras, person 0 and 2 was scheduled
first. Because the system was able to track through occlusions, shown in (a), so that the
image of person 0 was prevented from merging with those of person 1 and 2 as they were
captured, the predicted motion model of person 0 was accurate enough for camera 2 to
capture unobstructed and well-magnified frames of person 0 after it finished capturing
person 2, shown in (d).
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Chapter 6
Left-package Detection Under Severe Occlusions
6.1 Background
This chapter describes the design and implementation of a left-package detection
sub-system that works under severe occlusions. The detection system has minimal re-
liance on thresholding, which is a pitfall of many vision systems. Detecting abandoned
packages under severe occlusion introduces several challenging problems, including mod-
eling the background under very severe occlusions, and identifying static objects.
Given a single camera, a classical image analysis processing approach would be to
perform change detection, followed by a threshold-based appro ch to detect static objects,
before classifying them as possible packages based on appear nc (shape and color).
Several researchers have thus focused on first building a background model, with the
assumption that frames containing only background pixels are available (e.g., [57, 58])
for training. We eliminate this restriction by modeling thebackground incrementally
based on a novel discriminative measure. The intuition is simple; given frames containing
moving foreground objects, the only pixels that should be incorporated in the background
are those in static regions. Several researchers have proposed similar approaches, such
as [59] where the dominant mode at a pixel is used as the background, or [60] which
assumed that background pixels are seen more frequently than foreground pixels during
training - an assumption that is invalid under sufficiently severe occlusions.
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We measure motion by simply differencing successive frames. We model the pdf
of frame differences as a zero-mean Gaussian distribution.However, an approach that
builds a background model by including pixel measurements when motion is “small”
suffers from missed detections caused by homogeneous moving bjects - a problem com-
monly known as the foreground aperture problem - unless moreelaborate image process-
ing scheme such as the ones described in [61, 62] are employed. We take advantage of the
observations that each homogeneous moving region occludesthe true background pixel
for a short period of time, and different regions are likely to have different colors. So, a
true background pixel is more likely to exhibit higher frequncy than these “homogeneous
pixels” over a sufficiently long period of time.
We still face problems caused by homogeneous moving regionswhen homogeneous
pixels occlude an “abandoned pixel”, since they are likely to be classified (wrongly) as
abandoned, being foreground and mistaken as static. We describe a Markov Random
Field (MRF) formulation for identifying abandoned pixels tha considers the influence
of a pixel’s neighborhood, with the optimal configuration deriv d as the one with the
Maximum A Posteriori (MAP) probability. Abandoned pixels are then clustered, and
these clusters are finally filtered based on color, shape, sizand position.
6.2 Motion Modeling
We want to estimate a noise model at each pixel for backgroundmo eling, from
image sequences that can include significant foreground motion. An example of a frame

















Figure 6.1: The difference values of an unobstructed staticpixel between successive
frames over 550 frames is measured against the frequencies.It shows a zero-mean, uni-
modal Gaussian distribution.
ference values of a static pixel over 550 frames are measured. We assumed that the
distribution is, ideally, a zero-mean Gaussian and estimate its variance as follows. We
first retrieve the frequency,f0, of the mode with center closest to zero, along with that
of the immediate left,fℓ, and right neighboring mode,fr. Then the relative frequencies












. We show such a plot and the estimated pdf in Figure 6.2(a) and
(b) respectively; multiple modes caused by foreground motion can be clearly seen.
6.3 Background Modeling
The foreground aperture problem, together with severe occlusions that allow only
limited glimpses of the true background, make modeling the background challenging.
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Figure 6.2: (a) Under severe occlusions, we can see many modes besides the one centered
at zero, with the former indicating presence of motion and the latter indicating static or
homogeneous pixels. (b) The system finds the mode with centerclosest to zero, delimiting
it by the left and right neighboring mode, and computing the variance of the pdf over the
same range of data. (c) In this plot, the difference values arcomputed as the difference
between the current pixel value and the true background pixel value, at the same pixel
location as (a). (d) The pdf associated with (c), estimated in the same manner as (b), is
very similar to (b). All the plots are measured over 550 frames.
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We describe a discriminative measure to identify background pixels, that is based on the
joint probability of observing a pixel value when no motion is detected. To build the
background model, we first obtain the history of pixel valuesand difference values from
time t − ∆t to t − 1, given as{Ct−∆t, ..., Ct−1} and{Dt−∆t, ..., Dt−1} respectively, and






P (|Cτ − i|) ∗ P (Dτ ), (6.1)
whereP (Cτ − i) measures the probability that intensityis the true intensity whenCτ
is observed, andP (Dτ ) is the probability of observing no motion.P (|Cτ − i|) behaves
similarly toP (Dτ ), so that both can be estimated using the pdf for frame differences at
that pixel. This is illustrated in Figure 6.2(c) and (d).
fi is effective for identifying background pixels, even unders vere occlusions and
the presence of homogeneous moving regions. Intuitively, such a frequency measure for
homogeneous moving pixels will be low, since they are only detect d as static for a short
period of time and different homogeneous moving regions usually have different colors,
whereas the same frequency measure when used for a background pixel is expected to be
high since its frequency increases whenever it is visible. This is illustrated in Figure 6.3.
The frequency of a pixel on a specular surface, under severe occlusions, was recorded
over 100, 200 and 300 frames in (a), (b) and (c) respectively.Each time the modes
were correctly identified (manually verified). The choice ofa specular pixel allows us to
illustrate the effectiveness of the frequency measure, because the pixel values fluctuate
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Figure 6.3: The modes of a background pixel, identified usingthe frequency measure in
Equation 6.1, over 100, 200 and 300 frames in (a), (b) and (c) respectively. The modes are
correctly identified each time. The background pixel belongs to a specular floor surface
and the two main peaks are caused by moving objects casting reflections on the surface.
significantly between the two main peaks in the plots, as moving objects cast reflections
on the surface.
The density of the resulting background model is estimated with Gaussian kernel




















whereσ is the chosen bandwidth. Several methods currently exist for automatic selection
of the bandwidth, notably plug-in and cross-validation methods (e.g., [63, 64]), but the
simple method suggested in [3] works reasonably well and is used in our system.
6.4 Abandoned Package Detection
6.4.1 Pixel-level Detection
The frequency measure in Equation 6.1 allows the backgroundmodel to be initial-
ized as soon as enough “glimpses” of the background pixel areavailable. Once such a
model is constructed, foreground pixels belonging to abandone packages that occlude
the background pixel could be detected as pixels that are static, but yet are classified as
foreground by the background model. However, under severe occlusions, this will not
deal effectively with the foreground aperture problem. Instead, we propose the following
approach.
For each pixel, we consider the histogram of the set of pixel values,Ci, seen during






P (|Cτ − Ci|) ∗ P (Dτ) ∗ P (C̄i), (6.3)
which sums, over the observationsCτ , the joint probability thatCi is observed, and that
it is the value of a static and foreground pixel.P (C̄i) is the probability of seeingCi as a
foreground pixel and equals1 − P (Ci) ( Equation 6.2). We show such a distribution in
Figure 6.4, collected over 400 frames of a severely occludedsc ne. A package was aban-
124













Figure 6.4: The plot of the distribution of a pixel over 400 frames is shown here. The pixel
belongs to a package that was abandoned midway through the sequ nce. The frequency
is measured according to Equation 6.3, revealing the main peak s en here.
doned midway, and the distribution at a pixel location occupied by the package is shown
here before and after the package was left. It shows that the syst m was able to identify the
abandoned pixel corresponding to the highest peak in the plot, using the frequency mea-
sure in Equation 6.3. As a result, the system can now obtain such a distribution for every
pixel, look for the dominant mode (highest peak), obtain itssample probability,P (µ) (in
Figure 6.4, its≈ 0.21), and compute the corresponding sample variance asσ2 = 1
2πP (µ)2
,
assuming the underlying distribution is normal. This sample variance is related to the
likelihood that the pixel is an abandoned pixel and is used inthe following section for





After obtaining the abandoned variances, further processing is performed at the
region-level to group the abandoned pixels into clusters. We use a MAP-MRF (Maximum
A Posteriori-Markov Random Field) labeling technique [65,6 67], which models the
relationship of a pixel to its neighbors in determining if itis an abandoned pixel.
Let f = {f1, ..., fm}, wherem is the number of pixels in the image. Eachfi is
assigned label 1 or 0 to indicate whether the corresponding pixel is an abandoned pixel
or not; f is assumed to be Markovian so that the label of a pixel interacs only with
the neighboring labels. The goal is to obtain the configuration, fmax, with the Maxi-
mum A Posteriori probability. Due to the Hammersley-Clifford theorem [68, 69] which
establishes the equivalence between the properties of MRF and Gibbs distribution, the








whereT is called the temperature and is usually assumed to be 1.Z is called the partition





U(f), whereF is the set containing all
possible configurations. For the purpose of performing MAP,Z is fortunately inconse-
quential, sinceP (f) ∝ e− 1T U(f). We computeU(f), consisting of only pair-site cliques,










(fi − fi′)2, (6.5)
whereNi is the 8-neighborhood system ofi.
We now consider the set of abandoned variances,d = {σ21, ..., σ2m} previously de-
termined, with a smaller variance indicating a higher likelihood of being abandoned. A
weighting scheme,Wσ, is used for modeling the variance that comprises two separate
















θ0 fi = 0.
(6.6)
These exponential functions are designed to satisfy several conditions. Firstly, for label
1, the function should be monotonically decreasing as the variance increases, and the op-
posite should be true for that of label 0. Secondly, we want tobe able to perform MAP
without computingZ, for performance reasons, and this is achieved by using exponential
functions. Lastly, the probability given by one function ata particular value of variance
should complement as much as possible that of the other function, i.e., if ρ is the proba-
bility of being label 0, then the probability of being label 1should be as close as possible
to 1 − ρ. We achieve this (approximately) by settingθ0 = 4 andθ1 = 12. A plot of both
functions with theseθ-values is shown in Figure 6.5.


























Figure 6.5:θ0 andθ1 are set to 4 and 12 respectively. The functions complement each
other approximately as shown.
Since the posterior probability is:
P (f |d) ∝ e−U(f |d), (6.8)
taking thelog of P (f |d) ∝ P (d|f)P (f) gives:
U(f |d) = U(d|f) + U(f), (6.9)
















Unfortunately, optimizing this cost function is an exponential problem, since there would
be 2m different combinations of . Our problem is, however, simpler. Since seeing
an abandoned package is expected to be a rare event, it is unlikely that there would be
many true abandoned pixels at any given time. We thus reduce the problem space by
dividing the pixels into small blocks. Optimization beginsthe upper-right block of the
image, after which optimizations of subsequent blocks are conditioned on the state of the
blocks that have been optimized, i.e., the labels of pixels lying in previously optimized
blocks and which are neighbors of pixels in the block being optimized are fixed. Such
an optimization procedure is known as the Iterated Conditional Modes (ICM) approach
[70]. While the ICM approach will generally only converge toa local maxima, it performs
reasonably well for our problem.
With the pixels labeled, we cluster pixels that have been positively labeled; pixels
lying within a 8-neighborhood system of each other are assigned to the same cluster.
Region-level Semantics
Candidate abandoned packages that have been identified are also verified at the
region-level. Doing so helps to distinguish between true abandoned packages from other
static objects, such as a person standing still. We use an appro ch based on the observation
that abandoned package remains absolutely stationary (as compared to, say, a person
standing in place). Then, it can be expected that the shape and color of a true abandoned
package would remain relatively constant over time.
Consider a candidate abandoned package initially detectedat time t with size,
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shape, position and grayscale histogram given asςt, δt, ρt andCt respectively. Because
we expect the abandoned package to be stationary, we look forit at ρt in subsequent
frames. Within the same image region, given byςt at ρt, in a subsequent frame, we per-
form further evaluation based on shape and grayscale histogram. The Hausdorff distance
[71, 58] is employed to compare the shapes between consecutiv frames. Edges are first
detected in the initial and subsequent frame within the boundaries given byςt, yielding
two sets,At andBt respectively, of points lying on detected edges. The Hausdorff is-
tance,H(At, Bt), is given as:
H(At, Bt) = max(h(At, Bt), h(Bt, At)), (6.12)
where




P (Db) ∗ |a− b|. (6.13)
The Hausdorff distance,H(At, Bt), measures the distance of the point ofAt that is far-
thest from any point ofBt, and is particularly useful for comparing shapes when thereis
no scaling changes. By adding the term,P (Db), that represents the probability of observ-
ing no motion atb, we also impose the requirement that the pixels used in the calculation
be static.
Following shape comparison, differences in color properties are evaluated. We
adopt a simple approach as follow. We first convert the initial and subsequent frame
to grayscale, and the (16-bin) grayscale histogram distance measure,dhist(Xt, Yt), is then
computed using the following quadratic form [53]:
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Figure 6.6: (a) The grayscale histogram differences over 550 frames are computed for
an unobstructed background region, and the dominant mode ispredictably centered at
zero. (b) Here, the grayscale histogram differences are computed for a different region
that experienced severe occlusions. (c)(d) The Hausdorff distances over the same frames
are computed for the same regions respectively. We look for modes with centers closest to
zero for both the grayscale histogram difference and Hausdorff distance, and use them to
estimate the corresponding pdfs needed for computing the probability in Equation 6.15.
131
dhist(Xt, Yt) = (Xt − Yt)TPDYWPDY (Xt − Yt), (6.14)
whereW is a 16 × 16 weight matrix, that gives the similarity between differentbins,
and contain ones on the diagonal, andPDY is the matrix containing the probability of
observing motion for each pixel used in the computation. Each element ofW is computed
as1 − (|rowdiag−rowelem|)
16
, whererowdiag and rowelem are respectively the row index of
the diagonal element and the row index of the element in the same column. Using these
measures, observations made from timet+1 to t+∆t, {H(At, Bt+1)), ..., H(At, Bt+∆t)}
and{dhist(Xt, Yt+1), ..., dhist(Xt, Yt+∆t)}, allow the system to finally classify a cluster as
abandoned package when the following joint probability exceeds some thresholdT :
P (Dhausdorff = 0) ∗ P (Dhist = 0) > T, (6.15)
whereP (Dhausdorff = 0) andP (Dhist = 0) are respectively the probability of observ-
ing no differences in the Hausdorff distance and grayscale histogram distance. We ex-
pect the pdfs forP (Dhausdorff) andP (Dhist) to be unimodal and zero-mean, and esti-
mate their densities from the observations as the mode with center closest to zero, after
re-normalization based on the frequencies of the neighboring modes. We show in Fig-
ure 6.6(a) and (b), the grayscale histogram differences measur d over 550 frames, for an
unobstructed background region and one with severe occlusions respectively. Each of
them clearly shows modes centered at (or close to) zero, thatis extracted as the pdf for
use in Equation 6.15. Figure 6.6(c) and (d) show the corresponding plots of the Hausdorff
distances measured over the same frames.
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6.5 Implementation and Results
We applied our algorithm to several video sequences that have been collected from
crowded Singapore train stations. They are shown in Figure 6.7, 6.8 and 6.9. In all the se-
quences, no frame containing only the background is available. Figure 6.7 demonstrates
the performance of our detection system versus a threshold-based system. Since no back-
ground frames are available, the backgrounds for both systems were modeled using the
approach in Section 6.3. In the leftmost image, the MRF labeling is shown in green pixels,
which was automatically used to draw a red bounding box in themiddle image around
a package left in the scene. The threshold-based results shown in the rightmost image,
however, falsely detected an abandoned package caused by changes in lighting conditions
in addition to the real abandoned package.
In Figure 6.8, we consider a video sequence of a train stationwhich contains “quasi-
static” objects - objects that are stationary during some int rval of observation. It shows
in (a) and (b) that our detection algorithm is able to avoid detecting a woman standing
in place as an abandoned package. This is because quasi-static objects are typically not
absolutely stationary and do not satisfy temporal persistency in shape and color as illus-
trated in the edge maps shown in the figure. In contrast, the syst m was able to detect a
real abandoned package in (c) and (d), which displayed temporal ersistency in shape and
color after the MRF stage.
Finally, Figure 6.9 demonstrates the robustness of the systm against the foreground
aperture problem. This is illustrated in (a), (b) and (c). They show a scene with many





Figure 6.7: In this video, there is a large amount of object oclusion. We compare our
detection result (middle image) to that of a threshold-based system (right image). The left
image shows the MRF labeling for our detection. The threshold-based results show false
detections besides the true abandoned package. A red bounding box of the false detection







Figure 6.8: The system is able to avoid detecting “quasi-stat c” objects as abandoned
packages. In (a) and (b), the left image shows the MRF labeling in green pixels. It shows
that the woman standing on the right side of the image causes false labeling. She was
however not detected as an abandoned package (i.e., no red boun ing box in the middle
image) because she was not absolutely stationary. This can be observed from the right
image, which shows the edge map used for computing temporal pe sistency in shape.
Note that a green bounding box in the edge map shows where the woman was standing.
In contrast, in (c) and (d), a package left in the scene was corre tly detected because it
demonstrated temporal persistency in shape and color afterthe MRF stage.
spite these problems, by observing the scene over time, the syst m was able to eliminate
them and correctly detected a package left behind a trash can(shown in (d)), even though
it was almost hidden from the view of the camera.
6.6 Chapter Closure
We have described a system for detecting abandoned packagesund r severe occlu-
sions. We introduced a probabilistic framework that propagates probabilities associated
with the decision made in each step to the next, involving thres olding only at the final
stage. We first described a discriminative measure to identify background pixels, even
under severe occlusions and the presence of homogeneous moving regions. The statisti-







Figure 6.9: (a)(b)(c) The left picture shows detected motion in green - we thresholded
the motion detection stage to reveal non-static pixels, while t e right image shows the
original image. The foreground aperture problem is clearlyillustrated here. There were
also many sources of specularities in the scene including reflections from the ceilings,
escalator and the floor. (d) Despite these problems, our statistic l approach successfully
detected a package, which was left behind a trash can and was almo t invisible.
distance and a simple quadratic histogram similarity measure, coupled with an MRF for-






This dissertation has described planning strategies for enhancing surveillance tasks.
Several planning algorithms have been given, including an offli e camera placement algo-
rithm, an online camera selection algorithm, an active camer system and a left-package
detection system.
We have shown the advantages of performing background subtraction using a two-
camera vertical configuration in Chapter 2. The detection algorithm places two cameras in
a vertical configuration and utilizes a background model that consists of the color dissim-
ilarities between conjugate pixels. The algorithm is very robust to illumination artifacts
such as shadows and lighting changes. It allows the system tostablish conjugate pairs of-
fline so that much more accurate but otherwise prohibitivelyslow stereo algorithm can be
used. It also allows for manual intervention in correcting erroneous correspondences. By
establishing correspondences offline, the algorithm is also very fast, making it practical
for actual deployment.
Then, in Chapter 3, we described an online stereo pair selection algorithm that
detects and tracks people under occlusions. The algorithm is especially useful when it
is much more cost-effective to reuse existing camera networks. The basic idea of the
algorithm is to count people in complex scenes using a previously proposed algorithm,
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which only provides an upper bound on the number of people in the scene. To estimate
the exact number of people in the scene, we augment the people-c unting with disparity
computation, which introduces problems caused by occlusions and inherent accuracies of
stereo matching. However, by posing the problem in a particle filter framework which
intelligently selects stereo pairs in real-time, we were able to significantly improve the
accuracy.
We then followed by describing another multi-camera systemin Chapters 4 and 5,
of which the primary goal is to collect task-specific video segm nts in real-time, subject
to constraints on object visibility and camera PTZ settings. Planning is efficiently per-
formed to predict temporal intervals (TVI’s) in the future during which these constraints
are satisfied. We have shown that these intervals can in turn be efficiently combined into
MTVI’s using a plane-sweep algorithm. This ensures that theconstruction of MTVI’s is
fast enough in large camera networks. For large camera networks, additional scalability
issue arising from scheduling cameras was also considered.Specifically, we analyzed the
approximation factor and speed of two different schedulingalgorithms: a greedy algo-
rithm and a branch and bound algorithm that extends an optimal single-camera algorithm
based on DP. The branch and bound algorithm outperforms the greedy algorithm signifi-
cantly in terms of task coverage but is slower than the greedyalgorithm.
Finally, we have also described a left-package detection system in Chapter 6. The
system forms part of a left-package system, which works by first detecting abandoned
packages in the scene, going back in time to construct time intervals during which these
packages likely first appeared and retrieving images or video segments that have been
acquired from a collection of cameras during the same time int rvals. The detection
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system utilizes a statistical framework that reduces reliance on thresholding and works
well under severe occlusions.
7.2 Future Work
Several extensions to this dissertation are possible. Firstly, the two-camera detec-
tion algorithm in Chapter 2 can be combined with single-camera background subtraction
to exploit the advantages of both approaches. Additionally, it is also possible to utilize the
two-camera detection algorithm for modeling dynamic background. A number of studies
conducted for this problem focused primarily on modeling repetitive patterns of dynamic
background. In the case of non-repetitive dynamic background, this approach clearly
becomes unsuitable, e.g., a tree branch moving in the wind. For a dynamic background
pixel, several conjugate pixels at different depths corresponding to the background motion
can be used to build the background model. The two-camera algorithm can then proceed
by checking the color dissimilarities at these conjugate pairs for foreground detection.
Secondly, it would be interesting to apply the online stereopair selection algorithm
to large camera networks. A larger number of cameras will have a positive impact on
the algorithm’s performance due to better handling of occlusions when more stereo pairs
are available. This however raises scalability concerns, because the amount of disparity
computations will increase and consequently the speed of the algorithm will deteriorate.
While the problem is not significant in our experiments sinceonly a few stereo pairs was
considered, a distributed architecture should be considered for large camera networks,
with dedicated machine performing disparity computationsf r each stereo pair.
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Thirdly, the performance of the active camera system depends o a few factors, in-
cluding the accuracy with which the tracks of an object can bepredicted. This can be
improved by observing and collecting statistical data about the paths taken by objects in
the scene over an extended period of time. The collected statistics can then be combined
with online observed tracks of a target for better prediction. Moreover, the current imple-
mentation of the active camera system is a scaled-down indoor pr totype due to limited
resources. Setting up a large outdoor camera network for testing the robustness, efficiency
and effectiveness of the algorithms is thus desired.
Finally, a full-fledge left-package system is being developd using the left-package
detection system described in this dissertation, and should be of interest to researchers in
this area. In addition, we are also interested in developingalgorithms for situations where
the packages are not visible (e.g., the perpetrator can deposit a package into a receptacle
such as a trash can).
7.3 Final Words
We unify this dissertation as follow. The two-camera background subtraction ro-
bustly extracts foreground regions even under varying illumination conditions. Then, our
stereo pair selection algorithm segments these regions into individual objects and tracks
them even under severe occlusions. The tracks of these objects can be observed over time,
so that their future locations can be predicted. Utilizing these predicted tracks, the active
camera system captures task-specific video segments efficiently and archives them. Sus-
picious events, such as the detection of abandoned package,can be effectively handled by
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retrieving the archived images for analysis.
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