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Abstract The infiltration problem is one of the most interesting issues considered by geotechnical and
water engineers. Many researchers have studied the infiltration problem and have developedmodels that
can be categorized by analytical and numerical concepts. For nonlinear infiltration simulation, however,
analytical solutions are few due to the difficulties and complexities involved. The Richards equation is one
of the most well-known equations to describe the behavior of unsaturated infiltration zones in soil; many
other relations have been introduced based on this equation. The exp-function method is one of the most
recent analytical approaches used for the solution of nonlinear Partial Differential (or algebraic) Equations
(PDE). In this paper, the exp-functionmethod, with the aid of symbolic computation systems, in particular
Maple, has been applied to the Richards equation to evaluate its effectiveness and reliability, and to reach
a more generalized solution of the problem. Free parameters can be determined using initial or boundary
conditions and the soil water content at any given time and depth is determined in a semi-infinite and
unsaturated porous medium. It is shown that the exp-function method applied here results in a more
realistic solution and that the concept is very effective and convenient.
© 2011 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY license.  1. Introduction
The process of water penetration into soil is called infiltra-
tion. The water table is an interface between the saturated and
unsaturated flows where atmospheric pressure prevails. Satu-
rated flow occurs below the water table, whereas unsaturated
flow occurs above the water table [1]. The continuity equation
is coupled with Darcy’s law as a momentum equation, and the
Richards equation is obtained [2]. Numerical and various com-
mon, even novel, analytical methods have been used to solve
the Richards equation. Some of these solutions are limited to
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Open access under CC BY license.very simple geometrical and initial conditions. Therefore, in the
last thirty years, many numerical efforts, such as finite differ-
ence and finite element solutions, have been developed in ei-
ther 2-D or 3-D to overcome these limitations [3–5]. Parlange
has also developed some elegant techniques to solve Richards’
equations [6–10].
Apart from the Palrang solution, more recent techniques
have been employed to solve the Richards equation, including
some analytical techniques, such as: the Homotopy Analysis
Method (HAM), the Adomian Decomposition Method (ADM)
and the tanh-method [11–18]. In the current research, the
availability and behavior of the solution to nonlinear infiltration
equations under the Brooks and Corey model [19,20] have
been studied and solved by the exp-function Method. This
method, which is a widely used technique for solving ordinary
and nonlinear partial differential equations analytically, is
employed to solve these equations. The concept of the exp-
function method was proposed by He and Wu [21] and has
beendeveloped and applied by other researchers [22–25]. A few
qualitative remarks of this method are made as follows:
• The main merit of the exp-function method over other
methods is that it gives more general solutions with some
free parameters. After selecting suitable values for these
parameters, the method turns out to have some known
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will be rather simple. Furthermore, by using Maple, it can
easily be extended to all classes of nonlinear equations.
• Although the Adomian decomposition method (ADM) does
not require a transformation or perturbation to convert the
given nonlinear PDE into nonlinear ODE, itsmain difficulty is
calculation of the so-called Adomian Polynomials. However,
the variational iteration method [26,27] and the homotopy
perturbation method [28] can overcome the difficulty
arising in the Adomian method, although these methods
are still very difficult to apply to nonlinear problems [29].
In addition, these methods, called iterative methods, are
sensitive to initial solutions.
• The classical Jacobi elliptic function expansion method, the
tanh-(coth) method and the F-expansion method cannot be
applied to NLEEs in which the odd and even order derivative
terms coexist [23,30]. Ebaid [30] showed that Burgers
equation in which the odd and even-order derivative terms
coexist can be solved by the exp-function method.
In this paper, the exp-function method is applied to the
general infiltration equation in unsaturated zones in soils.
This application leads to a better and more realistic model to
describe linear or nonlinear behavior infiltration in the soil.
Furthermore, by using the present approach, fully nonlinear
infiltration behavior can easily be accounted for. Thismatter has
been neglected in past studies.
2. Problem description and mathematical formulation
The volume of water contained in the control volume of an
unsaturated soil is defined by the Darcy flux rule. In the Darcy
equation, horizontal flux is ignored; the general control volume
equation for continuity is applicable and defined as:
d
dt
∫
CV
ρ.dV +
∫
CS
ρV .dA = −S, (1)
where S is a general sink/source term and ρ is density. The time
rate of the mass stored in the control volume is:
d
dt
∫
CV
ρ.dV = d
dt
(ρΘdxdydz) = ρdxdydz ∂Θ
∂t
, (2)
whereΘ is soil moisture content, and dx, dy and dz are control
volume dimensions. It is assumed that the density is constant.
Net water outflow is defined as:∫
CS
ρV .dA = ρ

q+ ∂q
∂z
dz

dxdy− ρqdxdy
= ρdxdydz ∂q
∂z
, (3)
where q is volumetric flow rate per unit of soil area. Substituting
Eqs. (2) and (3) into (1) and dividing it by ρdxdydz results in the
following continuity equation for one-dimensional unsteady
unsaturated flow in a porous medium:
∂Θ
∂t
+ ∂q
∂z
= −S, (4)
where S is a general sink/source term, for example, to account
for root water uptake (transpiration) as a function of both
water and salinity stress. Eq. (4) is often referred to as the
mass conservation equation or the continuity equation. The
mass balance equation should be combined with one or more
equations describing the volumetric flux density, q, to producethe governing equation for variably saturated flow [31]. Darcy’s
law can be expressed as:
q = −K ∂h
∂z
, (5)
where K is the hydraulic conductivity. The energy due to
soil suction forces is referred to as the suction head, ψ , in
unsaturated flow. If the positive z axis is assumed to be directed
downward, the total head is then:
h = ψ − z. (6)
Darcy’s law can now be expressed as:
q = −K ∂(ψ − z)
∂z
. (7)
The hydraulic conductivity can be related more easily to the
degree of saturation.
q = −K(Θ)∇h = −K(Θ)∇ψ + K(Θ)∇z, (8)
where∇z is the unit vector directed downward, in the positive
direction of the z axis. The hydraulic conductivity, K(Θ), of an
unsaturated porous medium can be presented as the product
K(Θ) = Ks.kr(Θ), where Ks = κ.g/υ is the saturated
hydraulic conductivity in which κ is the medium permeability,
g is the acceleration due to gravity, υ is liquid kinematic
viscosity and kr(Θ) is the relative hydraulic conductivity of the
unsaturated medium, which satisfies 0 ≤ kr(Θ) ≤ 1. Note that
Darcy’s law was established originally for water percolation
through saturated soils. Later, it was generalized to liquid flow
through unsaturated porous media with no constant hydraulic
conductivity, K(Θ) [32]. Substituting q from Eq. (8) into Eq. (4),
one obtains:
∂Θ
∂t
= div [D(Θ)∇Θ − s.K(Θ)∇z] , (9)
where parameter s was inserted to switch easily from the
imbibitions problem (s = 0), to the infiltration problem (s = 1).
Assuming that there is not any sink or source, one obtains:
∂Θ
∂t
= div [D(Θ)∇Θ − K(Θ)∇z] , (10)
where:
D(Θ) = K(Θ)dψ
dΘ
,
is the soil liquid diffusivity [33]. Eq. (10) is known as Richards’
equation [34], which was derived by Buckingham [35] almost
a quarter of a century earlier. Philip was the first to point
out Equation 2.10 in [36]. In the present form, the equation is
not closed because one must specify the function, K(Θ), and
indicate the relationship betweenψ andΘ . Therefore, function
Θ is replaced by normalized function θ and is defined by:
θ ≡ Θ −Θr
Θs −Θr , 0 ≤ θ ≤ 1, (11)
where Θr is the residual liquid content in the porous medium.
A typical value of Θr for water in soil is about 0.01 [33]. Θs is
the saturated liquid content in the porousmedium. Values ofΘs
range from 0.3 to 0.5 for different soils [32]. Now, we consider
ψ(Θ) and K(Θ) according to the Brooks and Corey relation.
Brooks and Corey [19] modified Kozney–Carman equation [37],
and combined it with some experimental parameters;
ψ = ψb.θ−1/λ, (12)
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range is −0.26 < ψb < −0.073 and λ > 0, respectively [33].
For relative hydraulic conductivity, the following formula is
usually used:
kr(θ) = θ 2+3λλ . (13)
Soil parameters in the Brooks and Corey model [19] can be
simplified further to obtain the following equations after some
considerations [38–40]:
D(θ) = D0(n+ 1)θm, m ≥ 0, (14)
K(θ) = K0θ k, k > 1, (15)
whereK0,D0,m and k are constants representing soil properties,
such as pore-size distribution, particle shape etc. θ is scaled
between 0 and 1 and, hence the diffusivity is normalized so
that
 1
0 D(θ)dθ = 1 for all values of m. Substituting Eqs. (14)
and (15) into (10) results in the following Richards’ equation,
based on the Brooks and Corey model for one-dimensional
unsaturated flow in a porous medium:
∂θ
∂t
= D0(n+ 1)mθm−1

∂θ
∂z
2
+D0(n+ 1)θm ∂
2θ
∂z2
− K0kθ k−1 ∂θ
∂z
. (16)
Also this equation is called the generalized Burgers’ equation.
Selecting m = 0 and k = 2 in Eq. (16) yields to the
classic Burgers equations that have been studied by many
authors, such as Basha [41], Broadbridge and Rogers [42] and
Whitam [43]. For general values of k and m, the generalized
Burgers’ equation, which has been the focus of this research, is
solved here by the exp-function method. This method will be
explained in the next section.
3. Exact solutions by the exp-function method
In this section, while dealing with the solution of the
Richards equation based on the Brooks and Corey model, the
exp-function method is discussed. Although the exp-function
method has the ability to solve Eq. (16) for any given k and m,
here, only two different cases of m are considered for the sake
of simplicity and conciseness. In the first and second cases, it is
assumed thatm = 0 andm = k−1, respectively. It is clear that
the second case is, in fact, representative of a more generalized
aspect of the method introduced here.
Case 1. The equation derived below is obtained by assuming
m = 0, D0(n+ 1) = β and K0k = −α in Eq. (16):
∂θ(z, t)
∂t
− β ∂
2θ(z, t)
∂z2
− αθ(z, t)k−1 ∂θ(z, t)
∂z
= 0. (17)
A necessary condition for obtaining a closed form analytic solu-
tion requires that k > 1. Using the following transformation:
θ(z, t) = u(z, t) 1k−1 . (18)
Eq. (17) can be re-written in an alternative form as follows:
kuut − uut − kαu2uz + αu2uz − 2βu2z − kβuuzz
+βuuzz + kβu2z = 0. (19)
A new transformation is introduced as follows:
η = A1(z − A2t). (20)After this transformation, Eq. (19) becomes an ordinary
differential equation which reads:
(k− 1)A1A2uu′ − kαA1u2u′ + αA1u2u′ − 2βA21u′2
− kβA21u′′ + βA21uu′′ + kβA21u′2 = 0, (21)
where prime denotes the differential with respect to η.
According to the exp-function method, we assume that the
solution of Eq. (21) can be expressed in the following form:
u(η) =
d∑
n=−c
an exp(nη)
q∑
m=−p
bm exp(mη)
= ac exp(cη)+ · · · + a−d exp(−dη)
ap exp(pη)+ · · · + a−q exp(−qη) , (22)
where c , d, p and q are unknown positive integers which are
to be determined. an and bm are unknown constants which
are found according to initial and boundary conditions. This
method has been explained completely in [44].
In order to determine values of c and p in Eq. (22), the term
uu′′ is balanced with u′u2 or u′2 in Eq. (21) and hence:
uu′′ = c1 exp[(3p+ 2c)η] + · · ·
c2 exp[5pη] + · · · , (23)
u′u2 = c3 exp[(p+ 3c)η] + · · ·
c4 exp[4pη] + · · · ×
exp[pη]
exp[pη]
= c3 exp[(2p+ 3c)η] + · · ·
c4 exp[5pη] + · · · , (24)
where ci are determined coefficients that are only used for
simplicity. Balancing the highest order of the exp-function in
Eqs. (23) and (24) gives:
3p+ 2c = 2p+ 3c. (25)
So:
p = c. (26)
Similarly, to determine values of d and q, we balance the linear
term of the lowest order in Eq. (22):
uu′′ = · · · + d1 exp[−(3q+ 2d)η]· · · + d2 exp[−5qη] , (27)
and:
u′u2 = · · · + d3 exp[−(q+ 3d)η]· · · + d4 exp[−4dη] ×
exp[−dη]
exp[−dη]
= · · · + d3 exp[−(2q+ 3d)η]· · · + d4 exp[−5dη] , (28)
where di are determined coefficients that are only used for
simplicity. Balancing the lowest order of the exp-function in
Eqs. (27) and (28), we have:
−(3q+ 2d) = −(2q+ 3d). (29)
This leads to the result:
q = d. (30)
We can freely choose the values for c and d. However, it should
be noted that the final solution does not strongly depend upon
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d = p = 1, then the trial function, Eq. (22), becomes:
u(η) = a1 exp(η)+ a0 + a−1 exp(−η)
b1 exp(η)+ b0 + b−1 exp(−η) . (31)
Substituting Eq. (31) into Eq. (21) and using Maple software
yields:
1
(b1 exp(η)+ b0 + b−1 exp(−η))4
 3−
n=−3
Cnenη = 0, (32)
where Cn are coefficients of exp(nη), which all must be set to
zero. C−3, C−2, C−1, C0, C1, C2 and C3 are given in the Appendix.
Solving the system of algebraic equations given in the
Appendix, using Maple, yields different results that can be
grouped into certain families, some distinguished overlap of
which is observed. Two families will be discussed here:
Family 1:
A1 = −A2(k− 1)
β
, A2 = A2, a−1 = 0, a0 = a0,
a1 = 0, b−1 = b−1, b0 = −αa0A2k , b1 = 0

, (33)
where a0, b−1 and A2 are arbitrary constant parameters, which
are determined according to boundary and initial conditions.
Substituting these results into Eq. (31) yields the following
generalized solution:
u(z, t) = a0− αa0A2k + b−1e−η
, (34)
where:
η = −A2(k− 1)
β
(z − A2t).
Assuming A2 = −ωαk and a0 = b−1ω in Eq. (34) leads to:
u(z, t) = ω
1+ e−η =
ω
2

1+ tanh
η
2

, (35)
where:
η = ωα(k− 1)
βk

z + ωα
k
t

.
Based on Eq. (18), this leads to the following equation for
θ(z, t):
θ(z, t) =

ω
2
+ ω
2
tanh

ωα(k− 1)
2βk

z + ωα
k
t
( 1k−1 )
.
(36)
It can be seen that Eq. (36) satisfies Eq. (17). Substitution of
θ(z, t) into Eq. (4) leads to the following expression for flux
density:
q(z, t) = −ωα
k
×

ω
2
+ ω
2
tanh

ωα(k− 1)
2βk

z + ωα
k
t
( 1k−1 )
. (37)
A comparison between the results derived from the exp-
function method, i.e. Eq. (36), and those obtained by Wazwaz
[17], shows good agreement.Figure 1: Exact solution of Burger in Family 1 (k = 2) by exp-functionmethod.
Family 2:
A1 = − (k− 1)A2
β
, A2 = A2, a−1 = 0, a0 = a0, a1 = a1,
b−1 = a0(αa0 + kb0A2)ka1A2 , b0 = b0, b1 = −
αa1
kA2

, (38)
where a0, a1, b0 and A2 are arbitrary constant parameters,
which are determined according to boundary and initial
conditions. Substituting these results into Eq. (31), the following
generalized solution is obtained:
u(z, t) = a1e
η + a0
b0 − αa1eηkA2 +
a0(αa0+kb0A2)eη
ka1A2
. (39)
It is noted that Eq. (39) is reduced to Eq. (34) when a0 = 0.
Table 1 shows three cases of initial condition and con-
ductivity. In these cases, θ is the dependent variable (rep-
resenting water content in our paper), z is the independent
variable (which corresponds to depth), ω is an arbitrary coeffi-
cient and (k− 1) is equal to the exponent of the nonlinear term
in Eq. (16).
In all three cases, α = −1 is obtained subject to the initial
condition. β = 1 is determined according to:∫ 1
0
D(θ)dθ =
∫ 1
0
D0(n+ 1)θmdθ =
∫ 1
0
βθmdθ = 1,
andm = 0.
Figures 1–3 show a three-dimensional plot of the exact
solutions for Eq. (36) when k = 2, 3 and 4, respectively.
Their corresponding initial conditions are taken as in Table 1.
In addition, these figures show the effect of choosing initial
conditions according to their nonlinearity order on the exact
solution.
Case 2. Now let us consider m = k − 1, D0(n + 1) = β and
K0k = −α in the generalized Burgers’ equation (Eq. (16)),which
leads to:
∂θ(z, t)
∂t
− β(k− 1)θ(z, t)k − αθ(z, t)k−1 ∂θ(z, t)
∂z
− 2

∂θ(z, t)
∂t
2
− βθ(z, t)k−1 ∂
2θ(z, t)
∂z2
= 0. (40)
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k ω K(θ) Initial condition θ(z, t)
2 1 θ
2
2 θ(z, 0) = 12

1+ tanh − z4  θ(z, t) = 12 1+ tanh − z4 + t8 
3 12
θ3
3 θ(z, 0) = 12

1+ tanh − z3  12 θ(z, t) = 12 1+ tanh − z3 + t18  12
4 14
θ4
4 θ(z, 0) = 12

1+ tanh − 3z8  13 θ(z, t) = 12 1+ tanh − 3z8 + 3t128  13Figure 2: Exact solution of Burger in Family 1 (k = 3) by exp-functionmethod.
Figure 3: Exact solution of Burger in Family 1 (k = 4) by exp-functionmethod.
Applying the exp-function method and the special transforma-
tions introduced earlier in this paper (again using Maple soft-
ware), the following equation is obtained:
A1 = − (k− 1)αkβ , A2 = −
αa−1
kb−1
, a−1 = a−1,
a0 = a0, a1 = 0, b−1 = b−1, b0 = b0, b1 = 0

, (41)
where a0, a−1, a1, b−1, b0 and b1 are arbitrary constant
parameters, which are determined according to boundary and
initial conditions. Substituting these results into Eq. (31), the
following generalized solution is obtained:
u(z, t) = a−1e
−η + a0
b−1e−η
, (42)where:
η = −α(k− 1)
βk

z + αa−1
b−1k
t

.
Substitution of a0 = −a−1 and b−1 = a−1ω into Eq. (42) yields:
u(z, t) = ω(1− eη) =

1
2ω
− 1
2ω
coth
η
2
−1
, (43)
where:
η = −α(k− 1)
βk

z + αω
k
t

.
This leads to the following equation for θ(z, t):
θ(z, t) =

1
2ω
− 1
2ω
coth

−α(k− 1)
2βk

z + αω
k
t
( −1k−1 )
,
(44)
which is the exact solution of Eq. (40). Substitution of θ(z, t)
into Eq. (4) leads to the following expression for flux density:
q(z, t) = −αω
k

1
2ω
− 1
2ω
coth
×

−α(k− 1)
2βk

z + αω
k
t
( −1k−1 )
. (45)
Table 2 shows three cases of initial condition and conductivity.
In all three cases, α = −1 has been obtained subject to initial
condition. In this table, in each case, β is determined according
to:∫ 1
0
D(θ)dθ =
∫ 1
0
D0(n+ 1)θmdθ =
∫ 1
0
βθmdθ = 1.
Figures 4 and 5 show a plot of the exact solutions, i.e. Eq. (44),
when m = 1 and 3, respectively. Their corresponding initial
conditions are taken as in Table 2.
It can be found in Figures 4 and 5 that by increasing time
away from 0 at any required depth, the water content (θ ) will
be increased, but with different depths, all of them tend to an
ultimate value. This value depends on the maximum value of
initial conditions. Similarly, from Figures 5 and 7, it can be seen
that by increasing depth at any required time, thewater content
(θ ) will be decreased.
4. Conclusion
Analytical and numerical investigations into the infiltration
problem have led to the development of models that simulate
soil behavior. Due to difficulties in developing analytical
models for nonlinear infiltration, many researchers have
studied the problem numerically, in order to better simulate
the real behavior of soil. The Richards equation is one of
the most well-known equations to describe the behavior of
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m k ω K(θ) D(θ) Initial condition θ(z, t)
1 2 1 θ
2
2 2θ θ(z, 0) = 1− exp
 z
4

θ(z, t) =  12 − 12 coth  18 z − 12 t−1
2 3 12
θ3
3 3θ
2 θ(z, 0) =  12 − 12 exp  2z9  12 θ(z, t) = 1− coth  19 z − 148 t −12
3 4 14
θ4
4 4θ
3 θ(z, 0) =  14 − 14 exp  3z16  13 θ(z, t) = 2− 2 coth  332 z − 1512 t −13Figure 4: Variation of water content (θ ) with respect to time (t) in different
depths (z) whenm = 1.
Figure 5: Variation of water content (θ ) with respect to depth (z) in different
times (t) whenm = 1.
unsaturated infiltration zones in the soil. Furthermore, the
exp-function method is a powerful tool for solving nonlinear
partial differential (or algebraic) equations, recently used in
engineering problems. In this study, the exp-function method,
along with Maple computation software, is used to solve the
Richards equation in order to evaluate the efficiency and
reliability of the equation and to reach a more realistic and
generalized solution to the problem. Free parameters can be
determined subject to the definition of initial or boundary
conditions of the problem. Soil water content can be derivedFigure 6: Variation of water content (θ ) with respect to time (t) in different
depths (z) whenm = 3.
Figure 7: Variation of water content (θ ) with respect to depth (z) in different
times (t) whenm = 3.
from the obtained solution, and its variations, versus the time
and depth of the soil, are determined. These were shown
graphically through Figures 1–7 in the paper. Using these
figures, the following observations have been made:
• It can be seen that results have been influenced by choosing
proper initial conditions for our problem.
• Water content (θ )will be increased by increasing time at any
given depth.
• Water content (θ ) will be decreased by increasing depth at
any given time.
34 A. Asgari et al. / Scientia Iranica, Transactions A: Civil Engineering 18 (2011) 28–35• Variations of water content (θ ) will be decreased by
increasing time, and tends to be ultimately zero.
Appendix
C3 = kαA1a3−1b0 − A1A2a2−1b−1b0 − αA1a3−1
+ kβA21a2−1b−1b0 − kA1A2a0a−1b2−1
− kβA21a0a−1b2−1 − βA21a2−1b−1b0
− kαA1a0b−1a2−1 + A1A2a−1a0b2−1
+αA1a0a2−1b−1 + βA21a−1a0b2−1
+ kA1A2a2−1b0b−1 = 0,
C2 = −2αA1a2−1a0b0 − 2αA1a3−1b1 + A1A2a20b2−1
+ 4kβA21a2−1b1b−1 − βA21a2−1b20
− 2A1A2a2−1b1b−1 − A1A2a2−1b20
+ 2kαA1a2−1a0b0 + 2kA1A2a2−1b1b−1
+ 2kαA1a3−1b1 − 2kαA1a20a−1b−1
+ 2βA21a−1a0b0b−1 + 2A1A2a1a−1b2−1
− 2kA1A2a1a−1b2−1 − βA21a20b2−1
+ kA1A2a2−1b20 − 4kβA21a1a−1b2−1
− 4βA21a2−1b1b−1 + 4βA21a1a−1b2−1
+ 2αA1a1a2−1b−1 + 2αA1a20a−1b−1
− 2kαA1a1a2−1b−1 − kA1A2a20b2−1 = 0,
C−2 = −2αA1a20a1b1 − 2kαA1a31b−1
− 2αA1a−1a21b1 + 2kA1A2a−1a1b21
+ 2αA1a31b−1 − 4βA21a21b1b−1
+ 2βA21a0a1b0b1 − 2kA1A2a21b1b−1
− 4kβA21a−1a1b21 − βA21a21b20
− 2A1A2a−1a1b21 + 2kαA1a−1a21b1
+ 2αA1a0a21b0 + 4kβA21a21b1b−1
+ 4βA21a−1a1b21 − 2kαA1a0a21b0
+ A1A2a21b20 + kA1A2a20b21 − kA1A2a21b20
+ 2A1A2a21b1b−1 + 2kαA1a20a1b1
−βA21a20b21 − A1A2a20b21 = 0,
C−3 = −αA1a21a0b1 + kβA21a21b0b1
− A1A2a0a1b21 + kαA1a0a21b1
− kαA1a31b0 + kA1A2a0a1b21
+ A1A2a21b0b1 − kA1A2a21b0b1
+βA21a0a1b21 − βA21a21b0b1
− kβA21a0a1b21 + αA1a31b0 = 0.
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