Recent advances in cadmium telluride (CdTe) energy-discriminating pixelated detectors have enabled the possibility of Multi-Spectral X-ray Computed Tomography (MSXCT) to incorporate spectroscopic information into CT. MultiX ME 100 V2 is a CdTe-based spectroscopic x-ray detector array capable of recording energies from 20 to 160 keV in 1.1 keV energy bin increments. Hardware and software have been designed to perform radiographic and computed tomography tasks with this spectroscopic detector. Energy calibration is examined using the end-point energy of a bremsstrahlung spectrum and radioisotope spectral lines. When measuring the spectrum from Am-241 across 500 detector elements, the standard deviation of the peak-location and FWHM measurements are ± 0.4 and ± 0.6 keV, respectively. As these values are within the energy bin size (1.1 keV), detector elements are consistent with each other. The count rate is characterized, using a nonparalyzable model with a dead time of 64 ± 5 ns. This is consistent with the manufacturer's quoted per detector-element linear-deviation at 2 Mpps (million photons per sec) of 8.9% (typical) and 12% (max). When comparing measured and simulated spectra, a low-energy tail is visible in the measured data due to the spectral response of the detector. If no valid photon detections are expected in the low-energy tail, then a background subtraction may be applied to allow for a possible first-order correction. If photons are expected in the low-energy tail, a detailed model must be implemented. A radiograph of an aluminum step wedge with a maximum height of 20 mm shows an underestimation of attenuation by about 10% at 60 keV. This error is due to partial energy deposition from higher energy (> 60 keV) photons into a lower-energy (~ 60 keV) bin, reducing the apparent attenuation. A radiograph of a polytetrafluoroethylene (PTFE) cylinder taken using a bremsstrahlung spectrum from an x-ray voltage of 100 kV filtered by 1.3 mm Cu is reconstructed using Abel inversion. As no counts are expected in the low energy tail, a first order background correction is applied to the spectrum. The measured linear attenuation coefficient (LAC) is within 10% of the expected value in the 60 to 100 keV range. Below 60 keV, low counts in the corrected spectrum and partial energy deposition from incident photons of energy greater than 60 keV into energy bins below 60 keV impact the LAC measurements. This report ends with a demonstration of the tomographic capability of the system. The quantitative understanding of the detector developed in this report will enable further study in evaluating the system for characterization of an object's chemical make-up for industrial and security purposes.
INTRODUCTION
Laboratory or industrial based x-ray radiography and computed tomography (CT) provide structural images of an object (airline baggage, human body, etc.), but do not typically measure quantitative material properties such as density or effective atomic number 1 . These quantities could be measured by employing energy-discriminating detectors rather than the energy-integrating detectors in common use. Recent advances in cadmium telluride (CdTe) energy-discriminating pixelated detectors have enabled the possibility of Multi-Spectral X-ray Computed Tomography (MSXCT) that incorporates spectroscopic information into CT. Theoretical and experimental studies examining energy resolving detectors have suggested that MSXCT outperforms conventional energy-integrating CT in material discrimination and detection tasks [2] [3] [4] . This paper explores radiography and CT using MultiX ME 100 V2 (MultiX Detection, France), a commercial energydiscriminating detector array. The goals of this project are to demonstrate spectroscopic imaging with the MultiX array integrated with existing laboratory equipment and to characterize spectral performance. Our longer-term plan is to evaluate the MultiX array as a tool to perform nondestructive characterization of an object's chemical make-up for industrial and security purposes.
In section 2 we present a description of the experimental setup for radiography and CT. Characterizations of the MultiX array based on energy calibration and count rate are presented in section 3. Preliminary studies of radiographic performance and tomographic capability are presented in section 4.
EXPERIMENTAL SETUP
To evaluate radiographic and CT capabilities of the MultiX array in our laboratory, we assembled hardware and software to integrate the detector into our existing infrastructure. We describe these elements in this section.
MultiX ME 100 V2 detector array
The MultiX ME 100 V2 consists of a linear array of CdTe-based photon-counting x-ray detectors capable of recording energies from 20 to 160 keV in 1.1 keV energy bin increments. Optionally, for custom applications, two to six independently tunable energy bins can be specified within the full energy range. In this alternative mode, bins can be separated by a gap or they can overlap. Each module consists of 4 continuous pixelated CdTe crystals approximately 2.5 cm in length. Each crystal is divided into 32 detector elements. Each detector element is 3 mm thick, 0.8 mm wide and 0.8 mm high. Up to 20 modules can be daisy-changed to form a 200 cm linear detector array (we used five modules in our experiments). An interface board connected to a host computer acquires and transfers the data from the modules via Ethernet link. The detectors can have integration times from 500 s to 100 ms (in 10 s increments). The MultiX is a pulse-counting detector, thus each count measured in the image refers to one detected photon. Due to crosstalk, a single incident photon can generate counts in more than one detector element. A lead collimator built into the module and surrounding the detector elements provides some x-ray collimation and protection to the electronics. However, an external collimator is required for complete protection. To implement a robust experimental tool, an enclosure was designed to hold and align, as well as safely store and transport, the detector modules. A data acquisition software package was developed to automate CT data acquisition.
Detector fixtures
Five MultiX detector array modules were purchased along with one interface module. The MultiX detector modules were mounted horizontally next to each other on a plate with a frame and pin arrangement holding each module in place ( Figure 1 ). The detector modules required forced airflow to maintain an appropriate operating temperature; this cooling was provided by fans on the backside of the modules. A 0.95 cm thick steel collimator with a 5 mm slit opening (not shown) was used to protect the electronics from excessive radiation exposure during tests requiring an x-ray source. The initial arrangement left a 1 mm gap between individual modules introducing a discontinuity in pitch of the CdTe array. 
Source-detector configuration
Two experimental configurations, shown in Figure 2 , were employed for the two different photon sources-an x-ray tube source and a radioisotopic source. Figure 2a shows the configuration used for measurements requiring an x-ray source (YXLON 450-D09, YXLON International, Hudson, Ohio), which includes a mid-stream collimator for scatter reduction. The source-to-detector distance (SDD) was 1050 mm. For experiments using a radioisotope, the source was placed approximately 2 cm away from the detector (Figure 2b ) and moved horizontally across the slit to illuminate each detector element individually. A translation stage (not shown) was used to automate the movement of the radioisotope across the detector array. 
Data acquisition software
For system control and acquisition of the MultiX radiography and CT data, we developed an automated software utility. The manufacturer provided an application programing interface (API) to enable control of the detector array that was then incorporated into the software. To accommodate the need for computed tomography capabilities, the software was designed to control a Newport XPS motion controller driving a rotary stage. An API from Newport was used to interface the software with the motion controller.
Individual digital radiographs using selected integration times can be acquired and saved in a raw binary file format. The software allows for a computed tomography scan over a selected angular range and integration time to be automatically acquired and saved for later analysis. The user interface of the LLNL-developed MultiX software is shown in Figure 3 .
The manufacturer-provided graphical user interface (not shown) was used to control the translation stage for measurements using a radioisotope. 
CALIBRATION PROCEDURES AND RESULTS
Detector characterization included an energy calibration of the array elements, and evaluation of the spectral response both at low count rates and at higher count rates in which pulse pile-up (the summation of signals from multiple photon interactions) becomes important 5 .
Energy calibration
Energy calibration is essential to accurately associate measured data with an energy scale. Several possible energy calibration methods have been published including the use of (1) radioisotope spectral lines (e.g. americium-241 or barium-133), (2) the endpoint energy of a bremsstrahlung spectrum or (3) x-ray characteristic fluorescent lines 6, 7 . The calibrations of the MultiX detector system reported here used the first two methods of radioisotopic lines and peak tube voltage. Fluorescence, using an x-ray source to excite characteristic x-rays, was not attempted due to the low signal levels anticipated.
Our initial calibration used the peak tube voltage method as an YXLON 450-D09 x-ray source was readily available. The x-ray spectra (with a 3.3 mm Cu filter) were adjusted by changing the peak source voltage from 60 to 140 kV in increments of 20 kV. The x-ray source illuminated about 300 of the 640 detector elements, because a midstream collimator prevented the entire array from being illuminated. Only those illuminated detectors were calibrated. The source current was maintained at 0.5 mA to limit the count rate and thus eliminate pile-up effects. The integration time was set to the maximum available, 100 ms. To improve the counting statistics for each measurement at the different voltage steps, 2000 frames were summed for each measurement. Figure 4 shows energy histograms of four measured x-ray spectra averaged over 300 detector elements. The spectra are plotted using the nominal x-ray calibration provided by the manufacturer as the horizontal axis, along with the locations of the K and Kβ lines from the characteristic x-ray emission of the tungsten target. Note that these tungsten lines are not clearly resolved in the histograms due to the energy resolution of the detector elements. We can also observe from the shape of the graphs that, due to multiple interactions of the x-rays and incomplete charge collection in the detector, a low-energy tail in the continuum is evident below 45 keV 5, [8] [9] [10] ; this effect must be taken into account to optimize the quantitative capability of this detector for computed tomography as, given the amount of filtration, one would not expect any incident x-rays below 45 keV. If no x-rays are expected in the low energy tail, then a background subtraction may be applied as a first order correction to the histogram. If counts are expected in the low energy tail, a detailed model as proposed by Cammin et al 5 can be implemented. Specifically, once an input spectrum is accurately modeled, a look up table can be developed to correlate different amounts of attenuation of the measured spectrum with attenuation of the modeled spectrum. The modeled spectrum can then be used for analysis.
The x-ray tube source calibration was compared with line-spectra from two radioisotopes, Am-241 and Ba-133, which are shown in Figure 5 . The sources were placed approximately 2 cm away from the detector elements and were moved . Of the 512 detector elements, 12 were found to produce outlier spectra and excluded from the analysis. Ba-133 has sufficient energy to excite fluorescence in the lead collimation used within the detector modules. To eliminate this interfering signal, a 2 mm diameter, 7 mm thick brass pinhole collimator was used to more accurately direct the Ba-133 emission. A 100 sec stationary measurement was taken by summing 1000 frames taken at an integration time of 100 ms with the collimated source directed at a single detector element. For both sources, the background was estimated as a linear interpolation between the lowest point or trough of the distribution within the low-energy tail and the beginning of the zero-slope region at the high-energy end of the photopeak. The background estimates, plotted in Figure 5 (a), were subtracted from the measured data and the corrected photo-peaks in Figure 5 (b) were fitted to a Gaussian. The photo-peak means and full width at half maxima (FWHM) were then calculated.
Figure 5(a) shows the raw measured spectra of the radioisotopes and their estimated backgrounds. For uncollimated data, measurements were averaged over the 500 operating detector elements. Figure 5 (b) shows the measured spectra subtracted by the background estimate to calculate the FWHM of the photo-peak. In Figure 5 (b), the area under each distribution was normalized to 1. Note that without the use of a pinhole collimator in Figure 5 (a), the Ba-133 spectrum was dominated by lead characteristic x-ray emissions at 72.8, 75.0, and 85.0 keV, which are near the Ba-133 81.0 keV photo-peak. For Ba-133, the photo-peak of a single detector was measured at 81.2 keV using the manufacturer's supplied calibration with a FHWM of 9.5 keV. For Am-241, the photo-peak location was measured for 500 detectors and the average location was 58.1 ± 0.4 keV (n = 500) using the manufacturer's supplied calibration. The measured FWHM was 8.4 ± 0.6 keV. The expected location of the Am-241 peak is 59.5 keV, which differs from the measured peak by 1.4 ± 0.4 keV (n = 500). As variation within the 500 detector elements is within the energy-bin size, detector elements have very similar energy response. However, whereas the deviation from expectation of the Ba-133 photo-peak value was within the energy bin size, Am-241 deviated by roughly the size of an energy bin. Further work is required to understand discrepancy. Figure 5 . Am-241 and Ba-133 (a) measured spectra and (b) background-corrected measured spectra with area normalized to one used to calculate the FWHM of the photo-peak. Ba-133 measurements were done on one detector, whereas those of Am-241 were averaged over 500 detectors (error bars are one standard deviation).
Count rate
A major concern with spectroscopic detectors is the limited useful count rate. When multiple photons are incident onto the detector within the processing time of an interaction, overlapping pulses can cause count-rate losses. This processing time is referred to as the detector "dead time." Two models of dead time are paralyzable and nonparalyzable, which represent ideal behavior. In a nonparalyzable system, after a true event initiates the dead time, τ, of the detector, any subsequent true events that occur during τ are ignored and are assumed to have no effect on the behavior of the system. Following τ, the detector is ready to measure another true event. In contrast, in a paralyzable system, after a true event initiates the dead time of the detector, any subsequent true events that occur during the dead time extend the dead time by another period of τ following the lost event, but they are not recorded as counts. When a paralyzable detector receives many true-event photons falling within τ, its measured response will be correspondingly reduced.
As CT requires accurate transmission values, correction of those values due to the count rate is necessary for quantitative CT. When the detected counts are high enough that multiple events occur during the dead time, pile-up occurs. That is, the coincident photon energies combine to increase the measured charge above that of either incident photon. The effect of pile-up is to distort the energy spectrum. Thus, the effect of count rate on the spectral measurements must be evaluated to correct or evaluate spectral distortions. For each detector element, all events are processed by the same readout electronics. Thus, the count rate summed over all the energy bins for a detector element yields its dead time.
The following procedure was used to evaluate count rate. The x-ray spectrum used a peak voltage of 100 kV filtered with 1.3 mm of Cu. The flux was varied by adjusting the current from 0.5 to 15 mA. The peak voltage of 100 kV was chosen to produce a bremsstrahlung spectrum that spans a large section of the MultiX energy range while allowing sufficient room to view pile-up effects that become present above the maximum energy (100 keV in this case) at sufficiently high count rates. Manufacturer's specifications suggest that the count rate is nearly linear up to 2 million photons per sec (Mpps) per detector element 11 . Filtration was selected such that the minimum current setting would enable assessing the spectrum in the absence of pile-up while the maximum current setting would allow assessing count rate above 2 Mpps per detector element. The output of the 300 detector elements illuminated by the x-ray source were examined to evaluate count rate as the current was varied. The count rate was summed over all energy bins. The count rates from the three lowest source currents were used to linearly extrapolate an estimate of the incident count rate Nest assuming linearity with the source current. Percent deviation from linearity was calculated as:
where M is the measured count rate and Nest is the estimated incident count rate for a given tube current. Linear deviation at 2 Mpps per detector element and 0.66 Mpps per detector element were compared to manufacturer's specifications. Specifically, the manufacturer quotes a per detector element linear deviation at 0.66 Mpps of 1.6% (typical) and 2% (max). At 2 Mpps, the manufacturer quotes 8.9% (typical) and 12% (max). As count rates were tested in a limited range and both ideal models of count rate predict the same first order losses, the nonparalyzable detector model was selected and described according to the equation:
where N is the incident count rate (estimated using Nest in Eq. 1) and τ is the dead time. Future work may expand the count rate range in order to examine the extent to which the nonparalyzable model holds, allowing for a reevaluation of whether a nonparalyzable or paralyzable model is most appropriate 12 . An estimate of the dead time, τest, was achieved assuming low rates (n << 1/τ) as
The dead time was varied around τest to determine the τ that minimized the square of the difference between N and Nest.
Figure 6(a) shows the normalized measured spectra at five count rates for a typical detector element. As the count rate increases, the observed structure near the spectral peak begins to blur. In addition, a high energy pulse pile-up tail begins to form, which increases with increasing count rate. Figure 6 (b) and (c) show how the integrated count rate deviates from linear as the current increases. The linear deviation value at 2 Mpps is 11.4%, which is within the max specification. The linear deviation value at 0.66 Mpps is 3.2%, larger than the 2% maximum quoted by the manufacturer. Differences in how the manufacturer calculated linear deviation as opposed to how the calculation was performed in this work may explain the discrepancy at 0.66 Mpps. Most dead times are centered at 64 ns. The dead time is an important quantity as it allows for modeling the relationship between measured and incident count rate. Furthermore, dead time allows for deeper exploration of the detector count rate behavior. For example, assuming a Poisson distribution, for a nonparalyzable system, the probability that (x+1) true events pile-up to produce a given count is
where N is the incident count rate, and is the dead time 12 . The incident count rate can be converted to a measured count rate using Eq. 3. Therefore, we can calculate the probability of a pile-up event as a function of measured count rate. 
Comparison of measured and simulated spectra
Even in the absence of pile-up, multiple interactions of a single photon with the detector yield spectral distortions. In the energy range of this detector, incident x-ray photons deposit energy in the detector via the photoelectric effect and Compton scatter, followed by subsequent cascades of photons and electrons. The charge clouds generated by these cascades spread due to diffusion and Coulomb forces as they approach the anode of the detector. If a charge cloud is created near a boundary between detector elements, the charge cloud may split and be detected by multiple detector elements at lower energies. Additionally, the full energy of the incident photon may not be captured due to fluorescence (after photoelectric absorption) or due to the escape of the Compton scattered x-ray 5 .
The charge mobility in CdTe is much higher for electrons than for holes 5 . For the 3 mm thickness of the MultiX diodes, holes formed near the anode are not completely collected at the cathode during the pulse-processing time. In this case, the total pulse charge is reduced and the photon will again be detected as a lower energy x-ray. mm)
The results of these interactions blur the structure of the spectrum, and the low-energy continuum tail broadens, shifting the average energy towards smaller values. The measured spectrum at low count rates was compared with spectral simulations to evaluate the magnitude of these effects, and gain insight into the detector spectral response.
Three tube-source spectra were used: (1) 70 kV and 0.8 mm of Cu at 5 mA, (2) 70 kV and 3.3 mm of Cu at 9 mA, and (3) 100 kV and 3.3 mm of Cu at 2 mA. The integration time was 100 ms and 2000 frames were summed together. Spectra were simulated using the Finkelshtein model 13 interacting with a CdTe detector element with a width and height of 0.8 mm and thickness of 3 mm. Figure 8 shows the simulated and measured spectra averaged over 300 detector elements. A spectral background subtraction was applied as described in section 3.1 and shown in blue. Visually, the background subtraction improves the agreement between measurement and simulation. Often in gamma spectroscopy a linear fit is used to estimate background as a first-order correction 12 . Figure 8 . Measured (black), background-corrected measured (blue) and simulated (red) energy spectra for the three tube-source voltages.
RADIOGRAPHIC PERFORMANCE AND RESULTS
Radiographs of an aluminum step wedge and a cylinder of polytetrafluoroethylene (PTFE) were used to assess the radiographic performance of the detector. In particular, we were interested in evaluating the quantitative reliability of measured linear attenuation coefficients. A computed tomography scan was also acquired to demonstrate the capability of the detector to produce tomographic slices. These results are shown in this section.
Radiographic performance with a step wedge
An aluminum step wedge was used to evaluate radiographic performance for quantitative accuracy. The step wedge, shown in Figure 9 , consisted of 20 steps, which vary from approximately 1 mm to 20 mm in roughly 1 mm increments listed in Table 1 . Figure 9 . Aluminum step wedge used to assess radiographic performance The step wedge was placed at a central source-to-object distance of 610 mm and an object-to-detector distance of 440 mm. The x-ray spectrum used a peak voltage of 100 kV at 0.8 mA and filtration of 1.3 mm of Cu. The integration time was 100 ms and 1000 frames were summed together. As before, the x-ray source illuminated about 300 detector elements. As dead time was kept low at 1.2% (max), dead time correction was not applied to the radiographic data. The spectral background correction was applied as discussed in section 3.3. A dark count image (source off), D, bright field image (source on, no object), Io, and raw image (source on, object positioned), I, were acquired. An attenuation radiograph is an image of the log of the attenuation values (µL) derived from Beer's law given by:
where µ is the linear attenuation coefficient (LAC) for the specified material and L is the thickness of the material. µL values for the 60 keV energy bin were compared to tabulated values given the wedge material. Also for the step wedge, a second attenuation radiograph was generated by summing the energy bins between 60-90 keV to derive a composite radiograph for comparison with the step wedge radiograph at 60 keV. The reason for the composite was to evaluate whether improved noise statistics can be achieved by binning energies. The 60-90 keV region was selected because most of the x-ray photon spectrum was within this range. The data were binned in post-processing to enable evaluation of the spectrum under the high energy resolution setting.
Figure 10(a) shows the measured spectrum, background corrected measured spectrum and the simulated spectrum used in the step wedge radiographic technique in the absence of the step wedge. The simulated spectrum was produced as described in section 3.3. A line-out of the step-wedge radiograph derived from energy in the range of 60 to 90 keV is shown in Figure 10 (b). The roughly 1 mm increment steps are well delineated. A line-out of the attenuation radiograph derived from a single energy bin at 60 keV is shown in Figure 10c as well as the modeled attenuation radiograph values. The measured linear attenuation coefficient is lower than that calculated from simulation by 10%. This is consistent with partial energy deposition from higher energies as discussed in section 3.3. Figure 10 (d) plots the signal to noise ratio (SNR) at each step, demonstrating improved SNR of the attenuation radiograph of binned data. Here, SNR is defined as the mean divided by the standard deviation. With the exception of one step, binned data shows significantly improved SNR. Future work will involve repeated measurements to quantify the variation in the SNR measurement.
Radiographic performance with a PTFE cylinder
A 1.27 cm diameter PTFE cylinder was used to further evaluate quantitative accuracy. Source parameters, detector settings, and radiographic corrections were as specified in section 4.1. An attenuation radiograph was generated in the energy range from 60-90 keV. Abel inversion is a process by which a CT reconstruction is performed on a symmetrical object from a single attenuation radiograph. Abel inversion was performed on the PTFE cylinder. The edge locations of the cylinder were defined on the attenuation radiograph as 50% of the peak and the midpoint was set as the center of rotation. An attenuation radiograph was then generated for all 128 energy bins (Figure 11a ). The attenuation radiograph was replicated to produce a total of 720 radiographs as though they were angular projections taken 0.5 degrees apart. All energy bins were reconstructed separately. Outlier voxel values in reconstruction were adjusted to reduce reconstruction artifacts due to noise. Outlier removal was performed via adapted filtering by subtracting the 3x3 median filtered reconstruction from the unfiltered reconstruction and replacing values in the reconstruction with the median filtered values if the voxel value in the difference image was greater than a threshold. The 60 keV energy bin outlier corrected reconstruction is shown in Figure 11b . A circular region-of-interest 9 voxels in radius (60% of the cylinder's radius) was defined about the center of the reconstructed object to calculate the mean and standard deviation. Measured LACs were then compared to values calculated from tabulated LACs using the Livermore Tomography Toolkit (LTT) 14 . Figure 12 shows the measured and calculated LAC derived from reconstruction. For the 100 kV spectrum, the measured LAC is within 10% of the calculated LAC over the range of 60-100 keV. Data above the x-ray source end-point energy are considered invalid. Below 60 keV, the low counts in the corrected spectrum and partial energy deposition from incident photons at higher energies account for the reduced accuracy of the measured LAC.
Tomographic capability
To further understand the spectroscopic imaging properties of the MultiX detector, we measured the spectral attenuation through a variety of materials. A reference "carousel" used in previous experiments was adapted for this purpose ( Figure  13 ) 4 . This phantom consisted of six reference materials (water, magnesium, graphite, polyoxymethylene copolymer or POM, silicon, and PTFE) mounted along the outside circumference of a circular metal plate. This plate was securely mounted to a rotary stage, allowing for the samples to be rotated around the central axis of the plate. POM is closely related to, and often referred to, as Delrin. Solid reference materials were 1.27 cm in diameter. Water was placed in a polypropylene container with outer and inner diameters of 1.4 and 1.1 cm, respectively. The design of this phantom allowed for the materials to be viewed independently or overlapped with one another, giving a variety of attenuating features for analysis. Figure 13 . Test phantom on mounting post with six samples (water, magnesium, graphite, POM, silicon, and PTFE) in place X-ray source parameters were 160 kV at 2.5 mA. No filtration was used. The computed tomography scan consisted of 720 images over an angular range of 360 degrees. The integration time was 100 ms. For each projection 10 frames were summed. Scan was performed at the highest energy resolution of the system, 1.1 keV bins, as this data could later be grouped into bins to reduce the energy resolution of the system. Figure 14 shows an attenuation radiograph through the test phantom. Dead time and dark count corrections were applied. Pulse pile-up was a significant source of spectral distortion in the collected data. The data were collected at a measured count rate of 4. Detector Element approximately 45%, which would lead to significant spectral distortion. Qualitatively, the reconstruction at the highest energy resolution of the system is reasonable; however, in this case, LACs are underestimated at the lower energy bins (< 80 keV) and overestimated at the higher energy bins (> 80 keV).
Figure 14. Attenuation radiograph of test phantom
While the spectral properties of the array were not quantitatively reliable due spectral distortion at dead time losses of 45%, the array was able to operate as a spectrally-integrated instrument at extremely high signal levels. Reconstructing the computed tomography scan provides a two-dimensional image slice of the materials. An example of a reconstructed slice using the summed spectral data from 20 keV to 160 keV can be seen in Figure 15 . This sum of all energy bins simulates the response of a conventional digital radiograph. Figure 15 . Reconstructed slice of test phantom using summed spectral data from 20 to 160 keV with the sample materials labeled.
CONCLUSION
Hardware and software were designed to perform radiographic and computed tomography tasks with a spectroscopic detector. Energy calibration was examined via the end point energy of a bremsstrahlung spectrum and radioisotope spectral lines. The calibration reaffirms consistency in energy response between detector elements. Count rate characterization is also comparable with the manufacturer's specification. When comparing measured and simulated spectra, a low energy tail was visible in the measured data due to the spectral response of the detector. If no counts were expected in the low energy tail, a first order spectral background correction was found to improve accuracy. If counts are expected in the low energy tail, a detailed model must be implemented. A radiograph of an aluminum step wedge with a maximum thickness of about 20 mm shows an underestimation of attenuation by about 10% at 60 kV, which may be due to the spectral response of the detector. The report ends with a demonstration of the tomographic capability of the system. The quantitative understanding of the detector developed in the report will enable further study in evaluating the system for characterization of an object's chemical make-up for industrial and security purposes.
Given the nature of this energy discriminating detector, we propose the following approach for immediate development of an acquisition technique. With the desired peak x-ray voltage selected, find the trough in the low-energy tail with minimum filtration in place. For this step, ensure the count rate is sufficiently low to prevent pile-up. Next, simulate a spectrum in which no counts are below the trough. The necessary minimum filtration will be used for measurements. The filtration will minimize processing counts below the trough to prevent unwanted counts contributing to count rate (and hence reducing the dead time correction). This detector processes each pulse, thus energy channels that will not provide quantitative information, should be excluded. The count rate needs to be carefully monitored as increased count rate increases distortion. Furthermore, after acquiring a spectrum, dead time correction should be applied if necessary. Spectral correction, by calculating a line from the low energy trough to the beginning of the zero slope region at the high end of the spectrum and subtracting that line from the spectrum, should improve measurements for appropriate spectra.
Improvements to the enclosure setup were designed and fabricated. The new design entirely encloses the modules to provide better protection and storage options. Fans were mounted in the enclosure walls to cool the detectors. The original enclosure used mounting screws to align the detectors. The new housing was designed with slots in place of these mounting screws to allow for a reduction in the gaps present between individual modules. Space was provided in the new housing to hold a steel collimator, which previously had to be clamped to the frame of the detector enclosure to provide protection.
Future work will focus on investigating the use of multiple energy bins for material discrimination. In order to ensure data are as quantitatively reliable as possible, spectral models should be developed similar to those proposed by Cammin et al. 5 . Once an input spectrum is accurately modeled, a look-up table can be developed to correlate different amounts of attenuation of the measured spectrum with attenuation of the modeled spectrum. The modeled attenuated spectrum can then be used for analysis for improve quantitative accuracy. Once a fully operational and fully modeled system is establish, we may investigate machine learning algorithms that develop classifiers for explosive detection 15, 16 . We can also compare the effectiveness of these machine learning algorithms with traditional basis function analysis that considers photoelectric and Compton cross sections. The spectral data will also allow the examination of how the inclusion of coherent scatter cross sections in a three-basis-function analysis can improve quantitation. Lastly we can compare these methods with the SIRZ method designed within the Nondestructive Characterization Institute 4 . K-edge imaging will also be investigated to determine if the energy resolution of the detector is sufficient to detect these edges.
