INTRODUCTION
Packet classification is an indispensable building block of numerous Internet applications in the areas of routing, monitoring, security, and multimedia. The routers use a classification database that consists of a set of rules (a.k.a. filters). Each such rule specifies a pattern that determines which packets will match it and which actions to apply to the matched packets.
Ternary content-addressable memories (TCAMs) are increasingly used for high-speed packet classification. A TCAM is an associative memory hardware device that can be viewed as an array of fixed-width entries. Each TCAM entry consists of ternary digits: 0, 1, or '*' (don't-care). When storing a classification database, each TCAM entry is associated with a single classification rule and specifies a pattern of packets that match the rule. TCAMs are not well-suited, however, for representing rules that contain range fields (such as port fields). The traditional technique for range representation is the prefix expansion technique [6] , in which a range is represented by a set of prefixes, such that each is stored in a single TCAM entry. For example, the range [1, 6] can be represented by the prefix set {001, 01 * , 10 * , 110}. Hence, a single rule may require multiple TCAM entries, resulting in range expansion. Range expansion was found to cause an increase of more than 16% in TCAM space requirements for real-word databases [7] .
We present a novel scheme for constructing efficient representations of range rules, by making use of extra bits that are available in each TCAM entry. Since TCAMs are typically configured to be 144 bits wide, a few dozens of unused bits, called extra bits, remain in each entry. Our scheme is based on the simple observation that sets of disjoint ranges may be encoded much more efficiently than sets of overlapping ranges. Since the ranges in real-world classification databases are, in general, non-disjoint, our technique splits the ranges between multiple layers, each of which consists of mutually disjoint ranges. Each layer is then coded independently and assigned its own set of extra bits. We call the resulting encoding scheme a Layered Interval Code (LIC).
We present algorithms that implement the proposed scheme, where the layering of ranges is done by approximation algorithms for specific variants of interval-graph coloring. In addition, in the full paper [1] we provide mechanisms for updating TCAM entries without interfering with ongoing TCAM searches (hot updates). We evaluate these algorithms by performing extensive comparative analysis on real-life classification databases. Our analysis establishes that our algorithms reduce the number of redundant TCAM entries caused by range rules by more than 60% as compared with best range-encoding prior art.
On the theoretical side, we prove in the full paper that constructing a LIC that uses a minimum number of bits is NP hard. We also prove that a polynomial-time 2-approximation algorithm for the closely related chromatic sum problem is also a 2-approximation algorithm for the LIC construction problem. We then prove that the problem of constructing an optimal LIC given a a specific budget of extra bits is also NP hard.
BACKGROUND
Prior art that deals with reducing range expansion can roughly be divided to two main categories. Database-dependent schemes may encode a range differently as a function of the distribution of ranges in the database in which it occurs. The encoding produced by database-independent schemes, on the other hand, is a function of the range only and does not change across different databases [2, 4] . The scheme we present here is database-dependent.
The first database-dependent prior art is due to Liu [5] . It uses the available extra bits as a bit map: a single extra bit is assigned to each selected range r (see Figure 1(a) ). If range r is assigned extra bit i, then the i'th extra bit is set in all TCAM entries that include r; all other extra bits are set to 'don't care' in these entries. In the search key, extra bit i is set to 1 if the key falls into range r, otherwise it is set to 0. Since there are typically only 36 available extra bits per entry, this scheme is not scalable. Moreover, the number of unique ranges in contemporary classification databases is around 300 [4] and is expected to grow, thus this scheme may already be insufficient.
Two algorithms -Region Partitioning [5] and DRES [3] -were proposed for alleviating this scalability problem. DRES is a greedy algorithm that assigns extra bits to the ranges with high prefix expansion. The key difference between DRES and our scheme is that, whereas DRES assigns a single bit per range, we use the much more compact LIC coding. An idea similar to our LIC technique was mentioned in [8] but no algorithm was presented, hence also no empirical data was shown. 
ALGORITHM
The main observation on which the LIC algorithm is based is the fact that, while encoding n arbitrary ranges may require n bits, only log(n + 1) bits are required to encode n disjoint ranges. This is because a search key will fall into at most one of these ranges.
Our algorithm is composed of three stages: a layering stage, a bit allocation stage, and an encoding stage. In the layering stage, we partition the ranges to layers, where each layer contains a disjoint set of ranges. We propose and evaluate four polynomial-time layering algorithms: a) Maximum Size Independent Sets (MSIS) -a greedy layering algorithm that iteratively finds maximum independent sets, b) Maximum Size Colorable Sets (MSCS) -this algorithm finds, in every iteration i, the maximum i-colorable set of the interval graph corresponding to the ranges set. c) Maximum Weight Independent Sets (MWIS), and d) Maximum Weight Colorable Sets (MWCS) are weighted versions of the former algorithms.
In the bits allocation stage, we choose the "heaviest" ranges of each layer to be encoded, minimizing range-expansion while not exceeding each layer's extra bits budget.
Finally, the encoding stage constructs corresponding search keys and entries. A search key is constructed by encoding, for each layer, the single range of this layer to which the search key falls; if no such range exists, we encode a value representing the "area" outside all of this layer's ranges. A range-entry is constructed by encoding the range (at the single layer to which it belongs), while using 'don't care' bits for all other layers. Figure 2 (b) illustrates LIC encoding. For algorithm pseudo-codes and detailed descriptions, please refer to the full paper [1] .
EXPERIMENTS
We measure the quality of a range encoding scheme E by the expansion factor and range redundancy factor metrics. The expansion factor is the relative increase in the number of entries required to represent database D in TCAM by using encoding scheme E. Since this paper deals with range-field encoding, we focus our attention on rules containing such fields: The range redundancy factor of database D, using scheme E, is the average redundancy over all range-rules R ∈ D, where the redundancy of a range R is defined as the expansion of R minus one.
We evaluate the performance of the LIC scheme on a real-life database, which is a collection of 120 separate rule files originating from various applications (such as firewalls, acl-routers, and intrusion prevention systems) collected over the year 2004.
Algorithm
Expansion Redundancy Prefix Expansion [6] 2 Table 1 shows the expansion and redundancy factors obtained by prior art and by our algorithms, when 36 extra bits are available. When all extra bits are exhausted, our LIC scheme can use any independent encoding algorithm as a fall-back scheme. We evaluated the LIC scheme using two fall-back schemes: (binary) prefix expansion and SRGE (binary-reflected Gray code) [2] . The redundancy factor obtained by all LIC algorithms reduces redundancy by 60% or more as compared with the best prior art algorithm.
