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With positive signals from multiple direct detection experiments it will, in principle, be possi-
ble to measure the mass and cross sections of weakly-interacting massive particle (WIMP) dark
matter. Recent work has shown that, with a polynomial parameterisation of the WIMP speed dis-
tribution, it is possible to make an unbiased measurement of the WIMP mass, without making any
astrophysical assumptions. However, direct detection experiments are not sensitive to low-speed
WIMPs and, therefore, any model-independent approach will lead to a bias in the cross section.
This problem can be solved with the addition of measurements of the flux of neutrinos from the
Sun. This is because the flux of neutrinos produced from the annihilation of WIMPs which have
been gravitationally captured in the Sun is sensitive to low-speed WIMPs. Using mock data from
next-generation direct detection experiments and from the IceCube neutrino telescope, we show that
the complementary information from IceCube on low-speed WIMPs breaks the degeneracy between
the cross section and the speed distribution. This allows unbiased determinations of the WIMP mass
and spin-independent and spin-dependent cross sections to be made, and the speed distribution to
be reconstructed. We use two parameterisations of the speed distribution: binned and polynomial.
While the polynomial parameterisation can encompass a wider range of speed distributions, this
leads to larger uncertainties in the particle physics parameters.
I. INTRODUCTION
Experiments aiming at detecting dark matter (DM) di-
rectly rely on measuring the signatures left by DM parti-
cles when they interact with the nuclei of a detector [1, 2].
This technique was devised to search for a specific class
of DM candidates: Weakly Interacting Massive Particles
(WIMPs) [3]. WIMPs characteristically have a mass of
the order of GeV to TeV, and their elastic scatterings off
target nuclei induce recoils with energy on the order of
keV.
The number and energies of the recoil events can in
principle be used to infer the properties of the DM parti-
cle, e.g. its mass and scattering cross sections. However,
with a single experiment, this requires knowledge of the
local WIMP velocity distribution, f(v) (e.g. Ref. [4]).
Data analyses usually use the so-called Standard Halo
Model (SHM), where the velocity distribution is assumed
to have the following simple form (in the Galactic rest
frame):
fGal(v) =
1
(2piσ2v)
3/2
exp
(
− v
2
2σ2v
)
. (1)
This corresponds to an isothermal, spherical DM halo
with density profile ρ(r) ∝ r−2, in equilibrium, in which
case the dispersion σv is related to the local circular speed
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vc ≈ 220 km s−1 [5, 6] by σv = vc/
√
2. The SHM velocity
distribution is usually truncated manually at the Galactic
escape speed, which we take to be vesc = 544 km s
−1,
consistent with the estimates from the RAVE survey [7,
8].
Despite its simplicity and extensive use, it is unlikely
that the SHM provides a good description of the DM
velocity distribution. More realistic models have been
proposed that allow for a triaxial DM halo [9], a more
general density profile [10] and/or an anisotropic velocity
distribution [11]. Furthermore, if the DM speed distribu-
tion is reconstructed self-consistently from the potential
of the Milky Way [12, 13] the resulting distribution de-
viates from the Maxwellian distribution of the SHM in
Eq. (1).
Distribution functions extracted from N -body simu-
lations also show deviations from the SHM [14–17]. In
particular, DM substructures (e.g. streams) may lead to
‘spikes’ in the speed distribution, while DM which has
not yet completely phase-mixed (so-called ‘debris flows’)
gives broad features [18]. Simulations including bary-
onic physics suggest the possibility of a dark disk, pro-
duced by the DM tidally stripped from subhalos that
are preferentially dragged into the stellar disk during
the late stages of halo assembly [19, 20]. The resulting
dark disk corotates with approximately the same speed
as the stellar disk, but with a smaller velocity dispersion
σv ∼ 50 km s−1. This dark disk may contribute an ad-
ditional 20− 100% of the density of the halo (depending
on the merger history of the Milky Way), although more
recent simulations [21] indicate a smaller density, ∼ 10%.
From the previous discussion it is clear that the veloc-
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2ity distribution is still a quite uncertain quantity, despite
its fundamental importance in the interpretation of direct
detection data [22–24]. Furthermore, probing the speed
distribution would provide information on the structure
and evolution of the Milky Way.
Various model independent techniques have recently
been introduced for analysing direct detection data with-
out rigid assumptions about the WIMP speed distri-
bution, with the goal of obtaining unbiased constraints
on the WIMP particle properties, e.g. [4, 25–29]. See
Ref. [30] for a review. In particular, Refs. [4, 28] sug-
gested employing an empirical parameterisation of the
velocity distribution, and using data from multiple exper-
iments to constrain its parameters along with the WIMP
mass and cross section. Care must still be taken with
the choice of parameterisation in order to avoid a biased
determination of the WIMP mass [4, 31]. We found that
particular functional forms for the logarithm of f(v), for
instance Legendre and Chebyshev polynomials, allow an
unbiased reconstruction of the WIMP mass [30, 32, 33].
However, if only direct detection data is used, data analy-
sis is inevitably hindered by the lack of sensitivity to low-
speed WIMPs that produce recoil energies below the ex-
perimental energy thresholds. As experiments are blind
to low-speed WIMPs, they can only detect some un-
known fraction of the WIMPs. This then translates into
a biased reconstruction of the scattering cross section.
Here we provide a solution to this problem using (sim-
ulated) future measurements from neutrino telescopes of
the flux of neutrinos from the Sun. WIMPs scattering
off the nucleons in the Sun can lose enough energy to get
captured in its gravitational potential [34–39]. They ac-
cumulate there until their density is high enough to anni-
hilate, producing (among other particles) neutrinos that
can travel to us and be detected by neutrino telescopes,
such as IceCube [40]. The expected number of neutrinos
depends on the WIMP capture rate in the Sun, which is
sensitive to the velocity distribution of WIMPs below a
certain value.
A xenon-based direct detection experiment with
O(keV) energy threshold is sensitive to WIMPs with
speeds above 500 km s−1 for light WIMPs with mass
of order a few GeV, or above tens of km s−1 for heavier
WIMPs. On the other hand, the maximum Solar capture
speed (above which WIMPs are too fast to be captured)
is larger than this for WIMP masses between 10 GeV
and 1 TeV. Neutrino telescopes are therefore sensitive
to the entire low-speed WIMP population which lies be-
low the direct detection energy threshold. This indicates
that combining direct detection and neutrino telescope
data will allow us to probe the entire speed distribution
and improve the accuracy of the constraints obtainable
on both the WIMP mass and interaction cross section.
The complementarity of direct detection and neutrino
telescope experiments has been studied previously in
Ref. [41]. In that paper, astrophysical uncertainties were
included by marginalising over parameters of the SHM,
and by comparing with the results obtained assuming
speed distributions from N-body simulations. In the cur-
rent work, we account for such uncertainties using two
general parametrisations of f(v) described above, and in-
vestigate how well f(v) can be reconstructed from data.
Due to the degeneracy between the WIMP mass and
speed distribution, such a general approach requires com-
plementary information from several direct detection ex-
periments, rather than a single experiment, as considered
in Ref. [41].
In the following sections we estimate the sensitivity of
this general approach by means of Bayesian inference.
We choose a set of well-motivated benchmarks for the
mass and cross sections of the WIMP, as well as for its
speed distribution. For each of these benchmarks we
simulate the data expected in next-generation direct de-
tection experiments and in a neutrino telescope. This
data is encoded in a likelihood function, with which we
scan over a parameter space that includes both parti-
cle physics quantities (e.g. the WIMP mass and scat-
tering cross sections) and astrophysical ones (e.g. the
coefficients entering in our parametrisation of the speed
distribution). This technique allows us to estimate the
precision with which future experiments will be able to
reconstruct these parameters.
The paper is organized as follows. In Sec. II we sum-
marize the formalism for the computation of recoil events
in a direct detection experiment, as well as the expected
signal in a neutrino telescope. In Sec. III we introduce
the benchmark models considered and the parameteri-
sations of the speed distribution. We also describe the
sampling technique. In Sec. IV we present our results
based on direct detection data only, while in Sec. V we
also include the information from a neutrino telescope.
Finally, we discuss our results in Sec. VII and summa-
rize our main conclusions in Sec. VIII.
II. DARK MATTER EVENT RATE
FORMALISM
A. Direct detection
The differential event rate per unit time and detector
mass for nuclear recoils of energy ER in a direct detection
experiment is given by [42]
dR
dER
=
ρ0
mχmN
∫ ∞
vmin
vf1(v)
dσ
dER
dv . (2)
The local DM mass density is denoted by ρ0, the WIMP
mass by mχ and the target nuclear mass by mN. The
prefactor ρ0/(mχmN) is the number of WIMPs per unit
volume multiplied by the number of target nuclei per
unit detector mass. The integral in Eq. (2) is of the
differential cross section weighted by the one-dimensional
WIMP speed distribution f1(v) (see later).
The WIMP velocity distribution in the Earth’s frame
is related to that in the Galactic frame by a Galilean
3transformation: f(v) = fGal(v − vlag), where vlag ≈
230 km s−1 is the velocity of the Earth with respect to the
Galactic rest frame [43, 44]. This includes a contribution
from the velocity of the Sun with respect to the Galactic
frame as well as a contribution from the Earth’s motion
as it orbits the Sun. The dependence on the Earth’s
orbit implies that the velocity distribution will be time-
varying, producing an annual modulation in the event
rate [45]. However, this modulation is expected to be
. 10% and we consider here only the time averaged event
rate. The one-dimensional speed distribution is obtained
by integrating over all directions in the Earth frame
f1(v) =
∮
fGal(v− vlag)v2 dΩv ≡ v2f(v) . (3)
The function f(v) is the directionally-averaged velocity
distribution and is the quantity which we parametrise
(and subsequently reconstruct) in order to account for
astrophysical uncertainties.
The lower limit of the integral in Eq. (2) is the mini-
mum WIMP speed that can excite a recoil of energy ER:
vmin =
√
mNER
2µ2χN
, (4)
where µχN is the reduced mass of the WIMP-nucleon
system.
The differential cross section is typically divided into
spin-dependent (SD) and spin-independent (SI) contri-
butions:
dσ
dER
=
dσSD
dER
+
dσSI
dER
. (5)
The SI contribution can be written as
dσSI
dER
=
mNσ
SI
p
2µ2χpv
2
A2F 2SI(ER) , (6)
where we have assumed that the coupling to protons and
neutrons is equal (fp = fn). In this case, the SI con-
tribution scales with the square of the mass number A
of the target nucleus. The interaction strength is con-
trolled by σSIp , the WIMP-proton SI cross section, and
by µχp = mχmp/(mχ + mp), the reduced mass of the
WIMP-proton system. The loss of coherence due to the
finite size of the nucleus is captured in the form factor
F 2SI(ER), which is obtained from the Fourier transform
of the nucleon distribution in the nucleus. We take the
form factor to have the Helm form [46]
F 2SI(ER) =
[
3j1(qR1)
qR1
]2
e−q
2s2 , (7)
where j1(x) is a spherical Bessel function of the first kind
and q =
√
2mNER is the momentum transfer. We use
nuclear parameters from Ref. [47], based on fits to muon
spectroscopy data [48]:
R1 =
√
c2 +
7
3
pi2a2 − 5s2 , (8)
c = 1.23A1/3 − 0.60 fm , (9)
a = 0.52 fm , (10)
s = 0.9 fm . (11)
Muon spectroscopy probes the charge distribution in the
nucleus. However, detailed Hartree-Fock calculations in-
dicate that the charge distribution can be used as a good
proxy for the nucleon distribution (especially in the case
fp = fn). It has been shown that using the approximate
Helm form factor introduces an error of less than ∼5%
in the total event rate [49, 50].
The standard expression for the SD contribution is
dσSD
dER
=
mNσ
SD
p
2µ2χpv
2
4(J + 1)
3J
(
〈Sp〉+ an
ap
〈Sn〉
)2
F 2SD(ER) .
(12)
As before, σSDp denotes the WIMP-proton SD cross sec-
tion and we have assumed that the coupling to protons
and neutrons is equal (an = ap). The total nuclear spin
of the target is denoted J , while the expectation values
of the proton and neutron spin operators are given by
〈Sp〉 and 〈Sn〉 respectively. The SD form factor can be
written as
F 2SD(ER) =
S(ER)
S(0)
, (13)
where S(ER) describes the energy dependence of the re-
coil rate due to the fact that the nucleus is not composed
of a single spin but rather a collection of spin-1/2 nucle-
ons. This response function S(ER) is usually decomposed
in terms of spin structure functions [51]:
S(ER) = a
2
0S00(ER) + a0a1S01(ER) + a
2
1S11(ER) , (14)
where a0 = ap + an is the isoscalar coupling and a1 =
ap − an is the isovector coupling. Under the assump-
tion an = ap, then a0 = 2ap and a1 = 0, and only the
isoscalar structure function S00(ER) will be relevant for
our analysis.
The functional form for Sij can be calculated from
shell models for the nucleus [52]. However, competing
models (such as the Odd Group Model [53], Interacting
Boson Fermion Model [54] and Independent Single Parti-
cle Shell Model [55], among others) may lead to different
spin structure functions, generating a significant uncer-
tainty in the value of the SD cross section. This issue was
explored by Ref. [56], who developed a parametrisation
for the spin structure functions in terms of the parameter
u = (qb)2/2, where
b =
√
41.467
(45.0A−1/3 − 25.0A−2/3) fm , (15)
4is the oscillator size parameter [52, 57]. Their parametri-
sation takes the form
Sij = N((1− β)e−αu + β) . (16)
The values we use for the parameters (N,α, β) are
(0.0595, 3.75, 0.0096) for 129Xe, (0.035, 3.925, 0.12) for
131Xe and (0.195, 4.25, 0.07) for 73Ge. These values were
chosen to approximately reproduce the median values ob-
tained from a range of spin structure function calcula-
tions [52, 58–60]. We keep the values of these parameters
fixed in our analysis in order to focus on the impact of
astrophysical uncertainties. We note that argon has zero
spin and therefore has no SD interaction with WIMPs.
The proton and neutron spins 〈Sp,n〉 can be rewritten
in terms of the total nuclear spin and the spin structure
functions (as in Ref. [61]). Using this to rewrite Eq. (12),
gives the following expression (in the case ap = an):
dσSD
dER
=
8pimNσ
SD
p
3µ2χpv
2
S00(ER)
(2J + 1)
. (17)
Both the SI and SD differential cross sections are in-
versely proportional to the WIMP velocity squared. Fac-
toring out all the terms that do not depend on v in
Eq. (2), the integral over the WIMP speed is normally
written as η(vmin):
η(vmin) =
∫ ∞
vmin
f1(v)
v
dv , (18)
and we will subsequently refer to this quantity as the
velocity integral.
B. Neutrino telescopes
The WIMP capture rate per unit shell volume for a
shell at distance r from the center of the Sun, due to
species i is given by [62, 63]
dCi
dV
=
∫ vmax
0
dv
f1(v)
v
wΩ−wesc,i(w) , (19)
where v is the asymptotic WIMP speed1, w(r) =√
v2 + wesc(r)2 and wesc(r) is the local escape speed at
radius r inside the Sun2. The rate per unit time at which
a single WIMP travelling at speed w is scattered down to
a speed less than wesc, due to the interaction with species
i, is Ω−wesc,i(w). Finally, the upper limit of integration is
given by
vmax =
√
4mχmNi
mχ −mNi
wesc , (20)
1 In the literature, the asymptotic WIMP speed is typically written
as u. Here, we denote it as v for consistency with the notation
of the direct detection formalism.
2 For compactness, we subsequently suppress the radial depen-
dence when denoting w(r) and wesc(r).
where mNi is the mass of the nucleus of species i. Above
vmax, WIMPs cannot lose enough energy in a recoil to
drop below the local escape speed and, therefore, they
are not captured by the Sun.
The scatter rate Ω−wesc,i from a species with number
density nNi can be written as:
Ω−wesc,i(w) = wnNi
∫ Emax
Ev
dσ
dER
dER , (21)
where ER is the energy lost by the scattering WIMP. The
limits of integration run from the minimum energy loss
required to reduce the WIMP speed below wesc,
Ev =
mχ
2
(
w2 − w2esc
)
=
mχ
2
v2 , (22)
to the maximum possible energy loss in the collision,
Emax =
2µ2χNi
mNi
w2 . (23)
As in the direct detection case, we can decompose
the differential cross section into SI and SD components.
While all of the constituent elements of the Sun are sen-
sitive to SI interactions, only spin-1/2 hydrogen is sen-
sitive to SD scattering. The differential cross section is
therefore given by
dσ
dER
=
mNi
2µ2χpv
2
×
{
σSIp + σ
SD
p for A = 1 ,
σSIp A
2
iF
2
i (ER) for A > 1 .
(24)
No form factor is needed for hydrogen, which consists
of only a single nucleon. For the remaining nuclei, we
approximate the form factor as [62]
F 2i (ER) = exp
(
−ER
Ei
)
, (25)
Ei =
3
2mNiR
2
i
. (26)
This allows Eq. (21) to be calculated analytically and
introduces an error in the total capture rate of only a
few percent.
Fig. 1 shows the maximum Solar capture speed vmax
given by Eq. (20) (averaged over the Solar radius). We
consider separately the SD contribution (dashed red line)
from hydrogen and the SI contribution (solid red line)
averaged over all elements in the Sun. The former goes
from a value slightly larger than 1000 km s−1 for a 10
GeV WIMP down to ∼ 100 km s−1 for a mass of 1 TeV,
while the latter is larger by a factor of approximately two.
The sharp peaks in the SI curve for vmax are resonances
due to mass matching between the WIMP and one of the
nuclei in the Sun. In these cases, energy transfer during
recoils can be very efficient and WIMPs with high speeds
can be captured.
The two red lines should be compared with the blue
(green hatched) band, which shows the velocity window
5101 102 103
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FIG. 1. The ranges of WIMP velocity that Solar capture and
direct detection experiments are sensitive to, as a function of
the WIMP mass. The blue band shows the range of speeds
to which a xenon-based detector with an energy window of
[5, 45] keV is sensitive. The green hatched band shows the
corresponding range of speeds for an argon-based detector
with an energy window of [30, 100] keV. The solid (dashed)
red lines shows the maximum speed to which Solar WIMP
capture is sensitive for SI (SD) interactions. See the text for
further details.
to which a xenon-based (argon-based) experiment is sen-
sitive (assuming the energy thresholds described in Sec.
III and Tab. I). We note that, over the whole range of
masses considered, the maximum Solar capture speed is
always larger (both for SI and SD interactions) than the
lower edge of the blue band. This means that, as antic-
ipated in the introduction, neutrino telescopes are sensi-
tive to all of the low-speed tail of the velocity distribution
that is inaccessible to direct detection experiments.
WIMPs which are captured can annihilate in the Sun
to Standard Model particles. Over long timescales, equi-
librium is reached between the capture and annihilation
rates. In such a regime, the annihilation rate ΓA is equal
to half the capture rate, independent of the unknown an-
nihilation cross section [39]. For large enough scattering
cross sections (σSDp & 10−43 cm2), capture is expected
to be efficient enough for equilibrium to be reached [64].
The assumption of equilibrium is, therefore, reasonable
for the benchmarks considered in this work.
The majority of Standard Model particles produced
by WIMP annihilations cannot escape the Sun. How-
ever, some of these particles may decay to neutrinos or
neutrinos may be produced directly in the annihilation.
Neutrinos can reach the Earth and be detected by neu-
trino telescope experiments. In this work, we focus on the
IceCube experiment [65], which measures the Cˇerenkov
radiation produced by high energy particles travelling
through ice. IceCube aims at isolating the contribution
of muons produced by muon neutrinos interacting in the
Earth or its atmosphere. The amount of Cˇerenkov light
detected, combined with the shape of the Cˇereknow cas-
cade, allows the energy and direction of the initial neu-
trino to be reconstructed.
The spectrum of neutrinos arriving at IceCube is given
by
dNν
dEν
=
ΓA
4piD2
∑
f
Bf
dNfν
dEν
, (27)
where D is the distance from the Sun to the detector and
the sum is over all annihilation final states f , weighted
by the branching ratios Bf . The factor dN
f
ν /dEν is the
neutrino spectrum produced by final state f , taking into
account the propagation of neutrinos as they travel from
the Sun to the detector [66, 67]. The branching ratios
depend on the specific WIMP under consideration. For
simplicity, it is typically assumed (as we do here) that
the WIMPs annihilate into a single channel. For the
computation of Eq. (27) we use a modified version of
the publicly available DarkSUSY code [68, 69], that also
accounts for the telescope efficiency (see also Sec. III).
III. BENCHMARKS AND PARAMETER
RECONSTRUCTION
In order to determine how well the WIMP parameters
can be recovered, we generate mock data sets for IceCube
and three hypothetical direct detection experiments.
Table I displays the parameters we use for the three di-
rect detection experiments. They are chosen to broadly
mimic next-generation detectors that are currently in de-
velopment. Each experiment is described by the energy
window it is sensitive to and the total exposure, which
is the product of the fiducial detector mass, the expo-
sure time and the experimental and operating efficiencies
(which we implicitly assume to be constant). We also in-
clude a gaussian energy resolution of σE = 1 keV
3 and
a flat background rate of 10−7 events/kg/day/keV.
We choose three experiments using different target nu-
clei as it has been shown that the employment of mul-
tiple targets significantly enhances the accuracy of the
reconstruction of the WIMP mass and cross sections [71–
73]. Furthermore, if the WIMP velocity distribution is
not known, multiple targets are a necessity [31]. For
more details on the reconstruction performance of dif-
ferent ensembles of target materials, we refer to reader
the Ref. [30]. We note that our modelling of the detec-
tors is rather unsophisticated. More realistic modelling
would include, for instance, energy-dependent efficiency.
However, the detector modelling we employ here is suf-
ficient to estimate the precision with which the WIMP
parameters can be recovered.
3 The precise value of σE is not expected to strongly affect param-
eter reconstruction, unless σE > Eth [70].
6Experiment Energy Range
(keV)
Exposure
(ton-yr)
Energy bin
width (keV)
Xenon 5-45 1.0 2.0
Argon 30-100 1.0 2.0
Germanium 10-100 0.3 2.0
TABLE I. Summary of the parameters describing the mock
direct detection experiments. All experiments have a constant
energy resolution of σE = 1 keV and a flat background rate
of 10−7 events/kg/day/keV. The energy windows are chosen
to be similar to those proposed in Refs. [76, 77] and [78] for
xenon, germanium and argon respectively. We assume natural
isotopic abundances of the target materials.
We divide the energy range of each experiment into
bins and generate Asimov data [74] by setting the ob-
served number of events in each bin equal to the expected
number of events. While this cannot correspond to a
physical realisation of data as the observed number of
events will be non-integer, it allows us to disentangle the
effects of Poissonian fluctuations from the properties of
the parametrisations under study. Including the effect of
Poissonian fluctuations would require the generation of
a large number of realisations for each benchmark. The
precision in the reconstruction of the WIMP parameters
will, in general, be different for each realisation. This
leads to the concept of coverage, i.e. how many times
the benchmark value is contained in the credible inter-
val estimating the uncertainty in the reconstruction (c.f.
Ref. [75]). We leave this for future work, noting here that
Ref. [33] showed that the polynomial parameterisation
we use (Sec. III B) provides almost exact coverage for the
reconstruction of the WIMP mass (at least in the case of
mχ = 50 GeV).
For the mock neutrino telescope data, we consider the
IceCube 86-string configuration. We follow Ref. [41] and
use an exposure time of 900 days (corresponding to five
180-days austral Winter observing seasons) and an an-
gular cut around the Solar position of φcut = 3
◦. This
value is chosen to reflect the typical angular resolution
of the IceCube detector [79] and has previously been
shown to be the optimal angular cut over a range of
DM masses [80]. This results in approximately 217 back-
ground events over the full exposure. As with the di-
rect detection experiments, we set the observed number
of events equal to the expected number of signal plus
background events. We use only the observed number of
events as data and not their individual energies. While
event-level likelihood methods have previously been de-
veloped [81] for the use of IceCube 22-string data [82], a
similar analysis has not yet been performed for IceCube-
86. In particular, the probability distributions for the
number of lit digital optical modules as a function of
neutrino energy are not yet available for IceCube-86.
Nonetheless, using only the number of observed events
is a first step towards the characterisation of the WIMP
speed distribution with neutrino telescopes.
A. Benchmarks
The four benchmark models we use to generate mock
data sets are summarised in Table II, along with the
number of events produced in each experiment. In all
cases, we use a SI WIMP-proton cross section of σSIp =
10−45 cm2 and a SD cross section of σSDp = 2×10−40 cm2,
both of which are close to the current best exclusion lim-
its [83, 84].
The WIMPs in benchmarks A and B have an inter-
mediate mass of 100 GeV and the production of neutri-
nos originates from annihilations into W+W−. This is a
similar configuration to benchmark B used by Ref. [41].
For benchmarks C and D we decrease the mass to 30
GeV, which allows a more accurate reconstruction of the
WIMP mass (see Secs. IV and V). The IceCube detec-
tor (with DeepCore) is sensitive to WIMPs with masses
down to about 20 GeV [85]. For benchmarks C and D we
assume that annihilations take place directly into νµν¯µ.
Other annihilation channels may produce fewer neu-
trinos and, thus, reduce the impact of IceCube in the
reconstruction of the particle physics nature of DM and
its f(v). However, note that, according to Ref. [86], the
only annihilation channels not decaying with a signifi-
cant probability into neutrinos are electrons, gluons and
gamma rays. The scan of non-minimal supersymmetry
performed in Ref. [87] showed that these are subdomi-
nant channels.
Benchmarks A and C assume a SHM speed distribution
as described in Sec. II, with vlag = 230 km s
−1 [6, 88]
and σv = 163 km s
−1. Benchmarks B and D also include
a moderate dark disk with a population of low-speed
WIMPs which contribute an additional 30% to the local
DM density. We assume that the dark disk velocity dis-
tribution is also given by Eq. (1), with vlag = 50 km s
−1
and σv = 50 km s
−1 [89]. As shown in Ref. [90], the
capture rate in the Sun is not affected by variations in
the shape of f(v) (such as the differences between dis-
tribution functions extracted from different N -body sim-
ulations). However, significant enhancement of the cap-
ture rate can occur if there is a dark disk [89], and our
benchmarks have been chosen in order to investigate this
scenario. Finally, we assume a fixed value for the SHM
local DM density of ρ0 = 0.3 GeV cm
−3. There is an
uncertainty in this value of around a factor of 2 (see
e.g. Refs. [91–95]). However this is degenerate with the
cross sections.
In this work, we assume a common speed distribution
f(v) experienced by both Earth-based experiments and
by the Sun. In principle gravitational focussing and dif-
fusion could lead to differences between the forms of f(v)
at the Earth and Sun [64, 96]. However, a recent study
using Liouville’s theorem showed that such effects must
be balanced by inverse processes [97]. We can, therefore,
treat the WIMP population as being effectively free and
7Benchmark mχ (GeV) Speed dist. Annihilation channel NXe(SI) NXe(SD) NAr(SI) NAr(SD) NGe(SI) NGe(SD) NIC
A 100 SHM W+W− 154.9 262.7 16.1 0 25.4 18.7 43.3
B 100 SHM+DD W+W− 167.1 283.9 16.2 0 25.7 18.9 242.9
C 30 SHM νµν¯µ 175.1 301.1 6.2 0 20.5 16.1 13.2
D 30 SHM+DD νµν¯µ 175.0 300.9 5.8 0 20.4 16.0 40.2
TABLE II. Summary of the WIMP benchmarks. The first section shows the WIMP mass, speed distribution and annihilation
channel. SHM refers to the Standard Halo Model, with a speed distribution described by Eq. (1) with vlag = 230 km s
−1
and σv = 163 km s
−1. In the case of SHM+DD, we also include the contribution of a dark disk, described by an additional
term as in Eq. (1), but with vlag = 50 km s
−1 and σv = 50 km s−1. For all benchmarks, we consider only isospin-conserving
interactions (i.e. fp = fn and ap = an) and assume σ
SI
p = 10
−45 cm2 and σSDp = 2 × 10−40 cm2. The second section gives
the number of events produced in the xenon-, argon- and germanium-based direct detection experiments (with the number of
recoils induced by SI and SD interactions listed separately) and IceCube.
consider only a single common form for f(v).
B. Parametrisations of the speed distribution
We use the mock data generated for the benchmarks
in Table II to evaluate the likelihood employed in the
Bayesian scans over mχ, σ
SI
p and σ
SD
p . In order to study
the synergy between direct detection experiments and
neutrino telescopes in the reconstruction of the speed
distribution, some of these scans will also include pa-
rameters which describe the form of f(v). We consider
two possible parametrisations:
• Binned parametrisation: This parameterisation
was introduced in Ref. [4] and it involves dividing
f(v) into N bins of width ∆v with bin edges v˜i and
parametrising the bin heights by gi:
f(v) =
N∑
i=1
3giW (v; v˜i,∆v)
(v˜i + ∆v)3 − v˜3i
, (28)
where the top-hat function, W , is defined as:
W (v; v˜i,∆v) =
{
1 v ∈ [v˜i, v˜i + ∆v] ,
0 otherwise .
(29)
The bin heights then satisfy the normalisation con-
dition
N∑
i=1
gi = 1 . (30)
We parametrise f(v) up to some maximum speed
vmax = N∆v, above which we set f(v) = 0. We
choose vmax = 1000 km s
−1, conservatively larger
than the escape velocity in the Earth frame, which
is around 800 km s−1 [7, 8]. The binned parametri-
sation was studied in detail in Ref. [31], where it
was demonstrated that, when only direct detection
data is used, this method results in a bias towards
smaller WIMP masses.
• Polynomial parametrisation: In Ref. [32] we
proposed that the natural logarithm of f(v) be ex-
panded in a series of polynomials in v, i.e.
f(v) = exp
[
N−1∑
k=0
akPk(2v/vmax − 1)
]
. (31)
The first coefficent a0 is fixed by requiring the speed
distribution to be normalised to 1. As detailed in
Ref. [33], various polynomial bases can be used.
Chebyshev and Legendre polynomials allow an un-
biased reconstruction of the WIMP mass across a
wide range of astrophysical and particle physics
benchmarks [32, 33], and the scans are normally
faster if Chebyshev polynomials are used. We,
therefore, use a basis of N Chebyshev polynomi-
als Pk weighted by the parameters ak.
By studying two different speed parametrisations, we
can examine how particle physics parameter reconstruc-
tion is affected by the choice of speed parametrisation.
While the binned parametrisation may lead to a bias in
the WIMP mass, it is straight-forward and provides a
good approximation to smoothly varying speed distribu-
tions. As discussed in Ref. [31], this bias is due in part
to a lack of information about f(v) at low speeds. We
therefore expect that the addition of IceCube data will
reduce this bias. By comparison, the polynomial distri-
bution is unbiased and allows for a wider range of shapes
for f(v), although some of these are rapidly varying and
may not be physically well-motivated. For a large num-
ber of parameters, these two methods should converge
and both could be used as a consistency check.
C. Parameter sampling
We perform parameter scans using a modified version
of the publicly available MultiNest 3.6 package [98–
100]. This allows us to map out the likelihood L(Θ)
for the model parameters Θ. We use Nlive = 20000 live
points and a tolerance of 10−4. The priors we use for the
various parameters are displayed in Table III.
8Parameter Prior range Prior type
mχ (GeV) 10− 1000 log-flat
σSIp (cm
2) 10−48 − 10−42 log-flat
σSDp (cm
2) 10−43 − 10−37 log-flat
Polynomial coefficients {ak} −20− 20 linear-flat
Bin heights {gi} 0− 1 simplex
TABLE III. Summary of prior types and ranges. The ‘sim-
plex’ prior is described in Sec. III C.
Due to the normalisation condition on the bin heights
(given in Eq. (30)) for the case of the binned parametri-
sation of f(v), we must sample these parameters from
the so-called ‘simplex’ priors: i.e. we uniformly sample
{g2, ..., gN} such that they sum to less than one and then
fix g1 as
g1 = 1−
N∑
i=2
gi . (32)
The ellipsoidal sampling performed by MultiNest be-
comes increasingly inefficient as the number of bins N
increases, since the volume of the parameter space for
which Eq. (30) is satisfied becomes very small. We there-
fore use MultiNest in constant efficiency mode when
using the binned parametrisation, with a target efficiency
of 0.3. We use a total of 10 bins in this parameterisa-
tion (9 free parameters, with one fixed by normalisation),
which should allow us to obtain a close approximation to
the rapidly varying SHM+DD distribution.
For the polynomial ln f(v) parametrisation, we use 6
basis polynomials (5 free coefficients, with one fixed by
normalisation). This is a smaller number of parame-
ters than for the binned parameterisation because the
polynomial coefficients are allowed to vary over a much
wider range. The volume of the polynomial parameter
space is therefore significantly larger than for the binned
parametrisation and a much larger number of live points
would be required to accurately map the likelihood us-
ing 10 parameters. As we will see, using 6 basis func-
tions still allows a wide range of speed distributions to
be explored and provides a good fit to the data (see also
the discussion in Ref. [33]). With a larger numbers of
events, it would be feasible to increase the number of ba-
sis functions and more precisely parametrise the form of
the speed distribution.
The likelihood function we use for each experiment is:
L(Θ) =
∏
i=1,Nbins
(N ie)
Nio
N io!
e−N
i
e , (33)
where the energy window is divided into Nbins bins. For
each bin, N ie is the expected number events, for a given
set of parameters Θ, and N io is the observed number of
events (i.e. the mock data). The total likelihood is the
product over the likelihoods for each experiment consid-
ered.
Finally, it is often interesting to consider the proba-
bility distribution of a subset of parameters from the full
parameter space. We do this by profiling, so that the pro-
file likelihood Lp(θi) of the i-th parameter is obtained by
maximising L over the other parameters:
Lp(θi) = max
0,...,i−1,i+1,...,N
L(Θ) . (34)
We have checked that, for the data sets and likelihoods
used here, the marginalised posterior distributions of the
parameters of interest do not differ qualitatively from
the profile likelihood. We therefore do not display the
marginalised posterior distributions. Because we only
make use of the likelihood (and not the posterior distri-
bution) in parameter inference, we expect that the priors
will not strongly impact the results. In addition, the use
of Asimov data with a large number of energy bins means
that we expect the confidence intervals obtained from the
asymptotic properties of the profile likelihood to be valid.
IV. DIRECT DETECTION DATA ONLY
In this section we present the results of the scans per-
formed with only direct detection data, leaving the dis-
cussion of the impact of IceCube data for the following
section.
A. Benchmark A
Figure 2 shows the 2-dimensional profile likelihood dis-
tributions for benchmark A, i.e. mχ =100 GeV, σ
SI
p =
10−45 cm2, σSDp = 2× 10−40 cm2 and a SHM f(v). Left
panels are for (mχ, σ
SI
p ), central ones for (mχ, σ
SD
p ),
while the ones on the right are for (σSIp , σ
SD
p ). Shaded
regions and solid blue contours are for scans carried out
over particle physics quantities (i.e. mχ, σ
SI
p and σ
SD
p ) as
well as the parameters entering in the parametrisation of
the speed distribution. The first row is for the binned
f(v) and the second row for the polynomial expansion
(see Sec. III B). In addition, the dashed black contours
are from a scan performed keeping the speed distribution
fixed, i.e. assuming that the correct f(v) is known and
there are no astrophysical uncertainties.
In the case of a fixed speed distribution (dashed black
lines), the reconstruction is very good: the mass is well
constrained and closed contours are obtained for both
the SI and SD cross section (right column). These con-
straints on the WIMP mass are similar to those obtained
in Ref. [41] whose Benchmark B is the same as our Bench-
mark A (see the middle row of Fig. 1 of Ref. [41]). How-
ever, the possible degeneracy between the two cross sec-
tions [72], which is observed in Ref. [41], is broken by the
fact that we use three different target experiments, one
of which (argon) is only sensitive to SI interactions.
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FIG. 2. 2-dimensional profile likelihood for (mχ, σ
SI
p ) (left column), (mχ, σ
SD
p ) (central column) and (σ
SI
p , σ
SD
p ) (right column),
using only information from three direct detection experiments with Xenon, Germanium and Argon targets (see Tab. I) for
benchmark A. The shaded areas and solid blue contours are obtained from a scan of a parameter space that includes both the
particle physics quantities (mχ, σ
SI
p and σ
SD
p ) and the parameters defining the speed distribution. The panels in the top row
are for a binned parametrisation, while those in the second row are for a polynomial parametrisation (see Sec. III). The dashed
black contours are from a separate scan, performed with the speed distribution fixed to its input form (see Tab. II). In all
cases, the inner (outer) contours enclose the 68% (95%) confidence level region. The green triangle marks the position of the
best-fit point for the scan including the parameters of the speed distributions. The red dashed lines show the nominal values
for mχ, σ
SI
p and σ
SD
p assumed for this benchmark.
When we allow for the realistic possibility of a variable
speed distribution, the contours unsurprisingly increase
in size. For both the binned and polynomial parametrisa-
tion, the contours have a similar shape, extending down
to 20 – 30 GeV in mχ. This is because both parametri-
sations can encompass distributions that are flatter than
the SHM. Decreasing the WIMP mass steepens the re-
coil spectrum, allowing these flatter distributions to be
compatible with the mock data. An example of such a
speed distribution is the one labelled ‘i’, in Fig. 3. In
order to remain normalised, such distributions must be
depleted at low speeds (i.e. below 200 km s−1), where
the experiments are no longer sensitive (see Fig. 1).
Similarly, the data can also be well fit by higher WIMP
masses. Increasing the WIMP mass moves the vmin in-
tervals probed by the three direct detection experiments
to lower values (see Fig. 1). However, in order to pro-
vide a good fit to the data, the relative number of recoil
events in each experiment must remain roughly the same.
With the SHM, this is not possible, since too few events
would be produced in the xenon experiment. A veloc-
ity integral which is similar to the SHM in the region
probed by germanium and argon, but steeper in the re-
gion probed by xenon can be used to compensate for this
by increasing the number of xenon events. An example of
a speed distribution which produces this effect is shown
in Fig. 3, labeled ‘ii’. Such an f(v) is possible with both
the polynomial and binned parametrisation, and there-
fore larger WIMP masses are allowed. Furthermore as
mχ is increased above the masses of the target nuclei,
the shape of the recoil spectrum becomes almost inde-
pendent of mχ. This effect is well understood [70, 101]
and it contributes to the degeneracy between the mass
and the cross section for large mχ. As a consequence
of this effect, we also do not expect the results obtained
here to change qualitatively if the upper limit of the prior
were increased beyond 1000 GeV.
For large values of mχ the contours also extend down
to small values of σSDp . This means that in the (σ
SI
p , σ
SD
p )
plane the contours are now open (lower right panel), as
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opposed to the closed contours obtained with fixed as-
trophysics. As explained in the previous paragraphs, the
region at large mass and large SI and SD cross sections
provides a good fit to the data with a velocity integral
that is slightly steeper than the SHM. Decreasing σSDp
means that fewer events will be produced in the xenon
and germanium experiments, with no effect on the ar-
gon detector. The same relative numbers of events for
the three targets can be maintained with a velocity inte-
gral that is even steeper at low speeds (where xenon and
germanium are sensitive), but unchanged in the region
probed by argon, between 200 and 400 km s−1. This re-
quires a shape for f(v) which rises more rapidly at low
speeds than example ‘ii’ in Fig. 3. With decreasing σSDp ,
a point is reached where all the events are explained by SI
interactions and lowering the SD cross section further has
no effect. Conversely, it is not possible to explain the data
in terms of only SD interactions, as σSIp is constrained by
the (small) number of events in the argon experiment
which couples only via SI interactions. Therefore the
contours do not extend to low values of σSIp .
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FIG. 3. Example shapes for the directionally-averaged veloc-
ity distribution f(v). These are labeled i-iv and are referred
to in the text of Sec. IV, V and VI to explain the different
regions of parameter space which can be fit to the data. For
comparison, the Standard Halo Model (SHM) and the SHM
with a dark disk (SHM+DD) are shown as dashed blue and
dot-dashed green lines respectively.
B. Benchmark B
Figure 4 shows the 2-dimensional profile likelihood dis-
tributions in the case of benchmark B, which has the
same values of the particle physics parameters as bench-
mark A, but the input speed distribution includes a dark
disk. The results for benchmark B with the speed distri-
bution fixed to its input form (dashed black) are similar
to those for benchmark A. However, the 95% confidence
contours now extend up to large WIMP masses (left and
central panels). When the WIMP mass is increased, the
relative number of events in the xenon experiment can be
too small. However, in benchmark B (unlike benchmark
A) this is counteracted by the steep velocity integral at
low speeds, due to the presence of the dark disk.
Again, when we allow the speed distribution to vary,
the contours are significantly wider. In the case of the
binned speed distribution, the likelihood peaks at around
mχ ≈ 50 GeV, compared to the input value of 100 GeV.
A possible bias in the WIMP mass when using the binned
distribution has been noted previously [4, 31], although
in this case the effect is relatively minor and the input
value lies within the 68% contours. When the polyno-
mial parametrisation is used, the best-fit point is closer
to the input parameter values. However, there is a
strong degeneracy between the mass and the cross sec-
tions, and consequently for both parameterisations the
displacement of the best-fit point away from the input
parameter values is much smaller than the uncertainties
on the parameters.
A significant difference between the two parameterisa-
tions is that the contours for the polynomial parametri-
sation extend up to large values of σSIp and σ
SD
p (this is
most apparent in the lower-right panel of Fig. 4). This
is a manifestation of the degeneracy described in Sec. I.
Direct detection experiments do not probe the low-speed
WIMP population. Thus, a velocity integral which is
compatible with the input one in the region probed by the
experiments but sharply increasing towards low speeds
can still produce a good fit, provided that the cross sec-
tion is also increased to give the correct total number
of events. An example of such a distribution is shown
in Fig. 3, labeled ‘iii’. These rapidly varying distribu-
tions are more easily accommodated in the polynomial
parametrisation than in the binned one, which explains
why the contours do not extend to large cross sections in
that case (top row).
This region at large cross sections for the polynomial
parameterisation did not appear in the case of benchmark
A. This is because the parameter space describing the
shape of the speed distribution is very large and distri-
bution functions which rise rapidly at low v do not make
up a large fraction of the parameter space and, there-
fore, may not be well explored. In the case of benchmark
B (which has a dark disk component), the input f(v)
is already increasing towards low speeds. This means
that such rapidly rising distributions are better explored
and this degeneracy becomes clear. The degeneracy up
to high cross sections would become manifest for bench-
mark A if significantly more live points were used in the
parameter scan. Therefore, the boundaries of the con-
tours in Fig. 2 for benchmark A at large σSIp and σ
SD
p
should be considered as lower limits.
C. Benchmark C
Figure 5 shows the results for benchmark C, for which
the mass is reduced to 30 GeV, with cross sections of
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FIG. 4. Same as Fig. 2 but for benchmark B.
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FIG. 5. Same as Fig. 2 but for benchmark C.
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FIG. 6. Same as Fig. 2 but for benchmark D.
σSIp = 10
−45 cm2 and σSDp = 2 × 10−40 cm2 and a SHM
f(v). As for benchmarks A and B, using a fixed speed
distribution (black dashed) leads to closed contours and
tight constraints on the WIMP parameters and, with the
binned parametrisation (top row), there again appears to
be a slight bias towards lower WIMP masses, although
the contours are not significantly widened. Indeed, for
a binned f(v), the reconstruction works quite well and
all three quantities are determined with a good precision
(approximately one order of magnitude for the cross sec-
tions and a factor of 2 for the WIMP mass). However,
the results of the scan using the polynomial parametri-
sation (bottom row) are dramatically different. The 95%
confidence contours now extend up to mχ ≈ 100 GeV,
owing to the wide range of functional forms which can
be explored by this parametrisation. The degeneracy in
the cross sections up to large values is even more pro-
nounced than in the case of benchmark B. The lower in-
put WIMP mass of benchmark C means that the region
not covered by direct detection experiments extends up
to v ∼ 200 km s−1, giving more freedom to the velocity
integral to increase at low v.
For the polynomial parametrisation, the contours ex-
tend down to arbitrarily small values of σSDp . As in the
case of the higher mass benchmarks, explaining the data
with only SI interactions requires a steeper velocity in-
tegral. For the low mass benchmarks, the fiducial spec-
trum is already relatively steep, requiring a velocity in-
tegral which is even steeper to give a good fit to the
data at higher values of mχ. This is possible using the
rapidly-varying polynomial parametrisation but not us-
ing the binned parametrisation, allowing the low σSDp re-
gion to enter the confidence contours only in the former
case.
D. Benchmark D
Finally, in Fig. 6 we show the results for benchmark
D. These are very similar to those for benchmark C. This
is because the contribution of the dark disk is predomi-
nantly below v ∼ 200 km s−1, and for a 30 GeV WIMP
this is beneath the lowest speed probed by the direct de-
tection experiments considered. The main difference with
respect to benchmark C is the fact that now there is a
very clear bias in the WIMP mass for the binned speed
distribution. The reconstruction prefers low values of mχ
and the input parameter values are now outside the 95%
contours.
In this section, we have presented the results of param-
eter reconstructions for (mχ, σ
SI
p , σ
SD
p ) using data from
multiple direct detection experiments only. As expected,
when astrophysical uncertainties are neglected, the re-
construction of these parameters is very precise (apart
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from well known degeneracies between the WIMP mass
and cross section). When f(v) is allowed to vary in the
fit, the confidence contours for the parameters are signif-
icantly widened. Using the 10-bin parametrisation, there
is a clear bias in the WIMP mass for certain choices
of benchmark parameters (in particular, benchmark D
which has a light WIMP and a dark disk). This bias
arises because bins of a fixed width in v correspond to
smaller bins in ER for smaller WIMP masses. This means
that reducing the reconstructed WIMP mass allows a
closer fit to the data, leading to the observed bias (see
Ref. [31] for a detailed discussion).
The 6-polynomial parametrisation does not exhibit
such a bias, but leads to even larger parameter uncertain-
ties than for the binned parametrisation. Most notably,
the confidence contours for the cross sections extend up
to arbitrarily large values. Nonetheless, we obtain closed
intervals for the WIMP mass when the input value is light
(30 GeV, benchmarks C and D) relative to the mass of
the detector nuclei, for both of the parameterisations of
f(v).
V. DIRECT DETECTION AND ICECUBE DATA
In this section, we present the results of scans per-
formed using both direct detection and IceCube data.
A. Benchmark A
Figure 7 shows the 2-dimensional profile likelihood dis-
tributions in the case of benchmark A when IceCube data
is included, in addition to the three direct detection ex-
periments. The dashed black contours now correspond
to the 68% and 95% confidence contours obtained using
direct detection data only for comparison. The blue con-
tours are with IceCube data and are considerably smaller
than the dashed black ones.
When astrophysical uncertainties are included, the
profile likelihood is multimodal. There is a small region
of allowed parameter space around the input parame-
ter values, and a second region at large masses, large SI
and negligible SD cross sections. This is true for both
parametrisations, with the only slight difference being
that, for the polynomial parametrisation, the two regions
are almost connected at the 95% confidence level. This
is because the polynomial parametrisation can explore a
wider range of shapes for the speed distribution, allowing
the data to be fit reasonably well with a wider range of
WIMP masses.
The strong degeneracy in the WIMP mass, which oc-
curs when only direct detection data is used, has been
substantially reduced with the inclusion of IceCube data.
Low mass WIMPs are no longer viable as they cannot
produce the observed number of events above the thresh-
old of IceCube. As discussed in Sec. IV, at large masses
two scenarios were possible with direct detection data
only: a region at low σSDp , where the observed events
were explained in terms of SI interactions only, and a
mixed SI/SD scenario (top right corner of all the pan-
els of Fig. 2), with velocity integrals slightly steeper than
the input one of the SHM. Including the information from
IceCube eliminates this second possibility, as it produces
too many neutrinos in IceCube. The number of neutrinos
produced in IceCube could be reduced with a f(v) which
goes rapidly to zero below ∼ 200 km s−1. An example
of such a distribution is shown in Fig. 3, labeled ‘iv’.
However, the shape of the resulting velocity integral can-
not be reconciled with the spectrum of direct detection
events, especially in the xenon experiment.
With small σSDp and large mχ, good fits to the direct
detection data are obtained by making the velocity inte-
gral even steeper and, since σSDp is small, the expected
number of neutrinos is compatible with the number ob-
served in IceCube. Therefore the region of parameter
space at large WIMP masses and small σSDp is still al-
lowed when IceCube data is added.
We can again compare to the work of Arina et al. (in
particular, the middle row of Fig. 3 of Ref. [41]). Our
accurate reconstruction of the WIMP mass matches that
found in Ref. [41] when direct detection and IceCube are
combined. In contrast, we obtain significantly stronger
constraints on the SI cross section. As previously stated,
this is due to the fact that the present analysis uses an
ensemble of different direct detection experiments. How-
ever, we note that here we have fully accounted for gen-
eral uncertainties in the speed distribution and yet we
can still obtain constraints similar to those of Arina et
al.
B. Benchmark B
Figure 8 contains the same plots as Fig. 7, but for
benchmark B, which has an additional contribution to
the speed distribution from a dark disk. For both
parametrisations, the results are similar to those for
benchmark A. The only notable difference is that for the
binned distribution (top row), the allowed region of pa-
rameter space at large masses is now bounded from below
in σSDp . In this region all the events in the direct de-
tection experiments are due to SI interactions (and the
velocity integral is quite steep) and the SD cross sec-
tion is small enough not to overproduce neutrinos in Ice-
Cube. Decreasing σSDp further has no effect on the direct
detection experiments, while underproducing the signal
in IceCube. With the polynomial parameterisation it is
possible to compensate for this underproduction of neu-
trinos by increasing the speed distribution below 50 –
80 km s−1, where it has no effect on the direct detec-
tion experiments. However this is not possible with the
binned parameterisation, since the first bin extends up to
100 km s−1 and any change would also affect the number
of events in xenon. This lower bound on the SD cross
section for the binned parameterisation was not present
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FIG. 7. Same as Fig. 2 for benchmark A but using data from both direct detection and IceCube experiments. In this case,
dashed black contours show the 68% and 95% confidence contours obtained using direct detection data only (i.e. they correspond
to the blue contours of Fig. 2).
for benchmark A as that benchmark only predicts 43.3
neutrinos (compared to the 242.9 of benchmark B). The
smaller number of expected neutrinos means that bench-
mark A is less sensitive to changes in the number of neu-
trinos, and regions of parameter space with few neutrinos
are still allowed.
Comparing the results with and without IceCube data
(solid blue and dashed black contours respectively) us-
ing the polynomial parametrisation for benchmark B, we
see that the regions of parameter space which extended
up to large values of the cross sections are eliminated
when IceCube data is included. This is most clear in the
bottom right panel of Fig. 8, in which the contours no
longer extend into the upper right hand corner. With
direct detection data only, this region was allowed due to
the possibility of having steeply rising velocity integrals
for speeds which direct detection experiments could not
probe. However the IceCube event rate is sensitive to
these low speeds and such distributions would produce
too many neutrino events.
C. Benchmark C
Figure 9 shows the same plots as Fig. 7, but for bench-
mark C, which has a smaller input WIMP mass. Us-
ing the binned parametrisation (top row), the confidence
contours are not significantly changed from the case with
direct detection only. This is because the number of sig-
nal events in IceCube is just 13, which is consistent with
the observed background at just over 1σ. As previously
discussed, the binned distribution does not probe distri-
bution functions which rise rapidly at low v. Because
these are the only distribution functions which would be
excluded by the small number of signal events, the ad-
dition of the IceCube data therefore has little impact on
parameter reconstruction.
Using the polynomial parametrisation, the region at
large mχ where both SI and SD interactions are signif-
icant is now excluded. Similarly, a part of the param-
eter space at high cross section is now also excluded.
As for the higher mass benchmarks, distributions which
rise rapidly at low v will overproduce events in IceCube
and are therefore excluded. However, in contrast to the
higher mass benchmarks, there remains a region which
extends up to large cross sections at the 95% level. This
region only occurs for WIMP masses below the sensitiv-
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FIG. 8. Same as Fig. 7 but for benchmark B.
ity threshold of IceCube, mχ = 20 GeV. Such low-mass
WIMPs produce no signal events in IceCube and there-
fore any form of f(v) can fit the IceCube data set (which
is consistent with background at the 1σ level).
D. Benchmark D
Figure 10 show the same plots as Fig. 9, but for bench-
mark D, which has a contribution from a dark disk. This
results in roughly three times more IceCube events than
in benchmark C, which significantly improves parameter
reconstruction. For the binned parametrisation, there is
a noticeable shift in the contours to higher masses, so
that they are more centered on the input mass value. In
addition, the best-fit point lies closer to the input param-
eter values than in the case with only direct detection.
WIMP masses below 20 GeV are excluded by IceCube
data as they produce no signal events. Additionally, go-
ing to lower WIMP masses reduces the size of the bins
in ER (which was the source of the previous bias), but
requires a flatter form of f(v) to fit the direct detection
data. This flatter distribution results in a smaller solar
capture rate and is therefore excluded as it produces too
few IceCube events. The result is that the bias towards
lower WIMP masses has been eliminated by the addition
of IceCube data and the benchmark values now lie within
the 68% contours.
Using the polynomial parametrisation, the high cross
section regions of the parameter space are now entirely
excluded, as the signal has a greater statistical signifi-
cance than for benchmark C and cannot be explained
by background alone. The shape of f(v) is now recon-
structed so as to neither overproduce or underproduce
IceCube events. The 95% contours still extend down to
small values of σSDp . This is, as before, because the poly-
nomial parametrisation encompasses steep velocity inte-
grals, meaning that both direct detection and IceCube
data can be explained with relatively small values σSDp .
This is not the case for the binned parameterisation.
In this Section we have found that for model-
independent parametrisations of the WIMP speed distri-
bution, using IceCube data in addition to direct detection
data significantly reduces the size of the allowed particle
physics parameter space. This extends the previous re-
sults of Ref. [41] which used a fixed functional form for
the speed distribution.
We find that with the addition of IceCube data, the
bias in the reconstruction of the WIMP mass for the
binned parametrisation is substantially reduced. The
best-fit parameter values now lie close to the input values
for all four benchmarks. A residual degeneracy between
the SI and SD cross sections remains and, for some bench-
marks, the signals can be explained in terms of SI inter-
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FIG. 9. Same as Fig. 7 but for benchmark C.
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FIG. 10. Same as Fig. 7 but for benchmark D.
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actions only. However, the large cross section degeneracy
which arises for the polynomial parametrisation when us-
ing only direct detection data has been eliminated.
VI. RECONSTRUCTING THE SPEED
DISTRIBUTION
In this section we present the reconstruction of the
speed distribution using the polynomial and binned
parametrisations.
A. Polynomial parametrisation
In Fig. 11, we show the results for the polynomial
parametrisation. The solid red lines indicate the best-fit
functions, while the grey bands show the 68% and 95%
confidence intervals. We note that the bands are obtained
for each value of v by profiling over all other values, as
well as over the particle physics parameters. For refer-
ence, the SHM (dashed blue) and SHM+DD (dot-dashed
green) distribution functions used in the benchmarks are
also shown. For the plots in the left column only direct
detection data are used in the likelihood, while for the
right column IceCube data is also used.
With only direct detection data, the uncertainties on
the speed distribution are large. However, some features
are apparent. For benchmark A, there is a light-grey-
shaded region in the range v ∼ 200 − 400 km s−1 which
does not lie within the 68% band. On the left side of this
region, there is a contribution from flat speed distribu-
tions, such as the one labeled ‘i’ in Fig. 3, which provide
a good fit to the data for light WIMPs. On the right side
of this region, there is a contribution from steeper speed
distributions, such as the one labeled ‘ii’ in Fig. 3, which
provides a good fit for heavier WIMPs. Values of the
speed distribution inside this light-grey region provide a
poorer fit to the data as they underproduce low-energy
events in xenon and/or high-energy events in argon.
This feature is not present in benchmark B because
speed distributions which have low values above v ∼
100 km s−1 and rise rapidly below this value are also al-
lowed. These steeply-rising distributions are those corre-
sponding to the regions of parameter space at very large
σSIp and σ
SD
p in Fig. 4.
Similar considerations, with the speed distribution de-
creasing below the speeds probed by xenon and above the
speeds probed by argon, also explain the behaviour of the
reconstruction of f(v) for benchmarks C and D. However,
for these benchmarks, the two regimes are closer to each
other (since values of mχ larger than 100 GeV are not
allowed) and the different families of f(v) overlap more.
When IceCube data is included (right panels), the con-
straints on f(v) are significantly improved over some
ranges of speed. The speed distributions which decrease
below 200 km s−1 (as in the left panels) are eliminated,
since the low mχ values they correspond to are ruled out,
as they would not produce neutrino events in IceCube.
The IceCube data also disfavours the distributions which
rise steeply below v ∼ 400 km s−1 which correspond to
large values of both σSIp and σ
SD
p (especially for bench-
marks B, C and D). The net effect is that there is a range
of speeds (around 200 km s−1 for benchmarks A and B
and around 300 km s−1 for benchmark D) where f(v) can
be reconstructed within a factor of ∼ 4. These speeds
are just above the direct detection thresholds, where the
most information about the shape of the recoil energy
spectrum is available. At high speeds, v > 600 km s−1,
the uncertainties remain large, as the direct detection ex-
periments have no sensitivity to the shape of f(v) above
Emax. Finally, we note that the small number of IceCube
signal events in benchmark C results in only a slight im-
provement in the bounds on f(v).
Within the range of speeds where f(v) is recon-
structed well, the best-fit shape for benchmarks B and
D (SHM+DD) is clearly steeper than for benchmarks A
and C (SHM); the reconstruction has correctly recovered
the rapidly rising dark disk contribution at low speeds.
We would now like to determine whether or not it is
possible to exclude any particular form for the speed dis-
tribution using the mock data. The bands in Fig. 11 are
calculated from the 1-dimensional profile likelihood sep-
arately at each value of v. However, the uncertainties at
different values of v are strongly correlated, due to the
normalisation of f(v). This means that not all shapes
falling within the 68% band are consistent with the data
at the 68% level. However, if a speed distribution falls
outside the 68% band at some value of v, it can be re-
jected with at least 68% confidence.
A more powerful approach is to determine whether
the data prefer a particular distribution over another.
We focus on benchmark D, which has an input speed
distribution with a dark disk and a low mχ, which al-
lows a more accurate reconstruction of the speed dis-
tribution as discussed above. We compare the relative
log-likelihoods of the best-fit point using the polynomial
parametrisation with the best-fit assuming a fixed SHM
distribution. In order to meaningfully compare the log-
likelihoods of the two best-fit points, the two scans must
be performed on parameter spaces that are nested one
inside the other. Therefore, we must determine the com-
bination of Chebyshev polynomials that provides a good
fit to the SHM 4. We then fix the polynomial coefficients
to the values obtained from this fit and perform a pa-
rameter scan over the remaining particle physics param-
eters. The best fit for the full ln f(v) parametrisation
has a slightly higher log-likelihood value than the best
fit when the coefficients are fixed to the SHM values.
The relative log-likelihood between the two models cor-
responds to a value of ∆χ2 = 2.48. This is perhaps not
surprising, as the significance of the IceCube signal is not
4 Decomposing ln f(v) for the SHM into six Chebyshev polynomi-
als provides a fit which is accurate to better than 0.1%.
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FIG. 11. Reconstructions of the speed distribution using the polynomial parameterisation with 6 basis functions, using direct
detection data only (left column) and using direct detection and IceCube data (right column). The four rows correspond
to benchmarks A-D (from top to bottom). Benchmarks A and C (B and D) have the SHM (SHM+DD) as the input speed
distribution. The dashed blue lines indicate the input SHM distribution while the dot-dashed green lines indicate the SHM+DD
distribution. In each panel the solid red line shows the best fit, while the grey shaded bands show the 68% and 95% confidence
intervals.
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very large (< 3σ), and it is this data which distinguishes
the two distributions. For 5 degrees of freedom (the 5
free polynomial coefficients in the full parametrisation),
the significance of this result is below the 1σ level and
we therefore cannot reject the SHM speed distribution.
However, this method allows us to make robust state-
ments about the different speed distributions and may,
with greater statistics, allow us to distinguish between
them.
B. Binned parametrisation
In Fig. 12, we show the speed distributions recon-
structed using the binned parametrisation. The red tri-
angles show the best-fit bin heights, while the error bars
indicate the 68% confidence limits. As for the polynomial
parametrisation, the error bar on each bin is obtained by
profiling over all other parameters in the scan.
With only direct detection data, the uncertainties on
the bin heights are large, with some of the 68% limits ex-
tending down to below 10−10 km−3 s3. In certain bins,
however, the constraints are much stronger, with the bin
heights constrained within a factor of roughly 5. For
benchmarks C and D, f(v) is reconstructed with better
precision for large speeds (500 – 700 km s−1) than for
the polynomial parameterisation. This is because very
large σSIp and σ
SD
p are not allowed with the binned pa-
rameterisation (see Figs. 5 and 6 and the discussion in
Sec. IV). There is, however, mild tension with the input
speed distribution for benchmark D (bottom left panel).
In the range 500 – 700 km s−1, the reconstruction ap-
pears to overestimate the bin heights, resulting in a flat-
ter shape for f(v) than the input form. In this case,
the reconstructed WIMP mass was lower than the input
value. As discussed in Ref. [31], this is because reducing
the WIMP mass reduces the size of the bins when con-
verting to energy space, which leads to a better fit to the
data. When the WIMP mass is decreased, the velocity
integral needs to become less steep in order to counter-
balance the steepening of the spectrum. The increased
WIMP population in the range 500 – 700 km s−1 is then
balanced by a depleted f(v) at lower speeds in order to
maintain the overall normalisation to unity. This results
in very low bin heights in the range 100 – 200 km s−1.
As in the case of the polynomial parameterisation (Fig.
11), without IceCube data the reconstructed speed dis-
tributions for the pairs of benchmarks with and without
a dark disk (A & B and C & D) are almost indistinguish-
able, as the direct detection experiments have little sen-
sitivity at low speeds where they differ. When IceCube
data is added, benchmarks B and D, which have a dark
disk, show a clear spike in the lowest bin, which is not
present for benchmarks A and C. We also note that the
best-fit bin heights now trace the input speed distribu-
tions closely. As for the polynomial parameterisation, the
uncertainties are smallest for speeds close to the direct
detection thresholds (0 – 300 km s−1 for benchmarks A
and B and 200 – 500 km s−1 for the lighter benchmarks
C and D).
We note that a likelihood comparison between the
binned distribution and some fixed f(v) such as the SHM
(as was performed for the polynomial parametrisation)
may not be appropriate. This is because the 10-bin dis-
tribution does not provide as close an approximation to
the shape of the SHM. Thus, such a likelihood compari-
son would not necessarily be meaningful.
VII. DISCUSSION
In Sec. IV, we examined the reconstruction of the
WIMP mass and cross sections with binned and poly-
nomial parametrisations of the speed distribution, using
mock data from direct detection experiments only. As
found in Refs. [4, 31–33], with the binned parametrisa-
tion there can be a bias in the WIMP mass. We also
saw that there is a strong degeneracy between the SI and
SD cross sections and the shape of the speed distribu-
tion when using only direct detection data. In particular,
large cross sections can be accommodated by increasing
the fraction of the WIMP population which lies below
the direct detection energy thresholds. Even though this
degeneracy was only apparent when using the polyno-
mial ln f(v) parametrisation, it will affect all methods
which make no astrophysical assumptions. The binned
parametrisation of the speed distribution (top rows of
Figs. 2, 4, 5 and 6) appears to lead to closed contours
for the particle physics parameters. However, in the left
column of Fig. 12, we demonstrate that this parametri-
sation is insensitive to the presence of a dark disk at low
speeds, and it is this lack of sensitivity that leads to the
spurious upper limits on the cross sections.
With the inclusion of IceCube data in Sec. V, the situ-
ation is significantly improved. The degeneracy to large
cross sections is eliminated for all four of the benchmarks
that we consider. The sensitivity of Solar capture to the
low-speed WIMP population allows us to exclude the re-
gion of parameter space with large WIMP mass and large
SI and SD cross sections, as it overproduces neutrino
events at IceCube. The low mass region is also much
more tightly constrained as if the mass is too small too
few neutrinos are seen in IceCube. As seen in the top
rows of Figs. 7, 8, and 10, the inclusion of IceCube data
removes the bias in the reconstruction of the WIMP mass
which occurs for the binned parameterisation with direct
detection data only 5.
Some degeneracy still remains. In particular, it is pos-
sible to reduce the SD cross section significantly and com-
pensate by increasing the SI contribution if, at the same
time, the velocity integral is also made steeper at low
5 In benchmarks A and B, two distinct regions of parameter space
are allowed, but the one around the input parameter values is
significantly preferred over the other.
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FIG. 12. Same as Fig. 11 but for the binned parametrisation. The red triangles correspond to the best-fit point, while the red
bars indicate the 68% confidence limits.
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FIG. 13. Profile likelihood for the effective cross section of
germanium, σeff, (defined in Eq. (35)) for benchmark D, ob-
tained using the polynomial parametrisation with and with-
out IceCube data (solid and dashed black lines respectively).
The vertical red dashed line corresponds to the input value
for this benchmark while the vertical dotted black lines cor-
respond to the 68% and 95% confidence intervals for the case
with IceCube data.
speeds. It is possible to define an effective cross section,
σeff, which incorporates both cross sections and controls
the overall event rate. Due to the different response of
each detector to SI and SD couplings, each experiment
(including IceCube) will have a different σeff. Here, for
simplicity, we focus on the case of a germanium detector
for which
σeff =
∑
i
fiA
2
iσ
SI
p + f73
16pi
3
σSDp
2J + 1
S00(0) , (35)
where fi and Ai are the mass fraction and mass number
of isotope i. Figure 13 shows the profile likelihood for σeff
with and without IceCube data (as solid and dashed lines
respectively) for benchmark D, obtained using the poly-
nomial parametrisation. Without IceCube data there is
only a lower limit on σeff, below which there are too few
events produced in the detector. For larger values of σeff,
the profile likelihood is almost completely flat with an
uncertainty of roughly three orders of magnitude. Includ-
ing IceCube data, the profile likelihood becomes sharply
peaked, with the value of σeff constrained to within a
factor of four at the 68% level. Clearly, the inclusion
of IceCube data means that we can now reconstruct the
value of the effective cross section, rather than only plac-
ing a lower limit.
The residual degeneracy between the SI and SD cross
sections could be broken by the inclusion of an additional
direct detection experiment using a nuclear element that
is sensitive mainly to SD interactions [72, 73]. This ap-
proach is currently taken by the COUPP and ROSEBUD
collaborations [102, 103] and is also proposed for the EU-
RECA experiment [104].
As in Ref. [41], the conclusions we draw apply even in
the absence of a significant signal at IceCube, provided
the WIMP is not too light. In benchmark C, the number
of signal events is just 13, which is consistent with the
observed background at just over 1σ. Even with a signal
of such low significance, we can still break the degen-
eracy between the cross section and f(v), as explained
above. However if the WIMP mass is smaller than the
IceCube detection threshold, no neutrino events will be
produced, regardless of the scattering cross sections and
speed distribution. There is therefore no improvement
in the reconstruction of the WIMP mass and the cross
section degeneracy remains.
In Sec. IV we demonstrated that the binned speed
parametrisation is not suitable when only direct detec-
tion data is used, as it may lead to a bias in the WIMP
mass for certain benchmark parameters (see also Refs.
[4, 31]). With the polynomial parametrisation, no such
bias occurs. However, this parametrisation typically re-
sults in much larger parameter uncertainties than the
binned one, including a significant degeneracy to large
values of the cross sections. This is due to the fact
that the polynomial parametrisation can explore a wider
range of forms for f(v), including distributions which are
rapidly varying.
When IceCube data is included, the bias in the WIMP
mass for the binned parametrisation is significantly re-
duced, as low WIMP masses underproduce events in Ice-
Cube. A binned parametrisation also leads to narrow
parameter uncertainties (with closed contours in bench-
marks B, C and D, see Figs. 8, 9 and 10) and tighter
constraints on f(v) than with the polynomial parametri-
sation. This is because the reconstruction using a polyno-
mial decomposition encompasses qualitatively different,
and larger, regions of the parameter space than that us-
ing the binned f(v). For example, small values of σSDp
are allowed at the 68% level in benchmarks B, C and D,
only when the polynomial parametrisation is used. This
is due to the fact that this parametrisation can encom-
pass steep or rapidly varying distributions which, in these
regions of the parameter space, are required to produce
a good fit to the data.
It is not clear which speed parametrisation is optimal
when direct detection and neutrino telescope data are
combined. In this case, where the combined data are sen-
sitive to the full range of WIMP speeds, the flexibility of
the polynomial parametrisation may not be a benefit. In
particular the rapidly varying shapes it probes may not
be physically well motivated. For example, it is not clear
how a f(v) that is rapidly varying or rising at low speeds
could arise in an equilibrium model of the Milky Way.
If we are confident that the speed distribution does not
contain sharp features, then the binned method, which is
not sensitive to such features and produces tighter con-
straints on the particle physics parameters, is most suit-
able. However if we want to allow for a more general
shape, with the possibility of sharp features, such as high
density streams, the polynomial parametrisation is more
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appropriate. A pragmatic approach would be to use both
parametrisations.
We note that we have made several assumptions in this
work. We have neglected uncertainties in the SD form
factors, which may lead to wider uncertainties on the
particle physics parameters. Using the parametrisation
in Ref. [56] would allow us to take this into account, and
also compare the relative importance of nuclear and as-
trophysical uncertainties. Further simplifications include
the assumptions of equilibrium between the capture and
annihilation rates in the Sun, and the approximation that
annihilations occur into a single channel. These uncer-
tainties could be relaxed and incorporated as free param-
eters in the fit. In this paper, we focused on an idealized
scenario which neglects these uncertainties in order to
highlight the improvement in the determination of the
WIMP particle physics and astrophysics parameters that
can be achieved by combining data from a neutrino tele-
scope with direct detection experiments. This is, how-
ever, a general phenomenon which can be exploited even
for larger (and more realistic) parameter spaces.
VIII. CONCLUSIONS
We have examined the effect of combining future direct
detection and neutrino telescope data on reconstructions
of the standard WIMP particle physics parameters (mχ,
σSIp and σ
SD
p ) and the local speed distribution f(v). We
account for uncertainties in the DM speed distribution
by using two parametrisations: the binned parametri-
sation proposed in Ref. [4] and the polynomial ln f(v)
parametrisation from Ref. [32]. Direct detection data
alone is only sensitive to speeds above a (WIMP-mass-
dependent) minimum value. However the inclusion of
neutrino telescope data allows the full range of WIMP
speeds, down to zero, to be probed.
Our main conclusions can be summarised as follows:
• When only data from direct detection experiments
are used, the polynomial speed parameterisation
provides an unbiased measurement of the WIMP
particle physics parameters. Even for benchmarks
A and B, where the constraint contours for the par-
ticle physics parameters are not closed, the best-fit
values are very close to the input values. This had
previously been found for the case of SI-only inter-
actions [32, 33]. Here we have shown that it also
holds when the SI and SD cross sections are both
non-zero. We have also confirmed the bias in the
WIMP mass induced by the binned f(v) parametri-
sation (as found in Ref. [31]).
• The inclusion of IceCube mock data significantly
narrows the constraints on the WIMP mass, for
both the binned and polynomial parametrisations.
Most notably, the bias towards lower WIMP masses
experienced with the binned parametrisation is re-
moved.
• For the polynomial parametrisation of f(v), includ-
ing mock IceCube data eliminates a region of pa-
rameter space where the WIMP mass and scatter-
ing cross-sections are all large. With only the data
from direct detection experiments the cross sections
are degenerate with the shape of f(v), so that in-
creasing the velocity integral at low speeds (where
the direct detection experiments are not sensitive),
balances the effect of the large cross sections. In-
cluding the information from neutrino telescopes
breaks this degeneracy, since these solutions over-
produce neutrinos. The net effect is that with the
addition of IceCube data upper limits can be placed
on the strength of the SI and SD cross sections.
• With the combination of direct detection and neu-
trino data, the speed distribution is reconstructed
to within an order of magnitude, over a range of
speeds of ∼ 200 km s−1, for all four benchmarks
considered, independently of the speed parametri-
sation employed. For the binned parametrisation
the accuracy achieved is better (reduced to a fac-
tor of 3–4 for certain speeds), over a range as wide
as ∼ 400 km s−1. The maximum sensitivity to the
shape of f(v) is achieved for speeds just above
the threshold energies of the direct detection ex-
periments. We have also demonstrated how these
parametrisations can be used to make robust sta-
tistical comparisons between different speed distri-
butions.
• Of the two parametrisations we have used, the
binned method typically provides tighter con-
straints on both WIMP particle physics parameters
and the shape of f(v). The polynomial parametri-
sation allows a broader range of speed distribu-
tions to be explored, resulting in wider uncertain-
ties on the reconstructed parameters. Some of
these speed distributions are probably not phys-
ically well-motivated, for instance those that rise
or fall steeply at low speeds. With data only
from direct detection experiments, the polynomial
parametrisation should be used to avoid the bias
in the WIMP mass which can arise for the binned
parametrisation. Given a future signal in both di-
rect detection and neutrino telescope experiments,
both parametrisation methods should be used, as
a consistency check. However, if the speed distri-
bution does not contain sharp features, the binned
parametrisation will allow a reconstruction of the
WIMP particle physics parameters, and also the
speed distribution, that is reliable and more accu-
rate.
• Even with the inclusion of IceCube data, it is not
always possible to derive upper and lower limits on
both the SI and SD cross sections. This is due to
a residual degeneracy between the two. However,
it is possible to define an effective cross section,
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σeff, that determines the total event rate and in-
corporates both the SI and SD cross sections. The
combination of direct detection and neutrino tele-
scope data allows both upper and lower limits to
be placed on σeff.
We have shown that by combining direct detection and
neutrino telescope data, unbiased reconstructions of not
only the WIMP mass, but also the WIMP interaction
cross sections, can be obtained without making restric-
tive (and potentially unjustified) assumptions about the
WIMP speed distribution. Furthermore, the form of the
speed distribution can also be reconstructed. This is pos-
sible because neutrino telescopes are sensitive to the en-
tire low-speed WIMP population that lies beneath the
thresholds of direct detection experiments. The addition
of neutrino telescope data thus solves a problem that af-
flicts any strategy to recover the WIMP particle physics
parameters and to probe f(v) using direct detection data
without making astrophysical assumptions. This demon-
strates, and extends, the complementarity of the different
techniques employed in the search for DM.
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