In this paper, we study the one-dimensional wave equation with Boltzmann damping. Two different Boltzmann integrals that represent the memory of materials are considered. The spectral properties for both cases are thoroughly analyzed. It is found that when the memory of system is counted from the infinity, the spectrum of system contains a left half complex plane, which is sharp contrast to the most results in elastic vibration systems that the vibrating dynamics can be considered from the vibration frequency point of view. This suggests us to investigate the system with memory counted from the vibrating starting moment. In the latter case, it is shown that the spectrum of system determines completely the dynamic behavior of the vibration: There is a sequence of generalized eigenfunctions of the system, which forms a Riesz basis for the state space. As the consequences, the spectrum-determined growth condition and exponential stability are concluded. The results of this paper expositorily demonstrate the proper modeling the elastic systems with Boltzmann damping.
INTRODUCTION
The dynamics and control of vibration for elastic structures with or without viscoelasticity have attracted much attention over the past three decades, see for instance Guo [2001] , Guo [2002] , Zhao et al. [2004] for beam equations, and Guo et al. [2010] , Liu et al. [2002] , Rivera et al. [2000] , Zuazua [1990] for wave equations. A special property reported in Guo [2001] for elastic systems says that even under the feedback control, the closed-loop system shares the same basis property as the free (uncontrolled) counterpart: There is a sequence of generalized eigenfunctions, which forms a Riesz basis for the state space. This shows that the dynamics of the vibrating system is determined completely by the vibration frequencies. Other studies from different aspects for elastic structures can also be found in Amendola et al. [2009] , Banks et al. [2008] , Chen et al. [1991] , Fabrizio et al. [2002] , , and Renardy [2004] .
Among of these works, one of the most widely used models for viscoelasticity is the Boltzmann integral model, see Banks et al. [1998] , Liu et al. [2002] , Rivera et al. [2000] and the references therein. This kind of passive control can now be accomplished as active vibration control through piezoelectric actuator/sensor (Tzou et al. [2004] ). The Boltzmann type models attempt to capture the viscosity of the material and the history dependence of the stress on the strain and/or strain rate, which can be reduced easily to some well-known differential models, e.g., Kelvin-Voigt and Maxwell. Basically, there are two types of Boltzmann integrals. One is with the infinite entire memory (Banks et al. [1998] , , ), and another is with finite memory (Banks et al. [2008] , Fabrizio et al. [2002] , Rivera et al. [2000] ).
In this paper, we are interested in the difference between these two different types of Boltzmann integrals for the dynamics of vibrating systems. We use the one-dimensional wave equation with Boltzmann model of the viscoelasticity for expository demonstration. It is assumed that the instantaneous stress depends on the instantaneous strain and history of strain rate linearly. When the history is entire, that is, the memory is counted from −∞ to t, then the stress σ at time t and position x is (Liu et al. [2002] ):
while the memory is finite, that is, the memory is counted from the vibration starting moment 0 to t, the stress is:
where we take the relaxation function in the form of (Liu et al. [2002] 
So, the corresponding governing equation to infinite memory is (Liu et al. [2002] ):
and the equation to finite memory is (Rivera et al. [2000] ): In order to compare the models (4) and (5) qualitatively, we take the kernel simply as the finite sum of exponential polynomials, and both a and b are positive constant functions:
where it is assumed that
It is noted that since we replace a + bg(0) by a in (5) and a > 0 in modeling (2), it is natural to assume in (6) that
The system (4) has been formulated into an abstract evolution equation in Liu et al. [2002] based on the idea of Dafermos [1970] . In next section, Section 2, the spectral analysis for this system with kernel (6) is thoroughly performed. The asymptotic distribution of eigenvalues is presented. It is shown that the spectrum of the system operator contains a half complex plane, which is an unexpected result for an elastic vibrating system. Section 3 is devoted to the analysis of system (5), (6). We adapt the methods used in Wang et al. [2009] for the heat equation with finite memory. The spectral analysis for the system operator that is not of resolvent compact shows that there is a sequence of generalized eigenfunctions of the system operator, which forms a Riesz basis for the state space. This is sharp contrast with the heat equation with memory discussed in Wang et al. [2009] , but coincides, in reflecting the dynamic behavior of system via the vibrating frequencies, with those presented in Guo [2001] and Guo [2002] where the system operators are of compact resolvent. As the consequences, the spectrum-determined growth condition as well as the exponential stability of the system is concluded.
INFINITE MEMORY
In this section, we analyze the spectrum of system (4) with kernel (6). Special attention would be paid to the distribution of the spectrum on the complex plane and the asymptotic behavior of the eigenvalues.
System operator setup
The following general formulation comes from Liu et al. [2002] for general kernel satisfying
It is easily seen that the special kernel (6) satisfies the above four conditions. Let
(9) The energy of system (4) is given by
Let W = H 1 0 (0, 1) with the inner product:
Define the energy state Hilbert space
where 
Define the system operator A : D(A)(⊂ H) → H as
(14) Then system (4) can be formulated as an abstract evolution equation in H (Liu et al. [2002] 
where
In Liu et al. [2002] , it is explained shortly that A is invertible and generates a C 0 -semigroup. The next Lemma 2.1 comes from Lemma 2.1 in .
Spectral analysis for system operator
In this subsection, we analyze the spectrum of A with the kernel (6). Firstly, consider the eigenvalue problem.
From the third equation of (16) and y(·, 0) = 0, we have
We claim that v can not be identical to a constant. Actually, if this is the case, it follows from (16) 
where σ p (A) denotes, as usual, the set of point spectrum of A. By this fact, we always assume that λ ∈ D 1 when we mention the eigenvalues of A in what follows. Collecting these facts just mentioned, we find, from (16) and (17), that λ ∈ σ p (A) if and only if (λ, u), u = 0, satisfies
Lemma 2.2. Let A be defined by (14) and
Then there exists a unique solution λ c ∈ {λ| − b 1 < Reλ < 0} to p(λ) = 0. Moreover, λ c is real, and
By Lemma 2.2, the eigenvalue problem (19) can be written as
The nonzero solution of (22) is found to be
So, we have the following Theorem 2.1. Theorem 2.1. Let A be defined by (14). Then the eigenvalues of A must be located inside of D 1 that is given by (18).
for some n ∈ N + . More precisely,
2 , where λ c is given in Lemma 2.2, there is a sequence of eigenvalues {λ n } of A, which have the following asymptotic expression:
where ∆ = N j=1 baj bj (λc+bj ) 2 . Furthermore, the corresponding eigenfunctions (u n (x), λ n u n (x), (1 − e −λns )u n (x)) are of the form:
(ii). When |λ| → ∞ and
the eigenvalues of A have the following asymptotic expressions:
where a = a + b N j=1 a j . In particular,
that is, Reλ = − b 2 a N j=1 a j b j is the asymptote of the eigenvalues specified by (29). Furthermore, the corresponding eigenfunctions (u n (x), λ n u n (x), (1−e −λns )u n (x)) satisfy (28).
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Now we characterize the spectrum of A. Theorem 2.2. Let A be defined by (14), and λ c be given in Lemma 2.2. Then
Proof. Let λ / ∈ σ p (A). If λ = 0, then λ ∈ ρ(A). So we need only consider the case of λ = 0. For any
There are three cases:
2 . In this case, λ ∈ σ(A). Case II: Reλ > − b1 2 and λ = λ c . In this case, λ ∈ ρ(A). The proof is similar to Theorem 3.3 in Wang et al. [2009] .
. In this case, λ ∈ σ(A).
Combing all these cases complete the proof. 2
FINITE MEMORY
In this section, we turn to the system (5) with kernel (6). We analyze the spectrum of the system operator first, and then prove the Riesz basis property for the system. The idea comes from Wang et al. [2009] but the result is different, particularly for the basis property.
System operator setup
In what follows, we always assume (8). Set
Thus we can rewrite the system (5),(6) as
The system energy is given by
We consider system (36) in the energy state Hilbert space
with the inner product:
(39) Then (36) can be formulated into an abstract evolution equation in H:
where t) ) is the state variable and U 0 = (u 0 (·), u 1 (·), 0, · · · , 0) is the initial value. Lemma 3.1. Let B be defined by (39). Then 0 ∈ ρ(B).
Spectrum of system operator
In this subsection, we consider the spectrum of B. As in previous section, we first consider the eigenvalue prob-
Proposition 3.1. Let B be defined by (39). Then λ = −b j , j = 1, 2, · · · , N are eigenvalues of B, which corresponding to eigenfunctions e j+2 , j = 1, 2, · · · , N respectively, where e j is a constant function whose element is the j-th element of the canonical basis of R N +2 . Moreover, each of these eigenvalues is algebraically simple.
The following Lemma 3.2 is straightforward. Lemma 3.2. Let B be defined by (39) and
Comparing with Theorem 2.1, we have the following Theorem 3.1. Theorem 3.1. Let B be defined by (39). Then
(i). B has the eigenvalues
(ii). The eigenfunction corresponding to −b j is e j+2 for any j = 1, 2, · · · , N .
(iii). The eigenfunction corresponding to λ nk , for any k = 1, 2, · · · , N , is given by
(iv). The eigenfunctions corresponding to λ n0 and λ n0 , are given by U n0 (x) and U n0 (x) respectively, where
Concerning about σ(B), we have the following Theorem 3.2. The proof is similar to Theorem 2.2. Theorem 3.2. Let B be defined by (39). Λ is given by (42). Then
In order to investigate the residual and continuous spectrum of B, we need the adjoint operator B * . Lemma 3.4. Let B be defined by (39). Then
with 
Riesz basis property
Now, we study the Riesz basis property for system (36). To this purpose, we need the following Theorem 3.4, which comes from Guo et al. [2001] . 
Then there exist M (≥ N 0 ) number of generalized eigenvec- Proof. Since from Theorem 3.1, all eigenvalues are located in some left half complex plane, the other parts follow directly from (i) and (ii). So we only need to prove (i) and (ii). For any n ∈ N + , set (57) forms a Riesz basis for H 1 = (L 2 (0, 1)) N +2 . By (55), (56) and Theorem 3.1, there exists an N 0 ∈ N + , such that,
By Theorem 3.4, (i) and hence (ii) hold true. The proof is complete. 2
Combing Theorem 3.1, 3.2 and 3.5, we conclude the exponential stability of system (36). Theorem 3.6. System (36) is exponentially stable, that is,
for some M, ω > 0, where E(t) is given by (37).
