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HOMOTOPICAL INVERSE DIAGRAMS IN CATEGORIES WITH
ATTRIBUTES
KRZYSZTOF KAPULKIN AND PETER LEFANU LUMSDAINE
Abstract. We define and develop the infrastructure of homotopical inverse diagrams in
categories with attributes (CwA’s).
Specifically, given a category with attributes C and an ordered homotopical inverse
category I, we construct the category with attributes CI of homotopical diagrams of
shape I in C and Reedy types over these; and we show how various logical structure
(Π-types, identity types, and so on) lifts from the original CwA to the diagram CwA.
This may be seen as providing a general class of diagram models of type theory, and
forms a companion paper to [KL16], which applies the present results in constructing
semi-model structures on categories of contextual categories.
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1. Introduction
Diagram models are a well-established tool in both categorical logic and homotopical
algebra. For semantics of type theory (particularly intensional and homotopical type the-
ory), however, diagram models are comparatively under-developed (with the exception of
presheaf models). The complication is that logical constructors in this setting are typically
not strictly functorial, making it harder to lift them to diagram models.
Specific cases, however, such as spans [Ton13], spreads [ML10], and the various categories
considered in [KL16, §5], have shown that at least on certain domain categories, diagram
models for intensional type theory should be viable.
Homotopy theory provides a well-established setup to deal with such non-functorial con-
structions and unify these special cases: the language of Reedy diagrams on inverse cate-
gories.
The first main contribution of the present paper is constructing Reedy diagram models
on inverse categories in categories with attributes (CwA’s), an algebraic formulation of type
theories, and showing that these inherit various logical constructors from the original CwA.
Specifically, we show:
Theorem. Let C be a category with attributes, and I an inverse category.1 Then the
diagram category CI, together with the presheaf of Reedy types over I in C, is again a
Date: August 8, 2018.
1In fact the diagram model will depend on some extra structure on I — certain orderings — but every
inverse category admits such structure.
1
2 K. KAPULKIN AND P. LEF. LUMSDAINE
category with attributes. If in addition C carries identity, Σ-, unit-, or Π-types, possibly
with functional extensionality, then so does CI.
Further mileage can be obtained by restricting to homotopical diagrams, another tool
borrowed from homotopy theory.
Specifically, given a category with a class of morphisms distinguished as “equivalences”,
a diagram on it is homotopical if it sends these equivalences to equivalences in the type-
theoretic sense. We show:
Theorem. Let C be a CwA with identity types, and I an inverse category equipped with
a class of equivalences. Then the homotopical diagrams and Reedy types forms a sub-CwA
CI of the non-homotopical diagram CwA CI
◦
. If in addition C carries Σ-types or unit-
types, then CI is closed under these in CI
◦
; and similarly for Π-types with functional
extensionality, provided all maps in I are equivalences.
Constructions along these lines are familiar from abstract homotopy theory, presented in
terms of fibration categories [Bro73, RB09, Szu14] or comparable settings. An application
of such constructions to type theory has previously been given by Shulman [Shu15], using
type-theoretic fibration categories; see Remark 7.3(3) for comparison with the present work.
This paper originated as a spin-off of another paper of ours [KL16], developing a left
semi-model structure on the category of contextual categories. Section 5 of that paper
requires four specific diagram models, which we originally planned to give individually as
they appeared. However, the details became sufficiently lengthy and repetitive to write out
(and to read!) that it seemed more worthwhile to break them out into a separate paper,
and give the construction in generality.
We therefore make use in the present paper of results from Sections 1–4 of [KL16], while
Sections 5–6 in that paper make use of the constructions presented here.
Organization. We begin in Section 2 by setting up some general background material
on categories with attributes and logical structure on them. There are no substantively
novel ideas, but some aspects of the presentation are new — for instance, the systematic
development of elimination structures.
In Section 3, we introduce inverse categories, and set up the CwA’s of Reedy types, along
with an auxiliary infrastructure of Reedy limits, for constructing matching objects and the
like. Having done this, we show in Section 4 how logical structure on the base CwA C
(identity types, Π-types, and so on) induces similar structure on the diagram CwA’s CI .
Along the way, we also characterise elimination structures and equivalences in CI .
In Section 5, we consider the restriction to CwA’s of homotopical diagrams, and show
when the logical structure restricts from plain to homotopical diagram CwA’s. Lastly, in
Section 6, we give conditions on a functor u : J I for the induced map CI CJ to
be a local fibration or local equivalence in the sense of [KL16, §4].
We conclude in Section 7 by summarising the main constructions of the earlier sections
for quick reference, briefly surveying the connections with related work, and noting various
possible generalisations that we have not covered in this paper.
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we would therefore like to thank the programme organisers — especially Jeremy Avigad —
and the INI for their support and hospitality during this programme (supported by EPSRC
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2. Type-theoretic background
We recall in this section some background on categories with attributes, and logical
structure on them. Most of the material is standard, but some aspects of the presentation
— for instance, the systematic use of elimination structures — are novel.
2.1. Categories with Attributes.
Definition 2.1. A category with attributes (CwA) C consists of:
(1) a category C, with a chosen terminal object 1;2
(2) a functor Ty : Cop Set;
(3) an assignment to each A ∈ Ty(Γ), an object Γ.A ∈ C (the extension of Γ by A)
and a map pA : Γ.A Γ (which we distinguish graphically as );
(4) for each A ∈ Ty(Γ) and f : ∆ Γ, a map f.A : ∆.f∗A Γ.A such that the
following square is a pullback:
∆.f∗A Γ.A
∆ Γ
f.A
pf∗A
y
pA
f
As defined, categories with attributes are models for an evident essentially algebraic
theory. A map of categories with attributes is a homomorphism of such models: explicitly,
a functor F : C C′ and transformation FTy : TyC TyC′ · F , strictly preserving all
the structure (chosen terminal object, context extension, and so on). Write CwA for the
category of categories with attributes.3
Definition 2.2. A comprehension category consists of a category C together with a
Grothendieck fibration p : T C and functor χ : T C→, such that cod · χ = p, and
sending p-cartesian arrows to pullback squares.
It is easy to see that CwA’s correspond to discrete comprehension categories (i.e., ones in
which the fibration p is discrete), via the correspondence between presheaves and discrete
fibrations.4
Elements of the sets Ty(Γ) in a CwA, or of the fibersTΓ in a comprehension category, will
be called types over Γ. It is often also useful to consider more general context extensions:
Definition 2.3. A context extension ~A of an object Γ of a CwA C is a sequence
(A1, . . . , An), where Ai ∈ Ty(Γ.A1. . . . .Ai−1).
We will often write just extensions, when this is not ambiguous. Context extensions
form an evident presheaf Ty∗ over C, and indeed an alternative CwA structure on C
[Lum10, 1.3.1], with p ~A given by the composite pA1pA2 . . . pAn : Γ.
~A Γ. We distinguish
maps of the form p ~A diagrammatically as .
Definition 2.4. Let C be a CwA. Then for each Γ in C, there is a CwA C(Γ), the fibrant
slice over Γ, in which objects are extensions ~A of Γ, maps f : ~A ~B are maps Γ. ~A Γ. ~B
over Γ in C, and TyC(Γ)( ~A) := TyC(Γ. ~A).
Moreover, a map f : Γ′ Γ induces an evident CwA map f∗ : C(Γ) C(Γ′), and
this forms a (strict) functor C(−) : Cop CwA.
2We include the terminal object for the sake of following the established definition. However, it is
irrelevant to the constructions of the present paper, which work without alteration if it is omitted.
3It is very arguably more natural to consider the 2-category of CwA’s, with pseudo-maps preserving
context extension just up to isomorphism; but that is beyond the scope or needs of the present work.
4This does not contradict the perhaps more well-known fact that CwA’s correspond to full split compre-
hension categories; compare how sets may be seen as corresponding to either discrete or codiscrete categories.
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This justifies very liberal use of the notation for reindexing: for instance, for A ∈ Ty(Γ),
B ∈ Ty(Γ.A), and f : Γ′ Γ, we will write just f∗B for (f.A)∗B ∈ Ty(Γ.f∗A), and so on.
We will also often suppress “weakening” (that is, reindexing along a dependent projection
pA); so for instance, for A,B ∈ Ty(Γ), we will write just Γ.A.B for Γ.A.p
∗
AB.
By a section of a type A ∈ Ty(Γ) (sometimes for emphasis a section of A over Γ), we
mean a section of the dependent projection pA : Γ.A Γ.
Categories with attributes correspond to the structural rules of dependent type theory;
for the logical rules, one adds extra structure.
Definition 2.5. A Π-type structure on a CwA C consists of:
(1) for each Γ ∈ C, A ∈ Ty(Γ), and B ∈ Ty(Γ.A), a type Π[A,B] ∈ Ty(Γ);
(2) for each such Γ, A, B, and section b of B over Γ.A, a section λ(b) of Π[A,B] over Γ;
(3) for each such Γ, A, B, a map evA,B : Γ.Π[A,B].A Γ.A.B over Γ.A;
(4) such that for Γ, A, B as above and sections a of A and b of B, we have evA,B(λ(b), a) =
ba : Γ Γ.A.B;
(5) all stable under reindexing: i.e., for any f : Γ′ Γ and appropriate arguments as
above,
f∗(Π[A,B]) = Π[f∗A, f∗B], f∗λ(b) = λ(f∗b), f∗(evA,B) = evf∗A,f∗B .
A Π-type structure satisfies the Π-η rule if for any Γ, A, B as above, the “η-expansion”
map
(pΠ(A,B).Π(A,B)) · λ(idp∗Π(A,B)A, evA,B) : Γ.Π(A,B) Γ.Π(A,B)
is equal to the identity map idΓ.Π(A,B). For brevity, we call a Π-structure satisfying this
condition a Πη-structure.
Definition 2.6. A Σ-type structure on a CwA C consists of:
(1) for each Γ ∈ C, A ∈ Ty(Γ), and B ∈ Ty(Γ.A), a type Σ[A,B] ∈ Ty(Γ);
(2) for each such Γ, A, B, a map pairA,B : Γ.A.B Γ.Σ[A,B] over Γ;
(3) for each Γ, A, B as above, extension ∆ ∈ Ty∗(Γ.Σ[A,B]), type C ∈ Ty(Γ.Σ[A,B].∆),
and and map d : Γ.A.B.(pairA,B)
∗∆ Γ.Σ[A,B].∆.C over pairA,B.∆ : Γ.A.B.(pairA,B)
∗∆
Γ.Σ[A,B].∆, a section split∆,C,d : Γ.Σ[A,B].∆ Γ.Σ[A,B].∆.C, such that split∆,C,d(pairA,B.∆) =
d;
(4) all stable under reindexing: for f : Γ′ Γ and appropriate arguments as above,
f∗(Σ[A,B]) = Σ[f∗A, f∗B],
f∗pairA,B = pairf∗A,f∗B , f
∗split∆,C,d = splitf∗∆,f∗C,f∗d.
Definition 2.7. An Id-type structure on a CwA C consists of:
(1) for each Γ ∈ C and A ∈ Ty(Γ), an element IdA ∈ Ty(Γ.A.p
∗
AA);
(2) for each such Γ and A, a map rA : Γ.A Γ.A.p
∗
AA.IdA, over (idA, idA) : Γ.A
Γ.A.p∗AA;
(3) for each Γ and A as above, extension ∆ ∈ Ty∗(Γ.A.p∗AA.IdA), type C ∈ Ty(Γ.A.p
∗
AA.IdA.∆),
and map d : Γ.A.r∗A∆ Γ.A.p
∗
AA.IdA.∆.C over pCd = rA.∆, a section J∆,C,d of C
over Γ.A.p∗AA.IdA.∆, such that J∆,C,d(rA.∆) = d;
(4) all stable under reindexing: for f : Γ′ Γ and appropriate arguments as above,
f∗(IdA) = Idf∗A, f
∗rA = rf∗A, f
∗J∆,C,d = Jf∗∆,f∗C,f∗d.
Definition 2.8. A unit-type structure on a CwA C consists of:
(1) for each Γ ∈ C, a type 1Γ ∈ Ty(Γ);
(2) for each Γ ∈ C, a section ⋆Γ of 1Γ;
(3) for each Γ ∈ C, extension ∆ ∈ Ty∗(Γ.1Γ), type C ∈ Ty(Γ.1Γ.∆), and map d :
Γ. ⋆∗Γ ∆ Γ.1Γ.∆.C over ⋆Γ.∆, a section rec∆,C,d of C over Γ.1Γ.∆, such that
rec∆,C,d(⋆Γ.∆) = d;
(4) all stable under reindexing: for f : Γ′ Γ and appropriate arguments as above,
f∗(1Γ) = 1Γ′ , f
∗⋆Γ = ⋆Γ′ , f
∗rec∆,C,d = recf∗∆,f∗C,f∗d.
HOMOTOPICAL INVERSE DIAGRAMS IN CATEGORIES WITH ATTRIBUTES 5
Remark 2.9. The context extension argument ∆ in the “eliminator” operations above is
usually omitted. In the presence of Π-type structure, it is redundant, since these general
eliminators can be constructed from the special case where ∆ is empty. When considering
the logical constructors individually, though, the more general form seems desirable, as
noted in [GG08] for the case of identity types.
For disambiguation, these could be called Frobenius Id-type structure, and so on, since
as noted in [vdBG11], the argument ∆ corresponds to a categorical Frobenius condition.
Except for this difference, the present definitions are unchanged from [KL12, App. A, B],
which in turn are direct algebraic translations of the original rules of [ML84].
2.2. Elimination structures. It is often profitable to encapsulate type-theoretic induction
principles in the notion of an elimination structure, defined in [Lum10]. We work for this
subsection in a fixed ambient CwA C.
Definition 2.10 (Cf. [Lum10, Def. 1.2.8]). A pre-elimination structure e on a map
j : ∆′ ∆ is an operation providing, for each type C ∈ Ty(∆) and map d : ∆′ ∆.C
over ∆, a section eC,d of C such that eC,dj = d.
∆′ ∆.C
∆
d
j
eC,d
A Frobenius pre-elimination structure on j : ∆′ ∆ is a family of pre-elimination
structures e ~E on j.
~E : ∆′.j∗ ~E ∆. ~E, for each context extension ~E of ∆. (We impose no
compatibility condition between these elimination structures.)
Given context extensions ~A, ~B of a common base Γ, a stable Frobenius elimination
structure on a map j : Γ. ~A Γ. ~B over Γ is:
• a family of Frobenius pre-elimination structures ef on f∗j : Γ′.f∗ ~A Γ′.f∗ ~B, for
each f : Γ′ Γ,
• commuting with reindexing, in that given any g : Γ′′ Γ′, f : Γ′ Γ, C ∈
Ty(Γ′.f∗ ~B), and suitable inputs ~E, C, d for ef , we have g∗ef~E,C,d
= efg
g∗ ~E,g∗C,g∗d
.
By an elimination structure, we mean in the present paper a stable Frobenius elimination
structure.
Proposition 2.11. Suppose j : Γ. ~A Γ. ~B is equipped with an elimination structure
e over Γ. Then for any f : Γ′ Γ, the pullback f∗j : Γ′.f∗ ~A Γ′.f∗ ~B carries an
elimination structure f∗e; and this operation is functorial in f . Similarly, any context ex-
tension j. ~E of j carries an elimination structure e. ~E; and this commutes with the preceding
operation, i.e. f∗(e. ~E) = f∗e.f∗ ~E. 
Definition 2.12. Suppose C is equipped with (Frobenius) Id-type structure. Then for any
A ∈ Ty(Γ), the map rA : Γ.A Γ.A.p
∗A.IdA carries an elimination structure, which we
call the canonical such structure, induced by the elimination operation and computation
axiom of the Id-type structure. Moreover, this is stable under reindexing in Γ, and functorial
in C.
Similarly, if C is equipped with (Frobenius) Σ-type structure, then for all suitable Γ, A,
B, the pairing map pairA,B : Γ.A.B Γ.ΣAB carries a canonical elimination structure,
stably in Γ and functorially in C.
For inductive types/families with multiple constructors, e.g., binary sums, one could
generalise the definitions above to elimination structures not only on single maps but on
families of maps; but we do not treat such type-formers in the present work.
Elimination structures are a type-theoretic analogue of left lifting properties, and are
frequently used as such:
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Proposition 2.13. Let e : Γ. ~A Γ. ~B be equipped with an elimination structure over Γ,
and suppose k : Γ. ~B ∆ and h : Γ. ~A ∆.C form a commutative square from e to πC .
Then there is an induced diagonal filler j, making both triangles commute:
Γ. ~A ∆.C
Γ. ~B ∆
e
h
j
k
Moreover, this construction commutes with pullback in the base.
Proof. Apply the elimination structure to the induced map Γ. ~A Γ. ~B.k∗C. 
Under that analogy, the following propositions are familiar from the theory of weak
factorisation systems, and their proofs adapt directly.
Proposition 2.14. Every isomorphism Γ. ~A Γ. ~B over Γ canonically carries an elimi-
nation structure over Γ. Given elimination structures on composable maps f , g over a base
Γ, the composite gf carries an induced elimination structure. Moreover, these constructions
are stable in Γ, and functorial in C. 
Proposition 2.15. Let f : Γ. ~A Γ. ~B be a map over Γ. Then an elimination structure
on f in C induces an elimination structure on f in (C,Ty∗); concretely, one can eliminate
into arbitrary context extensions, not just single types. Moreover, this construction is stable
in Γ, and functorial in C. 
Lemma 2.16. Suppose e : Γ. ~A Γ. ~B carries an elimination structure over Γ.
(1) There is an induced retraction r for e.
(2) For any C ∈ Ty(Γ. ~A), there is a type eqC ∈ Ty(Γ. ~B) such that e∗(eqC) = C; we
call eqC the descent of C along e.
Γ. ~A.C Γ. ~B.eqC
Γ. ~A Γ. ~B
y
e
Moreover, both these constructions are stable in the base Γ, and functorial in C.
Proof. The elimination structure, applied to (e, id) : Γ. ~A Γ. ~B.πB ~A, gives a section of
π∗B
~A, whose composite with πB. ~A yields the desired retraction r.
Γ. ~A Γ. ~B.π∗B
~A
Γ. ~B Γ. ~A
(e,id ~A)
e
π~B.
~A
r
Now, given C ∈ Ty(Γ. ~A, take eq ~C to be r∗ ~C. 
2.3. Logical structure on context extensions. Many of the logical structures on types
extend, by iteration, to analogous constructions on context extensions in a CwA.
Construction 2.17 ([Gar09b, Prop. 3.3.1]). If a CwA C carries identity type structure,
then so does (C,Ty∗), functorially in C.
Concretely, any context extension ~A ∈ Ty∗(Γ) has an identity context Id ~A ∈ Ty
∗(Γ. ~A. ~A),
along with a reflexivity map r ~A : Γ.
~A Γ. ~A. ~A.Id ~A over (id, id) : Γ.
~A Γ. ~A. ~A, equipped
with an elimination structure over Γ.
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Id ~A is given by induction on the length of
~A. When ~A is empty, so is Id ~A, and r ~A is the
identity map. When ~A = ( ~A<n, An), then assuming that we have constructed Id ~A<n , r ~A<n ,
and its elimination structure, we take Id ~A to be (Id ~A<n , (Id ~A)n), where the type (Id ~A)n is
given as a descent of IdAn as in the following diagram:
Γ. ~A<n.An Γ. ~A<n.An.An.IdAn Γ. ~A. ~A.Id ~A<n .(Id ~A)n
Γ. ~A<n.An.An Γ. ~A<n. ~A<n.Id ~A<n .An.An Γ.
~A. ~A.Id ~A<n
Γ. ~A<n. ~A<n.An.An Γ. ~A. ~A
rAn
y
r ~A<n
.An.An ∼=
∼=
Then r ~A is the composite the upper edge of the diagram; that is, of rAn , a context extension
of r ~A<n , and an isomorphism, and so as such, carries an elimination structure.
We note for future use that r ~A is always a composite of context extensions of the individual
reflexivity maps rAi and isomorphisms. 
Similarly, the Π-type structure can be lifted to (C,Ty∗) via the following construction.
(Although this construction is well-known in practice, we are unaware of it being docu-
mented in the literature.)
Construction 2.18. If a CwA C carries Π-type structure, then so does (C,Ty∗), functo-
rially in C.
Let ~A = A1. · · · .An be an extension of Γ ∈ C, and ~B = B1. · · · .Bm a further extension
of Γ. ~A. We define the context extension Π[ ~A, ~B] and map ev ~A, ~B : Γ.Π[
~A, ~B]. ~A Γ. ~A. ~B
over Γ. ~A, as follows:
(1) In case ~B is a single type B, then Π[ ~A,B] is the type Π[A1,Π[A2, . . .Π[An, B] . . .]],
and ev ~A,B is the composite
Γ.Π[A1,Π[A2, . . .Π[An, B] . . .]].A1. · · · .An
Γ.A1.Π[A2, . . .Π[An, B] . . .].A2. · · · .An
...
Γ. ~A.B
evA1,Π[A2,...Π[An,B]...].A2.··· .An
evA2,Π[A3,...Π[An,B]...].A3.··· .An
evAn,B
(2) For general ~B, work by induction on m. When m = 0, Π[ ~A, ~B] is the trivial 0-step
context extension (as must be ~B), and ev ~A, ~B is idΓ. ~A.
For m = m′ + 1, write ~B = ~B<m.Bm. By induction, we have Π[ ~A, ~B<m] and
ev ~A, ~B<m
: Γ.Π[ ~A, ~B<m]. ~A Γ. ~A. ~B<m.
Now we take Π[ ~A, ~B] to be Π[ ~A, ~B<m].Π[ ~A, ev
∗
~A, ~B<m
Bm] (where the new last com-
ponent is given by the single-step case above), and ev ~A, ~B to be the composite
Γ.Π[ ~A, ~B<m].Π[ ~A, ev
∗
~A, ~B<m
Bm]. ~A
Γ.Π[ ~A, ~B<m]. ~A.ev
∗
~A, ~B<m
Bm
Γ. ~A. ~B
ev ~A,ev∗
~A, ~B<m
Bm
ev ~A, ~B<m
.Bm
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The construction of the λ operation is straightforward along similar lines, by induction
again on the length of ~B. 
We will generally consider both identity contexts and iterated Π-types not from the point
of view of (C,Ty∗) as a CwA in its own right, but as auxiliary operations for working in
C. A similar construction is possible for Σ-types, but we do not recall it here as we will not
require it.
2.4. Equivalences. We recall here the well-known definition of equivalences of types or
contexts, along with a generalisation from [KL16] to arbitrary maps in CwA’s, and some
key facts about these notions.
Work for the remainder of this subsection in a fixed ambient CwA C equipped with
Id-types.
Definition 2.19. Let f, g : Γ. ~A Γ. ~B be a map between context extensions over some
base Γ ∈ C. A homotopy h : f ∼ h over Γ is a map h : Γ. ~A Γ. ~B. ~B.Id ~B (where Id ~B is
the iterated identity type as constructed above), such that pId ~Bh = (f, g). We write f ∼ g
to mean that some such h exists.
Definition 2.20. Let ~A, ~B be context extensions of some base Γ ∈ C. A map f : Γ. ~A
Γ. ~B over Γ is an equivalence over Γ if there exist maps g, g′ : Γ. ~B Γ. ~A and homotopies
η : fg ∼ idΓ. ~B and ε : g
′f ∼ idΓ. ~A over Γ. Equivalence data for f consists of some choice
of such g, η, g′, ε.
This approach works only within “fibrant slices” of a CwA, since iterated identity types
are available just for context extensions, not for arbitrary objects. In Section 5, we will
need a more general notion:
Definition 2.21 ([KL16, Def. 4.5]). A map f : Γ′ Γ in C is an equivalence if it
satisfies the following properties:
(1) weak type lifting: given any context extension ~A of Γ and type B ∈ Ty(Γ′.f∗ ~A),
there exists some type B′ ∈ Ty(Γ′.f∗ ~A) and equivalence w : Γ′.f∗ ~A.f∗B ∼
Γ′.f∗ ~A.B′ over Γ′f∗. ~A.
(2) weak term lifting: given any context extension ~A of Γ, type B ∈ Ty(Γ′.f∗ ~A.f∗B),
and section b of f∗B, there exists some section b′ of B, such that f∗b′ is proposi-
tionally equal to b.
From the point of view of f , these might be more naturally called descent properties;
they are lifting when viewed as properties of the induced functor f∗ : C(Γ) C(Γ′)
(cf. Definition 6.1 below).
We recall without proof some key facts about these notions:
Lemma 2.22 ([KL16, Prop. 4.6]). A map f : Γ. ~A Γ. ~B over Γ is an equivalence in the
sense of Definition 2.21 if and only if it is one in the sense of Definition 2.20. 
This justifies making no terminological distinction between the general and the more
restricted notion.
Lemma 2.23. Equivalences are stable under reindexing between fibrant slices: if w :
Γ. ~A Γ. ~B is an equivalence over Γ, then for any f : Γ′ Γ, f∗w : Γ′.f∗ ~A Γ′.f∗ ~B
is again an equivalence.
Moreover, this is canonically witnessed by operations on equivalence data, functorially in
Γ and C. That is, if w : Γ. ~A Γ. ~B carries equivalence data E, then id∗ΓE = E, and
for any Γ′′ g Γ′ f Γ, g∗f∗E = (fg)∗E; and if F : C C′ is a map of CwA’s with
identity types, w : Γ. ~A Γ. ~B a structured equivalence over Γ with equivalence data E,
and f : Γ′ Γ a map, then f∗(FE) and (Ff)∗(FE) are equal as equivalence data on
F (f∗w) over FΓ′. 
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Lemma 2.24 ([KL16, Prop. 4.7], [AKL15, Lemma 3.2.6]). Equivalences in C satisfy the 2
out of 3 property. Moreover, within fibrant slices C(Γ), the 2 out of 3 property is witnessed
by operations on equivalence data, stably in Γ and functorially in C. 
Lemma 2.25 ([KL16, Prop. 4.9]). Equivalences satisfy “right properness”: if w : Γ′ Γ
is an equivalence, and ~A is any context extension of Γ, then w. ~A : Γ′.w∗ ~A Γ. ~A is again
an equivalence.
Moreover, within a fibrant slice C(Γ), this is witnessed by operations on equivalence data,
stably in Γ and functorially in C. 
2.5. Function extensionality.
Definition 2.26 ([KL12, Def. B.3.1], [Gar09a, §5.1]). Suppose C is equipped with Πη- and
Id-type structure. Then function extensionality structure on C consists of operations
giving:
(1) for each Γ, A, B as in the Π operation, a map
funextA,B : Γ.Π[A,B].Π[A,B].Π[A, e
∗
A,B IdB ] Γ.Π[A,B].Π[A,B].IdΠ[A,B]
over Γ.Π[A,B].Π[A,B], where IdB in the domain is pulled back along the map
eA,B : Γ.Π[A,B].Π[A,B].A Γ.A.B.B that evaluates both its function arguments;
(2) and for each such Γ, A, B, a homotopy
funext-comp-propA,B : funextA,Bλ(rBevA,B) ∼ rΠ[A,B]
: Γ.Π[A,B] Γ.Π[A,B].Π[A,B].IdΠ[A,B],
(3) all stable under pullback in the base.
We say a Πη-type structure is extensional if it is additionally equipped with function
extensionality structure, and write Πext-structure to refer to the combined structure.
For the remainder of this subsection, fix a CwAC equipped with Id- and Π-type structure.
The following alternative form of function extensionality is less type-theoretically eco-
nomical, but more categorically succinct:
Lemma 2.27 (due to Voevodsky [VAG+]; see [Lum11]). A given triple Γ, A, B admits maps
funextA,B, funext-comp-propA,B as in the arguments of function extensionality structure if
and only if the map
λA,B.B.IdB (rBevA,B) : Γ.Π[A,B] Γ.Π[A,B.B.IdB ]
admits equivalence data. Moreover, the operations converting between these two types of data
on Γ, A, B are stable under reindexing in Γ, and functorial in C under maps preserving
Id- and Πη-structure.
Overall, C therefore admits function extensionality structure if and only if it admits a
choice of equivalence data on each map λA,B.B.IdB (rBevA,B), stably in Γ; moreover, a map of
CwA’s preserving the extensionality structure preserves the resulting choice of equivalence
data, and a map preserving such chosen equivalence data preserves the resulting derived
extensionality structure. 
It is straightforward to check that just like Id- and Π-types, extensionality also lifts to
context extensions, and hence to general homotopies:
Lemma 2.28. Suppose C is equipped with Π-types, Id-types, and function extensionality
structure. Then (C,Ty∗) carries functional extensionality structure, for the Π-type structure
and Id-type structure given above.
In particular, given two sections b, b′ of a context extension ~B ∈ Ty∗(Γ. ~A), and a homo-
topy h : b ∼ b′ between them over ~A, there is an induced homotopy between their abstractions
λ(b), λ(b′) : Π[ ~A, ~B], stably in Γ.
Moreover, these constructions are functorial in C. 
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As a corollary, we derive the covariant action of iterated Π-types on equivalences between
their codomains (though without making its functoriality precise, as we do not need it):
Lemma 2.29. Suppose w : Γ. ~A. ~B Γ. ~A. ~B′ is an equivalence over Γ. ~A. Then the induced
map λ(w) : Γ.Π[ ~A, ~B] Γ.Π[ ~A, ~B′] is an equivalence over Γ. 
3. Inverse diagrams and Reedy types
In this section, we recall the definition of inverse categories, and define Reedy types over
diagrams on inverse categories valued in a CwA. These are analogous to Reedy fibrations,
a well developed tool from the homotopy theory of (co-)fibration categories [RB09, Szu14]
and similar settings.
Compared to such settings, Reedy types in CwA’s incur several extra complications. Due
to these, we split the definition into two stages. We first define weak Reedy types, which
are unsatisfactorily flabby, but suffice for setting up the machinery of Reedy limits. Armed
with these we can then define (strict) Reedy types, which are what we really want.
3.1. Inverse categories and weak Reedy types.
Definition 3.1. Let I be a category. The precedence ordering ≺ on Ob I is defined by
taking i ≺ j just if there exists some non-identity arrow α : i j.
An inverse category I is a category in which the precedence ordering is well-founded,
and each object has finitely many predecessors.5
For i ∈ I, we write yi ∈ SetI for the Yoneda co-presheaf I(i,−), and ∂i ⊆ yi for the
sub-co-presheaf of non-identity maps out of i.
Example 3.2. A useful running example throughout this paper is the “walking span”: the
posetal inverse category (0 01 1), which we denote Span.
Definition 3.3. Given an inverse category I, a category C, diagrams F ∈ SetI , D ∈ CI ,
and an object C ∈ C, an F -cone λ from C to D consists of maps λx : C D(i) for each
i ∈ I and x ∈ F (i), such that D(α)λx = λαx for each α : i j, x ∈ F (i).
We denote such cones by λ : C F D. They are easily seen to be functorial in all
parameters: contravariantly in C, covariantly in D, contravariantly in F , covariantly 2-
functorial in C, and contravariantly 2-functorial in I.
Definition 3.4. Let C, I be categories, and p : Y X a map in CI . Then for i ∈ I, a
(relative) matching object for p at i is
• an object Mip ∈ C equipped with a yi-cone λ : Mip λ X and a ∂i-cone µ :
Mip µ Y , such that λ|∂i = pµ,
• that is moveover terminal among objects equipped with such a cone.
In classical presentations of Reedy fibrations, relative matching objects are not often
explicitly defined, appearing instead as pullbacks of absolute matching objects: Mip :=
MiY ×MiX Xi. In our setting of CwA’s, however, these absolute matching objects may
often fail to exist; so we define the relative ones directly.
Relative matching objects may also be seen as limits indexed over the oplax pushout
category ∂(i ↓ I) +→
∂(i↓I)
(i ↓ I).
Proposition 3.5. Let u : J I be a discrete opfibration of inverse categories. Then
for any category C, the precomposition functor u∗ : CI CJ preserves relative matching
objects.
Proof. Since u is a discrete opfibration, its induced maps (j ↓ u) on co-slices and ∂(j ↓ u)
on strict co-slices are isomorphisms; so the required limit property of matching objects is
unchanged by u∗. 
5The finitness condition is sometimes omitted in this definition. In that case, it should instead be added
in Definition 3.17 (ordered inverse categories) and assumed in Proposition 3.18.
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Before defining the “Reedy types” that we actually want, we need to start with a more
general “weak” notion, from which we will afterwards carve out the “strict” ones.
Fix, for the next few definitions, a CwA C and an inverse category I. We will define
the fibration of weak Reedy I-types in C over the diagram category CI (or just weak
Reedy types, when I and C are clear).
Definition 3.6. A weak Reedy I-type over a base X ∈ CI consists of:
• an object Y and map p : Y X in CI , together with
• chosen matching objects Mip for p, for each i ∈ I, and
• for each i ∈ I, a type Ai ∈ Ty(Mip), and an isomorphism ϕi : Yi Mip.Ai over
Mip.
A map of weak Reedy types (Y ′, p′,M ′, A′, ϕ) (Y, p,M,A,ϕ′), over a map f : X ′
X in CI , consists of:
• a map f¯ : Y ′ Y over f ;
• maps f i : A
′
i Ai in
∫
Ty over the induced maps Mif¯i :M
′
ip
′ Mip,
• commuting with the isomorphisms ϕ, ϕ′:
M ′ip
′.A′i M
′
ip
′.(Mif¯)
∗Ai Mip.Ai
Y ′i Yi
f i
ϕ′i
∼=
f¯i
ϕi ∼=
Write TwR(C,I) for the total category of weak Reedy I-types in C (or just TwR when C,
I are implicit); this has an evident forgetful functor p to CI .
Weak Reedy types are reasonably transparently an analogue of Reedy fibrations, as
ordinarily defined in a fibration category or similar settings. However, in our setting they
are a little unsatisfactorily flabby, due to the essentially redundant data of chosen matching
objects: for instance, in the case I = 1, a weak Reedy type corresponds to “a map in C
isomorphic to a dependent projection”.
For these reasons, we will rein in the redundancy by cutting down to strict Reedy types,
whose matching objects are constructed canonically rather than forming extra data. These
matching objects are also needed to show that weak Reedy types form a comprehension
category; for now we note as much of that as is obvious.
Proposition 3.7. There is a “comprehension” functor χ : TwR(C,I) (C
I)→ over C,
sending (Y, p,Mi, A, ϕ) to (Y, p), forgetting the given matching objects and types.
TwR(C,I) (C
I)→
C
χ
cod
We write CIwR to denote this whole triangle of data, considered as a comprehension category
minus the existence and preservation of cartesian lifts.
Moreover a discrete opfibration u : J I induces a functor u∗ : TwR(C,I)
TwR(C,J ) (by Proposition 3.5), and a CwA map F : C D induces a partial functor
F I : TwR(C,I) TwR(D,I), defined just on types whose matching objects are preserved by
F . 
In Proposition 3.21 below we will fill in the gaps: we will show that TwR(C,I) has and
χ preserves cartesian lifts, and that arbitrary CwA maps preserve the required matching
objects; so CIwR forms a comprehension category, bifunctorially in C and I.
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3.2. Reedy limits. It is familiar from homotopy theory that one does not really need
general finite completeness to work with Reedy diagrams, since the limits used—matching
objects of Reedy fibrant diagrams, and related constructions—can always be constructed
from just pullbacks of fibrations. Analogously, in our setting, matching objects and other
limits we use can be constructed as context extensions, using just pullbacks of types.
Here we set up machinery for constructing and manipulating these limits rather precisely,
since we often care about strict preservation of types/context extensions under reindexing
and CwA maps.
Fix, for this subsection, an inverse category I.
Definition 3.8. Let i : F G be a map in SetI , p : Y X a map in CI (for some
category C); suppose moreover we are given C ∈ C, and a G-cone λ : C G X and F -cone
µ : C F Y , such that pµ = λi : C F X. Then a i-pullback of p along (λ, µ) is an
object A ∈ C together with a map q : A C and G-cone γ : A G Y , such that :
(1) pγ = λq : A G X;
(2) γi = µq : A F Y ;
(3) (A, q, γ) is universal among objects over ∆ equipped with such a cone.
A Y
C X
q
G
γ
p
λ
G
µ F
Remark 3.9. When enough limits exist, this universal property says just that (A, q, γ) is
a pullback of i ⋔ˆ p along (µ, λ), where i ⋔ˆ p is the Leibniz cotensor of i with p:
A Y G
C Y F ×XF X
G
y
i⋔ˆp
(µ,λ)
Relative matching objects are a special case, with F = 0, G = δi, and C = Xi.
To construct such relative pullbacks, we will assume additional structure on i : F G.
Definition 3.10. A finite extension in SetI is a monomorphism i : F G, together
with a linear ordering on its total complement
∐
iGi \ Fi, such that:
• the total complement is finite, and
• for any α : i j and x ∈ Gi \ Fi, if αx ∈ Gj \ Fj then αx ≤ x.
A map of finite extensions is a pushout square between them that preserves the given
orders on the total complements.
Equivalently, a finite extension is a map exhibited as a finite cell complex of the boundary
inclusions ∂i yi.
The orderings given in finite extensions are exactly the extra data needed to construct
relative pullbacks of Reedy types.
Lemma 3.11 (Master lemma for Reedy limits). Suppose we are given a finite extension
i : F G in SetI, a weak Reedy type A over Γ in CI, an object ∆ ∈ C, a G-cone
λ : ∆ G Γ, and an F -cone µ : ∆ F Γ.A over λ|F .
Then we obtain a context extension (λ, µ)∗A ∈ Ty∗∆ (with length equal to the length of
the extension F G) and a G-cone (λ, µ).A : ∆.(λ, µ)∗A G Γ.A, such that ∆.(λ, µ)
∗A
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together with π(λ,µ)∗A and (λ, µ).A forms an i-relative pullback of πA along (λ, µ):
∆.(λ, µ)∗A Γ.A
∆ Γ
G
(λ,µ).A
λ
G
µ F
Proof. First consider the case where F G is a single-step extension F F +b yi, for
some b : ∂i F . In this case, λ|yi and µ|∂i induce a map m : ∆ MiA. We take
(λ, µ)∗A to be the pullback of Ai along m, and (λ, µ).A to be the (F +b yi)-cone consisting
of µ together with m.Ai : ∆.m
∗Ai (Γ.A)i
For the general case, suppose F G is given as a composite of single-step extensions:
F = F0 F1 · · · Fn = G.
Then we define by induction a sequence of objects ∆k ∈ C, along with G-cones λk : ∆k G
Γ and Fk-cones µk : ∆k Γ.A over λk, for k = 0, . . . , n, as follows:
• ∆0 := ∆; λ0 := λ; µ0 := µ;
• ∆k+1 := ∆k.(λk|Fk+1 , µk)
∗A; λk+1 := λπ(λk |Fk+1 ,µk)
∗A;µk+1 := (λk|Fk+1 , µk).A.
Now we take (λ, µ)∗A to be the resulting context extension ∆n ∆, and (λ, µ).A to be
µn. 
By Reedy limits, we will mean the objects and cones constructed according to the
preceding lemma.
Lemma 3.12. Reedy limits enjoy the following properties:
(1) Functoriality in ∆: Given F G, Γ, A, ∆, λ, µ as above, and a map f : ∆′ ∆,
and we have f∗(λ, µ)∗A = (λf, µf)∗A, and ((λ, µ).A)(f.((λ, µ)∗A)) = (λf, µf).A.
(2) Functoriality in Γ, A: Given data as above together with Γ′, A′, f : Γ Γ′,
f¯ : Γ.A Γ′.A′, we get a map ∆.(λ, µ)∗A ∆.(λ, µ)∗A′ over ∆, functorially in
(f, f¯); and in the case that A = f∗A′ and f¯ = f.A, then (λ, µ)∗A′ = (λ, µ)∗A′ and
this map is the identity.
(3) Functoriality in i : F G: Given data as above together with a finite extensions
j : F ′ G′ and map of extensions (h, k) : j i, we have (λk, µh)∗A = (λ, µ)∗A,
and ((λ, µ).A)k = (λk, µh).A.
(4) Functoriality in C: Given F G, Γ, A, ∆, λ, µ as above, and a CwA map
H : C D preserving the matching objects of A (and hence sending A to a weak
Reedy type HA in D), we have H((λ, µ)∗A) = (Hλ,Hµ)∗HA and H((λ, µ).A) =
(Hλ,Hµ).HA. (Note that the first equality here is an on-the-nose equality of context
extensions, not merely an isomorphism of objects of D.)
(5) Preservation under CwA maps: Given F G, Γ, A, ∆, λ, µ as above, and an
arbitrary CwA map H : C D (not assumed to preserve the matching objects of
A), the universal property of (λ, µ)∗A and (λ, µ).A as an i-pullback is preserved by
H.
Proof. The functoriality statements are routine to verify, immediate in the single-step case
and extending by induction to the general case. The preservation statement comes in the
single-step case from the fact that CwA maps preserve canonical pullbacks of types, and
again extends to the general case straightforwardly by induction. 
Reedy limits are moreover functorial in the inverse category I, but the statement of this
functoriality is slightly less straightforward.
For a functor F : C D, write F! and F
∗ for its pushforward/restriction functors:
SetC SetD
F!
⊥
F ∗
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Lemma 3.13. Given a discrete opfibration u : J I, we have u!(∂j yj) ∼= (∂uj
yuj) for each j ∈ J . More generally, u! sends finite extensions in Set
J to finite extensions
in SetI.
Proof. Since u is a discrete opfibration, u! can be computed by u!(F )(i) =
∐
j∈Ji
F (j).
The desired isomorphism is immediate. As a left adjoint, u! also preserves pushouts, so
the action on finite extensions follows, viewing them as cell complexes of the boundary
inclusions. 
Lemma 3.14. For any category C, object X in C, diagram Y : I C, and co-presheaf
F ∈ SetI , there is an isomorphism (natural in F , X, and Y ) between u!F -cones λ : X u!F
Y and F -cones λ′ : X F u
∗Y .
Proof. Coneu!F (X,Y )
∼= SetI(u!F,C(X,Y•))
∼= SetI(F,C(X,Yu•))
∼= ConeF (X,u
∗Y ) 
Lemma 3.15 (Functoriality of Reedy limits in the domain). Suppose given a discrete
opfibration of inverse categories u : J I, along with Γ ∈ CI, a weak Reedy I-type A
over Γ, a finite extension F G in SetI, an object ∆ ∈ C, and cones λ : ∆ u!F Γ,
µ : ∆ u!F Γ.A (or equivalently λ
′ : ∆ F u
∗Γ, µ′ : ∆ u∗Γ.u∗A).
Then we have u∗((λ, µ)∗A) = (λ′, µ′)∗(u∗A); and moreover the cones (λ, µ).A and (λ′, µ′).(u∗A)
correspond in the sense of the preceding lemma.
Proof. Direct from the construction of (λ, µ)∗A, together with the action of u! on finite
extensions. 
Lemma 3.16 (Reedy limits for context extensions). Let ~A be a context extension of weak
Reedy types over Γ in CI , and let i : F G, λ : ∆ G Γ, and µ : ∆ F Γ.A be as in
the master lemma.
Then we obtain a context extension (λ, µ)∗A ∈ Ty∗∆ (with length mn, where m is the
length of ~A and n the length of i : F G), along with (λ, µ).A : ∆.(λ, µ)∗A G Γ.A,
forming an i-relative pullback of π ~A along (λ, µ) as in the master lemma.
Moreover, this construction enjoys all the functoriality properties of Lemmas 3.12 and
3.15.
Proof. Built from Reedy limits given by the master lemma, just like the generalisation there
from a single-step finite extension to the multi-step case. 
3.3. Strict Reedy types. Each weak Reedy type comes supplied, by definition, with
matching objects. However, given a little extra data on the domain category I, the master
lemma provides us with canonical matching objects, as context extensions of the objects in
the base.
Definition 3.17. By an ordered inverse category we mean an inverse category I with
equipped with, for each i, a total order on the set of morphisms out of i extending the
precedence ordering of i/I, i.e. such that for any composable f, g, with f non-identity, we
have fg < g.
A discrete fibration u : J I between ordered inverse categories is ordered if it
respects the given orderings.
Choosing such structure on an inverse category I amounts precisely to giving each 0
yi the structure of a finite extension; or equivalently, each 0 ∂i, since the ordering on
yi must have idi as its top element. This extra data is not burdensome to supply:
Proposition 3.18. Any inverse category I admits some ordering.
Proof. Any finite partial order can be extended to a total order. 
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Example 3.19. We will consider Span, the category (0 01 1), as ordered by 0 <01 1.
(The rest of the ordering is determined.)
Definition 3.20. Once I is ordered, then given a weak Reedy type A = (Y, p,M,A,ϕ) over
a diagram Γ ∈ CI , we can for any i ∈ I apply the master lemma with the finite extension
0 ∂i to construct a relative matching object for pA as observed in Remark 3.9:
Γi.A∂i Γ.A
Γi Γ.
∂i
∂i
We call this the canonical matching object for A at i, and denote it (as a context
extension) by A∂i ∈ Ty
∗Γi. It has a canonical isomorphism to the given matching objects
of A, ψi : Γi.A∂i ∼=MiA. We write Ayi for the further context extension A∂i.ψ
∗Ai ∈ Ty
∗Γi
(which may be constructed directly as a Reedy limit along the finite extension 0 yi).
More generally, for a context extension ~A of weak Reedy types over a diagram Γ, we
write ~A∂i and ~Ayi for the corresponding Reedy limits supplied by Lemma 3.16, and Mi ~A
for the resulting matching objects Γi. ~A∂i.
Correspondingly, for a map f : Γ. ~A Γ. ~B over Γ, we write Mif for the induced map
Mi ~A Mi ~B. An important special case is when ~A is the empty extension, so f is a
section of ~B. Then Mi ~A is just Γ, and Mif is a section of ~B∂i.
We can now tie up the dangling thread from above:
Proposition 3.21. Suppose I is an inverse category admitting some ordering. Then for
any CwA C, weak Reedy I-types in C form a comprehension category CIwR, and this is
bifunctorial in C, I: a discrete opfibration u : J I induces a functor u∗ : CI CJ ,
and a CwA map F : C D induces a functor F I : CI DI .
Proof. Fix some ordering on I. As noted in Proposition 3.21, we just need to give cartesian
lifts, and show they are sent to pullbacks by comprehension.
For construction of the lifts, suppose f : Γ′ Γ is a map in CI , and A = (Y, p,Mi, A, ϕ)
a weak Reedy type over Γ. We construct f∗A, along with the map f.A : f∗A A over
f , by induction on i ∈ I (under the precedence ordering). Suppose f∗A and f.A have
been constructed in all levels j < i. Then this suffices to construct a matching object
Mi(f
∗A) as a Reedy limit (using the given ordering on I), and also the induced map
Mi(f.A) : Mi(f
∗A) MiA over fi : Γ
′
i Γi. Now pulling back Ai ∈ Ty(MiA) along
Mi(f.A) gives us the type (f
∗A)i; taking (Γ
′.f∗A)i as exactly Mi(f
∗A).f∗Ai completes the
construction of f∗A and f.A in level i:
(Γ′.f∗A)i Mi(f
∗A).(f∗A)i MiA.Ai (Γ.A)i
Mi(f
∗A) MiA
Γ′i Γi
id
(f.A)i
y
∼=
Mi(f.A)
y
fi
Cartesianness of this lift is immediate.
To see that the comprehension of f.A is a pullback in CI , we show by induction that it
is a levelwise pullback. Its i-th component is as in the diagram above. The upper square
is a pullback by construction, while the lower is a pullback by the universal property of
matching objects together with the assumption that it χ(f.A)j is a pullback for all j < i.
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Functoriality in I was already noted in Proposition 3.7. For functoriality in C, note
again that matching objects of a weak Reedy type are up to isomorphism Reedy limits, and
so preserved by the action of CwA maps. 
Definition 3.22. A (strict) Reedy type over Γ is a weak Reedy type A = (Y, p,M,A,ϕ)
over Γ such that for each i ∈ I,
• the given matching objects Mip are precisely the matching objects Γi.A∂i supplied
by the master lemma (including their associated cones);
• Γi = Γ.A∂i.Ai, and ϕi = idΓi .
Write TR(C,I) (or just TR) for the full subcategory of TwR(C,I) on strict Reedy types.
We will generally write just “Reedy types” to mean the strict ones, except when explicitly
contrasting them with weak Reedy types.
Proposition 3.23.
(1) For any f : Γ′ Γ in CI and weak Reedy type A over Γ, the reindexing f∗A
constructed in Proposition 3.21 is in fact a strict Reedy type.
(2) For any f : Γ′ Γ in CI and weak Reedy type A over Γ, if B, B′ are strict Reedy
types over Γ′ with maps f¯ : B A and f¯ ′ : B′ A over f , then B = B′ and
f = f ′.
(3) TR forms a discrete subfibration of TwR over C
I.
(4) For an ordered discrete opfibration u : J I, the contravariant action u∗ on weak
Reedy types restricts to an action on strict Reedy types.
(5) Sending each weak Reedy type A over Γ to its trivial reindexing id∗ΓA gives a stric-
tification equivalence str : TwR TR over C.
(6) For a CwA map F : C D, composing the action F I : TwR(C,I) TwR(C,J )
with strictification gives an action on strict Reedy types, strictly functorial in F .
Proof. Parts not specifically noted here follow directly from earlier ones. (2) is straightfor-
ward by induction on levels, using the fact that
∫
Ty is a discrete fibration. For (4), note
that when u : J I is ordered, the isomorphism u!∂j ∼= ∂uj is a map of finite exten-
sions; naturality of Reedy limits (Lemma 3.12(3)) then implies that the canonical matching
objects are preserved by u∗. (6) similarly uses naturality of Reedy limits under CwA maps
(Lemma 3.12(5)). 
These observations justify the following definition:
Definition 3.24. We write just CI for the CwA of strict Reedy types, with base
category CI and presheaf Ty corresponding to the discrete fibration TR(C,I). (Occasionally
for emphasis or disambiguation we may write CIR or TyR.) This construction is covariantly
functorial in CwA maps, and contravariantly in ordered discrete opfibrations.
When we speak of types over diagrams Γ ∈ CI , we will always mean strict Reedy types
unless specified otherwise, and similary for context extensions, etc.
Example 3.25. A direct description of the CwA CSpan is spelled out in detail in [KL16,
Definition 5.5 et seq.].
Remark 3.26. We will often construct strict Reedy types and maps between them by
induction, as with the reindexings in Proposition 3.21. Such constructions often involve
applying lemmas about Reedy types to the type under construction, before it is fully defined.
For instance, suppose one has earlier proved a lemma that “Reedy limits of levelwise nice
Reedy types are nice”, and is now constructing by induction a levelwise nice Reedy type A.
In the induction step, one must construct Ai and prove it nice, assuming that Aj is given
and nice in all levels j < i. Then, in the proof of niceness of Ai, one may invoke the lemma
to conclude that MiA is nice.
Formally, this may be justified by noting that the data given constitute a levelwise nice
Reedy type over the subcategory I<i (or the strict slice ∂(i ↓ I)), and that MiA can be
computed as a Reedy limit of this type, to which the lemma then applies.
For the sake of readability, we will generally avoid belabouring such points.
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3.4. Levelwise extensions. Besides Reedy types, we will in places make use of levelwise
context extensions of diagrams.
Definition 3.27. Let I be an arbitrary category, and Γ ∈ CI a diagram. A levelwise
extension ~A over Γ is a family of context extensions ~Ai ∈ Ty
∗(Γi), for each i ∈ I, along
with maps in C making the objects Γi.Ai and their projection maps into a diagram over Γ
(which we denote Γ. ~A).
Write the set of levelwise extensions over Γ as Tylw(Γ); these constitute an evident CwA
structure on the category CI , which we write as CIlw. Moreover, the construction of C
I is
bifunctorial in CwA maps C D and arbitrary functors J I.
In case I is an ordered inverse category, there is an evident natural map from Reedy
types to levelwise extensions, commuting with the context extension operation; that is, a
strict CwA map CI CIlw, acting as the identity as on the base category.
The CwA CIlw is in general of less intrinsic interest than C
I , since it will not typically
inherit as much logical structure from C. However, levelwise extensions appear naturally
as intermediate stages in several constructions/proofs on Reedy types.
In diagrams, we denote projections from levelwise extensions by Γ. ~A lw Γ.
4. Logical structure on inverse diagrams
The goal of this section is to show that if C carries Id-types (resp. Σ, unit, Π, funext),
then so does CI , for any ordered inverse category I.
As the statement suggests, each piece of logical structure lifts from C to CI individually
(except of course for functional extensionality, which relies on Id and Π); we will tackle them
one at a time in the propositions of this section. In the course of this, we will also require
a few technical lemmas on the interaction of Reedy limits with elimination structures and
equivalences.
Fix the CwA C and ordered inverse category I throughout. When we say that construc-
tions are functorial in C and I, we mean with respect to CwA maps C D preserving
whatever logical structure is under consideration, and ordered discrete opfibrations J I.
4.1. Elimination structures in inverse diagrams.
Lemma 4.1. Suppose f : Γ. ~A Γ. ~B is a map over Γ in CI equipped with a levelwise
elimination structure, i.e. an elimination structure on each fi over Γi. Then f carries
an elimination structure over Γ in CI. Moreover, this is stable under pullback in Γ, and
functorial in C and I.
Proof. First we give the pre-elimination structure. Suppose we have a type C over Γ. ~B, and
map d : Γ. ~A Γ. ~B.C over Γ. ~B. We wish to construct a section e of C such that ef = d.
Γ. ~A Γ. ~B.C
Γ. ~B
d
f
e
Work by Reedy induction: suppose that e has already been constructed in degrees below
i, satisfying the desired equations. Then these components assemble to give a section e′ of
MiC (Γ. ~B)i, forming a commutative square from fi to pCi ; we take ei as the diagonal
filler for this square supplied by the elimination structure of fi:
(Γ. ~A)i (Γ. ~B.C)i
(Γ. ~B)i MiC
di
fi
e′
ei
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Next, for the Frobenius condition, note that the components of any pullback f. ~C of f
along a context extension π ~C : Γ.
~B. ~C Γ. ~B are just pullbacks of the components of
f along the context extensions ~Cyi. So any such pullback f. ~C again carries a levelwise
elimination structure, and hence a pre-elimination structure by the previous paragraph.
Finally, note that the above constructions are all stable under pullback in Γ, so they
assemble to produce an elimination structure stably in Γ, as required; and similarly, are
functorial in C and I. 
So levelwise elimination structures suffice to give elimination structures in CI . However,
for some purposes one needs a slightly stronger notion.
Definition 4.2. Let f : Γ. ~A Γ. ~B be a map over Γ in CI . For each i ∈ I, let mif
denote the comparison component mif : (Γ. ~A)i Mi ~A.(Mif)
∗Bi.
(Γ. ~A)i Mi ~A.(Mif)
∗ ~Bi Mi ~B. ~Bi (Γ. ~B)i
Mi ~A Mi ~B
mif
fi
Mif. ~Bi
y
ϕ~B,i
∼=
Mif
(where ϕ~B,i is an evident context-reordering isomorphism). By a Reedy elimination
structure on f over Γ, we mean a choice of elimination structure on each mif over Mi ~A.
Proposition 4.3.
(1) Suppose f, g are composable maps over Γ, both equipped with Reedy elimination
structures over Γ. Then the composite gf carries an induced Reedy elimination
structure.
(2) Suppose f : Γ. ~A Γ. ~B is equipped with a Reedy elimination structure. Then for
any Reedy type C over Γ. ~B, f.C carries an induced Reedy elimination structure.
Moreover, these constructions are functorial in I and C.
Proof. Immediate by the same closure properties for elimination structures in C. 
Lemma 4.4. Suppose f : Γ. ~A Γ. ~B is equipped with a Reedy elimination structure over
Γ. Then:
(1) For any finite extension F G and ∆, λ, µ as in the master lemma (Lemma 3.11),
the induced “pullback” map (λ, µ)∗f : ∆.(λ, µ)∗ ~A ∆.(λ, fµ)∗ ~B carries an in-
duced elimination structure;
∆
∆.(λ, µ)∗ ~A
∆.(λ, fµ)∗ ~B
Γ
Γ. ~A
Γ. ~B
(λ,µ)∗f
f
λ
G
µ
F
G
G
(2) and moreover, f carries a levelwise elimination structure over Γ in CI.
Moreover, these constructions are stable under pullback in Γ, and functorial in C and I.
Proof. For the first statement, we exhibit (λ, µ)∗f as a composite of pullbacks along context
extensions of pullbacks of the maps mif along maps into the matching objects MiA.
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Specifically, in the case of a single-step extension F F +h yi, (λ, µ)
∗f is a genuine
pullback of mif along the map ∆ MiA induced by (λ|yi, µ|∂i)
∆
∆.(λ, µ)∗ ~A
∆.(λ, fµ)∗ ~B
Mi ~A
(Γ. ~A)i
Mi ~A.(Mif)
∗ ~Bi
Mi ~B
(Γ. ~B)i
(λ,µ)∗f
mif
(λ,µ)
and, as such, carries an induced elimination structure by stability.
In the case of a multi-step extension F G, write it as a composite of single-step
extensions F = F0 F1 · · · Fn = G. Then, similarly to in the proof of the master
lemma, we form a tower:
• • •
• • •
• • •
• • •
∆ ∆
gn hn
...
...
Each of the comparison maps gk carries an elimination structure by the single-step case,
so by induction up the tower using the Frobenius property and composition of elimination
structures, each composite hkgk carries an elimination structure; but the final such map
hngn is isomorphic over ∆ to our desired map (λ, µ)
∗f .
For the levelwise elimination structure, note that fi is canonically isomorphic to the
Reedy limit fyi :Mi ~A. ~Ayi Mi ~B. ~Byi, which carries an elimination structure by the first
statement.
Finally, as ever, all constructions used are stable in Γ, and functorial in C and I. 
Combining the preceding two lemmas gives:
Corollary 4.5. A Reedy elimination structure on f : Γ. ~A Γ. ~B over Γ induces an
elimination structure on f over Γ in CI, stably in Γ and functorially in C, I. 
4.2. Unit types in inverse diagrams. We begin the logical structure with the lowest-
hanging fruit.
Proposition 4.6. Suppose C is equipped with unit-type structure. Then so is CI.
Moreover, this construction is functorial in C (with respect to CwA maps preserving unit
types) and in I.
Proof. Given Γ ∈ CI , define the unit Reedy type 1Γ over it by induction, taking (1Γ)i
to be 1Mi1Γ ∈ Ty(Mi1Γ). Similarly, take (⋆Γ)i to be ⋆Mi1Γ · (Mi⋆Γ). The ith comparison
component of ⋆Γ is then exactly ⋆Γi ; so the canonical elimination structures on these maps
assemble to form a Reedy elimination structure, and hence by Corollary 4.5 an elimination
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structure in CI .
Γi.1Γi (Γ.1Γ)i
Γi Mi1Γ
y
⋆Γi
Mi⋆Γ
(⋆Γ)i
⋆Mi1Γ
These constructions are all stable under reindexing, and so constitute unit-type struc-
ture on CI . Functoriality in C and I is routine to check, since all constructions involved
(matching objects over I, and the unit-type structure on C applied at each level) were so
functorial. 
4.3. Identity types in inverse diagrams.
Proposition 4.7. Suppose C is equipped with Id-type structure. Then so is CI. Moreover,
this construction is functorial in C and I
Proof. Let Γ.A Γ be a type over a diagram in CI . We will construct, by the usual Reedy
induction over i ∈ I, the type IdA ∈ Ty(Γ.A.A), together with a map rA : Γ.A Γ.A.A.IdA
over Γ.A.A, equipped with a Reedy elimination structure.
Assuming we have done this for all j < i, we have the mapMirA :MiA Mi(A.A.IdA);
and by Lemma 4.4, MirA is equipped with an elimination structure. But now we have a
pullback diagram
MiA.Ai.Ai Mi(A.A.IdA).Ai.Ai MiIdA
MiA Mi(A.A.IdA)
y
∼=
MirA
so the top composite r′ :Mi.Ai.Ai MiIdA carries an elimination structure over Γi.
Now take (IdA)i as the descent of IdAi along r
′ as given by Lemma 2.16, and (rA)i to be
the composite of r′.(IdA)i with rAi :
MiA.Ai MiA.Ai.Ai.IdAi MiIdA.(IdA)i
MiA.Ai.Ai Mi(A.A.IdA).Ai.Ai MiIdA
MiA Mi(A.A.IdA)
rAi r
′.(IdA)i
y
r′
y
∼=
MirA
Now the new comparison component mir is by construction rAi , so carries an elimination
structure over MiA as required.
This completes the inductive construction of IdA, rA, and the Reedy elimination structure
on rA. Corollary 4.5 turns this into an elimination structure on rA in C
I , and all these
components are by construction stable under pullback in Γ; so together, they constitute
Id-type structure on CI , as required. Functoriality in C and I is once again routine to
check. 
4.4. Equivalences in inverse diagrams. With the identity types available, we are now
able to speak of homotopies and equivalences in CI , and compare them with these notions
in C. The first lemma is a direct analogue of Lemma 4.4 on Reedy limits of elimination
structures.
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Definition 4.8. Let w : Γ. ~A Γ. ~B be a map over Γ in CI . As in Definition 4.2,
write miw for the comparison component (Γ. ~A)i Γi.(Miw)
∗ ~Bi. We say w is a Reedy
equivalence if miw is an equivalence for all i; similarly, by Reedy equivalence data on
w we mean a choice of equivalence data on each miw.
Lemma 4.9. Suppose w : Γ. ~A Γ. ~B is a Reedy equivalence (resp. equipped with Reedy
equivalence data) over Γ in CI. Then:
(1) for any finite extension F G, and any ∆, λ, µ as before, (λ, µ)∗w is an equiva-
lence (resp. carries induced equivalence data);
(2) and w is a levelwise equivalence (resp. each wi carries equivalence data).
Moreover, for the “data” version, these constructions are stable under pullback in the base,
and functorial in C and I.
Proof. Entirely analogous to Lemma 4.4. When F G is a single-step extension by
∂i yi, then (λ, µ)∗w is a pullback of miw along a map into the Γi. In the multi-step
case, (λ, µ)∗w has a canonical decomposition as a composite of context extensions of such
single-step pullbacks. Since equivalences (resp. equivalence data) are preserved by pullback
in the base, pullback along context extensions, and composition, the Reedy limit statement
follows.
The levelwise statement follows as a special case, since wi is isomorphic to wyi.
Finally, stability/functoriality of the “data” version follows from stability/functoriality
of all steps in the construction. 
Lemma 4.10. Suppose w : Γ. ~A Γ. ~B is a map over Γ in CI. Then w is a levelwise
equivalence (resp. carries levelwise equivalence data) if and only if it is a Reedy equivalence
(resp. carries Reedy equivalence data). Moreover, the maps between levelwise and Reedy
equivalence data are stable under pullback in Γ, and functorial in C and I.
Proof. The “if” direction is just part (2) of the previous lemma.
For the converse, suppose w is a levelwise equivalence, and work by induction: assume
we have shown mjw is an equivalence for each j < i. Then Miw is an equivalence, by part
(1) of the previous lemma, applied to w|i/I in C
i/I . But now wi = (Miw. ~Bi).(miw), so by
2 out of 3, miw is an equivalence as required.
Moreover, all the above reasoning extends directly to a construction on equivalence data,
stably in the base and functorially in C, I. 
Lemma 4.11. Suppose f, g : Γ. ~A Γ. ~B are homotopic over Γ in CI. Then they are
levelwise homotopic in C, i.e. fi, gi : (Γ. ~A)i (Γ. ~B)i are homotopic over Γi. Moreover,
this map from homotopies to levelwise homotopies is stable in Γ and functorial in C, I.
Proof. Take h : Γ. ~A Γ. ~B. ~B.Id ~B to be some homotopy. Now for each i, we have
hi : Γi. ~Ayi Γi. ~Byi. ~Byi.(Id ~B)yi, over (fi, gi) : Γi.
~Ayi Γi. ~Byi. ~Byi. To convert these
into the desired levelwise homotopies, we need to construct maps Γi. ~Byi. ~Byi.(Id ~B)yi
Γi. ~Byi. ~Byi.Id ~Byi , over Γi.
~Byi. ~Byi.
For this, it suffices to give an elimination structure on each map
(r ~B)i : Γi.
~Byi Γi. ~Byi. ~Byi.(Id ~B)yi,
or in other words, to show that (Id ~B)yi is itself an alternative identity context for
~B. By
Lemma 4.4, it suffices to give a Reedy elimination structure on r ~B over Γ. But this follows
by Proposition 4.3 and the remark in Definition 2.17: r ~B is, up to isomorphism, a composite
of isomorphisms and context extensions of the reflexivity maps of individual Reedy types,
which by construction carry Reedy elimination structures. 
We are now equipped to completely characterise the equivalences of CI within fibrant
slices, and give a recognition condition for them in general.
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Lemma 4.12. A map f : Γ. ~A Γ. ~B over Γ is an equivalence (resp. carries equivalence
data) in CI(Γ), and hence CI, if and only if it is a levelwise equivalence (resp. carries
levelwise equivalence data). Moreover, these constructions on equivalence data are stable in
Γ and functorial in C, I.
Proof. First, suppose f is an equivalence in CI(Γ). Pick some homotopy section (g, α) and
homotopy retraction (g′, β). By Lemma 4.11, these give levelwise homotopy sections and
retractions of f ; so f is a levelwise equivalence.
Conversely, suppose f is a levelwise equivalence. Without loss of generality, we may
assume f is a dependent projection Γ. ~A Γ.
(For the general case, first factor f as an equivalence f ′ : Γ. ~A Γ. ~B. ~A′ in CI(Γ)
followed by a dependent projection π ~A′ , according to [GG08, Lem. 11]. By the first direction
of the present lemma, f ′ is a levelwise equivalence; so by 2 out of 3, so is π ~A′ . So by the
special case, π ~A′ is an equivalence in C(Γ.
~B), hence in C(Γ); and by 2 out of 3, so is f .)
For the case of a dependent projection, first recall that a type is contractible just if
it is inhabited and a proposition [Uni13, Lemma 3.3.2]. That is, a dependent projection
πB : ∆.B ∆ (in any CwA with Id-types) carries equivalence data if and only if it can
be equipped with a section b of B, together with “proposition data”, i.e. a section h of IdB
over ∆.B.B (and the operations witnessing this are stable in the base context).
With this in mind, suppose πA : Γ.A Γ is a levelwise equivalence. By Lemma 4.10, it
is then also a Reedy equivalence. But its comparison maps miπA are exactly the projections
πAi : (Γ.A)i MiA; so these are equivalences, and we may choose for each i sections si
of Ai, and gi of IdAi .
From these, we will construct a sections a of A and h of IdA, in C
I . The former is direct
by Reedy induction, taking each ai to be the composite Γi
miA MiA
si (Γ.A)i.
For the latter, first take for each i a section of g′i of (IdA)i as in the following diagram:
MiA.Ai.Ai.IdAi (Γ.A.A.IdA)i
MiA.Ai.Ai Mi(A.A.IdA).Ai.Ai MiIdA
πIdAi
y
π(IdA)i
r′
gi
∼=
g′i
where r′ and the isomorphism are as in the construction of identity types (Proposition 4.7),
and as noted there r′ carries an elimination structure, which we apply to gi to yield g
′
i. Now
we get the desired section h of IdA by Reedy induction, setting hi = g
′
iMih:
(Γ.A.A.IdA)i
(Γ.A.A)i Mi(IdA) (Γ.A.A)i
(πIdA)i
Mih
hi
g′i
(where in Mih, we consider h as a map between extensions of Γ.A.A, not just of Γ). 
Lemma 4.13. If f : Γ ∆ is a levelwise equivalence, then it is an equivalence in CI .
Proof. First, for weak type lifting, suppose we are given A ∈ Ty(Γ). We will construct a
type B over ∆, together with a Reedy equivalence e : Γ.A Γ.f∗B over Γ). Once this is
done, it follows by Lemmas 4.9 and 4.12 that e is an equivalence in CI , and so exhibits B
as a weak lift of A as required.
To construct B and e, we work by induction. Suppose they have been constructed in
degrees < i. We now have maps Mie : MiA Mi(f
∗B), an equivalence by Lemma 4.9
and our inductive assumption on e, and Mi(f.B) : Mi(f
∗B) MiB, an equivalence
by right properness. So we can take a weak lifting of Ai along the composite equivalence
(fi.B∂i)(Mie) :MiA MiB, to obtain Bi ∈ Ty(MiB) and an equivalence wi :MiA.Ai
MiA.((fi.B∂i)Mie)
∗Bi.
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MA.Ai MiA.((fi.B∂i)Mie)
∗Bi MiB.Bi
MiA Mi(f
∗B) MiB
Γi ∆i
wi
∼ ∼
y
Mie
∼
y
Mi(f.B)
∼
∼
fi
Now taking ei as ((Mie).(fi.B∂i)
∗Bi)wi : (Γ.A)i MiA.(fi.B∂i)
∗Bi = (Γ.f
∗B)i, its
comparison component at i is exactly wi; so e is a Reedy equivalence in degree i as required.
For weak term lifting, the argument is similarly straightforward. The lifting term and
homotopy are built by induction, using at each stage first transport along the homotopy in
lower degrees, and then weak term lifting along a right-proper pullback of a component of
f . 
Summarising the two previous lemmas, we have:
Lemma 4.14.
(1) A map f : Γ. ~A Γ. ~B over Γ is an equivalence (resp. carries equivalence data)
in CI(Γ), and hence CI, if and only if it is a levelwise equivalence (resp. carries
levelwise equivalence data). Moreover, these constructions on equivalence data are
stable in Γ and functorial in C, I.
(2) A map f : Γ ∆ is an equivalence in CI if it is a levelwise equivalence. 
Remark 4.15. Note that the slightly careful phrasing above is necessary: in general, an
equivalence f : Γ ∆ in CI may fail to be levelwise. For instance, consider the case
where:
• I is the arrow category (1→ 0);
• C is constructed by freely adjoining a terminal object ⊥ to some non-trivial CwA,
e.g. Set, and setting Ty(⊥) := 0;
• e0 : Γ0 ∆0 is id⊥, and e1 : Γ1 ∆1 is any non-equivalence in Set:
Γ1 ∆1
⊥ ⊥
e1
e0
Then e is not a levelwise equivalence, by choice of e1; but it is an equivalence in C
→,
since there are no Reedy types over Γ (as there are no types over ⊥), so both weak lifting
properties hold vacuously.
4.5. Σ-types in inverse diagrams.
Proposition 4.16. Suppose C is equipped with Σ-type structure. Then so is CI. Moreover,
this construction is functorial in C and I.
Proof. The construction is analogous to the one for identity types in Proposition 4.7.
Let Γ.A.B Γ.A Γ be a pair of types over a diagram in CI . We will construct by
Reedy induction the type ΣAB over Γ, along with its pairing morphism pair : Γ.A.B
Γ.ΣAB and a Reedy elimination structure on pair over Γ.
As usual, we assume by induction that these are defined on I<i, and wish to define them
at i. We will construct (ΣAB)i as a Σ-type of a pair of types A¯i, B¯i over MiΣAB.
By the inductive Reedy elimination structure of pair, and Lemma 4.4, we know that
Mipair :Mi(A.B) Mi(ΣAB) carries an elimination structure; so we can take A¯i, B¯i to be
the descent of Ai, Bi alongMipair, according to Lemma 2.16. We then set (ΣAB)i := ΣA¯iB¯i,
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and take pairi to be the composite of the top edge of the following diagram:
Mi(A.B)
(Γ.A.B)i
Mi(A.B).Ai
Mi(A.B).Ai.Bi
∼=
MiΣAB
MiΣAB.A¯i
MiΣAB.A¯i.B¯i
MipairA,B
Mi(A.B).ΣAiBi
pairAi,Bi
MiΣAB.ΣA¯iB¯i
pairA¯i,B¯i
By stability of the Σ-structure of C, the comparison component mipairA,B is just the
composition of the isomorphism (Γ.A.B)i ∼=Mi(A.B).Ai.Bi with the pairing map of ΣAiBi,
so carries an elimination structure as required. Functoriality in C and I is once again
routine. 
4.6. Π-types in inverse diagrams.
Proposition 4.17. Suppose C carries Π-type (resp. Πη-) structure. Then so does C
I.
Moreover, this construction is functorial in C and I.
Proof. First, let Γ.A.B Γ.A Γ be a pair of types over a diagram in CI ; we will
construct the type Π[A,B], along with the morphism evA,B : Γ.Π[A,B].A Γ.A.B over
Γ.A. As usual, we work by induction on i, giving these at i ∈ I assuming they are given on
I<i.
Briefly, we will take Π[A,B]i ∈ Ty(Mi(Π[A,B])) to be an iterated Π-type Π[Ayi, f
∗Bi],
for a certain map f , and evi will be the evaluation map of that iterated Π-type. Specifically,
this map f : MiΠ[A,B].Ayi MiB is constructed as a “weakening in the middle” of
MievA,B :Mi(Π[A,B].A) Mi(A.B):
Mi(Π[A,B].A) MiA
MiΠ[A,B].Ayi (Γ.A)i =MiA.Ai
Mi(A.B)MievA,B
MiBf
Pulling back along f now yields the iterated context extension
MiΠ[A,B].Ayi.f
∗Bi MiΠ[A,B].Ayi MiΠ[A,B].
whose iterated Π-type, Π[Ayi, f
∗Bi] ∈ Ty(MiΠ[A,B]), we take as Π[A,B]i. The evaluation
map of this iterated Π-type is then a map
MiΠ[A,B].Π[Ayi, f
∗Bi].Ayi MiΠ[A,B].Ai;
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butMiΠ[A,B].Π[Ayi, f
∗Bi].Ayi = (Γ.Π[A,B].A)i, so this is exactly as required for (evA,B)i.
Summarizing the above, we have the following diagram:
MiΠ[A,B] Γi
Mi(Π[A,B].A) MiA = Γi.A∂i
MiΠ[A,B].Ayi (Γ.A)i =MiA.Ai
Mi(A.B)MievA,B
MiBf
MiΠ[A,B].Ai.f
∗Bi
(Γ.A.B)i =Mi(B).Bi
MiΠ[A,B].Π[Ayi, f
∗Bi]
MiΠ[A,B].Π[Ayi, f
∗Bi].Ayi
(evA,B)i
This completes the construction of Π[A,B] and evA,B. It remains to construct λ. So, fix
some Γ, A, B as above, along with a section b : Γ.A Γ.A.B. We need to construct a
section λb : Γ Γ.Π[A,B], such that evA,B(λb.A) = b.
As usual, we work by induction: we assume that λb is defined on I<i, satisfying the
desired equation, and wish to construct (λb)i. In particular, it suffices to construct a
section of (Mi(λb))
∗Π[A,B]i, where Mi(λb) : Γ Mi(Π[A,B]).
But by the construction of Π[A,B]i as an iterated Π-type (and stability of that under
pullback), it suffices to construct a section s as in the following diagram; λs then gives the
desired section of (Mi(λb))
∗Π[A,B]i:
MiΠ[A,B] Γi
Mi(Π[A,B].A) MiA
MiΠ[A,B].Ayi (Γ.A)i
Mi(A.B)MievA,B
MiBf
MiΠ[A,B].Ai.f
∗Bi
(Γ.A.B)i
Γi
Mi(λb)
id
MiA
Mi((λb).A)
(Γ.A)i
Mi(λb).Ayi
(Γ.A)i.(Mi(λb).Ayi)
∗f∗Bi
s bi
Mib
Such a section s corresponds by pullback to a map (Γ.A)i (Γ.A.B)i over Mi(B). The
evident candidate is bi; so we just need to show that bi commutes over MiB. For this, it
suffices to check commutativity into (Γ.A)i and Mi(A.B). But the latter of these is clear,
and the former follows from the equation (MievA,B)(Mi(λb)) = Mib, which we know by
induction.
This gives the desired (λb)i; its computation rule (λb.A)i(evA,B)i = bi then follows directly
from the computation rule of Π[A,B]i as an iterated Π-type.
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All these constructions are stable under reindexing, and so assemble into a Π-structure
on CI ; and it is routine to check that this satisfies the Π-η-rule if the original one on C
did, and is functorial in C and I. 
In fact, this construction provides a little more than just Π-types of Reedy types.
Proposition 4.18. Suppose C is equipped with Π-type structure. Then for any Γ ∈ CI,
any levelwise extension ~A of Γ, and any Reedy type B over Γ. ~A, there is a Reedy type
Π[ ~A,B] over Γ, together with a map ev ~A,B : Γ.Π[
~A,B]. ~A Γ. ~A.B over ~A and operation
λ ~A,B as in the definition of Π-type structure.
Moreover, this construction is stable in the base Γ, and functorial in C and I.
Proof. The construction is exactly as for Proposition 4.17. The only uses made of A
being a Reedy type were the invocations of matching objects MiA, Mi(A.B) in, for in-
stance, the definition of the map f : MiΠ[A,B].Ayi MiB as a pullback of MievA,B :
Mi(Π[A,B].A) Mi(A.B). For the general case of a levelwise extension ~A, we cannot use
MievA,B since the matching objects it goes between do not exist. However, the required
map f :MiΠ[A,B]. ~Ai MiB can still be defined straightforwardly (albeit less concisely),
by explicitly specifying its components according to the universal property of MiB as a
limit; and similarly for the other steps that make use of Reediness of A. 
Proposition 4.19. Suppose the Π-type structure of C is extensional, i.e. extends to Πext-
structure in the sense of Definition 2.26. Then so is the induced Π-type structure on CI,
functorially in C and I.
Proof. Recall from Lemma 2.27 that a Π-type structure is extensional just if there is an
operation giving, for each suitable Γ, A, B, structured equivalence data over Γ on the map
R := λA,B.B.IdB (rBevA,B) : Γ.Π[A,B] Γ.Π[A,B.B.IdB ],
stably in Γ. So, assume C is equipped with such an operation; we will then construct it on
CI .
Given Γ, A, B in CI , we want equivalence data in CI on the map R defined above; it
suffices by Lemmas 4.10 and 4.12 to construct equivalence data in C on the comparison
map miR :MiΠ[A,B].Π[A,B]i MiΠ[A,B].(MiR)
∗Π[A,B.B.IdB]i:
(Γ.Π[A,B])i MiΠ[A,B].(MiR)
∗Π[A,B.B.IdB ]i (Γ.Π[A,B.B.IdB ])i
MiΠ[A,B] MiΠ[A,B.B.IdB]
miR
y
MiR
Inspecting the construction of the Π-types involved, we see that we have an equality of
context extensions
MiΠ[A,B.B.IdB ].Π[A,B.B.IdB]i =MiΠ[A,B.B.IdB ].Π[Ayi, g
∗(B.B.IdB)i]
over MiΠ[A,B.B.IdB], where g :MiΠ[A,B.B.IdB].Ayi Mi(B.B.IdB) is analogous to the
map f in the construction of Π-types.
SoMiΠ[A,B].(MiR)
∗Π[A,B.B.IdB ]i =MiΠ[A,B].Π[Ayi, (MiR.Ayi)
∗g∗(B.B.IdB)i], since
by weakening (MiR)
∗Ayi = Ayi. But by the definition of R as λ(rBevA,B), for rB :
Γ.A.B Γ.A.B.B.IdB , and by the construction of g using evA,B.B.IdB , we find that
g(MiR.Ayi) = (rB)if , where f : MiΠ[A,B].Ayi MiB is as in the construction of
Π-types. So MiΠ[A,B].R
∗
iΠ[A,B.B.IdB ]i = MiΠ[A,B].Π[Ayi, f
∗r∗B(B.B.IdB)i] as con-
text extensions over MiΠ[A,B], and the comparison map miR corresponds to the map
MiΠ[A,B].Π[Ayi, f
∗Bi] MiΠ[A,B].Π[Ayi, f
∗r∗B(B.B.IdB)i] induced by composition with
rB .
But rB canonically carries equivalence data, and by extensionality of the Π-type structure
in C, this gives equivalence data on the induced map of Π-types. So each miR carries
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equivalence data, and every step was stable in the base Γ and functorial in C and I; so we
are done. 
Summarising the results of this section, we have:
Proposition 4.20. Let C be a CwA, and I an ordered inverse category. If C carries Id-,
Σ-, unit, Π-, Πη, or Πext-types, then so does C
I. Moreover, all this logical structure is
preserved by the functorial action under ordered discrete opfibrations in I, and under CwA
maps preserving the given logical structure on C. 
Example 4.21. Note that for functoriality in I, the restriction to ordered discrete op-
fibrations is really unavoidable here — more so than for functoriality of the bare CwA
CI .
A non-ordered discrete fibration u : J I will still induce a pseudo-map of CwA’s
CI CJ : acting (strictly) naturally on types, and preserving context extension up to
coherent isomorphism. However, that pseudo-map will not typically preserve the logical
structure constructed in this section.
For instance, consider the “symmetry” automorphism σ : (−)Span (−)Span, switching
0 and 1. For any CwA C, this induces a symmetry pseudo-map σ∗ : CSpan CSpan; but
it is straightforward to check that this will not strictly preserve Π-types in general.
5. Homotopical diagrams
Definition 5.1 (cf. [DHKS04, §1.5.1]). A homotopical category is a category C together
with a distinguished subclass W of morphisms, containing all identities and closed under
2-out-of-6. The morphisms in W will be called equivalences.
A functor F : (C,W) (C′,W ′) is called homotopical if it preserves equivalences.
Given a homotopical category C = (C,W), write C◦ for C considered as an ordinary
category (i.e. with the equivalences forgotten).
In any CwA with identity types, we have the class of equivalences given by Definition 2.21.
Given a homotopical inverse category I = (I,W), we can therefore consider homotopical
diagrams on I in C.
The main goal of this section is to show that these form a sub-CwA CI of the ordinary
diagram CwA CI
◦
already constructed, and moreover that under reasonable assumptions,
CI is closed under much of the logical structure on CI
◦
.
5.1. Homotopical diagrams. For this section, fix a CwA C with Id-types.
Definition 5.2. Let I be an ordered homotopical inverse category.
A levelwise extension ~A of a diagram Γ in CI
◦
is homotopical if for each equivalence
α : i j in I, the comparison map Γi. ~Ai Γi.Γ
∗
α
~Aj is an equivalence. A (Reedy) type
in CI
◦
is homotopical if it is so when viewed as a levelwise extension.
Proposition 5.3. For any ordered homotopical inverse category I, the homotopical types
and levelwise extensions in CI
◦
are closed under reindexing.
Proof. Immediate by the fact that equivalences between context extensions are closed under
re-indexing in the base. 
Proposition 5.4. A levelwise extension ~A of a homotopical diagram Γ is homotopical if
and only if its comprehension is a homotopical diagram.
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Proof. Immediate by right properness and 2-out-of-3: if Γα is an equivalence, then the
comparison map Γi. ~Ai Γi.Γ
∗
α
~Aj is an equivalence if and only if (Γ. ~A)α is.
Γi. ~Ai Γi.Γ
∗
α
~Aj Γj. ~Aj
Γi Γj
(Γ. ~A)α
∼
Γα. ~Aj
y
∼
Γα

Definition 5.5. Take CI (resp. CIlw) to be the full sub-CwA of C
I◦ (resp. CI
◦
lw ) on ho-
motopical diagrams and homotopical Reedy types (resp. homotopical levelwise extensions).
The preceding propositions ensure that this indeed forms a sub-CwA.
In the remainder of this paper, we will consider homotopical types only over homotopical
diagrams; we will therefore make use of Proposition 5.4 without comment.
It is easy to see that this construction is functorial in suitable maps:
Proposition 5.6.
(1) For any homotopical functor u : J I between homotopical categories, and CwA
C, the induced map u∗ : CI
◦
lw C
J ◦
lw restricts to u
∗ : CIlw C
J
lw.
(2) For any ordered homotopical discrete opfibration u : J I between ordered homo-
topical inverse categories, and CwA C, the induced map u∗ : CI
◦
CJ
◦
restricts
to u∗ : CI CJ .
(3) For any ordered homotopical inverse category I and homotopical map of CwA’s
F : C D, the induced map F I : CI
◦
DI
◦
restricts to F I : CI DI. 
Example 5.7. Note the extra condition in the last item: a CwA map acts on homotopical
diagrams only if it is itself homotopical, i.e. preserves equivalences. A map of CwAs with
identity types will always preserve equivalences within fibrant slices, since these are defined
in terms of identity types. However, the definition of general equivalences in CwA’s is not
algebraic, so their preservation is not automatic.
For instance, every category C admits a CwA structure in which Ty is the terminal
presheaf 1, and context extension acts trivially: every dependent projection is an identity
map. Call this CwA (C, 1); it admits (a unique choice of) identity, unit, Σ-, and extensional
Π-type structure. Each fibrant slice of (C, 1) is the terminal CwA, so every map in it is an
equivalence. Meanwhile, with a little care, one can put a CwA structure on Set, equivalent
to the usual one, except that over each context X, there is only one “singleton family”
(i.e. only one A ∈ Ty(X) such that each Ax is a singleton), and the context extension by
this family is idX . Call this Set
′; it carries all the same structure mentioned above, and its
equivalences will be just the isomorphisms.
Now any functor F : C Set induces a CwA map (C, 1) Set′ preserving the afore-
mentioned structure; but if F hits any non-isomorphism, this will not preserve equivalences.
Proposition 5.8. Any diagram levelwise equivalent to a homotopical diagram is homotopi-
cal. Moreover, if w : Γ. ~A Γ. ~B is an equivalence of extensions over a homotopical base,
and either of ~A, ~B is homotopical, then so is the other.
Proof. The first statement is immediate by 2-out-of-3. The second follows since equivalences
in fibrant slices are levelwise, by Lemma 4.14. 
5.2. Logical structure. We give logical structure on CI by showing that, under suitable
hypotheses, it is closed under the relevant operations in CI
◦
. It is enough to show closure
under the type-forming operations; for term-forming operations, closure is automatic since
CI is a full subcategory.
For the covariant type-formers we consider, no extra hypotheses are needed:
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Proposition 5.9. For any ordered homotopical inverse cat I, CI is closed under the Id-
type, Σ-type, and unit type operations on CI
◦
constructed in Section 4.
Proof. We claim that in each case, the comprehension of the type produced is levelwise
equivalent to a diagram which we already know is homotopical, so is homotopical by 5.8.
The levelwise equivalences are given by the constructor maps
• rA : Γ.A Γ.A.A.IdA;
• pair : Γ.A.B Γ.ΣAB;
• ⋆Γ : Γ Γ.1Γ
These maps are certainly equivalences in CI
◦
, since they are always equivalences in any
CwA with the logical structure in question. But they also lie within fibrant slices of CI
◦
,
and so by Lemma 4.14 are levelwise. 
The question of closure under Π-types is less straightforward. To obtain this closure, we
will assume two extra hypotheses: functional extensionality in C, and the condition that
all maps in I are equivalences.
The extensionality hypothesis is unsurprising, since it is needed to know that Π-types
respect equivalences in C. On the other hand, the hypothesis that all maps in I are
equivalences seems quite possibly stronger than necessary. However, some restriction on I
is certainly needed for the closure of CI under Π-types:
Example 5.10. Let WkMap be the homotopical Reedy category representing weak maps,
(0 ∼ 01 1). Consider Set as a (large) CwA with Ty(X) := SetX , in the evident way
(or, if concerned about size issues, use FinSet instead). Then SetWkMap is not closed under
Π-types in SetSpan.
To see this, note that equivalences in Set are exactly isomorphisms, and so SetWkMap ≃
Set→. Failure of closure then amounts roughly to the fact that Set→ SetSpan does not
preserve exponentials, which may be seen from the standard calculation of exponentials in
presheaf categories.
The proof that Π-types preserve homotopicality under these assumptions requires a cou-
ple of preparatory observations on the levelwise-to-Reedy Π-types given in Proposition 4.18.
Fix for the next couple of lemmas a CwA with Id- and Πext-structure C, and an ordered
inverse category I.
Lemma 5.11. Let ~A be a context extension over Γ in C; write CIΓ and CI ~A for the
constant diagram and levelwise extension on these in CI. Let B be a Reedy type over
CIΓ.CI ~A in C
I. Then Π[CI ~A,B]i is exactly the iterated Π-type Π[ ~A,Byi] over Γ in C.
Proof. By induction on i ∈ I, unwinding the construction of Proposition 4.18. 
Lemma 5.12. Let ~A, ~A′ be levelwise extensions over Γ ∈ CI, and B a Reedy type over Γ. ~A,
and suppose w : Γ. ~A′ Γ. ~A is a levelwise equivalence over Γ. Then the map Γ.Π[ ~A,B]
Γ.Π[ ~A′, w∗B] representing precomposition with w is again a levelwise equivalence.
Proof. Again by induction on i ∈ I, unwinding the constructions of Proposition 4.18. 
Proposition 5.13. Let I be an ordered homotopical inverse category with all maps equiva-
lences, and C a CwA with Id- and Πext-structure. Then C
I is closed under Π-types in CI
◦
,
and hence carries Πext-structure.
Proof. Take homotopical diagrams and types Γ, A, and B as in the input of Π-formation;
we need to show that Π[A,B] is homotopical.
Roughly, our strategy will be to show that under the given assumption on I, each com-
ponent Π[A,B]i of the dependent product is “naturally” equivalent to the corresponding
levelwise dependent product Π[Ayi, Byi], and then to note that this latter construction “re-
spects equivalences”. This is complicated by the fact that the levelwise dependent product
does not itself form a diagram, since it is not covariantly functorial in the domain, so the
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desired “natural” equivalence can at best be dinatural; and also by the change of base due
to its components living over different components of Γ.
Concretely, given α : i j in I, we will construct a diagram in C
(Γ.Π[A,B])i Γi.Π[Ayi, Byi]
Γi.Π[Ayi, (Γ.Aα)
∗Byj]
Γi.Γ
∗
αΠ[A,B]yj Γi.Π[Γ
∗
αAyj ,Γ
∗
αByj]
(Γ.Π[A,B])j Γj .Π[Ayj , Byj ]
∼
w5
(Γ.Π[A,B])α
∼
w4
∼
w2
∼
∼
w3
∼
∼
w1
commuting up to homotopy, and show that the marked maps are equivalences. With this
done, it follows by 2-out-of-3 that (Γ.Π[A,B])α is an equivalence as required.
The lower two vertical maps arise as pullbacks of the equivalence Γα : Γi Γj along
the context extensions Π[A,B]yj and Π[Ayj , Byj], so are equivalences by right properness.
The upper-left vertical is then the factorisation of Γα through the pullback Γi.Γ
∗
αΠ[A,B]yj .
For the remaining equivalences w1–w5, consider the following diagram in i/I:
• • • • Γ.A.B|j/I
Cj/I(Γi.Ayi) Cj/I(Γi.Γ
∗
αAyj) Cj/I(Γj .Ayj) • Γ.A|j/I
Cj/IΓi Cj/IΓi Cj/IΓj Cj/IΓj Γ|j/I
y y y y
lw
Cj/I(Γ.A)α ∼
y
lw lw
νΓ.A ∼
y
Cj/IΓα
∼
νΓ
Here (−)|j/I denotes restriction of diagrams along the inclusion j/I I, and Cj/I denotes
constant diagrams. The map νΓ : Cj/IΓj Γ|j/I has components given by the action on
arrows of Γ, and is a levelwise equivalence since all arrows in I are equivalences, and νΓ.A
similarly. All un-named objects and arrows are given by context extension and pullback,
as marked, and the remaining horizontal arrows are equivalences by right properness and
2-out-of-3.
The equivalence w1 is given by the contravariant action of Π (Lemma 5.12) applied to the
third column of this diagram, evaluated at idj ∈ j/I. Lemma 5.11 ensures that its domain,
which by construction is Π[Cj/IA.yj, ν
∗
Γ.A(B|j/I)]idj , is indeed Γj.Π[Ayj , Byj ] as required
for the main diagram. Then w2 is the reindexing of w1 along Γα; so it is an equivalence
by stability in the base (or alternatively by 2 out of 3), and the square from w2 to w1
commutes.
Next, w3 is given also by the contravariant action of Π, this time on the left-most column
of the second diagram. The equivalence w4, by contrast, is given by the covariant action of
iterated Π-types, Lemma 2.29. The last required map, w5, is constructed just like w1, but
for i instead of j.
Finally, the pentagon in the main diagram commutes up to homotopy by extensionality
for iterated Π-types (Lemma 2.28), along with the defining properties of the maps wi. 
Putting together Propositions 5.9, 5.13, and , we have:
Proposition 5.14. Let C be a CwA with Id-types, and I an ordered homotopical inverse
category. Then the homotopical diagram CwA CI carries Id-types; if additionally C carries
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Σ- or unit types, then so does CI; and if additionally all maps in I are equivalences, then
if C carries extensional Π-types, so does CI.
Moreover, all this logical structure is preserved by the functorial action under ordered
homotopical discrete opfibrations in I, and under CwA maps preserving the given logical
structure on C. 
6. Properties of induced functors
We conclude by investigating conditions on functors u : J I under which the induced
maps of CwA’s u∗ : CI CJ enjoy desirable extra properties. Specifically, we will want
to know when this map is a local fibration, trivial fibration, or equivalence in the sense of
[KL16], which we recall here:
Definition 6.1 ([KL16, Def. 3.11]). Let F : C D be a map of CwA’s. Then we say:
(1) F is a local fibration if it satisfies the properties
• equivalence lifting: given any Γ ∈ C, A ∈ TyCΓ, B ∈ TyD(FΓ), and
structured equivalence w : FA ≃ B over FΓ, there exists some lift B¯ ∈ TyCΓ
of B, together with a structured equivalence w¯ : A ≃ B¯ over Γ such that
Fw¯ = w;
• path lifting: given any Γ ∈ C, A ∈ TyCΓ, section a of the projection pA in
C, section a′ of pFA in D, and section e of pIdFA(Fa,a′), there exist lifts of a
′, e
to C.
(2) F is a local trivial fibration if it satisfies
• type lifting: given any Γ ∈ C and A ∈ TyD(FΓ), there exists some A ∈ TyCΓ
such that FA = A;
• term lifting: given any Γ ∈ C, A ∈ TyCΓ, and section a of FA in D, there
exists some section a of A such that Fa = a.
(3) F is a local equivalence if it satisfies
• weak type lifting: given any Γ ∈ C and A ∈ TyD(FΓ), there exists A ∈ TyCΓ
and equivalence w : FΓ.FA ∼ FΓ.A over FΓ;
• weak term lifting: given any Γ ∈ C, A ∈ TyCΓ, and section a of FA in D,
there exist some section a of A and propositional equality p : IdFA(Fa, a).
We give these results just for homotopical diagram CwA’s: the non-homotopical version
then arises as a special case, by considering any ordinary category as a homotopical category
with no maps marked as equivalences. No generality is lost, since local fibrations and
equivalences already require consideration of Id-types.
For the remainder of this section, fix a CwA C with identity types.
6.1. Fibrations between diagram CwA’s.
Lemma 6.2. Let u : J I be an injective ordered homotopical discrete opfibration of
ordered homotopical inverse categories. (In other words, J is a downward-closed subcategory
of I, or equivalently a co-seive on I.) Then the induced map u∗ : CI CJ of homotopical
diagram CwA’s is a local fibration.
Proof. For type lifting, consider Γ ∈ CI , A ∈ TyI(Γ), B ∈ TyJ (u∗Γ), and an equivalence
e : u∗Γ.B u∗Γ.u∗A over u∗Γ. We will define an extension B ∈ TyI
◦
(Γ) of B, along with
a levelwise equivalence e : Γ.B Γ.A over Γ extending e. By Proposition 5.8, B must be
homotopical since A is, and by Lemma 4.12, e will be an equivalence in CI , as required.
As usual, we work by induction on j ∈ I. If j = fi for some i ∈ J , we take Bj = Bi and
ej = ei (an equivalence by 4.12). Otherwise, if j /∈ imu, take Bj to be (Mje)
∗Aj and ej to
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be (Mje).Aj :
MjB.(Mje)
∗Aj MjA.A
MjB MjA.
ej
∼
y
Mje
∼
By Lemmas 4.9 and 4.10, Mje is an equivalence, and hence by right properness, so is ej .
For term lifting, the argument is exactly parallel, using transport along a “matching
map” propositional equality. 
6.2. Equivalences between diagram CwA’s.
Definition 6.3 ([Szu14, p. 24]). A homotopical functor u : J I between homotopical
categories is a homotopy equivalence if there is some homotopical functor v : I
J such that uv and vu are homotopic, via zigzags of natural weak equivalences, to the
respective identity functors.
The main remaining goal of this section is to show that if an ordered discrete opfibration
u : J I is a homotopy equivalence, then the induced map u∗ : CI CJ is an
equivalence of CwA’s (Theorem 6.10 below). This involves several technical difficulties,
arising from two main sources: firstly, from the zigzags witnessing the homotopy equivalence,
and further zigzags and grids arising from these; and secondly, from the fact that the functors
appearing in these zigzags may not be discrete opfibrations, so will not act on Reedy types.
We therefore first establish some tools for dealing with these issues.
Lemma 6.4. Let J be an ordered homotopical inverse category, and suppose C is equipped
with Σ-types. Suppose f : Γ. ~A Γ. ~B is a map between levelwise extensions over Γ. Then
f can be factored as Γ. ~A w Γ. ~B.C Γ. ~B, where C is a Reedy type over Γ. ~B and w is a
levelwise equivalence.
Proof. Work by Reedy induction; suppose C, w have been constructed in dimensions < i.
Then we have a map gi : (Γ. ~A)i MiC over Γi, induced by fi together with wj for
j ∈ i/J . Since gi lies in the fibrant slice C(Γi), we can obtain Ci, wi by factoring it as
(Γ. ~A)i
wi MiC.Ci MiC using [AKL15, Lem. 3.2.11]; that is, using the factorisation of
[GG08, Lem. 11], then taking an iterated Σ-type to collapse the context extension factor
into a single type. 
An important special case of Lemma 6.4 is when ~B is the empty context extension; this
gives the “Reedy replacement” of a levelwise extension ~A over Γ.
Lemma 6.5. Let J be an ordered homotopical inverse category, and suppose C is equipped
with Σ-types. Suppose e : Γ ∼ ∆ is an equivalence in CJ , and ~A a levelwise extension
over Γ. Then there is a Reedy type B over ∆, and equivalence e¯ : Γ. ~A ∆.B over e.
Proof. First, by Lemma 6.4, we obtain a Reedy replacement for ~A, i.e. a Reedy type A′
with an equivalence w0 : Γ. ~A ∼ Γ.A
′ over Γ. Then, since e is an equivalence, its weak type
lifting property gives a Reedy type B over ∆ along with an equivalence w1 : Γ.A
′ ∼ Γ.e∗B
over Γ. Taking e¯ := (e.B)w1w0 : Γ. ~A ∆.B, we are done. 
Lemma 6.6. Fix an ordered homotopical inverse category J ; suppose C is equipped with
Σ-types. Let Γ ∈ CJ be a diagram, A1, A2 Reedy types over Γ, and B a levelwise extension
over Γ, along with levelwise equivalences eε : Γ.B Γ.Aε over Γ (for ε = 0, 1). Then
there is an equivalence b : Γ.A0 Γ.A1 over Γ.
Proof. First factor (e0, e1) : Γ.B Γ.A0.A1 as an equivalence followed by a Reedy type
Γ.A0.A1.C Γ.A0.A1, by Lemma 6.4. By 2 out of 3, the maps pε : Γ.A0.A1.C Γ.Aε
are both equivalences. Since p0 is both an equivalence and a context extension, it has some
section s0; the composite p1s0 gives an equivalence Γ.A0 Γ.A1 as desired. 
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Lemma 6.7. Let J be an ordered homotopical inverse category. Suppose given a zigzag of
diagrams γ : Γ0 Γn, and a zigzag α : Γ0.A0 Γn.An of levelwise extensions over this,
whose endpoints are moreover Reedy types A0, An:
Γ1. ~A1
Γ0.A0 Γ2. ~A2 Γn.An
Γ1
Γ0 Γ2 Γn
lw
· · ·
lw
· · ·
with all maps in the zigzags equivalences.
Then we can replace α with a new zigzag α′, also over γ, and with the same endpoints
Γ.A0, Γ.An, but with all objects occurring in α
′ being Reedy types over Γi.
Proof. First, for each cospan in the zigzag, replace its vertex ~A2i with its Reedy-fibrant
replacement A2i according to Lemma 6.4. Next, for the vertex ~A2i+1 of each span in the
zigzag, pull back its neighbours A2i, A2i+2 to Γ2i+1. Lemma 6.6 then gives us an equivalence
ei : e
∗A2i g
∗A2i+1; now replace each ~A2i+1 with e
∗A2i, using ei to produce the new
span. 
Lemma 6.8. Let J be an ordered homotopical inverse category. Suppose given a com-
mutative square of base diagrams in CJ , with all maps equivalences, and Reedy types and
equivalences between them over some proper connected subgraph of the boundary of the
square, e.g.
Γ3 Γ2
Γ1 Γ0
∼
∼ ∼
∼
Γ3.A3 Γ2.A2
Γ1.A1 Γ0.A0
∼
∼
∼
Then this partial square can be completed to a full square (not necessarily commutative) of
Reedy types and equivalences over the boundary of the base square.
Proof. Write w for the composite equivalence Γ3 ∼ Γ0.
By some combination of pulling back types along the base maps and pushing them forward
according to Lemma 6.5, it is clear that any connected partial boundary can be completed
to a diagram of one of of the two following forms:
(I):
Γ3.A
′
3
Γ3.A3
Γ2.A2
Γ1.A1 Γ0.A0
∼
∼ ∼
∼
(II):
Γ3.A3 Γ2.A2
Γ1.A1
Γ0.A
′
0
Γ0.A0
∼
∼
∼
∼
In case (I), pulling A0 back along w we get a cospan of types and equivalences e :
Γ3.A3 ∼ Γ3.w
∗A0, e
′ : Γ3.A
′
3 Γ3.w
∗A0 over Γ. Then Γ3.A3.A
′
3.(e, e
′)∗Idw∗A0 gives a
span-equivalence from A3 to A
′
3 over Γ. But now at most one of A3, A
′
3 was in the original
partial boundary; without loss of generality, suppose A′3 was not in it. Then use Lemma 6.6
to turn the span-equivalence into an equivalence Γ3.A3 ∼ Γ3.A
′
3 over Γ3. Composing this
with the equivalence Γ3.A
′
3
∼ Γ2.A2, we have the full square as required.
In case (II), A3 gives a span-equivalence from w
∗A0 to w
∗A′0 over Γ3. Again, we may
suppose without loss of generality that A′0 was not in the original partial boundary. Then
use Lemma 6.6 to obtain an equivalence Γ3.w
∗A′0
∼ Γ3.w
∗A0 over Γ3. Since w is an
equivalence, this descends to some equivalence Γ0.A
′
0
∼ Γ0.A0 over Γ0. But now composing
this with the equivalence Γ2.A2 ∼ Γ0.A
′
0, we once again have the required full square. 
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Lemma 6.9. Let J be an ordered homotopical inverse category. Suppose we have a com-
mutative grid of diagrams Γi,j in C
J , with each row and column a zigzag of equivalences, as
in the diagram below. Suppose moreover we have Reedy types A0,D0 over Γ0,0, and a path
of zigzags of levelwise extensions and equivalences between them going around the boundary
of the base grid:
Γ0,0 Γ0,1 Γ0,m
Γ1,0 Γ1,1 Γ1,m
Γn,0 Γn,1 Γn,m
∼ ∼ · · · ∼
∼
∼
∼ ∼
∼
∼
· · · ∼
∼
∼
...
. . .
...
∼ ∼ ∼
∼ ∼ · · · ∼
A0
D0
A0 Am = B0
D1 B1
Dn = C0 C1 Cm = Bn
∼ ∼ · · · ∼
∼
∼
∼
∼
...
...
∼ ∼
∼ ∼ · · · ∼
Then there is some equivalence A0 ∼ D0 over Γ0,0.
Proof. First, by applying Lemma 6.7, we can assume that all the types involved are Reedy.
By repeatedly applying Lemma 6.8, starting from the bottom right and proceeding upwards
and leftwards, we can complete the path to a (not necessarily commutative) grid of Reedy
types and equivalences over the base grid, except for the top-left square, which ends up like
case (I) of the proof of Lemma 6.8. But now, just as in the proof of that case, we can obtain
from this square an equivalence A0 ∼ D0 over Γ0,0 as required. 
We are now prepared for the main result:
Theorem 6.10. Let u : J I be an ordered homotopical discrete opfibration between
ordered homotopical inverse categories. If u is a homotopy equivalence, then the CwA map
u∗ : CI CJ is a local weak equivalence.
Proof. Take v : I J , along with zigzags η : id uv, ε : vu id of natural
equivalences witnessing that u is a homotopy equivalence. (Note we cannot assume that v
or the functors appearing in η, ε are discrete opfibrations.)
First, we show weak type lifting for u∗. The argument is rather involved, but in outline
is entirely analogous to showing that an equivalence of categories F : C D (presented
via unit and counit isomorphisms) induces an essentially surjective map on slices:
• given A FC, apply a quasi-inverse G to get GA GFC; composing with the
unit ηC : C GFC gives GA C;
• the co-unit gives an isomorphism εA : FGA A, and provided the equivalence
was adjoint, this isomorphism will be over FC;
• if the original equivalence was not assumed adjoint, one adjointifies it beforehand,
replacing ε with the modified co-unit ε ·Gη−1F ·GFε
−1.
Returning to weak type lifting, take Γ ∈ CI , and A ∈ TyJ (u∗Γ). Then v∗A is a levelwise
extension over v∗u∗Γ; so by alternately pulling back and pushing forward along the zigzag η∗Γ
(using Lemma 6.5), we obtain a type A¯ over Γ connected to v∗A by a zigzag α : A¯ v∗A
of levelwise equivalences between levelwise extensions over η∗Γ : Γ v∗u∗Γ. (Here and
in the rest of this proof, we write just A for the total object u∗Γ.A, and similarly for other
Reedy/levelwise extensions.)
We now need to show that u∗A¯ ≃ A over u∗Γ. For this, we start by constructing a
commutative grid of functors J I and zigzags of natural weak equivalences between
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them:
u u u uvu
uvu uvu uvu uvuvu
uvuu u uvu uvuvu
uvu uvu uvuvu uvuvu
uε−1 uε−1
ηu
uε−1 uvuε−1(nat)
η−1u
ηuvu
η−1u ηu
ηu
ηuvu
ηuvu
uvηu
(nat)
Here each square is itself a grid, of one of three kinds (up to orientation): either a “natu-
rality” grid, i.e. for some zizgags β : b0 bm and γ : c0 cn the grid with (i, j)th entry
bicj ,
b0c0 b0c1 b0c2 b0cn−1 b0cn
b1c0 b1c1 b1c2 b1cn−1 b1cn
b2c0 b2c1 b2cn
bm−1c0 bm−1c1 bm−1cn
bmc1 bmc1 bmc2 bmcn−1 bmcn
· · ·
...
. . .
...
· · ·
b0γ
βc0
bmγ
βcn
or a “connection” grid, i.e. for some zigzag β : b0 bm the grid with (i, j)th object
bmax(i,j),
b0 b1 b2 bm−1 bm
b1 b1 b2 bm−1 bm
b2 b2 b2 bm
bm−1 bm−1 bm−1 bm
bm bm bm bm bm
· · ·
...
. . .
...
· · ·
β
β
idbm
idbm
or else an evident “degeneracy” grid. Overall, comparing the top edge with the path around
the sides and bottom, the complete grid is analogous to the triangle equality for the adjoin-
tification of an equivalence, ηu ∼ u(ε · vη
−1
u · vuε
−1)−1.
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Postcomposing the grid with Γ gives us a corresponding commutative grid of base dia-
grams and equivalences in CJ :
u∗Γ u∗Γ u∗Γ u∗v∗u∗Γ
u∗v∗u∗Γ u∗v∗u∗Γ u∗v∗u∗Γ u∗v∗u∗v∗u∗Γ
u∗v∗u∗Γ u∗Γ u∗v∗u∗Γ u∗v∗u∗v∗u∗Γ
u∗v∗u∗Γ u∗v∗u∗Γ u∗v∗u∗v∗u∗Γ u∗v∗u∗v∗u∗Γ
(ε−1)∗u∗Γ (ε−1)∗u∗Γ
u∗η∗Γ
u∗(ε−1)∗Γ (ε−1)∗u∗v∗u∗Γ(nat)
u∗(η−1)∗Γ
u∗v∗u∗η∗Γ
u∗(η−1)∗Γ u∗η∗Γ
u∗η∗Γ
u∗v∗u∗η∗Γ
u∗v∗u∗η∗Γ
u∗η∗v∗u∗Γ
(nat)
We also have a path of zigzags of equivalences over the boundary of the grid above,
going from u∗A¯ around to A (each over u∗Γ). Here the top edge is u∗ applied to the
zigzag α : A¯ v∗A obtained in the construction of A¯, appropriately padded with identity
zigzags, while the other edges consist of A postcomposed with a similar padding of the
modified counit ε vη−1u vuε
−1:
u∗A¯
A
u∗A¯ u∗A¯ u∗v∗A
u∗v∗A u∗v∗u∗v∗A
u∗v∗A u∗v∗u∗v∗A
u∗v∗A u∗v∗A u∗v∗u∗v∗A u∗v∗u∗v∗A
(ε−1)∗A
u∗α
(ε−1)∗u∗v∗A
u∗η∗v∗A
But now Lemma 6.9 provides an equivalence u∗A¯ A over u∗Γ, as required.
The proof of weak term lifting is an analogous adaptation of the argument that an
equivalence of categories, presented via a quasi-inverse, induces full functors on slices. 
Corollary 6.11. Let u : J I be an ordered discrete opfibration between ordered
homotopical inverse categories that is both injective and a homotopy equivalence. Then
u∗ : CI CJ is a local trivial fibration.
Proof. u∗ is a local fibration by Lemma 6.2 and a local equivalence by Theorem 6.10; so by
[KL16, Prop. 4.20], it is a local trivial fibration. 
7. Summary and outlook
For quick reference, we summarise the main constructions of the paper as follows:
Theorem 7.1.
(1) For any CwA C and ordered inverse category I, there is a CwA CI of I-diagrams
and Reedy I-types in C, bifunctorial under CwA maps in C and ordered discrete
opfibrations in I. If C carries Id-, Σ-, Π-, Πη-, Πext-, or unit type structure, then
so does CI , and the functorial action respects these. (Note however the requirement
of ordered discrete opfibrations, for the functoriality in I.)
(2) For any CwA C with Id-types and ordered homotopical inverse category I, there is a
sub-CwA CI ⊆ CI
◦
of homotopical diagrams and Reedy types, bifunctorially under
homotopical CwA maps and ordered homotopical discrete opfibrations. CI is closed
under the Id-type structure on CI
◦
, along with Σ- and unit type structure when C
is equipped with these, and Πext-structure if C is equipped with this and additionally
all maps in I are equivalences. (Note the requirement of functional extensionality
in C, for Π-structure on CI.)
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(3) Let C be a CwA with Id-types, and u : J I an ordered homotopical discrete
opfibration. If u is injective, then the induced map u∗ : CI CJ is a local
fibration of CwA’s. If u is a homotopy equivalence, then u∗ is a local equivalence.
Proof. The construction of CI for non-homotopical I constitutes most of Section 3, com-
pleted in Definition 3.24, and its logical structure is given in Section 4, summed up in
Proposition 4.20. The sub-CwA of homotopical diagrams is presented in Section 5, and
summarised in Proposition 5.14. The results on the precomposition maps u∗ : CI CJ
constitute Section 6. 
Remark 7.2 (Applications). The present work was primarily motivated by the cases re-
quired in [KL16, §5]: specifically, the CwA CEqv of span-equivalences, along with auxiliary
constructions to witness reflexivity, transitivity, and symmetry of span-equivalences, all also
presented as homotopical inverse diagram models.
Remark 7.3 (Related work). Special cases of the present construction, and closely related
constructions, have previously been considered by several authors.
(1) A special case of inverse diagrams was studied by Tonelli as the basic pairs model
[Ton13]. Precisely, the model studied there amounts to the diagram CwA CSpanT ,
where CT is the syntactic CwA of the type theory considered there, and Span is
the “walking span.”
(2) The spreads model of Martin-Lo¨f [ML10] can likewise be seen as the diagram CwA
CN
op
T , where N is the posetal inverse category (N,≤).
(3) A closely analogous general inverse diagrams construction is given by Shulman in
[Shu15]. Key differences between that work and ours include:
(a) Shulman works with type-theoretic fibration categories rather than CwA’s — a
categorically somewhat cleaner setting than ours, and expected to be equivalent
in some∞-categorical sense, but corresponding less directly to traditional type
theory;
(b) Shulman does not study the homotopical case;
(c) Shulman considers not just diagrams valued in a single CwA, but more gen-
eral oplax diagrams valued in a suitable diagram of CwA’s (cf. Remark 7.4(2)
below);
(d) besides the logical structure considered in the present work, Shulman addition-
ally considers univalent universes (cf. Remark 7.4(4)).
(4) Kraus [Kra15, Ch. 8] makes fruitful use of inverse diagrams, primarily as an auxiliary
tool for studying a given base CwA (or type-theoretic fibration category) rather than
as a model in their own right. This direction is further developed by Kraus and
Sattler in [KS17], with a focus on types of diagrams internal to the type theory
under consideration.
(5) Inverse categories (or closely related structures) have also been used to specify de-
pendently sorted signatures, in for instance Makkai’s FOLDS [Mak95], developed
in the framework of CwA’s in [Pal16], and from another type-theoretic angle in
[TW17].
(6) Inverse diagram models valued in Set are special cases of presheaf models, which
(over arbitrary index categories) are the subject of a very extensive literature.
Remark 7.4 (Generalisations). The constructions of the present paper naturally suggest
several further generalisations which we have not pursued — primarily for the sake of
keeping this paper to a focused scope and manageable length, but also since all our intended
applications fit within the current framework, and so without further motivating examples
to steer by, it was unclear what would be good natural hypotheses for these generalisations.
Nonetheless, we set down a few preliminary notes which may be helpful for readers
wanting applications not covered by the present results, since we have been frequently
asked about such possibilities when speaking about this work.
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(1) The definitions of Reedy types extend without difficulty from CwA’s to more general
comprehension categories, and it seems likely that the constructions of logical struc-
ture onCI should also extend to that setting, using something like the pseudo-stable
logical structure of [LW14].
However, the basic theory of such logical structure on comprehension categories
is as yet very little developed; so extending the present constructions to that setting
would require a significant amount of preliminary development.
(2) Similarly, it seems likely that many of the present constructions should work without
much modification not just for diagrams valued in a single CwA C, but for some
analogue of the oplax diagrams considered in [Shu15].
(3) More concretely, our assumption in Proposition 5.13 that all maps in I are equiva-
lences is certainly stronger than necessary for constructing Π-types in CI . On the
one hand, there are at least some other cases where CI is closed under Π-types in
CI
◦
: for instance, the degenerate case where no maps in I are equivalences.
On the other hand, one may hope that CI may sometimes have Π-types even
if they do not agree with those of CI
◦
, as for instance in Example 5.10. It seems
unlikely to us that CI as defined here can admit Π-types in such cases for general
C; but it seems hopeful that by modifying CI to include chosen equivalence data,
one might be able to construct Π-types for such examples.
(4) [Shu15] shows that in the setting of type-theoretic fibration categories, univalent
universes lift from the input categories to the categories of oplax inverse diagrams.
It seems hopeful that an analogous construction should give univalent universes in
our CwA’s of homotopical inverse diagrams, but we have not pursued this since it
was not needed in our applications.
(5) The results of Section 6 were stated merely in terms of existence of liftings. However,
their proofs gave rather more: pullback-stable type- and term-lifting operations,
which moreover are functorial in various senses. These can therefore be read as
constructing structured analogues of the fibrations and equivalences of [KL16, §3].
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