Abstract
Introduction
Deming (1994) said that "best efforts and hard work, not guided by new knowledge, only dig deeper the pit we are already in" (p. 1). Deming (1986; in a series of books developed the concept of the System of Profound Knowledge (SPK), which set forth a framework for creating, disseminating, and applying knowledge (Hensler et al., 2000) . SPK (Deming, 1986) consists of four bodies of knowledge:
to accomplish the aim of the system. The system aim is to be optimized throughout time (Deming, 1986) .
There are different types of system behaviors, namely, stable equilibrium, explosive instability and bounded instability (Stacey, 2007) . Burnes (2004) suggested that bounded instability, in complex systems, is the only order-disorder that has the ability to transform themselves in order to survive. The concept of bounded instability for a business process is defined as a sequence of behaviors in time, in which the system changes between equilibrium and chaos (Delahaye, 2002) . In business, the manager tries to maintain its stability via process of control and measuring its chaos. Business system optimization requires control techniques and methodologies in order to minimize chaos and an excessive increase of entropy (Kullback, 1968) . In a complex system, this entropy will depend on the number of interrelated variables defining the system and its multivariate characteristics (Edgeman & Fraley, 2008) .
In situations where one observes a vector of p variables, multivariate processes is deployed frequently in practice, as recent applications of Big Data and Data Mining show. In these processes, the concept of variability and risk become fundamental in order to understand the nature of the data. In a multivariate framework, variability could be defined in several ways; however, it is important to begin with a generalized measure of variability in order to have a better idea of the joint behavior of p-variables, especially when p is large. Guerrero (1994) proposed the use of information theory to analyze and control multivariate processes for different business applications such as quality control and finance. This information theoretic approach extended the concepts of the variability given by covariance and correlation matrix to the concepts of entropy and mutual information.
The basic assumption for multivariate process control is multivariate normality, which is completely specified by its expected value and covariance matrix Σ. This assumption many times cannot be supported by real data. There is, therefore, the need of creating different alternative schemes for the analysis of multivariate data.
A typical situation that occurs in practice is when the data have "fatter tails" than the corresponding normal distribution. This phenomenon not only occurs in quality control situation but also in financial data. In financial data, there is a constant need of checking volatility and interrelationships among stocks and indices. In order to study these phenomena, when considering different indices, measures of total variability and cohesion are necessary. Modeling using the multivariate normal distribution has proven to be inaccurate especially for fat-tailed distributions (see Blatberg & Gonedes, 1974; Jöhri, 2004) .
In general, fat-tailed distribution is defined as a distribution with the following characteristic:
context of certain multiple decision problems, Sutradhar and Ali (1986) generalized the multiple linear regression models for the case that the errors follow a multivariate t distribution.
The use of copulas in multivariate modeling was suggested in an early paper by Hoffding (1940) though was not until 1959 (Sklar, 1959) when copulas becomes a feasible way to analyze complex multivariate distribution dependence structures. The need to go beyond simple structure such as the multivariate normal distribution created the need in complex system to analyze not only the correlation structure but also the dependence structure of a multivariate problem (Hardle Edgeman, & Guerrero-Cusumano, 2009 ). Nelson (2006) provided an informative compendium of the theoretical and practical uses of copulas. Copulas have been used in different areas such as quality control (Fernández & Kolev, 2007) , petrochemical sector (Díaz-Viera & Casar-González, 2005) , finance (Bouyé, Durrleman, Nikeghbali, Riboulet, & Roncalli, 2000; Savu & Trede, 2010) , and insurance industry (Embrechts, 2009 ). Jaworski, Durante, Härdle, and Rychlik (2010) gave an interesting compendium of copulas applications. This paper consists of three main parts. The first deals with the definition of entropy copula and its expression for central multivariate t distribution. In this research the concept of induced copula variability introduce. The second part will deal with the sampling distribution of the entropy copula for the multivariate t. The third part will be an application to car safety industry.
Preliminaries Definition
A p-dimensional copula is a distribution function on [0, 1] p with standard uniform marginal distributions. Namely C (u) = C (u 1 , u p ). The copula density, when it exists, is given by
F is an absolutely continuous joint density function with strictly increasing, continuous marginal density function F 1 . . . F p , the copula density could be simply expressed as
Where f is the joint density of F and f 1 , . . . , f p are the marginal densities and F i -1 , are the ordinary inverses of the marginal density functions, therefore the copula density is the ratio of the joint density to what it would have been under independence. Different authors considered multivariate copula constructions (Czado, 2010; Lambert, 2007) .
The entropy of the copula of any distribution, when it exists is given by By performing a simple change of variables ( )
can be alternatively written in terms of the original variables X as:
Where H(X) is the entropy of the joint original variables, and H (x i ) is the marginal entropy of
represents a measure of the variability or spread of copula density, it can be regarded as a measure of the deviation of the copula density from the density of the independence copula. Alternatively, the entropy copula can be expressed it in terms of the pvariate mutual information T(X) of the variables X.
Therefore, the absolute value of entropy copula can be understood as a metric of statistical dependence for the variables X. Given that 0 ( ) T X ≤ <∞, it implies that the entropy copula is
. Namely, entropy copula is always negative.
Alternatively, it can be expressed as:
In this form, the entropy copula is interpreted as measure of reduction of independence measured by entropy of independent variables 1 ( )
The Entropy Copula of the Multivariate t distribution The Multivariate t-distribution:
According that µ=0 or µ ≠ 0, the distribution is central or non-central respectively (Kotz & Nadarajah, 2004) . The probability density function of p-variate t random variable with n degrees of freedom and matrix R is given by: 
In general, any moment k exists whenever ν > k. For the particular case of ν =1, the multivariate t distribution becomes the multivariate Cauchy distribution
Entropy Copula for the multivariate central case:
The expression for T(X) for the multivariate t distribution with µ = 0 was given in GuerreroCusumano (1996) , using
, namely, substituting in the entropy copula Guerrero-Cusumano (1996) for different combinations of (ν,p) and
In the case of multivariate t-variables are uncorrelated i.e. R I = , the entropy copula is given by
. Ω represents a dependence measure for uncorrelated multivariate t distribution. For the practitioner, the entropy copula is simply the entropy of copula density ( ; , , 0) t c u R ν µ = Bouyé et al. (2000) gave the expression for ( ; , , 0) t c u R ν µ = for the standardized multivariate Student's distribution.
Where the vector x is given by
. Figure 1 shows the bivariate Cauchy copula density with parameters ( ; , , 0) t c u R ν µ = with correlation matrix
Figure 1. Bivariate Cauchy Copula Density
Also, the probability density function for the bivariate Cauchy copula distribution from the previous example (with the parameter R & ν) is given by (calculated with Mathematica): 
Therefore, the entropy of copula density ( ; , ) c u R ν is given by:
represents a measure of the variability or spread of copula density ( ; , ) c u R ν .
As an example, the copula density for the multivariate standardized normal (Bouyé et al., 2000) is given by ( ) Also, Ω can also be understood as entropy copula excess with respect to the normal distribution,
,..., ; ,..., ;( , ; , 0)
, which is a function degrees of freedom ν and p. As the degrees of freedom ν decreases, then Ω increases, then the entropy copula excess is a measure of difference of fat-tailness between the multivariate t and normal distribution.
The Induced Copula Variability
A simple parametrization of the entropy copula via a transformation used for T(X) is given in Guerrero-Cusumano (1996) (see also Joe, 1997) , namely:
σ is defined as the induced copula variability by the copula density ( )
Is a measure of variability of the density copula, where a value 2 ( , ; , 0) I p R σ ν µ = close to 0 indicates that p-variables are close to independence and a value close to 1 indicates total dependence. The induced copula can written variability for the multivariate t as:
Note that when the variable
As an example for equal correlations using the Pearson correlation coefficients:
And for the Tau correlation coefficient
Similarly for the Spearman correlation coefficient.
Moments of the sample Induced Copula Variability
This section provides moments and asymptotic results for the sample induced copula variability.
A possible estimator for induced copula variability is given by:
an estimator for R based on a sample of n-observations from a multivariate t distribution. Then, the j-moment of induced copula variability, for fixed degrees of freedom, is given by:
Based on the fact that (Gupta & Varga, 1995; Siotani, Fujikoshi, & Hayakawa, 1985) ^1 2 2
And expressing the induced copula variability as
As an example, the mean and variance using the moments of 
In Guerrero-Cusumano (1998) showed the asymptotic distribution of estimator of mutual information ( ) T X for the central multivariate t under different conditions assuming an unknown correlation matrix R and known degrees of freedom ν. The following are results pertaining to asymptotic distribution of the entropy copula for the multivariate t.
Result: independent variables
The asymptotic distribution of the entropy copula for a multivariate t distribution under independence is given by:
,..., ;( , ; ) ( 1) ln| | 2
The asymptotic distribution of the entropy copula for a multivariate t distribution under dependence is given by: 
The distribution of the induced standard deviation of entropy copula is given by
Proof: Olkin and Siotani (1977) showed that the asymptotic distribution of
Moreover, using the delta method via Bishop's theorem (Bishop, Fienberg, & Holland, 1975) , desired result is obtained.
Are the p-variate Uncorrelated?
In practice, the practitioner may be interested controlling or determining whether the variables under study are uncorrelated but dependent, this fact is particular important in multivariate quality control (Woodall & Montgomery, 1999; Stoumbos & Sullivan, 2002; Vidal-Puiga & Ferrer, 2014) . The following paragraph provides an easy to implement approach to determine uncorrelatedness among p-variate t distribution.
Quantiles for the Entropy Copula for Uncorrelated multivariate t distribution
A simulation study was performed to calculate the quantiles for
for an uncorrelated multivariate t, i.e. R=I using a 1,000,000 data points with Mathematica 10 for the following parameter choices common in practice, variables p =1(1)5, sample sizes n = 6(1)20 and degrees of freedom ν = 1(1)10. The tables in the Appendix show the 1% and 5% quantiles respectively for different degrees of freedom and sample sizes, then any value below the chosen quantile and indicates independence for multivariate p model under chosen significance level.
Deming's Four Principle: The Knowledge of Variation
The knowledge of variation makes a distinction between the variation inherent and predictable to any part of the process components and the variation that it is not predictable in any part of the process components (Perla, Provost, & Parry, 2013) . Process control is the understanding of chance and assignable causes affecting the variability in a process. If a process is out of control, steps are taken to diagnose the assignable causes and remove them, thus, its purpose is fault prevention. Statistical process control and control charts are the most effective ways to address Deming's fourth principle to determine stability and control in a system. Process control seeks to determine whether a process is in control, meaning whether the distribution of some critical measured variable is stable. In process control, it is common to monitor and control variables that are either discrete (such as the number of defects in an item) or continuous (e.g. measurements of a diameter of a cylinder), whose distribution is assumed to be known most of the time. Traditional process control deals with one process characteristic at a time, and utilizes single-variable charts such as the X-chart and the R-chart. Control charts are control diagrams to determine whether the process is in statistical control. The construction of control limits can be computed in the following ways:
• Specified multiple (k) of the standard error of X above and below the central line, e.g. if k=3, these are referred to as 3σ limits.
• Probability limits defined in terms of α, a specified probability that X exceeds the limits.
The general multivariate statistical quality control problem considers a repetitive process where each data-item is characterized by a vector X of p-interrelated variables. Because of the chance causes inherent in the process, these quality characteristics are random variables. One of the most powerful tools in the arsenal of quality control practitioners is the statistical quality control chart.
In the past, all the theoretical efforts were on the creation and study of univariate control charts, but later the analysis of more complex systems created the need for multivariate control charts (Woodall & Montgomery, 1999) . The basic assumption for multivariate control charts is multivariate normality, which is completely specified by its expected value µ and covariance matrix Σ. In general, this assumption many times cannot be supported by real data (Nidsunkid Borkowski, & Budsaba, 2017) . This study will consider the underlying distribution of the observation is the multivariate t distribution. The t distribution plays an important role not only in statistics but also in different areas of business and engineering. Dunnett and Sobel (1954) encountered this distribution in the context of certain multiple decision problems. Whereas, Wang and Ip (2003) generalized the multiple linear regression models for the case that the errors follow a multivariate t distribution.
Example
Opel GmbH is a German car manufacturer of long tradition, being founded in 1863 by Adam Opel in Rüsselsheim, Hesse, Germany. General Motors bought Opel in 1929. Opel is now part of the French conglomerate PSA. The Opel Vectra was a family car, which was introduced in October 1988 as a replacement to the Opel Ascona, and the Opel Insignia replaced it in November 2008. Car safety was always important for Opel. The company created the famous slogan "Don't start without a seatbelt", which was launched in Germany in 1974 to persuade drivers to wear seatbelts, a revolutionary idea at that time. Two years later, wearing seatbelts became compulsory and decade later, in 1984, fines for not wearing seatbelts were introduced (Press Room Europe, 2014).
Car safety is more complex than wearing a seatbelt. According to the European Parliament Bumpers in a car are supposed to limit damage in minor collisions and protect pedestrians from injury. Bumper contacts lead to 64% of adult leg injuries. In order for the vehicle to provide adequate occupant protection in frontal crashes, portions of the vehicle bumper structure have to be stiff enough to enable the vehicle to absorb a sufficient amount of the impact energy (United Nations, 2009). A misplaced bumper fails to absorb energy and redistribute it less efficiently in a case of a crash, thereby increasing the amount of damage done to components deeper into the energy-absorbing and protective structures, also in case the car suffers a second crash, it causes worse and more expensive damage (European Parliament, 2006) . Figure 2 refers to the body coordinates links for an Opel Vectra 1997 bumper, as shown in. Figure 2 . The adequacy of the multivariate t approach is attested in Table 1 which shows the p-values for MP9R testing for the multivariate normal using Henze-Zirkler Test (SYSTAT software) and multivariate t distribution using the Kolmogorov-Smirnov test (Mathematica software). 
The correlation matrix R is defined by:
As a quality control requirement the deviations from positioning dimensions should be uncorrelated, i.e. the matrix R should be the identity matrix. To simplify the parameter space, namely (µ1, µ2, µ3,ρ1, ρ2, ρ3,ν), the data obtaining the following parameters should be standardized to be estimate (ρ1, ρ2, ρ3,ν). In order to determine uncorrelatedness, a sample of 200 bumpers is taken. The parameters' estimation was performed using the log-likelihood function of the trivariate t and the Quasi-Newton method provided by a subroutine created in SYSTAT. This procedure provided the following estimates 
Recall that the entropy of copula density ( ; , ) c u R ν is given by:
In this case,
⎦ which is interpreted as a measure of reduction of independence in a system defined by 3-related positioning L, B, and H.
Are the Variables Uncorrelated?
A factory quality control requirement is to determine the uncorrelatedness of vector X, which is 
, namely -0.144456 is the entropy copula for that sample. To determine whether the variables are correlated or not for each sample, consider an α= 5%, table gives the 95% quantiles for the distribution of
, for the situation when p=3, n=20, and ν = 3, the 95% quantile is given by shows variables that are uncorrelated. This shows that the system is in statistical process control for the correlation structure for a multivariate t model. Such fact is very relevant in process control when it is expected or required that the different deviations should be uncorrelated to avoid any special causes in the installation of car bumpers.
Independence
Control requirements in this example was for uncorrelatedness of (L, B, & H), which only measures the linear dependence among (L, B, & H). The quality control expert could be interested in a strong requirement such as independence. In order to address to the question whether the three positioning dimensions, namely (L, B, & H), are independent? The asymptotic distribution of the entropy copula for the whole 200 bumpers, namely:
1 ( 1) ,..., (200 1) , ln 2 199*(0.587255-.5*0.984772)=199*0.0948686=18.87
The asymptotic control limits to determine independence are determine by: Therefore, at α=5%, the three positioning dimension deviations are dependent. The quality control expert should reconsider whether uncorrelatedness should be sufficient for quality control. Given that the measurements are dependent it will created future quality control problems if they are not addressed.
Concluding Remarks
Deming's SPK is a scientific framework where one of its basic principles is the study of variation. Complex systems may vary through time and their variability can be measured by its entropy as well as its interraledness by its entropy copula. The entropy copula could be interpreted as a measure of reduction of independence in a system defined by p-related variables. This paper introduces the concept of entropy copula and induced entropy copula for the multivariate central to measure as well as quantify the degrees of dependence via the entropy copula formula. These copulas measures are represented via various correlation coefficients, which may be useful for practitioners. This research derived the moments of the induced entropy copula and also develop asymptotics for distributions for the entropy copula under various scenarios as well as provide tables to test uncorrelatedness for multivariate central t distribution for α = 5% and α = 1%.
In practice, there are situations in which the simultaneous control of two or more related/ unrelated quality characteristics is mandatory. Process-monitoring problems in which several related/unrelated variables are called multivariate quality-control problems (Woodall & Montgomery, 1999) . The theory and techniques developed in this paper can be valuable to create multivariate control mechanism to measure dependence or lack of dependence in a multivariate control system for the car or other related industries. The example also shows how entropy copula could be used as a measure of reduction of independence in a system defined by p-related variables. 
