Abstract We consider the approximate minimization of a given polynomial on the standard simplex, obtained by taking the minimum value over all rational grid points with given denominator r ∈ N. It was shown in [De Klerk, E., Laurent, M., Sun, Z.: An error analysis for polynomial optimization over the simplex based on the multivariate hypergeometric distribution. SIAM J. Optim. 25 (3) 1498-1514 (2015)] that the accuracy of this approximation depends on r as O(1/r 2 ) if there exists a rational global minimizer. In this note we show that the rational minimizer condition is not necessary to obtain the O(1/r 2 ) bound.
Introduction
We consider the problem of minimizing a polynomial f over the standard simplex
That is, the problem of finding f min,∆n = min f (x) s.t. x ∈ ∆ n .
(
Analogously, we denote f max,∆n = max x∈∆n f (x).
We consider the parameter f min,∆(n,r) obtained by minimizing f over the regular grid ∆(n, r) = {x ∈ ∆ n : rx ∈ N n }, consisting of all rational points in ∆ n with denominator r. That is, f min,∆(n,r) = min f (x) s.t. x ∈ ∆(n, r).
Note that the calculation of f min,∆(n,r) requires |∆(n, r)| = n+r−1 r function evaluations. Thus it may be computed in polynomial time for fixed r.
Interestingly, the parameter f min,∆(n,r) yields a polynomial-time approximation scheme (PTAS) for problem (1) for polynomials of fixed degree, in the sense of the following two theorems.
The first theorem deals with the quadratic function case, and is due to Bomze and De Klerk [3] .
Theorem 1 [3, Theorem 3.2] For any quadratic polynomial f and r ≥ 1, one has f min,∆(n,r) − f min,∆n ≤ f max,∆n − f min,∆n r .
One says that f min,∆(n,r) approximates f min,∆n with relative accuracy 1/r, where the relative accuracy is defined as the ratio f min,∆(n,r) − f min,∆n / (f max,∆n − f min,∆n ). Note that this definition of a PTAS is that one may approximate f min,∆n to within any fixed relative accuracy in polynomial time. (This definition was introduced in the late 1970s, see e.g. [1, 2] and the references therein.) In particular, for any fixed ǫ > 0, one has relative accuracy at most ǫ for r ≥ 1/ǫ. (Recall that f min,∆(n,r) may be computed in polynomial time for fixed r.) The second theorem is an extension of the previous result to polynomial objectives of fixed degree, and is due to De Klerk, Laurent and Parrilo [7] . 
where r d := r(r − 1) · · · (r − d + 1) denotes the falling factorial and C d is a constant depending only on d.
Once again, one has that f min,∆(n,r) approximates f min,∆n with relative accuracy O(1/r), if d is fixed. (Here the constant in the big-O notation depends on d only, i.e., for fixed d it is an absolute constant not depending on the polynomial f .)
The authors of [8] show that there does not exist an ǫ > 0 and a constant C > 0 such that, for any quadratic form f , f min,∆(n,r) − f min,∆n ≤ C r 1+ǫ (f max,∆n − f min,∆n ) ∀r ∈ N, so in this sense the 1/r bound on the relative accuracy is tight in Theorem 1.
On the other hand if, as opposed to the PTAS property, one is only interested in the dependence of the accuracy f min,∆(n,r) − f min,∆n on r, then one may obtain O(1/r 2 ) bounds, as shown in [9] . Here the constant in the big-O notation may depend on the polynomial f . For example, for a quadratic polynomial f , De Klerk et al. [9] show the following result.
Theorem 3 [9, Theorem 2.2] Let f be a quadratic polynomial, and let x * be a global minimizer of f over ∆ n , with denominator m, i.e. mx * ∈ N n . For all integers r ≥ 1, one has
Note that this result does not give a PTAS, since the relative error is m/r 2 . (To get a given relative accuracy ǫ > 0, one needs r ≥ m/ǫ, so that r then depends on the problem size.)
The proof of [9, Theorem 2.2] relied on the fact that for quadratic objective functions the problem (1) has a rational global minimizer. For higher degree objective functions, the authors of [9] could only prove the O(1/r 2 ) bound under the (restrictive) assumption of the existence of a rational minimizer.
Theorem 4 [9, Corollary 4.5 and Lemma 4.6] Let f be a polynomial of degree d and assume that f has a rational global minimizer over ∆ n (say, in ∆(n, m)). Then, one has
In this note we prove that the accuracy f min,∆(n,r) − f min,∆n is O(1/r 2 ) without the rational minimizer assumption. More precisely we show that for any polynomial f there exists a constant C f (depending on f ) such that f min,∆(n,r) − f min,∆n ≤ C f r 2 for all r ∈ N. We will give several bounds, involving different constants C f . For the first bound in Theorem 5, the constant C f depends on the support of a global minimizer of f and the coefficients of f while, for the second bound in Theorem 7, it depends on the smallest positive component of the minimizer, the range of values f max,∆n − f min,∆n and the degree of f .
The results in this note complement a growing literature on the complexity of polynomial optimization and interpolation on a simplex; see [3, 4, 5, 7, 8, 9, 10, 11] and the references therein.
Notation
For an integer n ≥ 1, we let [n] = {1, 2 . . . , n}. We denote
with N the set of nonnegative integers. For x ∈ R n and α ∈ N n , we set
. Moreover, given a subset I ⊆ [n], x I denotes the vector in R |I| that contains the components x i with i ∈ I. Finally, the support of x ∈ R n is the set Supp(x) = {i ∈ [n] : x i = 0}.
Preliminary results
First we will show some auxiliary results about approximations by grid points.
Then, for each integer r ≥ 1, there exists a pointx ∈ ∆(n, r) such that
Proof First, we setx i = 0 at the positions i ∈ [n]\I. Then, we define the values ofx i with i ∈ I.
By [4, Theorem 7] , there exists a grid point
′ and we get a pointx ∈ ∆(n, r) satisfying (2). ⊓ ⊔ Lemma 2 Let x * be a global minimizer of the polynomial f in ∆ n and letx be a point in ∆(n, r) satisfying (2). Then, one has
Proof By assumption, x * is an optimal solution of the optimization problem min{f (x) : x ≥ 0, e T x = 1}. From the KKT (necessary) conditions (see, e.g., [6, Chapter 5.5.3]), we have that there exist µ ∈ R and λ ∈ R n + such that ∇f (x * ) = −µe + λ, and λ i x *
Thus, we have
where for the second inequality we use
Bounds in terms of the support of a global minimizer
In this section we prove the following result, which shows the O(1/r 2 ) convergence for the upper bounds f min,∆(n,r) without the restrictive assumption of a rational minimizer. 
Proof Let x * ∈ ∆ n be a global minimizer of f in ∆ n , letx ∈ ∆(n, r) satisfying the condition (2) from Lemma 1, and set h =x − x * . Using Taylor's theorem, we can write:
for some point ζ lying in the segment [x * , x
By Lemma 2, we know that ∇f (x * ) T h = 0. Using (2) and Lemma 3, we can upper bound the second term as follows:
Combining with f min,∆(n,r) − f min,∆n ≤ f (x) − f (x * ), this concludes the proof.
⊓ ⊔
Note that when the support I of the global minimizer x * is a singleton (i.e., x * is a standard unit vector), f min,∆n = f min,∆(n,r) for any r ≥ 1, which is consistent with the inequality in Theorem 5 (whose right hand side is equal to zero).
Note also that one can tighten the result of Theorem 5 by replacing the sum α∈N n I is a global minimizer of g over the simplex ∆ |I| and that f min,∆(n,r) ≤ g min,∆(|I|,r) and f min,∆n = g min,∆ |I| .
We mention another variation of the bound in Theorem 5, where the quantity α |f α | is now replaced by α |g α | for an appropriate polynomial g (depending on the support of a global minimizer of f ). 
Bounds in terms of the smallest positive component of a global minimizer
We now give a different approach for the convergence rate of the bounds f min,∆(n,r) . We will use the following well-known Euler's identity for homogeneous polynomials.
Theorem 6 (Euler's Identity) Let f be an n-variate homogeneous polynomial of degree d. Then,
We start with several preliminary results that we will need for our main result in Theorem 7 below.
Lemma 4 Consider a homogeneous polynomial f of degree d ≥ 1, assumed to have nonnegative coefficients. Let x * be a global minimizer of f on ∆ n and letx ∈ ∆(n, r) satisfying (2). Consider a scalar s > 0 such that
Proof First note that, as f has nonnegative coefficients then, for all k ≥ 1, i 1 , . . . , i k ∈ [n] and x ∈ ∆ n , we have
Set h =x − x * . Then, we have:
⊓ ⊔
Lemma 5 Let 0 < ǫ ≤ 2/3. For any scalar s ≥ 0 such that ds ≤ ǫ, we have
We can now state our main result of this section, which shows again (but with a different constant) that the parameter f min,∆(n,r) approximates f min,∆n with accuracy in O(1/r 2 ). (
Proof First observe that it suffices to show the result for homogeneous polynomials. Indeed, if f = α f α x α is not homogeneous, then we may consider instead the homogeneous polynomial
d−|α| and the result for F will imply the result for f . Hence we now assume that f = α∈N n =d f α x α is homogeneous, where
, so that ds ≤ ǫ. Assume first that the polynomial f has nonnegative coefficients. Then, using Lemmas 4, 5 and 6, we can conclude that
In the general case when no sign condition is assumed on the coefficients of f , we get back to the preceding case by doing a suitable 'shift' on f . For this, define the parameterŝ
known, respectively, as the minimum and maximum Bernstein coeffcients of f . Observe that, for any
We now define the polynomial
which is homogeneous of degree d and with nonnegative coefficients. Hence we can apply the above relation (5) to g and, since g and f have the same global minimizers on ∆ n , we deduce that
In view of (6), we have: f min,∆n −f min ≤f max −f min . Finally, combining with the inequality: 2 ) bound in Theorem 4.
Comparison of bounds
We now consider the following seven polynomials, for which we compare the upper bounds for f min,∆(n,r) − f min,∆n obtained in Theorem 3 or 4 (depending on the degree of f ), Theorem 5, Corollary 1, and Theorem 7:
In the first three examples we restrict our attention to the cases when n ≥ 2. In polynomial f 4 , we select m ≥ 2, and in polynomial f 5 , we select m even, which implies m − 1, m + 1 and 2m are relatively prime. In polynomials f 6 and f 7 , we select d ≥ 3. The results are shown in Table 1 .
We now summarize the possible relationships between the various bounds in Table 2 , which should be understood as follows. For instance, having the entry f 3 at the position (Thm. 3 or 4, Thm. 5) means that, for the polynomial f 3 , the bound of Theorem 5 is better than the bound of Theorem 3 or 4 and this is a strong dominance (since the improvement depends on the parameter n). When the improvement depends only on a constant we indicate this by marking the polynomial with an asterix, as for instance for the entry f ( * ) 1 at the position (Thm. 5, Thm. 3 or 4). In conclusion, we can see using the polynomials f 1 , f 2 , f 3 , f 4 , f 5 that there is no possible ordering of the bounds provided by Theorems 3 or 4, 5 and 7 and Corollary 1. Table 2 Possible relationships. If entry ij in the table is f , it means that the bound indexed by column j is stronger than the bound indexed by row i for the function f .
