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Abstract. In the present paper we investigate L0-valued states and Markov
operators on C∗-algebras over L0. In particular, we give representations for L0-
valued state and Markov operators on C∗ algebras over L0, respectively, as mea-
surable bundles of states and Markov operators. Moreover, we apply the obtained
representations to study certain ergodic properties of C∗-dynamical systems over
L0.
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1. Introduction
It is known that the theory of Banach bundles stemming from the paper [20],
where it was proved such a theory has vast applications in analysis. For other
applications of the continuous and measurable Banach bundled we refer the reader
to [6, 7, 10, 12, 14]. In the present paper we are going to deal with C∗-algebras over
L0, such algebras are considered over modulus of measurable functions L0. Such
C∗-algebras over L0 allow to construct meaningful examples of Banach-Kantorovich
spaces. Note that the theory of such spaces already well developed (see for example,
[12]). It is known that a structural theory of C∗-modules started with papers of
Kaplanski [11] who used such objects for an algebraic approach to the theory ofW ∗-
algebras. Consideration of C∗-algebras, AW ∗-algebras and W ∗-algebras as modulus
over their centers allowed to use methods of Boolean-valued analysis to describe
several properties of the mentioned algebras (see [13, 22]).
In [8] it was introduced the notion C∗ algebra over ring of all measurable func-
tions L0. In that paper, by means of the methods of a general theory of Banach
measurable bundles (see [10]), it has been shown that any C∗-algebras over L0 can
be represented as a measurable bundle of C∗-algebras. One of the main results in
the theory of C∗-algebras is the Gelfand-Naimark’s theorem, which describes com-
mutative C∗-algebras over the complex filed C as an algebra of complex valued
continuous functions defined on the set of pure states of the algebra. By means
of the results of [8] in [2] it has been proved an analog of the Gelfand-Naimark’s
theorem for commutative C∗-algebras over L0. Further, in [3] GNS- representation
was obtained for such C∗-algebras.
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In the present paper we investigate L0-valued states and Markov operators on
C∗-algebras over L0. In particular in section 2 and 3 we give representations for
L0-valued state and Markov operators on C
∗ algebras over L0, respectively, as a
measurable bundle of states and Markov operators. In section 4, we apply the ob-
tained representations to study certain ergodic properties of C∗-dynamical systems
over L0. Note that there are many variants of ergodic theorems for C
∗-dynamical
systems (see for example, [5],[15]-[19],[21]).
2. Preliminaries
Let (Ω,Σ, λ) be a measurable space with a finite complete measure λ and L0 =
L0(Ω) be an algebra of equivalence classes of complex measurable functions on Ω.
A complex linear space E is said to be normed by L0 if there is a map ‖·‖ : E −→
L0 such that the following conditions are satisfied: ‖x‖ ≥ 0; ‖x‖ = 0 ⇐⇒ x = 0;
‖λx‖ = |λ|‖x‖; ‖x+ y‖ ≤ ‖x‖ + ‖y‖, for any x, y ∈ E, λ ∈ C.
A pair (E, ‖·‖) is said to be a lattice normed space (LNS) over L0. An LNS is said
to be d-decomposable if for every x ∈ E and the decomposition ‖x‖ = e1 + e2 with
disjont positive elements e1 and e2 in L0 there exist x1, x2 ∈ E, such that x = x1+x2
with ‖x1‖ = e1, ‖x2‖ = e2.
Suppose that (E, ‖ · ‖) is an LNS over L0. A net {xα} of elements of E is said
to be (bo)-converging to x ∈ E (in this case we write x = (bo) − lim xα), if the net
{‖xα−x‖} (o)-converging to zero in L0 (in this case we write (o)− lim ‖xα−x‖ = 0).
A net (xα)α∈A is called (bo)- fundamental if (xα−xβ)(α,β)∈A×A (bo)-converges to zero.
A LNS is called (bo)- complete if every (bo)- fundamental net (bo)-converges in
it. A Banach-Kantorovich space (BKS) over L0 is a (bo)-complete d-decomposable
LNS over L0. It is well known [12] that every BKS over L0 admits an L0- module
structure such that ‖λu‖ = |λ|‖u‖ for every λ ∈ L0, u ∈ E, where |λ| is the module
of a function λ ∈ L0 (see [10, 12]).
Let U be any complex algebra and U is a module over L0 such that (λu)v =
λ(uv) = u(λv) for all λ ∈ L0, u, v ∈ U . We will consider in U some L0-vaued norm
‖ · ‖, which admits an L0- module structure BKS in U , in particully ‖λu‖ = |λ|‖u‖
for all λ ∈ L0, u ∈ U .
Definition 2.1. [2, 3] The algebra U is called a Banach-Kantorovich algebra over
L0 if ‖u · v‖ ≤ ‖u‖‖v‖ for all u, v ∈ U .
If U is a Banach-Kantorovich algebra over L0 with the unit e such that ‖e‖ = 1,
then U is called an unital Banach- Kantorovich algebra over L0, where 1 is unit
element L0.
Let U be an ∗-algebra and Banach-Kantorovich algebra over L0, such that (λu)
∗ =
λ¯u∗ for all λ ∈ L0, u ∈ U .
Definition 2.2. [8] An algebra U is called C∗-algebra over L0 if for every u ∈ U
the equality ‖u‖2 = ‖u∗ · u‖ holds.
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Example [3]. Let us provide an example of C∗-algebra over L0. To do it, let us
recall some definitions taken from [3]. Consider a modulus A over L0. A mapping
〈·, ·〉 : A×A 7→ L0 is called L0-valued inner product, if for every x, y, z ∈ A, λ ∈ L0
one has 〈x, x〉 ≥ 0; 〈x, x〉 = 0 if and only if x = 0; 〈x, y〉 = 〈y, x〉; 〈λx, y〉 = λ〈y, x〉;
〈x+ y, z〉 = 〈x, z〉 + 〈y, z〉.
If 〈·, ·〉 : A × A 7→ L0 is a L0-valued inner product, the formula ‖x‖ =
√
〈x, x〉
defines a d-decomposable L0-valued norm on A. Then the pair (A, 〈·, ·〉) is called
Hilbert-Kaplansky modules, if (A, ‖ · ‖) is BKS over L0. By the same way one can
define Hilbert-Kaplansky modules over L∞ [12].
Let E and F be BKS over L0 (resp. L
∞). An operator T : E → F is called L0
(resp. L∞)-linear, if one has T (αx+βy) = αT (x)+βT (y) for every x, y ∈ E, α, β ∈
L0 (resp. α, β ∈ L
∞). A linear operator T is called L0-bounded (resp. L
∞-bounded)
if there exists c ∈ L0 (resp. c ∈ L
∞) such that ‖T (x)‖ ≤ c‖x‖ for every x ∈ E. For
L0-linear and L0-bounded operator T one defines ‖T‖ = sup{‖T (x)‖ : ‖x‖ ≤ 1},
which is a norm of T (see [12]).
Now let A be Hilbert-Kaplansky modulus over L0. Then Ab = {x ∈ A : ‖x‖ ∈
L∞} is a Hilbert-Kaplansky modulus over L∞. By B(A) (resp. B(Ab) we denote
the set of L0-linear, L0-bounded (resp. L
∞-linear,L∞-bounded) operators on the
Hilbert-Kaplansky modules A over L0 (resp. Ab). For each operator T ∈ B(Ab)
there is a conjugate operator T ∗ ∈ B(Ab) satisfying the following equality
(2.1) 〈T (x), y〉 = 〈x, T ∗(y)〉, x, y ∈ Ab.
Moreover, one has ‖T ∗‖ = ‖T‖, ‖T ∗T‖ = ‖T‖2, and therefore B(Ab) is a C
∗-algebra
over L∞ (see [12]).
One can show that for each T ∈ B(A) there exists T ∗ in B(A) which satisfies
(2.1) for all x, y ∈ A (see [3]). Since each operator T ∈ B(A) can be represented as
(bo)-limit of the sequence of operators Tn ∈ B(A) with ‖T‖ ∈ L
∞, then B(A) is a
(bo)-completion of B(Ab). This means that B(A) is a C
∗-algebra over L0.
Let X be a mapping, which sends every point ω ∈ Ω to some C∗-algebra (X(ω), ‖·
‖X(ω)). In what follows, we assume that X(ω) 6= {0} for all ω ∈ Ω.
A function u is said to be a section of X , if it is defined almost everywhere in Ω
and takes its value u(ω) ∈ X(ω) for ω ∈ dom(u), where dom(u) is the domain of u.
Let L be some set of sections.
Definition 2.3. [8] A pair (X,L) is said to be a measurable bundle of C∗-algebras
over Ω, if
1. λ1c1 + λ2c2 ∈ L for all λ1, λ2 ∈ C and c1, c2 ∈ L, where λ1c1 + λ2c2 : ω ∈
dom(c1) ∩ dom(c2)→ λ1c1(ω) + λ2c2(ω);
2. the function ‖c‖ : ω ∈ dom(c)→ ‖c(ω)‖X(ω) is measurable for all c ∈ L;
3. for every ω ∈ Ω, the set {c(ω) : c ∈ L, ω ∈ dom(c)} is dense in X(ω).
4. if c ∈ L then c∗ ∈ L where c∗ : ω ∈ dom(c)→ c(ω)∗;
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5. if c1, c2 ∈ L, then c1 · c2 ∈ L where c1 · c2 : ω ∈ dom(c1) ∩ dom(c2) →
c1(ω) · c2(ω).
A section s is said to be simple, if there are ci ∈ L,Ai ∈ Σ, i = 1, n such that
s(ω) =
n∑
i=1
χAi(ω)ci(ω) for almost all ω ∈ Ω.
A section u is called measurable if there is a sequance {sn} of simple sections such
that sn(ω)→ u(ω) for almost all ω ∈ Ω.
The set of all measurable sections is denoted by M(Ω, X), and L0(Ω, X) denotes
the factorization of this set with respect to equality everywhere. We denote by û
the class from L0(Ω, X) containing a section u ∈M(Ω, X), and by ‖û‖ the element
of L0 containing the function ‖u‖X(ω).
For uˆ ∈ L0(Ω, X) we put uˆ
∗ = û(ω)∗.
Theorem 2.4. [8] Let the pair (X,L) be a measurable bundle of C∗-algebras, then
L0(Ω, X) is a C
∗-algebra over L0.
The set of all bounded measurable functions on Ω will be denoted by L∞(Ω), with
the norm ‖f‖L∞(Ω) = sup
ω∈Ω
|f(ω)|. Let L∞(Ω) = {f̂ ∈ L0 : ∃α > 0, |f̂ | ≤ α1} with
the norm ‖f̂‖L∞(Ω) = inf{α > 0 : |f̂ | ≤ α1}.
Let L∞(Ω, X) = {u ∈ M(Ω, X) : ‖u(ω)‖X(ω) ∈ L
∞(Ω)} and L∞(Ω, X) = {û ∈
L0(Ω, X) : ‖û‖ ∈ L
∞(Ω)}. One can define the spaces L∞(Ω, X) and L∞(Ω, X) with
real-valued norms ‖u‖L∞(Ω,X) = sup
ω∈Ω
|u(ω)|X(ω) and ‖û‖∞ =
∥∥∥∥‖û‖∥∥∥∥
L∞(Ω)
, respec-
tively.
It is known [12],[10] that there is a homomorphism p : L∞(Ω) → L∞(Ω) being a
lifting such that
1. p(f̂) ∈ f̂ and domp(f̂) = Ω;
2. ‖p(f̂)‖L∞(Ω) = ‖f̂‖L∞(Ω).
The homomorphism p is usually called a lifting from L∞(Ω) to L∞(Ω).
Definition 2.5. [8] The map ℓ : L∞(Ω, X) → L∞(Ω, X) is called a vector-valued
lifting (associated with p), if for all uˆ, vˆ ∈ L∞(Ω, X) and λ ∈ L∞(Ω) the following
conditions are valid:
1. ℓ(uˆ) ∈ uˆ, dom ℓ(uˆ) = Ω;
2. ‖ℓ(uˆ)(ω)‖X(ω) = p(‖uˆ‖)(ω);
3. ℓ(uˆ+ vˆ) = ℓ(uˆ) + ℓ(vˆ);
4. ℓ(λuˆ) = p(λ)ℓ(uˆ);
5. ℓ(uˆ∗) = ℓ(uˆ)∗;
6. ℓ(uˆvˆ) = ℓ(uˆ)ℓ(vˆ);
7. for every ω ∈ Ω the set {ℓ(uˆ)(ω) : uˆ ∈ L∞(Ω, X)} is dense in X(ω).
Theorem 2.6. [8] For any C∗-algebra U over L0, there exist measurable bundle
of C∗-algebras (X,L) with vector-valued lifting such that U is isometrically and *-
isoomomorphic to L0(Ω, X).
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Let us consider a unital C∗-algebra U over L0, in this case due to above given
Theorem 2.6, we may identify U with L0(Ω, X).
Recall that a mapping f : U → L0 is called L0-linear, if f(αx + βy) = αf(x) +
βf(y) for all α, β ∈ L0, x, y ∈ U . An L0-linear functional f : U → L0 is called L0-
bounded, if there exists c ∈ L0 such that ‖f(x)‖ ≤ c‖x‖ for all x ∈ U . For L0-linear
L0-bounded functional f : U → L0 we put ‖f‖ = sup{|f(x)| : x ∈ U , ‖x‖ ≤ 1}. An
L0-linear functional f : U → L0 is said be: positive (f ≥ 0), if f(xx
∗) ≥ 0 for all
x ∈ U ; a L0−state, if f ≥ 0 and ‖f‖ = 1 (see [3]).
Let ϕ be a positive L0-linear functional, and , a, b ∈ U , λ ∈ L0. Then one has
ϕ((λa+ b)∗(λa+ b)) ≥ 0, which implies
|λ|2ϕ(a∗a) + λϕ(a∗b) + λϕ(b∗a) + ϕ(b∗b) ≥ 0.
Therefore
ϕ(a∗b) = ϕ(b∗a), |ϕ(a∗b)|2 ≤ ϕ(a∗a)ϕ(b∗b). (1)
Consequently, for positive L0-linear functional ϕ we have we have ϕ(a
∗) = ϕ(a).
Moreover, if ϕ(e) = 0, then ϕ = 0.
The following proposition contains properties of positive functionals of C∗-algebra
over L0 which are similar to ones defined on C
∗-algebras.
Proposition 2.7. [2] Let U∗ be the set of all L0-bounded L0-linear functionals on
U . Then
(i) if ϕ ≥ 0, then |ϕ(x)|2 ≤ ϕ(e)ϕ(x∗x) ≤ ϕ(e)2‖x‖2. In particular, one has
ϕ ∈ U∗ and ‖ϕ‖ = ϕ(e);
(ii) if ϕ ∈ U∗ and ‖ϕ‖ = ϕ(e), then ϕ ≥ 0;
(iii) if ϕ ∈ U∗ and ‖ϕ‖ = 1 = ϕ(e), then ϕ is a L0-state;
(iv) if ϕ, ψ ≥ 0 and α, β ∈ L0, α, β ≥ 0, then αϕ + βψ ≥ 0 and ‖αϕ + βψ‖ =
α‖ϕ‖+β‖ψ‖, in particular, the set EU of all L0-states on U is a convex set.
3. Measurable bundles of states
Let (X,L) be a measurable bundle of C∗-algebras and ϕω be a state on X(ω), for
all ω ∈ Ω, respectively and M(Ω) the set measurable complex functions on Ω.
Definition 3.1. The family {ϕω} is called a measurable bundle of states, if
ϕω(x(ω)) ∈M(Ω)
for all x ∈M(Ω, X).
Theorem 3.2. Let {ϕω} be a measurable bundle of states. Then a linear mapping
ϕ̂ : L0(Ω, X)→ L0 defined by
ϕ̂(x̂) = ̂ϕω(x(ω))
is a L0-state on L0(Ω, X).
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Proof. From [9] we find that ϕ̂ is an L0 -linear, L0 -bounded operator on L0(Ω, X).
According to ϕω(x(ω)x(ω)
∗) ≥ 0 for a.e. ω ∈ Ω, one gets ϕ̂(x̂x̂∗) ≥ 0, and therefore
one has ‖ϕ̂‖ = ϕ̂(ê). On the other hand, we have ϕ̂(ê) = ̂ϕω(e(ω)) = 1. Therefore
‖ϕ̂‖ = ϕ̂(ê) = 1. Then by Proposition 2.7 ϕ̂ is an L0- state. 
Theorem 3.3. Let ϕ be a L0-state on L0(Ω, X). Then there exists a measurable
bundle of states {ϕω} such that
ϕ(x)(ω) = ϕω(x(ω))
for a.e. ω ∈ Ω and for any x ∈ L0(Ω, X).
Proof. Since ‖ϕ‖ = ϕ(e) = 1, we have ϕ(x) ∈ L∞(Ω) for any x ∈ L∞(Ω, X).
Define a linear functional ϕω on {ℓ(x)(ω) : x ∈ L
∞(Ω, X)} by
ϕω(ℓ(x)(ω)) = p(ϕ(x))(ω)
where p is a lifting on L∞(Ω). Due to
|ϕω(ℓ(x)(ω))| = |p(ϕ(x))|(ω)
= p(|ϕ(x)|)(ω)
≤ p(‖x‖)(ω)
we find that ϕω is bounded and correctly defined. Using positivity p and ϕ, we have
ϕω(ℓ(x)(ω)ℓ(x)
∗(ω)) = ϕω(ℓ(xx
∗)(ω)) = p(ϕ(xx∗))(ω) ≥ 0.
Therefore ϕω is a positive linear form on {ℓ(x)(ω) : x ∈ L
∞(Ω, X)}. Using the
density of {ℓ(x)(ω) : x ∈ L∞(Ω, X)} in X(ω) for any ω ∈ Ω, by means of the
continuity argument we can extend the linear form ϕω as follows:
ϕω(x(ω)) = lim
n→∞
ϕω(ℓ(xn)(ω)),
where xn ∈ L
∞(Ω, X). The extension is also denoted by ϕω which is clearly positive.
We put e(ω) = ℓ(e)(ω) for all ω ∈ Ω. Since e is unit element in L0(Ω, X) we have
that e(ω) is unit element in X(ω).
We are going to show that ϕω is a state in X(ω). Inded, let x(ω) ∈ X(ω). Then
ϕω(x(ω)x(ω)
∗) = lim
n→∞
ϕω(ℓ(xn)(ω)ℓ(x
∗
n)(ω)).
By Theorem 2.1.4. [4] we derive ‖ϕω‖ = ϕω(e(ω)).
On the other hand, from
ϕω(e(ω)) = p(ϕ(e))(ω) = p(1)(ω) = 1.
one gets ‖ϕω‖ = ϕω(e(ω)) = 1 for any ω ∈ Ω. Hence ϕω is a state in X(ω).
Due to ϕω(ℓ(x)(ω)) ∈ L
∞(Ω), we obtain ϕω(x(ω)) ∈M(Ω) for any x ∈M(Ω, X).
Therefore, {ϕω} is a measurable bundle of states.
It is clear that ϕω(x(ω)) = ϕ(x)(ω) for x ∈ L
∞(Ω, X) for almost all ω ∈ Ω.
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Let x ∈ L0(Ω, X). Since L
∞(Ω, X) is (bo)-dence in L0(Ω, X), so there is a sequence
xn ∈ L
∞(Ω, X) such that ‖xn − x‖
(o)
→ 0. Then ‖xn(ω)− x(ω)‖X(ω) → 0 for almost
all ω ∈ Ω. From
ϕ(x) = (o)− lim
n→∞
ϕ(xn)
we get
‖ϕω(xn(ω))− ϕ(x)(ω)‖X(ω) = ‖ϕ(xn)(ω)− ϕ(x)(ω)‖X(ω) → 0
for almost all ω ∈ Ω. Therefore ϕ(x)(ω) = lim
n→∞
ϕω(xn((ω))) for almost all ω ∈ Ω. On
the other hand, the continuity of ϕω yields that lim
n→∞
ϕω(xn(ω)) = ϕω(x(ω)). Hence
for every x ∈ L0(Ω, X) we have ϕ(x)(ω) = ϕω(x(ω)) for almost all ω ∈ Ω. 
4. Measurable bundles of Markov operators
In this section we going to define a notion of Markov operator on C∗-algebra over
L0, and its measurable bundle.
First recall that a linear mapping T from a unital C∗-algebra over L0 U with unit
e into itself is called a Markov operator, it T is positive (i.e. Tx ≥ 0 whenever x ≥ 0,
x ∈ U), and Te = e. Similarly, an L0-linear operator T : L0(Ω, X) → L0(Ω, X) is
called positive if Tx ≥ 0 whenever x ≥ 0, x ∈ L0(Ω, X).
The next theorem is an analog of the criterion of positivity of operators on C∗-
algebras for C∗-algebras over L0(Ω).
Theorem 4.1. Let T : L0(Ω, X)→ L0(Ω, X) be an L0-linear operator with Te = e.
Then T is positive if and only if the ‖T‖ = 1.
Proof. ”only if” part. Assume that ‖T‖ = 1. We consider the set L∞(Ω, X)(⊂
L0(Ω, X)) with the real-valued norm ‖x‖∞ = ‖‖x‖‖L∞(Ω). According to [3] the pair
(L∞(Ω, X), ‖ · ‖∞) is a C
∗- algebra.
Let x ∈ L∞(Ω, X). Then ‖Tx‖ ≤ ‖x‖ ∈ L∞(Ω) implies T (x) ∈ L∞(Ω, X). Hence
we have
‖Tx‖∞ ≤ ‖x‖∞, ‖T‖∞ ≤ 1.
Due to Te = e and ‖Te‖∞ = ‖e‖∞ one finds ‖T‖∞ = 1. It follows from Corollary
3.2.6 [1] that T ≥ 0 in L∞(Ω, X).
Now let x ∈ L0(Ω, X). Then there is a sequence {xn} ⊂ L
∞(Ω, X) such that
‖xn − x‖
(o)
→ 0. Then ‖xnx
∗
n − xx
∗‖
(o)
→ 0. Therefore, the inequality
‖T (xnx
∗
n)− T (xx
∗)‖ ≤ ‖xnx
∗
n − xx
∗‖
implies T (xnx
∗
n)
(bo)
→ T (xx∗). As T (xnx
∗
n) ≥ 0, we get T (xx
∗) ≥ 0. Hence T ≥ 0.
”If” part. Now assume that T ≥ 0. For any x ∈ L0(Ω, X) we define an element
α(ω) as follows:
α(ω) =
{
0 if ‖x‖(ω) = 0;
1
‖x‖(ω)
if ‖x‖(ω) 6= 0.
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Put z = αx, then ‖z‖ ≤ 1. Therefore ‖z‖∞ ≤ 1. Since T ≥ 0, then Corollary
3.2.6. [1] implies that ‖T (z)‖∞ ≤ 1. So, ‖T (z)‖ ≤ 1. According to the construction,
x = ‖x‖z, and therefore T (x) = ‖x‖T (z). The last equality yields that
‖T (x)‖ = ‖x‖‖T (z)‖ ≤ ‖x‖.
So, ‖T‖ ≤ 1. From T (e) = e and ‖T (e)‖ = ‖e‖ = 1, we get ‖T‖ = 1. 
A positive L0-linear operator T : L0(Ω, X) → L0(Ω, X) with Te = e is called a
Markov operator.
Definition 4.2. A family of operators {Tω : X(ω) → X(ω) : ω ∈ Ω : ω ∈ Ω} is
called ameasurable bundle of operators if Tωu(ω) ∈M(Ω, X) for all u(ω) ∈M(Ω, X).
Definition 4.3. A measurable bundle of operators {Tω : X(ω) → X(ω) : ω ∈ Ω}
called a measurable bundle of Markov operators if Tω is a Markov operator for almost
all ω ∈ Ω.
Theorem 4.4. Let {Tω : X(ω)→ X(ω) : ω ∈ Ω} be a measurable bundle of Markov
operators, then L0-linear operator T̂ : L0(Ω, X)→ L0(Ω, X) defined by
T̂ x̂ = T̂ωx(ω)
is a Markov operator on L0(Ω, X).
Proof follows from definition.
Theorem 4.5. Let T : L0(Ω, X) → L0(Ω, X) be a Markov operator, then there
exists a measurable bundles of Markov operators Tω : X(ω) → X(ω) such that
(Tx)(ω) = Tωx(ω) for almost all ω ∈ Ω and any x ∈ L0(Ω, X).
Proof. From T ≥ 0 and Te = e, according to Theorem 4.1 we have ‖T‖ = 1.
Therefore, ‖Tx‖ ≤ ‖x‖ for any x ∈ L0(Ω, X). The last inequality implies that
Tx ∈ L∞(Ω, X) if x ∈ L∞(Ω, X).
Let ℓ be a vector-valued lifting on L∞(Ω, X) associated with the lifting p. Now
define a linear operator Tω from {ℓ(x)(ω) : x ∈ L
∞(Ω, X)} to X(ω) by
Tω(ℓ(x)(ω)) = ℓ(Tx)(ω).
The following relations
‖Tω(ℓ(x)(ω))‖X(ω) = ‖ℓ(Tx)(ω)‖X(ω)
= p(‖Tx‖)(ω) ≤ p(‖x‖)(ω)
= ‖ℓ(x)(ω)‖X(ω)
imply that Tω is a bounded operator and well-defined for all ω ∈ Ω. Due to the
density of the set {ℓ(x)(ω) : x ∈ L∞(Ω, X)} in X(ω) for all ω ∈ Ω, by the continuity
argument, we can extend Tω to a continuous linear operator on X(ω). This extension
is also denoted by Tω.
It is clear that
Tω(e(ω)) = Tω(ℓ(e)(ω)) = ℓ(Te)(ω) = ℓ(e)(ω) = e(ω)
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for all ω ∈ Ω.
Now we will show that Tω is positive. Indeed, from
Tω(ℓ(x)(ω)ℓ(x)
∗(ω)) = Tω(ℓ(xx
∗)(ω)) = ℓ(T (xx∗))(ω) ≥ 0
we get Tω ≥ 0 on {ℓ(x)(ω) : x ∈ L
∞(Ω, X)} for all ω ∈ Ω.
Now let x(ω) ∈ X(ω). Then there exists a sequence {xn} ⊂ L
∞(Ω, X) such that
ℓ(xn)(ω)→ x(ω) in the norm of X(ω) and
Tω(x(ω)) = lim
n→∞
Tω(ℓ(xn)(ω)),
Tω(x(ω)x
∗(ω)) = lim
n→∞
Tω(ℓ(xn)(ω)ℓ(xn)
∗(ω)).
From Tω(ℓ(xn)(ω)ℓ(xn)
∗(ω)) ≥ 0, we obtain Tω(x(ω)x
∗(ω)) ≥ 0. This completes the
proof. 
5. Measurable bundles of C∗- dynamical systems
In this section we study measurable bundles of C∗-dynamical systems over L0.
Recall that any triplet (A,ϕ, T ), consisting of a C∗-algebra A, a state ϕ on A
and a Markov operator T : A 7→ A with ϕ ◦ T = ϕ, is called a state preserving
C∗-dynamical system. Similarly, we define a state preserving C∗-dynamical system
over L0 as a triplet (U , ϕˆ, Tˆ ) consisting of a C
∗-algebra U over L0, an L0-state ϕˆ on
U and a Markov operator Tˆ on U with ϕˆ ◦ Tˆ = ϕˆ,
Let (X,L) is a measurable bundle of C∗-algebras.
Definition 5.1. A collection of state preserving C∗-dynamical systems {(X(ω), ϕω, Tω) :
ω ∈ Ω} is said to be a measurable bundle of C∗- dynamical systems, if
(i) The correspondence ω → {Tω} is a measurable bundle of Markov operators;
(ii) the correspondence ω → {ϕω} is a measurable bundle of states.
Theorem 5.2. Let (U , ϕ, T ) be a C∗-dynamical system over L0, then there exists a
measurable bundle of C∗-dynamical systems (X(ω), Tω, ϕω) such that
(i) U is isometrically and *-isomorphic to L0(Ω, X);
(ii) T = T̂ω;
(iii) ϕ = ϕ̂ω
Proof. (i) immediately follows from Theorem 2.6, and (ii) follows from Theorem 4.5.
The last (iii) follows from Theorem 3.3. 
We say that (U , ϕ, T ) - C∗-dynamical system over L0 is ergodic if
(5.1) (o)− lim
1
n
n−1∑
k=0
ϕ(yT k(x)) = ϕ(y)ϕ(x) for all x, y ∈ U .
Theorem 5.3. If measurable bundles of C∗- dynamical systems (X(ω), ϕω, Tω) are
ergodic for almost all ω ∈ Ω, then (U , ϕ, T ) is ergodic.
Proof. The proof is obvious. 
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Let (U , ϕ, T ) be C∗-dynamical system over L0. Denote
UT = {x ∈ U : Tx = x}.
Proposition 5.4. Let (U , ϕ, T ) be C∗-dynamical system over L0, and (X(ω), ϕω, Tω)
be its measurable bundles of C∗- dynamical systems. Then the following assertions
hold true:
(i) if x̂ ∈ UT , then x ∈M(Ω, X) and x(ω) ∈ X(ω)Tω for almost all ω ∈ Ω;
(ii) If x(ω) ∈ X(ω)Tω for almost all ω ∈ Ω and x ∈M(Ω, X), then x̂ ∈ UT .
Proof. (i). Let x̂ ∈ UT (⊂ L0(Ω, X)). Then obviously x ∈ M(Ω, X). Since T x̂ = x̂,
we have that Tωx(ω) = (T x̂)(ω) = x(ω) for almost all ω ∈ Ω. This means that
x(ω) ∈ X(ω)Tω for almost all ω ∈ Ω.
(ii). Let x(ω) ∈ X(ω)Tω for almost all ω ∈ Ω and x ∈ M(Ω, X). Since Tωx(ω) =
x(ω) for almost all ω ∈ Ω we get T x̂ = T̂ωx(ω) = x̂(ω) = x̂. Thus x̂ ∈ U
T . 
Corollary 5.5. Let a measurable bundles of C∗- dynamical systems (X(ω), ϕω, Tω)
with ϕω is faithful state for almost all ω ∈ Ω, be ergodic. Then (L0(Ω, X), ϕˆ, T̂ ) is
an ergodic C∗-dynamical system over L0. Moreover, one has L0(Ω, X)
T̂ = L0eˆ.
Proof. From Theorem 5.3 we immediately find that (L0(Ω, X), ϕˆ, T̂ ) is ergodic.
Now ergodicity of (X(ω), ϕω, Tω) with the faithfulness of the state ϕω implies that
X(ω)T (ω) = Ce(ω) for almost all ω ∈ Ω. Hence, from Proposition 5.4 we find that
L0(Ω, X)
T̂ = L0eˆ 
Definition 5.6. Let (U , ϕ, T ) be C∗- dynamical system over L0. Then it is called
uniquely ergodic if
(5.2) (bo)− lim
1
n
n−1∑
k=0
T k(x) = ϕ(x)e.
From this definition we immediately find that unique ergodicity of (U , ϕ, T ) -C∗-
dynamical system over L0 implies its ergodicity. Moreover, in this case, we have
UT = L0e.
Theorem 5.7. Let (L0(Ω, X), ϕˆ, T̂ ) be C
∗-dynamical system over L0, and (X(ω), ϕω, Tω)
be its measurable bundles of C∗- dynamical systems. If (X(ω), ϕω, Tω) is uniquely
ergodic for almost all ω ∈ Ω, then (L0(Ω, X), ϕˆ, T̂ ) is uniquely ergodic.
Proof. Let measurable bundle of C∗– dynamical systems (X(ω), ϕω, Tω) be uniquely
ergodic for almost all ω ∈ Ω. According to Theorem 3.2 [19] we get
1
n
n−1∑
k=0
T kω (x(ω))→ ϕω(x(ω))e(ω)
in the norm of X(ω) for almost all ω ∈ Ω.
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From the equality
̂∥∥∥∥ 1n
n−1∑
k=0
T kω (x(ω))− ϕω(x(ω))e(ω)
∥∥∥∥
X(ω)
=
∥∥∥∥ 1n
n−1∑
k=0
T̂ k(x̂)− ϕ(x̂)ê
∥∥∥∥
L0(Ω,X)
we have
1
n
n−1∑
k=0
T̂ k(x̂)
(bo)
−→ ϕ(x̂)ê
in L0(Ω, X). 
Example 1. Let U = M2(L0) =
{(
α11 α12
α21 α22
)
: αij ∈ L0
}
be a martix C∗-
algebra over L0. Then X(ω) = M2(C). Let E : M2(C) ⊗M2(C) → M2(C) be the
canonical conditional expectation, i.e. E(x(ω)
⊗
y(ω)) = ϕω(y(ω))x(ω), where ϕω is
the canonical trace onM2(C). Take V ∈ M2(C)
⊗
M2(C) such that E(V V
∗) = e(ω).
Define (TV )ω : X(ω)→ X(ω) by
(TV )ωx(ω) = E(V (e(ω)⊗ x(ω))V
∗), x(ω) ∈ X(ω).
Let
H =

0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0

and V =
√
2
1+cosh(2β)
·eβH , then one can see that (T nV )ω → ϕωe(ω), i.e. (X(ω), ϕω, (TV )ω)
is uniquely ergodic (see [17]). Therefore, by Theorem 5.7 one finds that (M2(L0), ϕ̂ω, TV )
is uniquely ergodic.
Example 2. Let U = L0(Ω, C[0,1)) be the set all measurable by Bohner vec-
tor functions with values in C[0,1). Then with respect to L0- valued norm ‖x̂‖ =
‖x̂(ω)‖C[0,1) U is BKS [12], and moreover, it is a C
∗-algebra over L0 (see [2]). In
this case, by construction X(ω) = C[0,1) for almost all ω ∈ Ω. Consider on X(ω)
a state ϕω defined by ϕω(x(ω)) =
1∫
0
x(ω, t)dt, and Markov operator defined by
Tωx(ω, t) = x(ω, t + α(mod1)), where α an irrational number. One can see that
ω → ϕω(x(ω)) and ω → Tωx(ω, t) are measurable for every x ∈ L0(Ω, C[0,1)). By
[18, 23] the C∗- dynamical system (X(ω), Tω, ϕω) is uniquely ergodic.
Now let us define an L0–state and Markov operator on L0(Ω, C[0,1)), respectively,
by
ϕ̂(x̂) = ̂ϕω(x(ω)), T̂ (x̂) = ̂Tωx(ω, ·).
Then by Theorem 5.7 we obtain that (L0(Ω, C[0,1)), ϕ̂, T̂ ) is uniquely ergodic.
Let T : (L∞(Ω, X), ‖ · ‖∞)→ (L
∞(Ω, X), ‖ · ‖∞) be a Markov operator and ϕ be
a state in L∞(Ω, X).
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Definition 5.8. The triple (L∞(Ω, X), T, ϕ) is called L∞- uniquly ergodic with
respect to ϕ if
1
n
n−1∑
k=0
T k(x)→ ϕ(x)e
where convergence is by the norm ‖ · ‖∞.
Let Tω : X(ω)→ X(ω) be a collection of Markov operators and ϕω be a collection
states in X(ω).
Definition 5.9. A collection {Tω : ω ∈ Ω} is called uniformly uniquely ergodic with
respect to ϕω if
lim
n→∞
sup
ω∈Ω
∥∥∥∥ 1n
n−1∑
k=0
T kω (x(ω))− ϕω(x(ω))e(ω)
∥∥∥∥
X(ω)
= 0.
Let
Tω(x(ω)) = ℓ(Tx)(ω)
and
ϕω(x(ω)) = p(ϕ(x))(ω)
for any x ∈ L∞(Ω, X).
Theorem 5.10. If (L∞(Ω, X), T, ϕ) is L∞– uniquely ergodic with respect to ϕ, then
(X(ω), Tω, ϕω) is uniformly uniquely ergodic for all ω ∈ Ω.
Proof. If x ∈ L∞(Ω, X), then∥∥∥∥ 1n
n−1∑
k=0
T kω (ℓ(x)(ω))− ϕω(ℓ(x)(ω))ℓ(e)(ω)
∥∥∥∥
X(ω)
=
∥∥∥∥ 1n
n−1∑
k=0
ℓ(T k(x))(ω)− ℓ(ϕ(x)e)(ω)
∥∥∥∥
X(ω)
=
∥∥∥∥ℓ
(
1
n
n−1∑
k=0
T k(x)− ϕ(x)e
)
(ω)
∥∥∥∥
X(ω)
= p
(∥∥∥∥ 1n
n−1∑
k=0
T k(x)− ϕ(x)e
∥∥∥∥
)
(ω)
≤
∥∥∥∥p
(∥∥∥∥ 1n
n−1∑
k=0
T k(x)− ϕ(x)e
∥∥∥∥
)∥∥∥∥
L∞(Ω)
=
∥∥∥∥
(∥∥∥∥ 1n
n−1∑
k=0
T k(x)− ϕ(x)e
∥∥∥∥
)∥∥∥∥
L∞(Ω)
=
∥∥∥∥ 1n
n−1∑
k=0
T k(x)− ϕ(x)e
∥∥∥∥
∞
(5.3)
for all ω ∈ Ω.
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Therefore
sup
ω∈Ω
∥∥∥∥ 1n
n−1∑
k=0
T kω (x(ω))− ϕω(x(ω))e(ω)
∥∥∥∥
X(ω)
≤
∥∥∥∥ 1n
n−1∑
k=0
T k(x)− ϕ(x)e
∥∥∥∥
∞
.
As (L∞(Ω, X), T, ϕ) is L∞– uniquely ergodic with respect to ϕ, then we get that
(X(ω), Tω, ϕω) is uniformly uniquely ergodic for all ω ∈ Ω. 
We note that the reverse of the previous theorem is also true, which immediately
follows from (5.3).
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