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This paper is concerned with blowup of positive solutions to a
Cauchy problem for a parabolic–elliptic system
{
Ut = ∇ · (∇U − U∇V ) in RN × (0, T ),
0= V + U in RN × (0, T ).
We say that a solution (U , V ) blows up at t = T if
limsupt→T |U (t)|∞ = ∞ with L∞-norm | · |∞ in RN . When a so-
lution (U , V ) blows up at t = T , the blowup is called of type I
if limsupt→T (T − t)|U (t)|∞ < ∞ and of type II otherwise. It was
shown in Herrero and Velázquez (1996) [12] and Mizoguchi and
Senba (2007) [20] that there exist radial type II blowup solutions
for N = 2 or N  11. When 3 N  9, type II blowup solutions
were given by formal analysis in Brenner et al. (1999) [2] and Her-
rero et al. (1997) [10]. We give a suﬃcient condition for a solution
to exhibit type I blowup in the case of 3 N  9.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We are concerned with blowup of solutions to a parabolic–elliptic system{
Ut = ∇ · (∇U − U∇V ) in RN × (0, T ),
0 = V + U in RN × (0, T ) (1.1)
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a model for several biological problems (e.g. [13]) and physical problems (e.g. [1]). In a biological
problem, the system (1.1) describes that cellular slime molds aggregate owing to the motion of the
cells towards higher concentration of a chemical substance produced by themselves. In the model,
U (x, t) and V (x, t) represent the density of cells and the concentration of the chemical substance,
respectively. We say that a solution (U , V ) of (1.1) blows up at t = T < ∞ if limsupt→T |U (t)|∞ = ∞
with the L∞-norm | · |∞ in RN . When a solution (U , V ) blows up at t = T , the blowup is called of
type I if limsupt→T (T − t)|U (t)|∞ < ∞ and of type II otherwise.
Let us restrict ourselves to consideration of radial solutions and write (U (x, t), V (x, t)) =
(U (r, t), V (r, t)) with r = |x|. For a radial solution (U , V ) of (1.1), set
u(r, t) = 1
rN
r∫
0
U (ξ, t)ξN−1 dξ for r > 0. (1.2)
Then u satisﬁes ⎧⎨
⎩ut = urr +
N + 1
r
ur + u(rur + Nu) in (0,∞) × (0, T ),
u(r,0) = u0(r) 0 in [0,∞).
(1.3)
For a radial solution (U , V ) blowing up at t = T , let B(U ) be the blowup set of (U , V ), that is, the set
of r  0 satisfying U (rn, tn) → ∞ as n → ∞ along some sequence {(rn, tn)} with rn → r and tn → T
as n → ∞. For a solution u of (1.3), the blowup set B(u) is similarly deﬁned.
For N  3, we ﬁnd radial type I blowup solutions of (1.1) in [11,21,22] which are backward self-
similar. On the other hand, if N = 2 or N  11, then there exist radial type II blowup solutions of (1.1)
with B(U ) = {0} by [12,20]. When 3 N  9, type II blowup solutions with B(U ) = {0} were obtained
in [2,10] by formal analysis.
According to [9], any type I blowup solution (U , V ) with B(U ) = {0} behaves asymptotically like
a backward selfsimilar solution around the origin near blowup time. However it has been unknown
what condition induces type I blowup. Our purpose is to give a suﬃcient condition for type I blowup
in the case of 3 N  9.
We consider the following conditions on a radial solution (U , V ) of (1.1) with nonnegative initial
data (U0, V0):
(C1) U0(r) is nonincreasing in [0,∞);
(C2) B(U ) = [0,∞).
Let u0 be the initial data of u deﬁned by (1.2). It is immediate that (C1) implies
(A1) u0(r) is nonincreasing in [0,∞).
For positive constants a and b, we write a  1 and b 	 1 if a and b are suﬃciently large and suﬃ-
ciently small, respectively. Let
(A2) u0(r) c0r−1 for r  1 with some constant c0 > 0;
(A3) B(u) = [0,∞).
We easily see that (A3) implies (C2) under (C1).
The deﬁnition of type I and type II blowup for u is done replacing U by u. The following is our
main theorem.
Theorem 1.1. Let 3 N  9. If a blowup solution u of (1.3) satisﬁes (A1)–(A3), then u exhibits type I blowup.
If a blowup solution (U , V ) of (1.1) fulﬁlls (C1) and (A3), then the blowup of (U , V ) is of type I.
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the hypotheses in Theorem 1.1 are satisﬁed by type II blowup solutions and their means obtained in
[12,20].
Remark 1.1. For each type II blowup solution formally constructed in [2,10] in the case of 3 N  9,
its mean satisﬁes the conditions (A2), (A3). On the other hand, the mean lacks the monotonicity with
respect to r.
This paper is organized as follows: In Section 2, we obtain essential results using a backward
uniqueness theorem due to [5], which play crucial roles in the proof of Theorem 1.1. We also collect
some properties of regular stationary solutions and backward selfsimilar blowup solutions to (1.3).
We give two different proofs to Theorem 1.1. One is based on the braid group theory (Section 3).
The other uses an analytic method (Section 4), which is similar to the argument adapted to show the
nonexistence of radial type II blowup solutions to a semilinear heat equation ut = u+ |u|p−1u for p
in some range in [19]. We need a slightly stronger assumption in our analytic proof than in the proof
using the braid group theory.
2. Preliminary results
For a solution u of (1.3) and T > 0, put
w(η, s) = (T − t)u(r, t), η = (T − t)−1/2r, s = − log(T − t). (2.1)
Then w satisﬁes
ws = wηη + N + 1
η
wη − η
2
wη − w + w(ηwη + Nw) in (0,∞)× (sT ,∞), (2.2)
where sT = − log T .
The following implies that any blowup at r = 0 is of type I.
Proposition 2.1. Let N  3. Fix a constant k ∈ (0,1) arbitrarily. Let λR be the ﬁrst eigenvalue of{−φ = λφ in BR ,
φ = 0 on ∂BR ,
where BR = {x ∈ RN+2: |x| < R}. Denote by φR the ﬁrst eigenfunction normalized in L1(BR) with φR > 0
in BR . Let u be a solution of (1.3) with blowup time T satisfying (A1), and let w be the corresponding solution
of (2.2) through (2.1). Then we have
u(r, t) 2(N + 2)
N − 2 ·
1
kN+2φ1(k)
(
k2
r2
λ1 + (T − t)−1
)
in (0,∞) × [0, T ) (2.3)
and
w(η, s) 2(N + 2)
N − 2 ·
1
kN+2φ1(k)
(
k2
η2
λ1 + 1
)
in (0,∞)× [sT ,∞). (2.4)
Proof. Fix R > 0 arbitrarily. We ﬁrst note that
λR = λ12 (2.5)R
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φR(x) = 1
RN+2
φ1
(
x
R
)
in BR . (2.6)
It is known that φR(r) is nonincreasing with respect to r = |x|. Since (A1) implies wη(η, s)  0 in
[0,∞)× [sT ,∞), we have
ws 
1
ηN+1
(
ηN+1wη
)
η
− w + η(w
2)η
2
+ Nw2 in (0,∞)× (sT ,∞). (2.7)
Multiplying (2.7) by φRηN+1 and integrating over [0, R], it follows from Jensen’s inequality that
d
ds
R∫
0
w(s)φRη
N+1 dη
−(λR + 1)
R∫
0
w(s)φRη
N+1 dη + N − 2
2
R∫
0
w(s)2φRη
N+1 dη
−(λR + 1)
R∫
0
w(s)φRη
N+1 dη + N − 2
2
( R∫
0
w(s)φRη
N+1 dη
)2
for s sT . Putting
W (s) =
R∫
0
w(s)φRη
N+1 dη for s sT ,
we get
W ′(s)−(λR + 1)W (s) + N − 2
2
W (s)2 for s sT .
Since W (s) exists globally in s, we have
−(λR + 1)W (s) + N − 2
2
W (s)2  0 for s sT .
For each η > 0 and k ∈ (0,1), taking R > k/η, this implies
η∫
0
w(s)φR η˜
N+1 dη˜W (s) 2
N − 2 (λR + 1) for s sT . (2.8)
Since w(η, s) and φR(η) are nonincreasing with respect to η for s  sT , the inequality (2.4) follows
from (2.6) and (2.8).
The inequality (2.4) can be written easily as (2.3). 
Proposition 2.1 is not used in the proof of the main theorems. We include it as a property in the
present paper.
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positive constants c, K and R such that
u(r, t) ceNKtr−1 in [R,∞) × [0, T ).
Proof. From (A1) and (A3), there exists K > 0 such that
u(r, t) K in [R,∞) × [0, T ). (2.9)
Since ur(r, t) 0 in [0,∞)× (0, T ) by (A1) and the comparison theorem, we have
ut  urr + N + 1
r
ur + Nu2 in (0,∞)× (0, T ).
Hence it follows from (2.9) that
ut  urr + N + 1
r
ur + NKu in (R,∞)× (0, T ).
Putting v(r, t) = e−NKtu(r, t), we have
vt  vrr + N + 1
r
vr in [R,∞) × (0, T ). (2.10)
It follows from (A2) and (2.9) that
v0(r) ≡ u0(r) cr−1 in [R,∞)
and
v(R, t) cR−1 in [0, T )
for some c > 0. Setting v(r) = cr−1, we easily see
vrr + N + 1
r
vr < 0 in (0,∞) (2.11)
from N  3. It follows from (2.10) and (2.11) that
v(r, t) v(r) = cr−1 in [R,∞) × [0, T ),
by the comparison theorem. This completes the proof. 
The following lemma is an immediate conclusion of (C1) and (C2). Then, we omit the proof.
Lemma 2.2. Let N  3. Under (C1) and (C2), let (U , V ) be a solution of (1.1) blowing up at t = T . Then there
exist positive constants K and R such that
U (r, t) K in [R,∞) × [0, T ).
The following was obtained in [5].
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|u + ut | M
(|u| + |∇u|) in Q R,T
and
∣∣u(x, t)∣∣ M exp(M|x|2) in Q R,T
for some constant M > 0. If u(x,0) = 0 for any x ∈ RN \ BR , then u vanishes identically in Q R,T .
In [19], the nonexistence of type II blowup solution to a semilinear heat equation was shown
without hypothesis on the number of intersections between the solution and the singular stationary
solution using Proposition 2.2.
Let ϕ∞ be a singular stationary solution of (1.3) deﬁned by
ϕ∞(r) = 2
r2
for r > 0. (2.12)
Lemma 2.3. Assume (A1)–(A3), or assume (C1) and (A3). Let u be a solution of (1.3) blowing up at t = T .
Then there exist δ0 > 0, R > 0, t0 ∈ [0, T ) such that∣∣u(R, t)− ϕ∞(R)∣∣ δ0 for t ∈ [t0, T ).
Proof. Put p(r, t) = u(r, t)− ϕ∞(r) in (0,∞) × [0, T ). Since
ruur − rϕ∞(ϕ∞)r = r(u − ϕ∞)ur + rϕ∞(u − ϕ∞)r,
we have
pt = prr + N + 1
r
pr + rur p + rϕ∞pr + N(u + ϕ∞)p in (0,∞) × (0, T ).
By Lemmas 2.1, 2.2 and rur = −Nu + U , we get∣∣rur(r, t)∣∣ and u(r, t) K in [R,∞) × [0, T )
for some positive constants K and R . Let p(r, T ) = limt→T p(r, t) for r  R . According to Proposi-
tion 2.2, there exists r0  R such that p(r, T ) = 0. This implies the conclusion. 
For a function f ≡ 0 on [a,b] with 0  a < b ∞, let z( f : [a,b)) be the supremum over all j
such that there exist a  r1 < r2 < · · · < r j+1 < b with f (ri) · f (ri+1) < 0 for i = 1,2, . . . , j. Denote
z( f : [a,b)) by z( f ) when a = 0 and b = ∞.
We show the following result similarly to [1].
Lemma 2.4. For a > 0, let ϕa be a positive solution of⎧⎨
⎩ϕ
′′ + N + 1
r
ϕ′ + ϕ(rϕ′ + Nϕ)= 0 in (0,∞),
ϕ′(0) = 0, ϕ(0) = a.
(2.13)
If 3 N  9, then z(ϕa − ϕ∞) = ∞.
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and
Φ ′′ + (N − 2)Φ ′ + (N − 2)Φ(Φ + 2)+Φ ′Φ = 0 for s ∈ (−∞,∞). (2.14)
Putting Ψ = (N − 2)Φ +Φ ′ , the functions Φ and Ψ satisfy
{
Φ ′ = −(N − 2)Φ +Ψ,
Ψ ′ = −2(N − 2)Φ −ΦΨ (2.15)
and
d
ds
E(Φ,Ψ ) = −(N − 2)Φ(s)2  0,
where
E(Φ,Ψ ) = 1
2
Φ2 +Ψ − 2(N − 2) log
∣∣∣∣Ψ + 2(N − 2)2(N − 2)
∣∣∣∣. (2.16)
The solution ϕ to (2.13) corresponds to the solution (Φ,Ψ ) to (2.15) satisfying
lim
s→−∞
(
Φ(s),Ψ (s)
)= (−2,−2(N − 2)), lim
s→∞
(
Φ(s),Ψ (s)
)= (0,0).
By Ψ ≡ −2(N − 2) and (2.16), we have Ψ > −2(N − 2). Two points (−2,−2(N − 2)) and
(0,0) are equilibrium points of the system (2.15). The function E satisﬁes E(0,0) = 0 and
lim(Φ,Ψ )→(−2,−2(N−2)) E(Φ,Ψ ) = ∞. The eigenvalues of the linearized system of (2.15) around (0,0)
are (−N + 2± √(N − 2)(N − 10))/2. Then, we observe that lims→∞(Φ(s),Ψ (s)) = (0,0) and that Φ
has inﬁnitely many zeros in (−∞,∞) from 3 N  9. This completes the proof. 
The following two lemmas were shown in [21] (also see [3,6,9]).
Lemma 2.5. Let 3 N  9. For a > 0, let ψa be a solution of
⎧⎨
⎩ψ
′′ + N + 1
η
ψ ′ − η
2
ψ ′ −ψ +ψ(ηψ ′ + Nψ)= 0 in (0,∞),
ψ ′(0) = 0, ψ(0) = a.
(2.17)
Then there exists {an} with an → ∞ as n → ∞ such that ψan > 0 in [0,∞) and z(ψan −ϕ∞) = 2n for each n.
Let Rn be the (2n)th zero of ψan − ϕ∞ . The zero Rn satisﬁes Rn  2
√
N − 1 for each n.
Lemma 2.6. Let 3  N  9. Let ψan be as in Lemma 2.5. Then cn = limη→∞ η2ψan (η) exists and cn → 2
as n → ∞. Moreover |ψan (η) − ϕ∞(η)| → 0 and η2|ψan (η) − ϕ∞(η)| → 0 locally uniformly in (0,∞) as
n → ∞.
3. Proof based on the braid group
In this section, we prove Theorem 1.1 making use of the braid group theory. Let us review the
basic facts to apply the braid group theory to our situation (see [15,17] and [18]).
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ﬁgure
and by I the trivial braid in G:
It is well known that Artin’s formula
XY X = Y XY (3.1)
is valid. It follows from (3.1) that
XY 2XY 2 = Y X2Y X2 = XY X2Y X = Y XY 2XY
= X2Y X2Y = Y 2XY 2X = XY XY XY = Y XY XY X . (3.2)
We also see
Y 2k XY = XY X2k and X2kY X = Y XY 2k (3.3)
for each positive integer k. In fact, it is immediate from (3.1) when k = 1. Suppose that (3.3) with a
positive integer k holds. Then
Y 2(k+1)XY = Y 2Y 2k XY = Y 2XY X2k = XY X2X2k = XY X2(k+1).
This implies Y 2k XY = XY X2k for any positive integer k. The same argument yields the second equality
in (3.3) for each positive integer k.
For A, B ∈ G, we say that A is equivalent to B , if A is modiﬁed to B by applying (3.1) at most
ﬁnitely many times. Denote by A ∼ B the relation. In other words, A ∼ B iff A is topologically equiv-
alent to B . A ∈ G is called a positive braid if it contains neither X−1 nor Y−1. Denote by G+ the
semigroup of positive braids in G. For A ∈ G+ , denote by (A) the number of intersections included
in A. If A ∼ B for A, B ∈ G+ , then (A) = (B) [8].
Let X and Y be the following two matrices:
X =
(−t t
0 1
)
, Y =
(
1 0
1 −t
)
with t ∈ R. When A ∈ G is written as
A = Xi1Y j1 Xi2Y j2 · · · Xin Y jn
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A = X i1 Y j1 X i2 Y j2 · · · X in Y jn .
Then A is called the Burau representation of A. If A ∼ B for A, B ∈ G, then A = B for all t for their
Burau representations A, B (even for braid groups with k strands with k 3). Moreover the converse
statement is valid for braid groups of three strands. In the rest of this section, we denote by A the
Burau representation A of A ∈ G for simplicity. Since XY XY XY = t3 I with the unit matrix I by easy
calculation, we have
XY 2XY 2 = Y X2Y X2 = XY X2Y X = Y XY 2XY
= X2Y X2Y = Y 2XY 2X = XY XY XY = Y XY XY X = t3 I (3.4)
from (3.1).
We next state the deﬁnition of parabolic reduction introduced in [14]. Let A, B ∈ G+ . We say that
B is a simple parabolic reduction of A if there exist C, C˜, D, D˜ ∈ G+ with C˜ ∼ C and D˜ ∼ D such that
A ∼ C X2D, B ∼ C˜ D˜ or A ∼ CY 2D, B ∼ C˜ D˜,
and denote by A 1 B . If there exist A1, A2, . . . , Ak ∈ G+ with some positive integer k such that
A1 A11 A21 · · ·1 Ak1 B , then B is called a parabolic reduction of A, and it is denoted by
A B .
Following [7] and [8], let a(s),b(s) ∈ R with a(s) < b(s) for s ∈ [S1, S2]. Let v1, v2 and v3 be
solutions of a parabolic equation
vs = α(r)vrr + β(r)vr + f (r, v) in
(
a(s),b(s)
)
for s ∈ (S1, S2). (3.5)
Here α,β and f are smooth and α is positive for r ∈ [a(s),b(s)] and s ∈ [S1, S2].
When vi(s) and v j(s) with i = j transversally intersect at each of their intersections, that is, any zero
of vi(s) − v j(s) is nondegenerate, let us consider these three solutions v1, v2 and v3 in the space
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Then (v1, v2, v3) can be regarded as an element of G+ like the following ﬁgure.
The following result was shown in [14] and [17] (also see [15] and [18]).
Proposition 3.1. Let A, B, H ∈ G+ . If H A HB, then A B. If AH BH, then A B.
We obtain a lemma for concrete braids.
Lemma 3.1. For positive integers  and n, let C,n = (XY 2X)Y 2n+1 and D,n = X2Y 2n+1X2 . If n  , then
C,n  D,n.
Proof. We ﬁrst observe
(
XY 2X
)
Ym = t3Ym−2 (3.6)
for positive integers  and m with m 2. Indeed, it follows from (3.4) that
(
XY 2X
)
Ym = (XY 2X)−1XY 2XY 2Ym−2
= t3(XY 2X)−1Ym−2
= t3(XY 2X)−2XY 2XY 2Ym−2·2
= t3·2(XY 2X)−2Ym−2·2
...
= t3Ym−2.
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t3(−1)Y 2(n−)+1 · Y X2Y X2 X2Y 2n+1X2.
Then we get
t3(−1)Y 2(n−)+2 · X2Y  X2Y 2n+1X2(−1)
by Proposition 3.1. By an argument similar to the above, we have
t3(−2)Y 2(n−)+2X2Y · Y X2Y X2 X2Y 2n+1X2(−1)
and hence
t3(−2)Y 2(n−)+2 · X2Y 2X2Y  X2Y 2n+1X2(−2).
In the same way, we see
t3(−3)Y 2(n−)+2 · X2Y 2X2Y 2X2Y  X2Y 2n+1X2(−3).
Repeating this process, we have
Y 2(n−)
(
Y 2X2
)
Y  X2Y 2n+1
and hence
Y 2(n−)
(
Y 2X2
) X2Y 2n (3.7)
from Proposition 3.1. Since the both sides of (3.7) contain neither XY X nor Y XY , the parabolic re-
duction is carried out by removing X2 (− 1) times. Therefore we ﬁnally have
Y 2k X2Y 2(n−k) = X2Y 2n (3.8)
for some positive integer k with k n. Recall
X =
(−t t
0 1
)
and Y =
(
1 0
1 −t
)
.
A straightforward calculation yields
X2 =
(
(−t)2 t − t2
0 1
)
, Y i =
(
1 0∑i−1
j=0(−t) j (−t)i
)
for any positive integer i. Therefore we have
Y 2k X2Y 2(n−k)
=
(
(−t)2 t − t2
(−t)2∑2k−1j=0 (−t) j (t − t2)∑2k−1j=0 (−t) j + (−t)2k
)(
1 0∑2(n−k)−1
j=0 (−t) j (−t)2(n−k)
)
=
(
a11 a12
a21 a22
)
,
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a11 = (−t)2 +
(
t − t2)2(n−k)−1∑
j=0
(−t) j,
a12 = (−t)2(n−k)
(
t − t2),
a21 = (−t)2
2k−1∑
j=0
(−t) j +
{(
t − t2) 2k−1∑
j=0
(−t) j + (−t)2k
} 2(n−k)−1∑
j=0
(−t) j,
a22 = (−t)2(n−k)
{(
t − t2)2k−1∑
j=0
(−t) j + (−t)2k
}
.
We also have
X2Y 2n =
(
(−t)2 + (t − t2)∑2n−1j=0 (−t) j (−t)2n(t − t2)∑2n−1
j=0 (−t) j (−t)2n
)
.
It follows from (3.8) that
(−t)2(n−k)(t − t2)= (−t)2n(t − t2) for all t ∈ R.
This contradiction completes the proof. 
Lemma 3.2. For positive integers  and n, let A,n = (XY 2X)Y 2n, Aˆ,n = (XY 2X)XY X2n, B,n =
X2Y 2n XY 2X and Bˆ,n = X2Y 2n XY 2+1 . If n , then A,n  B,n. If n + 1, then Aˆ,n  Bˆ,n.
Proof. Let C,n and D,n be as in Lemma 3.1. Assuming that A,n B,n , we have
(
XY 2X
)
Y 2n X2Y 2n XY 2X
and hence
(
XY 2X
)
Y 2n+1 X2Y 2n XY 2XY
= X2Y 2n X · XY X2
= X2Y 2n X2Y X2
 X2Y 2n+1X2
from (3.3). Therefore we obtain C,n D,n , which contradicts Lemma 3.1. This completes the proof
of the ﬁrst assertion.
Suppose that Aˆ,n Bˆ,n and n + 1, that is,
(
XY 2X
)
XY X2n X2Y 2n XY 2+1 and n + 1.
Then we obtain (
XY 2X
)
XY X2nY X X2Y 2n XY 2+1Y X . (3.9)
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(
XY 2X
)
XY X2nY X = (XY 2X)Y 2n XY Y X
= (XY 2X)Y 2(n−1)Y 2XY 2X
= t3(XY 2X)Y 2(n−1)
= t3(+1)Y 2(n−1−)
= (XY 2X)+1Y 2n.
Hence we have
(
XY 2X
)+1
Y 2n X2Y 2n XY 2(+1)X
from (3.9), that is, A+1,n B+1,n . This contradicts the ﬁrst assertion, which completes the proof. 
We are now in a position to prove Theorem 1.1.
Proof of Theorem 1.1. On the contrary, suppose that there exists a solution u of (1.3) which undergoes
type II blowup at t = T . Let ψa be a solution of (2.17) with ψa > 0 in [0,∞). Denote by ua and
u˜a the backward selfsimilar solutions of (1.3) corresponding to ψa blowing up at t = T and t = T˜ ,
respectively, that is,
ua(r, t) = (T − t)−1ψa
(
(T − t)−1/2r) in [0,∞) × (0, T )
and
u˜a(r, t) = (T˜ − t)−1ψa
(
(T˜ − t)−1/2r) in [0,∞)× (0, T˜ ).
Write un = uan and u˜n = u˜an for the sequence {an} in Lemmas 2.5, 2.6. From Lemma 2.3, there exist
constants δ0 > 0, R > 0 and t0 ∈ [0, T ) such that∣∣u(R, t)− ϕ∞(R)∣∣ δ0 for t ∈ [t0, T ) (3.10)
and hence
z
(
u(t)− ϕ∞ : [0, R]
)= k for t ∈ [t0, T )
with some positive integer k. By Lemma 2.6, for n  1, we have
∣∣ψan(η)− ϕ∞(η)∣∣ εη−2 for η d,
with 0< d < (T − t0)−1/2R and ε = δ0R2/2. Hence we have∣∣un(R, t)− ϕ∞(R)∣∣ δ0/2 for t ∈ [t0, T )
and
∣∣u˜n(R, t)− ϕ∞(R)∣∣ δ0/2 for t ∈ [t0, T˜ ).
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Therefore it follows from (3.10) that∣∣u(R, t)− ϕ∞(R)∣∣> ∣∣un(R, t)− ϕ∞(R)∣∣ for t ∈ [t0, T ) (3.11)
and ∣∣u(R, t)− ϕ∞(R)∣∣> ∣∣u˜n(R, t)− ϕ∞(R)∣∣ for t ∈ [t0, T˜ ). (3.12)
Consequently there exist t1 ∈ [t0, T ) and n  1 such that
(i) z(un(t) − ϕ∞ : [0, R]) = 2n k for t ∈ [t1, T );
(ii) un(0, t1) > u(0, t1);
(iii) z(u(t1)− un(t1) : [0, R]) = k;
(iv) un(t1) is suﬃciently close to ϕ∞ in (0,∞)
by Lemmas 2.5, 2.6. If T˜ ∈ (0, T ) is suﬃciently close to T , then (i)–(iv) hold with un and T replaced
by u˜n and T˜ , respectively.
We ﬁrst consider the case where k is even, that is, k = 2 for a nonnegative integer . If  = 0,
then
u(r, t1) un(r, t1) in [0, R]
and
u(R, t) < un(R, t) in [t1, T ).
Then we have
u(r, t) < un(r, t) in [0, R] × [t1, T )
by the comparison theorem. This contradicts that u undergoes type II blowup at t = T .
Let us illustrate the three solutions u,un and ϕ∞ at t = t1 in Fig. 1 when  =m = 3.
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The three solutions u(t1),un(t1) and ϕ∞ in [0, R] are converted to a braid in Fig. 2.
We can draw similarly the braid associated with u(t1), u˜n(t1) and ϕ∞ in [0, R] if T˜ ∈ (0, T ) is
suﬃciently close to T . The braid corresponding to u(t1), u˜n(t1) and ϕ∞ in [0, R] is equivalent to A,n
by Artin’s formula, where A,n is as in Lemma 3.2 (see Fig. 3).
Since u and un undergo type II and type I blowup at t = T , respectively, there exists t2 ∈ (t1, T )
such that
u(0, t2) > un(0, t2). (3.13)
If T˜ ∈ (0, T ) is suﬃciently close to T , we have (3.13) with un replaced by u˜n . For a positive integer i,
denote by ri(t) and r˜i(t) the ith zeros of u(t) − ϕ∞ and u˜n(t) − ϕ∞ , respectively, where zeros are
numbered in ascending order. Since u˜n blows up at t = T˜ < T , there exists t3 ∈ (t2, T ) such that
u˜n(0, t3) > u(0, t3) and r˜2n(t3) < r1(t3). (3.14)
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u(t3), u˜n(t3) and ϕ∞ .
The function u(t) − u˜n(t) loses at least two zeros at r = 0 from t = t1 to t = t3. The number of such
zeros is even. We leave two zeros of u(t) − u˜n(t) disappearing at r = 0 in the braid at t = t3, which
gives no effect to other parts. Consequently, we obtain A,n B,n . This contradicts Lemma 3.2.
We next suppose that k is odd, that is, k = 2+ 1 for a nonnegative integer . When  = 0, we see
u˜n(r, t) < u(r, t) in [0, R] × [t2, T˜ )
since z(u(t1)− u˜n(t1) : [0, R]) = 1. Then, u˜n does not blow up at t = T˜ < T . This is a contradiction.
When   1, we take the same steps as the case where k is even. Let Aˆ,n and Bˆ,n be as in
Lemma 3.2. The braid corresponding to u(t1), u˜n(t1), ϕ∞ is equivalent to Aˆ,n . The braid Bˆ,n is a
parabolic reduction of the braid associated with u(t3), u˜n(t3), ϕ∞ . Thus we obtain Aˆ,n Bˆ,n . This
contradicts Lemma 3.2, which completes the proof for u. The assertion for (U , V ) immediately follows
from that for u. 
4. Analytic proof of Theorem 1.1
In this section, we give an analytic proof of Theorem 1.1 under the hypotheses (C1), (A2) and (A3).
Lemma 4.1. Under (C1) and (A3), let (U , V ) be a radial solution of (1.1) blowing up at t = T and let u be
deﬁned by (1.2). Then there exist constants R > 0 and t0 ∈ [0, T ) such that ut(R, t) = 0 for t ∈ [t0, T ).
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there exist positive constants C0 and R˜ such that
u(r, t) and U (r, t) C0 in [R˜,∞)× [0, T ),
by (C1), (A3) and the comparison theorem. Combining this with
ur = −N
r
u + 1
r
U
and (A1) implies ∣∣rur(r, t)∣∣ C1 in [R˜,∞) × [0, T ) (4.1)
for some C1 > 0. Differentiating (1.3) in t , we see
(ut)t = (ut)rr + N + 1
r
(ut)r + ru(ut)r + rurut + 2Nuut . (4.2)
By Proposition 2.2, Lemma 2.1 and (4.1), there exists R > 0 such that ut(R, T ) = 0. This yields the
conclusion. 
Throughout the rest of this section, we assume the hypotheses (C1), (A2) and (A3). According to
Lemma 4.1, we have
z
(
ut : [0, R]
)
< ∞ for t ∈ (0, T ).
If ut(0, tˆ) = (ut)r(0, tˆ) = 0 for some tˆ ∈ (0, T ), then ut(r, t) loses at least one zero at t = tˆ (e.g. [4]).
Since u(0, t) = |u(t)|∞ and u blows up in ﬁnite time, there exists t1 ∈ [0, T ) such that
ut(0, t) > 0 in [t1, T ). (4.3)
We follow the argument to prove Proposition 4.1 in [16]. Put M(t) = |u(t)|∞ for t ∈ [0, T ). It follows
from (4.3) that
0 M ′(t) M(t)2 in [t1, T ) (4.4)
and hence
0
(
1
M(t)
)′
−1 in [t1, T ). (4.5)
Since M(t) → ∞ as t → T by (4.3), we get
1
M(t)
→ 0 as t → T .
Set
τ =
t∫
M(s)ds.0
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τ  log T
T − t → ∞ as t → T .
Writing ρ(τ ) = 1M(t) , we have
dτ
dt
= M(t) = 1
ρ(τ )
and
dt
dτ
= ρ(τ )
and hence
T − t =
∞∫
τ
ρ(s)ds.
Put
v(η, τ ) = M(t)−1u(r, t) and r = M(t)−1/2η.
Then v satisﬁes
vτ = vηη + N + 1
η
vη + v(ηvη + Nv)− σ(τ )
(
η
2
vη + v
)
in (0,∞)× (0,∞), (4.6)
where
σ(τ ) = −ρ
′(τ )
ρ(τ )
= M
′(t)
M(t)2
. (4.7)
It follows from (4.4) that
0 σ(τ ) 1 in (0,∞). (4.8)
Put
ξ(τ ) = ρ(τ )∫∞
τ ρ(s)ds
= 1
(T − t)M(t) .
Since u undergoes type II blowup at t = T , there exists {τn} with τn → ∞ as n → ∞ such that
ξ(τn) → 0 as n → ∞. An easy calculation yields
σ(τ ) = −ξτ
ξ
+ ξ in (0,∞) (4.9)
from (4.7) and hence
−ξ  ξτ  ξ2 in (0,∞) (4.10)
by (4.8).
The following was given in Lemma 4.2 in [16]. We write the proof for readers’ convenience.
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max
τ∈[an,an+k]
∣∣ξ(τ )∣∣→ 0 as n → ∞ (4.11)
and
an+k∫
an
σ(τ )dτ → 0 as n → ∞. (4.12)
Proof. We divide into two cases:
(i) ξ(τ ) → 0 as τ → ∞;
(ii) ξ(τ ) 0 as τ → ∞.
It follows from (4.9) that
a+k∫
a
σ(τ )dτ = log ξ(a)
ξ(a+ k) +
a+k∫
a
ξ(τ )dτ for a > 0. (4.13)
In the case of (i), the statement (4.11) is trivial. Suppose that (4.12) does not hold. Then there
exists δ0 > 0 such that
a+k∫
a
σ(τ )dτ  δ0 for a  1. (4.14)
It follows from (4.11) and (4.13) that
ξ(a)
ξ(a+ k)  1+
δ0
2
for a  1.
Therefore we have
a+( j+1)k∫
a+ jk
ξ(τ )dτ 
(
1+ δ0
2
)− j a+k∫
a
ξ(τ )dτ for j = 1,2, . . .
and hence
∞∫
0
ξ(τ )dτ < ∞. (4.15)
By the deﬁnition of ξ(τ ), we have
∞∫
0
ξ(τ )dτ =
[
− log
∞∫
τ
ρ(s)ds
]∞
0
= ∞.
This contradicts (4.15), which implies (4.12).
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τ˜1 < τ1 < τ˜2 < τ2 < · · · < τ˜n < τn < · · · → ∞ as n → ∞,
ξ(τ˜n) δ1 for n = 1,2, . . .
and
ξ(τn) → 0 as n → ∞.
If necessary, we retake {τn} so that
ξ(τn) = min
τ∈[τ˜n,τ˜n+1]
ξ(τ ).
Since ξ(τ ) varies slowly near τ = τn for n  1 by (4.10), there exist {an}, {bn} with an ∈ (τ˜n, τn),
bn ∈ (τn, τ˜n+1) and bn − an = k for n  1 such that
ξ(an) = ξ(bn) = max
τ∈[an,bn]
ξ(τ ) → 0 as n → ∞,
that is, (4.11) is valid. It follows from (4.13) that
an+k∫
an
σ(τ )dτ = log ξ(an)
ξ(bn)
+
bn∫
an
ξ(τ )dτ
=
bn∫
an
ξ(τ )dτ → 0 as n → ∞,
which means (4.12). This completes the proof. 
By (4.8) and Lemma 4.2, we obtain
σ(τ + an) → 0 in L1(0,k) as n → ∞.
Therefore the following result is obtained by the diagonalization argument.
Lemma 4.3. There exist {an} and {kn} with an → ∞ and kn → ∞ as n → ∞ such that
max
τ∈[an,an+kn]
∣∣ξ(τ )∣∣→ 0 as n → ∞
and
|σ |L1(an,an+kn) → 0 as n → ∞.
Moreover
σ(τ + an + kn) → 0 a.e. τ ∈ (−∞,0] as n → ∞.
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v(η, τn) → ϕ1(η) locally uniformly in [0,∞) as n → ∞.
Namely, there exists {tn} with tn → T as n → ∞ such that
M(tn)
−1u
(
M(tn)
−1/2η, tn
)→ ϕ1(η) locally uniformly in [0,∞) as n → ∞.
Proof. Let an and kn be as in Lemma 4.3. Put k˜n = kn/3 and τn = an + 2k˜n , and let
vn(η, τ ) = v(η, τ + τn) for η 0 and τ ∈ [−2k˜n, k˜n].
Then vn satisﬁes
vτ = vηη + N + 1
η
vη + v(ηvη + Nv)− σ(τ + τn)
(
η
2
vη + v
)
.
It is trivial that |vn(τ )|∞ = 1 for τ ∈ [−2k˜n, k˜n]. Since σ(τ + τn) is uniformly bounded from (4.8),
there exists V ∈ C2([0,∞)× R) such that
vn(η, τ ) → V (η, τ ) locally uniformly in [0,∞)× R as n → ∞
by the parabolic regularity theory. Then V satisﬁes
Vτ = Vηη + N + 1
η
Vη + V (ηVη + NV ) in (0,∞) × R.
Differentiating this with respect to τ yields
(Vτ )τ = (Vτ )ηη + N + 1
η
(Vτ )η + ηV (Vτ )η + (ηVη + 2NV )Vτ in (0,∞) × R.
It is trivial that Vτ (0, τ ) = (Vτ )η(0, τ ) = 0 for τ ∈ R. By this and Corollary 2.9 in [16], we have that
Vτ (η, τ ) = 0 in [0,∞)× R. This implies that V (η, τ ) = ϕ1(η) for τ ∈ R. 
We are ready to give an analytic proof of Theorem 1.1.
Proof of Theorem 1.1. On the contrary, assume that there exists a solution u of (1.3) which exhibits
type II blowup at t = T . From Lemma 2.3, there exist constants δ0 > 0, R > 0 and t0 ∈ [0, T ) such that∣∣u(R, t)− ϕ∞(R)∣∣ δ0 for t ∈ [t0, T ) (4.16)
and hence
z
(
u(t)− ϕ∞ : [0, R)
)=m for t ∈ [t0, T )
with some positive integer m. By Lemmas 2.4, 4.4, we have
z
(
u(t)− ϕ∞ : [0, R)
)
>m for t suﬃciently close to T .
This contradiction completes the proof. 
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