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Abstract
Federated learning is a distributed paradigm for training models using samples distributed across
multiple users in a network, while keeping the samples on users’ devices with the aim of efficiency and
protecting users privacy. In such settings, the training data is often statistically heterogeneous and
manifests various distribution shifts across users, which degrades the performance of the learnt model. The
primary goal of this paper is to develop a robust federated learning algorithm that achieves satisfactory
performance against distribution shifts in users’ samples. To achieve this goal, we first consider a structured
affine distribution shift in users’ data that captures the device-dependent data heterogeneity in federated
settings. This perturbation model is applicable to various federated learning problems such as image
classification where the images undergo device-dependent imperfections, e.g. different intensity, contrast,
and brightness. To address affine distribution shifts across users, we propose a Federated Learning
framework Robust to Affine distribution shifts (FLRA) that is robust against affine distribution shifts to
the distribution of observed samples. To solve the FLRA’s distributed minimax optimization problem, we
propose a fast and efficient optimization method and provide convergence and performance guarantees via
a gradient Descent Ascent (GDA) method. We further prove generalization error bounds for the learnt
classifier to show proper generalization from empirical distribution of samples to the true underlying
distribution. We perform several numerical experiments to empirically support FLRA. We show that an
affine distribution shift indeed suffices to significantly decrease the performance of the learnt classifier in a
new test user, and our proposed algorithm achieves a significant gain in comparison to standard federated
learning and adversarial training methods.
1 Introduction
Federated learning is a new framework for training a centralized model using data samples distributed over
a network of devices, while keeping data localized. Federated learning comes with the promise of training
accurate models using local data points such that the privacy of participating devices is preserved; however,
it faces several challenges ranging from developing statistically and computationally efficient algorithms to
guaranteeing privacy.
A typical federated learning setting consists of a network of hundreds to millions of devices (nodes)
which interact with each other through a central node (a parameter server). Communicating messages over
such a large-scale network can lead to major slow-downs due to communication bandwidth bottlenecks
(Kairouz et al., 2019; Li et al., 2019b). In fact, the communication bottleneck is one of the main grounds
that distinguishes federated and standard distributed learning paradigms. To reduce communication load in
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federated learning, one needs to depart from the classical setting of distributed learning in which updated
local models are communicated to the central server at each iteration, and communicate less frequently.
Another major challenge in federated learning is the statistical heterogeneity of training data (Kairouz
et al., 2019; Li et al., 2019b). As mentioned above, a federated setting involves many devices, each generating
or storing personal data such as images, text messages or emails. Each user’s data samples can have a (slightly)
different underlying distribution which is another key distinction between federated learning and classical
learning problems. Indeed, it has been shown that standard federated methods such as FedAvg (McMahan
et al., 2016) which are designed for i.i.d. data significantly suffer in statistical accuracy or even diverge if
deployed over non-i.i.d. samples (Karimireddy et al., 2019). Device-dependency of local data along with
privacy concerns in federated tasks does not allow learning the distribution of individual users and necessitates
novel algorithmic approaches to learn a classifier robust to distribution shifts across users. Specifically,
statistical heterogeneity of training samples in federated learning can be problematic for generalizing to the
distribution of a test node unseen in training time. We show through various numerical experiments that
even a simple linear filter applied to the test samples will suffice to significantly degrade the performance of a
model learned by FedAvg in standard image recognition tasks.
To address the aforementioned challenges, we propose a new federated learning scheme called FLRA, a
Federated Learning framework with Robustness to Affine distribution shifts. FLRA has a small communica-
tion overhead and a low computation complexity. The key insight in FLRA is model the heterogeneity of
training data in a device-dependent manner, according to which the samples stored on the ith device xi are
shifted from a ground distribution by an affine transformation xi → Λixi + δi. To further illustrate this point,
consider a federated image classification task where each mobile device maintains a collection of images. The
images taken by a camera are similarly distorted depending on the intensity, contrast, blurring, brightness
and other characteristics of the camera (Hendrycks and Dietterich, 2019; Pei et al., 2017), while these features
vary across cameras. In addition to camera imperfections, such unseen distributional shifts also originate
from changes in the physical environment, e.g. weather conditions Robey et al. (2020). Compared to the
existing literature, our model provides more robustness compared to the well-known adversarial training
models xi → xi + δi with solely additive perturbations (Goodfellow et al., 2014; Madry et al., 2017; Shafahi
et al., 2018), i.e. Λi = I . Our perturbation model also generalizes the universal adversarial training approach
in which all the training samples are distorted with an identical perturbation xi → xi + δ (Moosavi-Dezfooli
et al., 2017).
Based on the above model, FLRA formulates the robust learning task as a minimax robust optimization
problem, which finds a global model w∗ that minimizes the total loss induced by the worst-case local affine
transformations (Λi∗, δi∗). One approach to solve this minimax problem is to employ techniques from
adversarial training in which for each iteration and a given global model w, each node optimizes its own
local adversarial parameters (Λi, δi) and a new model is obtained. This approach is however undesirable
in federated settings since it requires extensive computation resources at each device as they need to fully
solve the adversarial optimization problem at each iteration. To tackle this challenge, one may propose to
use standard distributed learning frameworks in which each node updates its local adversarial parameters
and shares with the server at each iteration of the distributed algorithm to obtain the updated global model.
This is also in contrast with the availability of limited communication resources in federated settings. The
key contribution of our work is to develop a novel method called FedRobust, which is a gradient descent
ascent (GDA) algorithm to solve the minimax robust optimization problem, can be efficiently implemented in
a federated setting, and comes with strong theoretical guarantees. While the FLRA minimax problem is in
general non-convex non-concave, we show that FedRobust which alternates between the perturbation and
parameter model variables will converge to a stationary point in the minimax objective that satisfies the
Polyak-Łojasiewicz (PL) condition. Our optimization guarantees can also be extended to more general classes
of non-convex non-concave distributed minimax optimization problems.
As another major contribution of the paper, we use the PAC-Bayes framework (McAllester, 1999; Neyshabur
et al., 2017) to prove a generalization error bound for FLRA’s learnt classifier. Our generalization bound
applies to multi-layer neural network classifiers and is based on the classifier’s Lipschitzness and smoothness
coefficients. The generalization bound together with our optimization guarantees suggest controlling the
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neural network classifier’s complexity through Lipschitz regularization methods. Regarding FLRA’s robustness
properties, we connect the minimax problem in FLRA to a distributionally robust optimization problem
(Shafieezadeh-Abadeh et al., 2019; Wiesemann et al., 2014) where we use an optimal transport cost to
measure the distance between distributions. This connection reveals that the FLRA’s minimax objective
provides a lower-bound for the objective of a distributionally robust problem. Finally, we discuss the results
of several numerical experiments to empirically support the proposed robust federated learning method. Our
experiments suggest a significant gain under affine distribution shifts compared to existing adversarial training
algorithms. In addition, we show that the trained classifier performs robustly against standard FGSM and
PGD adversarial attacks, and outperforms FedAvg. A summary of the key contributions of our work is as
follows:
• We develop an efficient federated learning framework that is robust against affine distribution shifts
using a minimax optimization approach.
• We propose an optimization method to solve the minimax problem and provide guarantees on the
convergence of the iterates in the proposed method to a stationary point.
• We Characterize the generalization and robustness properties of our framework.
• We Demonstrate the efficiency and advantages of this method compared to the existing standard
approaches via several numerical results.
1.1 Related work
We divide the literature review to two main lines of work: (i) federated learning and (ii) nonconvex minimix
problems and discuss works that are most related to this paper.
As a practical on-device learning paradigm, federated learning has recently gained significant attention in
machine learning and optimization communities. Since the introduction of FedAvg (McMahan et al., 2016) as
a communication-efficient federated learning method, many works have developed federated methods under
different settings with optimization guarantees for a variety of loss functions (Haddadpour and Mahdavi, 2019;
Khaled et al., 2020). Moreover, another line of work has tackled the communication bottleneck in federated
learning via compression and sparsification methods (Caldas et al., 2018; Konečny` et al., 2016; Reisizadeh
et al., 2019). (Bhowmick et al., 2018; Geyer et al., 2017; Li et al., 2019a; Thakkar et al., 2019) have focused
on designing privacy-preserving federated learning schemes. There have also been several recent works the
study local-SGD methods as a subroutine of federated algorithms and provide various convergence results
depending on the loss function class (Koloskova et al., 2019; Stich, 2018; Wang and Joshi, 2018). Making
federated learning methods robust to non-i.i.d. data has also been the focus of several works (Karimireddy
et al., 2019; Li et al., 2019c; Mohri et al., 2019).
Adversarially robust learning paradigms usually involve solving a minimax problem of the form minwmaxψ
f(w,ψ). As the theory of adversarially robust learning surges, there has been thriving recent interests in
solving the minimax problem for nonconvex cases. Most recently, Lin et al. (2019) provides nonasymptotic
analysis for nonconvex-concave settings and shows that the iterates of a simple Gradient Descent Ascent
(GDA) efficiently find the stationary points of the function Φ(w) ∶= maxψ f(w,ψ). Yang et al. (2020)
establishes convergence results for the nonconvex-nonconcave setting and under PL condition. This problem
has been studied in the context of game theory as well (Nouiehed et al., 2019).
2 Federated Learning Scenario
Consider a federated learning setting with a network of n nodes (devices) connected to a server node. We assume
that for every 1 ≤ i ≤ n the ith node has access to m training samples in Si = {(xij , yij) ∈ Rd × R ∶ 1 ≤ j ≤m}.
For a given loss function ` and function class F = {fw ∶w ∈W}, the classical federated learning problem is to
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fit the best model w to the nm samples via solving the following empirical risk minimization (ERM) problem:
min
w∈W 1nm
n∑
i=1
m∑
j=1 ` (fw(xij), yij) .
As we discussed previously, the training data is statistically heterogeneous across the devices. To capture
the non-identically-distributed nature of data in federated learning, we assume that the data points of each
node have a local distribution shift from a common distribution. To be more precise, we assume that each
sample stored in node i in Si is distributed according to an affine transformation hi of a universal underlying
distribution PX,Y , i.e., transforming the features of a sample (x, y) ∼ PX,Y according to the following affine
function
hi(x) ∶= Λix + δi.
Here Λi ∈ Rd×d and δi ∈ Rd, with d being the dimension of input variable x, characterize the affine transforma-
tion hi at node i. According to this model, all samples stored at node i are affected with the same affine
transformation while other nodes j ≠ i may experience different transformations.
This structured model particularly supports the data heterogeneity in federated settings. That is, the
data generated and stored in each federated device is exposed to identical yet device-dependent distortions
while different devices undergo different distortions. As an applicable example that manifests the proposed
perturbation model, consider a federated image classification task over the images taken and maintained by
mobile phone devices. Depending on the environment’s physical conditions and the camera’s imperfections,
the pictures taken by a particular camera undergo device-dependent perturbations. According to the proposed
model, such distribution shift is captured as an affine transformation hi(x) = Λix + δi on the samples
maintained by node i. To control the perturbation power, we consider bounded Frobenius and Euclidean
norms ∥Λ − Id∥F ≤ 1 and ∥δ∥2 ≤ 2 enforcing the affine transformation to have a bounded distance from the
identity transformation.
Based on the model described above, our goal is to solve the following distributionally robust federated
learning problem:
min
w∈W 1n
n∑
i=1 max∥Λi−I∥F ≤1∥δi∥≤2
1
m
m∑
j=1 ` (fw(Λixij + δi), yij) . (1)
The minimax problem (1) can be interpreted as n + 1 coupled optimization problems. First, in n inner
local maximization problems and for a given global model w, each node 1 ≤ i ≤ n seeks a (feasible) affine
transformation (Λi, δi) which results in high losses via solving
max∥Λi−I∥F ≤1∥δi∥≤2
1
m
m∑
j=1 ` (fw(Λixij + δi), yij)
over its m training samples in Si. Then, the outer minimization problem finds a global model yielding the
smallest value of cumulative losses over the n nodes.
Solving the above minimax problem requires collaboration of distributed nodes via the central server. In
federated learning paradigms however, such nodes are entitled to limited computation and communication
resources. Such challenges particularly prevent us from employing the standard techniques in adversarial
training and distributed ERM. More precisely, each iteration of adversarial training requires solving a
maximization problem at each local node which incurs extensive computational cost. On the other hand,
tackling the minimax problem (1) via iterations of standard distributed learning demands frequent message-
passing between the nodes and central server at each iteration, hence yielding massive communication load
on the network. To account for such system challenges, we constitute our goal to solve the robust minimax
problem in (1) with small computation and communication cost so that it can be feasibly and efficiently
implemented in a federated setting.
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3 The Proposed FedRobust Algorithm
To guard against affine distribution shifts, we propose to change the original constrained maximization
problem to the following worst-case loss at each node i, given a Lagrange multiplier λ>0:
max
Λi,δi
f i(w,Λi, δi) ∶= max
Λi,δi
1
m
m∑
j=1 ` (fw(Λixij + δi), yij) − λ∥Λi − I∥2F − λ∥δi∥22. (2)
Here we use a norm-squared penalty requiring a bounded distance between the feasible affine transformations
and the identity mapping, and find the worst-case affine transformation that results in the maximum loss for
the samples of node i. By averaging such worst-case local losses over all the n nodes and minimizing w.r.t.
model w, we reach the following minimax optimization problem:
min
w∈W max(Λi,δi)ni=1
1
nm
n∑
i=1
m∑
j=1 ` (fw(Λixij + δi), yij) − λ∥Λi − I∥2F − λ∥δi∥22. (3)
This formalizes our approach to tackling the robust federated learning problem, which we call “Federated
Learning framework Robust to Affine distribution shift” or FLRA in short.
In order to solve FLRA in (3), we propose a gradient optimization method that is computationally and
communication-wise efficient, called FedRobust. The proposed FedRobust algorithm is an iterative scheme
that applies stochastic gradient descent ascent (SGDA) updates for solving the minimax problem (3). As
summarized in Algorithm 1, in each iteration t of local updates, each node i takes a (stochastic) gradient
ascent step and updates its affine transformation parameters (Λit, δit). It also updates the local classifier’s
parameters wit via a gradient descent step. After τ local iterations, local models w
i
t are uploaded to the
server node where the global model is obtained by averaging the local ones. The averaged model is then sent
back to the nodes to begin the next round of local iterations with this fresh initialization. Note that each
Algorithm 1 FedRobust
Input: Initialization {wi0 =w0,Λi0, δi0}ni=1, step-sizes η1, η2, number of local updates τ , total number of
iterations T
1: for each iteration t = 0,⋯, T − 1 and each node i ∈ [n] = {1,⋯, n}
2: node i computes stochastic gradients ∇˜Λf i and ∇˜δf i and updates
Λit+1 = Λit + η2∇˜Λf i(wit,Λit, δit)
δit+1 = δit + η2∇˜δf i(wit,Λit, δit)
3: if t does not divide τ then
4: node i computes ∇˜wf i and updates
wit+1 =wit − η1∇˜wf i(wit,Λit, δit)
5: else
6: node i computes wit − η1∇˜wf i(wit,Λit, δit) and uploads to server
7: server aggregates, takes the average and sends to all nodes i:
wit+1 = 1n n∑j=1 [wjt − η1∇˜wf j(wjt ,Λjt , δjt )]
8: end if
9: end for
Output: wT = 1n ∑ni=1wiT
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node updates its perturbation parameters only once in each iteration which yields light computation cost as
opposed to standard adversarial training methods. Moreover, periodic communication at every τ iterations,
reduces the communication load compared to standard distributed optimization methods by a factor τ .
It is worth noting that the local affine transformation variables Λi, δi are coupled even though they remain
on their corresponding nodes and are not exchanged with the server. This is due to the fact that the fresh
model w is the average of the updated models from all the nodes; hence, updating Λi, δi for node i will affect
Λj , δj for other nodes j ≠ i in the following iterations. This is indeed a technical challenge that arises in
proving the optimization guarantees of FedRobust in Section 4.1.
4 Theoretical Guarantees: Optimization, Generalization and
Robustness
In this section, we establish the main guarantees of the proposed FLRA formulation and the optimization
algorithm FedRobust. First, we characterize the convergence of FedRobust in Algorithm 1 to solve the
minimax problem (3). Next, we prove that the learned hypothesis will properly generalize from training data
to unseen test samples. Lastly, we demonstrate that solving the FLRA’s minimax problem (3) results in a
robust classifier to Wasserstein shifts structured across the nodes.
4.1 Optimization guarantees
In this section, we establish our main convergence results and show that FedRobust finds saddle points of
the minimax problem in (2) for two classes of loss functions. We first set a few notations as follows. We
let matrix ψi = (Λi, δi) ∈ Rd×(d+1) denote the joint transformation variables corresponding to node i. The
collection of n such variables corresponding to the n nodes is denoted by the matrix Ψ = (ψ1;⋯;ψn). We
can now rewrite the minimax problem (3) as follows:
min
w
max
Ψ
f(w,Ψ) ∶= min
w
max
ψ1,⋯,ψn 1n
n∑
i=1 f i(w,ψi), (4)
where f and f is denote the penalized global and local losses, respectively; that is, for each node i
f i(w,ψi) ∶= 1
m
m∑
j=1 ` (fw(Λixij + δi), yij) − λ∥Λi − I∥2F − λ∥δi∥2. (5)
We also define Φ(w) ∶= maxΨ f(w,Ψ) and Φ∗ ∶= minw Φ(w). Next, we state a few customary assumptions on
the data and loss functions. As we mentioned before, we assume that data is heterogeneous (non-iid). There
are several notions to quantify the degree of heterogeneity in the data. In this work we use a notion called
non-iid degree which is defined as the variance of the local gradients with respect to a global gradient (Yu
et al., 2019).
The next two assumptions impose customary conditions on the gradients of local functions.
Assumption 1 (Bounded non-iid degree). We assume that when there are no perturbations, the variance of
the local gradients with respect to the global gradient is bounded. That is, there exists ρ2f such that
1
n
n∑
i=1∥∇wf i(w,ψi) −∇wf(w,Ψ)∥2 ≤ ρ2f , for ψi = (I,0),Ψ = (ψ1;⋯;ψn), and ∀w.
Assumption 2 (Stochastic gradients). For each node i, the stochastic gradients ∇˜wf i and ∇˜ψf i are unbiased
and have variances bounded by σ2w and σ
2
ψ, respectively. That is,
E∥∇˜wf i(w,ψ) −∇wf i(w,ψ)∥2 ≤ σ2w, E∥∇˜ψf i(w,ψ) −∇ψf i(w,ψ)∥2 ≤ σ2ψ, ∀w,ψ.
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Assumption 3 (Lipschitz gradients). All local loss functions have Lipschitz gradients. That is, for any node
i, there exist constants L1, L2, L12, and L21 such that for any w,w′,ψ,ψ′ we have
∥∇wf i(w,ψ) −∇wf i(w′,ψ)∥ ≤ L1∥w −w′∥ , ∥∇wf i(w,ψ) −∇wf i(w,ψ′)∥ ≤ L12∥ψ −ψ′∥F ,∥∇ψf i(w,ψ) −∇ψf i(w′,ψ)∥
F
≤ L21∥w −w′∥ , ∥∇ψf i(w,ψ) −∇ψf i(w,ψ′)∥
F
≤ L2∥ψ −ψ′∥F .
We show the convergence of FedRobust for two classes of loss functions: PL-PL and nonconvex-PL.
Next, we briefly describe these classes and state the main results. The celebrated work of Polyak (Polyak,
1963) introduces a sufficient condition for an unconstrained minimization problem minx g(x) under which
linear convergence rates can be established using gradient methods. A function g(x) satisfies the Polyak-
Łojasiewicz (PL) condition if g∗ = minx g(x) exits and is bounded, and there exists a constant µ > 0 such that∥∇g(x)∥2 ≥ 2µ(g(x) − g∗), ∀x. Similarly, we can define two-sided PL condition for our minimax objective
function in (4) (Yang et al., 2020).
Assumption 4 (PL condition). The global function f satisfies the two-sided PL condition, that is, there
exist positive constants µ1 and µ2 such that
(i)
1
2µ1
∥∇wf(w,Ψ)∥2 ≥ f(w,Ψ) −min
w
f(w,Ψ),
(ii)
1
2µ2
∥∇Ψf(w,Ψ)∥2F ≥ maxΨ f(w,Ψ) − f(w,Ψ).
In other words, Assumptions 4 states that the functions f(⋅,Ψ) and −f(w, ⋅) satisfy the PL condition
with constants, µ1 and µ2, respectively. To measure the optimality gap at iteration t, we define the potential
function Pt ∶= at + βbt, where
at ∶= E[Φ(wt)] −Φ∗ and bt ∶= E[Φ(wt) − f(wt,Ψt)],
and β is an arbitrary and positive constant. Note that both at and bt are non-negative and if Pt approaches
zero, it implies that (wt,Ψt) is approaching a minimax point.
Theorem 1 (PL-PL loss). Consider the iterates of FedRobust in Algorithm 1 and let Assumptions 1, 3,
and 4 hold. Then for any iteration t ≥ 0, the optimality gap Pt ∶= at + 12bt satisfies the following:
Pt ≤ (1 − 1
2
µ1η1)t P0 + 32η1 L˜
µ1
(τ − 1)2ρ2 + 8η1 L˜
µ1
(τ − 1)(n + 1)σ2w
n
+ η1 Lˆ
µ1
σ2w
n
+ η22
η1
L2
2µ1
σ2ψ,
for maximization step-size η2 and minimization step-size η1 that satisfy the following conditions:
η2 ≤ 1
L2
, 32η21(τ − 1)2L21 ≤ 1, µ22η2nη1L1L2 ≥ 1 + 8 L212L1L2 , η1 ⎛⎝Lˆ + 80L˜(τ − 1)µ1η1(1 − 12µ1η1)τ−1 ⎞⎠ ≤ 1.
Here, we denote ρ2 ∶= 3ρ2f + 6L212(21 + 22) where 1 and 2 specify the bounds on the affine transformations
hi(x) = Λix + δi. We also use the following notations:
LΦ = L1 + L12L21
2nµ2
, L˜ = 3
2
η1L
2
1 + 12η2L221, Lˆ = 32LΦ + 12L1 + L221L2 .
Proof. We provide the proof of Theorem 1 for any β ≤ 1/2 in Appendix B.
Let us denote L ∶= max{L1, L2/n,L12/√n,L21/√n}, µ ∶= min{µ1, µ2} and define the condition number
κ ∶= L/µ. Then for feasible step-sizes η1 and η2 we have
Pt ≤ e− 12µη1tP0 +O (η21 + nη1η2)κL(τ − 1)2ρ2 +O (η21 + nη1η2)κL(τ − 1)σ2w +O (η1)κ2σ2wn +O (η22η1 )nκσ2ψ.
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Special cases of this convergence result is consistent with similar ones already established in the literature. In
particular the case of regular (non-federated) distributed optimization i.e. when τ = 1, Theorem 1 recovers
the convergence result in Yang et al. (2020) for a minimax problem with PL-PL cost functions. As another
special case of our result, putting 1, 2 → 0 reduces the problem to standard (non-robust) federated learning
where our result is consistent with the prior work as well. In particular, setting 1, 2 → 0 and consequently
η2 → 0 in this result recovers standard federated learning convergence rates for PL losses (Haddadpour and
Mahdavi, 2019).
Next, we relax the PL condition on f(⋅,Ψ) stated in Assumption 4 (i) and show that the iterates of the
FedRobust method find a stationary point of the minimax problem (4) when the objective function f(w,Ψ)
only satisfies the PL condition with respect to Ψ and is nonconvex with respect to w.
Theorem 2 (Nonconvex-PL loss). Consider the iterates of FedRobust in Algorithm 1 and let Assumptions
1, 3, and 4 (ii) hold. Then, the iterates of FedRobust after T iterations satisfy:
1
T
T−1∑
t=0 E∥∇Φ(wt)∥2 ≤ 4∆Φη1T + 4L22µ22n2 
2
η1T
+ 64η1L˜(τ − 1)2ρ2 + 16η1L˜(τ − 1)n + 1
n
σ2w + 2η1Lˆσ2wn + η22η1L2σ2ψ,
with L˜, Lˆ, LΦ, ρ2 defined in Theorem 1, 2 ∶= 21 + 22 and ∆Φ ∶= Φ(w0) −Φ∗, if step-sizes η1, η2 satisfy
η2 ≤ 1
L2
,
η1
η2
≤ µ22n2
8L212
, 32η21(τ − 1)2L21 ≤ 1, η1 (Lˆ + 40L˜(τ − 1)2) ≤ 1.
Proof. We defer the proof of Theorem 2 to Appendix C.
Theorem 2 implies that after T iterations of FedRobust, there exists 0 ≤ t ≤ T − 1 for which we have
E∥∇Φ(wt)∥2 ≤ O⎛⎝∆Φ + κ2 (21 + 22)η1T ⎞⎠ +O (η21 + nη1η2)L2(τ − 1)2ρ2
+O (η21 + nη1η2)L2(τ − 1)σ2w +O (η1)κLσ2wn +O (η22η1 )nLσ2ψ,
which yields that the averaged model wt approaches a stationary saddle point of Φ(w) for proper choices
of the step-sizes. It is worth noting that similar to Theorem 1, this result recovers existing results in the
literature for the special cases of distributed minimax optimization, i.e. τ = 1 (Lin et al., 2019) and standard
federated learning for nonconvex objectives, i.e. when 1, 2 → 0 (Reisizadeh et al., 2019; Wang and Joshi,
2018).
4.2 Generalization guarantees
Following the margin-based generalization bounds developed in Bartlett et al. (2017); Farnia et al. (2018);
Neyshabur et al. (2017), we consider the following margin-based error measure for analyzing the generalization
error in FLRA with general neural network classifiers:
Ladvγ (w) ∶= 1n n∑i=1 Pri (fw(hiadv(X))[Y ] −maxj≠Y fw(hiadv(X))[j] ≤ γ) . (6)
Here, hiadv denotes the worst-case affine transformation for node i in the maximization problem (2); Pri
denotes the probability measured by the underlying distribution of node i, and fw(x)[j] denotes the output
of the neural network’s last softmax layer for label j. Note that for γ = 0, the above definition reduces to
the average misclassfication rate under the distribution shifts, which we simply denote by Ladv(w). We also
use Lˆadvγ (w) to denote the above margin risk for the empirical distribution of samples, where we replace the
underlying Pri with Pˆri being the empirical probability evaluated for the m samples of node i. The following
theorem bounds the difference of the empirical and underlying margin-based error measures in (6) for a
general deep neural network function. The bound is based on the spectral norms of the weight matrices
across layers which provide upper-bounds for the Lipschitz and smoothness coefficients of the neural network.
8
Theorem 3. Consider an L-layer neural network with d neurons per layer. We assume the activation function
of the neural network σ satisfies σ(0) = 0 and maxt{∣σ′(t)∣, ∣σ′′(t)∣} ≤ 1. Suppose the same Lipschitzness
and smoothness condition holds for loss `, and ∥X∥2 ≤ B. We assume the weights of the neural network are
spectrally regularized such that for M > 0:
1
M
≤ ⎛⎝ d∏i=1 ∥wi∥σ⎞⎠
1/d ≤M,
with ∥ ⋅ ∥σ denoting the maximum singular value, i.e., the spectral norm. Also, suppose that for η > 0,
Lip(∇fw) ∶= d∑
i=1
i∏
j=1 ∥wi∥σ ≤ λ(1 − η)
holds where Lip(∇fw) upper-bounds the Lipschitz coefficient of the gradient ∇x`(fw(x, y)). Then, for every
ξ > 0 with probability at least 1 − ξ the following holds for all feasible weights w:
Ladv(w) − Lˆadvγ (w) ≤ O⎛⎜⎜⎜⎝
¿ÁÁÁÀB2L2d log(Ld)λ2(∏Li=1 ∥wi∥σ∑Li=1 ∥wi∥2F∥wi∥2σ )2 +L log nmL log(M)ηξ
mγ2(λ − (1 +B)Lip(∇fw))2
⎞⎟⎟⎟⎠ .
Proof. We defer the proof to Appendix E.
This theorem gives a non-asymptotic bound on the generalization risk of FLRA for spectrally regularized
neural nets with their smoothness constant bounded by λ. Thus, we can control the generalization performance
by properly regularizing the Lipschitzness and smoothness degrees of the neural net. Note that this result
requires a smooth and Lipschitz activation function in the neural network, such as the exponential linear unit
(ELU) activation. In our numerical experiments, we also tried the popular ReLU activation, which does not
satisfy the smoothness condition. However, we still observed a satisfactory generalization performance in
those experiments, indicating that the above guarantee can practically extends to ReLU-type non-linearities
as well.
4.3 Distributional robustness
To analyze FLRA’s robustness properties, we draw a connection between FLRA and distributionally robust
optimization using optimal transport costs. Consider the optimal transport cost Wc(P,Q) for quadratic cost
c(x,x′) = 1
2
∥x − x′∥22 defined as
Wc(P,Q) ∶= min
M∈Π(P,Q) E[c(X,X′)],
where Π(P,Q) denotes the set of all joint distributions on (X,X′) with marginal distributions P,Q. In other
words, Wc(P,Q) measures the minimum expected cost for transporting samples between P and Q. In order
to define a distributionally robust federated learning problem against affine distribution shifts, we consider
the following minimax problem:
min
w
1
n
n∑
i=1 maxΛi,δi {EP i[`(fw(ΛiX + δi), Y )] −Wc(P iX, P iΛiX+δi)}. (7)
In this distributionally robust learning problem, we include a penalty term controlling the Wasserstein
cost between the original distribution of node i denoted by P i and its perturbed version under an affine
distribution shift, i.e., P iΛiX+δi . Note that here we use the averaged Wasserstein cost
1
n
n∑
i=1Wc(P iX, P iΛiX+δi)
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to measure the distribution shift caused by the affine shifts (Λi, δi)ni=1. The following theorem shows that this
Wasserstein cost can be upper-bounded by a norm-squared function of Λ and δ that appears in the FLRA’s
minimax problem.
Theorem 4. Consider the Wasserstein cost Wc(PX, PΛX+δ) between the distributions of X and its affine
perturbation ΛX + δ. Assuming ∥E[XXT ]∥σ ≤ λ, we have
Wc(PX, PΛX+δ) ≤ max{λ,1}[∥Λ − I∥2F + ∥δ∥22]. (8)
Proof. We defer the proof to Appendix F.
Substituting the Wasserstein cost in (7) with the upper-bound (8) results in the FLRA’s minimax (3). As
a result, if
λ
n
n∑
i=1[∥Λi − I∥2F + ∥δi∥22] ≤ ε2
holds for the optimized Λi, δi’s, we will also have the averaged Wasserstein cost bounded by
1
n
n∑
i=1Wc(P iX, P iΛiX+δi) ≤ ε2.
Theorem 4, therefore, shows the FLRA’s minimax approach optimizes a lower-bound on the distributionally
robust (7).
5 Numerical Results
We implemented FedRobust in the Tensorflow platform (Abadi et al., 2016) and numerically evaluated the
algorithm’s robustness performance against affine distribution shifts and adversarial perturbations. We
considered the standard MNIST (LeCun, 1998) and CIFAR-10 (Krizhevsky et al., 2009) datasets and used
three standard neural network architectures in the literature: AlexNet (Krizhevsky et al., 2012), Inception-Net
(Szegedy et al., 2015), and a mini-ResNet (He et al., 2016).
5.1 CIFAR-10 data: Experimental setup
In the experiments, we simulated a federated learning scenario with n = 10 nodes where each node observes
m = 5000 training samples. We also divided the extra 10,000 samples in each dataset to two validation and
test sets containing 5000 samples each. For CIFAR-10 samples, we applied the sandard normalization and
scaled and linearly mapped the pixel intensity values to interval [−1,1]. We applied batch normalization
Ioffe and Szegedy (2015) in order to stabilize training and used the ADAM optimizer (Kingma and Ba, 2014)
with stepsize value 10−4 and default beta parameters β1 = 0.9 and β2 = 0.99 to optimize the neural net’s
parameters for T = 100 epochs (10000 iterations).
We did cross validation to choose λ ∈ {0.1,0.5,1,5,10,50} and chose the λ-value resulting in the closest
additive penalty 1
n ∑ni=1[∥Λi∗ − I∥22 + ∥δi∗∥22] to 10 percent of the average sample norm, i.e. 0.1m ∑mi=1 ∥xvali ∥22,
over the m = 5000 validation samples. To perform GDA optimization, we applied two ascent steps per descent
step with stepsize 1
2λ
. In order to simulate an affine distribution shift, we manipulated each x˜ij in the original
training dataset via an affine transformation chosen randomly at each node:
xij = (Id + Λ˜i)x˜ij + δ˜i.
Here, each Λ˜i is a random matrix with i.i.d. Gaussian entries according to N (0, σ2
d
), and δ˜i is a random
Gaussian vector according to N (0, σ2Id) where we set σ = 0.01. In test time, we did not apply any random
affine transformation to test samples and instead considered the following three scenarios: (1) no perturbation,
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Figure 1: Trained networks’ test accuracy under affine distribution shifts in the CIFAR-10 experiments. Top row:
constraining ∥δ∥2 ≤ 1 and changing maximum allowed ∥Λ− I∥F . Bottom row: constraining ∥Λ− I∥F ≤ 0.4 and changing
maximum allowed ∥δ∥2.
(2) adversarial affine distribution shift obtained by optimizing the inner maximization in (1) using projected
gradient descent, (3) adversarial perturbations designed by the projected gradient descent algorithm. We
used 100 projected gradient steps with stepsize 0.1.
We considered three baselines in the experiments: (1) FedAvg where the server node averages the updated
parameters of the local nodes after every gradient step, (2) Distributed FGM training where the nodes
perform fast adversarial training (Goodfellow et al., 2014) by optimizing an `2-norm bounded perturbation δij
using one gradient step followed by projection onto the ball {δij ∶ ∥δij∥2 ≤ fgm}, and (3) Distributed PGD
training where each node preforms PGD adversarial training (Madry et al., 2017) similar to distributed
FGM but uses 10 projected gradient steps, each followed by projection onto {δij ∶ ∥δij∥2 ≤ pgd}. We used
the value fgm = pgd = 0.05E[∥xi∥2] in the experiments. We observed training instability after achieving
perfect training accuracy for the baseline FedAvg algorithm, and hence performed early stopping to avoid the
instability in the FedAvg experiments. We did not encounter the instability issue in FedRobust experiments.
5.2 FedRobust vs. FedAvg and adversarial training: Affine distribution shifts
We tested the performance of the neural net classifiers trained by FedRobust, FedAvg, distributed FGM, and
distributed PGD under different levels of affine distribution shifts. Figure 1 shows the accuracy performance
over CIFAR-10 with AlexNet, Inception-Net, and ResNet architectures. As demonstrated, FedRobust
outperforms the baseline methods in most of the experiments. The improvement over FedAvg can be as large
as 54%. Moreover, FedRobust improved over distributed FGM and PGD adversarial training, which suggests
adversarial perturbations may not be able to capture the complexity of affine distribution shifts. FedRobust
also results in 4× faster training compared to distributed PGD. These improvements motivate FedRobust as
a robust and efficient federated learning method to protect against affine distribution shifts.
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Figure 2: Trained networks’ test accuracy under PGD perturbations in the CIFAR-10 experiments. X-axis shows the
maximum allowed `2-norm for PGD perturbations.
5.3 FedRobust vs. FedAvg and adversarial training: Adversarial perturbations
Figure 2 summarizes our numerical results of FedRobust and other baselines over CIFAR-10 where the plots
show the test accuracy under different levels of `2-norm perturbations. While we motivated FedRobust as
a federated learning scheme protecting against affine distribution shifts, we empirically observed its robust
performance against adversarial perturbations as well. The achieved adversarial robustness in almost all
cases matches the robustness offered by distributed FGM and PGD adversarial training. These numerical
results indicate that affine distribution shifts can cover the distribution changes caused by norm-bounded
adversarial perturbations. In summary, our numerical experiments demonstrate the efficiency and robustness
of FedRobust against PGD adversarial attacks.
5.4 Numerical results for MNIST data
We repeated the CIFAR experiments in Figures 1 and 2 for the MNIST dataset. Figure 3 shows the numerical
results under affine distribution shifts. The figure’s top row includes the plots for fixed maximum delta norm∥δ∥2 ≤ 1 and different levels of maximum allowed ∥Λ − I∥F , while in the bottom row we fix the maximum
allowed linear shift ∥Λ − I∥F ≤ 0.6 and evaluate the test accuracy under different levels of ∥δ∥2. As shown in
the plots, FedRobust results in the best performance in most of the evaluations, which indicates the superior
performance of FedRobust against affine distribution shifts. Figure 4 shows the test accuracy of the trained
networks under different levels of adversarial PGD perturbations. The figure’s experiments again shows that
FedRobust can effectively shield against PGD adversarial attacks and achieve a comparable performance to
PGD and FGM adversarial training.
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Figure 3: Trained networks’ test accuracy under affine distribution shifts in the MNIST experiments. Top row:
constraining ∥δ∥2 ≤ 1 and changing maximum allowed ∥Λ− I∥F , bottom row: constraining ∥Λ− I∥F ≤ 0.6 and changing
maximum allowed ∥δ∥2.
Figure 4: Trained networks’ test accuracy under PGD perturbations in the MNIST experiments. X-axis shows the
maximum allowed `2-norm for PGD perturbations.
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Appendix A Preliminaries and Useful Lemmas
In this section, we provide preliminary and useful results in order to prove Theorems 1 and 2. For notational
convenience, we use the following short-hand notations:
Notation Description
ψit = (Λit , δit) maximization variables of node i iteration t
Ψt = (ψ1t ; ⋯ ; ψnt ) concatenation of all nodes’ maximizationmodels at iteration t
wt = 1
n
∑
i∈[n]w
i
t average model at iteration t
at = E[Φ(wt)] −Φ∗ optimality gap measurebetween Φ(wt) and minw Φ(w)
bt = E[Φ(wt) − f(wt,Ψt)] optimality gap measurebetween f(wt,Ψt) and maxΨ f(wt,Ψ)
et = 1
n
∑
i∈[n]E∥wit −wt∥2 average deviation of the local modelsfrom the average model at iteration t
gt = EXXXXXXXXXXXXX
1
n
∑
i∈[n]∇wf i(wit,ψit)
XXXXXXXXXXXXX
2
norm squared of
local gradients w.r.t w at iteration t
ht = EXXXXXXXXXXXXX∇Φ(wt) −
1
n
∑
i∈[n]∇wf i(wit,ψit)
XXXXXXXXXXXXX
2
norm squared of deviation in gradients w.r.t w
of maxΨ f(wt,Ψ) and local functions f i(wit,ψit)
Table 1: Table of notations.
Now, we present a set of useful lemmas and observations which we will invoke to prove the convergence
results for both PL-PL and nonconvex-PL loss cases. The following lemma establishes the Lipschitz gradient
parameter for the global function given those of the local objectives.
Lemma 1. If the local functions f is have Lipschits gradients with parameters stated in Assumption 3, then
the global function f has also Lipschitz gradients as follows: for any w,w′,Ψ,Ψ′ it holds that
∥∇wf(w,Ψ)−∇wf(w′,Ψ)∥ ≤ L1∥w−w′∥ , ∥∇wf(w,Ψ)−∇wf(w,Ψ′)∥ ≤ L12√
n
∥Ψ−Ψ′∥
F
,
∥∇Ψf(w,Ψ)−∇Ψf(w′,Ψ)∥F ≤ L21√n ∥w−w′∥ , ∥∇Ψf(w,Ψ)−∇Ψf(w,Ψ′)∥F ≤ L2n ∥Ψ−Ψ′∥F . (9)
Proof. We defer the proof to Section D.1.
Recall the definition of the function Φ(⋅), that is,
Φ(w) ∶= max
Ψ
f(w,Ψ) = max
ψ1,⋯,ψn 1n ∑i∈[n] f i(w,ψi) = max(Λ1,δ1),⋯,(Λn,δn) 1n ∑i∈[n] f i(w,Λi, δi). (10)
Next lemma shows that Φ has Lipschitz gradients and characterizes its parameter.
Lemma 2 (Nouiehed et al. (2019)). If Assumptions 3 and 4 (ii) hold, that is, the local objectives have
Lipschitz gradients and −f(w, ⋅) is µ2-PL, then we have∇Φ(w) = ∇wf(w,Ψ∗(w)), (11)
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where Ψ∗(w) ∈ arg maxΨ f(w,Ψ) for any w. Moreover, Φ has Lipschitz gradients with parameter LΦ =
L1 + L12L212nµ2 .
Proof. We defer the proof to Section D.2.
Next lemma shows the contraction of the sequence {E[Φ(wt)]}t≥0 when running the update rule of
FedRobust method in Algorithm 1. Please refer to Table 1 to recall the definition of ht and gt.
Lemma 3. If Assumptions 2 and 3 hold, then the iterates of FedRobust satisfy the following contraction
inequality for any iteration t ≥ 0
E[Φ(wt+1)] − E[Φ(wt)] ≤ −η1
2
E∥∇Φ(wt)∥2 + η1
2
ht − η1
2
(1 − η1LΦ) gt + η21 LΦ2 σ2wn . (12)
Proof. We defer the proof to Section D.3.
Next lemma further bounds ht w.r.t. the two sequences bt and et.
Lemma 4. If Assumptions 3 and 4 (ii) hold, that is, the local objectives have Lipschitz gradients and −f(w, ⋅)
is µ2-PL, then we have
ht ≤ 4L212
µ2n
bt + 2L21et. (13)
Proof. We defer the proof to Section D.4.
Next lemma establishes a contraction bound on the sequence bt.
Lemma 5. If Assumptions 2, 3 and 4 (ii) hold, then the sequence of {bt}t≥0 generated by the FedRobust
iterations with η2 ≤ 1/L2 satisfies the following contraction bound:
bt+1 ≤ (1 − µ2η2n)(1 + η1 4L212
µ2n
) bt + η1
2
E∥∇Φ(wt)∥2 + η21
2
(L1 +LΦ + 2η2L221) gt
+ (η1L21 + η2L221) et + η212 (L1 +LΦ + 2η2L221) σ2wn + η222 L2σ2ψ, (14)
where LΦ is the Lipschitz gradient parameter of the function Φ(⋅) characterized in Lemma 2.
Proof. We defer the proof to Section D.5.
Next lemma bounds et, that is the average deviation of local parameter models from their average.
Lemma 6. If Assumptions 1, 2 and 3 hold and the step-size η1 satisfies 32η21(τ −1)2L21 ≤ 1, then the sequence
et = 1n ∑i∈[n] E∥wit −wt∥2 is bounded as follows
et ≤ 16η21(τ − 1)2ρ2 + 4η21(τ − 1)(n + 1)σ2wn + 20η21(τ − 1) t−1∑l=tc+1 gl, (15)
where tc denotes the index of the most recent server-worker communication, i.e. tc = ⌊ tτ ⌋τ and we also denote
ρ2 ∶= 3ρ2f + 6L212(21 + 22).
Proof. We defer the proof to Section D.6.
Next generic lemma is adopted form Haddadpour and Mahdavi (2019).
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Lemma 7. Assume that two non-negative sequences {Pt}t≥0 and {gt}t≥0 satisfy the following inequality for
each iteration t ≥ 0 and some constants 0 < Υ < 1, L ≥ 0, B ≥ 0, and Γ ≥ 0:
Pt+1 ≤ ΥPt − η1
2
(1 − η1L) gt + η21B t−1∑
l=tc+1 gl + Γ, (16)
where tc = ⌊ tτ ⌋τ . Then, for each t ≥ 0 we have
Pt ≤ ΥtP0 + Γ
1 −Υ , (17)
if η1 satisfies the following condition
η1 (L + 2B
Υτ−1(1 −Υ)) ≤ 1. (18)
Proof. We defer the proof to Section D.7.
Next lemma bounds the overall optimality gap bt averaged over T iterations.
Lemma 8. If Assumptions 2, 3 and 4 (ii) hold and the step-sizes satisfy the conditions η2 ≤ 1/L2 and
η2
η1
≥ 8L212
µ22n
2 , then the average of the sequence {bt}T−1t=0 generated from the FedRobust can be bounded as follows:
1
T
T−1∑
t=0 bt ≤ 4L22µ22n2 
2
1 + 22
η2T
+ η1
η2
1
µ2n
1
T
T−1∑
t=0 E∥∇Φ(wt)∥2
+ η21
η2
1
µ2n
(L1 +LΦ + 2η2L221) 1T T−1∑t=0 gt + 1η2 2µ2n (η1L21 + η2L221) 1T T−1∑t=0 et+ η21
η2
1
µ2n
(L1 +LΦ + 2η2L221) σ2wn + η2 L2µ2nσ2ψ, (19)
where LΦ is the Lipschitz gradient parameter of the function Φ(⋅) characterized in Lemma 2 and 1, 2
represent the radius of the affine perturbation balls, i.e. ∥Λi − I∥ ≤ 1 and ∥δi∥ ≤ 2 for each node i ∈ [n].
Proof. We defer the proof to Section D.8.
Next lemma bounds the averaged local model deviations et over T iterations.
Lemma 9. If Assumptions 1, 2 and 3 hold and the step-size η1 satisfies 32η21(τ − 1)2L21 ≤ 1, then the average
of the sequence et over t = 0,⋯, T − 1 is bounded as follows
1
T
T−1∑
t=0 et ≤ 20η21(τ − 1)2 1T T−1∑t=0 gt + 16η21(τ − 1)2ρ2 + 8η21(τ − 1)(n + 1)σ2wn . (20)
Proof. We defer the proof to Section D.9.
Appendix B Proof of Theorem 1
Having established the key lemmas, now we proceed to prove Theorem 1 for any β ≤ 1/2. To show the
convergence of the sequence Pt = at + βbt, we firstly need to establish a contraction inequality on Pt+1 with
respect to Pt. We begin by the following bound on the sequence at = E[Φ(wt)] −Φ∗ which is directly implied
from Lemma 3:
at+1 ≤ at − η1
2
E∥∇Φ(wt)∥2 + η1
2
ht − η1
2
(1 − η1LΦ) gt + η21 LΦ2 σ2wn . (21)
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Using Lemma 4 that shows ht ≤ 4L212bt/(µ2n) + 2L21et, the bound in (21) yields that
at+1 ≤ at − η1
2
E∥∇Φ(wt)∥2 + η1 2L212
µ2n
bt + η1L21et − η12 (1 − η1LΦ) gt + η21 LΦ2 σ2wn . (22)
Next, we employ the result of Lemma 5 which establishes a contraction bound on the bt sequence. Putting
together with (22) implies that
Pt+1 = at+1 + βbt+1≤ at − η1
2
(1 − β)E∥∇Φ(wt)∥2
+ β ⎛⎝η1 2L212βµ2n + (1 − µ2η2n)(1 + η1 4L212µ2n )⎞⎠ bt
− (η1
2
(1 − η1LΦ) − η21 β2 (L1 +LΦ + 2η2L221)) gt+ (η1L21 + β (η1L21 + η2L221)) et
+ η21
2
(LΦ + β (L1 +LΦ + 2η2L221)) σ2wn + η22L2 β2 σ2ψ. (23)
We begin simplifying the above bound by first considering the first two terms in RHS of (23). We can show
that the function Φ(⋅) is µ1-PL (Yang et al., 2020), which implies that
E∥∇Φ(wt)∥2 ≥ 2µ1E[Φ(wt)] −Φ∗ = 2µ1at. (24)
Therefore, for any β ≤ 1/2 we have
at − η1
2
(1 − β)E∥∇Φ(wt)∥2 ≤ (1 − 1
2
µ1η1)at, (25)
which implies the coefficient of at in (23) is bounded by 1 − 12µ1η1. Next, the coefficient of βbt in (23) can be
bounded as follows:
η1
2L212
βµ2n
+ (1 − µ2η2n)(1 + η1 4L212
µ2n
) = 1 − η1L1L2
µ2n
( µ22η2n
η1L1L2
− 2L221
βL1L2
− 4(1 − µ2η2n) L221
L1L2
)
(a)≤ 1 − η1L1L2
µ2n(b)≤ 1 − 1
2
µ1η1, (26)
where (a) holds for our choice of β and assuming µ22η2n
η1L1L2
≥ 1 + (4 + 2
β
) L212
L1L2
and (b) is implies from the fact
that
η1
L1L2
µ2n
1
2
µ1η1
= 2(L1
µ1
)( L2
µ2n
) ≥ 1. (27)
Now that we have bounded the coefficients of at and βbt in (23), rearranging the terms and using the
assumption η2 ≤ 1/L2 simplifies the contraction on Pt as follows
Pt+1 ≤ (1 − 1
2
µ1η1)Pt − η1
2
(1 − η1Lˆβ) gt + L˜βet + η21 Lˆβ2 σ2wn + η22 L22 βσ2ψ, (28)
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where we picked the following notations for convenient of the exposition
L˜β = (1 + β)η1L21 + βη2L221, Lˆβ = (1 + β)LΦ + βL1 + 2βL221L2 . (29)
Next, we use Lemma 6 which for 32η21(τ − 1)2L21 ≤ 1 provides an upper bound on et with respect to gt. We
can write
Pt+1 ≤ (1 − 1
2
µ1η1)Pt − η1
2
(1 − η1Lˆβ) gt + 20η21L˜β(τ − 1) t−1∑
l=tc+1 gl
+ 16η21L˜β(τ − 1)2ρ2 + 4η21L˜β(τ − 1)(n + 1)σ2wn + η21 Lˆβ2 σ2wn + η22 L22 βσ2ψ. (30)
We have shown in Lemma 7 that how a such contraction sequence converges. In particular, let us pick the
following notations and apply the result of Lemma 7 to contraction in (30)
L = Lˆβ ,
Υ = 1 − 1
2
µ1η1,
B = 20L˜β(τ − 1),
Γ = 16η21L˜β(τ − 1)2ρ2 + 4η21L˜β(τ − 1)(n + 1)σ2wn + η21 Lˆβ2 σ2wn + η22 L22 βσ2ψ. (31)
It implies that if the step-sizes satisfy the following condition
η1
⎛⎜⎝Lˆβ + 80L˜β(τ − 1)η1µ1 (1 − 12µ1η1)τ−1
⎞⎟⎠ ≤ 1, (32)
then we have
Pt ≤ (1 − 1
2
µ1η1)t P0 + 32η1 L˜β
µ1
(τ − 1)2ρ2 + 8η1 L˜β
µ1
(τ − 1)(n + 1)σ2w
n
+ η1 Lˆβ
µ1
σ2w
n
+ η22
η1
L2
µ1
βσ2ψ, (33)
which concludes the proof of Theorem 1. Note to hold this result, in addition to condition (32), we have
assumed the following constraints on the step-sizes as well
η2L2 ≤ 1, 32η21(τ − 1)2L21 ≤ 1, µ22η2nη1L1L2 ≥ 1 + (4 + 2β ) L212L1L2 . (34)
Appendix C Proof of Theorem 2
We begin the proof by combining the results of Lemmas 3 and 4 which yields that for every iteration
t = 0,⋯, T − 1 we have
EΦ(wt+1) − EΦ(wt) ≤ −η1
2
E∥∇Φ(wt)∥2 − η1
2
(1 − η1LΦ) gt + η1 2L212
µ2n
bt + η1L21et + η21 LΦ2 σ2wn . (35)
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Summing up all the T inequalities in (35) for t = 0,⋯, T − 1 and dividing by T yields the following
1
T
(EΦ(wT ) −Φ(w0)) ≤ −η1
2
1
T
T−1∑
t=0 E∥∇Φ(wt)∥2
− η1
2
(1 − η1LΦ) 1
T
T−1∑
t=0 gt
+ η1 2L212
µ2n
1
T
T−1∑
t=0 bt
+ η1L21 1T T−1∑t=0 et+ η21 LΦ2 σ2wn . (36)
Next we use Lemmas 8 and then Lemma 9 to replace the terms 1
T ∑T−1t=0 bt and 1T ∑T−1t=0 et and rewrite the
above bound in terms of 1
T ∑T−1t=0 gt. It yields that
1
T
(EΦ(wT ) −Φ(w0)) ≤ −η1
2
(1 − η1 4L212L2
µ22n
2
) 1
T
T−1∑
t=0 ∥∇Φ(wt)∥2
− η1
2
(1 − η1 (Lˆ + 40L˜(τ − 1)2)) 1
T
T−1∑
t=0 gt+ η1
η2
8L212L
2
2
µ32n
3
21 + 22
T
+ 16η21L˜(τ − 1)2ρ2 + η212 Lˆσ2wn + η1η2 4L212µ22n2 Lˆσ2ψ, (37)
where we adopt the following short-hand notations
L˜ = 3
2
η1L
2
1 + 12η2L221, Lˆ = 32LΦ + 12L1 + L221L2 . (38)
Finally, we use the assumption η1(Lˆ + 40L˜(τ − 1)2) ≤ 1 to remove the term 1T ∑T−1t=0 gt and apply η1η2 ≤ µ22n28L212 to
simply the bound and conclude the proof:
1
T
T−1∑
t=0 E∥∇Φ(wt)∥2 ≤ 4∆Φη1T + 4L22µ22n2 
2
1 + 22
η1T
+ 64η1L˜(τ − 1)2ρ2
+ 16η1L˜(τ − 1)(n + 1)σ2w
n
+ 2η1Lˆσ2w
n
+ η22
η1
L2σ
2
ψ. (39)
Appendix D Proof of Useful Lemmas
D.1 Proof of Lemma 1
Proof of all four cases in the claim is simple. We derive the proof for the fourth one as an instance. Recall
definition of the global function f , that is
f(w,Ψ) = 1
n
∑
i∈[n] f
i(w,ψi). (40)
Therefore, the gradient of f with respect to Ψ is
∇Ψf(w,Ψ) = ⎛⎜⎜⎝
∂
∂ψ1
f(w,Ψ)⋮
∂
∂ψn
f(w,Ψ)
⎞⎟⎟⎠ = 1n
⎛⎜⎜⎝
∇ψf1(w,ψ1)⋮∇ψfn(w,ψn)
⎞⎟⎟⎠ . (41)
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We can then write for any w,Ψ = (ψ1;⋯;ψn),Ψ′ = (ψ′1;⋯;ψ′n) and using Assumption 3 that
∥∇Ψf(w,Ψ)−∇Ψf(w,Ψ′)∥2F = 1n2 ∑i∈[n]∥∇ψf i(w,ψi) −∇ψf i(w,ψ′i)∥2F
≤ L22
n2
∑
i∈[n]∥ψi −ψ′i∥2F
= L22
n2
∥Ψ−Ψ′∥2
F
. (42)
D.2 Proof of Lemma 2
The detailed proof can be found in Nouiehed et al. (2019), Lemma A.5. Note that in our case, according
to Lemma 1 the function f has Lipschitz gradients with constants L1, L12/√n,L21/√n,L2/n; implying the
Lipschitz gradient parameter of the function Φ to be
LΦ = L1 + (L12/√n)(L21/√n)
2µ2
= L1 + L12L21
2nµ2
. (43)
D.3 Proof of Lemma 3
We invoke Lemma 2 which shows that the gradient of the function Φ(⋅) is LΦ-Lipschitz. We can write
Φ(wt+1) −Φ(wt) ≤ ⟨∇Φ(wt),wt+1 −wt⟩ + LΦ
2
∥wt+1 −wt∥2
= −η1 ⟨∇Φ(wt), 1
n
∑
i∈[n] ∇˜wf i(wit,ψit)⟩ + η21 LΦ2
XXXXXXXXXXXXX
1
n
∑
i∈[n] ∇˜wf i(wit,ψit)
XXXXXXXXXXXXX
2
, (44)
where we use the update rule of FedRobust and note that the difference of averaged models can be written
as wt+1 −wt = −η1 1n ∑i∈[n] ∇˜wf i(wit,ψit). Moreover, since the stochastic gradients ∇˜wf i are unbiased and
variance-bounded by σ2w, we can take expectation from both sides of (44) and further simplify it as follows
E[Φ(wt+1) − E[Φ(wt)] ≤ −η1
2
E∥∇Φ(wt)∥2 + η1
2
ht − η1
2
(1 − η1LΦ) gt + η21 LΦ2 σ2wn . (45)
In above, we used the inequality 2⟨a,b⟩ = ∥a∥2 + ∥b∥2 − ∥a − b∥2 as well as the notations for gt and ht as
defined in Table 1.
D.4 Proof of Lemma 4
We begin bounding ht by adding/subtracting the term ∇wf(wt,Ψt) and use the inequality ∥a + b∥2 ≤
2∥a∥2 + 2∥b∥2 to write
ht = EXXXXXXXXXXXXX∇Φ(wt) −
1
n
∑
i∈[n]∇wf i(wit,ψit)
XXXXXXXXXXXXX
2
≤ 2E∥∇Φ(wt) −∇wf(wt,Ψt)∥2 + 2EXXXXXXXXXXXXX∇wf(wt,Ψt) −
1
n
∑
i∈[n]∇wf i(wit,ψit)
XXXXXXXXXXXXX
2
. (46)
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The first term in RHS of (46) can be bounded as follows:
E∥∇Φ(wt) −∇wf(wt,Ψt)∥2 = E∥∇wf(wt,Ψ∗(wt)) −∇wf(wt,Ψt)∥2(a)≤ L212
n
E∥Ψ∗(wt) −Ψt∥2F(b)≤ 2L212
µ2n
E [Φ(wt) − f(wt,Ψt)]
(c)= 2L212
µ2n
bt. (47)
In above and to derive (a), we employ the result of Lemma 1 which shows that given Assumption 3, the
gradient function ∇wf(w, ⋅) is L12/√n Lipschitz. To derive (b), we use Assumption 4 (ii) and lastly, (c) is
implied from the definition of bt. The second term in RHS of (46) can be bounded by noting that the local
gradients ∇wf i(⋅,ψi) are L1-Lipschitz, which we can write
E
XXXXXXXXXXXXX∇wf(wt,Ψt) −
1
n
∑
i∈[n]∇wf i(wit,ψit)
XXXXXXXXXXXXX
2 = EXXXXXXXXXXXXX
1
n
∑
i∈[n]∇wf i(wt,ψit) − 1n ∑i∈[n]∇wf i(wit,ψit)
XXXXXXXXXXXXX
2
≤ L21
n
∑
i∈[n]E∥wit −wt∥2= L21et. (48)
Finally, plugging (47) and (48) back in (46) implies the claim of the lemma, that is
ht ≤ 4L212
µ2n
bt + 2L21et. (49)
D.5 Proof of Lemma 5
We begin the proof by noting the definition of bt and use the fact that the gradients ∇Ψf(w, ⋅) are L2n -Lipschitz
(Refer to Lemma 1). We can accordingly write
Φ(wt+1) − f(wt+1,Ψt+1) ≤ Φ(wt+1) − f(wt+1,Ψt) − ⟨∇Ψf(wt+1,Ψt),Ψt+1 −Ψt⟩+ L2
2n
∥Ψt+1 −Ψt∥2F . (50)
In this work, we define the inner product for any two matrices A,B as follows
⟨A,B⟩ ∶= Tr(A⊺B). (51)
Note that according to the ascent update rule of FedRobust in Algorithm 1, we can write
Ψt+1 −Ψt = η2∂˜tf, (52)
where we adopt the following short-hand notation for the stochastic gradients at iteration t with respect to
the maximization variables ψit = (Λit, δit)
∂˜tf = ⎛⎜⎜⎝
∇˜ψf1(w1t ,ψ1t )⋮∇˜ψfn(wnt ,ψnt )
⎞⎟⎟⎠ =
⎛⎜⎜⎝
∇˜Λf1(w1t ,Λ1t , δ1t ) ∇˜δf1(w1t ,Λ1t , δ1t )⋮ ⋮∇˜Λfn(wnt ,Λnt , δnt ) ∇˜δfn(wnt ,Λnt , δnt )
⎞⎟⎟⎠ . (53)
We also denote the gradients by ∂tf = E[∂˜tf] where the expectation is with respect to the randomness in
stochastic gradients ∇˜ψf i. According to Assumption 2, each of the local stochastic gradients ∇˜ψf i(wit,ψit)
24
are variance-bounded by σ2ψ. Therefore, we can bound the variance of ∂˜tf as E∥∂˜tf − ∂tf∥2F ≤ nσ2ψ. Now, we
can plug these back in (50) which implies
Φ(wt+1) − Ef(wt+1,Ψt+1) ≤ Φ(wt+1) − f(wt+1,Ψt) − η2n
2
∥∇Ψf(wt+1,Ψt)∥2F + η22 L22 σ2ψ
+ η2n
2
∥∇Ψf(wt+1,Ψt) − 1
n
∂tf∥2
F
− η2
2n
(1 − η2L2)∥∂tf∥2F , (54)
where the expectation is with respect to the randomness of the stochastic gradients ∂˜tf while conditioning
on all the randomness history. Now recall from Assumption 4 (ii) that −f(wt+1, ⋅) is µ2-PL implying that∥∇Ψf(wt+1,Ψt)∥2F ≥ 2µ2(Φ(wt+1) − f(wt+1,Ψt)). Moreover, assume that η2 ≤ 1/L2 to remove the last term
in (54). Putting altogether implies that
Φ(wt+1) − Ef(wt+1,Ψt+1) ≤ (1 − µ2η2n) (Φ(wt+1) − f(wt+1,Ψt)) + η22 L22 σ2ψ
+ η2n
2
∥∇Ψf(wt+1,Ψt) − 1
n
∂tf∥2
F
. (55)
Next, we continue to bound the last term in RHS of (55). We can write
∥∇Ψf(wt+1,Ψt) − 1
n
∂tf∥2
F
= 1
n2
∑
i∈[n]∥∇ψf i(wt+1,ψit) −∇ψf i(wit,ψit)∥2F
≤ L221
n2
∑
i∈[n]∥wt+1 −wit∥2
≤ 2L221
n2
∑
i∈[n]∥wit −wt∥2 + 2L
2
21
n
∥wt+1 −wt∥2 , (56)
where the first inequality above uses Assumption 3 on Lipschitz continuity of local gradients and the second
inequality simply uses the inequality ∥a + b∥2 ≤ 2∥a∥2 + 2∥b∥2. Next, let us bound the term ∥wt+1 −wt∥2
in expectation as follows. Using the descent update rule in Algorithm 1 and considering Assumption 2 on
variance of the stochastic gradients ∇˜wf i we can write
E∥wt+1 −wt∥2 = η21EXXXXXXXXXXXXX
1
n
∑
i∈[n] ∇˜wf i(wit,ψit)
XXXXXXXXXXXXX
2
≤ η21EXXXXXXXXXXXXX
1
n
∑
i∈[n]∇wf i(wit,ψit)
XXXXXXXXXXXXX
2 + η21 σ2wn
= η21gt + η21 σ2wn , (57)
where we use the short-hand notation of gt also listed in Table 1. Plugging (57) back in (56) and noting the
notation et = 1n ∑i∈[n] E∥wit −wt∥2 implies that
E∥∇Ψf(wt+1,Ψt) − 1
n
∂tf∥2
F
≤ 2L221
n
et + η21 2L221n gt + η21 2L221n σ2wn . (58)
Before proceeding to bound more terms, let us recall what we have shown till this point. We plug (58)
back in (55), take the expectation with respect to all the sources of randomness and use the notation
25
bt = E[Φ(wt) − f(wt,Ψt)] to conclude
bt+1 ≤ (1 − µ2η2n)E [Φ(wt+1) − f(wt+1,Ψt)]
+ η2L221et + η21η2L221gt + η21η2L221σ2wn + η22 L22 σ2ψ. (59)
To bound the term E [Φ(wt+1) − f(wt+1,Ψt)], we can decompose it to the following three terms:
Φ(wt+1) − f(wt+1,Ψt) = Φ(wt) − f(wt,Ψt) + f(wt,Ψt) − f(wt+1,Ψt) +Φ(wt+1) −Φ(wt). (60)
Given the Lipschitz gradient assumption for the local functions in Assumption 3 and using Lemma 1 on
Lipschitz gradient for the global function, we can write
f(wt,Ψt) − f(wt+1,Ψt) ≤ −⟨∇wf(wt,Ψt),wt+1 −wt⟩ + L1
2
∥wt+1 −wt∥2 , (61)
where wt+1 −wt = −η1 1n ∑i∈[n] ∇˜wf i(wit,ψit). Taking expectation from both sides of (61) implies that
E [f(wt,Ψt) − f(wt+1,Ψt)] (a)≤ η1E∥∇wf(wt,Ψt) −∇Φ(wt)∥2 + η1E∥∇Φ(wt)∥2
+ (η1
2
+ η21 L12 ) gt + η21 L12 σ2wn
(b)≤ η1 2L212
µ2n
bt + η1E∥∇Φ(wt)∥2 + (η1
2
+ η21 L12 ) gt + η21 L12 σ2wn , (62)
where in inequality (a) we use the inequality 2⟨a,b⟩ ≤∥a∥2 +∥b∥2 and also the result in (57). To derive (b),
we use Assumptions 3 and 4 (ii), result of Lemma 1 and the notation bt = E[Φ(wt) − f(wt,Ψt)] to write
E∥∇Φ(wt) −∇wf(wt,Ψt)∥2 = E∥∇wf(wt,Ψ∗(wt)) −∇wf(wt,Ψt)∥2
≤ L212
n
E∥Ψ∗(wt) −Ψt∥2F
≤ 2L212
µ2n
E [Φ(wt) − f(wt,Ψt)]
= 2L212
µ2n
bt. (63)
We now have all the ingredients to conclude the claim of Lemma 5. To do so, we combine the result of Lemma
3 which bounds the term E[Φ(wt+1)] − E[Φ(wt)], Lemma 4 that shows ht ≤ 4L212bt/(µ2n) + 2L21et, and the
bound (62); plug back in (60) and then in (59) and conclude the claim of the lemma, that is
bt+1 ≤ (1 − µ2η2n)(1 + η1 4L212
µ2n
) bt + η1
2
E∥∇Φ(wt)∥2 + η21
2
(L1 +LΦ + 2η2L221) gt
+ (η1L21 + η2L221) et + η212 (L1 +LΦ + 2η2L221) σ2wn + η222 L2σ2ψ, (64)
D.6 Proof of Lemma 6
To prove this lemma, we first need to establish an intermediate step, which is stated in the following.
Proposition 1. If Assumptions 1, 2 and 3 hold, then
et ≤ 16η21(τ − 1)L21 t−1∑
l=tc+1 el + 10η21(τ − 1)
t−1∑
l=tc+1 gl + 8η21(τ − 1)2ρ2 + 4η21(τ − 1)(n + 1)σ
2
w
n
. (65)
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Proof of Proposition 1. Consider an iteration t ≥ 1 and let tc denote the index of the most recent communi-
cation between the workers and the server, i.e. tc = ⌊ tτ ⌋τ . Therefore, all the workers share the same local
minimization model at iteration tc + 1, i.e. w1tc+1 = ⋯ = wntc+1 = wtc+1. According to the update rule of
FedRobust, we can write for each node i that
witc+2 =witc+1 − η1∇˜wf i(witc+1,ψitc+1),⋮
wit =wit−1 − η1∇˜wf i(wit−1,ψit−1). (66)
Summing up all the equalities in (66) yields that
wit =witc+1 − η1 t−1∑
l=tc+1 ∇˜wf i(wil ,ψil). (67)
Therefore, the difference of the local models wit and their average wt can be written as
wit −wt =witc+1 − η1 t−1∑
l=tc+1 ∇˜wf i(wil ,ψil) −
⎛⎜⎝wtc+1 − η1 1n ∑j∈[n]
t−1∑
l=tc+1 ∇˜wf j(wjl ,ψjl )
⎞⎟⎠
= −η1 ⎛⎜⎝
t−1∑
l=tc+1 ∇˜wf i(wil ,ψil) − 1n ∑j∈[n]
t−1∑
l=tc+1 ∇˜wf j(wjl ,ψjl )
⎞⎟⎠ . (68)
This yields the following bound on each local deviation from the average E∥wit −wt∥2:
E∥wit −wt∥2 = η21EXXXXXXXXXXXXX
t−1∑
l=tc+1 ∇˜wf i(wil ,ψil) − 1n ∑j∈[n]
t−1∑
l=tc+1 ∇˜wf j(wjl ,ψjl )
XXXXXXXXXXXXX
2
≤ 2η21EXXXXXXXXXXXX
t−1∑
l=tc+1 ∇˜wf i(wil ,ψil)
XXXXXXXXXXXX
2 + 2η21EXXXXXXXXXXXXX
1
n
∑
j∈[n]
t−1∑
l=tc+1 ∇˜wf j(wjl ,ψjl )
XXXXXXXXXXXXX
2
(a)≤ 2η21 EXXXXXXXXXXXX
t−1∑
l=tc+1∇wf i(wil ,ψil)
XXXXXXXXXXXX
2
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T3
+2η21 EXXXXXXXXXXXXX
1
n
∑
j∈[n]
t−1∑
l=tc+1∇wf j(wjl ,ψjl )
XXXXXXXXXXXXX
2
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
T4+ 2η21(t − tc − 1)(n + 1)σ2wn , (69)
where we used Assumption 2 to bound the variance of the stochastic gradients and derive (a). The term T4
in (69) can simply be bounded as
T4 ≤ EXXXXXXXXXXXXX
1
n
∑
j∈[n]
t−1∑
l=tc+1∇wf j(wjl ,ψjl )
XXXXXXXXXXXXX
2 ≤ (t − tc − 1) t−1∑
l=tc+1E
XXXXXXXXXXXXX
1
n
∑
j∈[n]∇wf j(wjl ,ψjl )
XXXXXXXXXXXXX
2
(70)
Note that tc denotes the latest server-worker communication before iteration t, hence t − tc ≤ τ where τ is the
duration of local updates in each round. Therefore, we have
T4 ≤ (τ − 1) t−1∑
l=tc+1E
XXXXXXXXXXXXX
1
n
∑
j∈[n]∇wf j(wjl ,ψjl )
XXXXXXXXXXXXX
2 ≤ (τ − 1) t−1∑
l=tc+1 gl (71)
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Now we proceed to bound the term T3 in (69) as follows:
T3 = EXXXXXXXXXXXX
t−1∑
l=tc+1∇wf i(wil ,ψil)
XXXXXXXXXXXX
2
≤ (τ − 1) t−1∑
l=tc+1E∥∇wf i(wil ,ψil)∥2
≤ 4(τ − 1) t−1∑
l=tc+1E∥∇wf i(wil ,ψil) −∇wf i(wl,ψil)∥2
+ 4(τ − 1) t−1∑
l=tc+1E
XXXXXXXXXXXXX∇wf i(wl,ψil) −
1
n
∑
j∈[n]∇wf j(wl,ψjl )
XXXXXXXXXXXXX
2
+ 4(τ − 1) t−1∑
l=tc+1E
XXXXXXXXXXXXX
1
n
∑
j∈[n]∇wf j(wl,ψjl ) − 1n ∑j∈[n]∇wf j(wjl ,ψjl )
XXXXXXXXXXXXX
2
+ 4(τ − 1) t−1∑
l=tc+1E
XXXXXXXXXXXXX
1
n
∑
j∈[n]∇wf j(wjl ,ψjl )
XXXXXXXXXXXXX
2
(72)
We can simply this bound by using Assumption 3 on Lipschitz gradients for the local objectives f is and
applying the notations for el and gl to derive
T3 ≤ 4(τ − 1)L21 t−1∑
l=tc+1E∥wil −wl∥2 + 4(τ − 1)
t−1∑
l=tc+1E∥∇wf i(wl,ψil) −∇wf(wl,Ψl)∥2
+ 4(τ − 1)L21 t−1∑
l=tc+1 el + 4(τ − 1)
t−1∑
l=tc+1 gl (73)
We can plug (71) and (73) into (69) and take the average of the both sides over i = 1,⋯, n. This implies that
et ≤ 16η21(τ − 1)L21 t−1∑
l=tc+1 el + 10η21(τ − 1)
t−1∑
l=tc+1 gl + 8η21(τ − 1)2ρ2 + 4η21(τ − 1)(n + 1)σ
2
w
n
. (74)
In above, we used the result of Proposition 2 that given Assumption 1, bounds the gradient diversity
1
n ∑i∈[n] ∥∇wf i(w,ψi) −∇wf(w,Ψ)∥2 ≤ ρ2, where ρ2 = 3ρ2f +6L212(21+22). We defer the proof this proposition
to the end of this section. This concludes the proof of Proposition 1.
Having set the required intermediate steps, we resume the proof of Lemma 6. According to Proposition 1,
we can write the term et as follows
et ≤ C1 t−1∑
l=tc+1 el +C2
t−1∑
l=tc+1 gl +C3 (75)
where we use the following short-hand coefficients
C1 ∶= 16η21(τ − 1)L21
C2 ∶= 10η21(τ − 1)
C3 ∶= 8η21(τ − 1)2ρ2 + 4η21(τ − 1)(n + 1)σ2wn . (76)
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We can then write this bound for every iteration in [tc + 1 ∶ t], that is
etc+1 = 0
etc+2 ≤ C1etc+1 +C2gtc+1 +C3⋮
et ≤ C1 (etc+1 +⋯ + et−1) +C2 (gtc+1 +⋯ + gt−1) +C3. (77)
Summing all of the inequalities results in the following
t−1∑
l=tc+1 el ≤ C1(τ − 1)
t−1∑
l=tc+1 el +C2(τ − 1)
t−1∑
l=tc+1 gl +C3(τ − 1). (78)
We can further rearrange the terms above and write
t−1∑
l=tc+1 el ≤ C2(τ − 1)1 −C1(τ − 1)
t−1∑
l=tc+1 gl + C3(τ − 1)1 −C1(τ − 1) . (79)
Now, if we assume that C1(τ − 1) ≤ 1/2, then we get the following bound on ∑t−1l=tc+1 el
t−1∑
l=tc+1 el ≤ 2C2(τ − 1)
t−1∑
l=tc+1 gl + 2C3(τ − 1) (80)
Plugging back in (98) and using the assumption C1(τ − 1) ≤ 1/2 yields that
et ≤ C1 ⎛⎝2C2(τ − 1) t−1∑l=tc+1 gl + 2C3(τ − 1)⎞⎠ +C2
t−1∑
l=tc+1 gl +C3
≤ 2C2 t−1∑
l=tc+1 gl + 2C3, (81)
which concludes the proof of Lemma 6. Lastly, we present the following proposition along with its proof
which we used this result to prove Proposition 1.
Proposition 2. An immediate implication of Assumptions 1 and 3 is that for any w,Ψ, the diversity of the
local gradients is bounded in the following sense
1
n
∑
i∈[n]∥∇wf i(w,ψi) −∇wf(w,Ψ)∥2 ≤ ρ2, (82)
where we denote ρ2 = 3ρ2f + 6L212(21 + 22).
Proof of Proposition 2. The proof is simply implied from Assumptions 1 and 3 by writing
1
n
∑
i∈[n]∥∇wf i(w,ψi) −∇wf(w,Ψ)∥2 ≤ 3 1n ∑i∈[n]∥∇wf i(w,Λi, δi) −∇wf i(w, I,0)∥2+ 3 1
n
∑
i∈[n]∥∇wf i(w) −∇wf(w)∥2+ 3 1
n
∑
i∈[n]∥∇wf(w, I,0) −∇wf(w,Ψ)∥2≤ 3ρ2f + 6L212(21 + 22). (83)
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D.7 Proof of Lemma 7
Haddadpour and Mahdavi (2019) proves a similar claim for Γ = 0. For completeness, we provide the proof for
general case when Γ ≠ 0. Let tc denote the index of the most recent communication round, i.e. tc = ⌊ tτ ⌋τ . We
can write t = tc + r where 1 ≤ r ≤ τ . Starting from r = 1, we can write
Ptc+2 ≤ ΥPtc+1 − η12 (1 − η1L) gtc+1 + Γ≤ ΥPtc+1 + Γ, (84)
where the last inequality holds if
η1L ≤ 1. (85)
We can continue for r = 2 as follows
Ptc+3 ≤ ΥPtc+2 − η12 (1 − η1L) gtc+2 + η21Bgtc+1 + Γ(a)≤ Υ2Ptc+1 − η12 Υ(1 − η1L − η1 2BΥ ) gtc+1 + Γ(1 +Υ)(b)≤ Υ2Ptc+1 + Γ(1 +Υ) (86)
where (a) is due to the inequality Ptc+2 ≤ ΥPtc+1 − η12 (1 − η1L)gtc+1 + Γ and (b) holds if
1 − η1L − η1 2B
Υ
≥ 0, (87)
or equivalently
η1 (L + 2B
Υ
) ≤ 1. (88)
We can continue the same argument up to r + 1 and write
Ptc+r+1 ≤ ΥrPtc+1 + Γ(1 +Υ +⋯ +Υr−1), (89)
if the step-size is as small as follows
η1 (L + 2B
Υr−1 (1 +Υ +⋯ +Υr−2)) ≤ 1. (90)
Since 1 +Υ +⋯ +Υr−2 ≤ 1
1−Υ , then the following condition implies all the previous ones on η
η1 (L + 2B
Υr−1(1 −Υ)) . (91)
Moreover, since Υ < 1, then the strongest condition on η is (91) when we put the largest possible value for r
which is τ , yielding
η1 (L + 2B
Υτ−1(1 −Υ)) . (92)
Lastly, we note that 1 +Υ +⋯ +Υr−1 ≤ 1
1−Υ in (89), and the claim is concluded.
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D.8 Proof of Lemma 8
Recall the result of Lemma 5 in which we showed that if η2 ≤ 1/L2, then the following contraction bound on
the sequence {bt}t≥0 holds:
bt+1 ≤ (1 − µ2η2n)(1 + η1 4L212
µ2n
) bt + η1
2
E∥∇Φ(wt)∥2 + η21
2
(L1 +LΦ + 2η2L221) gt
+ (η1L21 + η2L221) et + η212 (L1 +LΦ + 2η2L221) σ2wn + η222 L2σ2ψ, (93)
and consider the coefficient of bt in above. A simple calculation yields that if the step-sizes satisfy the
condition η2
η1
≥ 8L212
µ22n
2 , then we have
(1 − µ2η2n)(1 + η1 4L212
µ2n
) ≤ 1 − 1
2
µ2η2n. (94)
Now, we denote γ = 1 − 1
2
µ2η2n and apply (93) to all iterations t = 0,⋯, T − 1, which yields that
b0 ≤ 2L22
µ2n
(21 + 22) ,
b1 ≤ γb0 + η1
2
E∥∇Φ(wt)∥2 + η21
2
(L1 +LΦ + 2η2L221) g0 + (η1L21 + η2L221) e0
+ η21
2
(L1 +LΦ + 2η2L221) σ2wn + η222 L2σ2ψ,⋮
bT−1 ≤ γbT−2 + η1
2
E∥∇Φ(wt)∥2 + η21
2
(L1 +LΦ + 2η2L221) gT−2 + (η1L21 + η2L221) eT−2
+ η21
2
(L1 +LΦ + 2η2L221) σ2wn + η222 L2σ2ψ. (95)
Taking the average of the T inequalities above yields that
(1 − γ) 1
T
T−1∑
t=0 bt ≤ 2L22µ2n 21 + 22T + η12 1T T−1∑t=0 E∥∇Φ(wt)∥2
+ η21
2
(L1 +LΦ + 2η2L221) 1T T−1∑t=0 gt + (η1L21 + η2L221) 1T T−1∑t=0 et+ η21
2
(L1 +LΦ + 2η2L221) σ2wn + η222 L2σ2ψ. (96)
We can further divide both sides of (96) by 1 − γ and conclude
1
T
T−1∑
t=0 bt ≤ 4L22µ22n2 
2
1 + 22
η2T
+ η1
η2
1
µ2n
1
T
T−1∑
t=0 E∥∇Φ(wt)∥2
+ η21
η2
1
µ2n
(L1 +LΦ + 2η2L221) 1T T−1∑t=0 gt + 1η2 2µ2n (η1L21 + η2L221) 1T T−1∑t=0 et+ η21
η2
1
µ2n
(L1 +LΦ + 2η2L221) σ2wn + η2 L2µ2nσ2ψ. (97)
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D.9 Proof of Lemma 9
We begin by noting the result of Proposition 1 in which we showed the following bound on et
et ≤ C1 t−1∑
l=tc+1 el +C2
t−1∑
l=tc+1 gl +C3, (98)
where we defined the coefficients C1,C2,C3 in (76) and recall here for more convenient:
C1 ∶= 16η21(τ − 1)L21
C2 ∶= 10η21(τ − 1)
C3 ∶= 8η21(τ − 1)2ρ2 + 4η21(τ − 1)(n + 1)σ2wn . (99)
Next, we apply this bound to each iteration t = 0,⋯, T − 1 as follows
e0 = 0⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
e1 = 0
e2 ≤ C1e1 +C2g1 +C3⋮
eτ ≤ C1 (e1 +⋯ + eτ−1) +C2 (g1 +⋯ + gτ−1) +C3⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
eτ+1 = 0
eτ+2 ≤ C1eτ+1 +C2gτ+1 +C3⋮
e2τ ≤ C1 (eτ+1 +⋯ + e2τ−1) +C2 (gτ+1 +⋯ + g2τ−1) +C3⋮⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
eTc+1 = 0
eTc+2 ≤ C1eTc+1 +C2gTc+1 +C3⋮
eT−1 ≤ C1 (eTc+1 +⋯ + eT−2) +C2 (gTc+1 +⋯ + gT−2) +C3,
(100)
where Tc = ⌊Tτ ⌋τ denote the index of the most recent communication between the workers and the server
before iteration T . Summing the above inequalities yields that
T−1∑
t=0 et ≤ C1(τ − 1) T−1∑t=0 et +C2(τ − 1) T−1∑t=0 gt +C3T. (101)
Now if we assume that C1(τ − 1) = 16η21(τ − 1)2L21 ≤ 12 , the the claim is concluded by rearranging the terms
in (101):
1
T
T−1∑
t=0 et ≤ 2C2(τ − 1) 1T T−1∑t=0 gt + 2C3. (102)
Appendix E Proof of Theorem 3
Fix a distribution P˜ and consider
max
Λ,δ
EP˜ [`(fw(Λx + δ))] − λ∥δ∥22 − λ∥Λ − I∥2F (103)
Assuming a 1-Lipschitz loss ` with 1-Lipschitz gradient, based on Farnia et al. (2018)’s Lemma 7 the above
function’s gradient with respect to δ has a Lipschitz constant bounded by
Lip(∇fw) ∶= ( L∏
i=1 ∥wi∥σ) l∑i=1 i∏j=1 ∥wj∥σ.
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Similarly, the expected loss’s derivative with respect to Λ will also be Lipschitz in the spectral norm with a
Lipschitz constant upper-bounded by
B Lip(∇fw) = B( L∏
i=1 ∥wi∥σ) l∑i=1 i∏j=1 ∥wj∥σ.
Given weights in w, we denote the optimal solution for δ and Λ by δw and Λw, respectively. To apply the
Pac-Bayes generalization analysis, we need to bound the change in δw,Λw caused by perturbing w to w +u.
Note that since λ > (1 + B)Lip(∇fw), the maximization problem for optimizing Λw, δw is maximizing a
strongly-concave objective whose solutions will satisfy:
δw = 1
λ
E[∇` ○ fw(Λwx + δw)],
Λw − I = 1
λ
E[(∇` ○ fw(Λwx + δw))X⊺]
which are norm-bounded by Lip(`○fw)
λ
≤ ∏di=1 ∥wi∥σ
λ
and B Lip(`○fw)
λ
≤ B∏di=1 ∥wi∥σ
λ
, respectively. Therefore, for
a norm-bounded perturbation u where ∥ui∥σ ≤ 1L∥wi∥σ we can write∥δw+u − δw∥2 + ∥Λw+u −Λw∥σ= ∥ 1
λ
E[∇`(fw+u(Λw+uX + δw+u))] − 1
λ
E[∇`(fw(ΛwX + δw))]∥2+ ∥ 1
λ
E[∇`(fw+u(Λw+uX + δw+u))X⊺] − 1
λ
E[∇`(fw(ΛwX + δw))X⊺]∥σ= ∥ 1
λ
E[∇`(fw+u(Λw+uX + δw+u)) −∇`(fw(ΛwX + δw))]∥2+ ∥ 1
λ
E[(∇`(fw+u(Λw+uX + δw+u)) −∇`(fw(ΛwX + δw)))X⊺]∥σ≤ ∥ 1
λ
E[∇`(fw+u(Λw+uX + δw+u)) −∇`(fw(Λw+uX + δw+u))]∥2+ ∥ 1
λ
E[∇`(fw(Λw+uX + δw+u)) −∇`(fw(ΛwX + δw+u))]∥2+ ∥ 1
λ
E[∇`(fw(ΛwX + δw+u)) −∇`(fw(ΛwX + δw))]∥2+ ∥ 1
λ
E[(∇`(fw+u(Λw+uX + δw+u)) −∇`(fw(Λw+uX + δw+u)))X⊺]∥σ+ ∥ 1
λ
E[(∇`(fw(Λw+uX + δw+u)) −∇`(fw(ΛwX + δw+u)))X⊺]∥σ+ ∥ 1
λ
E[(∇`(fw(ΛwX + δw+u)) −∇`(fw(ΛwX + δw)))X⊺]∥σ
≤ (B + 1) lip(` ○ fw)
λ
(∥δw+u − δw∥2 + ∥Λw+u −Λw∥σ)
+ (B + 1)e2( L∏
i=1 ∥wi∥σ) d∑i=1[ ∥ui∥σ∥wi∥σ +B( i∏j=1 ∥wj∥σ) i∑j=1 ∥uj∥σ∥wj∥σ ],
where the last inequality follows from Lemma 3 in Farnia et al. (2018). As a result,
∥δw+u − δw∥2 + ∥Λw+u −Λw∥σ
≤ λ
λ − (B + 1) lip(` ○ fw)[(B + 1)e2( L∏i=1 ∥wi∥σ) d∑i=1[ ∥ui∥σ∥wi∥σ +B( i∏j=1 ∥wj∥σ) i∑j=1 ∥uj∥σ∥wj∥σ ]].
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Then, we can bound the change in the loss function caused by perturbing w at any ∥x∥2 ≤ B with any
norm-bounded ∥ui∥σ ≤ 1L∥wi∥σ:∥fw+u(Λw+uX + δw+u) − fw(ΛwX + δw)∥2≤ ∥fw+u(Λw+uX + δw+u) − fw(Λw+uX + δw+u)∥2+ ∥fw(Λw+uX + δw+u) − fw(ΛwX + δw+u)∥2+ ∥fw(ΛwX + δw+u) − fw(ΛwX + δw)∥2
≤ eB( L∏
i=1 ∥wi∥σ) L∑i=1 ∥ui∥2∥wi∥2 + (1 +B)( d∏i=1 ∥wi∥σ)
e2
λ − (B + 1)Lip(∇fw) L∑i=1[ ∥ui∥σ∥wi∥σ +B( i∏j=1 ∥wj∥σ) i∑j=1 ∥uj∥σ∥wj∥σ ].
Now, for a fixed weight vector w˜ we consider a multivariate Gaussian distribution Q with zero-mean and
diagonal covaraince matrix for perturbation u where each entry ui has standard deviation κi = ∥w˜i∥σL√∏Li=1 ∥w˜i∥σ κ
with κ chosen as
κ = γ
8e5L
√
2d log(4dL)B(∏Li=1 ∥w˜i∥σ)(1 + λλ−(1+B)Lip(∇fw) ∑Li=1∏ij=1 ∥w˜j∥σ) . (104)
Also, for any w which satisfies ∣∥wi∥σ − ∥w˜i∥σ ∣ ≤ η4L∥w˜i∥σ, we have Lip(` ○ fw) ≤ eη/2λ(1 − η) ≤ (1 − η/2)λ.
Therefore,
KL(Pw+u∥Q)
≤ d∑
i=1
∥wi∥2F
2κ2i
≤O(L2B2d log(dL)(∏Li=1 ∥w˜i∥2σ)(1 + 1λ−(1+B)Lip(∇fw) ∑Li=1∏ij=1 ∥w˜j∥σ)2
γ2
d∑
i=1
∥wi∥2F∥w˜i∥2σ )
≤O(L2B2d log(dL)(∏Li=1 ∥wi∥2σ)(1 + 1λ−(1+B)Lip(∇fw) ∑Li=1∏ij=1 ∥wj∥σ)2
γ2
d∑
i=1
∥wi∥2F∥wi∥2σ )
Now we plug the above result into Farnia et al. (2018)’s Lemma 1, implying that given a fixed underlying
distribution P and any ξ > 0 with probability at least 1 − ξ for any w satisfying ∣∥wi∥σ − ∥w˜i∥σ ∣ ≤ η4L∥w˜i∥σ
we have
Ladv0−1(w) − Lˆadvγ (w) ≤ O⎛⎜⎜⎜⎝
¿ÁÁÁÀB2L2d log(Ld)λ2(∏Li=1 ∥wi∥σ∑Li=1 ∥wi∥2F∥wi∥2σ )2 + log mξ
mγ2(λ − (1 +B)Lip(∇fw))2
⎞⎟⎟⎟⎠ . (105)
Now we use a cover of size O(L
η
logM) points where for any feasible ∥wi∥σ we can find a point ai in the cover
such that ∣∥wi∥σ − ai∣ ≤ η4Lai. As a result, we can cover the space of feasible wi’s with O((Lη logM))LL)
number of points. This proves that for a fixed underlying distribution for every ξ > 0, with probability at
least ξ > 0 for any feasible norm-bounded w we have
Ladv0−1(w) − Lˆadvγ (w) ≤ O⎛⎜⎜⎜⎝
¿ÁÁÁÀB2L2d log(Ld)λ2(∏Li=1 ∥wi∥σ∑Li=1 ∥wi∥22∥wi∥2σ )2 +L log mL log(M)ηξ
mγ2(λ − (1 +B)Lip(∇` ○ fw))2
⎞⎟⎟⎟⎠ . (106)
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To apply the result to the network of n nodes, we apply a union bound to have the bound hold simultaneously
for the distribution of every node, which proves for every ξ > 0 with probability at least 1 − ξ the average
worst-case loss of the nodes satisfies the following margin-based bound:
Ladv0−1(w) − Lˆadvγ (w) ≤ O⎛⎜⎜⎜⎝
¿ÁÁÁÀB2L2d log(Ld)λ2(∏Li=1 ∥wi∥σ∑Li=1 ∥wi∥2F∥wi∥2σ )2 +L log nmL log(M)ηξ
mγ2(λ − (1 +B)Lip(∇fw))2
⎞⎟⎟⎟⎠ . (107)
Therefore, the proof is complete.
Appendix F Proof of Theorem 4
Define random vector U = ΛX + δ. According to the definition of optimal transport cost Wc(PX, PU) for
quadratic c(x,u) = 1
2
∥x − u∥22,
Wc(PX, PU) ∶= min
PX,U∈Π(PX,PU) E[12∥X −U∥22] (108)
where Π(PX, PU) contains any joint distribution PX,U with marginals PX, PU. One distribution in Π(PX, PU)
is the joint distribution of (X,ΛX + δ) implying that
Wc(PX, PU) ≤ 1
2
E[∥X −ΛX − δ∥22]
= 1
2
E[∥(I −Λ)X − δ∥22]
(a)≤ E[∥(I −Λ)X∥22] + ∥δ∥22(b)≤ Tr((I −Λ)(I −Λ)⊺E[XX⊺]) + ∥δ∥22(c)≤ λTr((I −Λ)(I −Λ)⊺) + ∥δ∥22(d)≤ λ∥I −Λ∥2F + ∥δ∥22≤ max{λ,1}(∥I −Λ∥2F + ∥δ∥22).
In the above, (a) holds since for every two vectors u1,u2 we have ∥u1+u2∥22 = ∥u1∥22+∥u2∥22+2u⊺1u2 ≤ 2(∥u1∥22+∥u2∥22). (b) follows from the fact that E[∥(I−Λ)X∥22] = E[Tr((I−Λ)XX⊺(I−Λ)⊺) = Tr((I−Λ)(I−Λ)⊺E[XX⊺]).(c) holds because of the theorem’s assumption implying that E[XX⊺] ≤ λI. Last, (d) holds because we have
Tr(AA⊺) = ∥A∥2F for every A. Therefore, the proof is complete.
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