To describe strategies for using multiple clinical examination items to estimate disease probabilities; and to evaluate the diagnostic accuracy of each strategy.
he clinical examination comprises the medical history and the physical examination. Each component of the clinical examination can be considered a separate diagnostic test. As such, clinicians must choose how to incorporate the numerous results obtained from eliciting the patient's history and performing a physical examination into their clinical decision making. Some of these results will be highly relevant, whereas others ought to have little impact on clinical decisions. This process of determining the relevance of clinical examination results is twofold: first, is the result statistically associated with the target disorder; and second, how much does the result contribute to the diagnosis above other clinical examination results? To make these decisions about relevance, clinicians need a summary measure of the impact of a given clinical examination result on the likelihood of the target disorder.
Likelihood ratios (LRs) are convenient summary measures of diagnostic test performance. They describe the prevalence of a diagnostic test result in patients with a condition of interest versus the prevalence of the same test result among people without the condition. 1 Whether the test yields dichotomous, ordinal, or continuous results, LRs convey a similar type of diagnostic information. Clinicians can use LRs to modify their estimated prior odds of a target disorder to arrive at the posterior odds of the disorder. When there is a single diagnostic test, posterior odds is simply the product of prior odds and the LR for the test result. 1, 2 When there are multiple diagnostic tests, the posterior odds calculated from the first test's LR becomes the prior odds for the second test, and so on. 1, 2 However, this serial multiplication of LRs assumes that the tests are conditionally independent, 1,2 that is, that the probability of the outcome of one test is not affected by the outcome of any of the other tests. If two or more of the tests are not conditionally independent, then the estimate of posterior odds may be inaccurate. [1] [2] [3] As multiple testing occurs frequently in clinical diagnosis, clinicians need to know how to use LRs from multiple tests to efficiently arrive at an accurate estimate of posterior odds.
When reading original research articles, review articles, or textbooks, clinicians may collect a long list of clinical examination LRs. Using these results in clinical encounters may improve a clinician's ability to accurately diagnose. Clinicians have several options when choosing among LRs to use in a clinical encounter. They can use LRs from all pertinent clinical examination items, LRs JGIM from a single clinical examination item, or LRs from a subset of findings. If they choose to use LRs from all findings, the calculations may become complex and the risk of violating the independence assumption is greatest. If they choose only a single finding, then there is no risk of violating independence assumptions, but important diagnostic information contained in other variables may be lost. Using a subset of findings that minimizes the violations of independence assumptions and uses all important diagnostic information solves the problems of the other options, but requires knowing which items are conditionally independent predictors of the target disorder.
Bias in posterior probability estimates from Bayes' theorem has been explored with regard to literature versus locally derived data, 4 verification bias, 5 and lack of conditional independence. [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] Bayes' theorem can work well when independence is assumed, 6, 7, 12, 15, 16 but violations of the independence assumption can degrade diagnostic accuracy. [7] [8] [9] [10] Proposed solutions include rankordering variables according to degree of intercorrelation, 8 selecting variables based on whether they increase diagnostic accuracy, 13, 14 or using discriminant function analysis. 10 However, clinicians are urged to use LRs published in medical literature, particularly with regard to the clinical examination, to calculate disease probabilities at the bedside. 11 We used data from a previously reported study to highlight four strategies of applying multiple LRs, each reflecting options potentially available to clinicians. These four strategies sequentially investigate the conditional independence assumption for components of the clinical examination, using the example of chronic airflow limitation. We illustrate how these strategies can be generalized to medical history and physical examination data to facilitate selecting the most computationally efficient and sensible combination of clinical diagnostic findings for clinicians to use when examining their patients. These strategies can also help clinicians to understand how erroneous conditional independence assumptions might affect their estimates of disease probabilities.
METHODS

Calculating Likelihood Ratios for the Clinical Examination of Airflow Limitation
Consecutive patients ( n ϭ 164) at a medical preoperative evaluation clinic of the Durham Veterans Affairs Medical Center were independently evaluated by an internist and an anesthesiologist. 17 Each clinician recorded a focused pulmonary history and physical examination on a standard data collection form containing seven history and five physical examination items. 17 Following the clinician's evaluations, each patient performed reference standard spirometry administered by a trained respiratory technician blinded to the results of the clinical examination. Details of our methods and the patient population were reported previously. 17 We defined airflow limitation as a ratio of forced expiratory volume in 1 second to forced vital capacity ratio (FEV 1 /FVC) less than the fifth percentile predicted for gender, age, and height, 18 according to American Thoracic Society Guidelines. 19 We calculated LRs from contingency tables (traditional LRs) for each of the 12 history and physical examination items. As LRs of 1 are diagnostically indeterminate, 20 a history or physical examination item was considered useful only if the 95% confidence interval (CI) 21 about its LRs excluded 1. Useful items from this bivariate analysis (Table 2) were used as predictor variables in a binary logistic regression model. Logistic regression was used to determine which history and physical examination items independently predicted airflow limitation. Logistic regression was performed on SAS software (SAS Institute, Cary, NC).
Strategies of Applying Multiple Likelihood Ratios Strategy 1: All Seven Traditional Likelihood Ratios
The first strategy was to use all clinical history and physical examination features found useful by univariate analysis. The traditional LRs are calculated in the conventional manner: ,
that is, the probability of the result given disease present divided by the probability of the same result given disease absent. For the case of a positive test result, equation 1 can be rewritten:
.
In this strategy, multiplying the prior odds by the appropriate LR for every diagnostic test result yields the posterior odds. For the case of k diagnostic tests;
. (2) For example, if we have three tests with test A positive, test B negative, and test C positive, then the posterior odds would be calculated by equation 2:
Although using all available diagnostic information seems advantageous, as the number of possible test outcomes increases, the likelihood of violating the independence assumption also increases. If all tests are conditionally independent, then this strategy would be analogous to using a logistic regression model with all univariate predictors included in the model as main effects.
Strategy 2: The Single Best Likelihood Ratio
The second strategy was to use only the single clinical history or physical examination feature that has the greatest effect on prior odds. One sure way to avoid violating the independence assumption is to use only a single LR when calculating posterior odds. Although one could choose a single examination item to use in every instance, no single item is always the best choice. Therefore, we recommend a strategy of choosing the single best LR for each patient being examined. In this strategy, all possible traditional LRs (equation 1) are ranked in order of decreasing ability to alter prior odds. Because all diagnostic tests have at least two possible outcomes (e.g., positive and negative), k tests will yield at least 2 k LRs with at least k LRs Յ 1 and at least k LRs Ն 1. Likelihood ratios that increase the odds of a target disorder range from 1 (diagnostically unhelpful) to ؕ (absolutely rules in disease). Likelihood ratios that decrease the odds of a target disorder range from 1 (diagnostically unhelpful) to 0 (absolutely rules out disease). Therefore, LRs are increasingly potent in altering prior odds as they diverge from unity in either direction. To rank order LRs Ͻ 1 with LRs Ͼ 1, they must first be transformed to the same scale. This is most easily done by calculating an LR Ј where LR Ј is the absolute value of the natural logarithm of LR. Likelihood ratios are then ranked from largest to smallest. Alternatively, the reciprocal of LRs Ͻ 1 can be ranked with LRs Ͼ 1. Once every LR is ranked, the single best LR can be chosen for any patient by identifying the patient's finding appearing highest on the list.
For example, we have three tests with binary outcomes (positive or negative) and test A has an LR ϩ ϭ 15 and LR Ϫ ϭ 0.9, test B has LR ϩ ϭ 5 and LR Ϫ ϭ 0.6, and test C has LR ϩ ϭ 2 and LR Ϫ ϭ 0.1. These outcomes can be ranked:
For any given patient we would record the results from tests A, B, and C. If finding A were present, we would use LR ϭ 15 as this LR has the greatest impact on prior odds. If finding A were absent, we would then look at the result of test C. If finding C were absent, then we would use LR ϭ 0.1 as this LR ranks second in its ability to alter prior odds. This process continues until the patient's LR single best is determined. Of course, if a single examination item has the largest LR ϩ and the smallest LR Ϫ , then that item would always be chosen.
In this strategy, multiplying prior odds by the chosen LR single best yields posterior odds.
Rank
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Strategy 3: Logistic Regression-Selected Traditional Likelihood Ratios
The third strategy was to use only the medical history and physical examination items chosen by logistic regression analysis. For this strategy, logistic regression is used solely as a variable reduction technique. The diagnostic tests used in strategy 1 that do not contribute additional diagnostic information are eliminated from the model. For k diagnostic tests, logistic regression will choose some j tests as independent predictors of the outcome of interest where j Յ k . Having selected the j independent predictors, j traditional LRs (equation 1) are then used to calculate posterior odds using equation 2:
. By eliminating redundant diagnostic tests, this strategy reduces the risk and potential error of violating the independence assumption. However, this strategy still requires the assumption of independence because the j traditional LRs have not been corrected for interdependence. When all variables chosen by the logistic regression model are conditionally independent, this strategy will give the same results as the logistic regression model.
Strategy 4: Adjusted Likelihood Ratios
The fourth strategy was to use only the medical history and physical examination items chosen by logistic regression analysis and adjust their LRs to conform to the independence assumption. Although we used logistic regression to select variables in strategy 3, the utility of logistic regression can be exploited further to yield adjusted LRs. The logistic regression equation can be used to calculate adjusted LRs for different permutations of the j diagnostic tests appearing in the model derived in strategy 3, providing that data were collected from a series of unselected patients. First, we derive the logistic regression equation and record the ␤ coefficient for each diagnostic test. The sum of the products of the patient's results for each diagnostic test (X) with its regression coefficient (␤) yields the natural logarithm of the posterior odds:
Posterior odds
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The patient's posterior odds of disease can be calculated: (5) This simplified model can be used if it fits the data wellthat is, if the predicted and observed probabilities agree. We recommend dividing the data into quantiles of predicted probability and comparing the mean predicted probability to the observed probability within each quantile. This comparison can be made with a Hosmer-Lemeshow 2 goodness-of-fit test. 22 If the observed and predicted probabilities do not agree, then interaction terms must be included in the model to achieve an accurate estimate of the adjusted LRs.
The LR for any combination of test results can then be determined by solving equation 2 for LR: ,
where prior odds is estimated from the sample prevalence and posterior odds is the odds of the disorder in patients with a defined combination of test results. . Thus, we do not obtain an LR for finding A, but an LR for a given permutation of results for the cluster of findings A, B, and C.
This strategy has the advantages of meeting the independence assumption and of using all useful test information. However, the complexity of this method increases as the number of variables and the number of possible outcomes for each variable increases. The number of ad-
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justed LRs for any group of j tests and m possible results for each test is determined by .
For each added test, the number of LRs doubles if the test has a dichotomous outcome, triples if it has a trichotomous outcome, and so forth. Therefore, this strategy may be too complex for routine clinical use except in diagnostic strategies with few possible diagnostic test results. Because this strategy yields the same results as the logistic regression model, the regression equation may be the preferred method of calculating a posterior probability when the number of variables is large.
Comparing the Four Strategies in Airflow Limitation
We calculated LRs for clinical examination items for airflow limitation using each of the four strategies outlined above and used those LRs to calculate posterior odds of airflow limitation in an external validation sample of 70 patients. This validation sample comprised a convenience sample of patients attending medical preoperative evaluation clinic or general internal medicine clinics. Each of the 70 patients in the validation series had four posterior odds estimates corresponding to the four strategies outlined above. The predicted posterior odds were converted to posterior probabilities, and the four strategies were compared in their ability to discriminate between patients with versus those without airflow limitation, and in their accuracy at predicting observed probabilities of airflow limitation.
The ability of each strategy to discriminate between patients with and those without airflow limitation was compared using the area under the ROC curve. 23 The area under the ROC curve is the probability that a patient with airflow limitation will have a greater predicted probability of airflow limitation than a patient without this disorder. Therefore, the greater the ROC curve area, the greater the ability of the strategy to discriminate between patients with airflow limitation and those without. ROC curve areas were compared using methods accounting for repeated testing on the same patients. 24 We compared the accuracy of each strategy with the Hosmer-Lemeshow test, 22 a 2 goodness-of-fit test that contrasted the number of predicted cases of airflow limitation with the number of observed cases. Predicted probabilities of airflow limitation were generated for each patient in the validation set using each of the four strategies. The validation set was divided into quantiles of predicted probability to obtain g groups of at least 20 patients per group. This was performed for each strategy. Within each of the groups the mean predicted probability was multiplied by the number of patients in the group to arrive at the expected number of cases of airflow limitation for the
Number of adjusted LRs
The expected number of cases was contrasted with the observed number, and a 2 value was calculated for each of the four strategies. The degrees of freedom for each 2 test was g rather than g Ϫ 1 because we estimated the expected distribution from the original sample, not the validation sample. 22 
RESULTS
The characteristics of the 164 patients in the original study sample and the 70 patients in the validation sample are shown in Table 1 . Six items from the pulmonary history and one item from the pulmonary physical examination had LRs with 95% CIs excluding 1 for predicting airflow limitation (Table 2) . 17 These seven items were, therefore, useful in predicting airflow limitation according to the bivariate analysis. Three distinct cutpoints for the number of years the patient had smoked were determined by inspection of the ROC curve (Ͻ30, 30-55, and Ͼ55 years). The seven useful clinical evaluation items were candidate predictor variables in a logistic regression model predicting airflow limitation. Items were excluded from the model, using backward elimination, if they were not significant predictors of airflow limitation (p Ͼ .05). Three items remained as independent predictors of airflow limitation: smoking history (Ͻ30, 30-55, and Ͼ55 years), patient reported wheezing, and clinician auscultated wheezing. The same model was chosen whether backward, forward, or stepwise selection methods were used.
Strategy 1 (all seven traditional LRs), strategy 2 (the single best LR), and strategy 3 (logistic regression-selected traditional LRs) used the LRs shown in Table 2 . Strategy 4 (adjusted LRs) used LRs shown in Table 3 . The ordered LRs used in Strategy 2 are shown in Table 4 .
Comparing the Four Strategies
We calculated posterior probabilities of airflow limitation for each patient in the validation series using each of the four strategies. We constructed ROC curves for each of the strategies to compare overall diagnostic accuracy. The strategies of "logistic regression-selected traditional LRs" and "adjusted LRs" were significantly better at discriminating between patients with and without airflow limitation than the "all traditional LR" strategy as measured by the area under the ROC curve (areas ϭ 0.79 and 0.79 vs 0.69; p ϭ .02). The "single best LR" strategy was not significantly different from any of the other three strategies in discriminating between those with and those without airflow limitation (area ϭ 0.75; p ϭ .20). However, ROC area differences of 4% can be important in some clinical decision making; larger studies would be needed to exclude this magnitude of difference. Table 5 summarizes the differences in ROC curve areas between strategies and the 95% CIs about the difference. Potentially important differences between strategies 4 or 3 and strategy 2; or between strategies 2 and 1 are not excluded (Table 5) . Therefore, strategies 4 and 3 are at least as good as strategy 2; and strategy 2 is at least as good as strategy 1. Observed probabilities of airflow limitation did not deviate significantly from predicted probabilities (Table 6 ) for the strategies of "adjusted LRs" (p ϭ .56), "logistic regression-selected traditional LRs" (p ϭ .48), or "single best LR" (p ϭ .60). However, observed probabilities differed significantly from predicted probabilities (Table 6) for the "all seven traditional LRs" strategy (p Ͻ .0001).
DISCUSSION
We have described an approach to identifying the conditionally independent findings from clinical examination studies, using the example of airflow limitation. Although the approaches are quantitative, they detail an important paradigm for defining the rational clinical examination. The rational clinical examination should contain only the smallest number of most useful and efficient history and physical examinations findings, eliminating redundant or inaccurate items. We found that using all seven clinical examination items that were significant on univariate analysis yielded inaccurate posttest probabilities of disease (p Ͻ .0001). This diagnostic inaccuracy was most likely a result of violating the conditional independence assumption. Furthermore, this strategy was less able than the logistic regression model to discriminate between patients with airflow limitation and those without (p ϭ .02). This loss of predictive ability was primarily one of decreased sensitivity, with patients at the lowest predicted probabilities (4%) having a fairly high observed probability of disease (33%) ( Table 6 ).
The strategy of choosing the clinical finding with the single best LR yielded accurate posttest probabilities for airflow limitation. However, it was less accurate than using findings identified in a logistic regression model. Although this decrement in discriminating ability was not statistically significant (p ϭ .2), it was expected because the use of a single clinical examination item ignored diagnostic information contained in the results of other items. However, even this single clinical finding approach compared favorably with physicians' subjective clinical assessments in discriminating between patients with airflow limitation and those without (ROC curve areas of 0.72 vs 0.75). 17 This strategy will yield valid estimates of conditional posterior odds for any target disorder; therefore, it is generalizable. However, predictions for individual patients will always be superior when the results of all truly independent clinical examination items are used to calculate posterior odds.
The other two strategies used logistic regression to identify three independent predictors of airflow limitation (smoking history, auscultated wheezing, and subjective wheezing). These two strategies had two advantages: they used all useful diagnostic information, unlike the single best clinical finding approach; and they yielded accurate and discriminating probabilities of airflow limitation, unlike the approach of using all seven items. Therefore, these strategies would be preferred over the preceding two strategies. In situations in which adjusting the LRs to be independent improved diagnostic accuracy, this approach (strategy 4) might be preferred; otherwise, the unadjusted approach (strategy 3) might be preferred because it may be simpler and more intuitive, and it allows for one or more unobtainable items to be excluded.
Our results have implications for clinicians and clinical researchers concerned with the rational clinical examination. The case of airflow limitation supports the concept that obtaining every relevant historical item and performing every physical examination maneuver may not only cause inefficiency, but also create inaccurate assess- ments. Because the clinical examination finding "drives" subsequent investigations, inaccurate diagnoses may cause harm to patients in the form of inappropriate additional testing or treatment. When researchers study several tests that are likely to be used together, they should investigate how violations in the independence assumption affect the accuracy of clinicians' posterior probability assessments, using strategies like those outlined in this manuscript. Likewise, clinicians should be cautious when using multiple clinical findings for the same condition, such as might be found in review articles or textbooks, when the independence assumption has not been tested. We urge clinicians to search for combinations of findings that have been chosen by variable reduction methods that eliminate the more egregious violations of the independence assumption (our strategy 3 or 4). When the independence assumption has not been substantiated, relying on the finding with the single best LR (strategy 2) would be a valid alternative for clinicians-one free of any conditional independence assumptions. 
