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Abstract
We study the global fluctuations for a class of determinantal point
processes coming from large systems of non-colliding processes and
non-intersecting paths. Our main assumption is that the point pro-
cesses are constructed by biorthogonal families that satisfy finite term
recurrence relations. The central observation of the paper is that the
fluctuations of multi-time or multi-layer linear statistics can be effi-
ciently expressed in terms of the associated recurrence matrices. As
a consequence, we prove that different models that share the same
asymptotic behavior of the recurrence matrices, also share the same
asymptotic behavior for the global fluctuations. An important special
case is when the recurrence matrices have limits along the diagonals, in
which case we prove Central Limit Theorems for the linear statistics.
We then show that these results prove Gaussian Free Field fluctua-
tions for the random surfaces associated to these systems. To illustrate
the results, several examples will be discussed, including non-colliding
processes for which the invariant measures are the classical orthogonal
polynomial ensembles and random lozenge tilings of a hexagon.
1 Introduction
Random surfaces appearing in various models of integrable probability, such
as random matrices and random tilings, are known to have a rich structure.
A particular feature, one that has received much attention in recent years,
is the Gaussian free field that is expected to appear as a universal field
describing the global fluctuations of such random surfaces. Using the inte-
grable structure, this has been rigorously verified in a number of models in
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the literature. For a partial list of reference see [5, 6, 7, 8, 16, 28, 34, 39].
The results so far indicate the universality of the Gaussian Free Field in this
context is rather robust. In this paper, we will be interested in the global
fluctuations for a particular class of models, namely that of non-colliding
processes and ensembles of non-intersecting paths. For those models, we
will provide a general principle that leads to Gaussian Free Field type fluc-
tuations.
Non-colliding process and non-intersecting path ensembles form an im-
portant class of two dimensional random interacting systems. For instance,
Dyson showed [19] that the Gaussian Unitary Ensemble is the invariant mea-
sure for a system of non-colliding Ornstein-Uhlenbeck processes. Replacing
the Ornstein-Uhlenbeck process by its radially squared version defines a sim-
ilar stochastic dynamics for the Laguerre Unitary Ensemble [32]. In Section
3 we will recall a generalization to non-colliding processes for which the
classical orthogonal polynomial ensembles (continuous and discrete) are the
invariant measures. Another source of models that lead non-intersecting
paths are random tilings of planar domains. Lozenge tilings of a hexagon on
a triangular lattice, for example, can alternatively be described by discrete
random walks that start and end at opposite sites of the hexagon [21, 26].
In that way, a probability measure on all tilings of the hexagon induces a
non-intersecting path ensemble.
By the tandem of the Karlin-McGregor or Gessel-Lindstro¨m-Viennot
Theorem and the Eynard-Mehta Theorem, it follows that many non-colliding
process are determinantal point processes, see, e.g., [27]. This makes them
especially tractable for asymptotic analysis. A natural way to study the
random surfaces appearing in this way is to analyze linear statistics for such
determinantal point processes. The purpose of this paper is to prove Central
Limit Theorems for multi-time or multi-layer linear statistics for a certain
class of determinantal point processes. The conditions under which the re-
sults hold are easily verified in the classical ensembles. In particular, we will
show that this Central Limit Theorem confirms the universality conjecture
for the Gaussian free field in these models. We will illustrate our results by
considering several examples, including dynamic extension of Unitary En-
sembles and other ensembles related to (bi)orthogonal polynomials.
In the remaining part of the Introduction we give an example of what
type of results we will prove by discussing a well-known model. Consider the
left picture as shown in Figure 1 showing n Brownian bridges t 7→ γj(t) that
start for t = 0 at the origin and return there at t = 1. We also condition the
bridges never to collide. The γj(t) turn out to have the same distribution as
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Figure 1: The left picture shows a typical configuration of non-colliding
Brownian bridges that are conditioned never to collide. In the right picture
we take a number of vertical sections of the bridge.
the ordered eigenvalues of an n×n Hermitian matrix for which the real and
imaginary part of each entry independently (up to the symmetry) performs
a Brownian bridge. Hence, at any given time t ∈ (0, 1) the locations γj(t)
have the exact same distribution of the appropriately scaled eigenvalues of a
matrix taken randomly from the Gaussian Unitary Ensemble (=GUE). For
more details and background on this, by now classical, example we refer to
[1, 19]. See also [46] for a general reference on Random Matrix Theory.
Because of the non-colliding condition, we can view the paths as level
lines for a random surface. More precisely, if we define the height function
by
hn(t, x) = #{j | γj(t) ≤ x}, (1.1)
i.e. hn(t, x) counts the number of paths directly below a given point (t, x),
then the trajectories are the lines where the stepped surface defined by the
graph of hn(t, x) makes a jump by one. The question is what happens with
hn when the size of the system grows large, i.e. n→∞.
It turns out that as n → ∞ the normalized height function 1nhn has an
almost sure limit, also called the limit shape. Indeed, when n → ∞ the
paths will all accumulate on a region E that is usually referred to as the
disordered region. We will assume that the original system is rescaled such
that E does not depend on n and is a non-empty open domain in R2. In
fact, after a proper rescaling, the domain E is the ellipse
E = {(t, x) | x2 ≤ 4t(1− t)}. (1.2)
It is well-known that the eigenvalue distribution of a GUE matrix converges
to that of a semi-circle law (see, e.g., [1]). This implies that we have the
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following limit for the height function
lim
n→∞
1
n
Ehn(t, x) =
1
2pit(1− t)
∫ x
−
√
4t(1−t)
√
4t(1− t)− s2ds.
The next question is about the fluctuations of the random surface, i.e. the
behavior of hn(t, x)−Ehn(t, x). For a fixed point (t, x) we note that hn(t, x)
is a counting statistic counting the number of eigenvalues of a suitably nor-
malized GUE matrix in a given semi-infinite interval (−∞, x]. The variance
for such a statistic is known to be growing logarithmically ∼ c lnn as n→∞.
Moreover, by dividing by the variance we find that
hn(t, x)− Ehn(t, x)√
Varhn(t, x)
→ N(0, 1),
as n → ∞. The principle behind this result goes back to Costin-Lebowitz
[13] and was later extended by Soshnikov [44]. However, if we consider the
correlation between several points that are macroscopically far apart,
E
 R∏
j=1
(hn(tj , xj)− Ehn(tj , xj))
 ,
we obtain a finite limit as n → ∞. When n → ∞ the random surface
defined by the graph of hn(t, x) − Ehn(t, x) converges to a rough surface.
The pointwise limit does not make sense (due to the growing variance) but
it has a limit as a generalized function. This generalized function is, up to
coordinate transform, known in the literature as the Gaussian free field.
Since the Gaussian Free Field is a random generalized function, it is
natural to pair it with a test function φ, i.e.
〈hn, φ〉 =
∫∫
hn(t, x)φ(t, x)dtdx, (1.3)
(as we will show in Section 2.4 the Dirichlet pairing is more appropriate,
also including a coordinate transform, but this simpler pairing does show
the essential idea). Then by writing hn(t, x) =
∑n
j=1 χ(−∞,γj(t)](x) and by
a discretization of the time integral we obtain
〈hn, φ〉 =
n∑
j=1
∫ ∫ γj(t)
−∞
φ(t, x)dxdt =
N∑
m=1
n∑
j=1
(tm+1−tm)
∫ γj(tm)
−∞
φ(tm, x)dx,
(1.4)
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where we choose N ∈ N time points tm ∈ (0, 1) such that
0 = t0 < t1 < . . . tN < tN+1 = 1,
and typically want the mesh supm=0,...,N (tm+1 − tm) to be small. The fact
of the matter is that the right-hand side is a linear statistic for the point
process on {1, . . . , N} × R defined by the locations
{(m, γj(tm))}n,Nj=1,m=1. (1.5)
In other words, the pairing in (1.3) naturally leads us to studying linear
statistics Xn(f) defined by
Xn(f) =
N∑
m=1
n∑
j=1
f(m, γj(tm)), (1.6)
for a function f on {1, . . . , N}×R. The central question of the paper is to ask
for the limiting behavior, as n→∞, of the fluctuations of Xn(f)−EXn(f)
for sufficiently smooth functions f . A particular consequence of the main
results is the following.
Proposition 1.1. Let f : {1, . . . , N} × R → R such that x 7→ f(m,x) is
continuously differentiable and grows at most polynomially for x → ±∞.
Then the linear statistic (1.6) for the point process (1.5) satisfies
Xn(f)− EXn(f)→ N(0, σ2f ) (1.7)
as n→∞, where
σ(f)2 =
N∑
m1,m2=1
∞∑
k=1
e−|τm1−τm2 |kkf (m1)k f
(m2)
k ,
with τm =
1
2 ln tm/(1− tm) and
f
(m)
k =
1
pi
∫ pi
0
f
(
m, 2
√
tm(1− tm) cos θ
)
cos kθdθ,
for k ∈ N.
This Central Limit Theorem is a special case of a more general theorem
that we will state in the next section. The main point of the present paper
is to show that such results follow from a general principle for models that
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have a determinantal structure for which the integrating functions (i.e. the
Hermite polynomials in the above example) satisfy a finite term recurrence.
The proof of Proposition 1.1 will be discussed in Example 3.2 (see also [5] for
a similar statement in the context of stochastic evolutions for Wigner ma-
trices). The precise connection to the Gaussian Free Field will be explained
in Section 2.4.
Overview of the rest of the paper
In Section 2 we will formulate the model that we will consider and state
our main results, including various corollaries. The proofs of those corol-
laries will also be given in Section 2, but the proofs of the main results,
Theorem 2.2, 2.5, 2.6 and 2.9 will be given in Section 6. Our approach
is a connection to recurrence matrices, which will be explained in Section
4. Then in Section 5 we will analyze the asymptotic behavior of a general
Fredholm determinant from which the proofs of the main results are special
cases. Finally, in Section 3 we will provide ample examples to illustrate our
results.
2 Statement of results
In this section we will discuss the general model that we will consider and
state our main results. Some proofs are postponed to later sections.
2.1 The model
Determinantal point processes that come from non-colliding process and
non-intersecting paths have a particular form. In this paper, we will there-
fore consider probability measures on (Rn)N that can be written as the
product of several determinants,
1
Zn
det (φj,1(x1,k))
n
j,k=1
N−1∏
m=1
det (Tm(xm,i, xm+1,j))
n
i,j=1
× det (ψj,N (xN,k))nj,k=1
N∏
m=1
n∏
j=1
dµm(xm,j), (2.1)
where Zn is a normalizing constant, dµm are Borel measures on R, φj,1 ∈
L2(µN ) and ψj,N ∈ L2(µ1). The function Tm is such that the integral
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operator Tm : L2(µm)→ L2(µm+1) defined by
Tmf(y) =
∫
f(x)Tm(x, y)dµm(x),
is a bounded operator.
The form of (2.1) may look very special at first, but it appears often when
dealing with non-colliding processes and non-intersecting paths. See, e.g.,
[27] and the references therein. The key is the Karlin-McGregor Theorem
in the continuous setting or the Gessel-Lindstro¨m-Viennot Theorem in the
discrete setting, that say that the transition probabilities of non-colliding
processes can be expressed as determinants of a matrix constructed out
of the transition probability for a single particle. We will discuss several
explicit examples in Section 3.
It is standard that without loss of generality we can assume that∫
ψj,N (x)TN−1TN−2 · · · T1φk,1(x)dµN (x) = δjk, (2.2)
for j, k = 1, . . . , n. To show this, we first recall Andreie´f’s identity: For any
measure ν and fj , gj ∈ L2(ν) for j = 1, . . . , n we have∫
· · ·
∫
det (fj(xk))
n
j,k=1 det (gj(xk))
n
j,k=1 dν(x1) · · · dν(xn)
= n! det
(∫
fj(x)gk(x)dν(x)
)n
j,k=1
. (2.3)
Then, by iterating (2.3), we see that Zn can be expressed as the determinant
of the Gram-matrix associated to φi,1 and ψj,N , i.e.
Zn = (n!)
N det
(∫
ψi,N (x)TN−1TN−2 · · · T1φj,1(x)dµN (x)
)n
i,j=1
.
Since Zn can not vanish, it means that Gram-matrix is non-singular. The
fact of the matter is that by linearity of the determinant, we can replace
the φj,1’s and ψk,N ’s in the determinants in (2.1) by any other linear com-
binations of those functions, as long as the resulting family is linearly in-
dependent. A particular choice, for example by using the singular value
decomposition of the original Gram-matrix, is to make sure that the new
Gram-matrix becomes the identity. In other words, without loss of gener-
ality we can assume that we φj,1 and ψk,N are such that (2.2) holds. This
also shows that in that case Zn = (n!)
N .
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An important role in the analysis is played by the functions
φj,m = Tm−1 · · · T1φj,1, ψj,m = T ∗m · · · T ∗N−1ψj,N , (2.4)
for m = 1, . . . , N , where T ∗m stands for the adjoint of Tm which is given by
T ∗mf(x) =
∫
f(y)Tm(x, y)dµm+1(y)
Note that it follows from (2.2) that∫
φj,m(x)ψk,m(x)dµm(x) = δjk, (2.5)
for j, k = 1, . . . , n and m = 1, . . . , N . The marginals in (2.1) for the points
{(m,xj,m)}nj=1 for a fixed m are given by the measure
1
n!
det (φj,m(xm,k))
n
j,k=1 det (ψj,m(xm,k))
n
j,k=1 dµm(x1,m) · · · dµm(xn,m).
(2.6)
A probability measure of this type is known in the literature as a biorthog-
onal ensemble [3].
It is well-known that, by the Eynard-Mehta Theorem, measures of the
form (2.1) are examples of determinantal point processes. We recall that a
determinantal point process is a point process for which the k-point corre-
lation functions can be written as k × k determinants constructed out of a
single function of two variables, called the correlation kernel. More precisely,
there exists a Kn,N such that for any test function g we have
E
 N,n∏
m=1,j=1
(1 + g(m,xm,j))

=
∞∑
`=0
∫
Λ`
g(η1) · · · g(η`) det (Kn,N (ηi, ηj))`i,j=1 dν(η1) · · · dν(λ`), (2.7)
where Λ = {1, 2, . . . , N} × R and ν is a measure on Λ, called the reference
measure. For the point process defined by (2.1) this kernel has the form
Kn,N (m1, x1,m2, x2)
=
{∑n
k=1 φj,m1(x1)ψj,m2(x2), if m1 ≥ m2,∑n
k=1 φj,m1(x1)ψj,m2(x2)− Tm1,m2(x1, x2), if m1 < m2,
(2.8)
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with reference measure ν =
∑N
m=1 δm × µm. Here Tm1,m2(x1, x2) stands for
the integral kernel for the integral operator Tm1Tm1+1 · · · Tm2−1 For more
details and background on determinantal point process for extended kernels
we refer to [4, 27, 35, 45].
For a determinantal point process, all information is in one way or the
other encoded in the correlation kernel. For that reason, a common approach
to various results for determinantal point processes goes by an analysis of
the kernel and its properties. However, in this paper we use an alternative
approach for analyzing the global fluctuations. We follow the idea of [10]
and assume that the biorthogonal families admit a recurrence.
Assumption 2.1. We assume that {φj,1}Nj=1 and {ψj,N}Nj=1 can be extended
to families {φj,1}∞j=1 and {ψj,N}∞j=1 such that the functions defined by
φj,m = Tm−1 · · · T1φ1,m, ψj,m = T ∗m · · · T ∗N−1ψj,N ,
for m = 1, . . . , N , have the properties
1. Biorthogonality:∫
φj,N (x)TN−1 · · · T1ψk,1(x)dµN (x) = δjk,
for j, k = 1, 2, . . .
2. Recursion: for each m ∈ {1, . . . , N} there is a banded matrix Jm such
that
x

φ0,m(x)
φ1,m(x)
φ2,m(x)
...
 = Jm

φ0,m(x)
φ1,m(x)
φ2,m(x)
...
 . (2.9)
We will denote the bandwidth by ρ, i.e.
(Jm)k,l = 0, if |k − l| ≥ ρ.
We will assume that ρ does not depend on m or n (but Jm may also depend
on n).
Note that (2.9) and the banded structure of Jm means that the functions
φj,m satisfy finite term recurrence relation
xφk,m(x) =
∑
|j|≤ρ
(Jm)k,k+j φk+j,m(x).
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The number of terms in the recurrence equals the number of non-trivial
diagonals, which is at most 2ρ + 1. Also note that by biorthogonality we
have
(Jm)kl =
∫
xφk,m(x)ψl,m(x)dµm(x).
Finally, we mention that although the arguments in this paper can likely
by adjusted to allow for a varying bandwidth (but keeping the bandwidth
uniformly bounded in m,n,N), in the relevant examples we always have a
fixed bandwidth independent of n,m.
An important special class of examples that we will study in this paper
is when the biorthogonal families are related to orthogonal polynomials. If
each µm has finite moments, then we can define pj,m as the polynomial of
degree j with positive leading coefficient such that∫
pj,m(x)pk,m(x)dµm(x) = δjk.
As we will see in Section 3 in many examples we end up with a measure
(2.1) with φj,1 = cj,1pj−1,N , ψj,N = pj−1,N/cj,N and
Tm(x, y) =
∞∑
j=1
cj,m+1
cj,m
pj−1,m(x)pj−1,m+1(y),
for some coefficients cj,m 6= 0. In that case, we find
φj,m(x) = cj,mpj−1,m, and ψj,m(x) =
1
cj,m
pj−1,m(x). (2.10)
Such examples satisfy Assumption 2.1. Indeed, it is classical that the or-
thogonal polynomials satisfy a three-term recurrence
xpk,m(x) = ak+1,mpk+1,m(x) + bk,mpk,m(x) + ak,mpk−1,m(x),
for coefficients ak,m > 0 and bk,m ∈ R. This recurrence can be written as
x

p0,m(x)
p1,m(x)
p2,m(x)
...
 = Jm

p0,m(x)
p1,m(x)
p2,m(x)
...
 . (2.11)
The matrix Jm is then a symmetric tridiagonal matrix containing the re-
currence coefficients, also called the Jacobi matrix/operator associated to
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µm. It is not hard to check that in this situation, Assumption 2.1 is satisfied
with
(Jm)kl =
ck,m
cl,m
(Jm)kl. (2.12)
We stress that such a recurrence relation is not special for orthogonal
polynomials only, but appear often in the presence of an orthogonality con-
dition. For instance, multiple orthogonal polynomial ensembles [30] also
appear in the context of non-colliding processes, such as external source
models. Multiple orthogonal polynomials satisfy recurrence relations in-
volving more terms then only three, see e.g. [14].
Finally, note that in the example in the Introduction, it was needed to
rescale the process as n→∞. This rescaling means that all the parameters
will depend on n. Therefore we will allow µm, φj,m and ψj,m to depend on
n, but for clarity reasons we will suppress this dependence in the notation.
2.2 Fluctuations of linear statistics for fixed N
We will study linear statistics for the determinantal point process. That is,
for a function f : {0, 1, . . . , N} × R→ R we define
Xn(f) =
N∑
m=0
n∑
j=1
f(m,xj,m)
where {(m,xj,m)}n,Nj=1,m=1 are sampled from a probability measure of the
form (2.1) satisfying Assumption 2.1. As we will see, the linear statistics
Xn(f) admit a useful representation in terms of the recurrence matrices
Jm. In fact, one of the main points of the paper is that for studying lin-
ear statistics, this representation appears to be more convenient than the
representation in terms of the correlation kernel Kn,N . In many interest-
ing examples the asymptotic study of the relevant parts of Jm are trivial,
whereas the asymptotic analysis (in all the relevant regimes) of the kernel
is usually tedious.
The central observation of this paper, is that the fluctuation of the lin-
ear statistic depend strongly on just small part of the operators Jm, More
precisely, the coefficients (Jm)n+k,n+l for fixed k, l are dominant in the fluc-
tuations for large n. The other coefficients only play a minor role. Two
different models for which these coefficients behave similarly, have the same
fluctuations. This is the content of the first main result.
Theorem 2.2. Consider two probability measures of the form (2.1) satis-
fying Assumption 2.1 and denote expectations with E and E˜ and the banded
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matrices by Jm and J˜m. Assume that for any k, l ∈ Z the sequence {(J˜m)n+k,n+l}n
is bounded and
lim
n→∞
(
(Jm)n+k,n+l −
(
J˜m
)
n+k,n+l
)
= 0, (2.13)
Then for any function f : {0, 1, . . . , N} × R → R such that f(m,x) is a
polynomial in x, we have for k ∈ N,
E
[
(Xn(f)− EXn(f))k
]
− E˜
[(
Xn(f)− E˜Xn(f)
)k]→ 0, (2.14)
as n→∞.
The proof of this theorem will be given in Section 6.
This result is a genuine universality result, in the sense that there is no
specification of a limit. If two families of models have the same asymptotic
behavior of the recurrence matrices, then the fluctuations are also the same.
As a consequence, after computing the limiting behavior for a particular
example, we obtain the same result for all comparable processes.
The natural question is then what the typical behaviors are that one
observes in the models of interest. As we will illustrate in Section 2.4, one
important example is when the recurrence coefficients have a limiting value
or, more precisely, the matrices Jm have limits along the diagonals. The
fluctuations in that case are described by the following theorem.
Theorem 2.3. Consider a probability measure of the form (2.1) satisfying
Assumption 2.1. Assume that there exists a
(m)
j ∈ R such that
lim
n→∞ (Jm)n+k,n+l = a
(m)
k−l, (2.15)
for k, l ∈ Z and m = 1, . . . , N . Then for any function f : {1, . . . , N}×R→ R
such that f(m,x) is a polynomial in x , we have
Xn(f)− EXn(f)→
N
(
0, 2
N∑
m1=1
N∑
m2=m1+1
∞∑
k=1
kf
(m1)
k f
(m2)
−k +
N∑
m=1
∞∑
k=1
kf
(m)
k f
(m)
−k
)
, (2.16)
where
f
(m)
k =
1
2pii
∮
|z|=1
f(m, a(m)(z))
dz
zk+1
. (2.17)
and a(m)(z) =
∑
j a
(m)
j z
j.
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Remark 2.1. Note that each Jm is banded and hence only finitely many a
(m)
j
are non-zero. In particular, each a(m)(z) is a Laurent polynomial.
The proof of this theorem will be given in Section 6.
The latter result in particular applies when we are in the situation of
orthogonal polynomials (2.10). In that case, the following corollary will be
particularly useful to us.
Corollary 2.4. Consider a probability measure of the form (2.1) with φj,m
and ψj,m as in (2.10). Assume that for k, ` ∈ Z with |k − `| ≤ 1 we have
lim
n→∞ (Jm)n+k,n+l = a
(m)
|k−l|, (2.18)
for some a
(m)
0 ∈ R and a(m)1 > 0 and
lim
n→∞
cn+k,m
cn+`,m
= eτm(`−k). (2.19)
for some τ1 < τ2 < . . . < τm. Then for any function f : {1, . . . , N}×R→ R
such that f(m,x) is a polynomial in x we have
Xn(f) − EXn(f) → N
(
0,
N∑
m1=1
N∑
m2=1
∞∑
k=1
ke−|τm1−τm2 |kfˆ (m1)k fˆ
(m2)
k
)
,
(2.20)
where
fˆ
(m)
k =
1
pi
∫ pi
0
f(m, a
(m)
0 + 2a
(m)
1 cos θ) cos kθdθ. (2.21)
Proof. This directly follows from Theorem 2.3, the relation (2.12) and a
rewriting of the limiting variance. For the latter, note that by a rescaling
and a symmetry argument (2.17) can be written as
f
(m)
k = e
−τmkfˆ (m)k .
Moreover, by fˆ
(m)
k = fˆ
(m)
−k and the fact that τ` < τk for ` < k, we can
symmetrize the limiting variance in Theorem 2.3 to obtain the one in (2.20).
As we will see in Section 3, Theorem 2.3 and Corollary 2.4 cover several
interesting examples.
In caseN = 1 the determinantal point process reduces to the definition of
a biorthogonal ensemble [4]. In this situation, the above results are already
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proved by the author and Breuer [10]. In that paper, the approach using
recurrence matrices was used for the first time and later used again in a
mesoscopic analysis for orthogonal polynomials ensembles [11]. The results
in [10] are a generalization of various earlier works in the determinantal
setting and there is a vast amount of references on the subject. We only
single out the influential work of Johansson [24] on Unitary Ensembles (and
extensions to general β) and refer to [10] for further references. However,
much less is known in the case of N > 1. To the best of the author’s
knowledge, the statement above are the first general results for multi-time
or multi-layer linear statistics for determinantal point processes.
Remark 2.2. The conditions in both Theorem 2.2 and 2.3 can be relaxed. In
fact, we only need the limits (2.13) along a subsequence {nk}k to conclude
(2.14) along that same subsequence. Similarly, for the limits in Theorem
2.3 and Corollary 2.4. For the case N = 1 and J the Jacobi operator
associated with the orthogonal polynomials corresponding to the measure
µ, this relates the study of possible limit theorems for the linear statistic to
the study of right limits of the Jacobi operator. For the interested reader we
refer to the discussion in [10]. However, in the present setup this generality
seems less relevant.
Remark 2.3. The conditions in both Theorem 2.2 and 2.3 are not sufficient
to guarantee that a limit shape exists. That is, we do not know (nor need)
the limit of 1nEXn(f).
Remark 2.4. In Corollary 2.4 it is easy to see that the variance is positive.
In fact, in that case the variance can also be written in a different form that
will be useful to us. We recall the standard integral
e−k|τ | =
1
pi
∫ ∞
−∞
k
k2 + ω2
e−iωτdτ. (2.22)
By inserting this back into (2.20) and a simple reorganization we see that
the limiting variance can be written as
1
pi
∞∑
k=1
∫ ∞
−∞
∣∣∣∣∣
N∑
m=1
e−iτmωkf (m)k
∣∣∣∣∣
2
dω
k2 + ω2
. (2.23)
This will be of use later on when we explain the connection of the above
results with the Gaussian Free Field.
In the general case, the limiting variance is of course also positive, but
this is not evident from the expression due to the lack of symmetry. This
feature is already present in the N = 1 case, as discussed in [10].
14
In the situation of Corollary 2.4 we can formulate natural conditions that
allow us to extend Theorem 2.3 so that it holds for more general functions f .
In that case we will prove that the variance is continuous with respect to
the C1 norm. Hence we can try to extend the theorem to C1 functions by
polynomial approximation. For such an approximation it is convenient to
work on a compact set.
Theorem 2.5. Suppose all the conditions in Corollary 2.4 hold and in ad-
dition there exists a compact set E ⊂ R such that either
(1) all supports S(µ
(n)
m ) ⊂ E for n ∈ N and m = 1, . . . , N ,
or, more generally,
(2) for every k ∈ N and m = 1, . . . , N , we have∫
R\E
|x|kKn,N (m,x,m, x)dµm(x) = o(1/n),
as n→∞.
Then the conclusion of Corollary 2.4 also holds for any f : {1, . . . , N}×R→
R such that for m ∈ {1, . . . , N} the map x 7→ f(m,x) is a C1 function that
grows at most polynomially at ±∞.
The proof of this theorem will be given in Section 6.
The conditions in the theorem are rather mild. In case of unbounded sup-
ports, one can often show in the classical situations, by standard asymptotic
methods such as classical steepest descent arguments or Riemann-Hilbert
techniques, that the second condition is satisfied with exponentially small
terms at the right-hand side, instead of only o(1/n).
2.3 Varying Nn
Motivated by the example of non-colliding Brownian bridges in the Intro-
duction, the natural question rises whether we can allow Nn to depend on n
and such that Nn →∞. Indeed, in that example we wanted to view the dis-
crete sum (1.4) as a Riemann sum. Hence we will now consider probability
measures of the form (2.1) with N = Nn and keep in mind that in many ex-
amples we have Tm = Ptm+1−tm for some transition probability function Pt
and sampling times tm.
We start with a partitioning
α = t
(n)
0 < t
(n)
1 < t
(n)
2 < . . . < t
(n)
N < t
(n)
N+1 = β,
of an interval I = [α, β] ⊂ R such that
sup
m
(t
(n)
m+1 − t(n)m )→ 0,
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as n → ∞. And then, for a function on g : I × R → R we ask for the
equivalent statement of Theorems 2.2, 2.3 and 2.5 for the linear statistic
Yn(g) =
Nn∑
m=1
1
t
(n)
m+1 − t(n)m
n∑
j=1
g(t(n)m , xj,m). (2.24)
The first result is that Theorem 2.2 continues to hold when the limits (2.13)
hold uniformly in m.
Theorem 2.6. Let {Nn}n be a sequence of integers such that Nn → ∞ as
n → ∞. Consider two probability measures of the form (2.1) with N = Nn
and satisfying Assumption 2.1 and denote the banded matrices by Jm and
J˜m for m = 1, . . . , Nn.
Assume that for any k, l ∈ Z the set {(J˜m)n+k,n+l}Nn,∞m=1,n=1 is bounded
and
lim
n→∞ supm=1,...,Nn
∣∣∣∣(Jm)n+k,n+l − (J˜m)n+k,n+l
∣∣∣∣ = 0. (2.25)
Then for any function g(t, x) such that polynomial g 7→ g(t, x) is a polyno-
mial in x we have, for k ∈ N and Yn(g) as in (2.24),
E
[
(Yn(g)− EYn(g))k
]
− E˜
[(
Yn(g)− E˜Yn(g)
)k]→ 0,
as n→∞.
Also Theorem 2.3 has an extension to the varying Nn setting.
Theorem 2.7. Let {Nn}n be a sequence of integers such that Nn → ∞ as
n → ∞ and suppose that for each n we have a probability measures of the
form (2.1) with N = Nn and satisfying Assumption 2.1.
Assume that there exists piecewise continuous functions ak(t) on the in-
terval I such that, for k, l ∈ Z,
lim
n→∞ supm=1,...,Nn
∣∣∣(Jm)n+k,n+l − ak−l(t(n)m )∣∣∣ = 0.
Then for any function g : I × R → R such that t 7→ g(t, x) is piecewise
continuous and x 7→ g(t, x) is a polynomial, we have that Yn(g) as defined
in (2.24) satisfies
Yn(g)− EYn(g)→ N
(
0,
∞∑
k=1
2
∫∫
α<t1<t2<β
kgk(t1)g−k(t2)dt1dt2
)
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as n→∞, with
gk(t) =
1
2pii
∮
|z|=1
g
(
t,
∑
`
a`(t)z
`
)
dz
zk+1
.
As before, in the special case that we deal with orthogonal polynomials
the latter theorem takes the following form.
Corollary 2.8. Let a0(t), a1(t) and τ(t) be piecewise continuous functions
on an interval I and assume that τ(t) is increasing.
Suppose that for each n we have a probability measures of the form (2.1)
satisfying Assumption 2.1 with φj,m and ψj,m as in (2.10) and assume that
for k, l ∈ Z, for k, ` ∈ Z with |k − `| ≤ 1, we have
lim
n→∞ supm=1,...,Nn
∣∣∣(Jm)n+k,n+` − a|k−`|(t(n)m )∣∣∣ = 0, (2.26)
and
lim
n→∞ supm=1,...,Nn
∣∣∣∣ cn+`,mcn+k,m − eτ(t(n)m )(k−`)
∣∣∣∣ = 0. (2.27)
Then for any function g : I × R → R such that t 7→ g(t, x) is piecewise
continuous and x 7→ g(t, x) is a polynomial, we have that Yn(g) as defined
in (2.24) satisfies
Yn(g)− EYn(g)→ N
(
0,
∞∑
k=1
∫∫
I×I
e−|τ(t2)−τ(t1)|kkgk(t1)g−k(t2)dt1dt2
)
as n→∞, with
gk(t) =
1
pi
∫ pi
0
g (t, a0(t) + 2a1(t) cos θ) cos kθdθ.
Proof. The proof follows from Theorem 2.7 in the same way as Corollary
2.4 followed from 2.3.
Remark 2.5. By (2.22) we can write the variance also as
1
pi
∞∑
k=1
∫
k2
ω2 + k2
∣∣∣∣∫
I
e−iωτ(t)gk(t)dt
∣∣∣∣2 dω. (2.28)
This will be useful later on.
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Again Theorem 2.7 is stated for a function g(t, x) that is a polynomial
in x. Under similar conditions as in Theorem 2.5 we can extend this to a
larger class of functions.
Theorem 2.9. Assume that all the conditions of Corollary 2.8 hold. In
addition, assume that there exists a compact set E ⊂ R such that either
(1) all supports S(µ
(n)
m ) ⊂ E for n ∈ N and m = 1, . . . , N ,
or, more generally,
(2) for every k ∈ N and we have
sup
m=1,...,Nn
∫
R\E
|x|kKn,N (m,x,m, x)dµm(x) = o(1/n),
as n→∞.
Moreover, assume that t
(n)
m are such Nn
∑Nn
m=1(t
(n)
m+1 − t(n)m )2 is bounded in
n. Then Theorem 2.7 also holds wit for any g such that x 7→ g(t, x) is a C1
function growing at most polynomially at ±∞.
2.4 Connection to Gaussian Free Field
Finally, we discuss the relation of the above results with the Gaussian Free
Field. We will focus on the situation of Theorem 2.7 and such that one
of the conditions in Theorem 2.9 is valid, such that Theorem 2.7 holds for
continuously differentiable g.
We will start by recalling the definition of the Gaussian Free Field with-
out a detailed justification. More details and background can be found in
the survey [40].
Let D be a simply connected domain in R2. With this domain we con-
sider the space of test functions H∇ defined as follows: we start with space
C10 (D) of all continuously differentiable functions that vanish at the bound-
ary of D. On that space we define the norm
‖φ‖2∇ = pi
∫∫
D
|∇φ(w)|2dm(w),
where dm stands for the planar Lebesgue measure on D. The space of
test function H∇ is then defined as the closure of C10 (D) with respect to
this norm. Now that we have the space of test functions, we then define the
Gaussian free field to be the collection of Gaussian random variables 〈F, φ〉∇
indexed by φ ∈ H∇ such that
〈F, φ〉∇ ∼ N(0, ‖φ‖2∇),
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and such that φ 7→ 〈F, φ〉∇ is linear.
Now let us first focus on the example given in the introduction and
let hn be the height function as defined in (1.1). The statement now is
that the fluctuations of hn − Ehn are described by the Gaussian free field
in appropriately chosen coordinates. That is, there is a simply connected
domain D and a homeomorphism
Ω : D → E : w = (τ, θ) 7→ (t, x),
where E is the ellipse (1.2), such that the push-forward of hn − Ehn under
the map Ω. That is,
〈hn ◦ Ω, φ〉∇ − 〈Ehn ◦ Ω, φ〉∇ → N(0, ‖φ‖2∇), (2.29)
as n → ∞, for some natural pairing 〈hn ◦ Ω, φ〉∇. It is important to note
that the Gaussian Free Field is a universal object, the coordinate transform
is not and depends on the specific problem at hand.
The relation with linear statistics is explained as follows (see also [16]),
which also gives the precise form of the pairing 〈hn ◦Ω, φ〉∇ that we will use.
First, by integration by parts and a change of variables we obtain
pi
∫∫
D
∇hn(Ω(w)) · ∇φ(w)dm(w) = −pi
∫∫
E
hn(x, t)∆φ(w(t, x))
d(τ, θ)
d(x, t)
dxdt,
where d(τ, θ)/d(x, t) stands for the Jacobian of the map Ω−1. We then use
the fact that hn(t, x) =
∑n
j=1 χ(−∞,γj(t)](x) to rewrite the right-hand side as
−pi
∫
I
n∑
j=1
∫ γj(t)
−∞
∆φ(w(t, x))
d(τ, θ)
d(x, t)
dxdt
Finally, the pairing 〈hn, φ〉∇ is then defined by a discretization of the integral
over t,
〈hn, φ〉∇ = −
N∑
m=1
1
tm+1 − tm
n∑
j=1
pi
∫ γj(t(n)m )
−∞
∆φ(w(tm, x))
d(τ, θ)
d(x, t)
dx. (2.30)
Now note that 〈hn, φ〉∇ = Yn(g) where Yn(g) is the linear statistic as in
(2.24) with
g(t, y) = −pi
∫ y
−∞
∆φ(w(t, x))
d(τ, θ)
d(x, t)
dx.
Hence the pairing of the height function with a test function, reduces to
a linear statistic for the point process {γj(tm)}n,Nj=1,m=1 and we can apply
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Proposition 1.1 to find its limiting fluctuations, which leads to (2.29) as we
will show below.
We will state the result in the more general setup of Theorem 2.9. That is
we consider a probability measure of the form in (2.1) satisfying Assumption
2.1 in the orthogonal polynomial situation (2.10). We then assume that
there exists interval I = [α, β] and functions a0 : I → R, a1 : I → R
and an increasing function τ(t) such that we have the limits (2.26) and
(2.27) for some partitioning {t(n)m } of I. This gives us the random points
{(m,xj,m)}n,Nnj=1,m=1 and we ask for the fluctuations of the height function
defined by
h(t(n)m , x) = #{j | xj,m ≤ x}.
The coordinate transform is now constructed as follows. First, define
E = {(t, x) | −2a1(t) ≤ x− a0(t) ≤ 2a1(t)} .
Note that τ(t) is strictly increasing as a function of t and hence it has an
inverse t(τ). Then, with
D = {(τ, θ) | τ ∈ (τ(α), τ(β)), θ ∈ (0, pi)},
the map
Ω : D → E : (τ, θ) 7→ (t(τ), x(τ, θ)) = (t(τ), 2a(t(τ)) cos θ) ,
is a bijection and has the inverse
Ω−1 : E → D : (t, x) 7→ (τ(t), θ(t, x)) =
(
τ(t), arccos
x
2a(t)
)
.
In this setting, we have that the push-forward by Ω of the fluctuations of
the height function hn are governed by the Gaussian Free Field on D in the
following sense.
Theorem 2.10. Let {(m,xj,m)}n,Nj,m=1 be random from a probability measure
of the form (2.1) satisfying the conditions in Theorem 2.9 with the parame-
ters as described above.
Let φ be a twice continuously differentiable real-valued function with com-
pact support in D and consider the pairing
〈hn, φ〉∇ := −
N∑
m=1
1
t
(n)
m+1 − t(n)m
n∑
j=1
pi
∫ xj,m
−∞
∆φ(w(t, x))
d(τ, θ)
d(x, t)
dx.
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Then, as n→∞,
〈hn, φ〉∇ − E [〈hn, φ〉∇]→ N(0, ‖φ‖2∇),
in distribution.
Proof. We start by recalling that 〈hn, φ〉∇ is the linear statistic Yn(g) as in
(2.24) with
g(t, y) = −pi
∫ y
−∞
∆φ(w(t, x))
d(τ, θ)
d(x, t)
dx.
Note that x 7→ g(t, x) is a continuously differentiable and bounded function.
Moreover, the point process satisfies the assumptions in Theorem 2.9 so
that, as n→∞,
〈hn, φ〉∇ − E [〈hn, φ〉∇]→ N(0, σ(g)2),
in distribution, with (see Remark 2.4)
σ(g)2 =
1
pi
∞∑
k=1
∫
R
k2
ω2 + k2
∣∣∣∣∫
I
e−iτ(t)ωgk(t)dt
∣∣∣∣2 dω.
and
gk(t) =
1
pi
∫ pi
0
g(t, a0(t) + 2a1(t) cos θ) cos kθdθ.
It remains to show that we can rewrite the variance so that it matches with
the one in the statement.
We start by noting that the Jacobian for the map is given by
d(τ, θ)
d(t, x)
= τ ′(t)
∂θ
∂x
.
Then, by a change of variables we have
g(t, y) = pi
∫ y
a0(t)−2a1(t)
∆φ(τ(t), θ(t, x))
d(τ, θ)
d(t, x)
dx
= piτ ′(t)
∫ y
a0(t)−2a1(t)
∆φ(τ(t), θ(t, x))
∂θ
∂x
dx = piτ ′(t)
∫ θ(t,y)
0
∆φ(τ(t), θ))dθ.
Clearly, since Ω and Ω−1 are each others inverse maps, we have
θ(t, a0(t) + 2a1(t) cos(t)) = θ.
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and hence
g(t, a0(t) + 2a1(t) cos θ) = piτ
′(t)
∫ θ
0
∆φ(τ(t), θ˜)dθ˜.
This implies that
kgk(t) =
1
pi
∫ pi
0
g(t, a0(t) + 2a1(t) cos θ)k cos kθdθ
= τ ′(t)
∫ pi
0
∫ θ
0
∆φ(τ(t), θ˜)dθ˜ k cos kθdθ = τ ′(t)
∫ pi
0
∆φ(τ(t), θ)k sin kθdθ
using integration by parts in the last step. We then continue by inserting
the last expressions and using the fact that φ has compact support in D,
k
∫
I
e−iτ(t)ωgk(t)dt =
∫
I
∫ pi
0
e−iτ(t)ω∆φ(τ(t), θ)k sin kθ dθ τ ′(t) dt
=
∫
R
∫ pi
0
e−iτω∆φ(τ, θ)k sin kθ dθ dτ = pi (G∆φ) (ω, k),
where G is the operator
Gf(ω, k) = 1
pi
∫
R
∫ pi
0
f(τ, θ)e−iωτ sin kθ dθ dτ.
Since {
√
2
pi sin kθ}∞k=1 is an orthonormal basis for L2([0, pi)) and since the
integral over τ is the usual Fourier transform (with normalization (2pi)−1/2),
we see that G defines a unitary transform from L2(D) to L2(R)× `2(N). It
is also easy to check that G∆φ(ω, k) = −(ω2 + k2)Gφ(ω, k). We then apply
Plancherel’s Theorem to write
1
pi
∞∑
k=1
∫
R
k2
ω2 + k2
∣∣∣∣∫
I
e−iτ(t)ωgk(t)dt
∣∣∣∣2 dω = pi ∞∑
k=1
∫
R
|(G∆φ)(ω, k)|2
ω2 + k2
dω
− pi
∞∑
k=1
∫
R
G∆φ(ω, k)Gφ(ω, k)dω = −pi
∫∫
D
φ∆φ = pi
∫∫
D
φ∆φ = ‖φ‖2∇,
and this proves the statement.
3 Examples
In this section we will illustrate the main results by discussing several ex-
amples.
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3.1 Stationary non-colliding processes
The first class of examples is that of non-colliding processes for which the
classical orthogonal polynomials ensembles are the invariant measures. The
construction we will follow is a well-known approach using Doob’s h-transform
and the Karlin-McGregor Theorem, see e.g. [31] for a discussion. An al-
ternative way of defining the processes is to start with a generator for a
single particle process and then define an n-particle process by constructing
a generator on the space of symmetric functions [9, 36].
Suppose we are given a Markov process for a single particle and let us
assume that it has a transition function Pt(x, y)dµ(y) on a subset E ⊂ R
that can be written as
Pt(x, y)dµ(y) =
∞∑
j=0
e−λjtpj(x)pj(y)dµ(y), (3.1)
where
0 = λ0 < λ1 < λ2 < . . .
and pj(x) are orthogonal polynomials with respect to dµ(y). That is, {pk}k
is the unique family of polynomials such that pk is a polynomial of degree
k with positive leading coefficient and∫
pk(x)p`(x)dµ(x) = δk`.
In other words, we assume that the generator for the Markov process has
eigenvectors pj and eigenvalues λj . It is standard that the classical orthog-
onal polynomials appear in this way, as we will see.
We then construct a Markov process on the Weyl chamber
Wn = {(x1, . . . , xn) ∈ Rn | x1 < . . . < xn}.
First we note that by a theorem of Karlin-McGregor it follows, under general
conditions on the Markov process, that the joint probability distribution for
the positions yj after time t > 0 of particles that (1) each perform a single
particle process given by Pt, (2) start at x1, . . . , xn and (3) are conditioned
not to collide in [0, 1], is given by
det (Pt(xi, yj)) .
Then by (2.3) and (3.1) it follows that
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∫
Wn
det (Pt(xi, yj)) det (pj−1(yk))nj,k=1 dµ(y1) · · · dµ(yn)
= e−t
∑n−1
j=0 λj det (pj−1(xk))nj,k=1 .
Moreover, det (pj−1(xk))nj,k=1 = c
∏
1≤i<j≤n(xj − xi) is positive. Hence it is
a positive harmonic function and we can apply Doob’s h-transform to arrive
at the transition function
Pt(~x, ~y) = e
t
∑n−1
j=0 λj det (Pt(xi, yj))
n
i,j=1
det (pj−1(yk))nj,k=1
det (pj−1(xk))nj,k=1
.
This defines the Markov process onWn that we will be interested in. Finally,
it is not hard to show from (2.3) that the unique invariant measure is given
by the orthogonal polynomial ensemble [31],(
det (pj−1(xk))nj,k=1
)2
dµ(x1) · · · dµ(xn).
In other words, the above construction provides a way for defining a stochas-
tic dynamics for which the classical orthogonal polynomial ensembles are the
invariant measures.
We consider this Markov process in the stationary situation. That is, we
fix t1 < t2 < . . . < tN ∈ R and start the Markov process with the invariant
measure at t1. Then we obtain a probability measure for the locations at tm
det (pj−1(xk(t1))nj,k=1
N−1∏
m=1
det
(
Ptm+1−tm(xj(tm), xk(tm+1))
)n
j,k=1
× det (pj−1(xk(tN ))nj,k=1
N∏
m=1
n∏
j=1
dµ(xj(tm)),
which, after a symmetrization, is exactly of the form (2.1). In fact it is
an example of an orthogonal polynomial situation as given in (2.10) with
cj,m = e
−tmλj . Before we apply Corollary 2.4 we recall that the orthogonal
polynomials on the real line are subject to a three term recurrence relation
xpk(x) = ak+1pk+1(x) + bkpk(x) + akpk−1(x),
for some numbers bk ∈ R and ak > 0. We recall that we allow the measure
µ to vary with n so that also bk and ak may vary with n and hence we will
write ak = a
(n)
k and b
(n)
k .
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Theorem 3.1. Suppose that, for some a > 0 and n ∈ R we have{
a
(n)
n+k → a,
b
(n)
n+k → b,
and choose tj such that, for some τj and sequence κn,
κn(λn+k − λn+l)tj → (k − l)τj
as n→∞. Then for any f : {1, . . . , N} × R such that f(m,x) is a polyno-
mial, we have
Xn(f)− EXn(f)→ N
0, N∑
m1,m2=1
∞∑
k=1
ke−|τm1−τm2 |kf (m1)k f
(m2)
k
 ,
where
f
(m)
k =
1
pi
∫ pi
0
f (m, 2a cos θ + b) cos kθdθ.
Moreover, for any g : I × R → R such that g(t, x) is a polynomial in x we
have that Yn(g) as defined in (2.24) satisfies
Yn(g)− EYn(g)→ N
(
0,
∞∑
k=1
∫∫
I×I
e−|τ(t2)−τ(t1)|kkgk(t1)g−k(t2)dt1dt2
)
as n→∞, with
gk(t) =
1
pi
∫ pi
0
g (t, a0 + 2a1 cos θ) cos kθdθ.
Proof. This is a direct consequence of Corollaries 2.4 and 2.8, with cj,m =
e−tmλj .
The point is now that for the Markov process related to the classical
polynomials we can easily verify the stated condition by looking up the
explicit values of the parameters in standard reference works on classical
orthogonal polynomials, such as [29].
We will now illustrate the results with some examples. To start with,
we consider the classical Hermite, Laguerre and Jacobi polynomials, which
are well-known to be eigenfunctions for a second order differential operator
that can be used as the generator for the Markov process.
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Figure 2: The left figure shows a sampling from a stationary non-colliding
process generated by the Ornstein-Uhlenbeck process of size n = 20. At the
right we intersect the trajectories at multiple times tm.
Example 3.2 (Non-colliding Ornstein-Uhlenbeck processes). Let us start
where we take Pt(x, y) according to the Ornstein-Uhlenbeck process. This
is the model that was considered by Dyson [19] for β = 2. In that case we
have
Pt(x, y)dµ(y) =
1√
2pi(1− e−2t)e
− (e−tx−y)2
2(1−e−2t) dy,
as the transition function. By Mehler’s formula for the Hermite polynomials
this can be expanded as
Pt(x, y)dµ(y) =
∞∑
j=0
e−jtHj(x)Hj(y)e−y
2/2dy,
where Hj(y) are the normalized Hermite polynomials where the orthogonal-
ity is with respect to e−y2/2dy on R.
The Hermite polynomials satisfy the recurrence
xHk(x) =
√
k + 1Hk+1(x) +
√
kHk−1(x).
The recurrence coefficients grow and in order to get a meaningful limit we
need to rescale the process. Indeed, when n → ∞ the paths at any given
time t fill the interval (−2√n, 2√n) and we rescale the space variable and
introduce the new variable ξ by
x =
√
nξ.
Then the rescaled orthonormal polynomials are pk(ξ) = n
−1/4Hk(
√
nξ) and
for these polynomials we have the following recursion
pk(ξ) =
√
k + 1
n
pk+1(ξ) +
√
k
n
pk−1(ξ).
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One readily verifies that
a
(n)
n+k,n → 1, b(n)n+k,n = 0.
Moreover, since λj = j, we also have
(λn+k − λn+`)tj = (k − `)tj .
Therefore, the conditions of Theorem 3.1 are satisfied with a = 1, b = 0 and
τj = tj . In fact, for the Hermite polynomials one can verify that the second
condition in Theorem 2.5 is satisfied and hence Theorem 3.1 also holds for
function f : {1, . . . , N} × R such that x → f(m,x) is a continuously differ-
entiable function that grows at most polynomially at ±∞. This follows for
example after a classical steepest decent analysis on the integral representa-
tion of the Hermite polynomials or by a Riemann-Hilbert analysis. We will
leave the tedious details to the reader.
Finally, we note that the non-colliding brownian bridges model from
the Introduction can be obtained from the above model after the change of
variables (
t
ξ
)
7→
( 1
1+e−t
ξ
cosh t
)
.
This is discussed in, for example, [26] and we refer to that paper for more
details. This also proves Proposition 1.1. 
Example 3.3 (Non-colliding squared radial Ornstein-Uhlenbeck processes).
In the next example, we replace the Ornstein-Uhlenbeck process with its
squared radial version. That is,
Pt(x, y)dµ(y) =
1
1− e−t
( y
xe−t
)r/2
e
− xe−t
1−e−t−
y
1−e−t Ir
(
2
√
e−txy
1− et
)
on [0,∞) where r > −1 is a parameter and Ir stands for the modified Bessel
function of the first kind of order r. The squared radial Ornstein-Uhlenbeck
process is related to the squared Bessel process in a similar way as the
Ornstein-Uhlenbeck process is to Brownian motion. Indeed, the squared
Bessel process can be obtained by a change of variables. The latter process
has been studied in the literature in the context of non-colliding processes
before. In [32] it was used to define a dynamic version of the Laguerre
ensemble from Random Matrix Theory.
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To see its connection we note that we can expand the transition function
as [41]
Pt(x, y)dµ(y) =
∞∑
j=1
e−jt
j!
Γ(j + r + 1)
L
(r)
j (x)L
(r)
j (x)y
re−ydy,
where L
(r)
j (x) is the generalized Laguerre polynomial of degree r (with or-
thogonality with respect to yre−ydy). These polynomials satisfy the recur-
sion
xL
(r)
k = −(k + 1)L(r)k+1(x) + (2k + r + 1)L(r)k (x)− (k + r)L(r)k−1(x).
Note that the recursion coefficients are growing, which means that we need to
rescale the process. Moreover, the Laguerre polynomials are not normalized.
To be able to apply Theorem 3.1 we therefore define the normalized and
rescaled polynomials by
pk(ξ) =
√
k!
Γ(k + r + 1)
L
(r)
k (nξ)(−1)k.
The pk then satisfy the recursion
ξpk(ξ) =
√
(k + 1)(k + r + 1)
n
pk+1(ξ)+
(2k + r + 1)
n
pk(ξ)+
√
k(k + r)
n
pk−1(ξ).
Then one readily verifies that
a
(n)
n+k,n → 1, b(n)n+k,n → 2.
Moreover, as in the previous example we have λj = j, and hence also
(λn+k − λn+`)tj = (k − `)tj .
Therefore, the conditions of Theorem 3.1 are satisfied with a = 1, b = 2 and
τj = tj . To the best of our knowledge we believe that this example is a new
result that has not appeared before.
Also in the case it is possible to prove the conditions of Theorems 2.5
and 2.9. 
Example 3.4 (Non-colliding Jacobi diffusions). The last of the continuous
examples is that of Jacobi diffusions, which have also been discussed in
[18, 22]. For α, β > −1, consider the Jacobi diffusion [41]
Pt(x, y)dµ(y) =
∞∑
j=1
e−j(j+α+β+1)pα,βj (x)p
α,β
j (y)y
α(1− y)βdy
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Figure 3: The left figure shows a sampling from a stationary non-colliding
process generated by the squared radial Ornstein-Uhlenbeck process of size
n = 20. At the right we intersect the trajectories at multiple times tm.
on [0, 1], where p
(α,β)
j (x) is the polynomial of degree j with positive leading
coefficient satisfying∫ 1
0
p
(α,β)
j (x)p
(α,β)
k (x)x
α(1− x)βdx = δjk.
Also in this case, the recurrence coefficient are explicit. Without giving
them we mention that it can easily be computed that
an+k → 1
4
, bn+k → 1/2.
In fact, this result is true for any measure w(x)dx on [0, 1] with positive
weight w(x) > 0 (and even more general, the Denisov-Rakhmanov Theorem
[43, Th. 1.4.2] says that it holds for any general measure for which the essen-
tial support is [0, 1] and for which the density of the absolutely continuous
part is strictly positive on (0, 1)).
In this case the λj = j(j + α + β + 1) is quadratic. For that reason we
will consider times tj = n(α+ β + 2)τj for some fixed τj ’s, so that we have
κntj(λn+k − λn+`) = τj(k − `),
with κn =
1
n(α+β+2) and hence both conditions in Theorem 3.1 are satisfied
with a = 1/4 and b = 1/2. 
The three examples above can also be obtained from stochastic evolution
for matrices. See [18, 19, 32] for more details.
The last three example are continuous in time and space. The next exam-
ples are concerned with a discrete space variable, based on birth and death
processes. These are processes that model a population that can increase
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or decrease by one. By tuning the birth/death rates (which may depend
on the size of the population) one obtains classical orthogonal polynomials
of a discrete variable. We refer to [41] for more details and background.
In the n-particle construction as before we then arrive at stochastic evolu-
tion for which the classical discrete orthogonal polynomial ensembles are the
invariant measures. We emphasize that there are other constructions [37]
that lead to discrete orthogonal polynomial ensembles, such as the Charlier
processes. Although there may be relations, these examples should not be
confused with each other.
Example 3.5 (Non-colliding Meixner Ensemble). In the first example we
start with a birth and death process on {0, 1, . . .} with birth µ(n + γ) and
death rate n, where n is the size of the population. This process has the
transition function
Pt(x, y)dµ(y) =
∞∑
j=0
e−jt
µj(γ)j
j!
Mj(x; γ, µ)Mj(y; γ, µ)(1− µ)γ µ
y(γ)y
y!
on {0, 1, 2, 3, . . .}. Here (γ)y denotes the Pochhammer symbol and Mj is the
Meixner polynomial of degree j.
The associated n-particle generalization appeared in [9]. We now show
how the conditions of Theorem 3.1 are met.
The Meixner polynomials satisfy the following recursion
xMk(x; γ, µ) = −µ(k + γ)
1− µ Mk+1(x, γ, µ) +
k(1 + µ) + µγ
1− µ Mk(x, γ, µ)
− k
1− µMk−1(x, γ, µ).
Also in this case, both a recalling and normalization are needed. We define
pk(ξ) = (−1)k
√
µk(γ)k(1− µ)γ
k!
Mk(ξn; γ, µ).
Then the recursion turns into
xpk(ξ) =
√
µ(k + γ)(k + 1)
n(1− µ) pk+1(ξ) +
k(1 + µ) + µγ
1− µ pk(ξ)
+
√
µ(γ + k − 1)k
n(1− µ) pk−1(ξ).
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Now it easily follows that
a
(n)
n+k,n →
√
µ
1− µ, b
(n)
n+k,n →
1 + µ
1− µ.
Also λj so we have τj = tj . This shows that the conditions of Theorem 3.1
hold. 
Example 3.6 (Non-colliding Charlier). In the next example we consider a
birth and death process on {0, 1, . . .} with birth µ and death rate n, where
n is the size of the population. This process has the transition function
Pt(x, y)dµ(y) =
∞∑
j=0
e−jt
µj
j!
Cj(x;µ)Cj(y;µ)e
−µµk
k!
for x, y ∈ {0, 1, 2, 3, . . .}, where Cj(x;µ) is the Charlier polynomial of de-
gree j.
To apply Theorem 3.1 for the corresponding n-particles process, we recall
that the recursion for the Charlier reads
xCk(x;µ) = −µCk+1(x;µ) + (k + µ)Ck(x;µ)− kCk−1(x;µ).
As before, we renormalize
pk(x) = (−1)k
√
µk
k!
Ck(x;µ),
which gives the new recurrence
xpk(x) =
√
µ(k + 1)pk(x) + (k + µ)pk(x) +
√
µkpk−1(x).
Now note that this case is special, since the ak’s and bk’s grow with dif-
ferent rates. This is a well-known feature of the Charlier polynomials. It
means that there are two ways to get an interesting limit which we will treat
separately.
In the first one, we shift and rescale the space variable according to
ξ = (x − n)/√n, and set pˆk(ξ) = n1/4pk(n +
√
nx). These polynomials
satisfy the recurrence
pˆk(ξ) =
√
µ(k + 1)
n
pˆk+1(ξ) +
k − n+ µ√
n
pk(ξ) +
√
µk
n
pk−1(ξ).
Hence we see that
a
(n)
n+k →
√
µ and b
(n)
n+k → 0.
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Combining this with the fact λj = j we see that in this way the conditions
of Theorem 3.1 are met.
In the second, way we allow µ to vary with n and write µ = µ˜n. Then
we consider the new variable ξ = x/n, and set p˜k(ξ) =
√
np˜k(xn). Now the
recurrence becomes
p˜k(ξ) =
√
µk(k + 1)
n
p˜k+1(ξ) +
k(1 + µ)
n
p˜k(ξ) +
√
µk
n
p˜k−1(ξ).
In this case we have
a
(n)
n+k →
√
µ and b
(n)
n+k → 1 + µ.
Combining this again with the fact λj = j we see that also in this way the
conditions of Theorem 3.1 are met.
Finally, we want to mention that this process is different from what is
usually referred to as the Charlier process [33, 38], which is non-colliding
Poisson random walks starting from densely packed initial points. In that
case we only allow for up jumps. The Charlier Ensemble appears there as
the fixed time distribution, but not as the invariant measure. 
Example 3.7 (Non-colliding Krawtchouck). In the final example we con-
sider a birth and death process on {0, 1, . . . ,M} with birth rate p(M − n)
and death rate n(1−p), where n is the size of the population, p ∈ (0, 1) and
M ∈ N. We then have the transition function
Pt(x, y)dµ(y)
=
M∑
j=0
e−jt
(
M
j
)
pj(1− p)M−jKj(x;M,p)Kj(y;M,p)
(
M
k
)
pk1(−p)M−k
(3.2)
on {0, 1, 2, 3, . . . ,M}, where Kj is the Krawtchouk polynomial of degree j.
In order for the n-particles process to make sense, we need enough avail-
able nodes for all the paths. That is, we need a M ≥ n. In fact, when taking
the limit n→∞, we will assume that Mn also goes to infinity such that
Mn
n
→ γ > 1.
The Krawtchouk polynomial satisfy the recurrence
xKk(x;M,p) = p(M−k)Kk+1(x;M,p)−(p(M − k) + k(1− p))Kk(x;M,p)
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+ k(1− p)Kk−1(x;M,p).
In this case we define the rescaled and normalized polynomials
pk(x) = (−1)k
(
M
k
)1/2(
p
1− p
)k/2
(−1)kKk(x;M,p),
and for these polynomials we get the recursion
xpk(x) =
√
p(1− p)
√
(k + 1)(M − k)
n
pk+1(x) +
pM − 2pk + k
n
pk(x)
+
√
p(1− p)
√
k(M − k + 1)
n
pk−1(x).
Hence in this model we have, with M/n→ γ,
a
(n)
n+k,n →
√
p(1− p)γ, b(n)n+k,n → pγ − 2p+ 1,
and, again λj = j, so that the conditions of Theorem 3.1 are satisfied.
The invariant measure for the n-particle process is the Krawtchouk en-
semble. This ensemble also appears in random domino tilings of an Aztec
diamond [25]. However, the multi-time processes here is different from the
extended Krawtchouk Ensemble in [25]. It is also different form the process
introduced in [33] for which the single time distribution is a Krwatchouk
Ensembles. 
3.2 Non-stationary example
We now consider the same construction ideas as the non-colliding Ornstein-
Uhlenbeck process of Example 3.2, but instead of having the invariant mea-
sure as initial condition, we take the initial points random from a Unitary
Ensemble. That is, we take xj random from the probability measure on Rn
proportional to ∏
1≤i<j≤n
(xi − xj)2e−n
∑n
j=1 V (xj)dx1 · · · dxn,
where V is a polynomial of even degree and positive leading coefficient (so
that the above measure is indeed of finite mass). Then if we start the non-
colliding Ornstein-Uhlenbeck process from these initial points and look at
the positions {xj,m}n,Nj=1,m=1 at times
0 = t1 < . . . < tN ,
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then we find that the following joint probability for these locations is pro-
portional to
det
(
xj−1k,1
)n
j,k=1
N∏
m=1
det (Tm(xj,m, xk,m+1))
n
j,k=1
× det
(
xj−1k,m
)n
j,k=1
N∏
m=1
n∏
j=1
dµm(xj,m), (3.3)
where, with ∆m = e
−(t(n)m+1−t(n)m ),
Tm(x, y) = (2pi)
−1/2 exp
(−n∆2m(x2 + y2) + n∆mxy
1−∆2m
)
=
∞∑
j=0
e−jtHj(
√
nx)Hj(
√
ny)
and
dµm(x) =
{
e−nV (x)dx, m = 1
e−nx2/2dx, m = 2, . . . , N.
(Note that we have rescaled space immediately).
The functions in the determinant are not in the right form, as Assump-
tion 2.1 is not yet satisfied. Hence the first thing to do is to rewrite the
probability density. We start by defining pj,n to be the normalized orthogo-
nal polynomial (with positive leading coefficient) with respect to e−nV (x)dx.
Now set
φj,1(x) = pj−1,n(x).
To define the φj,m’s we first expand pj−1,n in terms of Hermite functions
pj,n(x) =
j∑
k=0
cj,kHk(x),
where Hn(x) are the normalized Hermite polynomials. We then define
ψj,N (x) =
j−1∑
k=0
cj,ke
ktNHk(x).
It is then straightforward that
ψj,m(x) = T ∗m · · · T ∗N−1ψj,N (x) =
j−1∑
k=0
cj,ke
ktmHk(x).
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Figure 4: The non-colliding Ornstein-Uhlenbeck process started from arbi-
trary points at t = 0. In the example of Section 3.2 we take those initial
points randomly from a Unitary Ensemble.
Hence, we also have φj,1 = ψj,1 = pj−1,n(x) and the biorthogonality con-
dition is satisfied. In the following lemma we show that these indeed are
biorthogonal families and that they satisfy a recursion.
Lemma 3.8. The φj,m satisfy a recurrence relation
x
φ1,m(x)φ2,m(x)
...
 = Jm
φ1,m(x)φ2,m(x)
...

with
(J)j,k =
{
e−tm(J )j,k, if j > k,
e−tm(J )j,k + 2 sinh tm(V ′(J ))j,k, if j ≤ k,
where J is the Jacobi matrix associated to the polynomials pj.
Proof. For m = 1 the statement is trivial since then ψj,1 = φj,1 = pj−1,n and
the the recurrence matrix is J by definition, which is also the result when
we substitute tm = 0 in the statement.
So it remains to deal with the case m > 1. We first claim that
p′j−1,n(x) = n
∑
k<j
(V ′(J ))k,jpk−1,n(x). (3.4)
To see this, we note that p′j−1,n(x) is a polynomial of degree j−2 and hence
it can be expanded in terms of the polynomials pk−1,n for k = 0, . . . , j − 1.
That the coefficients in the expansion are indeed as stated follows from an
integration by parts
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∫
pk−1,n(x)p′j−1,n(x)e
−nV (x)dx = n
∫
V (x)pk−1,n(x)pj−1,n(x)e−nV (x)dx
−
∫
p′k−1,n(x)pj−1,n(x)e
−nV (x)dx = (V ′(J ))k,j , (3.5)
where the second integral in the middle part vanishes by orthogonality and
the fact that k < j.
Then, for m > 1, we have
φj,m(x) =
1√
2pi(1− e−2tm)
∫
pj−1,n(y)e
−n
(
V (y)+
e−2tm (x2+y2)−2e−tmxy
2(1−e−2tm )
)
dy.
Hence, by integration by parts,
xφj,m(x) = −2 sinh tm
n
e
− ne−2tmx2
2(1−e−2tm )
∫
pj−1,n(y)e
−nV (y)− ne−tmy2
2(1−e−2tm ) ∂
∂y
e−
nxy
2 sinh tm dy
= 2 sinh tm
∫ (
−p′j−1,n(y)/n+ pj−1,n(y)V ′(y) + pj−1,n(y)
e−tmy
2 sinh tm
)
× e−n(V (y)+
e−2tm (x2+y2)−2e−tmxy
2(1−e−2tm ) )dy (3.6)
The statement now follows by a rewriting of the latter using the recurrence
matrix J and using (3.4).
From Lemma 3.8 it in particular follows that if the recurrence coefficients
for the orthogonal polynomials have the required asymptotic behavior, then
also the recurrence coefficients for φj,m have the required behavior and The-
orems 2.3 and 2.7 apply.
Proposition 3.9. If the recurrence coefficients ak,n and bk,n for pk,n satisfy
an+k,n → a, bn+k,n → b,
as n→∞, then Theorem 2.2 applies where
a(m)(z) = 2 sinh(tm)(V
′(az + b+ a/z))+ + e−tm(az + b+ a/z),
where (V ′(az+ b+ a/z))+ is the part of the Laurent polynomial V ′(az+ b+
a/z) containing the non-negative powers.
Moreover, Theorem 2.6 also applies with∑
j
aj(t)z
j = 2 sinh(t)(V ′(az + b+ a/z))+ + e−t(az + b+ a/z).
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Figure 5: A lozenge tiling of an abc-hexagon (l) and the equivalent repre-
sentation in terms of non-intersecting paths (r).
The conditions of the latter proposition are met, when the polynomial
V is such that the zeros of pn accumulate on a single interval [15]. This
happens for example when V is convex.
Finally, we note that the above model is a special case of the Hermitian
multi-matrix model. In the present setting the limiting distribution of points
at a given time t can also be computed using the recurrence coefficients, as
was done in [17] for the special case where V is an even quartic. This even
leads to a vector equilibrium problem for the limiting distribution.
3.3 Lozenge tilings of a hexagon
The last example that we will treat is that of lozenge tilings of an abc-
hexagon. See Figure 5. This well-studied model can also be viewed as a
model of discrete non-intersecting paths. It was proved in [39] (in a more
general context) that the height function associated to the paths indeed has
Gaussian Free Field fluctuations. We will show here that it also follows
from our general results. We first give the two equivalent descriptions of the
model in terms of tilings and in terms of non-intersecting paths, starting
with the latter.
Fix a, b, c ∈ N and without loss of generality we assume that b ≤ c. Then
we consider a collection ~γ of c zig-zag paths γj : {0, 1, . . . , b + c} → Z for
j = 1, . . . , a such that
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1. they start γ(0) = 2j − 1 and end at γ(b + c) = c − b + 2j − 1 for
j = 1, · · · , a.
2. At each step by one to the right, the path goes up or down by one, i.e,
γj(k + 1) = γj(k)± 1.
3. the paths never cross γj(k) < γj+1(k).
Note that due to the conditions on the starting and endpoints, each path will
consist of b down steps and c up steps. We then take the uniform measure
on all such ~γ. This is equivalent to say that we consider a random walkers
with given starting and ending points conditioned never to intersect.
A different representation is that of lozenge tiling of the hexagon. Indeed,
if we take an abc-hexagon with corners (0, 0), (0, 2a), (c, 2a+ c), (b+ c, 2a+
c− b), (b+ c, c− b) and (b,−b) and tile this hexagon with lozenges of
type I , type II and type III .
To make the connection with the above path model, we associate to each
tiling of the hexagon a collection of paths by drawing a down step on a
lozenge of type I and an up step on a type III lozenge going through the
centers of the lozenges. That is,
type I , type II and type III .
It is then easy to see that this indeed defines a collection of zig-zag paths
that do not intersect and start and end from the given points. Moreover,
by taking the uniform measure on all possible tiling, we obtain the uniform
measure on all zig-zag paths.
In [21, 26] it was proved that the locations of the paths {(k, γj(k))}b+c−1,ak=1,j=1
form a determinantal point process with a kernel constructed out of the
Hahn polynomials. We recall that the Hahn polynomials q
(α,β)
k,M are the
orthonormal polynomials with respect to the weight
w
(α,β)
M (x) =
1
x!(x+ α)!(M + β − x)!(M − x)! ,
on {0, 1, . . . ,M}, i.e.
M∑
x=0
q
(α,β)
k,M (x)q
(α,β)
`,M (x)w
(α,β)
N = δk`.
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They have the explicit representation
q
(α,β)
k,M =
(−M − β)k(−M)k
k!d
(α,β)
k,M
3F2
(−k, k − 2M − α− β − 1,−x
−M − β,−M ; 1
)
with
d
(α,β)
k,M
2
=
(α+ β +M + 1− k)M+1
(α+ β + 2kM + 1− 2k)k!(β +M − k)!(α+M − k)!(M − k)! ,
and (α)M = α(α+1) · · · (α+M−1) denotes the usual Pochhammer symbol.
From [29, §9.5] it follows that the normalized Hahn polynomials have the
recurrence
xq
(α,β)
k,M (x) = ak+1q
(α,β)
k+1,M (x) + bkq
(α,β)
k,M (x) + akq
(α,β)
k−1,M (x), (3.7)
where
ak =
√
(M − k + 1)k(M − k + 1 + α)(M − k + 1 + β)(M − k + 1 + α+ β)(2M − k + 2 + α+ β)
(1 + 2M − 2k + α+ β)(2 + 2M − 2k + α+ β)2(3 + 2M − 2k + α+ β) ,
(3.8)
and
bk =
(2M + α+ β + k − 1)(M + β − k)(M − k)
(2M − 2k + α+ β)(2M − 2k + α+ β + 1)
+
k(2M + α+ β + 1− k)(M − k + α+ 1)
(2M − 2k + α+ β + 2)(2M − 2k + α+ β + 1) (3.9)
Now we come back to the tiling process. We first need some notations
in which we follow [26]. Set αr = |c− r|, βr = |b− r|, Lr = b− br and
Mr =

r + a− 1, 0 ≤ r ≤ b,
b+ a− 1, b ≤ r ≤ c,
a+ b+ c− 1− r, c ≤ r ≤ b+ c.
Then, as shown in [21, 26], the locations of the paths {(m, γj(m)} (or, equiv-
alently, the centers of the tiles of type II) form a determinantal point process
on {0, 1, . . . , B + C} × Z with kernel
Ka(r, Lr + 2x+ 1, s, Ls + 2y + 1)
=

∑a−1
k=0
√
(a+s−1−k)!(a+b+c−r−1−k)!
(a+r−1−k)!(a+b+c−s−1−k)!q
(αr,βr)
k,Mr
(x)q
(αs,βs)
k,Ms
(y), r ≤ s,
−∑∞k=a√ (a+s−1−k)!(a+b+c−r−1−k)!(a+r−1−k)!(a+b+c−s−1−k)!q(αr,βr)k,Mr (x)q(αs,βs)k,Ms (y), r > s, .
(3.10)
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The question of interest is what happens with the system as the hexagon
becomes large. That is, we introduce a big parameter n and scale a, b and c
such that
a/n→ 1, b/n→ B > 0, c/n→ C > 0.
Then we take ρm ∈ (0, B+C) for m = 1, . . . , N and set rr = [nρr] where [·]
denotes the integer part. We also rescale the process along the vertical axis
by n (hence we replace x by [nx]).
We then set
pj,m(x) = q
αrm ,βrm
j,Mrm
([nx])
and
cj,m =
√
(a+ b+ c− rm − 1− j)!
(a+ rm − 1− j)! ,
and consider the probability measure (2.1) with φj,m = cj,mpj−1,m and
ψj,m = 1/cj,mpj−1,m as in (2.10) (with Tm(x, y) =
∑∞
j=0 cj,m+1/cj,mpj,m(x)pj,m+1(y)).
Denote the recurrence coefficients for pj,m by a
(n)
j,m and b
(n)
j,m. Then, from
(3.8), (3.9) and the choice of the parameters is not hard to show that there
exists functions F1 and F2 as n→∞,
a
(n)
n+k,m → F1(ρm;B,C), b(n)n+k,m → F2(ρm;B,C),
for any k ∈ N. In other words, condition (2.18) is satisfied. Moreover, we
also we easily verify (2.19) and find
lim
n→∞
cl,m
ck,m
= eτm(k−l), with τm =
1
2
ln
1 +B + C − ρm
1 + ρm
.
Hence we see that Theorem 2.4 applies. Also note that after rescaling with
n the hexagon will always be contained in a fixed compact set for every n,
hence also Corollary 2.5 applies.
Similarly, in the same way one can verify that Corollary 2.8, Theorem
2.9 and Theorem 2.10 apply. We leave the precise statement to the reader.
4 From linear statistics to the recurrence matrices
In this section we show how the moments and cumulants of the linear statis-
tics are connected to the matrices Jm.
The determinantal structure of the process means that we can express
the moments of linear statistics in terms of the kernel Kn,N (2.8). Indeed,
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Figure 6: A sampling of a random tiling of a large regular hexagon (l) and
the alternative representation in terms of non-intersecting paths (r). The
disorded regime, circle inside the hexgon, and the frozen corners are clearly
visible.2
it is standard that from (2.7) and some computations one can show
EXn(f) =
N∑
m=1
∫
f(m,x)Kn,N (m,x,m, x)dµm(x),
implying that Kn,N (m,x,m, x) is the mean density. Moreover,
VarXn(f) =
N∑
m=1
∫
f(m,x)2Kn,N (m,x,m, x)dµm(x)
−
N∑
m1,m2=1
∫∫
f(m1, x1)f(m2, x2)Kn,N (x1,m1, x2,m2)Kn,N (x2,m2, x1,m1)dµm1(x1)dµm2(x2).
(4.1)
and similar expressions hold for the higher terms.
Although we use these expressions in the proofs of Theorem 2.5 and 2.9,
the general strategy in this paper is based on a different approach. The key
identity is the following lemma, connecting the moments to the recurrence
matrices Jm.
2These figures are produced using a code that was kindly provided to the author by
Leonid Petrov.
41
Lemma 4.1. Suppose that f(m,x) is a polynomial in x and Jm is bounded
for m = 1, . . . , N , then
E
[
eλXn(f)
]
= det
((
eλf(1,J1)eλf(2,J2) · · · eλf(N,JN )
)
i,j
)n
i,j=1
. (4.2)
In case one of the Jm is an unbounded matrix, the equality is understood
as an equality between formal power series by expanding each exponential.
More precisely, with RM (x) =
∑M
k=0 x
k/k! consider the expansion
det
(
(RM (λf(1, J1))RM (λf(2, J2)) · · ·RM (λf(N, JN )))i,j
)n
i,j=1
=
∞∑
k=0
Dk,M (f)
λk
k!
, (4.3)
then we have E
[
(Xn(f))
k
]
= Dk,M (f), for k ≤M .
Remark 4.1. Before we come to the proof we note that since the Jm’s
are banded matrices and f is a polynomial, the product of the matrices
Rm(f(Jm,m)) is well-defined so that the determinant at the left-hand side
of (4.3) makes sense.
Proof. It is enough to prove (4.3). In case all Jm are bounded we then obtain
(4.2) by taking the limit M →∞ in a straightforward way.
We first note that the first M + 1 terms of the (formal) expansions
E
[
eλXn(f)
]
= E
 n,N∏
j=1,m
eλf(m,xm,j)

and
E
 n,N∏
j=1,m
RM (λf(m,xm,j))

are equal. To prove the lemma it thus suffices to prove that the last expec-
tation equals the left-hand side of (4.3). To this end, we note
E
 n,N∏
j=1,m
RM (λf(m,xm,j))
 = 1
(n!)N
∫
· · ·
∫  n,N∏
j=1,m
RM (λf(m,xm,j))
det (φj,1(x1,k))nj,k=1
×
N−1∏
m=1
det (Tm(xm,i, xm+1,j))
n
i,j=1 det (ψj,N (xN,k))
n
j,k=1
N∏
m=1
n∏
j=1
dµm(xm,j)
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=
1
(n!)N
∫
· · ·
∫
det (φj,1(x1,k))
n
j,k=1
N−1∏
m=1
det (RM (λf(m,xm,i))Tm(xm,i, xm+1,j))
n
i,j=1
× det (RM (λf(N, xN,k))ψj,N (xN,k))nj,k=1
N∏
m=1
n∏
j=1
dµm(xm,j),
For convenience we set some notation Am = RM (λf(m, Jm)). Now the
statement is a special case (where sj = j) of the more general claim
1
(n!)N
∫
· · ·
∫
det
(
φsj ,1(x1,k)
)n
j,k=1
N−1∏
m=1
det (RM (λf(m,xm,i))Tm(xm,i, xm+1,j))
n
i,j=1
× det (RM (λf(N, xN,k))ψj,N (xN,k))nj,k=1
N∏
m=1
n∏
j=1
dµm(xm,j)
= det
(
(A1 · · ·AN )si,sj
)n
i,j=1
, (4.4)
for any s1 < . . . < sn.
The proof of (4.4) goes by induction to N .
The case of N = 1 is a direct consequence of Andreief’s identity in (2.3)
1
n!
∫
· · ·
∫
det
(
φsj ,1(x1,k)
)n
j,k=1
det
(
RM (λf(1, x1,k))ψsj ,1(x1,k)
)n
j,k=1
n∏
j=1
dµ1(x1,j)
= det
(∫
RM (λf(1, x))φsj ,1(x)ψsi,1(x)dµ1(x)
)n
i,j=1
= det
(
(A1)si,sj
)n
i,j=1
.
For N > 1 we use Andreie´f’s identity to write
1
n!
∫
· · ·
∫
det
(
φsj ,1(x1,k)
)n
j,k=1
det (RM (λf(x1,i, 1))T1(x1,i, x2,j))
n
i,j=1
n∏
j=1
dµ1(x1,j)
= det
(∫
T1(x, x2,i)RM (λf(x, 1))φsj ,N (x)dµ1(x)
)
. (4.5)
By using the recurrence and the fact that∫
T1(x, x2,i)φk,1(x)dµ1(x) = φk,2(x2,i)
we find that the right-hand side of (4.5) can be written as
det
(∑
k
Asj ,kφk,2(x2,i)
)n
i,j=1
=
∑
l1<l2<···<ln
det
(
Asj ,li
)n
i,j=1
det
(
φlj ,2(x2,i)
)n
i,j=1
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where we used Cauchy-Binet in the last step. By inserting the latter with
(4.5) back into the left-hand side of (4.4) and using the induction hypothesis
we find that the left-hand side of (4.4) can be written as∑
l1<l2<···<ln
det
(
(A1)sk,lj
)n
j,k=1
det
(
(A2 . . . AN )lj ,si
)n
i,j=1
= det ((A1 . . . AN )si,sk)
n
i,k=1 ,
where we used Cauchy-Binet in the last step again. This proves the claim
in (4.4) and hence the statement.
This lemma also has a convenient consequence. Since all Jm are banded,
each entry
(RM (λf(1, J1))RM (λf(2, J2)) · · ·RM (λf(N, JN )))i,j
for i, j = 1, . . . , n only depends on some entries of the individual Jm’s. By
writing out the matrix product it is not hard to see that these entries do not
depend on any (Jm)rs for m = 1, . . . , N and r, s > S for some sufficiently
large S. Hence if we define the cut-offs
(Jm,S)j,k =
{
(Jm)j,k j, k ≤ S
0, otherwise,
and expand
det
((
eλf(1,Jm,S)eλf(2,J2,S) · · · eλf(N,JN,S)
)
i,j
)n
i,j=1
=
∞∑
k=0
λk
k!
D˜k,S(f), (4.6)
then for each k ∈ N we have E [(Xn(f))k] = D˜k,S(f) for sufficient large S
(which may depend on k). The benefit is that the matrix in the determinant
consists of a product of bounded operators and the series is convergent.
Hence we do not have to worry about formal series and this will be convenient
for technical reasons.
Instead of the moments, it will be more convenient to work with the
cumulants Ck(Xn(f)). These are special combinations of the linear statistic,
determined by the (formal) generating function
logE [λXn(f)] =
∞∑
k=1
λk
k!
Ck(Xn(f)). (4.7)
44
Note that C1(Xn(f)) = EXn(f) and C2(Xn(f)) = VarX(f). The k-th
cumulant can be expressed in terms of the first k moments and vice versa.
Since the first terms in the expansion on the right-hand side of (4.6) are the
moments, we can take the logarithm at both sides and immediately obtain
the following lemma.
Lemma 4.2. Let Ck,S(f) be the coefficients in the series
log det
((
eλf(1,Jm,S)eλf(2,J2,S) · · · eλf(N,JN,S)
)
i,j
)n
i,j=1
=
∞∑
k=0
λk
k!
Ck,S(f),
then Ck(Xn(f)) = Ck,S(f) for sufficiently large S.
Using this representation, we will give useful expressions for all the cu-
mulants. We will do this in the next section in a more general setup.
5 Expansions of Fredholm determinant
In this section we will look at the expansion given in Lemma 4.2, where we
replace the f(m, Jm,S)’s in the determinant by general banded and bounded
operators Am.
5.1 Preliminaries
We start by recalling traces and determinants for trace class operators. We
refer to [23, 42] for more details.
For a compact operator A on a separable Hilbert space H we define the
singular values
σ1(A) ≥ σ2(A) ≥ σ3(A) ≥ . . . > 0,
as the square roots of the eigenvalues of the self-adjoint compact operators
A∗A. The space of trace class operators is then defined as the Banach space
B1(H) = {A |
∞∑
k=1
σk(A) <∞},
equipped with the trace norm
‖A‖1 =
∞∑
k=1
σk(A).
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The space of Hilbert-Schmidt operators is then defined as the Hilbert space
B2(H) = {A |
∞∑
k=1
σk(A)
2 <∞},
equipped with the Hilbert-Schmidt norm
‖A‖2 =
( ∞∑
k=1
σk(A)
2
)1/2
.
We also denote the operator norm by ‖A‖∞ and the space of bounded op-
erators by B∞(H).
The following identities are standard. For any A ∈ B∞(H) and B ∈
B1(H) we have
‖AB‖1, ‖BA‖1 ≤ ‖A‖∞‖B‖1.
Similarly, for any A ∈ B∞(H) and B ∈ B2(H) we have
‖AB‖2, ‖BA‖2 ≤ ‖A‖∞‖B‖2.
For any A,B ∈ B2(H) we have
‖AB‖1 ≤ ‖A‖2‖B‖2.
The trace class operators B1(H) are precisely the operators for which we can
define the trace, denote by TrA, by naturally extending the trace for finite
rank operators. We note that
|TrA| = ‖A‖1.
For any trace class operator A ∈ B1(H) we can also define the operator
determinant det(I +A) by natural extension from the finite rank operators.
Here we note that
|det(I +A)− det(I +B)| ≤ ‖A−B‖1 exp(‖A‖1 + ‖B‖1 + 1).
A particular relation between the trace and the determinant that we will
use is the following
log det(I +A) =
∞∑
j=1
(−1)j+1
j
TrAj , (5.1)
valid for any A ∈ B1(H) for which ‖A‖∞ < 1 (ensuring the convergence of
the right-hand side).
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5.2 A cumulant-type expansion
Let A1, . . . , AN be bounded operator on `2(N) (in the coming analysis we
will identity bounded operators on `2(N) with their semi-infinite matrix
representations with respect to the canonical basis). We will also use the
notation Pn for the projection operators on `2(N) defined by
Pn : (x1, x2, . . .) 7→ (x1, . . . , xn, 0, 0, . . .),
and Qn = I − Pn. Then
det
(
I + Pn
(
eλA1eλA2 · · · eλAN − I
)
Pn
)
, (5.2)
is a well-defined and entire function of λ. By taking A = eλA1eλA2 · · · eλAN −
I in (5.1) for sufficiently small λ we define C
(n)
k (A1, . . . , AN ) by
log det
(
I + Pn
(
eλA1eλA2 · · · eλAN − I
)
Pn
)
=
∞∑
m=1
λkC
(n)
k (A1, . . . , AN ),
which is valid for small λ. In Lemma 4.2 we have shown that the relation be-
tween the cumulant Ck(Xn(f)) and the general coefficient C(n)k (A1, . . . , AN )
is given by
Ck(Xn(f)) = C(n)k (f(1, J1,S), . . . , f(N, JN,S)), (5.3)
for sufficiently large S. We will use this connection only in Section 6 when
we give the proofs of the main results. In this section we focus on general
properties of C
(n)
k (A1, . . . , AN ). To start with, an easy consequence of the
above is the following.
Lemma 5.1. We have
C
(n)
k (A1, . . . , AN )
=
1
2pii
∮
|z|=ρ
Tr log
(
I + Pn
(
eλA1eλA2 · · · eλAN − I
)
Pn
) dλ
λk+1
, (5.4)
where 0 < ρ < (2
∑N
j=1 ‖Aj‖∞)−1.
Proof. The only remaining is the choice of ρ. To this end, we note that∥∥∥Pn (eλA1eλA2 · · · eλAN − I)Pn∥∥∥∞ ≤ |λ|
N∑
j=1
‖Aj‖∞ exp
|λ| N∑
j=1
‖Aj‖∞
 ,
and that 12e
1
2 < 1. Hence the integrand at the right-hand side of (5.4) is
well-defined and analytic for |λ| < ρ. This proves the statement.
47
By expanding the logarithm we obtain another useful expression.
Lemma 5.2. We have
C
(n)
k (A1, . . . , AN )
=
k∑
j=1
(−1)j+1
j
∑
`1+···+`j=k
`i≥1
∑
(rs,v)∈R`1,...`j
Tr
∏j
s=1
(
PnA
rs,1
1 · · ·Ars,NN Pn
)
r1,1! · · · r1,N !r2,1! · · · r2,N ! · · · rj,1! · · · rj,N !
(5.5)
where
R`1,...`j =
{
(rs,v)
j,N
s=1,v=1 | rs,v ∈ {0, 1, 2, . . .},
N∑
v=1
rs,v = `s
}
Proof. We note the following expansion which is valid for any bounded op-
erators A1, . . . , AN and sufficiently small λ,
log
(
(1 + Pn(e
λA1eλA2 · · · eλAN − I)Pn
)
=
∞∑
j=1
(−1)j+1
j
Tr
(
Pn(e
λA1eλA2 · · · eλAN − I)Pn
)j
=
∞∑
j=1
(−1)j+1
j
 ∞∑
r1,...,rN=0
r1+...+rN≥1
λr1+···rN TrPnAr11 · · ·ArNN Pn

j
=
∞∑
j=1
(−1)j+1
j
 ∞∑
`=1
λ`
∑
r1,...,rN=`
TrPnA
r1
1 · · ·ArNN Pn
r1! · · · rN !
j
=
∞∑
j=1
(−1)j+1
j
∞∑
`1,...,`j=1
λ`1+···+`j
∑
(rs,v)∈R`1,...`j
Tr
∏j
s=1
(
PnA
rs,1
1 · · ·Ars,Nn Pn
)
r1,1! · · · r1,N !r2,1! · · · r2,N ! · · · rj,1! · · · rj,N !
=
∞∑
j=1
(−1)j+1
j
∞∑
k=j
λk
∑
`1+...+`j=k
∑
(rs,v)∈R`1,...`j
Tr
∏j
s=1
(
PnA
rs,1
1 · · ·Ars,Nn Pn
)
r1,1! · · · r1,N !r2,1! · · · r2,N ! · · · rj,1! · · · rj,N !
=
∞∑
k=1
λk
k∑
j=1
(−1)j+1
j
∑
`1+...+`j=k
∑
(rs,v)∈R`1,...`j
Tr
∏j
s=1
(
PnA
rs,1
1 · · ·Ars,Nn Pn
)
r1,1! · · · r1,N !r2,1! · · · r2,N ! · · · rj,1! · · · rj,N ! .
This proves the statement.
In the proofs of the main theorems it will be important to have the
following continuity result.
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Lemma 5.3. Let A1, . . . , AN and B1, . . . , BN be semi-infinite matrices, then∣∣∣C(n)k (A1, . . . , AN )− C(n)k (B1, . . . , BN )∣∣∣
≤ 2e
(2−√e)2 (2 max(
N∑
j=1
‖Aj‖∞,
N∑
j=1
‖Bj‖∞))k−1
N∑
j=1
‖Aj −Bj‖1.
Proof. We start by writing
C
(n)
k (A1, . . . , AN )− C(n)k (B1, . . . , BN )
1
2pii
∮
|z|=ρ
Tr
(
log
(
I + Pn
(
eλA1eλA2 · · · eλAN − I
)
Pn
)
− log
(
I + Pn
(
eλB1eλB2 · · · eλBN − I
)
Pn
)) dλ
λk+1
, (5.6)
We estimate the integrand using
|Tr (log(I +A)− log(1 +B))| ≤ ‖A−B‖1
(1− ‖A‖∞)(1− ‖B‖∞) . (5.7)
If we take ρ = (2 max(
∑N
j=1 ‖Aj‖∞,
∑N
j=1 ‖Bj‖∞))−1. Then∥∥∥(eλA1eλA2 · · · eλAN − I)∥∥∥
∞
≤
√
e
2
(5.8)∥∥∥(eλB1eλB2 · · · eλBN − I)∥∥∥
∞
≤
√
e
2
(5.9)
for λ = ρ. Moreover,∥∥∥(eλA1eλA2 · · · eλAN − I)− (eλB1eλB2 · · · eλBN − I)∥∥∥
1
=
∥∥∥∥∥∥
N∑
j=1
eλA1 · · · eλAj−1
(
eλAj − eλBj
)
eλBj+1 · · · eλBN
∥∥∥∥∥∥
1
≤
N∑
j=1
‖eλA1‖∞ · · · ‖eλAj−1‖∞
∥∥∥eλAj − eλBj∥∥∥
1
‖eλBj+1‖∞ · · · ‖eλBN ‖∞
≤ |λ|
N∑
j=1
‖Aj −Bj‖1 exp |λ|
 N∑
j=1
(‖Aj‖∞ + ‖Bj‖∞)

≤ e
∑N
j=1 ‖Aj −Bj‖1
2 max
(∑N
j=1 ‖Aj‖∞,
∑N
j=1 ‖Bj‖∞
) (5.10)
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By substituting (5.8), (5.9) and (5.10) into (5.7) and using the result and
the value of ρ to estimate the integral (5.6) we obtain the statement.
5.3 A comparison principle
In the next step we will prove a comparison principle for C
(n)
k (A1, . . . , AN )
in case the Aj are banded matrices.
We start with an easy lemma.
Lemma 5.4. Let N ∈ N and A1, . . . , AN banded matrices with (Aj)rs = 0 if
|r− s| > aj. Then A1 · · ·AN is a banded matrix such that (A1 · · ·AN )rs = 0
if |r − s| > a1 + · · · + aN and (A1 · · ·AN )rs only depends on entries (Aj)k`
with |k − r|, |`− s| ≤ a1 + · · ·+ aN for j = 1, . . . , N .
Proof. Write
(A1 · · ·AN )rs =
∑
v1,...,vN−1
(A1)rv1(A2)v1v2 . . . (AN )vT−1s.
By the assumption of the lemma, each term in the sum can only be non-
zero if |vj−1 − vj | ≤ aj for j = 1, . . . , N (where we have set v0 = r and
vN = s for notational convenience). But then by the triangular inequality,
we see that the only possibility of obtain a non-zero value is in case |r−s| ≤
a1 + · · · + aN , which proves the first part of the statement. Moreover, we
only have contribution of entries (Aj)vj−1vj with
|r − vj−1| ≤ |r − v1|+ · · · |vj−2 − vj−1| ≤ a1 + · · ·+ aN ,
and
|r − vj | ≤ |r − vj |+ · · · |vN − vN−1| ≤ a1 + · · ·+ aN ,
which proves the second part of the lemma.
The following is the core of the proof of the main results of this paper.
Proposition 5.5. Let N ∈ N and A1, . . . , AN be banded matrices such that
(Aj)rs = 0 if |r − s| > aj. Set a = supj=1,...,N aj. Then
C
(n)
k (A1, . . . , AN ) = C
(n)
k (Rn,a(k+1)A1Rn,a(k+1), . . . , Rn,2a(k+1)ANRn,2a(k+1))
where
Rn,` = Pn+` − Pn−`.
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Proof. Note that we have
λTr (PnA1Pn + · · ·+ PnANPn) = log det
(
(I +
(
eλPnA1PneλPnA2Pn · · · eλPnANPn − I
))
By expanding the right-hand side in the same way as in the proof of Lemma
5.2 and comparing terms at both sides, we find the identity
k∑
j=1
(−1)j
j
∑
`1+···+`j=k
`i≥1
∑
(rs,v)∈R`1,...`j
Tr
∏j
s=1
∏N
u=1(PnAuPn)
rs,u
r1,1! · · · r1,N !r2,1! · · · r2,N ! · · · rj,1! · · · rj,N ! = 0,
for k ≥ 2. But then we can write
C
(n)
k (A1, . . . , AN )
=
m∑
j=1
(−1)j+1
j
∑
`1+···+`j=k
`i≥1
∑
(rs,v)∈R`1,...`j
Tr
(∏j
s=1
(
PnA
rs,1
1 · · ·Ars,NN Pn
)−∏js=1∏Nu=1(PnAuPn)rs,u)
r1,1! · · · r1,N !r2,1! · · · r2,N ! · · · rj,1! · · · rj,N ! ,
for m ≥ 2. We prove the theorem by showing that the each summand only
depends on some entries of Aj that are all centered around the nn-entries.
Note that by a telescoping series, we have
A
r`,p
p − (PnApPn)r`,p =
r`,p−1∑
q=0
A
r`,p−q−1
p (Ap − PnApPn)(PnApPn)q,
and
Pn
(
N∏
u=1
A
r`,u
u
)
Pn −
N∏
u=1
(PnAuPn)
r`,u
=
N∑
p=1
Pn
(
p−1∏
u=1
A
r`,u
u
)(
A
r`,p
p − (PnApPn)r`,p
) N∏
v=p+1
(PnAvPn)
r`,v
Pn
=
N∑
p=1
r`,p−1∑
q=0
Pn
(
p−1∏
u=1
A
r`,u
u
)
A
r`,p−q−1
p (Ap − PnApPn)(PnApPn)q
×
 N∏
v=p+1
(PnAvPn)
r`,v
Pn.
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We use the fact that P 2n to rewrite this to
Pn
(
N∏
u=1
A
r`,u
u
)
Pn −
N∏
u=1
(PnAuPn)
r`,u
=
N∑
p=1
r`,p−1∑
q=0
Pn
(
p−1∏
u=1
A
r`,u
u
)
A
r`,p−q−1
p (ApPn − PnApPn)(PnApPn)q
×
 N∏
v=p+1
(PnAvPn)
r`,v
 .
Finally, by another telescoping series we find
j∏
s=1
(
PnA
rs,1
1 · · ·Ars,Nn Pn
)− j∏
s=1
(Pn(A1Pn)
rs,1 · · · (ANPn)rs,N )
=
j∑
`=1
N∑
p=1
r`,p−1∑
q=0
(
`−1∏
s=1
(
PnA
rs,1
1 · · ·Ars,NN Pn
)
Pn
(
p−1∏
u=1
A
r`,u
u
))
×
(
A
r`,p−q−1
p (ApPn − PnApPn)(PnApPn)q
)
 N∏
v=p+1
(PnAvPn)
r`,v
( j∏
s=`+1
(Pn(A1Pn)
rs,1 · · · (PnANPn)rs,N )
)
=
j∑
`=1
N∑
p=1
r`,p−1∑
q=0
TrQ1(ApPn − PnApPn)Q2
with
Q1 =
(
`−1∏
s=1
(
PnA
rs,1
1 · · ·Ars,NN Pn
)(p−1∏
u=1
A
r`,u
u
))
A
rk,p−q−1
p
Q2 = (PnApPn)
q
 N∏
v=p+1
(PnAvPn)
rk,v
( j∏
s=`+1
(Pn(A1Pn)
rs,1 · · · (PnANPn)rs,N )
)
Let us compute
TrQ1(ApPn−PnApPn)Q2 =
n∑
r0=1
∑
r1,r2
(Q1)r0r1(ApPn−PnApPn)r1r2(Q2)r2r0 .
(5.11)
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The fact of the matter is that becuase of the band structure the matrix
ApPn − PnApPn
is of finite rank and the non-zero entries are concentrated around the nn-
entry. Hence we can restrict the sum to terms with |r1,2 − n| ≤ a. Now,
since Q1 and Q2 are a product of band matrices, they are themselves also
band matrices. The number of terms in the product is at most k (ignoring
the Pn) and the bandwith of each terms is at most a. Hence (Q1)r0r1 = 0
if |r0 − r1| > ak and (Q2)r2r0 = 0 if |r2 − r0| > ak. By combining the
latter observations, we see that the trace in (5.11) only depends on (Q1)r0r1
and (Q1)r2r0 with |r0 − n| ≤ a(k + 1) and |r1,2 − n| ≤ a. By Lemma
5.4, we then also see that these entries only depend on entries (Am)rs with
|r − n| ≤ a(k + 1) and |s− n| ≤ a(k + 1) for m = 1, . . . , N . Concluding, we
have that C
(n)
m (A1, . . . , AN ) only depends on (Am)rs with |r−n| ≤ 2a(k+1)
and |s− n| ≤ 2a(k + 1), for m = 1, . . . , N . This proves the statement
Corollary 5.6. Let N ∈ N and A1, . . . , AN , B1, . . . BN be banded matrices
such that (Aj)rs = 0 if |r − s| > aj and (Bj)rs = 0 if |r − s| > bj. Set
c = max{aj , bj | j = 1, . . . , N}. If∣∣∣C(n)k (A1, . . . , AN )− C(n)k (B1, . . . , BN )∣∣∣
≤
max( N∑
j=1
‖Rn,2c(k+1)AjRn,2c(k+1)‖∞,
N∑
j=1
‖Rn,2c(k+1)BjRn,2c(k+1)‖∞)
k−1
× 2
k+2c(k + 1)e
(2−√e)2
N∑
j=1
‖Rn,2c(k+1)(Aj −Bj)Rn,2c(k+1)‖∞, (5.12)
where Rn,2c(k+1) is as in Proposition 5.5.
Proof. By combining Lemma 5.3 and Proposition 5.5 we obtain∣∣∣C(n)k (A1, . . . , AN )− C(n)k (B1, . . . , BN )∣∣∣
≤ (2 max(
N∑
j=1
‖Rn,2c(k+1)AjRn,2c(k+1)‖∞,
N∑
j=1
‖Rn,2c(k+1)BjRn,2c(k+1)‖∞))k−1
× 2e
(2−√e)2
N∑
j=1
‖Rn,2c(k+1)AjRn,2c(k+1) −Rn,2c(k+1)BjRn,2c(k+1)‖1.
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Now the statement follows by noting that the ranks of
Rn,2c(k+1)AjRn,2c(k+1) and Rn,2c(k+1)BjRn,2c(k+1)
are 4c(k+ 1) + 1 and for any finite rank operator R with rank r(R) we have
‖R‖1 ≤ r(R)‖R‖∞.
Note that the latter corollary is a pure universality result. Whatever the
limits are, they must be the same. It particularly implies that we only need
to compute a special case to conclude a general result. This is what we will
do in the next paragraph.
5.4 Special case of banded Toeplitz operators
We now compute the limiting values of C
(n)
m (A1, . . . , AN ) in case the Aj are
banded Toeplitz operators. We will first recall various basic notions and
properties we will need. For further details and background on Toeplitz
operators we refer to the book [12].
For a Laurent polynomial a(z) =
∑p
j=−q ajz
j , the Toeplitz operator T (a)
is defined by the semi-infinite matrix
(T (a))jk = aj−k, j, k = 1, . . . ,
viewed as an operator on `2(N). Of importance to us will also be the Hankel
operator defined by the semi-infinite matrix
(H(a))jk = aj+k−1, j, k = 1, . . . .
Note that H(a) is of finite rank. The Toeplitz and Hankel operators are
related by
T (ab) = T (a)T (b) +H(a)H(b˜),
with b˜(z) = b(1/z). An important consequence of this formula that we will
frequently use is
[T (a), T (b)] = H(b)H(a˜)−H(a)H(b˜). (5.13)
Finally, we mention that
‖T (a)‖∞ ≤ ‖a‖L∞ , and ‖H(a)‖∞ ≤ ‖a‖L∞ .
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5.4.1 The case N fixed
The main purpose of this paragraph is to prove the following proposition.
Proposition 5.7. Let N ∈ N and a(m, z) = ∑` a`(m)z` for m = 1, . . . , N ,
be Laurent polynomials in z. For m = 1, . . . , N we denote the Toeplitz
operator with symbol a(m, z) by T (a(m)). Then
lim
n→∞ det
(
I + Pn
(
eT (a(1)eT (a(2)) · · · eT (a(N)) − I
)
Pn
)
e−n
∑N
m=1 a0(m)
= exp
(
N∑
m1=1
N∑
m2=m1+1
∞∑
`=1
`a`(m1)a−`(m2) +
1
2
N∑
m=1
∞∑
`=1
`a`(m)a−`(m)
)
.
(5.14)
Before we come to the proof we first mention that the following imme-
diate corollary.
Corollary 5.8. Under the same assumptions and notations as in Proposi-
tion 5.7 we have
lim
n→∞C
(n)
k (T (a(1), . . . , T (a(N)) = 0,
for k ≥ 3, and
lim
n→∞C
(n)
k (T (a(1), . . . , T (a(N))
=
N∑
m1=1
N∑
m2=m1+1
∞∑
`=1
`a`(m1)a−`(m2) +
1
2
N∑
m=1
∞∑
`=1
`a`(m)a−`(m)
for k = 2.
The proof of Proposition 5.7 that we will present here relies on the
following beautiful identity due to Ehrhardt.
Lemma 5.9. [20, Cor. 2.3] Let A1, . . . , AN be bounded operators such that
1. A1 + · · ·+AN = 0,
2. [Ai, Aj ] is trace class for 1 ≤ i < j ≤ N .
Then eA1eA2 · · · eAN − I is of trace class and
det eA1eA2 · · · eAN = exp 1
2
∑
1≤i<j≤n
Tr[Ai, Aj ],
where the left-hand side is a Fredholm determinant.
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Remark 5.1. In the special case n = 3 the identity reads
det e−AeA+Be−B = exp
(
−1
2
Tr[A,B]
)
,
which is an identity that can be used that lies behind the Strong Szego˝
Limit Theorem. It has also been used in [10] in the context of Central Limit
Theorem for linear statistics for biorthogonal ensembles.
We now come to the
Proof of Proposition 5.7. We start by defining s(z) =
∑N
j=1 a(j, z) and split
s(z) = s+(z) + s−(z) where s+ is the polynomial part of s(z), i.e. s+(z) =∑
k≥0 skz
k. Then we note that T (s+) is lower triangular and T (s−) is strictly
upper triangular. Hence
PnT (s+)Pn = PnT (s+), and PnT (s−)Pn = T (s−)Pn.
By expanding the exponential and iterating the latter identities we therefore
have (where we recall that Qn = I − P − n)
ePnT (s+)Pn = Pne
T (s+)Pn +Qn = Pne
T (s+) +Qn,
and
ePnT (s−)Pn = Pne
T (s−)Pn +Qn = e
T (s−)Pn +Qn.
Moreover,(
Qn + Pne
T (s+)Pn
)
(Qn + PnBPn)
(
Qn + Pne
T (s−)Pn
)
= Qn + Pne
T (s+)PnBPne
T (s−)Pn
= Qn + Pne
T (s+)BeT (s−)Pn = I + Pn
(
eT (s+)BeT (s−) − I
)
Pn, (5.15)
for any operator B. We then write
e−n
∑N
j=1 a
(j)
0 = e−TrPnT (s+)Pn = det e−PnT (s+)Pn = det
(
Qn + Pne
−T (s+)Pn
)
,
and
1 = e−TrPnT (s+)Pn = det e−PnT (s−)Pn = det
(
Qn + Pne
−T (s−)Pn
)
.
By combining this with (5.15) and takingB = e−T (s+(z))eT (a(1))eT (a(2)) · · · eT (a(N)),
we see that we can rewrite the left-hand side of (5.14) as
det
(
I + Pn
(
e−T (s+)eT (a(1))eT (a(2)) · · · eT (a(N))e−T (s−) − I
)
Pn
)
. (5.16)
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The idea is now to invoke Lemma 5.9. To this end, we first note that
T (s) +
N∑
j=1
T (a(j)) = 0,
and that for 1 ≤ j, k ≤ N we have that
[T (a+(j)), T (a−(k))] = H(a+(j))H(a˜−(k)),
is of finite rank and hence of trace class, from which it follows that also the
second condition of the proposition is satisfied and that
e−T (s+)eT (a(1))eT (a(2)) · · · eT (a(N))e−T (s−) − I
is of trace class. Hence,
Pn
(
e−T (s+)eT (a(1))eT (a(2)) · · · eT (a(N))e−T (s−) − I
)
Pn
→ e−T (s+)eT (a(1))eT (a(2)) · · · eT (a(N))e−T (s−) − I, (5.17)
in trace norm. By continuity of the Fredholm determinant we can therefore
take the limit n→∞ and obtain
lim
n→∞ det
(
I + Pn
(
e−T (s+)eT (a(1))eT (a(2)) · · · eT (a(N))eT (s−) − I
)
Pn
)
= det eT (s+)eT (a(1))eT (a(2)) · · · eT (a(N))e−T (s−). (5.18)
Moreover, by the same proposition,
det e−T (s+)eT (a(1))eT (a(2)) · · · eT (a(N))e−T (s−) = exp 1
2
TrS1, (5.19)
with
S1 = −
N∑
j=1
[T (s+), T (a
(j))]+[T (s+), T (s−)]+
N∑
j=1
∑
k>j
[T (a(j)), T (a(k))−
N∑
j=1
[T (a(j)), T (s−)].
By splitting a(m) = a+(m) + a−(m) and using the definition of s±, we can
rewrite this to
S1 =
N∑
j=1
∑
k>j
[T (a(j)), T (a(k))]−
N∑
j=1
N∑
k=1
[T (a(j)), T (a−(k))]
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=N∑
j=1
∑
k>j
[T (a(j)), T (a+(k))]−
N∑
j=1
∑
k≤j
[T (a(j)), T (a−(k))]
=
N∑
j=1
∑
k>j
H(a(k))H(a˜(j)) +
N∑
j=1
∑
k≤j
H(a(j))H(a˜(k)),
where in the last step we used (5.13). By taking the trace we find
TrS1 =
N∑
j=1
N∑
k=j+1
∞∑
`=1
`a`(k)a−`(j) +
N∑
j=1
j∑
k=1
∞∑
`=1
`a`(j)a−`(k)
= 2
N∑
j=1
N∑
k=j+1
∞∑
`=1
`a`(k)a−`(j) +
N∑
j=1
∞∑
`=1
`a`(j)a−`(j)
Hence the statement follows after inserting the latter expression for TrS1
into (5.19) and combining the result with (5.18)
5.4.2 The case Nn →∞
We now come to the case that N = Nn is depending on n in such a way that
Nn →∞ as n→∞. In this paragraph we prove the following proposition.
Proposition 5.10. Let a(t, z) =
∑p
j=−q aj(t)z
j be a t dependent Laurent
polynomial for which the aj(t) are piecewise continuous on an interval [α, β].
Let {Nn}n∈N be a sequence such that Nn → ∞ as n → ∞. Moreover, for
each n let
α = t
(n)
1 < t
(n)
2 < . . . < t
(n)
Nn
< t
(n)
Nn+1
= β
be a partitioning of [α, β] for which the mesh supj=0,...,Nn(tj+1 − tj)→ 0 as
n→∞. Then
det
(
I + Pn
(
Nn∏
m=1
e(tm+1−tm)T (a(t
(n)
m )) − I
)
Pn
)
e−
∑Nn
m=1(tm+1−tm)a0(t(n)m )
= exp
( ∞∑
`=1
∫∫
α<t1<t2<β
`a`(t1)a−`(t2)dt1dt2
)
Corollary 5.11. Under the same assumptions and notations as in Propo-
sition 5.10 we have
lim
n→∞C
(n)
k (T (a(1), . . . , T (a(Nn)) = 0,
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for k ≥ 3, and
lim
n→∞C
(n)
k (T (a(1), . . . , T (a(N)) = 2
∞∑
`=1
∫∫
α<t1<t2<β
`a`(t1)a−`(t2)dt1dt2,
for k = 2.
The proof of Proposition 5.10 goes along the same lines as the proof of
Proposition 5.7. The main difficulty is that (5.17) (with N and the symbols
depending on n) is no longer immediate and requires a proof. Hence we can
not deduce (5.18). We overcome this issue by proving the following.
Lemma 5.12. Let {Nn}n be a sequence of integers. For each n ∈ N let A(n)j
for j = 1, . . . , Nn be a family of Toeplitz operators satisfying the following
conditions
• A(n)1 + · · ·+A(n)Nn = 0
• the A(n)j ’s are banded with width c which is independent of j and n.
• ∑Nnj=1 ‖A(n)j ‖∞ < r, for some constant r independent of n.
Then
lim
n→∞
∥∥∥∥Pn(eA(n)1 · · · eA(n)Nn − I)Pn − (eA(n)1 · · · eA(n)Nn − I)∥∥∥∥
1
= 0. (5.20)
Proof. Note that
Pn
(
eA
(n)
1 · · · eA(n)Nn − I
)
Pn −
(
eA
(n)
1 · · · eA(n)Nn − I
)
= −Qn
(
eA
(n)
1 · · · eA(n)Nn − I
)
Pn −
(
eA
(n)
1 · · · eA(n)Nn − I
)
Qn
Hence it suffices to prove that the two terms at the right-hand side separately
converge to zero in trace norm. Here we will only show that for the second
term, i.e. we show that
lim
n→∞
∥∥∥∥(eA(n)1 · · · eA(n)Nn − I)Qn∥∥∥∥
1
→ 0. (5.21)
The arguments for first term are analogous and left to the reader.
59
We first claim that for Aj and r, c satisfying the stated conditions, we
have∥∥(eA1 · · · eAN − I)Qn∥∥1 ≤ e2r ∑
2≤s<t≤N
‖[As, At]‖1
∑
m2+m3≥n/(2c)
rm2+m3
m2!m3!
,
(5.22)
for any n ≥ 2c and N ∈ N.
The proof of this statement goes by induction to N .
We start with N = 3. In that case we recall a result from [11, Lem. 4.2]
that if A1 +A2 +A3 = 0 then
eA1eA2eA3 − I =
∞∑
m1=0
∞∑
m2=1
∞∑
m3=0
m2−j−1∑
j=0
Am11 A
j
2[A2, A3]A
m2−j−1
2 A
m3
3
m1!m2!m3!(m1 +m2 +m3 + 1)
,
(this follows easily after differentiating etA1etA2etA3 with respect to t, ex-
panding the exponentials and then integrate again for t from 0 to 1). Since
Aj are banded with bandwidth c we also have A
m2−j−1
2 A
m3
3 is banded with
bandwidth c(m2 +m3 − j − 1) but that means that
Am2−j−12 A
m3
3 Qn = Qn−c(m2+m3−j−1)A
m2−j−1
2 A
m3
3 Qn
and thus
[A2, A3]A
m2−j−1
2 A
m3
3 Qn = [A2, A3]Qn−c(m2+m3−j−1)A
m2−j−1
2 A
m3
3 Qn
Since by assumption A2 and B3 are banded Toeplitz matrices of bandwith
c, we see by (5.13) that [A1, A2] is sum of product of two Hankel matrices
with Laurent polynomials as their symbols. All the non-trivial entries for
these Hankel operators are in the upper left c× c block and hence
[A2, A3]Qm = 0
for m ≥ c. Hence, for n ≥ 2c, we can restrict the sum to terms with
m2 +m3 ≥ n/2c and write∥∥(e−AeA+Be−B − I)Qn∥∥1
=
∥∥∥∥∥∥∥∥
∞∑
m1=0
∑
m2≥1,m3≥0,
m2+m2≥n/2c
m2−j−1∑
j=0
(A1)
m1(A2)
j [A2, A3](A2)
m2−j−1(A3)m3Qn
m1!m2!m3!(m1 +m2 +m3 + 1)
∥∥∥∥∥∥∥∥
1
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≤
∞∑
m1=0
∑
m2≥1,m3≥0,
m2+m2≥n/2c
m2−j−1∑
j=0
‖A1‖m1∞ ‖A2‖j∞‖[A1, A2]‖1‖A2‖m2−j−1∞ ‖A3‖m3∞
m1!m2!m3!(m1 +m2 +m3 + 1)
≤ er ‖[A2, A3]‖1
∑
m2+m3≥n/(2c)
rm2+m3
m2!m3!
,
and this proves the statement for N = 3 (with a slightly better bound).
Now suppose the statement is true for for N −1 ≥ 2. We then first write
eA1eA2 · · · eAN−I = eA1eA1eA2 · · · eAN−2eAN−1+AN (e−AN−1−AN eAN−1eAN − I)
+ eA1eA2 · · · eAN−2eAN−1+AN − I.
The first term at the right-hand side can be estimate by as in the case N = 3
giving∥∥eA1eA1eA2 · · · eAN−2eAN−1+AN (e−AN−1−AN eAN−1eAN − I)∥∥
1
≤ e
∑N
j=1 ‖Aj‖∞
∥∥e−AN−1−AN eAN−1eAN − I∥∥
1
≤ e2r ‖[AN−1, AN ]‖1
∑
m2+m3≥n/(2c)
rm2+m3
m2!m3!
. (5.23)
Moreover, since
N−2∑
j=1
‖Aj‖∞ + ‖AN−1 +AN‖∞ <
N∑
j=1
‖Aj‖∞ ≤ r
and AN−1 + AN by linearity is also a Toeplitz operator with bandwidth c,
we have by the induction hypothesis that we find that∥∥eA1eA2 · · · eAN−2eAN−1+AN − I∣∣
≤ e2r
 ∑
1≤s<t≤Nn−2
‖[As, At]‖1 +
N−2∑
s=1
‖[As, AN−1 +AN ]‖1
 ∑
m2+m3≥n/(2c)
rm2+m3
m2!m3!
≤ e2r
 ∑
1≤s<t≤Nn−1
‖[As, At]‖1 +
N−2∑
s=1
‖[As, AN ]‖1
 ∑
m2+m3≥n/(2c)
rm2+m3
m2!m3!
.
(5.24)
Hence, by combining the (5.23) and (5.24) we obtain the claim (5.22) for
any N ∈ N.
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To finish the proof we recall again that by (5.13) we have that [As, At]
is sum of product of two Hankel matrices with Laurent polynomials as their
symbols. All the non-trivial entries for these Hankel operators are in the
upper left c × c block and hence they are of rank c. Since we also have
‖H(a)‖∞ ≤ ‖T (a)‖∞, we therefore find
‖[As, At]‖1 ≤ 2c2‖As‖∞‖At‖∞.
But then we have∑
2≤s<t≤N
‖[As, At]‖1 ≤ 2c2
∑
2≤s<t≤N
‖As‖∞‖At‖∞ < r2c2.
After inserting this into (5.22) we obtain
∥∥(eA1 · · · eAN − I)Qn∥∥1 ≤ 2r2c2e2r ∑
m2+m3≥n/(2c)
rm2+m3
m2!m3!
,
for any n ≥ 2c, N ∈ N and operators {Aj}Nj=1 satisfying the conditions of
the proposition (with respect to c and r). By setting N = Nn, Aj = A
(n)
j
and taking n→∞ we obtain (5.21). This finishes the proof.
Proof. Proof of Proposition 5.10 We argue exactly the same as in the proof
of 5.7 until (5.16) giving
det
(
I + Pn
(
eA
(n)
0 eA
(n)
1 · · · eA(n)N+1 − I
)
Pn
)
. (5.25)
where
A(n)m = (t
(n)
m+1 − t(n)m )T (a(t(n)m )), m = 1, . . . , N
and
A
(n)
0 = −
N∑
m=1
(t
(n)
m+1−t(n)m )T (a+(t(n)m )), and A(n)N+1 = −
N∑
m=1
(t
(n)
m+1−t(n)m )T (a−(t(n)m )).
Hence it is clear that A(n)0 + . . . + A
(n)
N+1 = 0. Moreover, each A
(n)
m is a
banded Toeplitz matrix with band-width max(p, q). Finally, we check the
condition on the norm of the matrices. To this end,
N∑
m=1
‖A(n)m ‖∞ =
N∑
m=1
(t
(n)
m+1 − t(n)m )‖T (a(t(n)m ))‖∞
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=N∑
m=1
(t
(n)
m+1−t(n)m )‖a(t(n)m )‖∞ ≤ (β−α) sup
t
‖a(t)‖∞ ≤ (β−α)
p∑
j=−q
sup
t
|aj(t)|.
(5.26)
The latter is finite, since we assume that the aj are piecewise continuous.
A similar argument shows that also ‖A(n)0 ‖∞, ‖A(n)N+1‖ ≤
∑p
j=−q supt |aj(t)|.
Hence the last condition of Lemma 5.12 is also satisfied. It then follows from
that lemma, that
lim
n→∞ det
(
I + Pn
(
eA
(n)
0 eA
(n)
1 · · · eA(n)N+1 − I
)
Pn
)
= lim
n→∞ det
(
eA
(n)
0 eA
(n)
1 · · · eA(n)N+1
)
. (5.27)
The right-hand side is the exponential of a trace that we can compute in
the same way as we have done in the proof of Proposition 5.7 which gives
lim
n→∞ det
(
I + Pn
(
eA
(n)
0 eA
(n)
1 · · · eA(n)N+1 − I
)
Pn
)
= lim
n→∞ exp
(
2
Nn∑
m1=1
(t
(n)
m1+1
− t(n)m1)
Nn∑
m2=m1+1
(t
(n)
m2+1
− t(n)m2)
∞∑
`=1
`a`(t
(n)
m1)a−`(t
(n)
m”
+
Nn∑
m=1
(t
(n)
m+1 − t(n)m )2
∞∑
`=1
`a`(m)a−`(m)
)
. (5.28)
In the limit n→∞, the double sum in the exponent converges to a Riemann-
Stieltjes integral and the single sum tends to zero. We thus proved the
statement.
6 Proofs of the main results
6.1 Proof of Theorem 2.2
Proof of Theorem 2.2. To prove that the difference of the moments con-
verges to zero, it is sufficient to prove that for k ≥ 2 we have
Ck(Xn(f))− C˜k(Xn(f))→ 0,
as n → ∞, where the Ck’s are the cumulants defined in (4.7). By Lemmas
4.1 and 4.2 and this means that we need to prove that, for given k ≥ 2,
C
(n)
k (f(1, J1,S), . . . , f(N, JN,S))−C(n)k (f(1, J˜1,S), . . . f(N, J˜N,S))→ 0, (6.1)
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as n→∞ for S sufficiently large. The key ingredient is Corollary 5.6.
Since x 7→ f(m,x) is a polynomial and J˜m and ˜ˆJm are banded, it is not
hard to see that (2.13) implies that, for given k, ` ∈ Z,
(f(m, Jm))n+k,n+` −
(
f(m, J˜m)
)
n+k,n+`
→ 0,
as n→∞.
Now, let k ∈ N. Note that for any S ∈ N we have that both f(m, Jm,S)
and f(m, J˜m,S) are banded matrices with a bandwidth ρ that is independent
of n. With Rn,2ρ(k+1) as in Corollary 5.6 we then have∥∥∥Rn,2ρ(k+1) (f(m, Jm,S)− f(m, J˜m,S))Rn,2ρ(k+1)∥∥∥∞ → 0, (6.2)
as n → ∞ for sufficiently large S. We also have by the first condition in
Theorem 2.2 that there exists an M > 0 such that∥∥∥Rn,2ρ(k+1)f(m, J˜m,S)Rn,2ρ(k+1)∥∥∥∞ < M, (6.3)
for n ∈ N. Hence, by (6.2), we can also choose M to be large enough so that
we have ∥∥Rn,2ρ(k+1)f(m, Jm,S)Rn,2ρ(k+1)∥∥∞ < M, (6.4)
for n ∈ N. The statement now follows by (6.1) and inserting (6.2), (6.3) and
(6.4) for sufficiently large S into the conclusion of Corollary 5.6.
6.2 Proof of Theorem 2.3
Proof of Theorem 2.3. To prove that Xn(f) − EXn(f) converges to a nor-
mally distributed random variable, it is sufficient to prove that the k-th
cumulant converges to zero if k ≥ 3 and to the stated value of the variance
if k = 2. By (5.3) this means that we need to show that, for given k > 2,
lim
n→∞C
(n)
k (f(1, J1,S), · · · f(N, JN,S)) = 0,
for some sufficiently large S, and that the variance C
(n)
k converges to the
stated value.
Let k ∈ N, The assumptions of the theorem imply that
lim
n→∞
(
(Jm))n+k,n+l − (T (a(m)))n+k,n+l
)
= 0,
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with a(z) =
∑p
j=−q a
(m)
j z
j where aj are the values in (2.15). Since x 7→
f(x,m) is a polynomial it is not hard to see that also
lim
n→∞
(
(f(m, Jm,S))n+k,n+l − (T (b(m)))k,l
)
= 0,
for a sufficiently large S and with b(m) =
∑
k f
(m)
k z
k and f
(m)
k as in (2.17).
The statement then follows after applying Corollaries 5.6 and 5.8.
6.3 Proof of Theorem 2.5
We now show how the results can be extended to allow for more general
functions in the case (2.10). We recall that the variance of the linear statis-
tics is given in terms of the kernel Kn,N as in (4.1). Note that for fixed m
the kernel in this situation reads
Kn,N (m,x,m, y) =
n∑
j=1
pj,m1(x)pj,m1(y),
and hence Kn,N (m,x,m, y) = Kn,N (m, y,m, x). This symmetry is a key
property in the coming analysis. We start with the following estimate on
the variance.
Lemma 6.1. Let f(m,x) be such that ∂f∂x (m,x) is a bounded function. Then
Var
N∑
m=1
n∑
j=1
f(m,xj(tm)) ≤ N
2
N∑
m=1
∥∥∥∥∂f∂x (m,x)
∥∥∥∥2
∞
‖[Pn, Jm]‖22.
Proof. Let us first deal with the special case that N = 1. In that case,
the variance of a linear statistic can be written as (with Kn,N (x, 1, y, 1)
shortened to Kn,N (x, y))
Var
n∑
j=1
f(xj(t)) =
∫
f(x)2Kn,N (x, x)dµ(x)
−
∫∫
f(x)f(y)Kn,N (x, y)Kn,N (y, x)dµ(x)dµ(y)
By using the fact that, by orthogonality, we have
∫
Kn,N (x, y)Kn,N (y, x)dµ(y) =
Kn,N (x, x) we can rewrite this in symmetric form
Var
n∑
j=1
f(xj(t)) =
1
2
∫∫
(f(x)− f(y))2Kn,N (x, y)Kn,N (y, x)dµ(x)dµ(y).
(6.5)
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We now use the fact thatKn,N (x, y) is symmetric (and henceKn,N (x, y)Kn,N (y, x) ≥
0) to estimate this as
Var
n∑
j=1
f(xj(t)) ≤ 1
2
‖f ′‖∞
∫∫
(x− y)2Kn,N (x, y)Kn,N (y, x)dµ(x)dµ(y).
(6.6)
It remains to estimate the double integral. To this end, we note that
1
2
∫∫
(x− y)2Kn,N (x, y)Kn,N (y, x)dµ(x)dµ(y) = ‖[Pn, J ]‖22,
proving the statement for N = 1. For general N we use the inequality
Var
∑N
m=1Xm ≤ N
∑N
m=1 VarXm, valid for any sum of random variables.
In the next lemma, we show that we can approximate the variance for
linear statistics by linear statistic corresponding to polynomials.
Lemma 6.2. Assume there exists a compact set E ⊂ R such that
(1) S(µ
(n)
m ) ⊂ E for m = 1, . . . , N and n ∈ N,
or, more generally,
(2) for k ∈ N and m = 1, . . . , N we have∫
R\E
|x|kKn,N (m,x,m, x)dµ(n)m (x) = o(1/n),
as n→∞.
Then for any functionf such that x 7→ f(m,x) is a continuously differ-
entiable function with at most polynomial growth at ±∞, we have
VarXn(f) ≤ N
2
N∑
m=1
sup
x∈E
∣∣∣∣∂f∂x (m,x)
∣∣∣∣2 ‖[Pn, Jm]‖22 + o(1), (6.7)
as n→∞.
Proof. If the supports of µ(m) all lie within a compact set of R (independent
of n) then this is simpy Lemma 6.1. Now suppose the measure is not com-
pactly supported but condition (2) is satisfied with some E. Then we write
again
Var
N∑
m=1
n∑
j=1
f(m,xj(tm)) ≤ N
N∑
m=1
Var
n∑
j=1
f(m,xj(tm)). (6.8)
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Each term in the sum at the right-hand side can be written in the form of
(6.5) and we have
Var
n∑
j=1
f(m,xj(tm))
=
1
2
∫∫
E×E
(f(m,x)−f(m, y))2Kn,N (m,x,m, y)Kn,N (m, y,m, x)dµ(x)dµ(y)
+
1
2
∫∫
(R\E)×E
(f(m,x)−f(m, y))2Kn,N (m,x,m, y)Kn,N (m, y,m, x)dµ(x)dµ(y)
+
1
2
∫∫
R×(R\E)
(f(m,x)−f(m, y))2Kn,N (m,x,m, y)Kn,N (m, y,m, x)dµ(x)dµ(y).
(6.9)
Now, since
Kn,N (m,x,m, y)Kn,N (m, y,m, x) ≤ Kn,N (m,x,m, x)Kn,N (m, y,m, y),∫
R
Kn,N (m, y,m, y)dµ(y) = n,
and g has at most polynomial growth at infinity, we have∫∫
(R\E)×E
(f(m,x)−f(m, y))2Kn,N (m,x,m, y)Kn,N (m, y,m, x)dµ(x)dµ(y)
≤
∫∫
(R\E)×E
(f(m,x)−f(m, y))2Kn,N (m,x,m, x)Kn,N (m, y,m, y)dµ(x)dµ(y)
= o(1/n)
∫
Kn,N (m, y,m, y)dµ(y) = o(1), (6.10)
as n→∞. For the same reasons,∫∫
R×(R\E)
(f(m,x)−f(m, y))2Kn,N (m,x,m, , y)Kn,N (m, y,m, x)dµ(x)dµ(y) = o(1),
(6.11)
as n→∞. Moreover∫∫
E×E
(f(m,x)− f(m, y))2Kn,N (m,x,m, y)Kn,N (m, y,m, x)dµ(x)dµ(y)
≤ sup
x∈E
∣∣∣∣∂f∂x (m,x)
∣∣∣∣2 ∫∫
E×E
(x−y)2Kn,N (m,x,m, y)Kn,N (m, y,m, x)dµ(x)dµ(y)
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≤ sup
x∈E
∣∣∣∣∂f∂x (m,x)
∣∣∣∣2 ∫∫
R×R
(x−y)2Kn,N (m,x,m, y)Kn,N (m, y,m, x)dµ(x)dµ(y)
= sup
x∈E
∣∣∣∣∂f∂x (m,x)
∣∣∣∣2 ‖[Pn, Jm]‖22 . (6.12)
By inserting (6.10), (6.11) and (6.12) into (6.9) and the result into (6.8), we
obtain the statement.
We need one more lemma.
Lemma 6.3. Let a
(m)
0 ∈ R and a(m)1 > 0 for m = 1, . . . , N . Then for
any real valued function f on {1, . . . , N} × R such that x 7→ f(m,x) is
continuously differentiable, we have that
σ(f)2 =
∞∑
k=1
∞∑
m1,m2=1
e−|τm1−τm2 |kf (m1)k f
(m2)
k ,
is finite, where
f
(m)
k =
1
2pi
∫ 2pi
0
f
(
m, a
(m)
0 + 2a
(m)
1 cos θ
)
e−ikθdθ.
Moreover, for some constant C we have
σ(f)2 ≤ CN
N∑
m=1
sup
x∈Fm
∣∣∣∣∂f∂x (m,x)
∣∣∣∣2 ,
where Fm = [a
(m)
0 − 2a(m)1 , a(m)0 + 2a(m)1 ].
Proof. We start by recalling Remark 2.4 on the symmetric case. By the
same arguments leading to (2.23), we see that we can write
σ(f)2 =
∞∑
k=1
∫ ∞
−∞
∣∣∣∣∣
N∑
m=1
e−iτmωkf (m)k
∣∣∣∣∣
2
dω
k2 + ω2
,
showing that σ(f)2 is indeed positive (if finite). To show that it is finite, we
note by applying Cauchy-Schwarz on the sum over m and using∫
dω
k2 + ω2
≤
∫
dω
1 + ω2
= pi, (6.13)
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it easily follows that
σ(f)2 ≤ C0N
N∑
m=1
∞∑
k=1
k2|f (m)k |2. (6.14)
for some constant C0 > 0. Then by integration by parts we find
kf
(m)
k =
1
2pi
∫ 2pi
0
∂f
∂x
(m, a
(m)
0 + 2a
(m)
1 cos θ)a
(m)
1 sin θ e
−ikθdθ.
By applying Parseval and using the compactness of F to estimate the L2
norm by the L∞ norm, we find there exists a constant C such that
∞∑
k=1
k2|f (m)k |2 ≤ C sup
x∈Fm
∣∣∣∣∂f∂x (m,x)
∣∣∣∣2 .
By inserting this back into (6.14) we obtain the statement.
Proof of Theorem 2.5. For any function p on {1, . . . , N}×R such that x 7→
p(m,x) is a polynomial we can write∣∣∣∣E [eitXn(f)]− e−σ(f)2t22 ∣∣∣∣ ≤ ∣∣∣E [eitXn(f)]− E [eitXn(p)]∣∣∣
+
∣∣∣∣E [eitXn(p)]− e−σ(p)2t22 ∣∣∣∣+ ∣∣∣∣e−σ(p)2t22 − e−σ(f)2t22 ∣∣∣∣ (6.15)
We claim that we can choose p such that the first and last term at the right-
hand side are small. Let G be a compact set containing both the compact
set E and all Fm from Lemma’s 6.2 and 6.3 respectively. For ε > 0, choose
p such that
N∑
m=1
sup
x∈Fm
∣∣∣∣∂f∂x (m,x)− ∂p∂x(m,x)
∣∣∣∣2 < ε, (6.16)
and such that p(m,x) is a polynomial in x. Also note that by the assump-
tions of Theorem 2.3, there exists a constant C0 such that
‖[Pn, Jm]‖2 ≤ C0, (6.17)
for n ∈ N and m = 1, . . . , N .
We now recall that for any two real valued random variables X,Y with
EX = EY we have the identity
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∣∣E [eitX]− E [eitY ]∣∣ = ∣∣E [eitX − eitY ]∣∣ ≤ E [∣∣∣1− eit(X−Y )∣∣∣]
≤ |t|E [|X − Y |] ≤ |t|
√
Var(X − Y )|, (6.18)
for t ∈ R. This means by Lemma 6.2, (6.16) and (6.17), that∣∣∣E [eitXn(f)]− E [eitXn(p)]∣∣∣ ≤ |t|√VarXn(f − p) ≤ |t|C1ε,
for t ∈ R some constant C1. Moreover, by Lemma 6.3 and (6.16) we have
that ∣∣∣∣e−σ(p)2t22 − e−σ(f)2t22 ∣∣∣∣ ≤ C2ε
for some constant C2 By substituting this back into (6.15) and applying
Theorem 2.3 we obtain∣∣∣∣E [eitXn(f)]− e−σ(f)2t22 ∣∣∣∣ ≤ (C1+C2)ε ∣∣∣∣E [eitXn(p)]− e−σ(p)2t22 ∣∣∣∣→ (C1+C2)ε,
as n → ∞. Since ε was arbitrary, we have
∣∣∣∣E [eitXn(f)]− e−σ(f)2t22 ∣∣∣∣ → 0 as
n→∞ and the statement follows.
6.4 Proof of Theorem 2.6
Proof of Theorem 2.6. The proof is a simple extension of the proof of The-
orem 2.2 and is again a consequence of Corollary 5.6. The main difference
being that (6.2), (6.3) and (6.4) are not sufficient, since the the number of
terms in Corollary 5.6 grows with n. Instead, we replace (6.2) with
Nn∑
m=1
∥∥∥Rn,2ρ(k+1) (f(m, Jm,S)− f(m, J˜m,S)Rn,2ρ(k+1)∥∥∥∞
≤
Nn∑
m=1
(t
(n)
m+1 − t(n)m )
∥∥∥Rn,2ρ(k+1) (g(m, Jm,S)− g(m, J˜m,S))Rn,2ρ(k+1)∥∥∥∞
≤ (β−α) sup
m=1,...,Nn
∥∥∥Rn,2ρ(k+1) (g(m, Jm,S)− g(m, J˜m,S))Rn,2ρ(k+1)∥∥∥∞ → 0,
as n → ∞ for sufficiently large S, by the condition (2.25) (and the exact
same reasoning as in the beginning of the proof of Theorem 2.5). We also
replace (6.3) by
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Nn∑
m=1
∥∥∥Rn,2ρ(k+1)f(m, J˜m,S)Rn,2ρ(k+1)∥∥∥∞
≤
Nn∑
m=1
(t
(n)
m+1 − t(n)m )
∥∥∥Rn,2ρ(k+1)g(m, J˜m,S)Rn,2ρ(k+1)∥∥∥∞
≤ (β − α) sup
m=1,...,Nn
∥∥∥Rn,2ρ(k+1)g(m, J˜m,S)Rn,2ρ(k+1)∥∥∥∞ , (6.19)
which is bounded in n by the assumption in the theorem and the fact that
g(m,x) is a polynomial in x. This also shows that
Nn∑
m=1
∥∥Rn,2ρ(k+1)f(m, Jm,S)Rn,2ρ(k+1)∥∥∞ , (6.20)
is also bounded n. Hence, by inserting these identities in the conclusion of
Corollary 5.6 we proved the statement.
6.5 Proof of Theorem 2.7
Proof of Theorem 2.7. The proof is exactly the same as the proof of Theo-
rem 2.3, with the only difference that we now rely on (the proof of) Theorem
2.6 and use Corollary 5.11 in the final step instead of Corollary 5.8.
6.6 Proof of Theorem 2.9
The proof of Theorem 2.9 also follows the same arguments. We start with
the following adjustment of Lemma 6.2.
Lemma 6.4. Assume there exists a compact set E ⊂ R such that
(1) S(µ
(n)
m ) ⊂ E for m = 1, . . . , Nn and n ∈ N,
or, more generally,
(2) for k ∈ N, we have
sup
m=1,...,Nn
∫
R\E
|x|kKn,N (m,x,m, x)dµ(n)m (x) = o(1/n),
as n→∞.
Then for any function g such that x 7→ g(t, x) is a continuously differen-
tiable function with at most polynomial growth at ±∞, i.e g(t, x) = O(|x|M )
as |x| → ∞, for some M independent of t ∈ I, we have
VarXn(f) ≤ N
2
N∑
m=1
(t
(n)
m+1−t(n)m )2
∥∥∥∥∂g∂x
∥∥∥∥2
L∞(I×E)
sup
m=1,...,Nn
‖[Pn, Jm]‖22 +o(1),
(6.21)
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as n→∞.
Proof. We use the same arguments as in the proof of Lemma 6.2. The only
possible issue that we need to address is that in (6.7) the constant in the
o(1) term my depend on N and hence, in the present situation, also on n.
However, by the fact we take the supremum over m in (6.21) we have that
the constant in the o(1) terms in (6.10) and (6.11) can be chosen such that
they do not on n. By following the same proof we see that the constant in
the o(1) does not depend on n and hence we have
VarXn(f) ≤ Nn
2
Nn∑
m=1
sup
x∈E
∣∣∣∣∂f∂x (m,x)
∣∣∣∣2 ‖[Pn, Jm]‖22 + o(1),
as n→∞. Since f is considered to be of the special type (2.24), we rewrite
the latter in terms of g,
VarXn(f) ≤ Nn
2
Nn∑
m=1
(t
(n)
m+1 − t(n)m )2
∥∥∥∥∂g∂x
∥∥∥∥2
L∞(I×E)
‖[Pn, Jm]‖22 + o(1),
as n → ∞. The statement now follows by estimating the summands in
terms of their surpema.
Lemma 6.5. Let a
(m)
0 and a
(m)
1 be piecewise continuous function on I for
m = 1, . . . , Nn. Then for any real valued function g on {1, . . . , N}×R such
that x 7→ g(τ, x) is continuously differentiable, we have that
σ(g)2 =
∞∑
k=1
∫∫
I×I
e−|τ1(t)−τ2(t)|kgk(t1)gk(t2)dt1dt2,
is finite, where
gk(t) =
1
2pi
∫ 2pi
0
g (m, a0(t) + 2a1(t) cos t) e
−ikθdθ.
Moreover, for some constant C we have
σ(f)2 ≤ C
∥∥∥∥∂g∂x
∥∥∥∥2
L∞(F )
,
where F = {(t, x) | x ∈ [a0(t)− 2a1(t), a0(t) + 2a1(t)], t ∈ I}.
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Proof. As in (2.28) we rewrite σ(g)2 as
σ(g)2 =
1
pi
∞∑
k=1
∫
k2
ω2 + k2
∣∣∣∣∫
I
e−iωτ(t)gk(t)dt
∣∣∣∣2 dω,
showing that σ(g)2 is positive (if finite). By applying the Cauchy-Schwarz
inequality to the integral over t, the estimate (6.13) and the Plancherel
Theorem we have
σ(g)2 ≤ (β − α)pi
∞∑
k=1
∫
R
k2|gk(t)|2dt.
Then by integration by parts we find
kgfk(t) =
1
2pi
∫ 2pi
0
∂g
∂x
(t, a0(t) + 2a1(t) cos θ)a1(t) sin θ e
−ikθdθ.
By applying Parseval and estimating the L2 norm by the L∞ norm, we find
there exists a constant C such that
∞∑
k=1
k2|gk(t)|2 ≤ C
∥∥∥∥∂g∂x
∥∥∥∥2
L∞(F )
,
and this finishes the proof.
Proof of Theorem 2.9. The proof of is now identical to the proof of Theorem
2.9, with only difference being that we use Theorem 2.7, Lemma’s 6.4 and
6.5 instead of Theorem 2.3 and Lemma’s 6.2 and 6.3.
References
[1] G.W. Anderson, A. Guionnet and O. Zeitouni, An introduction to ran-
dom matrices. Cambridge Studies in Advanced Mathematics, 118. Cam-
bridge University Press, Cambridge, 2010.
[2] J. Baik, T. Kriecherbauer, K. T.-R. McLaughlin, and P. D. Miller,
Discrete orthogonal polynomials. Asymptotics and applications, Annals
of Mathematics Studies, 164. Princeton University Press, Princeton,
NJ, 2007.
[3] A. Borodin, Biorthogonal ensembles, Nuclear Phys. B 536 (1999), no.
3, 704–732.
73
[4] A. Borodin, Determinantal point processes, In: Oxford Handbook on
Random Matrix theory, edited by Akemann G.; Baik, J. ; Di Francesco
P., Oxford University Press, 2011. (arXiv:0911.1153)
[5] A. Borodin, CLT for spectra of submatrices of Wigner random ma-
trices. In: Random Matrix Theory, Interacting Particle Systems, and
Integrable Systems Series: Mathematical Sciences Research Institute
Publications (No. 65)
[6] A. Borodin, A. Bufetov, Plancherel representations of U(∞) and cor-
related Gaussian Free Fields, Duke Mathematical Journal, 163, no. 11
(2014), 2109–2158.
[7] A. Borodin and P. Ferrari, Anisotropic growth of random surfaces in
2+1 dimensions, Comm. Math. Phys. 325 (2014), no. 2, 603–684.
[8] A. Borodin V.E. Gorin, General Jacobi corners process and the Gaus-
sian Free Field, Comm. Pure and Appl. Math 68 (2015), no. 10, 1774–
1844.
[9] A. Borodin G. Olshanski, Markov processes on partitions, Probab. The-
ory Related Fields 135 (2006), no. 1, 84–152.
[10] J. Breuer and M. Duits, Central Limit Theorems for biorthogonal en-
sembles with a recurrence, accepted for publication in J. Amer. Math.
Soc. (arXiv:1309.6224)
[11] J. Breuer and M. Duits, Universality of mesocopic fluctuation in orthog-
onal polynomial ensembles, accepted for publication in Comm. Math.
Phys. (arXiv:1411.5205)
[12] A. Bo¨ttcher B. Silbermann, Introduction to large truncated Toeplitz
matrices. Universitext. Springer-Verlag, New York, 1999.
[13] O. Costin and J. Lebowitz, Gaussian fluctuations in random matrices,
Phys. Rev. Lett. 75, No. 1, 69–72, (1995).
[14] E. Coussement and W. Van Assche, Some classical multiple orthogonal
polynomials, Numerical analysis 2000, Vol. V, Quadrature and orthogo-
nal polynomials. J. Comput. Appl. Math. 127 (2001), no. 1-2, 317–347.
[15] P. Deift, T. Kriecherbauer, K.T.-R. McLaughlin, S. Venakides, and
X. Zhou, Uniform asymptotics for polynomials orthogonal with respect
to varying exponential weights and applications to universality questions
74
in random matrix theory, Comm. Pure Appl. Math. 52 (1999), 1335–
1425.
[16] M. Duits, The Gaussian Free Field in an interlacing particle system
with two jump rates, Comm. Pure and Appl. Math. 66 (2013), no. 4,
600–643.
[17] M. Duits, D. Geudens A.B.J. Kuijlaars, A vector equilibrium problem
for the two-matrix model in the quartic/quadratic case, Nonlinearity 24
(2011), 951–993.
[18] Y. Doumerc, Matrices ale´atoires, processus stochastiques et groupes de
re´flexions, PhD thesis 2005.
[19] F.J. Dyson, A Brownian-motion model for the eigenvalues of a random
matrix, J. Math. Phys. 3 (1962), 1191–1198.
[20] T. A. Ehrhardt, Generalization of Pincus’ formula and Toeplitz opera-
tor determinants Arch. Math. 80 (2003), no. 3, 302–309.
[21] V.E. Gorin, Nonintersecting paths and the Hahn orthogonal polynomial
ensemble. Funct. Anal. Appl. 42 (2008), no. 3, 180–197
[22] V.E. Gorin, Noncolliding Jacobi diffusions as the limit of Markov chains
on the Gelfand-Tsetlin graph, English translation in J. Math. Sci. (N.
Y.) 158 (2009), no. 6, 819–837.
[23] I. Gohberg, S. Goldberg and N. Krupnik, Traces and determinants of
linear operators. Operator Theory: Advances and Applications, 116.
Birkhuser Verlag, Basel, 2000. x+258 pp.
[24] K. Johansson, On fluctuations of eigenvalues of random Hermitian ma-
trices, Duke Math. J. 91 (1998), no. 1, 151-204.
[25] K. Johansson, The arctic circle boundary and the Airy process, Ann.
Probab. 33 (2005), no. 1, 130.
[26] K. Johansson, Non-intersecting, simple, symmetric random walks and
the extended Hahn kernel, Ann. Inst. Fourier 55 (2005), no. 6, 2129-
2145.
[27] K. Johansson, Random matrices and determinantal processes, Mathe-
matical Statistical Physics, Elsevier B.V. Amsterdam (2006) 1–55.
75
[28] R. Kenyon, Height fluctuations in the honeycomb dimer model. Comm.
Math. Phys. 281 (2008), no. 3, 675709.
[29] R. Koekoek, P. A. Lesky, and R. F. Swarttouw, Hypergeometric or-
thogonal polynomials and their q-analogues. Springer Monographs in
Mathematics. Springer-Verlag, Berlin, 2010.
[30] A. Kuijlaars, Multiple Orthogonal Ensembles. In ‘Recent trends in or-
thogonal polynomials and approximation theory’, Contemp. Math., 507
(2010), pp. 155-176.
[31] W. Ko¨nig, Orthogonal polynomial ensembles in probability theory,
Probab. Surveys 2 (2005), 385–447.
[32] W. Ko¨nig and N. O’Connell, Eigenvalues of the Laguerre process as
non-colliding squared Bessel processes, Electron. Comm. Probab. 6
(2001), 107–114
[33] W. Ko¨nig, N. O’Connell and Roch, Non-colliding random walks, tan-
dem queues, and discrete orthogonal polynomial ensembles, Electron. J.
Probab. 7 (2002), no. 5, 24 pp.
[34] J. Kuan, The Gaussian free field in interlacing particle systems, Elec-
tron. J. Probab. 19 (2014), no. 72, 31 pp.
[35] R. Lyons, Determinantal probability measures, Publ. Math. Inst. Hautes
Etudes Sci. 98 (2003), 167–212.
[36] G. Olshanksi, Laguerre and Meixner symmetric functions, and infinite-
dimensional diffusion processess, English translation in J. Math. Sci.
(N. Y.) 174 (2011), no. 1, 41–57
[37] N. O’Connell, Conditioned random walks and the RSK correspondence,
J. Phys. A 36 (2003), no. 12, 3049–3066.
[38] N. O’Connell and M.Yor, A representation for non-colliding random
walks,. Electron. Comm. Probab. 7 (2002), 112
[39] L. Petrov, Asymptotics of Uniformly Random Lozenge Tilings of Poly-
gons. Gaussian Free Field, Ann. Probab. 43 (2015), no. 1, 1–43.
[40] S. Sheffield, The Gaussian Free Field for mathematicians, Probab. The-
ory Related Fields 139 (2007), no. 3-4, 521-541.
76
[41] W. Schoutens, Stochastic Processes and Orthogonal Polynomials, Lec-
ture Notes in Statistics, 146. Springer-Verlag, New York, 2000.
[42] B.Simon, Trace ideals and their applications, Second edition. Mathe-
matical Surveys and Monographs, 120. American Mathematical Society,
Providence, RI, 2005.
[43] B. Simon, Szego˝’s Theorem and its Descendants: Spectral Theory for L2
Perturbations of Orthogonal Polynomials, M. B. Porter Lecture Series,
Princeton Univ. Press, Princeton, NJ, 2011.
[44] A. Soshnikov, Gaussian limit for determinantal random point fields,
Ann. Probab. 30 (2002), 171–187.
[45] A. Soshnikov, Determinantal random point fields, Uspekhi Mat. Nauk
55 (2000), no. 5 (335), 107–160; translation in Russian Math. Surveys
55 (2000), no. 5, 923–975.
[46] The Oxford handbook of random matrix theory, Edited by G. Akemann,
J. Baik and P. Di Francesco. Oxford University Press, Oxford, 2011.
77
