Abstract. We give sharp regularity conditions, ensuring the backward uniquess property to a class of parabolic operators.
Introduction, statements and remarks
In this note we illustrate some new results concerning the backward uniqueness property for a class of parabolic operators, whose coefficients are non-Lipschitz continuous in time. Namely, we consider parabolic operators of the form (1.1) P := ∂ t + 0≤|α|,|β|≤m
here m ∈ N, (t, x) ∈ [0, T ]×R n , and α and β are n-multiindices with weights |α| and |β| ≤ m. We assume that ρ αβ = ρ βα for all α's and β's (formal self-adjointness), that ρ αβ is real when |α| = |β| = m, and that there exists c 0 > 0 such that |α|=|β|=m ρ αβ (t, x)ξ α ξ β ≥ c 0 |ξ| 2m for all ξ ∈ R n (strong ellipticity). Given a functional space H, we say that P enjoys the backward uniqueness property in H iff, whenever u ∈ H satisfies P u ≡ 0 (in the sense of distributions) in [0, T ]×R n , and u(T, ·) ≡ 0 in R n , then u ≡ 0 in [0, T ] × R n . Our aim is to find conditions on the coefficients ρ αβ 's, ensuring that P enjoys the backward uniqueness property in some given functional space H. As a preliminary observation, we notice that in [13] Tychonoff constructed a function u ∈ C ∞ (R × R n ) satisfying (1.2)
in any open subset of R × R n . It follows that, whether P enjoys the backward uniqueness property in H or not, depends first of all on the choice of H. We are interested here in the case H = H 
respect to x and Lipschitz continuous with respect to t. They work in an abstract Hilbert space setting and their proof is based on a Carleman type estimate. The required smoothness of the ρ αβ 's with respect to x is related to the regularity theory for elliptic equations and is needed to let P fall in the abstract Hilbert space setting. The required Lipschitz continuity with respect to t seems to be more intrinsically connected with the backward uniqueness property. Infact, in the same paper Lions and Malgrange raised the question, whether Lipschitz continuity could be replaced by, say, simple continuity. As a first step in this direction, in [3] Bardos and Tartar proved that P enjoys the backward uniqueness property in H m 1 , provided the ρ αβ 's are absolutely continuous with respect to t. Their proof exploits a sort of logarithmic convexity property satisfied by the norm u of any nontrivial solution of P u = 0. Later, in [6] Ghidaglia, by using the same technique, extended the results of [3] , so as to cover also some classes of nonlinear parabolic equations. We stress that, in all the above mentioned results, it is required that the ρ αβ 's be differentiable with respect to t, at least in a weak sense. The reason is that, at a certain point, one needs to perform some integration by parts. Although this latter seems to be just a technical obstruction, the possibility of replacing Lipschitz continuity by simple continuity was finally ruled out by Miller in [9] . He exibited an example of an operator P which does not enjoy the backward uniqueness property in H m 1 . The operator is of second order in space and its coefficients are of class C ∞ with respect to x and Hölder continuos of exponent 1/6 with respect to t. Recently, in [8] , Mandache improved the result of Miller constructing a similar non-uniqueness example in which the coefficients are of class C ∞ with respect to x and Hölder continuos of every exponent less than 1 with respect to t. More precisely in the result of Mandache the regularity with respect to t is expressed in terms of a modulus of continuity. Our goal is to find a sharp condition on the modulus of continuity of the ρ αβ 's, ensuring that P enjoys the backward uniqueness property in H m 1 . Let I ⊂ R be a closed bounded interval, let B be a Banach space and let f : I → B be a continuous function. The modulus of continuity of f is the function
Notice that µ(f, ·) is nondecreasing and µ(f, 0) = 0. Since f is uniformly continuous on I, it follows that µ(f, τ ) → 0 as τ → 0. If f is nonconstant, then µ(f, τ ) > 0 for τ > 0 and µ(·) = µ(f, ·) satisfies
Moreover, µ(f, ·) is minimal with respect to this latter property, in the sense that, whenever a nondecreasing function µ : 
f is nonconstant, µ can be chosen to be strictly increasing. Therefore it is natural to make the following Definition 1. Let I ⊂ R be a closed bounded interval, let B be a Banach space and let µ : [0, 1] → [0, 1] be a concave strictly increasing function, with µ(0) = 0. We say that a function f : I → B is µ-continuos (and we write f ∈ C µ (I, B)) iff (1.5) is satisfied.
Whenever f : I → B is a continuous function, then certainly f ∈ C µ (I, B) for some concave strictly increasing function µ, with µ(0) = 0 . Moreover, if f is nonconstant, µ can be chosen in such a way that
Definition 2. Let ω : [0, 1] → R be an nondecreasing function, with ω(0) = 0. We say that ω satisfies the Osgood condition iff
Condition (1.6) was introduced by Osgood in [10] , while proving uniqueness for ordinary differential equations with non-Lipschitz continuous nonlinearities. If
The result of Mandache states that if a modulus of continuity ω does not satisfy the Osgood condition then there exists a parabolic operator of type (1.1) with m = 1 such that the coefficients are C ∞ with respect to x and C ω with respect to t and the backward uniqueness property does not hold.
Let us come to our result. We shall consider here only operators whose coefficients ρ αβ 's are independent of the spatial variable x. If m = 1, the general case can be recovered by a microlocal approximation procedure similar to the one exploited in [2] , provided the ρ αβ 's are sufficiently smooth in x (see [4] for details). We do not know whether it is possible to extend the result of [4] to the case m > 1.
If the coefficients are independent of x, the operator P takes the simpler form
where ρ α ∈ R for all α. Let A be the set of all n-multiindices whose weight is smaller or equal than 2m, let ℓ be the cardinality of A and let R : [0, T ] → R ℓ , R(t) := (ρ α (t)) α∈A , be a continuous mapping. Setting
we assume that the exists Λ > 0 such that, for (t, ξ)
Consider the following backward-parabolic inequality:
(1.10)
The main result of the paper is the following
for some µ which satisfies the Osgood condition. This observation is crucial for the proof of Theorem 1.
Remark 1. Theorem 1 allows to treat also operators with x-dependent coefficients up to the order m. Indeed, all terms up to the order m are absorbed by the right-hand side of the inequality (1.10).
It is very likely that Theorem 1 be sharp. Indeed not only the example of Mandache confirms it in the case of m = 1, but, by modifying a well known elliptic counterexample of Pliś [11] , we can prove the following 
Remark 2. If m = 1, we can take any function ψ ∈ C ∞ (R 2 ) such that ψ(x) = e −|x| for |x| ≥ 1, and defining v(t, x) := ψ(x)u(t, x) we obtain a counterexample to the backward uniqueness property in H 1 1 . However if m > 1, by the same procedure we get only a non self-adjoint counterexample, with x-dependent coefficients up to the order 2m − 1.
In the next sections we give sketches of the proofs of Theorems 1 and 2.
Proof of Theorem 1
Theorem 1 is a consequence of the following with supp u ⊂ [0, T /2] × R n , the following Carleman estimate holds:
Let us briefly sketch how to prove Theorem 1 from the Carleman estimate (2.1). First, we notice that if µ(R, ·) satisfies the Osgood condition then R ∈ C µ ([0, T ], R ℓ ) for some concave strictly increasing function µ which satisfies the Osgood condition. Second, by a density argument we have that (2.1) holds for any u ∈ H 
Since ϑ ≡ 1 for t ∈ [0, T /3], (1.10) and (2.2) imply (2.3)
Since Φ is increasing, for all sufficiently large γ we have (2.4) Φ(γ(T −t)) u(t, x) and denoting byv(t, ξ) the Fourier transform of v(t, x) with respect to x, (2.1) becomes (2.5)
Denoting by Ξ the left member of (2.5), direct computation and integration by parts give
If the ρ k (·, ξ)'s are Lipschitz continuos (that is: if R(·) is Lipschitz continuos), one could just take Φ(τ ) := τ 2 , integrate by parts the double product and get the desired estimate (see [7] for details). If the ρ k (·, ξ)'s are not Lipschitz continuos, we exploit a standard approximation procedure. We extend ρ k (·, ξ) on the whole R, we take φ ∈ C ∞ 0 (R) such that R φ(s) ds = 1, φ ≥ 0 and supp φ ⊂ [−1/2, 1/2], and then we define
(here " ′ " indicates derivation with respect to t). Now let ǫ 1 , . . . , ǫ 2m be approximation parameters to be chosen later. Then, adding and subtracting ρ k,ǫ k and integrating by parts with respect to t, we get:
Now the first key idea is to let the approximation parameters ǫ k depend on ξ (cf [1] ). First, we observe that, by (1.9), there exist N 0 ≥ 1 and Λ 0 > 0 such that, for
Then we take (2.11)
With this choice, noticing also that s 2 µ(1/s) is increasing on [1, +∞], we obtain that there exists a positive constantK such that:
Now we observe that:
• the summand (i) behaves well, provided Φ ′′ (τ ) ≥ 1 for large τ ; • the same condition let the summand (iii) be absorbed by (i);
• when |ξ| 2m ≥ 2Λ 0 Φ ′ (γ(T − t))), then the integrand in (ii) behaves like |ξ| 4m , which is enough to compensate the integrand in (iv);
, then again the integrand in (ii) behaves like |ξ| 4m , which is enough to compensate the integrand in (iv);
At this point the second key idea is to modulate the weight Φ on the function µ (cf Tarama [12] ). Roughly speaking, we ask that, when |ξ| 2m ∼ Φ ′ (γ(T − t)), then the integrand in (iv) must be compensated by the integrand in (i). More precisely, we ask that Φ ′′ (γ(T − t)) ∼ µ(1/|ξ| 2m )|ξ| 4m . In other words, the Carleman estimates (2.1) will follow, provided Φ satisfies the ordinary differential equation
All we have to do then is to find a solution of (2.12) and to check that:
• Φ is defined on [0 + ∞[, i.e. it does not blow up in finite time;
• Φ is positive and increasing;
• Φ ′′ (τ ) ≥ 1 for all sufficiently large τ . Equation (2.12) can be easily solved by separation of variables. The explicit solution of the Cauchy problem with initial values Φ(0) = 0 and Φ ′ (0) = 1 is given by:
The Osgood condition precisely guarantees that Φ is defined on [0, +∞[. The other properties that we require for Φ follow by easy computation. With this choice of Φ we finally get the desired Carleman estimate (2.1). The details are left to the reader.
Proof of Theorem 2
The proof of Theorem 2 is very similar to that one of Theorem 3 in [4] . Also in this case we will follow closely the construction of the example in [11] . Let A, B, C, J be four
Let (a n ) n , (z n ) n be two real sequences such that −1 < a n < a n+1 for all n ≥ 1, lim n a n = 0, (3.1)
and let us define r n = a n+1 − a n , q 1 = 0, q n = n k=2 z k r k−1 for all n ≥ 2, and p n = (z n+1 − z n )r n . We suppose moreover that (3.3) p n > 1 for all n ≥ 1.
We set A n (t) = A(
) and J n (t) = J(
). We define v n (t, x 1 ) = exp(−q n − z n (t − 1 − a n )) cos 2m √ z n x 1 , w n (t, x 2 ) = exp(−q n − z n (t − 1 − a n ) + J n (t)p n ) cos A n (t)v n (t, x 1 ) + B n (t)w n (t, x 2 ) +C n (t)v n+1 (t, x 1 ) for 1 + a n ≤ t ≤ 1 + a n+1 , 0 for t = 1.
If for all α, β γ > 0 Finally we define
As in [11] , or similarly in [4] , the coefficients b 1 , b 2 , c will be in C To conclude the proof it will be sufficient to verify in the same way than in [4] that, with the choice (3.8), the conditions (3.1),..., (3.7) hold. We let it to the reader.
