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a b s t r a c t
We model a network in which messages spread by a simple directed graph G = (V , E)
and a function α : V → N mapping each v ∈ V to a positive integer less than or
equal to the indegree of v. The graph G represents the individuals in the network and
the communication channels between them. An individual v ∈ V will be convinced
of a message when at least α(v) of its in-neighbors are convinced. Suppose we are to
convince a message to the individuals by first convincing a subset of individuals, called
the seeds, and then let the message spread. We study the minimum number min-seed
(G, α) of seeds needed to convince all individuals at the end. In particular, we prove a
lower bound on min-seed (G, α) and the NP-completeness of computing min-seed (G, α).
We also analyze the special case, called the strict-majority scenario, where each individual
is convinced of a message when more than half of its in-neighbors are convinced. For the
strict-majority scenario, we prove three results. First, we show that with high probability
over the Erdős–Rényi randomgraphsG(n, p),Ω(min{n, 1/p}) seeds are needed to convince
all individuals at the end. Second, if G = (V , E) is undirected, then a set of s uniformly
random samples from V convinces nomore than an expected s(2|E|+2|V |)|V | individuals
at the end. Third, in a digraph G = (V , E)with a positive minimum indegree, one can find
in polynomial (in |V |) time a set of at most (23/27)|V | seeds convincing all individuals.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Each individual believes to some extent what others believe. A communication channel between two individuals, if it
exists, is either bidirectional or unidirectional. Suppose there is an importantmessage thatwewant all individuals in a group
to be convinced of. We start by first convincing some individuals, called the seeds, of the message. Then we sit back and let
the message spread among the individuals. During the spreading process, each individual will be convinced of a message
when sufficiently many others reveal their beliefs to it via direct communication channels. The spreading eventually stops
when no more individuals can be convinced. This paper explores the minimum number of seed individuals that must be
convinced initially, so that all individuals are convinced at the end.
Our model of spreading is similar to that of Watts [1], who studies how particular characteristics of sparse random
networks affect their vulnerability to global cascades triggered by a small fraction of initial perturbations. InWatts’ analysis,
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the initial perturbations may target vertices chosen uniformly at random or those of a particular degree. Our model
generalizes that of Watts in that we allow arbitrary communication channels and threshold functions for individuals,
whereas Watts models them as randomly chosen from a probability distribution. Still, much of our work is specialized for
Erdős–Rényi random graphs and specific threshold functions for individuals. Watts’ model and therefore ours are suitable
for describing a variety of social and economical systems [1].
Peleg [2] and Berger [3] consider repetitive polling games played in simple undirected graphs. In their model, each vertex
is either black or white at any time. At each round, each vertex recolors itself by the color of the majority of its neighboring
vertices. We may interpret black vertices as convinced in our model and white as unconvinced. Under this interpretation,
our model is different from that of Peleg and Berger in that (1) we consider convinced individuals to remain convinced
and (2) our spreading process is asynchronous rather than played in rounds. In the context of fault-tolerant computing,
prohibiting individuals to be de-convinced captures situations inwhich faults are permanent and not transient [4]. Assuming
that black vertices remain black in themodel of Peleg and Berger, a set of vertices is sometimes called an irreversible dynamo
if it leads to all vertices being black at the end [4]. Upper and lower bounds are known for theminimum size of an irreversible
dynamo in tori [5], butterflies [6] and chordal rings [7]. Under the interpretation of black vertices as convinced and white
as unconvinced, the minimum size of an irreversible dynamo is the minimum number of seeds convincing all individuals
in our spreading process. However, we do not focus on specific, nonrandom, undirected graphs such as tori, butterflies and
chordal rings. Instead, we either deal with Erdős–Rényi random graphs or classes of directed graphs satisfying certain mild
assumptions. The latter includes all simple directed graphs and all simple directed graphswith a positiveminimum indegree.
The notion of control in graphs is also well studied [4]. In the theory of control in graphs, each individual v is associated
with a set Dom(v) of individuals. A setM of individuals is said to control v if the strict majority of the individuals in Dom(v)
are in M . But the individuals controlled by M do not in turn control others. With various definitions on Dom(v), many
upper and lower bounds have been given for the minimum size ofM controlling all individuals or all individuals outside of
M [8–10]. As those controlled by M cannot in turn control others, the model of control is different from ours and all those
mentioned in the previous paragraph.
Closely related to our work are the issues of rumor spreading [11,12], broadcasting, accumulation and gossiping [13,14],
which deal with disseminating information in interconnection networks using as few communication steps as possible. A
fundamental difference between our work and these is that, in our setting, a non-seed individual is convinced of a message
only when sufficiently many others reveal their beliefs to it via direct communication channels. The convincing of non-
seed individuals is thus similar to the firing of neurons in neural networks with threshold activation functions [15]. Indeed,
we may think of individuals as neurons. A convinced individual is one that keeps firing and a non-convinced one becomes
convinced when sufficiently many neighboring neurons fire at it.
The paper is organized as follows. Section 2 gives definitions. Section 3 presents a lower bound on theminimum number
of seeds needed to convince all individuals at the end. Section 4 discusses the strict-majority scenario, meaning that each
individual is convinced of a message when more than half of its in-neighbors are convinced. The discussion in Section 4 is
separated into three subsections. Section 4.1 analyzes the spreading of a message in a random graph in the Erdős–Rényi
model [16]. Section 4.2 analyzes the spreading of a message beginning from a uniformly and randomly chosen set of seeds.
Section 4.3 presents an upper bound on the minimum number of seeds needed to convince all individuals at the end.
Section 5 shows that it is NP-complete to compute the minimum number of seeds needed to convince all individuals at
the end. Section 6 concludes the paper.
2. Definitions
Let G = (V , E) be a simple directed graph (simple digraph for short) [17]. For a vertex v ∈ V , degin(v) and degout(v) are
the indegree and outdegree of v in G, respectively. The set of incoming edges to v and outgoing edges from v are E in(v) and
Eout(v), respectively.Wedenote byN in(v) ⊆ V\{v} (resp.,Nout(v) ⊆ V\{v}) the in-neighbors (resp., out-neighbors) of v, i.e.,
the set of vertices incident on an edge coming into (resp., going from) v. A simple undirected graph is interpreted as a simple
digraph by regarding eachundirected edge as two edgeswith opposite directions. For a vertex v of a simple undirected graph,
we write N(v) for both N in(v) and Nout(v), and deg(v) for both degin(v) and degout(v). Hereafter, undirected and directed
graphs are both assumed to be simple unless otherwise specified.
There is also the notion of random graphs. For a positive integer n and a real number p ∈ [0, 1], the random graph G(n, p)
in the Erdős–Rényi model is an undirected graph on the vertex set [n] def= {1, . . . , n} in which each of the (n2) possible edges
appears independently with probability p [16].
A finite network N (G, α) of individuals is modeled by a digraph G = (V , E) and a function α : V → N satisfying
1 ≤ α(v) ≤ degin(v), v ∈ V . The vertices in V represent the individuals in N (G, α), and each edge (u, v) ∈ E represents
the communication channel from u to v. The function α reflects the extent to which each individual follows what its in-
neighbors believe. Specifically, an individual v will be convinced of a message when at least α(v) of its in-neighbors are
convinced. A special case of interest is for each individual to believe a message when more than half of its in-neighbors
believe it [4]. In this case, we have α(v) = d(degin(v)+ 1)/2e for each v ∈ V , and we call it the strict-majority scenario. For
convenience, the strict-majority scenario is also denoted αmaj.
The spreading of a message in N (G, α) proceeds asynchronously. Initially, the message convinces a group S ⊆ V of
individuals called the seeds. Thereafter, an individual v ∈ V becomes convinced after at least α(v) of its in-neighbors
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are convinced. The spreading ends when no additional individuals can be convinced of the message. Sensibly, the order of
convincing the individuals does not affect the set of individuals that can be convinced at the end.
For any setU ⊆ V , we denote by c(U) ⊆ V the set of individuals that are convinced at the end of the spreading given that
U is the set of seeds. We define min-seed(G, α) as minU⊆V ,c(U)=V |U|, or the minimum number of seeds needed to convince
all individuals at the end of the spreading. Define the problem SEED to be that of asking whether min-seed(G, α) ≤ s on
input s ∈ N, a digraph G = (V , E) and a function α : V → N satisfying 1 ≤ α(v) ≤ degin(v), v ∈ V . The UNDIRECTED-SEED
problem is SEED restricted to undirected graphs.
We close this section with several well-known bounds that will be useful later. The following inequality is due to
Hoeffding [18].
Fact 1 ([18]). Let m be a positive integer, p ∈ [0, 1] and  ∈ (0, p). Then∑
i≤m(p−)
(
m
i
)
pi (1− p)m−i ≤
[(
1− p
1− p+ 
)1−p+ ( p
p− 
)p−]m
.
Below is the upper tail of the Chernoff bound.
Fact 2 ([19]). Let X1, . . . , Xm be independent Bernoulli trials with Pr[Xi = 1] = p, 1 ≤ i ≤ m, and write µ = E
[∑m
i=1 Xi
]
.
Then, for any t > 6 · µ,
Pr
[
m∑
i=1
Xi ≥ t
]
≤ 2−t .
The following fact is also well-known.
Fact 3 ([20]). For any positive integers s ≤ n,(
n
s
)
≤
( en
s
)s
.
3. A lower bound on the number of seeds
Let G = (V , E) be a digraph and α : V → N satisfy 1 ≤ α(v) ≤ degin(v), v ∈ V . We are interested inmin-seed(G, α). For
example, if G = (V , E) is undirected and α(v) = 1 for every v ∈ V , then min-seed(G, α) equals the number of connected
components of G. More elaborate lower bounds can be derived from the following theorem, whose proof uses a technique
demonstrated in an example in [21] (the example shows that, given n2 squares placed in an n by n array, if one paints n− 1
of the squares black and lets any square become black when at least two of its four neighboring squares are black, then at
least one square will never be black).
Theorem 4. Let G = (V , E) be a digraph and α : V → N be a function satisfying 1 ≤ α(v) ≤ degin(v), v ∈ V . For any set
S ⊆ V ,∑
v∈S
[
2α(v)− 2|N in(v) \ Nout(v)|] ≥ ∑
v∈c(S)
[
2α(v)− degout(v)− 2|N in(v) \ Nout(v)|] .
Proof. Consider the spreading of a message beginning from an arbitrary set S of seeds. Whenever two individuals u and v
have at least α(u) and α(v) convinced in-neighbors, respectively, it does not matter which of u and v is convinced first for
the spreading to succeed in convincing all members of c(S) at the end. Therefore, we may assume without loss of generality
that no two individuals become convinced of the message at the same instant.
Denote by C ⊆ E the set of edges going from an individual that is convinced of the message to one that is not. The set C
changes during the spreading process. Initially, only the seeds are convinced of the message; hence
|C | ≤
∑
v∈S
degout(v). (1)
Assume that c(S) \ S 6= ∅ for otherwise the theorem trivially holds. Let v ∈ c(S) \ S be arbitrary. We know that v
is eventually convinced. Let W be the members of N in(v) \ Nout(v) that are convinced before v is and let X = (N in(v) \
Nout(v))\W . Denote by Y themembers of Nout(v)∩N in(v) that are convinced before v is and let Z = (Nout(v)∩N in(v))\Y .
The relationships amongW , X, Y , Z and v are depicted in Fig. 1. It is easy to see that∣∣C ∩ (Eout(v) ∪ E in(v))∣∣ = |W | + |Y |
right before v is convinced because both count the number of v’s in-neighbors that are convinced before v is. Furthermore,∣∣C ∩ (Eout(v) ∪ E in(v))∣∣ ≤ |Z | + |Nout(v) \ N in(v)|
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Fig. 1. Vertices in {v} ∪ Nout(v) ∪ N in(v) are shown. Those convinced before v are in double circles and the others are in single circles. A vertex is labeled
W , X, Y or Z if it belongs toW , X, Y or Z , respectively. Dashed and dotted lines represent the edges belonging to C right before and right after v is convinced,
respectively. All other edges in Eout(v) ∪ E in(v) are solid.
right after v is convinced because the left-hand side counts the number of v’s out-neighbors that are not convinced before
v, whereas the right-hand side may overestimate that by including all of v’s out-neighbors in Nout(v) \ N in(v) that are
convinced before v. Therefore, convincing v adds at most
|Z | + |Nout(v) \ N in(v)| − (|W | + |Y |) = (|Z | + |Y | + |Nout(v) \ N in(v)|)− |W | − 2|Y |
= (|Nout(v) ∩ N in(v)| + |Nout(v) \ N in(v)|)− |W | − 2|Y |
= degout(v)− |W | − 2|Y |
≤ degout(v)− 2|Y | (2)
to
∣∣C ∩ (Eout(v) ∪ E in(v))∣∣.
We have |Y | ≥ α(v)− |N in(v) \ Nout(v)| because right before v is convinced, v has at least α(v) convinced in-neighbors
and at most |N in(v) \ Nout(v)| of them belong in N in(v) \ Nout(v). This and Eq. (2) imply that convincing v adds at most
degout(v)− 2α(v)+ 2|N in(v) \ Nout(v)|
to
∣∣C ∩ (Eout(v) ∪ E in(v))∣∣. The event that v becomes convinced clearly does not change C ∩ (E \ (Eout(v) ∪ E in(v))). In
summary, each time an individual v ∈ c(S) \ S is convinced,
|C | = ∣∣C ∩ (Eout(v) ∪ E in(v))∣∣+ ∣∣C ∩ (E \ (Eout(v) ∪ E in(v)))∣∣
increases by at most degout(v)− 2α(v)+ 2|N in(v) \ Nout(v)|.
Observe that every v ∈ c(S) \ S becomes convinced exactly once during the spreading process and Eq. (1) holds at the
beginning. Hence at the end of the spreading,
0 ≤ | C |
≤
∑
v∈S
degout(v)+
∑
v∈c(S)\S
[
degout(v)− 2α(v)+ 2|N in(v) \ Nout(v)|]
=
∑
v∈c(S)
[
degout(v)− 2α(v)+ 2|N in(v) \ Nout(v)|]+∑
v∈S
[
2α(v)− 2|N in(v) \ Nout(v)|] ,
completing the proof. 
The following corollaries are immediate.
Corollary 5. Let G = (V , E) be an undirected graph and α : V → N be a function satisfying 1 ≤ α(v) ≤ deg(v), v ∈ V . For
each S ⊆ V ,∑
v∈S
2α(v) ≥
∑
v∈c(S)
[2α(v)− deg(v)] .
Corollary 6. For an undirected graph G = (V , E) and a function α : V → N satisfying 1 ≤ α(v) ≤ deg(v) for each v ∈ V ,
min-seed(G, α) ≥
∑
v∈V [2α(v)− deg(v)]
2maxv∈V α(v)
.
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An example where the lower bound on min-seed(G, α) in Corollary 6 is tight is when G is an undirected cycle with an even
number of vertices and α(v) = 2 for each vertex v of G. However, in the undirected complete graph G = (V , E), Corollary 6
gives the trivial bound of min-seed(G, αmaj) = Ω(1), whereas min-seed(G, αmaj) = Ω(|V |). In fact, Theorem 4 gives a loose
inequality when G is the undirected complete graph, α = αmaj and S is a singleton, in which case the left-hand side of the
inequality in Theorem 4 isΩ(|V |), whereas the right-hand side is only O(1).
4. The strict-majority scenario
In this section, we explore the case where each individual chooses to believe a message when strictly more than half of
its in-neighbors are already convinced.
4.1. Random graphs
Let n be a positive integer and p ∈ (0, 1]. The following theorem states a lower bound onmin-seed(G(n, p), αmaj), which
also serves as a lower bound of min-seed(G(n, p), α) for any α : [n] → N satisfying α(i) ≥ αmaj(i), i ∈ [n].
Theorem 7. Let n be a positive integer and p ∈ (0, 1]. With probability 1− o(1),
min-seed(G(n, p), αmaj) = Ω
(
min
{
n,
1
p
})
.
Proof. Denote by E the set of edges of G(n, p). Set
 = 1
1000 ·max{1, pn} + 2 (3)
and fix an arbitrary S ⊆ [n] of size bnc. Let the random variable nS ∈ N be the number of edges in E incident on at least
one vertex in S. We have∑
v∈S
deg(v) ≤ 2nS
since each edge in E incident on at least one vertex in S contributes 1 or 2 to the left-hand side and 2 to the right-hand side,
whereas any other edge in E contributes none to either side. Therefore,∑
v∈S
2αmaj(v) =
∑
v∈S
2
⌈
deg(v)+ 1
2
⌉
≤
∑
v∈S
[deg(v)+ 2 ] ≤ 2nS + 2bnc. (4)
We also have∑
v∈[n]
[
2αmaj(v)− deg(v)
] =∑
v∈[n]
{
2
⌈
deg(v)+ 1
2
⌉
− deg(v)
}
≥
∑
v∈[n]
1 = n.
This and Eq. (4) imply that, if 2nS + 2bnc < n, then∑
v∈S
2αmaj(v) <
∑
v∈[n]
[
2αmaj(v)− deg(v)
]
,
which in turn implies c(S) 6= [n] by Corollary 5. Therefore,
Pr [c(S) = [n] ] ≤ Pr [2nS + 2bnc ≥ n ] = Pr
[
nS ≥ n− 2bnc2
]
. (5)
Since the complete graph on vertex set [n] has (|S|2 ) edges with both endpoints in S and |S| (n − |S|) edges with exactly
one endpoint in S,
E[nS] =
((|S|
2
)
+ |S| (n− |S|)
)
p =
((bnc
2
)
+ bnc (n− bnc)
)
p ≤ pn2.
This implies
6 · E[nS] ≤ 500 ·max
{
1
pn
, 1
}
pn2 = n− 2n
2
≤ n− 2bnc
2
,
where the equality, after some laborious manipulations, follows from Eq. (3). Therefore,
Pr
[
nS ≥ n− 2bnc2
]
≤ 2−(n−2bnc)/2 < 2−n/4 (6)
by Fact 2 and the trivial fact that  < 1/1000.
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By Eqs. (5) and (6) and the fact that there are
( n
bnc
)
subsets of [n] of size bnc, we see that with probability at most(
n
bnc
)
2−n/4,
there exists a set S ⊆ [n] of size bnc satisfying c(S) = [n]. Fact 3 and  < 1/1000 show that the above probability is o(1).
As we have proved that min-seed(G(n, p), αmaj) > bncwith probability 1− o(1) and min-seed(G(n, p), αmaj)must be
an integer,
min-seed(G(n, p), αmaj) ≥ bnc + 1 > n
with probability 1− o(1). Finally, the proof is completed by verifying that n = Ω(min{n, 1/p}). 
As real networks tend to be sparse [22], some authors model random networks by sparse random graphs. In Watts’
analysis, for example, it is assumed that the expected degree is O(ln n) for each vertex of a random network [1]. For random
graphs in the Erdős–Rényimodel, an expected degree ofO(ln n) translates to p = O((ln n)/n), inwhich case our lower bound
ofΩ(min{n, 1/p}) isΩ(n/ln n).
4.2. Random seeds
Now consider the placement of seed individuals in a strict-majority network so huge that we cannot afford to gather
information about more than a tiny fraction of individuals. Since we have no information regarding most of the individuals,
it is plausible to pick the seed individuals uniformly and randomly. Belowwe give a lower bound of (1−δ)|V |2/(2|V |+2|E|)
on the number of uniformly and randomly picked seeds needed to convince an expected 1 − δ fraction of individuals in a
strict-majority networkN (G, αmaj), where G = (V , E) and δ ∈ (0, 1). In consideration of the hugeness of the network, our
lower bound is practically meaningful only if it is accurately estimable by querying only a tiny fraction of all individuals.
Fortunately, this is achievable because the average degree in G and therefore the number |E| of communication channels
are accurately estimable by querying only a few individuals (assuming that the number |V | of individuals is known) [23].
Theorem 8. Let s ∈ N, δ ∈ (0, 1), G = (V , E) be an undirected graph and α : V → N be a function satisfying
αmaj(v) ≤ α(v) ≤ deg(v), v ∈ V . Let S be a set of s uniformly random samples from V , with repetitions removed. Consider
the spreading of a message inN (G, α) beginning with the seed set S. We have
E[|c(S)|] ≤ s · 2|E| + 2|V ||V | ,
where the expectation is taken over the randomly chosen elements of S. In particular, if E[|c(S)|] ≥ (1 − δ) |V |, then we must
have
s ≥ (1− δ) |V |
2
2|V | + 2|E| .
Proof. We only prove the theorem for α ≡ αmaj, which clearly implies the general case. Clearly,
deg(v)+ 1 ≤ 2αmaj(v) ≤ deg(v)+ 2
for each v ∈ V . These inequalities and Corollary 5 imply∑
v∈S
[deg(v)+ 2 ] ≥
∑
v∈S
2αmaj(v) ≥
∑
v∈c(S)
[
2αmaj(v)− deg(v)
] ≥ |c(S)|. (7)
Each uniformly random sample from V has an expected degree of∑
v∈V deg(v)
|V | =
2|E|
|V | ,
where the equality holds because each edge is incident on exactly two vertices. Therefore,
E
[∑
v∈S
deg(v)
]
≤ 2|E| s|V |
by the linearity of expectation and the fact that S is a set of s uniformly random samples from V with repetitions removed.
This and Eq. (7) imply
E[|c(S)|] ≤ E
[∑
v∈S
deg(v)
]
+ 2s ≤ s · 2|E| + 2|V ||V | . 
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When we pick a set S of s independent and uniformly random samples from V , each member of V will be picked with
probability 1− (1−1/|V |)s ≥ 1−exp (−s/|V |) [20]. Hence by the linearity of expectation, E[|S|] ≥ |V | (1−exp (−s/|V |)).
So
E[|c(S)|] ≥ E[|S|] ≥ |V |
(
1−
∞∑
k=0
(−s/|V |)k
k!
)
= Ω(s)
for s ≤ |V | by Taylor’s expansion of exp (−s/|V |) [24]. With |E| = O(|V |) and s ≤ |V |, Theorem 8 gives E[|c(S)|] ≤
s(2|E| + 2|V |)/|V | = O(s), an asymptotically optimal bound because E[|c(S)|] = Ω(s). Graphs with |E| = O(|V |) abound,
for example in expander graphs, planar graphs and graphs with bounded degrees [17].
4.3. An upper bound on the number of seeds
The following theorem gives a polynomial-time algorithm realizing a (23/27) |V | upper bound on theminimum number
of seeds needed to convince all individuals in a network N (G, αmaj), where G = (V , E) is any digraph with a positive
minimum indegree. The proof demonstrates a randomized procedure that produces a set with an expected (23/27) |V |
seeds convincing all individuals at the end. Then we use the method of conditional expectation [25] to derandomize the
procedure.
Theorem 9. There is a polynomial-time algorithm that, on input a digraph G = (V , E) with a positive minimum indegree and
the strict-majority scenario αmaj, outputs a set S ⊆ V of seeds satisfying c(S) = V and
|S| ≤ 23 · |V |
27
.
Proof. For two arbitrary disjoint sets U1,U2 ⊆ V , let S(U1,U2) ⊆ V \ (U1 ∪ U2) contain each vertex v ∈ V \ (U1 ∪ U2)
independently with probability 2/3. Define
T (U1,U2)
def=
{
v ∈ V \ (S(U1,U2) ∪ U1) | |N in(v) ∩ S(U1,U2)| + |N in(v) ∩ U1| <
⌈
degin(v)+ 1
2
⌉}
to be the set of vertices outside of S(U1,U2)∪U1 whose in-neighbors in S(U1,U2)∪U1 do not constitute a strict-majority in
N in(v). Note that the random variable T (U1,U2) is completely determined by the random variables used to form S(U1,U2).
It is clear that U1 ∪ S(U1,U2) ∪ T (U1,U2) is sufficient as a set of seeds to convince all members of V , that is,
c (U1 ∪ S(U1,U2) ∪ T (U1,U2)) = V , (8)
whatever U1,U2 and the realization of S(U1,U2) are.
By the linearity of expectation,
E [|S(U1,U2)| ] = 23 × |V \ (U1 ∪ U2)|. (9)
For each v ∈ V \ U1,
Pr[v ∈ T (U1,U2)] = Pr
[
v /∈ S(U1,U2) and |N in(v) ∩ S(U1,U2)| + |N in(v) ∩ U1| <
⌈
degin(v)+ 1
2
⌉]
= Pr[v /∈ S(U1,U2)] · Pr
[
|N in(v) ∩ S(U1,U2)| + |N in(v) ∩ U1| <
⌈
degin(v)+ 1
2
⌉]
= Pr[v /∈ S(U1,U2)] ·
∑
i∈N,i+|N in(v)∩U1|<d degin(v)+12 e
Pr
[|N in(v) ∩ S(U1,U2)| = i ]
= Pr[v /∈ S(U1,U2)]
·
∑
i∈N,i+|N in(v)∩U1|<d degin(v)+12 e
(|N in(v) \ (U1 ∪ U2)|
i
)(
2
3
)i (1
3
)|N in(v)\(U1∪U2)|−i
, (10)
where the probabilities are taken over S(U1,U2) and T (U1,U2). The first equality above follows by the definition of T (U1,U2).
The second and the fourth equalities hold because v /∈ N in(v) and each vertex in V \ (U1 ∪ U2) is picked into S(U1,U2)
independently with probability 2/3. For the special case of U1 = U2 = ∅, Eq. (10) shows that
Pr[v ∈ T (∅,∅)] = 1
3
×
⌈
degin(v)−1
2
⌉∑
i=0
(
degin(v)
i
)(
2
3
)i (1
3
)degin(v)−i
, (11)
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v ∈ V . The values of Eq. (11) for degin(v) ∈ {1, . . . , 9} are 1/9, 5/27, 7/81, 11/81, 17/243, 233/2187, 379/6561,
1697/19683, 2851/59049, respectively, with the maximum being 5/27. For degin(v) ≥ 10, Fact 1 (with degin(v) assigned
tom, 2/3 assigned to p and 1/6 assigned to ) shows that Eq. (11) cannot exceed 5/27. So Pr[v ∈ T (∅,∅)] ≤ 5/27 for v ∈ V
(whatever the value of degin(v)), which together with Eq. (9) shows
E [|S(∅,∅) ∪ T (∅,∅)| ] = E[|S(∅,∅)|] + E[|T (∅,∅)| ]
= 2 · |V |
3
+
∑
v∈V
Pr[v ∈ T (∅,∅)]
≤ 23 · |V |
27
. (12)
This and Eq. (8) (with U1 = U2 = ∅) guarantee the existence of a (23/27)|V |-sized set of seeds sufficient to convince all
members of V .
We sketch the rest of the proof before we proceed. To show a deterministic polynomial-time algorithm for computing a
set S ⊆ V of seeds satisfying c(S) = V and |S| ≤ (23/27) |V |, we maintain sets U1,i ⊆ V and U2,i ⊆ V for i ≥ 1 such that (a)
E[|U1,i ∪ S(U1,i,U2,i) ∪ T (U1,i,U2,i)|] ≤ (23/27) |V | and (b) |U1,i+1 ∪ U2,i+1| > |U1,i ∪ U2,i|whenever U1,i ∪ U2,i 6= V , i ≥ 1.
As a result, (b) forces U1,k ∪ U2,k = V for some k; Eq. (8) forces c(U1,k ∪ S(U1,k,U2,k) ∪ T (U1,k,U2,k)) = V ; (a) finally forces
|U1,k ∪ S(U1,k,U2,k) ∪ T (U1,k,U2,k)| ≤ (23/27) |V | and completes the proof.
Let U1,1 = U2,1 = ∅. We have
E
[|U1,1 ∪ S(U1,1,U2,1) ∪ T (U1,1,U2,1)| ] ≤ 23 · |V |27
by Eq. (12). Inductively, suppose we have obtained disjoint sets U1,i,U2,i ⊆ V satisfying
E
[|U1,i ∪ S(U1,i,U2,i) ∪ T (U1,i,U2,i)| ] ≤ 23 · |V |27 (13)
and U1,i ∪ U2,i 6= V , i ≥ 1, we will show how to obtain disjoint sets U1,i+1,U2,i+1 ⊆ V with
E
[|U1,i+1 ∪ S(U1,i+1,U2,i+1) ∪ T (U1,i+1,U2,i+1)| ] ≤ 23 · |V |27 (14)
and
|U1,i+1 ∪ U2,i+1| > |U1,i ∪ U2,i| (15)
in time polynomial in |V |. For this purpose, we pick arbitrarily a vertex v ∈ V \ (U1,i ∪ U2,i). We observe that if we take
U1,i+1 = U1,i ∪ {v} and U2,i+1 = U2,i,
E
[|U1,i ∪ S(U1,i,U2,i) ∪ T (U1,i,U2,i)| | v is picked into S(U1,i,U2,i) ]
= E [|U1,i+1 ∪ S(U1,i+1,U2,i+1) ∪ T (U1,i+1,U2,i+1)| ] (16)
because the distribution of U1,i ∪ S(U1,i,U2,i) conditioned on v ∈ S(U1,i,U2,i) is the same as that of U1,i+1 ∪ S(U1,i+1,U2,i+1),
and whenever U1,i ∪ S(U1,i,U2,i) equals U1,i+1 ∪ S(U1,i+1,U2,i+1), it holds that
T (U1,i,U2,i) = T (U1,i+1,U2,i+1).
Similarly, if we take U1,i+1 = U1,i and U2,i+1 = U2,i ∪ {v},
E
[|U1,i ∪ S(U1,i,U2,i) ∪ T (U1,i,U2,i)| | v is not picked into S(U1,i,U2,i) ]
= E [|U1,i+1 ∪ S(U1,i+1,U2,i+1) ∪ T (U1,i+1,U2,i+1)| ] . (17)
Since v ∈ V \ (U1,i ∪ U2,i) is picked into S(U1,i,U2,i)with probability 2/3,
E
[|U1,i ∪ S(U1,i,U2,i) ∪ T (U1,i,U2,i)| ] = 23 × E [|U1,i ∪ S(U1,i,U2,i) ∪ T (U1,i,U2,i)| | v is picked into S(U1,i,U2,i) ]
+ 1
3
× E [|U1,i ∪ S(U1,i,U2,i) ∪ T (U1,i,U2,i)| | v is not picked into S(U1,i,U2,i) ] .
This and Eq. (13) show that at least one of Eqs. (16) and (17) evaluates to at most (23/27) |V |. Hence, (U1,i+1,U2,i+1) can be
selected (to either (U1,i ∪ {v},U2,i) or (U1,i,U2,i ∪ {v})) in polynomial (in |V |) time to satisfy Eqs. (14)–(15) if we are able
to compute in polynomial (in |V |) time which of the right-hand sides of Eqs. (16) and (17) evaluates to at most (23/27) |V |.
The inductive step is therefore complete if E
[|U ′1 ∪ S(U ′1,U ′2) ∪ T (U ′1,U ′2)| ] is computable in polynomial (in |V |) time given
two arbitrary disjoint sets U ′1,U
′
2 ⊆ V . The latter follows by writing
E
[|U ′1 ∪ S(U ′1,U ′2) ∪ T (U ′1,U ′2)|] = |U ′1| + E[|S(U ′1,U ′2)|] + E[|T (U ′1,U ′2)|]
= |U1| + E[|S(U ′1,U ′2)|] +
∑
v∈V\U ′1
Pr[v ∈ T (U ′1,U ′2)]
and computing the second and third terms in the last equality using Eqs. (9)–(10).
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By inductively computing disjoint sets U1,i,U2,i ⊆ V for i = 1, 2, . . . , we finally obtain disjoints sets U1,k,U2,k ⊆ V
satisfying U1,k ∪ U2,k = V and
E
[|U1,k ∪ S(U1,k,U2,k) ∪ T (U1,k,U2,k)| ] ≤ 23 · |V |27 ,
implying
|U1,k ∪ S(U1,k,U2,k) ∪ T (U1,k,U2,k)| ≤ 23 · |V |27
as no randomness is involved when U1,k ∪ U2,k = V . This and Eq. (8) complete the proof. 
When G is an undirected graph without isolated vertices, Theorem 9 gives min-seed(G, αmaj) ≤ (23/27) |V |. Writing D
for the maximum degree in G, Corollary 6 shows that min-seed(G, αmaj) ≥ |V |/(D+ 2), so the (23/27) |V | upper bound is
at most (23/27)(D+ 2) times min-seed(G, αmaj).
5. NP-completeness
In this section, we prove the NP-completeness of computing the minimum set of seeds that convince all vertices at the
end.
Theorem 10. UNDIRECTED-SEED is NP-complete.
Proof. We reduce 3SAT [26] to UNDIRECTED-SEED. The input to the reduction is a 3-CNF formula F with variables x1, . . . , xn.
We assumewithout loss of generality that F contains the clause (xi∨ xi∨ x¯i) for each 1 ≤ i ≤ n. The output of the reduction
includes a positive integer s ∈ N, an undirected graph G = (V , E) and a function α. These three parts of the output are
defined as follows. The vertex set of G is
V = {xi | 1 ≤ i ≤ n}
∪ {x¯i | 1 ≤ i ≤ n}
∪ {wC,j | C is a clause of F , 1 ≤ j ≤ 9n4}
∪ {uC,k | C is a clause of F , 1 ≤ k ≤ 3n2}.
Here we abuse notation by letting xi and x¯i denote literals of F as well as vertices of G, depending on the context. The set E
of the edges of G is the union of the sets
{(wC,j, `p)} ∪ {(wC,j, `q)} ∪ {(wC,j, `r)}
∪
3kn2⋃
t=3(k−1)n2+1
{(uC,k, wC,t)}
∪ {(uC,k, xh)} ∪ {(uC,k, x¯h)}
over each 1 ≤ j ≤ 9n4, 1 ≤ k ≤ 3n2, 1 ≤ h ≤ n and each clause C = (`p ∨ `q ∨ `r) of F . The function α is given by
α(xi) = deg(xi),
α(x¯i) = deg(x¯i),
α(wC,j) = 1,
α(uC,k) = 3n2,
for 1 ≤ i ≤ n, 1 ≤ j ≤ 9n4, 1 ≤ k ≤ 3n2 and each clause C of F . Finally we set s = n. The reduction is illustrated in Fig. 2.
We now argue for the correctness of the reduction. Assume that an assignment a satisfies F . For 1 ≤ i ≤ n, we choose as
a seed the vertex in {xi, x¯i}which, when seen as a literal, is satisfied by a. Under this selection of seeds, it is easy to verify that
exactly n seeds are selected and all vertices can be convinced, as explained below. For each clause C of F and 1 ≤ j ≤ 9n4,
wC,j can be convinced because it is adjacent to at least one seed in ∪ni=1{xi, x¯i}. Then for each clause C of F and 1 ≤ k ≤ 3n3,
uC,k can be convinced afterwC,j is convinced for all 3(k− 1)n2 + 1 ≤ j ≤ 3kn2. Finally, each vertex in
(∪ni=1{xi, x¯i}) \ S will
be convinced because it is adjacent only to convinced vertices.
Now let S be a set of at most n seeds satisfying c(S) = V . We need to show that F is satisfiable to complete the proof. Let
C = (`p ∨ `q ∨ `r) be an arbitrary clause of F , where `p, `q and `r are literals and are not necessarily distinct. We first show
that
{`p, `q, `r} ∩ S 6= ∅. (18)
Suppose otherwise for contradiction. Since |S| ≤ n < 3n2, we have uC,k˜ /∈ S for some 1 ≤ k˜ ≤ 3n2. Now the following three
statements hold when S is used as the set of seeds in the spreading in G:
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Fig. 2. The output graph of the reduction from 3SAT to UNDIRECTED-SEED on input the 3CNF F = (x1∨ x2∨ x¯3). Some edges are drawn as dashed or dotted
for visual clarity. For ease of illustration, F does not contain the clauses (xi ∨ xi ∨ x¯i), 1 ≤ i ≤ 3.
1. No vertices in
(⋃3k˜n2
t=3(k˜−1)n2+1{wC,t}
)
\ S, of which there are at least 3n2 − n > 0, can be convinced until at least one of{
`p, `q, `r , uC,k˜
}
is convinced.
2. None of {`p, `q, `r} can be convinced until uC,k˜ is convinced.
3. As exactly 2n neighbors of uC,k˜ are not in
⋃3k˜n2
t=3(k˜−1)n2+1{wC,t}, uC,k˜ cannot be convinced until at least α(uC,k˜)−2n > n ≥∣∣∣(⋃3k˜n2t=3(k˜−1)n2+1{wC,t}) ∩ S∣∣∣ vertices in⋃3k˜n2t=3(k˜−1)n2+1{wC,t} are convinced, where we assume without loss of generality
that n > 1.
Above, items 1–2 show that no vertices in
(⋃3k˜n2
t=3(k˜−1)n2+1{wC,t}
)
\S can be convinced before uC,k˜, whereas item3 shows that
uC,k˜ cannot be convinced until at least one vertex in
(⋃3k˜n2
t=3(k˜−1)n2+1{wC,t}
)
\ S is convinced. This deadlock forces c(S) 6= V ,
a contradiction.
For each 1 ≤ i ≤ n, since F contains the clause (xi ∨ xi ∨ x¯i), we must have {xi, x¯i} ∩ S 6= ∅ by Eq. (18). This and the fact
that |S| ≤ n imply that S contains exactly one of xi and x¯i for 1 ≤ i ≤ n, and no other vertices. Let the assignment a assign
true to the unique literal in {xi, x¯i} which, when seen as a vertex of G, belongs to S, 1 ≤ i ≤ n. Now Eq. (18) implies that
every clause of F is satisfied by a. 
6. Conclusion
We study the spreading of a message beginning from a set S ⊆ V of seeds in a network N (G, α). Under varying
assumptions on G and α, we give several lower and upper bounds onmin-seed(G, α) and the expected number of convinced
individuals starting from random seeds. Possible future directions include tightening these bounds and generalizing the
results by allowing individuals to be de-convinced, as in Peleg’s model [2]. In the algorithmic aspect, we believe that an
approximation algorithm for computing min-seed(G, α) is a key to opening up empirical studies on min-seed(G, α). With
such an algorithm, one is able to generate G and α according to certain probability distributions of interest and then look at
approximate values of the resulting min-seed(G, α). The lack of an approximation algorithm for min-seed(G, α) probably
explains why empirical studies on min-seed(G, α) remain nonexistent.
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