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Single-Shot Clothing Category Recognition in Free-Configurations with
Application to Autonomous Clothes Sorting
Li Sun1,2, Gerardo Aragon-Camarasa1, Simon Rogers1, Rustam Stolkin2, J. Paul Siebert1
Abstract— This paper proposes a single-shot approach for
recognising clothing categories from 2.5D features. We propose
two visual features, BSP (B-Spline Patch) and TSD (Topology
Spatial Distances) for this task. The local BSP features are
encoded by LLC (Locality-constrained Linear Coding) and
fused with three different global features. Our visual feature is
robust to deformable shapes and our approach is able to recog-
nise the category of unknown clothing in unconstrained and
random configurations. We integrated the category recognition
pipeline with a stereo vision system, clothing instance detection,
and dual-arm manipulators to achieve an autonomous sorting
system. To verify the performance of our proposed method, we
build a high-resolution RGBD clothing dataset of 50 clothing
items of 5 categories sampled in random configurations (a
total of 2,100 clothing samples). Experimental results show
that our approach is able to reach 83.2% accuracy while
classifying clothing items which were previously unseen during
training. This advances beyond the previous state-of-the-art
by 36.2%. Finally, we evaluate the proposed approach in an
autonomous robot sorting system, in which the robot recognises
a clothing item from an unconstrained pile, grasps it, and sorts
it into a box according to its category. Our proposed sorting
system achieves reasonable sorting success rates with single-shot
perception.
I. INTRODUCTION
Recognising, understanding and handling of textiles and
clothing is an example of a task which seems very simple to
humans, but which poses profound challenges to robotics
and AI, demanding a close integration of perception, ac-
tion, learning, and reasoning. While such challenges are
of great academic interest, there is also significant and ur-
gent demand in economically large and societally important
industries, which might not be obvious to the layperson.
For example, robots are needed for sorting and segregation
of huge quantities of hazardous nuclear waste, which can
contain numerous kinds of complex deformable materials
(contaminated protective suits, overalls, gloves, tarpaulins),
and where recognition of individual objects is extremely
important for judging the level of hazard (e.g. when sorting
and inventorying the unknown contents of half-century old
waste containers) [1].
We propose a novel robot vision recognition pipeline
for classifying items of clothing, based on features which
represent and describe material attributes. Our approach is
able to recognise clothing categories in arbitrary (crumpled)
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configurations (as shown in Fig. 1). This task is extremely
challenging for two reasons. Firstly, clothing in free config-
urations can be highly wrinkled and self-occluding, hence
it is difficult to encode clothing categories into generic
visual representations. Secondly, because clothes are highly
deformable objects, which have almost infinite possible
configurations, learning a generalised category model from
limited training data is difficult.
To overcome the above challenges, we propose a generic
approach to recognise clothing categories from 2.5D sur-
faces. Instead of detecting the components of clothing such
as collars, sleeves, pockets, etc., or describing clothing
patterns using RGB-based features, we focus on material
attributes – fabric, thickness and stiffness. For instance, an
item of clothing is more likely to be a sweater if it is knitted,
to be a shirt if made of jaconet, and to be jeans if made of
denim.
The contributions of this paper are: (1), we describe a
novel approach for recognising clothing categories in random
configurations based on high-quality stereo data. Experi-
mental results show that our approach advances beyond
the previous state-of-the-art [2] with 36.2% improvement in
classification accuracy; (2), our approach generalises and is
robust to configurations and categories of clothing which
were not seen during training; (3), a generic robot vision
approach for recognising clothing categories is presented and
integrated within an autonomous sorting pipeline using a
dual-arm robot.
II. RELATED WORK
Existing clothing category recognition systems can be
divided into two groups. Those based on perceiving the state
of clothing as observed from RGBD data [3], [4] and those
based on physical simulated models [5], [6], [7], [8], [9].
Approaches based on the former include Willimon, et.
al. [3] who proposed an interactive pipeline to recognise
clothing categories from hanging poses by acquiring multiple
views of each item while a robot-arm rotates the item.
Visual features used for recognition are based on binary
silhouettes and clothing edges. Nearest neighbour classifi-
cation in feature space is used for categorisation. Thereafter,
Willimon, et. al. [4] proposed a mid-level representation, in
which 17 mid-level semantic classifiers of clothes attributes
(e.g. collar, buttons, hem, colours, patterns, etc.) are trained
from low-level RGBD features. SIFT [10], Fast Point Fea-
ture Histogram (FPFH) [11] and Bag of Features (BoF)
coding[12] combined with global features are used as the
low-level representation while the output of the 17 mid-level
Fig. 1. A subset of clothing items in our dataset. In our dataset, there are 50 clothing items of 5 categories of different shapes and colours. This dataset
can be downloaded at https://sites.google.com/site/clopemaclothesdataset/.
semantic classifiers encode a binary representation of the
garment. In this paper, however, we focus on material types
and generic 2.5D surfaces. We do not consider semantic
components since they are susceptible to occlusion. We also
ignore RGB information since it is not a stable representation
for small-scale clothing categorization problems. Therefore,
RGB data requires a sheer number of training examples to
obtain classification results above chance i.e. deep learning
approaches. That is our approach is suitable when training
data is scarce.
Similarly, Ramisa, et. al. [2] devised a 2.5D local descrip-
tor, FINDDD by constructing surface normal histograms over
quasi-equidistant bins in the Euclidean space. They used
FINDDD together with Bag of Features (BoF) for clothes
category recognition in free-configurations. Our approach,
however, differs on the robustness of intra-class dissimi-
larity. For example, they used one polo-shirt to represent
the category of polo-shirts. For clothes category recognition
using depth data, the extra-class similarities are much larger
than intra-class similarities, however, there is no guarantee
that intra-class similarities can be neglected. Likewise, their
experimental results consist of recognising unknown config-
urations of known clothes. Dividing training and testing sets
on configuration-level instead of clothing-level opens up the
possibility of over-fitting.
Approaches based on simulated models include Li et.
al [8] where they proposed a supervised learning approach
for recognising clothing categories in hanging poses. They
used dense SIFT and sparse coding [13] as the underlying
visual representation. They then optimised their representa-
tion by using a binary volumetric representation to achieve
real-time performance [9]. Physical simulated models benefit
from the ability to generate the necessary training data
for training a classification model. However, clothing items
of free configurations are extremely difficult to simulate,
e.g. [14] reports the difficulties in simulating: (a) particle
inter-collisions between clothing surfaces; and, (b) the static
and dynamic frictions between garments and a supporting
surface.
Physical simulated studies [6], [8], [9] mainly report
recognition of garments in hanging configurations, since
the configuration space is greatly reduced. However, a
large robot with a large working space is required. Hence,
medium sized robots cannot be used to manipulate adult
garments. As free-configuration clothing typically presents
several occlusions, and a much larger configuration space, the
performance of existing simulated approaches within these
scenarios is limited. Compared to the widely-used silhouette,
RGB patterns and component features, 2.5D clothing mate-
rial types provide, as presented in this paper, generic and
invariant material attributes which are robust to occlusions
and random pose configurations. As describe in the following
sections, we therefore propose a pipeline incorporating a rich
visual description of clothing material type attributes.
In our previous research[15], three types of global features
(i.e. LBP, Shape Index and a preliminary version of TSD)
are used for clothing category recognition. In this work,
a single-shot perception cannot yield satisfactory perfor-
mance, thereby a GP-based interactive perception strategy
is designed to reconfigure the highly-wrinkled clothing to
recognisable configurations. In this paper, we aim to advance
the single-shot recognition performance by enriching the
robust visual representations.
III. CLOTHES CATEGORY & MATERIAL RECOGNITION
A. Outline
Our robot vision recognition pipeline (Fig. 2) consists of
four modules: (1) global and (2) local feature extraction, (3)
encoding, and (4) classification. For global features, Shape
Index (SI) and Local Binary Pattern (LBP) descriptors are
extracted (Section III-C.1 and Section III-C.2, respectively).
We also propose a Topology Spatial Distance (TSD) feature
computed from surface topologies (Section III-C.3), which
captures the intrinsic properties of wrinkles. For local fea-
tures, B-Spline Patches (BSP) (Section III-D.1) are extracted
densely on surface ridges and then encoded using sparse
coding in order to represent the 2.5D shape of wrinkles.
Finally, global and local descriptions are fused together and
Fig. 2. The proposed pipeline for clothing category recognition. The pipeline has three phases: local feature extraction (with global coding), global features
extraction and classification.
fed into a classifier in order to learn clothing category models
(Section III-E).
2.5D Surface textures of clothing are useful for recognis-
ing materials types. Among texture recognition approaches,
LBP have achieved great success in grey scale texture
recognition [16]. In this paper, LBP is applied to the high
frequency phase of 2.5D clothes surfaces to describe the 2.5D
fabric structure. Wrinkles provide another important feature
of clothing material, specially in free-configuration settings.
Wrinkles can reveal thickness and stiffness attributes of the
fabric material. For instance, wrinkles in t-shirts are usually
smaller than those of sweaters because of their thickness
attributes, whilst jeans usually have fewer wrinkles than other
clothing types since denim is stiffer.
B. A Generic Clothing Surface Analysis Framework
In our previous work [17], we reported a generic cloth-
ing surface analysis framework for garment grasping and
flattening in robotic tasks. In this paper, we extend this
framework as presented in Section III-C.1, Section III-C.3
and Section III-D.1. For completeness, a brief description of
our previous framework is given below.
A piece-wise B-Spline surface approximation is adapted
to fit a continuous implicit surface onto the original depth
map (Fig. 2-d). Surface shape and topology features are
derived from low-level surface geometries such as curvatures.
To detect wrinkles on the garment surface, we compute the
surface’s topology which includes surface ridges and wrinkle
contours (shown as red and green lines in Fig. 2-c). We detect
ridges by thresholding the maximal curvature at different
scales, and the preliminary result is filtered by ‘ridge’ re-
gions (Section III-C.1). Wrinkle contours are estimated by
computing the zero-crossings of the second derivatives of
the garment’s surface (further details can be found in our
previous work [17]). Morphological image operations [18]
are applied to thin ridges and wrinkle contours to obtain
ridges of one-pixel-width.
C. Global Features
1) Histogram of Shape Index (SI): Shape Index [19]
classifies surface regions into real-valued index values S
in the range [−1, 1]. The SI value is quantised into 9
intervals corresponding to 9 surface types – cup, trough,
rut, saddle rut, saddle, saddle ridge, ridge, dome and cap.
Amongst shape types, ‘ridge’ (shown as yellow in Fig. 2-b)
is critical in the analysis and description of wrinkles. The
shape index value Sp of point p can therefore be calculated
as follows [19]:
Sp =
2
pi
tan−1
[
kpmin + k
p
max
kpmin − kpmax
]
, (1)
where kpmin and k
p
max are the minimal and maximal curva-
tures at point p, respectively. In order to parse shape informa-
tion exhibited by the visible cloth surface, we calculate the
shape index from the B-Spline fitted depth map and apply
majority rank filtering (Fig. 2-b). This non-linear filtering
removes outlier surface classifications and can be tuned to
produce a relatively clean classification of shape types over
the cloth surface. Finally, a 9 dimensional histogram of shape
indices is constructed and then L2 normalisation is applied.
2) Histogram of Local Binary Patterns (LBP): We extract
local binary patterns over multiple-scales in the raw depth
map of the visible clothing surface. All descriptors are
quantified into a global histogram. That is, LBP histograms
are calculated separately at different scales. In our imple-
mentation, a selected collection of patterns (58 patterns) are
used [20]. For multiple-scale feature extraction, a 3 layered
Gaussian pyramid is constructed using a sub-division factor
of 2 and a Gaussian smoothing parameter (σ = 0.375). A
global LBP descriptor of 174 dimensions (58×3) is obtained.
3) Histogram of Topology Spatial Distances (TSD): Hav-
ing obtained surface topologies (Section III-C.1), we estimate
wrinkles’ magnitude by calculating the distance between
each ridge point and its nearest contour points. Given all
surface ridge points R = {r1, ..., rnr} and each wrinkle’s
contour points W = {w1, ..., wnw}, the TSD along the x−y
plane (w.r.t the camera plane), TSDxyi , and depth direction,
TSDdi , are calculated as follows:
TSDxyi = min
i∈nw
‖ri, wj‖2 (2)
TSDdi = d
r
i − dcargj min ‖ri,wj‖2 , (3)
where dri and d
w
j are the depth value of the ri and
wj . The TSD description is a bi-dimensional histogram
of topological spatial distances {TSDxy1 , ..., TSDxynr} and{TSDd1 , ..., TSDdnr}, which represents the wrinkles’ esti-
mated width and height, respectively. The final TSD descrip-
tion is obtained by vectorising the bi-dimensional histogram.
Width values smaller than 5 or larger than 50 are removed.
For both TSDxy and TSDd dimensions, bins are set as
10 uniform intervals ranging from 5 to 50 (the unit on x-
y plane is pixel, and on the depth axis is millimetre). The
latter corresponds to the possible range of wrinkle widths and
heights – for TSDxy , the unit is pixels, while for TSDd the
unit is millimetres. After applying L2 normalisation, the final
100 dimensional TSD global descriptor (10×10) is obtained.
D. Local Features
1) Local B-Spline Patch (BSP): B-Spline surface is a
classic 3D surface representation in computer graphics,
where the surface shape can be manipulated by a set
of control points. In our approach, we adapt B-Spline
surface fitting to describe local clothing patches. That is,
for each m × n patch P of the depth map, a set of
3D points are given X{x1, ..., xn},Y {y1, ..., ym}, P =
{P(x1,y1), ..., P(xi,yj), ..., P(xn,ym)}, where xi,yi are x, y
coordinates and P(xi,yi) is the value of the depth map. The
implicit surface can be represented as:
P (u,w) =
n+1∑
i=1
m+1∑
j=1
Ωi,jαi,k(x)βj,l(y), (4)
where Ωi,j represents the control point at row i and column
j. αi,k(x) and βj,l(y) are the basis functions in the x − y
plane, more details of which can be found in [21]. Eq.4 can
be written in matrix form as:
[P ] = [Φ][Ω], (5)
where Φi,j = αi,kβj,l, while P is an r·s×3 matrix containing
the 3D coordinates of the range map points, Φ is a r · s ×
n · m basis function matrix containing all the products of
αi,k(u) and βj,l(w), and Ω is a n ·m× 3 matrix of control
point coordinates. Thus, the B-Spline surface approximation
is obtained by solving Eq. 5 as a least-square problem.
Finally, we use control points Ω as the local surface
representation which is a subset representation of the total set
of surface points P . In our experiments, a 3rd order uniform
open knot vector [0 0 0 0 1 2 2 2 2] is used to compute the
bases functions. Each patch is represented by 5× 5 control
points. Since the control points are distributed uniformly
in the x − y plane, only 25 depth values are used for the
descriptor. In our approach, the BSP descriptors are extracted
densely from m × n patches1 on wrinkles (ridges), instead
of extracting them uniformly across the clothing, since our
objective is to describe the 3D shape of wrinkles (Section III-
C.1).
2) Locality-Constrained Linear Coding: The Bag-of-
Features (BoF) technique only projects a descriptor to its
nearest atom in the codebook. Sparse coding allows the local
descriptor to be represented by more than one codebook
atom. Compared to traditional L1-norm sparse coding [13],
Locality-constrained Linear Coding (LLC) [22] adopts a
locality based constraint to enforce sparsity which has been
shown to perform more effectively and efficiently in object
recognition benchmarks. In this paper, we modified the LLC
loss function as:
min
C
N∑
i=1
‖xi − ciB‖2 + λ‖di  ω  ci‖2
s.t. c1 = 1, w1 = 1,∀i
(6)
where, N is the number of descriptors, BK×D is the code-
book (generated by K-means clustering, D is the dimension
of BSP descriptor), c1×Ki is the code for the ith descriptor,
x1×Di .  refers to element-wise multiplication. di is the
Euclidean distance between xi and the codebook atoms,
ω = {ω1, ..., ωK} is the weight of the atoms, calculated by:
ωj =
1
1 + e−σ(nj−n¯)
, (7)
where nj is the number of descriptors assigned to the jth
Kmeans cluster, and n¯ is N/K. In our implementation, σ is
set to 0.5 ∗ 10−2 based on practical experience. The motiva-
tion of weighting codebook atoms is based on the assumption
that patterns from smaller clusters are more distinctive than
those from large clusters. The weights of atoms are set as
the sigmoid function of the size of corresponding clusters.
1In our implementation, we set m = n =35 depending on the practical
experience.
Fig. 3. The flow-chart of the autonomous clothes sorting system.
LLC retrieves a very small number k( K)2 of codebook
atoms which are relevant to the matched descriptor. LLC then
generates codes in the local coordinate from the retrieved
codebook atoms. Sum-pooling is used to generate the global
representation:
sumpooling : cout = sum(c1, ..., cn) (8)
where, {c1, ..., nc} are the input codes, and, cout, the final
output LLC code. Sum-pooling is calculated for each di-
mension of the input codes.
E. Classification
In this paper, we investigate the performance of state-
of-the-art classification algorithms as described in Section
V-B.3. We employed SVM with linear and RBF kernels,
Random Forest, Gaussian Process for multi-class classifi-
cation. We found that SVM with RBF kernel provides the
best performance among the surveyed classifiers. In our
implementation, LibSVM [23] is used and a One-Versus-All
strategy is used for multiple-class classification.
IV. APPLICATION: AUTONOMOUS CLOTHES SORTING
ROBOT
Clothing category recognition in free-configurations has
a range of potential applications, e.g. in a fully-autonomous
laundry system. We include our clothes recognition approach
into an autonomous robot clothes sorting system (as shown
in Fig. 3). In this system, a robot categorises each item of
clothing in a pile and sorts the clothing into their correspond-
ing box.
In [17], [24], we have described an active binocular
robot head system including hand-eye calibration, camera
vergence, automatic gaze control, GPU-accelerated stereo
2From empirical validation, we found that a k value of 5 works well in
practice.
matcher and 2.5D reconstruction. As clothes are in free-
configuration on a table, segmentation is required to separate
clothes from the background. Image segmentation comprise
two steps: a supervised grab-cut algorithm [25] is employed
to segment the clothing pile from the table. An efficient
graph-cut [26] is then applied to segment the pile into
independent items of clothing. In each sorting iteration, the
largest segmented garment in the field of view is selected
for recognition and sorting. For each sorting iteration, the
status of the table is checked and the largest clothing item
is segmented and targeted until the table is empty.
Following stereo matching, segmentation and 2.5D re-
construction, the depth image is fed into the proposed
recognition pipeline to predict the clothing category. Gras-
pable candidates will then be found on the selected item
of clothing. A heuristic clothing grasping approach detects
and sorts graspable points on the detected wrinkles. For
each ridge point, its two contour points are searched for
along the two maximum curvature directions on the ‘ridge’
shaped region (similar while detecting wrinkles in Section
III-A). Once a triplet has been matched (a ridge point and
its two contour points), it is then treated as a graspable
point. After triplet matching, all the graspable positions can
be sorted by a flatness ratio obtained from the constructed
triplets. During grasping, a success or failure feedback signal
is given from the tactile sensor on the tip of the robot
gripper [27]. In the case of failure, other graspable points
are sequentially attempted until the clothing item has been
grasped successfully. Once the clothing item has been recog-
nised and grasped successfully, the robot will sort it into
the corresponding box. An example of a sorting iteration is
shown in Fig. IV.
V. EXPERIMENTS
We validate our approach in two different scenarios:
clothes classification and autonomous robotic sorting experi-
ments. The former measures the performance of recognising
categories of clothing items from previously unseen clothing
items (Section V-B). Whereas, the latter demonstrates our
approach in a dual-arm industrial robot test bed (Section
V-C). For the clothes classification experiments, we have
captured a high quality RGBD clothing dataset using our
stereo head system [17], [28], [29] and the ASUS xtion pro
(Section V-A). We must note that our approach only employs
depth information and RGB data is not included.
The clothes classification validation is further divided into
3 experiments; (a) we fully evaluate the performance of our
approach including each local and global features, and the
fusion of both feature representations; (b) we investigate
the performance of different classification algorithms w.r.t
the our visual feature representation; and, (c) we compare
the performance between our high-resolution stereo and
Asus Xtion sensing devices. As reported in [4], [2], 5-fold
cross validation is adopted as the evaluation mechanism of
classification performance. We use classification accuracy as
our measure of performance. In this paper, we perform the
cross validation procedure ten times and average the results.
(a) (b) (c) (d) (e) (f)
Fig. 4. (a) shows the 2.5D reconstruction as provided by our stereo robot head; (b) is the segmentation result of [25]; (c) the robot has classified a
garment based on the clothing’s material and category; (d) shows estimated grasping points; (d) the garment has been grasped successfully; and, (d) the
grasped garment is sorted to its corresponding box.
A. Clothes Dataset
Our dataset comprises 50 clothing items of 5 categories:
T-shirts, shirts, sweaters, jeans and towels. Material types
for each category are: fine-cotton, jaconet, wool, denim and
coarse-cotton, respectively. We have captured 10 clothing
items per category of different colours (i.e. from white to
black colours). Each item of clothing is captured in 21
different random configurations with our stereo robot head
system and the ASUS Xtion.
We have therefore captured 1050 garment samples in
random configurations for each sensing device, i.e. 2100
clothing samples. We have provided for each clothing item
an RGB image, depth map and segmented mask of 16
MegaPixels (3264×4928) image resolution for our stereo
robot head and VGA image resolution for the ASUS Xtion.
Our dataset is the first high-resolution free-configuration
clothing dataset available. This dataset and our implemen-
tation are freely available at: https://sites.google.
com/site/clopemaclothesdataset/. In this paper,
we resize the images to 4 MegaPixels (1632×2464) as a
trade-off between effectiveness and efficiency.
B. Clothes Classification Experiments
1) Baseline Performance: As discussed in Section II,
approaches similar to this paper have been proposed in
the literature. Willimon, et.al.’s approach [4] used RGB
information of clothes as their visual representation. Hence,
their approach is not comparable with our proposed method
as our underlying visual representation is based on depth in-
formation. Ramisa, et.al.’s approach [2], however, used depth
data for feature extraction and classification. We therefore
use their implementation as the baseline performance for
our approach. In our experiments, we set FINDDD number
of bins to 13, the size of the extraction region without soft
voting to 43 and 85 for the Asus Xtion and robot head,
respectively; and the number of codebooks bases to 512.
These FINDDD parameters provide the best performance in
our dataset.
2) Feature Representation Performance: For our local
features, K-means clustering is employed to create a code-
book B. For FINDDD and BSP descriptors, we randomly
sampled 105 descriptors for clustering. For the BSP de-
scriptor (Eq. 5), the learnt codebook is the reconstructed B-
Spline surfaces (Fig. 2-e). For global features, we use their
default parameters (as described in Section III-C) since we
Fig. 5. The performance of different local descriptors and coding methods.
We can observe that BSP with BoF improves the FINDDD descriptor with
BoF by approximately 5%. However, our LLC coding with BSP improves
by 10% w.r.t FINDDD.
did not notice considerable improvement in the accuracy
while carrying out our experimental validation (Fig. 2).
As described in Section V-B.3, SVM with a RBF kernel
provides the best classification accuracy, hence, the result
herein presented are w.r.t. to this classification algorithm.
For the first group of experiments, the performance of
BSP (Section III-D.1), SI (Section III-C.1), TSD (Section
III-C.3)and LBP (Section III-C.2) features are evaluated
separately. For BSP descriptors, LLC with sum-pooling is
employed. The number of codebook bases K is set to 256
3. The confusion matrix using BSP+LLC+sum-pooling is
shown in Fig. 6(a). In this figure, diagonal values indicate
the accuracy of each category. Rows correspond to the true
class, and columns, the predicted class.
As shown in Fig. 6(a), 6(b), 6(c) and 6(d), local BSP
features achieve a relatively stable performance among all
categories. However, the performance of different global
features alternate on specific categories. For instance, LBP
performs well on jeans and towels, but fails on shirts, while
SI works on sweaters but fails on t-shirts and jeans. TSD
exhibits the best performance on t-shirts (65.7% accuracy),
but also fails on shirts.
The above suggests that feature fusion will improve the
overall performance. To this end, we fuse the three global
features (LBP, SI, TSD) with local features (BSP) – L-S-T-
3As shown in Figure 5, larger K values correspond to better performance.
However, a large K value can potentially over-fit the training data, hence,
we employ 256 codebooks as this value depicts a trade-off between over-
fitting and generalisation.
(a) Local BSP feature + LLC + sum-pooling. (b) Global LBP feature. (c) Global SI feature.
(d) Global TSD feature. (e) Global features (LBP+SI+TSD). (f) Fusion of Local and Global features (L-S-T-B).
Fig. 6. Confusion matrices for multi-class classification. In this figure, the class labels 1-5 correspond to ‘t-shirts’, ‘shirts’, ‘sweaters’, ‘jeans’, ‘towels’.
TABLE I
TABLE . COMPARISON BETWEEN CLASSIFICATION ALGORITHMS.
Classifiers Accuracy%
Random Guess 20
FINDDD+BoF+SVM(linear) 56.2
FINDDD+BoF+SVM(rbf) 61.8
L-S-T-B+RF 72.0
L-S-T-B+GP(linear) 79.9
L-S-T-B+GP(rbf) 81.0
L-S-T-B+SVM(linear) 80.23
L-S-T-B+SVM(rbf) 83.2
B for short. Experimental results are shown in Fig. 6(e) and
Fig. 6(f). We can observe that a fused representation does
increase the classification accuracy. Global features achieve
77.5% accuracy among the 5 categories, where each category
is above 64%, while L-S-T-B can reach 83.2% classification
accuracy, in which 89.2% is achieved on t-shirts, 70.0% on
shirts, 80.8% on sweater, 87.0% on jeans, and 88.8% on
towels. The classification accuracy of shirts is 16% lower
than the overall average accuracy. From our observation, the
the configuration of shirts are more susceptible to its various
make, thickness, and anti-wrinke property. This likely leads
to higher inter-class similarities.
3) Influence on the Classification Algorithm: We investi-
gate the performance of L-S-T-B representation with differ-
ent classification algorithms. To that end, we evaluate three
state-of-the-art classifiers of which Support Vector Machine
(SVM), Random Forest (RF) and Gaussian Process (GP) are
chosen and implemented for these experiments. For kernel
methods (SVM and GP), we analyse the performance of
linear and Radial Basis Function (RBF) kernels. For SVM,
the cost parameter C is set as 10, and γ of the RBF kernel is
set to 10/D (D is dimension of L-S-T-D feature description).
For RF, we initialise the forest with 2000 trees and D/5
dimensions are randomly selected for each tree. We have
set these parameters according to our practical experience.
GP is couched as a multi-class GP classification problem
[30] where Laplace approximation is used as the inference
method. Hyper-parameters of GP kernels are optimised by
maximising the log marginal likelihood of the training data.
From Table I, the performance of RF (72.0%) is the lowest
of all while using our L-S-T-B representation. SVM provides
TABLE II
TABLE . SUMMARY OF CLASSIFICATION ACCURACY BETWEEN SENSING
DEVICES.
Accuracy Asus Xtion Robot head Improvement
Random guess 20 20 0
FINDDD+BoF 47.0% 61.8% +14.8%
BSP+LLC 52.2% 72.1% +19.9%
LBP 56.4% 69.1% +12.7%
SI 39.1% 54.2% +15.1%
TSD 38.6% 50.3% +11.7%
L-S-B 60.0% 77.5% +17.5%
L-S-T-B 64.2% 83.2% +19%
the best classification performance within our pipeline. For
both SVM and GP, the performance of RBF kernels are
marginally higher than those with linear kernels. Therefore,
SVM with RBF kernel is finally selected for our pipeline.
4) Depth Sensors Performance: In these experiments, we
compare the performance of our proposed clothing category
recognition pipeline between sensing devices, i.e. our stereo-
head and Asus Xtion. As shown in Table II, the baseline
method (FINDDD+BoF) achieves 47%. The performance of
FINDDD is lower than the reported performance in [2]. This
is mainly because our experiments are about recognising
previously unseen clothes and not about recognising clothing
configurations (previously seen clothes) in their paper. In
contrast, the accuracy with our binocular robot head is
61.8% due to the high-quality texture material detail our
robot head is able to capture. We can therefore state that
our proposed visual representation outperforms previously
reported approaches on both Kinect and robot head (64.2%
and 83.2%, respectively).
TABLE III
TABLE . PERFORMANCE OF AUTONOMOUS ROBOT SORTING.
Categories T-shirt Shirt Sweater Jeans Towel Overall
Success 7/10 4/10 7/10 7/10 8/10 33/50
C. Autonomous Robotic Sorting Experiments
To demonstrate the robustness of our clothing category
recognition pipeline in a real-world scenario, we implement
our pipeline in an industrial dual-arm robot specifically
design to handle and manipulate clothes4. We therefore
divided 50 clothing items from our dataset into 10 different
sorting experiments – clothing items are only used once for
each sorting experiment. Similarly, those selected clothing
items for validation are not used for training. This allow us
to evaluate the robustness and generalisation of our approach
with unseen clothing items. Likewise, sorting performance
comprises all modules integrated in our robot: image seg-
mentation [25], stereo-matching and stereo-calibration [17]
and robotic manipulation [25] as described in Section IV.
From Table III, shirts observe low success rate because
their intra-class dissimilarity is high. This is consistent to
the findings in Section V-B.2. Failures of recognition during
autonomous sorting are attributed to: (a) the segmentation
algorithm fails occasionally when neighbouring clothing
items have similar visual appearance; (b) large clothing items
are more likely to be affected by occlusions; and, (c) the
material properties of soft clothes are reshaped by other rigid
clothes while the robot interacts with them. Nevertheless,
we can therefore argue that our dual-arm robot has the
potential to achieve a more efficient autonomous sorting as
it requires less perception-manipulation operations (i.e. one-
shot clothing item recognition followed by iterative garment
grasping) than reported sorting approaches in the literature
(e.g. [8], [3]).
VI. CONCLUSION
In this paper, we have presented a novel robot vi-
sion recognition approach for clothing category in free-
configurations based on 2.5D depth information. To the best
of our knowledge, our approach is the first to recognise
in free-configurations. The classification performance of all
proposed features observe a substantial improvement while
capturing images with our robot head (Table II). This is
because our robot head can deliver high-quality depth maps
which are appropriate for 2.5D surface analysis. Overall,
our proposed approach advances the state-of-the-art from
47% [2] to 83.2% classification accuracy. To demonstrate our
approach in a real robotic scenario, we have implemented our
approach into an autonomous clothes sorting robot system.
In this system, the robot is able to recognise clothing
items in a pile, grasp them and sort them into boxes. The
whole process is fully autonomous, supported by visual and
tactile feedback. Overall, our proposed recognition pipeline
therefore advances the state-of-the-art [2] in robot clothing
recognition.
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