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2II. DYNAMICAL GAUGE CONDITIONS
Our aim is to nd equations for the gauge elds that
allow the spacetime coordinates to adapt dynamically to
the structure of the evolving spacetime. In particular
we would like the gauge elds to select coordinates in
which all the dynamical elds become time independent
whenever the spacetime itself evolves into an equilibrium
stationary state. For computational eÆciency and ease of
formulating appropriate boundary conditions, we prefer
to nd hyperbolic rather than elliptic equations for the
gauge elds. We also prefer hyperbolic equations rather
than equations of indeterminant type because they have
a well posed initial value problem.
The desire to improve the stability and accuracy of nu-
merical evolutions of Einstein's equations has for many
years provided the motivation to nd intelligent choices
for the gauge elds [1, 18]. Perhaps the most widely stud-
ied gauge condition of this type is the use of maximal-
slice foliations for the t = constant surfaces in the 3+1
decomposition. Maximal slices are dened by the condi-
tion that the divergence of the normal vector vanishes.
Maximal slices tend to avoid strong focusing singularities,
and they allow longer numerical evolutions than do sim-
pler choices such as N = 1. The mathematical condition
that a slice be maximal is equivalent to the condition that
the trace of the extrinsic curvature of the slice vanishes:




. The time evolution of K is determined


















is the covariant derivative compatible with g
ij
.
Thus the choice of evolving along a foliation of maximal
slices, each with K = 0, is enforced by imposing an ellip-
tic equation on the lapse N . This condition for the lapse
is easily generalized to conditions whose eect is to freeze
K to its value on an initial surface: 0 = @
t
K. These \K-
freezing" conditions also result in elliptic equations for
















The K-freezing conditions have been used numerically
with some success [28]. One disadvantage is that they
require the solution of an elliptic equation at each time
step. This is usually more computationally expensive
than solving hyperbolic equations, and for the case of ex-
cised black holes [21, 23, 28, 29, 30, 31, 32, 33] it requires
appropriate boundary conditions [34] to be imposed on
the excision surfaces. For these reasons, alternatives to
Eq. (2.2) have been studied as well. One possibility is to
convert the elliptic equation for the lapse into a hyper-
bolic equation, by adding suitable time derivative terms.















N converts the elliptic equation for N into a hy-
perbolic equation with characteristic speeds 
p
, while
the rst-order term N@
t
N provides dissipation that
tends to suppress @
t
N . Gauge conditions of this type
have been called \K-driver" conditions [35] and have
been used with some success in the numerical evolution of
black hole spacetimes [20, 22, 23]. A large family of dier-
entK-driver conditions can be constructed fromEq. (2.3)
by adding terms that leave the hyperbolic structure of
this equation intact. Here we will use as our starting
point one of these K-driver equations that admits an
exact rst time integral. Thus we adopt a rst-order
K-driver condition which can be thought of as the rst-
















is the arbitrarily prescribed value of K on some
t = constant surface. Lapse functions that solve this
equation will also satisfy a damped wave equation that
is analogous to Eq. (2.3). Thus our expectation is that (if
and) when a spacetime evolves into a time-independent
state, this choice of lapse will drive the evolution toward
a slicing in which the trace of the extrinsic curvature K
takes the time-independent value K
0
.
Next we turn our attention to nding appropriate con-
ditions for the shift N
i
. The idea is to use our freedom in
the shift to select spatial coordinates in which the evolu-





the spacetime itself evolves toward a stationary state.
The time derivative of the spatial metric is given by the




























over a t = constant surface is minimized when-

















































 >  2 [36].
Such a condition selects shift vectors that minimize the
time derivative of the spatial metric (or more accurately













It would be straightforward to convert the shift con-
ditions of Eq. (2.7) to hyperbolic equations by adding
appropriate time derivative terms, in analogy with the
derivation of the K-driver equation for the lapse. How-
ever, we choose instead to follow a slightly dierent path.



































agrees with the dynamical eld used in the

































































) = 0 imposes
an elliptic equation on the shift (for  < 3 in this case).
This  -freezing dierential equation has the same princi-
pal part as the generalized minimumdistortion condition,
Eq. (2.6). Following Alcubierre, et. al [20] we convert
this elliptic shift condition into a hyperbolic equation by






















As was the case for the lapse equation, it is possible to
construct a large family of hyperbolic  -freezing condi-
tions by adding non-principal terms to Eq. (2.11). By
adding suitable non-principal terms we can construct
members of this family that admit exact rst integrals.












































some particular time slice. Our expectation is that (if
and) when a spacetime evolves to a stationary state, that
the  -driver condition will cause the spatial coordinates
to evolve in a way that tends to minimize the coordinate
time derivatives of the spatial metric.
In summary then, we adopt the followingK-driver and


































































These conditions are just the K-driver and  -driver con-
ditions of Eqs. (2.4) and (2.12) except for the addition





. These coupling terms will give
us more exibility later in constructing a unied system
of fully hyperbolic equations for the evolution of all the
gravitational and gauge elds. For maximum exibility,













to be completely free and undetermined.
III. UNIFIED EVOLUTION SYSTEM
The K-driver and  -driver Eqs. (2.13) and (2.14) were
each constructed to be rst-order hyperbolic equations.
However, these equations are manifestly hyperbolic only





whereas the situation of interest to us is when all elds
evolve together. So our aim now is to construct a unied
system of evolution equations for both the gauge and the
gravitational elds such that the entire system is sym-
metric hyperbolic.
The rst step is to examine the highest derivative cou-
pling of the (densitized) lapse and shift to the Einstein
evolution equations. We use a general form of the equa-
tions written in the notation of Kidder-Scheel-Teukolsky
(KST) [10]. These are rst-order evolution equations for
the spatial metric g
ij
, the extrinsic curvature K
ij
and










this point we need consider only the highest derivative

























































































































































where ' denotes equality of the principal part of the
equation, and Q = log (N=g

) is the densitized lapse.
The parameter  that appears in these equations is part
of the denition of the densitized lapse Q, while , , ,
and  were introduced by adding multiples of the con-
straints to the evolution equations (see KST [10]).
The Einstein evolution Eqs. (3.2) and (3.3) couple to
the second spatial derivatives of the densitized lapse and
shift. Thus in order to construct a rst-order unied
system, we need to promote the spatial derivatives of the

















Using these denitions we express the gauge evolution
equations (2.13) and (2.14) in terms of these new elds.






by taking spatial gradients of Eqs. (2.13) and (2.14).




































































































The system of Eqs. (3.1){(3.3) and (3.6){(3.9) consti-
tutes a unied system of rst-order evolution equations














g as desired. This system is not unique however.
We are free to add multiples of the various constraints
to these equations, thus producing other systems whose
constraint-satisfying solutions are identical. Motivated
by the fact that the addition of such constraint terms
improves the mathematical character of the Einstein evo-
lution equations [10], we now add additional multiples of
the constraints to our unied system of equations. In

















































































































Here the : : : denote the terms in the unmodied equa-
tions. The new terms (each proportional to a new con-
stant  
A





of Eqs. (3.10) and (3.11), as well as multiples
of the standard Hamiltonian and momentum constraints
C and C
i
, and the constraint C
klij
from the xed-gauge
































Adding constraints in this way is essential for obtaining a
hyperbolic system of evolution equations. Note that the
constraints added here are in addition to the constraints
already included in Eqs. (3.2) and (3.3).
The full unied system of evolution equations, includ-
ing these new constraint terms, can now be written as




































































































































































































































































































































These equations constitute a rst-order system of evolu-














g. This system depends on 22 freely speci-
able parameters: 20 of these parameters aect the prin-
cipal parts of the equations f; ; ; ; ;  
1
















g are dissipation terms in the gauge equations that do
not aect the principal parts. We will constrain some of
these parameters in the following section to ensure that
the system of equations is symmetric hyperbolic. The
remaining parameters will be freely speciable and avail-
able for other purposes, such as simplifying the resulting
equations or optimizing the stability of numerical space-
time evolutions.
IV. SYMMETRIC HYPERBOLICITY
The unied system of evolution equations (3.18{3.24)































g. A rst-order system such
as this is called symmetric hyperbolic if there exists a
symmetric positive-denite \symmetrizer" S

on the
















bolic systems [39] have well-posed initial value problems,
5real characteristic speeds, complete sets of characteris-
tic eigenvectors, and other nice mathematical proper-
ties such as the existence of associated canonical energy
norms.
We now explore the conditions under which the uni-
ed evolution equations of Sec. III are in fact symmetric
hyperbolic. We assume that the symmetrizer S

can be
written as a function of the metric g
ij
and various con-
stant parameters. In particular we consider the follow-


















































































































































































































































































































The quadratic form (4.2) is positive denite i the






























g are positive, and certain inequalities are satised











g. Some of these






















g are less transparent.
























is positive denite. The most straightforward way to en-
force this condition is to use the fact that a matrix is pos-
itive denite i it admits a Cholesky decomposition [40].
By writing the Cholesky decomposition of Eq. (4.6) in




































































the matrix in Eq. (4.6) is positive denite for arbitrary
F
A




6= 0, and F
6
6= 0.
It is straightforward (but tedious) now to evaluate the
conditions on the various parameters needed to guarantee








are symmetric in 
and  for all k. After lengthy algebraic manipulations
we nd that the following conditions are necessary and



























































































































































































































































































































































































































































































































































































































































































































































































  (3 + )D
1
























































































































where  is given by


































: : : ;  
10






































g [47]. Writing the conditions for sym-
metric hyperbolicity like this is a particularly convenient






























g can be chosen freely except for the sim-
ple inequalities needed to guarantee the positivity of S

.
We note that the evolution system is invariant under an
overall scaling of the symmetrizer. Thus without loss of
generality we will set C
1
= 1, so there are really only
14 freely speciable parameters that aect the evolution
equations. We also point out the following nice feature
of this way of parameterizing these equations: By us-
ing the symmetrization conditions in Eqs. (4.13){(4.33)
to determine the parameters that actually appear in the
evolution equations f 
1
; : : : ;  
10









g we are guaranteed to have a system that has only
real characteristic speeds, a complete set of eigenvectors,
etc. This same parameterization technique has been used
by Frittelli and Reula [7], and can also be used to provide
a more convenient and complete characterization of the
symmetric hyperbolic subset of the original xed-gauge
KST equations. We summarize this approach to the KST
equations in the Appendix.
V. CHARACTERISTIC SPEEDS
The evolution equations for the full system of elds|
including the gauge elds|have been put in a rst-order
form in Sec. III. The characteristic speeds in the di-
rection 
k






that appears in Eq. (4.1). The unit one-form

k
species the direction of propagation. The charac-





very simple. In the frame of the hypersurface-normal
observers, the characteristic speed associated with the
propagation of g
ij
is v = 0, while the speed associ-
ated with the propagation of the gauge elds fQ;N
i
g





In order to evaluate the characteristic speeds as-
sociated with the other dynamical elds of this sys-
tem it is convenient to transform to an irreducable
representation of the space of elds. In this ba-





becomes block diagonal and
hence its eigenvalues become much easier to evaluate.










g consists of pro-

























































is the projection ten-






















































































































g; and nally the transverse
traceless part of D
kij
.
The scalar parts of the dynamical elds is an eight





7decouples from the others. This block depends on the
dynamical KST parameters and the other parameters in-
troduced in Sec. III that describe the dynamics of the
gauge elds. We nd that the eight characteristic speeds














































































































The transverse vector parts of the dynamical elds con-
stitute two identical eight dimensional subspaces. The

































































(1  3   4) 
1
8





















(1 + 3) 
4
+ (1 + 4 + ) 
5











+(1  4   3) 
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3(   2) 
6
  (1  4   3) 
5









(1  4   3) 
5
+(5   9) 
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We note that the parameter 
S
introduced in Eq. (2.14)
represents one of the characteristic speeds of this system,
as expected.
The characteristic speeds of the two identical 4-
dimensional spaces of symmetric transverse traceless sec-















)(2 +  
8
): (5.16)
The characteristic speeds of the 2-dimensional space of












)(2 +  
8
): (5.17)
And nally the subspace consisting of the transverse
traceless part of D
kij
has only one characteristic speed,
and this vanishes.
These expressions determine the characteristic speeds




; :::g that dene the
form of the evolution equations. The speeds can also
be re-expressed in terms of the symmetrizer parameters
through Eqs. (4.13){(4.33). The characteristic speeds are



























; g that can be
specied (almost) freely as discussed in Sec. IV.
Although most of the characteristic speeds depend on
the parameters that dene the system of evolution equa-
tions, several of the speeds are independent of them. For
instance, twelve eigenvectors have characteristic speed
zero, and four eigenvectors have characteristic speed 1
(the speed of light in our units); the former correspond
to gauge-dependent elds, while the latter must be the
incoming and outgoing elds corresponding to the two
physical gravitational degrees of freedom. The remain-
ing speeds, the adjustable ones, must correspond to var-
ious gauge-dependent and therefore basically unphysical
characteristic elds.
In the past it has been considered most natural [5, 10,
41] to set any adjustable speeds in the Einstein evolution
equations to one (the speed of light) or zero with respect
to the t = constant surface normals. Our experience,
however, is that the instabilities limiting evolutions of
black hole spacetimes (with excision) often occur in out-
going characteristic elds that propagate at the speed of
light just outside the event horizon. Excitations in such
elds remain in the computational domain for long peri-
ods of time and therefore have the opportunity to grow
large. It therefore might be better to set the adjustable
characteristic speeds to values signicantly less than the
speed of light for evolutions of black hole spacetimes.
We have not been able to show that the adjustable
characteristic speeds can be set to arbitrary values by
adjusting the available parameters, and in fact it appears
likely that this is not possible. In particular we have
not been able to nd parameter values that make all of
these speeds equal to unity or zero. However, we have
shown that parameter values can be chosen to make all
of the adjustable characteristic speeds causal (i.e. less
than or equal to the speed of light) [48]. To provide a
specic example, we have have found parameter values




































8to any desired accuracy. The approximate values of
the symmetrizer parameters needed to achieve these































= 2:22;  =  0:33: These sym-
metrizer parameters also determine the parameters that
dene the explicit form of the evolution equations; for
this example the latter parameters have the follow-
ing approximate values:  
1
= 0:13;  
2







= 0:00;  
6







=  0:23;  
10
= 0:27;  =  0:76;  = 0:50;  =









= 0:44: We see that all of the characteristic
speeds in this example are causal, and the various pa-
rameters that determine the evolution equations are all
of order unity. In another example, we explored the pos-
sibility of making all of the characteristic speeds which
appear in Eq. (5.18){(5.20) as small as possible. We
found that it was only possible to make the squares of
all these characteristic speeds smaller than about 0.29.
Thus it is relatively easy to nd examples of these evolu-
tion equations that appear to be reasonable candidates
for performing numerical evolutions of black hole space-
times.
VI. KINEMATICAL EXTENSION
















g can also be
modied in these evolution equations. It has been
shown [10, 12, 29] that seemingly trivial changes in the
choice of these dynamical elds can have dramatic ef-
fects on the stability of numerical spacetime evolutions.
So following KST [10] we introduce a set of linear trans-
formations on the dynamical elds. In particular we take
a new set of elds u^












depends only on various
parameters and the spatial metric g
ij
. The most general
































































































































































































































vanish. Note that as in KST [10], it is understood
that when constructing evolution equations for the trans-
formed elds u^

, all (temporal and spatial) derivatives of
g
ij




eliminated by substituting the denition of D
kij
and the
evolution equations for g
ij
.








described by Eqs. (6.1){(6.4) do not change
the hyperbolicity of the system or the characteristic
speeds. This is because the characteristic matrix for the











































, which is symmetric and positive
denite i S

is symmetric and positive denite.
In summary, the unied system of evolution equations
presented here contains 41 free parameters when written
in terms of the dynamical elds u^

: the 22 parameters
that entered Eqs. (3.18){(3.24) as desribed above, plus 19
transformation parameters fz^
1











Sec. IV we reduce the number of free parameters by 6
to ensure that the system of equations is symmetric hy-
perbolic. The remaining 35 parameters are freely speci-
able and available for other purposes, such as simplifying
the resulting equations, xing the characteristic speeds
to desired values, or optimizing the stability of numeri-
cal spacetime evolutions.
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APPENDIX
The xed-gauge version of the Einstein evolution equa-
tions proposed by KST can be shown to be strongly or
even symmetric hyperbolic for certain choices of the ve
\dynamical" free parameters f; ; ; ; g character-
izing that system [10]. For the case in which all of the
adjustable characteristic speeds are set equal to the speed
of light, we have previously [12] determined the regions of
this parameter space where the equations are symmetric
hyperbolic, and the regions where they are not.
Using the technique developed in Sec. IV, we can now
construct all of the symmetric hyperbolic xed-gauge
KST systems explicitly, even for the general case in which
the adjustable speeds are left unspecied. For the xed-
gauge KST evolution system, Eqs. (3.1){(3.3), the ve
dynamical parameters f; ; ; ; g can be written in













g. These conditions, which are equivalent to the



















































































































Specifying the parameters f; ; ; ; g in this way











(1  3   4)  
1
4








(1 + 2)(2 + 2  )  

; (A.9)
are real, that the characteristic eigenvectors of the system
are complete, etc. We also note that the expression for
the parameters  and  in Eqs. (A.2) and (A.4), enforce
the conditions that  and  be limited to the ranges  3 <
 < 0 and 0 <  for the symmetric hyperbolic xed-gauge
KST systems no matter what values the characteristic
speeds may have.
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a consequence of the symmetry conditions, and so for
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g only appear on the right sides in equations that follow
the one where they appear on the left.







=N and can not be changed by adjusting
the various parameters of the theory. These speeds will
less than the speed of light except when the vector @
t
becomes spacelike.
[49] This is an extension (with a slight change in notation)
of the transformation introduced by KST [10]. The re-
lationship between the original KST notation and that
used here is: z^
1
= z^,
^
k
1
=
^
k,
^
k
2
= e^,
^
k
3
= a^,
^
k
4
=
^
b,
^
k
5
= c^, and
^
k
6
=
^
d.
