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GLOBAL EXISTENCE AND LIFESPAN FOR SEMILINEAR
WAVE EQUATIONS WITH MIXED NONLINEAR TERMS
WEI DAI, DAOYUAN FANG, AND CHENGBO WANG
Abstract. Firstly, we study the equation u = |u|qc + |∂u|p with small data,
where qc is the critical power of Strauss conjecture and p ≥ qc. We obtain the
optimal estimate of the lifespan ln(Tε) ≈ ε−qc(qc−1) in n = 3, and improve
the lower bound of Tε from exp
(
cε−(qc−1)
)
to exp
(
cε−(qc−1)
2/2
)
in n = 2.
Then, we study the Cauchy problem with small initial data for a system of
semilinear wave equations u = |v|q , v = |∂tu|p in 3-dimensional space with
q < 2. We obtain that this system admits a global solution above a p−q curve
for spherically symmetric data. On the contrary, we get a new region where
the solution will blow up.
1. Introduction
In this paper, we want to study the global solvability and the blow up for some
semilinear wave equations with nonlinear terms like |u|q and |∂tu|p. Firstly we
study the lifespan of the equation with mixed nonlinear terms
(1.1)
{
u := ∂2t u−∆u = |∂tu|p + |u|q,
(u, ∂tu)|t=0 = ε
(
f(x), g(x)
)
,
where p > 1, q > 1 and x ∈ Rn. This equation is in relation ([9]) with the following
equations which are well-investigated:
v = |v|q, t > 0, x ∈ Rn,(1.2)
w = |∂tw|p, t > 0, x ∈ Rn.(1.3)
The first equation (1.2) is related to the Strauss conjecture, for which the critical
power, denoted by qc(n), is known to be the positive root of the quadratic equation
(n− 1)q2 − (n+ 1)q − 2 = 0 .
This conjecture was finally verified in [5, 18]. And the complete history can be
found in [17]. As for the other equation (1.3), which is related to the Glassey
conjecture, see [8] and the references therein for more information.
The global existence and blow up dichotomy for the equation (1.1) with spatial
dimension n = 2, 3 has been well understood, through the works [9, 6]. For the
cases where there is no global existence, it is also interesting to give sharp estimates
of the lifespan, Tε, from above and below. In [9], the sharp estimates of Tε has been
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obtained for any p, q ≥ 2 and q > 2/(n− 1), except for the critical case p ≥ q = qc.
More precisely, it is known that
exp
(
cε−(qc−1)
)
≤ Tε ≤ exp
(
Cε−qc(qc−1)
)
, p ≥ q = qc, n = 2, 3.
The lower bound was obtained in [9] by using a variant of Klainerman’s method of
commuting vector fields, and the upper bound comes from the discussion of Strauss
conjecture and a simple application of comparison principle, which is expected to
be sharp for this problem.
It is not difficult to find that the lower bound of the lifespan of the critical
problem of (1.2) is closely related to the power q of Lqt in time norm for the forc-
ing term in the key estimates. For example, the obtained bound exp
(
cε−qc(qc−1)
)
which comes from [14] coincides with q = qc in estimates (3.1), and the obtained
bound exp
(
cε−(qc−1)
2/2
)
which comes from [11] coincides with q = (qc − 1)/2 in
estimates (3.2). In order to improve the result from [9], we adapt these generalized
Strichartz estimates to the equation (1.1), use energy inequality with Klainerman-
Sobolev inequality to deal with derivative term. Thus we get the following result
for dimension three, which is sharp in general.
Theorem 1.1. Let n = 3, q = qc(3) = 1 +
√
2 and p ≥ q. Suppose that the data
(f, g) satisfy
(1.4) Λ := ‖〈x〉5 ∂≤3x f‖L∞x + ‖〈x〉5 ∂≤2x g‖L∞x <∞,
then there exists an ε0(Λ, p) > 0 and a constant c > 0, such that for any ε ∈ (0, ε0),
(1.1) has a unique solution u ∈ C0([0, T¯ε] ;H3(R3)) ∩ C1([0, T¯ε] ;H2(R3)) where
T¯ε := exp
(
cε−qc(qc−1)
)
.
Turning to the 2 dimensional case, as is typical for wave equations, the problem
seems to be more delicate. As far as the authors are aware, even for the problem
(1.2) with q = qc(2), the only available approach to prove the sharp lower bound
is given in [19], for compactly supported smooth data, which relies heavily on the
fundamental solutions and seems inappropriate for the problems involving nonlinear
term |∂tu|p. Instead, the approach using space-time estimates is more robust for
various nonlinear problems. Here, we adapt the generalized Strichartz estimates
from [11] to the current setting and obtain the following
Theorem 1.2. Let n = 2, q = qc(2) = (3 +
√
17)/2 and p ≥ q. Considering (1.1)
with data (f, g) satisfying (1.4), we have a similar existence result with small data,
as in Theorem 1.1, with T¯ε replaced by
T˜ε := exp
(
cε−(qc−1)
2/2
)
.
Next, we consider a coupled wave system with different nonlinear terms in each
equation,
(1.5)
{
u = |v|q, v = |∂tu|p,
(u, ∂tu)|t=0 = ε
(
f(x), g(x)
)
, (v, ∂tv)|t=0 = ε
(
f˜(x), g˜(x)
)
,
where u, v depend on (t, x) ∈ [0, T ) × R3 for some T ∈ (0,∞], ε is positive and
small enough.
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The system (1.5) has been discussed in [10], which shows there exists a curve in
(1,∞)2 of index-pairs (p, q),
(1.6) (p− 1)(pq − 1) = p+ 2, 1 < q, 1 < p < 3.
When (p, q) lies below the curve, this system blow up in most cases whatever small
ε is. On the contrary, when (p, q) lies above the curve with 2 < p < 3, 2 < q, this
system (1.5) has a global solution at least for radially symmetric small data.
To analyze this equation, we compare it with some closely related systems. They
are
(I) : u = |v|q, v = |u|p, x ∈ R3;
(II) : u = |∂tv|q, v = |∂tu|p, x ∈ R3.
For (I), which relates to the Strauss conjecture, it is known that
(1.7) max
{
p+ 2 + q−1
pq − 1 ,
q + 2 + p−1
pq − 1
}
= 1
is the critical curve of index-pairs (p, q). The curve was firstly provided in [2], in
which they prove global existence for supercritical case and blow up for subcritical
case. For blow up in the critical case and the lifespan estimates, see [1] and the
references therein.
As for (II), which relates to the Glassey conjecture, such a curve is
(1.8) max
{
q + 1
pq − 1 ,
p+ 1
pq − 1
}
= 1.
This is optimal at least for radially symmetric initial data, where the blow up part
can be found in [3] and the existence part for symmetric situation was verified in
[13]. We refer the interested readers to [10] for more information about these two
problems.
It is naturally to infer that the critical curve for (1.5) should lies between the
curves (1.7) and (1.8). However, the curve (1.6) intersects with one of the above
curves (see the figure below, CC ′′ intersects with lB). This motivates us to improve
the result when q < 2.
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Here lA is the critical curve to problem (I), lB is the critical curve to problem
(II) and CC ′′ is (1.6) with q < 2. We want to establish a global existence theorem
to (1.5) with radially symmetric small data, for the region above CC ′,
(1.9) p(q − 1) > 2 + 1
pq
, 1 < q < 2, 2 < p < 3.
Theorem 1.3. Suppose that (1.9) is satisfied. We also suppose f, f˜ ∈ C2(R3),
g, g˜ ∈ C1(R3) are spherically symmetric and supported in B1(0). Then there exists
a positive number ε0 such that for 0 < ε < ε0, there exists a global solution (u, v)
of (1.5) satisfying
u, v, ∂tu ∈ C(R+ × R3).
The key point here is that a symmetric 3-D wave equation is equivalent to an
1-D equation essentially, in which case the solution of linear problem has a higher
regularity. In order to match the situation q < 2, we use the weight functions
different from [10].
As for the blow up part, we adopt the strategy of deriving a system of ordinary
differential inequalities which causes blow up solutions. Since the technique is
suitable for any dimensions, we give a general result rather than n = 3.
Theorem 1.4. Let n ≥ 1 and p, q > 1 such that
(1.10)
p+ 1
pq − 1 >
n− 1
2
,
n− 1
2
(q − 1) < 1 .
Suppose that all data are supported in B1(0) and g− f, f, g˜− f˜ , f˜ are non-negative
where f˜ does not vanish identically. Then for any ε > 0, there are no global weak
solutions of (1.5) such that supp(u, v) ⊂ {(t, x) : |x| ≤ t+ 1}, and
(1.11) u, v, ∂tu, ∂tv ∈ C(R+;L1(Rn)), v ∈ C(R+;Lq(Rn)), ∂tu ∈ C(R+;Lp(Rn)),
where R+ = [0,∞).
This improves the result from the curve CC ′′ to the right branch of lB . Remark
also that this result is better than that in [15].
Remark 1.5. For n = 3, partly because the endpoint (p, q) = (
√
6/2+1, 2) is critical,
but (p, q) = (2, 2) on lB is not, we tend to believe that the critical curve for (1.5)
with q ∈ (1, 2) is that appeared in Theorem 1.3, that is,
p(q − 1) = 2 + 1
pq
, 1 < q < 2, 1 < p
which is CC ′ in the figure.
This rest of paper is organized as follows. In Section 2 we introduce some nota-
tions we will use. Then we prove Theorem 1.1-1.4, in Section 3-5, respectively.
2. notations
We list here some notations which will be used in our article. First, the Einstein
summation convention is used, as well as the convention that Greek indices µ, ν, · · ·
range from 0 to n while Latin indices i, j, · · · will run from 1 to n.
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We also denote
〈a〉 :=
√
1 + |a|2 ≈ 1 + |a|,
‖f(x)‖LprLbω :=
(∫ ∞
0
(∫
Sn−1
|f(rω)|b dω
)p/b
rn−1 dr
)1/p
,
∂u(t, x) := {∂µu} = (∂tu, ∂xu),
∂≤kf := {∂αf}0≤|α|≤k.
Furthermore, we will use some kinds of special vector fields. There are spatial
rotation: Ωjk = x
k∂j − xj∂k, Lorentz boost: Ω0k = t∂k + xk∂t and scaling: L0 =
t∂t + x
i∂i. Set Γ = {∂µ,Ωµν , L0} be the well-known Klainerman vector fields. For
such vector fields, we have
(2.1)
[∂µ,Γα] f = C
β
µα∂βf, [Γα,Γβ ] f = C
σ
αβΓσf,
[Γα,] f = Cαf,
(
α, β = 0, 1, · · · , (n2 + 3n+ 2)/2
)
where [X,Y ] denotes the commutator XY −Y X. And all coefficients are belong to
C∞b .
We denote a constant C which may change from line to line, but not depend on
ε, t or x. And A . B means A ≤ CB for some C > 0, A & B is similar, A ≈ B
means A . B . A.
3. Proof of Theorem 1.1 and Theorem 1.2
3.1. Preliminaries.
We firstly list some lemmas to be used later.
Lemma 3.1 (Local existence). When n ≤ 3. For the equation{
∂2t u−∆u = F (u, ∂u),
u(0, x) = f(x), ut(0, x) = g(x).
If (f, g) ∈ H3 ×H2, F ∈ C2 and F (0, 0) = 0 then there is a T > 0, depending on
the norm of the data, so that this Cauchy problem has a unique solution satisfying
‖∂≤3u(t, ·)‖L2x <∞, 0 ≤ t ≤ T.
Also, if T∗ is the supremum over all such times T, then either T∗ =∞ or
|∂≤3u| 6∈ L∞t L2x(0 ≤ t < T∗).
Proof. The result is classical, for a proof, see, e.g., Chapter 12 of [4]. 
Lemma 3.2 (Theorem 6.4 of [14]). When n = 3, suppose u solves the linear
equation {
u(t, x) = F (t, x),
u(0, x) = f(x), ut(0, x) = g(x)
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in [0, T∗)× R3. Then there exists a constant C, such that ∀T < T∗
(3.1)
T 1/q
2
c‖u(T, ·)‖Lqcr L3ω ≤C
(
‖r1−2/qc∂≤1ω f‖Lqcr L3/2ω + ‖r
1+1/qc∂≤1ω f‖L∞r L3/2ω
+ ‖r2−2/qcg‖Lqcr L3/2ω + ‖r
2+1/qcg‖L∞r L3/2ω
+ ‖F‖
Lqct L1rL3/2ω (t<T/4) + T
1/qc‖F‖
L∞t L1rL3/2ω (T/4<t<T )
)
.
Lemma 3.3 (Theorem 1.4 of [11]). When n = 2, suppose u solves the linear
equation {
u(t, x) = F (t, x),
u(0, x) = f(x), ut(0, x) = g(x)
in [0, T∗) × R2. Let q∗ = qc−12 , sc = 1 − 1/q, b > 1q∗qc + 1qc , Xb ≡ Hsc+δ,bω ×
Hsc−1+δ,bω (δ > 0), where
Hs,bω = {u ∈ Hs :
∥∥∥(1−∆ω)b/2u∥∥∥
Hs
<∞}, ∆ω =
∑
1≤i<j≤n
Ω2ij .
Then there exists a constant C, such that ∀T < T∗
(3.2) ‖u‖Lq∗qct Lqcr L2ω(t<T ) ≤ C(ln(2 + T ))1/(q∗qc)
(
‖(f, g)‖Xb + ‖F‖Lq∗t L1rL2ω
)
.
Lemma 3.4 (Energy inequality). For any n, suppose u solves the linear equation{
u(t, x) = F (t, x),
u(0, x) = f(x), ut(0, x) = g(x).
We have, ∀T > 0
‖∂u(T, ·)‖L2x ≤ ‖∂u(0, ·)‖L2x + ‖F‖L1tL2x(t<T )
Since the property of commutator (2.1), we also have for any k ∈ Z+
‖∂Γ≤ku(T, ·)‖L2x ≤ Ck
(
‖∂Γ≤ku(0, ·)‖L2x + ‖Γ≤kF‖L1tL2x(t<T )
)
.
Lemma 3.5 (Klainerman-Sobolev inequalities). Let v ∈ C∞(R1+n) vanish when
|x| is large, 1 ≤ p <∞ and k > n/p, then if t > 0
(3.3) 〈t+ r〉(n−1)/p 〈t− r〉1/p |v(t, x)| ≤ C‖Γ≤kv(t, ·)‖Lpx .
Otherwise if 1 ≤ p < q <∞ and k ≥ n/p− n/q, then
(3.4) 〈t〉(n−1)(1/p−1/q) ‖v(t, ·)‖Lqx ≤ C‖Γ≤kv(t, ·)‖Lpx .
Proof. The inequality (3.3) is the well-known Klainerman-Sobolev inequality, which
is proved in [12]. Heuristically, the inequality (3.4) can be viewed as a consequence
of (3.3). We refer [7, (3.9)] for a complete proof. 
Lemma 3.6 (Sobolev embedding). Let x ∈ Rn, and 1 ≤ p < q ≤ ∞, then
(3.5) ‖f(x)‖Lqx ≤ C‖∂≤kf(x)‖Lpx ,
where k ≥ n/p − n/q if q < ∞, or k > n/p if q = ∞. When it comes to Sn−1,
with 1 ≤ p < q ≤ ∞, then
(3.6) ‖f(ω)‖Lpω ≤ C‖Ω≤kf(ω)‖Lpω ,
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where k ≥ (n− 1)/p− (n− 1)/q if q <∞, or k > (n− 1)/p− (n− 1)/q if q =∞.
For mixed-norm, we have
(3.7) ‖f(x)‖LqrL4ω ≤ C‖∂≤kf(x)‖LprL2ω ,
where 2 ≤ p ≤ q ≤ 4 and k ≥ n/4.
Proof. Here inequality (3.5) is known as Sobolev embedding, and inequality (3.6)
just the same inequality on sphere. Finally the inequality (3.7) is a simple Corollary
of lemma 3.2 in [16] and normal Sobolev embedding in a small ball contains origin
point. 
Claim 3.7. We claim that there exists a constant C0 depends on Λ, n but not on
ε if ε is small enough, then all of the initial norms we will use can be bounded by
C0ε .
The proof of Claim 3.7 need some delicate calculation, so we will postpone it
to the end of this section. For now, we are ready to prove the Theorem 1.1 and
Theorem 1.2.
3.2. Proof of Theorem 1.1(n=3).
By Lemma 3.1, we only need to prove that if Tε ≤ T¯ε, then ‖∂≤3u‖L∞t L2x(t<Tε) ≤
M <∞, which gives the contradiction.
Firstly, we want to prove that for some suitable CM , c, ε0 to be fixed later, if
0 ≤ T < Tε ≤ T¯ε then
(3.8)
A(T ) = 〈T 〉1/q2c ‖Γ≤2u(T, ·)‖Lqcr L3ω ≤ CMε,
B(T ) = ‖∂Γ≤2u(T, ·)‖L2x ≤ CMε.
With the help of Claim 3.7, we choose CM satisfying that A(0), B(0) ≤ CMε/4.
Take X = {T ∈ [0, Tε) : A(t), B(t) ≤ CMε, ∀ t ∈ [0, T ]}. We want to prove X =
[0, Tε). Consequently, it would suffice to show that, if T is as above, then equation
(3.8) implies that A(T ), B(T ) ≤ CMε/2. Because of Lemma 3.1, we assume T > 1
without loss of generality.
Part 1: Estimate of A(t).
By Lemma 3.2, we obtain
(3.9)
A(T ) ≤ CMε/4 + C
∥∥Γ≤2|u|qc∥∥
Lqct L1rL3/2ω (t<T/4)
+ C
∥∥Γ≤2|∂u|p∥∥
Lqct L1rL3/2ω (t<T/4)
+ CT 1/qc
∥∥Γ≤2|u|qc∥∥
L∞t L1rL3/2ω (T/4<t<T )
+ CT 1/qc
∥∥Γ≤2|∂u|p∥∥
L∞t L1rL3/2ω (T/4<t<T ) .
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First we consider the spatial norm part of |u| terms, by Ho¨lder’s inequality and
Lemma 3.6, we see∥∥Γ≤2|u|qc∥∥L1rL3/2ω ≤ C∥∥|Γ≤2u||u|qc−1∥∥L1rL3/2ω + C∥∥|Γ≤1u|2|u|qc−2∥∥L1rL3/2ω
≤ C∥∥Γ≤2u∥∥Lqcr L3ω ‖u‖qc−1Lqcr L3√2ω + C∥∥Γ≤1u∥∥2Lqcr L3ω ‖u‖qc−2Lqcr L∞ω
≤ C∥∥Γ≤2u∥∥qcLqcr L3ω
≤ C
(
〈t〉−1/q2c A(t)
)qc
≤ CCqcMεqc〈t〉−1/qc .
Then, we consider the spatial norm part of |∂u| terms, by Ho¨lder’s inequality
and Lemma 3.5, Lemma 3.6, we have∥∥Γ≤2|∂u|p∥∥L1rL3/2ω ≤ C∥∥|Γ≤2∂u||∂u|p−1∥∥L1rL3/2ω + C∥∥|Γ≤1∂u|2|∂u|p−2∥∥L1rL3/2ω
≤ C∥∥Γ≤2∂u∥∥L2rL2ω ‖∂u‖L2rL6ω ‖∂u‖p−2L∞r L∞ω + C∥∥Γ≤1∂u∥∥2L2rL3ω ‖∂u‖p−2L∞r L∞ω
≤ C∥∥Γ≤2∂u∥∥2
L2x
‖∂u‖p−2L∞x
≤ C∥∥Γ≤2∂u∥∥p
L2x
(
〈t〉−1
)p−2
≤ CCpMεp〈t〉2−p .
Back to equation (3.9), assume ε0 < 1/CM . Since p ≥ qc = 1 +
√
2, 0 < ε < ε0,
we conclude
A(T ) ≤ CMε/4 + CCqcMεqc
1 +(∫ T/4
0
〈t〉−1 dt
)1/qc
+ CCpMε
p
〈T 〉qc−p +(∫ T/4
0
〈t〉−qc(p−2) dt
)1/qc
≤ CMε
(
1/4 + CCqc−1M ε
qc−1(ln(T + 2)) 1/qc + CCp−1M ε
p−1
)
≤ CMε
(
1/3 + CCqc−1M c
1/qc + CCqc−1M ε
qc−1
0
)
.
Part 2: Estimate of B(t).
For this part, by the Lemma 3.4, we know that
(3.10) B(T ) ≤ CMε/4 + C
∥∥Γ≤2|u|qc∥∥
L1tL
2
x(t<T )
+ C
∥∥Γ≤2|∂u|p∥∥
L1tL
2
x(t<T )
.
For the |u| term, by Ho¨lder’s inequality and Lemma 3.5, we have∥∥Γ≤2|u|qc∥∥
L2x
≤ C∥∥Γ≤2u∥∥
Lqcx
‖u‖qc−1Lax + C
∥∥Γ≤1u∥∥2
L4x
‖u‖qc−2L∞x
≤ C∥∥Γ≤2u∥∥qc
Lqcx
(
〈t〉−2(1/qc−1/a)(qc−1) + 〈t〉−2(1/qc−1/4)·2−2(1/qc)(qc−2)
)
≤ C∥∥Γ≤2u∥∥qc
Lqcx
〈t〉−1
≤ C
(
〈t〉−1/q2c A(t)
)qc 〈t〉−1
≤ CCqcMεqc〈t〉1−qc ,
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where a = (qc − 1)/(1/2− 1/qc).
For the |∂u| term, by Ho¨lder’s inequality and Lemma 3.5 again, we know∥∥Γ≤2|∂u|p∥∥
L2x
≤ C∥∥Γ≤2∂u∥∥
L2x
‖∂u‖p−1L∞x + C
∥∥Γ≤1∂u∥∥2
L4x
‖∂u‖p−2L∞x
≤ C∥∥Γ≤2∂u∥∥p
L2x
(
〈t〉−2(1/2)(p−1) + 〈t〉−2(1/2−1/4)2−2(1/2)(p−2)
)
≤ CCpMεp〈t〉1−p .
Back to (3.10), we obtain
B(T ) ≤ CMε
(
1/4 + CCqc−1M ε
qc−1 + CCp−1M ε
p−1
)
≤ CMε
(
1/4 + CCqc−1M ε
qc−1
0
)
.
Part 3: The boundness of A(t), B(t).
We choose ε0 and the constant c in T¯ε small enough, such that A(T ), B(T ) ≤
CMε/2, which completes the proof.
3.3. Proof of Theorem 1.2(n=2).
Similar to last subsection, we need to prove that for some suitable CM , c, ε0 to
be fixed hereafter, if 0 ≤ T < Tε ≤ T˜ε then
(3.11)
A(T ) = ‖Γ≤2u‖Lq∗qct Lqcr L2ω(t<T ) ≤ CMε1/qc ,
B(T ) = ‖∂Γ≤2u(T, ·)‖L2x ≤ CMε,
where q∗ = (qc − 1)/2 as in Lemma 3.3. By Claim 3.7, we fix CM such that
B(0) ≤ CMε/4. We need to show that equation (3.11) implies A(T ) ≤ CMε1/qc/2
and B(T ) ≤ CMε/2 for above T and Tε.
Part 1: Estimate of A(t).
By Lemma 3.3, and T < T˜ε, we get
(3.12)
A(T ) ≤ cCMε/41/qc + cCε1/qc−1
∥∥Γ≤2|u|qc∥∥
Lq∗t L1rL2ω(t<T )
+ cCε1/qc−1
∥∥Γ≤2|∂u|p∥∥
Lq∗t L1rL2ω(t<T ) .
For the second term, similar to n = 3, we have∥∥Γ≤2|u|qc∥∥
Lq∗t L1rL2ω ≤ C
∥∥|Γ≤2u||u|qc−1∥∥
Lq∗t L1rL2ω + C
∥∥|Γ≤1u|2|u|qc−2∥∥
Lq∗t L1rL2ω
≤ C∥∥Γ≤2u∥∥qc
Lq∗qct Lqcr L2ω
≤ CCqcMε,
and∥∥Γ≤2|∂u|p∥∥L1rL2ω ≤ C(∥∥Γ≤2∂u∥∥L2rL2ω ‖∂u‖L2rL∞ω + ∥∥Γ≤1∂u∥∥2L2rL4ω) ‖∂u‖p−2L∞r L∞ω
≤ C∥∥Γ≤2∂u∥∥2
L2x
‖∂u‖p−2L∞x
≤ CCpMεp〈t〉1−p/2 .
Since p ≥ qc, (1− qc/2)q∗ = −1, T < T˜ε, we get
A(T ) ≤ cCMε1/qc + cCCqcMε1/qc−1+1 + cCCpMε1/qc−1+p
(∫ T
0
〈t〉(1−p/2)q∗ dt
)1/q∗
≤ cCMε1/qc + cCCqcMε1/qc−1+1 + cCCpMε1/qc−1+p(ln(T + 2))1/q∗
≤ CMε1/qc(c+ cCCqc−1M ).
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Part 2: Estimate of B(t).
In this part, by applying the energy inequality, we obtain
B(T ) ≤ CMε/4 + C
∥∥Γ≤2|u|qc∥∥
L1tL
2
x(t<T )
+ C
∥∥Γ≤2|∂u|p∥∥
L1tL
2
x(t<T )
.
For the second term, by Ho¨lder’s inequality, Lemma 3.5 and Lemma 3.6, we have∥∥Γ≤2|u|qc∥∥
L1tL
2
x
=
∥∥Γ≤2|u|qc∥∥
L1tL2rL2ω
≤ C
∥∥∥‖u‖qc−2L∞r L∞ω (∥∥Γ≤2u∥∥Lqcr L2ω ‖u‖Lqc+1r L∞ω + ∥∥Γ≤1u∥∥2L4rL4ω)∥∥∥L1t
≤ C
∥∥∥∥∥Γ≤1u∥∥qc−2
Lqcx
∥∥Γ≤2u∥∥2Lqcr L2ω 〈t〉(−1/qc)(qc−2)∥∥∥L1t
≤ C
∥∥∥∥∥Γ≤2u∥∥qcLqcr L2ω 〈t〉qc−4∥∥∥L1t
≤ C∥∥Γ≤2u∥∥qc
Lq∗qct Lqcr L2ω
∥∥∥〈t〉qc−4∥∥∥
L1+qct
≤ CCqcMεqc ,
and the same for the last term∥∥Γ≤2|∂u|p∥∥
L2x
≤ C∥∥Γ≤2∂u∥∥
L2x
‖∂u‖p−1L∞x + C
∥∥Γ≤1∂u∥∥2
L4x
‖∂u‖p−2L∞x
≤ C∥∥Γ≤2∂u∥∥p
L2x
(
〈t〉−(1/2)(p−1) + 〈t〉−(1/2−1/4)2−(1/2)(p−2)
)
≤ CCpMεp〈t〉(1−p)/2 .
By the definition of T˜ and ε0, we know
B(T ) ≤ CMε
(
1/4 + CCqcMε
qc−1 + CCp−1M ε
p−1
)
≤ CMε
(
1/4 + CCqcMε
qc−1
0
)
.
Part 3: The boundness of A(t), B(t).
Now, by choosing ε0 and the constant c (in T˜ε) small enough, we conclude
A(T ) ≤ CMε1/qc/2 and B(T ) ≤ CMε/2, which completes the proof.
3.4. Proof of Claim 3.7.
Before the discussion, set h =
{
∂≤1x f, g
}
, by equation (1.1) we see∣∣{∂≤3x u, ∂≤2x ∂tu}∣∣t=0 ≤ Cε∣∣∂≤2x h∣∣ ,∣∣∂≤1x ∂2t u∣∣t=0 = ∣∣∂≤1x (|∂u|p + |u|qc + ∆u)∣∣t=0
≤ Cε∣∣{∂≤1x h|h|p−1, |h|qc , ∂≤2x h}∣∣ ,∣∣∂3t u∣∣t=0 ≤ C∣∣∣{∂∂tu|∂u|p−1 , ∂tu|u|qc−1, ∂t∆u}∣∣∣t=0
≤ C
∣∣∣{(|∂u|p + |u|qc + ∆u) |∂u|p−1, ∂x∂tu|∂u|p−1 , ∂tu|u|qc−1, ∂t∆u}∣∣∣
≤ Cε∣∣{|h|2p−1, |h|qc+p−1, ∂≤1x h|h|p−1, |h|qc , ∂≤2x h}∣∣ .
Set M = Λ + Λp + Λqc + Λ2p−1 + Λqc+p−1, we want to show that all of the initial
norms can be controlled by CεM, where C does not depend on ε and M.
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We begin with A(0) = ‖Γ≤2u(0, ·)‖Lqcr L3ω (n = 3), here we get
‖Γ≤2u(0, ·)‖Lqcr L3ω ≤ C‖Γ≤3u(0, ·)‖Lqcx
≤ C
∥∥∥〈x〉5 ∂≤3u(0, ·)∥∥∥
L∞x
∥∥∥〈x〉−2∥∥∥
Lqcx
≤ CεM.
Similarly, for B(0) = ‖∂Γ≤2u(0, ·)‖L2x(n = 2, 3), we have
‖∂Γ≤2u(0, ·)‖L2x ≤ C
∥∥∥〈x〉5 ∂≤3u(0, ·)∥∥∥
L∞x
∥∥∥〈x〉−3∥∥∥
L2x
≤ CεM.
For ‖r1−2/qc∂≤1ω Γ≤2u(0, ·)‖Lqcr L3/2ω (n = 3) which comes from right hand side
(RHS) of equation (3.1), we see
‖r1−2/qc∂≤1ω Γ≤2u(0, ·)‖Lqcr L3/2ω ≤ C‖〈x〉
4−2/qc ∂≤3f‖Lqcx
≤ C
∥∥∥〈x〉5 ∂≤3u(0, ·)∥∥∥
L∞x
∥∥∥〈x〉−1−2/qc∥∥∥
Lqcx
≤ CεM.
The other three terms from equation (3.1) can be controlled by similar argu-
ments. At last, for the term
∥∥Γ≤2(u, ∂tu)(0, ·)∥∥Xb (n = 2) which comes from equa-
tion (3.2), we have∥∥Γ≤2(u, ∂tu)(0, ·)∥∥Xb ≤ ∥∥Γ≤2(u, ∂tu)(0, ·)∥∥(H1,L2) .
Through the previous discussion, we finish the proof of the Claim 3.7.
4. Proof of Theorem 1.3
Before the proof, we consider a simple coordinate transform with (u, ut)|t=2 =
(f, g), (v, vt)|t=2 = (f˜ , g˜). Due to the property of symmetry, (u, v) solve the equiv-
alent 1-D integral equations in t ≥ 2
u(t, r) = εuo(t, r) + L|v|q(t, r),
v(t, r) = εvo(t, r) + L|∂tu|p(t, r),
where
uo(t+ 2, r) =
1
2r
(
(r + t)f(r + t) + (r − t)f(r − t) +
∫ r+t
r−t
ρg(ρ) dρ
)
,
vo(t+ 2, r) =
1
2r
(
(r + t)f˜(r + t) + (r − t)f˜(r − t) +
∫ r+t
r−t
ρg˜(ρ) dρ
)
,
LF (t, r) =
1
2r
∫ t
0
∫ r+t−s
r−t+s
ρF (s, ρ) dρds.
for t ≥ 0. Here for convenience we consider u|t<2 = v|t<2 = 0.
Here we denote f(|x|) = f(−|x|) = f(x) and the rest is similar. Then the lower
limits of the integrals (to ρ) may be replaced by |r − t| or |r − (t − s)| because of
the symmetric assumption. To control the iteration procedure, we need to estimate
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some derivatives. With the notation w = ∂tu, we find that
w(t, r) = ε∂tuo(t, r) + r
−1K+|v|q(t, r),(4.1)
v(t, r) = εvo(t, r) + L|w|p(t, r),(4.2)
∂r{rv(t, r)} = ε∂r
(
rvo(t, r)
)
+K−|w|p(t, r),(4.3)
where
K±F (t, r) =
1
2
∫ t
0
(r + t− s)F (s, r + t− s)± (r − t+ s)F (s, r − t+ s) ds.
To control the norm of (w, v), we set
‖(w, v)‖ = ‖ω1w‖L∞t,r + ‖ω2v‖L∞t,r + ‖ω3r∂rv‖L∞t,r
where weight functions ω1, ω2, ω3 are defined by
ω1(t, r) =
{
〈r〉 〈t− r〉µ/p+q−2 (r < t/2),
〈t− r〉µ/p 〈t+ r〉q−1 (r ≥ t/2);
ω2(t, r) =
{
〈r〉p−2 〈t+ r〉3−p+µ/pq (r < t/2),
〈t− r〉µ/pq 〈t+ r〉 (r ≥ t/2);
ω3(t, r) = 〈t− r〉µ+pq−2p
for t ≥ 0 and r ≥ 0, with a fixed µ < 1 which satisfies
(4.4) − µ− pq + 2p ≤ p− 3− µ/pq.
Now we consider the system of integral equations (4.1)-(4.3) in the close subset
of complete metric space
Xε =
{
(w, v) : w, v, r∂rv ∈ C
(
[2,∞)× R), ‖(w, v)‖ ≤ C1ε,
supp(w, v) ⊂ {t− r ≥ 1, t ≥ 2}
}
,
where C1 will be determined later.
Lemma 4.1. Suppose that (1.9) is satisfied, (w, v) ∈ Xε. Then we have
‖ω2L|w|p‖L∞t,r ≤ C‖ω1w‖pL∞t,r ,(4.5)
‖ω1r−1K+|v|q‖L∞t,r ≤ C‖ω2v‖qL∞t,r + C‖ω2v‖
q−1
L∞t,r
‖ω3r∂rv‖L∞t,r ,(4.6)
‖ω3K−|w|p‖L∞t,r ≤ C‖ω1w‖pL∞t,r .(4.7)
Lemma 4.2. Suppose that (1.9) is satisfied, (w, v), (w¯, v¯) ∈ Xε. Set
ω˜1 =
{
r〈t− r〉µ/p+q−2 (r < t/2),
〈t− r〉µ/p 〈t+ r〉q−1 (r ≥ t/2);
ω˜2 =
{
rp−2〈t+ r〉3−p+µ/pq (r < t/2),
〈t− r〉µ/pq 〈t+ r〉 (r ≥ t/2).
Then we have
‖ω˜2L(|w|p − |w¯|p) ‖L∞t,r ≤ C‖ω˜1(w, w¯)‖p−1L∞t,r‖ω˜1(w − w¯)‖L∞t,r ,(4.8)
‖ω˜1r−1K+(|v|q − |v¯|q) ‖L∞t,r ≤ C‖ω˜2(v, v¯)‖q−1L∞t,r‖ω˜2(v − v¯)‖L∞t,r .(4.9)
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Here, we apply the fixed point theorem with mapping
P : (w, v) 7→ (Pw,Pv) := (ε∂tuo + r−1K+|v|q, εvo + L|w|p).
Firstly we check that P is well defined in Xε → Xε. By expression (4.1)-(4.3), it
is obvious that supp(Pw,Pv) ⊂ {t−r ≥ 1, t ≥ 2} and Pw,Pv, r∂rPv ∈ C(R+×R).
To estimate ‖(Pw,Pv)‖, we begin with
‖ω1Pw‖L∞t,r ≤ ε‖ω1∂tuo‖L∞t,r + ‖ω1r−1K+|v|q‖L∞t,r .
Since f ∈ C2, g ∈ C1, and suppuo ⊂ {(t, r) : 3 ≥ t− r ≥ 1} where ω1 . 〈t〉 , we
see
‖ω1∂tuo‖L∞t,r ≤ Cf,g.
Moreover, by (4.6), and (w, v) ∈ Xε, we conclude
‖ω1Pw‖L∞t,r ≤ Cf,gε+ Cεq.
The estimates for the remaining terms are similar, noticing r∂rPv = ∂r(rPv)−
Pv and ω3 . ω2, by (4.5) and (4.7) we finally have
‖(w, v)‖ ≤ Cf,g,f˜ ,g˜ε+ Cεp + Cεq ≤ C1ε
for C1 ≥ 2Cf,g,f˜ ,g˜ and ε small enough.
Similarly, by (4.8) and (4.9) we have P is contraction in a weaker sense. However
it is enough to obtain the fixed point (u, v) which solves (4.1)-(4.3). So we complete
the proof.
4.1. Proof of (4.5) and (4.8).
First we prove (4.5). Let r > 0. Considering D = {(s, ρ) : t−r ≤ s+ρ ≤ t+r, 1 ≤
s − ρ ≤ t − r} is the influence domain of (t, r) intersect with {(s, ρ) : s − ρ ≥ 1}.
Set D1 = D ∩ {(s, ρ) : ρ < s/2}, D2 = D ∩ {(s, ρ) : ρ ≥ s/2}, then we find
(4.10)
|ω2L|w|p| ≤ ω2C
r
∫
D
ρω−p1 (s, ρ)‖ω1w‖pL∞t,r dρds
= Cω2‖ω1w‖pL∞t,r
1
r
(∫
D1
+
∫
D2
)
ρω−p1 (s, ρ) dρds.
Part 1: (s, ρ) ∈ D1.
Here 〈s〉 ≈ 〈s− ρ〉 ≈ 〈s+ ρ〉 , take τ = s+ ρ, σ = s− ρ, by (4.4) we obtain
(4.11)
1
r
∫
D1
ρω−p1 (s, ρ) dρ ds =
1
r
∫
D1
ρ 〈ρ〉−p 〈s− ρ〉−µ−pq+2p dρds
≤ C
r
∫ t+r
t−r
∫ t−r
(t−r)/3
〈τ − σ〉1−p 〈τ〉−µ−pq+2p dσ dτ
≤ C
r
∫ t+r
t−r
〈τ − t+ r〉2−p 〈τ〉p−3−µ/pq dτ.
Part 1.1: r < t/2.
Here t− r ≈ t ≈ t+ r, we conclude
(4.12)
RHS of (4.11) ≤ C〈t+ r〉p−3−µ/pq r−1((r + 1)3−p − 13−p)
≤ C〈t+ r〉p−3−µ/pq 〈r〉2−p
= Cω−12 .
Part 1.2: r ≥ t/2.
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Here r ≈ t ≈ t+ r, similarly we have
(4.13)
RHS of (4.11) ≤ C〈t〉−1
(
〈t− r〉p−3−µ/pq
∫ 2(t−r)
t−r
〈τ − t+ r〉2−p dτ
+
∫ t+r
2(t−r)
〈τ〉−1−µ/pq dτ
)
≤ C〈t〉−1 〈t− r〉−µ/pq
≤ Cω−12 .
Part 2: (s, ρ) ∈ D2.
Here 〈ρ〉 ≈ 〈s〉 ≈ 〈s+ ρ〉 , take τ = s+ ρ, σ = s− ρ, then we conclude
(4.14)
1
r
∫
D2
ρω−p1 (s, ρ) dρds =
1
r
∫
D2
ρ 〈s− ρ〉−µ 〈s+ ρ〉−p(q−1) dρds
≤ C
r
∫ t+r
t−r
〈τ〉1−p(q−1) dτ
∫ t−r
1
〈σ〉−µ dσ.
Part 2.1: r < t/2.
Here we have
(4.15) RHS of (4.14) ≤ C〈t− r〉1−p(q−1) 〈t− r〉1−µ ≤ Cω−12 .
Part 2.2: r ≥ t/2.
Here we have
(4.16) RHS of (4.14) ≤ C〈t〉−1 〈t− r〉2−p(q−1) 〈t− r〉1−µ ≤ Cω−12 .
Thus (4.10)-(4.16) give |ω2L|w|p| ≤ C‖ω1w‖pL∞t,r which completes the proof of
(4.5). The proof of (4.8) is similar, since that
∣∣|a|q − |b|q∣∣ . (|a|q−1 + |b|q−1) |a− b|
for q > 1.
4.2. Proof of (4.6) and (4.9).
For (4.6), we divide the proof into two main cases: r ≥ 1/4 and r < 1/4.
Part 1: r ≥ 1/4.
For this situation, we see r ≈ 〈r〉 . Similar to the proof of (4.5) we have
(4.17)∣∣ω1r−1K+|v|q∣∣ ≤ ‖ω2v‖qL∞t,rω1r−1 ∫ t
0
(r + t− s)
ω2(s, r + t− s)q +
|r − t+ s|
ω2(s, |r − t+ s|)q ds
≡ ‖ω2v‖qL∞t,rω1r
−1
∫ t
0
I + II ds
Part 1.1: r < t/2. Estimates about I.
In this part, we obtain ω1r
−1 ≈ 〈t− r〉µ/p+q−2 .
Part 1.1.1: 0 ≤ s < 2(r + t)/3.
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This means r + t− s > s/2, then we conclude
(4.18)
∫ 2(t+r)/3
0
I ds =
∫ 2(t+r)/3
0
(r + t− s)〈2s− r − t〉−µ/p 〈r + t〉−q ds
≤ C〈t+ r〉1−q
∫ 2(t+r)/3
0
〈2s− r − t〉−µ/p ds
≤ C〈t− r〉2−q−µ/p
≤ Crω−11 .
Part 1.1.2: 2(r + t)/3 ≤ s ≤ t.
This means r + t− s ≤ s/2, then similarly we have
(4.19)
∫ t
2(t+r)/3
I ds =
∫ t
2(t+r)/3
(r + t− s)〈r + t− s〉−q(p−2) 〈r + t〉−3q+pq−µ/p ds
≤ C〈t+ r〉2−q(p−2) 〈r + t〉−3q+pq−µ/p
≤ Crω−11 .
Part 1.2: r ≥ t/2. Estimates about I.
Here we always have r + t− s ≥ s/2. Then it is similar to (4.18).
Part 1.3: r ≥ t/2. Estimates about II.
Part 1.3.1: 0 ≤ s < t− r.
Here |r − t+ s| = t− s− r. It is similar to (4.18)-(4.19).
Part 1.3.2: t− r ≤ s < 2(t− r).
Here r − t+ s < s/2, then we have
(4.20)∫ 2(t−r)
t−r
II ds =
∫ 2(t−r)
t−r
(r − t+ s)〈r − t+ s〉−q(p−2) 〈r − t+ 2s〉−3q+pq−µ/p ds
≤ C〈t− r〉2−q(p−2) 〈t− r〉−3q+pq−µ/p
≤ Crω−11 .
Part 1.3.3: 2(t− r) ≤ s < t.
Here r − t+ s ≥ s/2, then we also have
(4.21)
∫ t
2(t−r)
II ds =
∫ t
2(t−r)
(r − t+ s)〈t− r〉−µ/p 〈r − t+ 2s〉−q ds
≤ C〈t− r〉−µ/p
∫ t
2(t−r)
〈r − t+ 2s〉1−q ds
≤ C〈t− r〉−µ/p 〈t+ r〉2−q
≤ Crω−11 .
Part 1.4: r < t/2. Estimates about II.
Part 1.4.1: 0 ≤ s < t− r.
It is similar to (4.18)-(4.19).
Part 1.4.2: t− r ≤ s ≤ t.
16 WEI DAI, DAOYUAN FANG, AND CHENGBO WANG
Here we have
(4.22)
∫ t
t−r
II ds =
∫ t
t−r
(r − t+ s)〈r − t+ s〉−q(p−2) 〈r − t+ 2s〉−3q+pq−µ/p ds
≤ C〈r〉2−q(p−2) 〈t+ r〉−3q+pq−µ/p
≤ Crω−11 .
Part 2: r < 1/4.
In this part 〈r〉 ≈ 1. For the convenience of proof, we set r+ = r + t − s,
r− = r − t+ s. Then we get
(4.23) |ω1r−1K+|v|q| ≤ Cω1r−1
∫ t
0
∣∣∣r+|v|q(s, r+) + r−|v|q(s, |r−|)∣∣∣ ds
where ∣∣∣r+|v|q(s, r+) + r−|v|q(s, |r−|)∣∣∣ ≤∣∣∣r+|v|q(s, r+) + r−|v|q(s, r+)∣∣∣
+
∣∣∣r−|v|q(s, r+)− r−|v|q(s, |r−|)∣∣∣
then
RHS of (4.23) ≤ Cω1
(∫ t
0
|v|q(s, r+) ds+ r−1
∫ t
0
|r−|
∣∣∣|v|q(s, r+)− |v|q(s, |r−|)∣∣∣ds)
≡ Cω1I + Cω1II.
Part 2.1: Estimates about I.
It is similar to (4.18)-(4.19).
Part 2.2: Estimates about II.
For this part, we should consider ∂rv. Since r
+ − |r−| ≤ 2r, we obtain
r−1
∣∣∣|v|q(s, r+)− |v|q(s, |r−|)∣∣∣ ≤ C|∂rv(s, r∗)||v|q−1(s, r∗)
for |r−| < r∗(s) < r+. Then we have
II ≤ C
∫ t
0
|r−||∂rv(s, r∗)||v|q−1(s, r∗) ds
≤ C‖ω2v‖q−1L∞t,r‖ω3r∂rv‖L∞t,r
∫ t
0
(
ω
−(q−1)
2 ω
−1
3
)
(s, r∗) ds
≡ C‖ω2v‖q−1L∞t,r‖ω3r∂rv‖L∞t,r
∫ t
0
III ds
Here we notice 〈t〉 . 〈|r−|+ s+ r〉 . 〈r∗ + s〉 .
Part 2.2.1: r∗ < s/2.
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Here 〈s± r∗〉 & 〈r∗〉 & 〈t− s〉 , by (4.4), we see
ω1
∫
2r∗<s<t
III ds ≤ C
∫
2r∗<s<t
〈r∗〉(1−q)(p−2)
× 〈s− r∗〉(1/p−1)(µ+pq−2p)+(1−q)(3−p+µ/pq) ds
≤ C
∫
2r∗<s<t
〈r∗〉−1−µ−pq+2p+µ/pq ds
≤ C
∫
2r∗<s<t
〈t− s〉p−4 ds
≤ C.
Part 2.2.2: r∗ ≥ s/2.
Here 〈s+ r∗〉 & 〈s− r∗〉 & 〈2s− t〉 , similarly we have
ω1
∫
s<2r∗∧t
III ds ≤ C
∫
s<2r∗∧t
〈2s− t〉p−4 ds ≤ C.
In summary, we complete the proof. To verify (4.9), without distinguishing whether
r > 1/4 or not we have a proof just like (4.10)-(4.22).
4.3. Proof of (4.7).
We follow the same process as before
|ω3K−|w|p| ≤ ‖ω1v‖pL∞t,rω3
∫ t
0
r + t− s
ω1(s, r + t− s)p +
|r − t+ s|
ω1(s, |r − t+ s|)p ds.
Both part in the integration is similar to the last proof. Here we only show the
proof of r ≥ t/2, (t− r) ≤ s for |r − t+ s| part.
Part 1: t− r ≤ s < 2(t− r).
Here r − t+ s < s/2, then we see∫ 2(t−r)
t−r
r − t+ s
ω1(s, r − t+ s)p ds =
∫ 2(t−r)
t−r
(r − t+ s)〈r − t+ s〉−p 〈r − t+ 2s〉−µ−pq+2p ds
≤ C〈t− r〉−µ−pq+2p
≤ Cω−13 .
Part 2: 2(t− r) ≤ s ≤ t.
Here r − t+ s ≥ s/2, then we know∫ t
2(t−r)
r − t+ s
ω1(s, r − t+ s)p ds =
∫ t
2(t−r)
(r − t+ s)〈t− r〉−µ 〈r − t+ 2s〉−pq+p ds
≤ C〈t− r〉−µ
∫ t
2(t−r)
〈r − t+ 2s〉1−pq+p ds
≤ C〈t− r〉−µ 〈t− r〉2−pq+p
≤ Cω−13 ,
which complete the proof.
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5. Proof of Theorem 1.4
Following [18], we introduce two positive test functions
φ(x) =
∫
Sn−1
ex·ω dω, ψ(t, x) = e−tφ(x),
where it is understood that φ(x) = ex + e−x when n = 1. It is well known that we
have
Proposition 5.1. For φ, ψ defined above, then we have
ψ(t, x) ≤ C〈r〉−(n−1)/2 er−t,
‖ψ(t, x)‖Lsx(r<t+1) ≤ C〈t〉
(n−1)(1/s−1/2)
,
for any s ∈ [1,∞].
We will prove Theorem 1.4 by contradiction. Suppose there are global weak
solutions of (1.5) with supp(u, v) ⊂ {(t, x) : |x| ≤ t+ 1} and (1.11). As in [20], we
define
F (t) =
∫
Rn
u(t, x)ψ(t, x) dx, G(t) =
∫
Rn
v(t, x)ψ(t, x) dx.
Since u, v, ∂tu, ∂tv ∈ C
(
R+;L1(Rn)
)
, we know that F,G ∈ C1(R+) and
F ′(t) =
∫
Rn
ut(t, x)ψ(t, x) + u(t, x)ψt(t, x) dx =
∫
Rn
ut(t, x)ψ(t, x) dx− F (t) .
By the definition of weak solutions to (1.5), with ψ as test function, combined with
the assumption v ∈ C(R+;Lq), we know that F ∈ C2(R+) and
F ′′(t) =
∫
Rn
|v|q(t, x)ψ(t, x) dx− 2F ′(t) .
Similarly, as ∂tu ∈ C(R+;Lp), we conclude G ∈ C2(R+) and
G′′(t) =
∫
Rn
|∂tu(t, x)|pψ(t, x) dx− 2G′(t) .
Since supp(u, v) ⊂ {(t, x) : |x| ≤ t+1}, using Ho¨lder’s inequality and Proposition
5.1, we know that
(5.1) F ′′(t) + 2F ′(t) =
∫
Rn
|v(t, x)|qψ(t, x) dx ≥ C〈t〉−n−12 (q−1) |G(t)|q,
G′′(t) + 2G′(t) =
∫
Rn
|∂tu|pψ dx ≥ C〈t〉−
n−1
2 (p−1) |F ′(t) + F (t)|p.
Notice that we have F ′′(t) + 2F ′(t) ≥ 0 by (5.1). By the assumption of data we
have F ′(0) =
∫
Rn(g − f)φ dx ≥ 0, then it is easy to conclude that F ′(t) ≥ 0, for
any t ≥ 0. Moreover, since F (0) = ∫Rn fφdx ≥ 0, we have F (t) ≥ 0 for all t ≥ 0.
Then it is obvious that
|F ′(t) + F (t)| ≥ 1
2
|F ′(t) + 2F (t)|.
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By a similar argument, since f˜ does not vanish identically, we have G′(t) ≥ 0,
G(t) ≥ Cε. Set H(t) = F ′(t) + 2F (t), then we have H ∈ C1(R+), G ∈ C2(R+) and
(5.2)

H ′(t) ≥ C〈t〉−n−12 (q−1)G(t)q,
H(t) ≥ 0, H ′(t) ≥ 0;
G′′(t) + 2G′(t) ≥ C〈t〉−n−12 (p−1)H(t)p,
G(t) ≥ Cε, G′(t) ≥ 0.
Lemma 5.2. For system (5.2), assume (1.10) is satisfied, then for any M > 0,
there exist constants A, T , which may depend on ε, such that we have
G(t) ≥ A〈t〉M ,
for any t ≥ T .
Lemma 5.3. Under the same assumption of Lemma 5.2, there are no H ∈ C1(R+),
G ∈ C2(R+) satisfying the system (5.2).
This gives the desired contradiction, which completes the proof.
5.1. Proof of Lemma 5.2.
At first, we see that
G(t) ≥ A0〈t〉α0 ,∀ t ≥ T0,
with A0 = Cε, α0 = 0, T0 = 1. We claim that for any m ≥ 0, there exists Am > 0
such that we have
(5.3) G(t) ≥ Am〈t〉αm , ∀ t ≥ Tm,
where
(5.4) αm+1 = pqαm + p+ 1− n− 1
2
(pq − 1), Tm = 8mT0 .
With help of the claim, we see from (1.10) that
α1 = p+ 1− n− 1
2
(pq − 1) > 0, αm > (pq)m−1α1,∀m ≥ 1 ,
which gives us the desired property limm→∞ αm =∞ and completes the proof.
It remains to prove the claim, for which we use induction. Assuming that for
some k ≥ 0, we have (5.3) for any m ≤ k, then by (5.2) we obtain
H ′(t) ≥ CAqk〈t〉−
n−1
2 (q−1)+qαk , ∀ t ≥ Tk .
As n−12 (q − 1) < 1 by (1.10), we have −n−12 (q − 1) + qαk > −1 and
(5.5) H(t) ≥ H(Tk) + CAqk
∫ t
Tk
〈s〉−n−12 (q−1)+qαk ds ≥ C˜〈t〉−n−12 (q−1)+1+qαk
for any t ≥ 2Tk. Plugging the lower bound (5.5) to the ordinary differential in-
equality for G in (5.2), we get
G′′(t) + 2G′(t) ≥ CC˜p〈t〉−n−12 (p−1)+p(−n−12 (q−1)+1+qαk)
for all t ≥ 2Tk, which, by using the multiplier e2t and integration, yields
G′(t)e2t ≥ C〈t〉−n−12 (pq−1)+p+pqαk e2t
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for any t ≥ 4Tk. Recall that p− n−12 (pq − 1) > −1 by (1.10), we have
G(t) ≥ G(4Tk) + C
∫ t
4Tk
〈s〉−n−12 (pq−1)+p+pqαk ds ≥ C˜〈t〉−n−12 (pq−1)+p+1+pqαk
for all t ≥ 8Tk, which gives us (5.3) with m = k+ 1 and completes the proof of the
claim.
5.2. Proof of Lemma 5.3.
First of all we want to simplify the system (5.2). For any t ≥ 0, we have
H(t)
(
G′(t) + 2G(t)
)
=
∫ t
0
H ′(s)(G′(s) + 2G(s)) ds
+
∫ t
0
H(s)(G′′(s) + 2G′(s)) ds+H(0)(G′(0) + 2G(0))
≥ C
∫ t
0
〈s〉−n−12 (q−1)G(s)q(G′(s) + 2G(s)) ds
≥ C〈t〉−n−12 (q−1)
∫ t
0
G(s)qG′(s) ds
≥ C˜〈t〉−n−12 (q−1) (Gq+1(t)−Gq+1(0)) .
Similarly, we have(
G′(t) + 2G(t)
)p(
G′′(t) + 2G′(t)
) ≥ C〈t〉−n−12 (p−1) (H(t)(G′(t) + 2G(t)))p .
Gluing together the above two inequalities, we obtain
d
dt
(G′(t) + 2G(t)
)p+1 ≥ C〈t〉−n−12 (pq−1) (Gq+1(t)−Gq+1(0))p ,
which gives us
(5.6) (G′(t) + 2G(t))p+1 ≥ C〈t〉−n−12 (pq−1)
∫ t
0
(
Gq+1(s)−Gq+1(0))p ds
for any t > 0. Here, since G,G′ > 0 for t > 0 and G′ + 2G,G are monotonically
increasing to infinity, we have∫ t
0
(
Gq+1(s)−Gq+1(0))p ds ≥ C ∫ t
0
(
Gq+1(s)−Gq+1(0))p (G(s)q+1)′(
G′(s) + 2G(s)
)
G(s)q
ds
≥ C
∫ t
0
(
Gq+1(s)−Gq+1(0))p (G(s)q+1)′ ds(
G′(t) + 2G(t)
)
G(t)q
=
C
(
Gq+1(t)−Gq+1(0))p+1
(p+ 1)
(
G′(t) + 2G(t)
)
G(t)q
.
Plugging it into (5.6), we obtain
(
G′(t) + 2G(t)
)p+2 ≥ C〈t〉−n−12 (pq−1) (Gq+1(t)−Gq+1(0))p+1
G(t)q
.
Choosing a T˜1 > 0 such that G(T˜1)
q+1 ≥ 2G(0)q+1, we have for any t > T˜1(
G′(t) + 2G(t)
)p+2 ≥ C〈t〉−n−12 (pq−1)G(t)pq+p+1 .
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As pq+ p+ 1 > p+ 2, there exists a δ > 0 such that pq+ p+ 1 > (p+ 2)(1 + δ) + δ.
Let M = n−12 (pq − 1)/δ in Lemma 5.2, we see that there are T˜2 ≥ T˜1 and C > 0
such that
G′(t) + 2G(t) ≥ CG(t)1+δ ,
for any t ≥ T˜2. Moreover we can always take a T˜3 ≥ T˜2 such that CG(t)1+δ > 4G(t)
for all t ≥ T˜3, and so we arrived at the desired ordinary differential inequality
G′(t) ≥ C
2
G(t)1+δ , G(T˜3) > 0,
for any t ≥ T˜3, which blows up in finite time. This completes the proof.
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