Using the concept of stable Hilbert space splittings, we provide a unified approach to the convergence analysis for multiplicative Schwarz methods (a version of alternating directions methods), and in particular Kaczmarz-type methods for solving linear systems. We consider both fixed cyclic and randomized ordering strategies, and cover block versions as well. For the classical Kaczmarz method with cyclic ordering for solving general linear systems Ax = b, a new convergence rate estimate in terms of the generalized condition number of A and logarithmically depending on the rank of A is presented.
Introduction
This paper is a reaction to a number of recent publications [1, 2, 3, 4, 5] on randomized versions of the Kaczmarz method triggered by [6] , and should be viewed as an addendum to [7, 8] . The latter two papers are devoted to the theory of so-called Schwarz iterative (or subspace correction) methods for solving 5 elliptic variational problems in Hilbert spaces. That the Kaczmarz method is a particular instance of Schwarz iterative methods has been pointed out in [8] .
Alternatively, the Kaczmarz method is a special case of the Neumann-Halperin alternating directions method (ADM) for finding a point in the intersection of many (affine) subspaces of a Hilbert space [9, 10] which in turn is part of the 10 family of projection onto convex sets (POCS) algorithms that is popular in many applications (e.g. [11, 12] ).
The classical Kaczmarz method (with relaxation parameter) for solving general linear systems Ax = b with given right-hand side b ∈ C n and matrix A ∈ C m×n , originally proposed by S. Kaczmarz [13] in 1937 for the case m = n, is defined as the iteration
where a i ∈ C n , i = 1, . . . , m, denote the row vectors of A (thus, a • cyclic, where the index set i = 1, . . . , m is repeatedly traversed in a fixed order, e.g., i j = j (mod m) + 1,
• random, where i j is randomly and independently determined according to a fixed probability distribution {p i }, or
• greedy, where i j is picked according to residual information, e.g., to max- It is well-known that (1) is equivalent to the successive over-relaxation (SOR) iteration with index sequence I for the system AA H y = b if the starting vector x 0 = A H y 0 belongs to Ran(A H ). Indeed, the j-th SOR step with relaxation parameter ω j for this system can be written in the form It is easy to check that then
The convergence theory of the Kaczmarz method and its block versions is typically approached either via the SOR interpretation, or the previously discussed ADM formulation, even though this is not always made explicit.
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Schwarz iterative methods, see [14, 15, 16, 7] for their origins and an outline of their theory, are essentially a reformulation of ADM within a more constructive framework which was motivated by the need for solving large-scale discretizations of operator equations in Hilbert spaces, such as elliptic partial differential and integral equations in Sobolev spaces. This framework is briefly 40 introduced in Section 2. It leads to generic upper bounds for the convergence speed of Schwarz iterative methods (and thus ADM and, in particular, Kaczmarz methods) for deterministic cyclic [7] , greedy, and random orderings [8] in terms of the spectral properties of a transformed operator equation generated by the original problem and its splitting into subproblems. Since the convergence 45 estimate for cyclic orderings obtained in [7] was not proved in full generality, and does not seem to appear in the ADM and POCS literature, we state it here as Theorem 1, and give a short proof of it. We also quote and generalize the convergence estimate for random orderings originated from [6] and extended in [17, 8] , experiments that illustrate and complement the theoretical part.
Convergence of Schwarz Iterative Methods

Space Splittings
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We repeat the setup from [8] , with the only difference that we explicitly allow all Hilbert spaces to be over the field C (there is no difference but a notational one to the case of spaces over R considered in most of the previous papers).
Consider a separable Hilbert space V , let a(·, ·) be a continuous positive definite
Hermitian form on V , and let F be a bounded linear functional on V . We use the notation V a if we consider V as Hilbert space with the scalar product given by the form a(·, ·). Obviously, knowing the norm v a := a(v, v) in V a determines a(v, w) for all v, w ∈ V a . To solve the variational problem, find
we use the concept of stable space splittings [16] . Let V a be represented by an at most countable number of Hilbert spaces V ai equipped with positive definite
Hermitian forms a i (·, ·), and associated bounded linear operators
as follows:
We allow for redundancy, i.e., we do not assume that V a is the direct sum of its subspaces R i V ai . We call (3) a stable space splitting, if
where |u | 2 := inf
The constants λ min and λ max are called lower and upper stability constants respectively, and κ := λ max /λ min is called the condition number of the space splitting (3).
For better orientation of the reader, we give examples of space splittings related to the solution of linear systems Ax = b. The first one addresses the case 65 of positive definite Hermitian matrices, while the remaining two are underlying the treatment of Kaczmarz-type methods for general linear systems we focus on in this paper.
• Example 1. The standard space splitting for solving linear systems Ax = b with positive definite Hermitian A ∈ C n×n is given by
with the form a(x, y) = y H Ax induced by A, and
where e i denotes the i-th unit coordinate basis vector in C n , and a ii the diagonal elements of A. Then
and the condition of the splitting κ equals the spectral condition number of D −1/2 AD −1/2 , where D = diag(A). As will be outlined below, this 70 splitting leads to the classical Jacobi-Richardson and Gauss-Seidel-type.
Replacing the diagonal entries a ii by arbitrary constants d i > 0 in the definition of the above space splitting leads to the study of the influence of diagonal scaling, this modification will appear for Kaczmarz methods below.
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• Example 2. Let now A ∈ C m×n be arbitrary. It is convenient to first consider the special case of a consistent system Ax = b with b ∈ Ran(A) (the general case will be discussed in Section 3). Such a system has the general solution x = x LS +x, where x LS ∈ Ran(A H ) is the least-squares solution of Ax = b, andx ∈ Ker(A) is arbitrary, and it is known that the classical Kaczmarz method will converge to
(2) is a trivial one: x = x LS (since x LS ∈ V a this makes sense). For the auxiliary spaces V ai and operators R i , we set
where d i > 0 are so far unspecified constants. Let D denote the m × m diagonal matrix formed by these d i . A straightforward computation leads
Thus, the stability constants of this splitting are λ min = σ 
• Example 3. The analysis of block-iterative methods requires different splittings, based either on row or on column partitionings of A. We mention one such splitting that is related to the results about blockKaczmarz solvers in [4, 5] . Consider the same V a and variational prob-
be a finite partition of the row index set {1, 2, . . . , m}, and denote the associated |τ k | × n submatrices of A by A τ k . Define auxiliary positive-definite Hermitian forms on
, by these definitions we
For x ∈ V a and any decomposition
which yields the trivial upper bound λ max = λ max,T ≤ K. However, sharp estimates for the stability constants and condition number κ = κ T of 80 this splitting valid for general row partitions are difficult to obtain, even though one would expect a tendency towards improving the condition number κ T when increasing the size of the τ k . In particular, if K = 1 and
One case, where the estimation of these constants is relatively easy but does not lead to a small κ T , is worth mentioning. Referring to results concerning the optimal paving of operators on Hilbert spaces, the authors of [4, 5] consider special row partitions, characterized by the property that there exist positive constants 0 < α < β < ∞ such that
The existence of such row partitions with α, β ≈ 1 and relatively small K, at least if the rows of A have unit norm, is related to the Bourgain-Tzafriri conjecture (see [18] for a discussion of this and many other conjectures, equivalent to it) which was recently confirmed in [19] . Substituting (6) into the formula for |x | 2 , we conclude that
, and thus
Therefore, row partitions T satisfying (6) with β/α close to 1, as discussed 
Schwarz Iterative Methods
For the setup of Schwarz iterative methods (or subspace correction methods) associated with (3) we restrict ourselves to finite splittings (i = 1, . . . , N ). We define linear operators T i : V a → V ai via the variational problems
to be solved for given v ∈ V a in the spaces V ai , i = 1, . . . , N . Using these [7, 8, 16, 14, 20] . The additive (or parallel or synchronous) Schwarz iteration is given by
where a starting point u 0 needs to be provided, and u ∈ V a is the solution of (2) . Since
the subproblem results T i e are computable from available information, and the update direction
can easily be computed from the subproblem results. If ω = ω is fixed for all ≥ 0 then we get the Richardson method for the operator equation
where f i is defined by the variational problems 
From the definition (4) and (12) we see that stability constants and condition number of the splitting (3) are closely related to the spectral properties of P :
Moreover, (11) is equivalent to (2) . Thus, the additive Schwarz method converges for 0 < ω < 2/λ max , and if ω = 2/(λ max + λ min ) we have the estimate for the asymptotically optimal error reduction
The multiplicative (or sequential or asynchronous) Schwarz iteration which we focus on in this paper assumes a certain index ordering I = {i j } j≥0 and processes subproblems in this order: Given u 0 , we recursively determine
For the space splittings of Example 1, this iteration (15) reduces to SOR type methods. Indeed, denoting by x j the j-th iterate and by x the solution of
This is the SOR update for the i j -th equation, and in particular the Gauss-Seidel However, this has been substantiated only for special problem classes, and is, in general, not true, see [16] . Finding sharp estimates for the convergence of the 100 iteration (15) with cyclic ordering is, despite many attempts [21, 7, 20] , not yet in a final state. The convergence theory for (15) has drawn renewed attention after Strohmer and Vershynin [6] proved, in an elementary way, a general and realistic bound for the error decay in expectation of a randomized version of the Kaczmarz method. This result was immediately taken up and extended in 105 various directions, see, e.g., [1, 17, 8] . We also note that related developments happened independently in the convex optimization community, e.g., for direct search methods, see [22, 23] . A similarly elementary convergence rate estimate holds for the iteration (15) with greedy orderings (see [8] , to not overload the present paper, we will not dwell on greedy versions).
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In the remainder of this section, we will state general estimates for the relative error reduction in multiplicative Schwarz iterations. The first one, for the standard cyclic ordering with constant relaxation ω j = ω is essentially contained in [7] , where it is proved for the special case of subspaces V i ⊂ V , and R i being the natural injections. To make the paper self-contained, we include the proof.
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The second result is based on results in [6, 17] and quoted from [8] . It concerns randomized orderings, i.e., in each step we choose an i j ∈ {1, . . . , N } according to a fixed discrete probability distribution. We also state a convergence estimate for a slight extension of the algorithm (15), where in the j-th step an index group I j ⊂ {1, . . . , N } of size 1 ≤ k j ≤ N is picked, and an update similar to 120 the one in (9) using subproblem solutions for all i ∈ I j is performed. Such a modification has been mentioned without proof in [8] and might prove useful in further optimizing the performance of randomized algorithms for large-scale linear systems. It provides a link between the randomized multiplicative Schwarz iteration (k j = 1) and the additive Schwarz iteration (9) which corresponds to 125 the case k j = N .
Cyclic Orderings
In this subsection, we consider cyclic orderings I given by i j = j (mod N ) + 1, j ≥ 0. The relaxation parameters are constant: ω j = ω ∈ (0, 2). Before stating the result, we make some theoretical assumptions on norm estimates for the operators R i : V ai → V a . In particular, assume we know positive constants
Also, let γ ≥ λ max be a given upper bound for the upper stability constant of the splitting (3). We then have
for all index subsets I ⊂ {1, . . . , N } and all v i ∈ V ai (just set u = i∈I R i v i , and look at the definition of |u | 2 after (4)). In some cases (as for the Kaczmarz method, see Section 3.1), such constants can be computed explicitly, in others knowledge about them for the execution of the algorithm can be circumvented at little extra cost (e.g., by switching to steepest descent updates). To satisfy (16) and (17), in theory we can always take
The following theorem has been stated in [7] for the situation when V ai ⊂ V , and the mappings R i are the natural injections. We repeat it for the present setting, also because it seems not widely known.
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Theorem 1. Assume that (3) is a stable space splitting of the Hilbert space V a , with stability constants λ min / max , and condition number κ given by (4). Then:
a) The multiplicative Schwarz iteration (15) with standard cyclic ordering I be given by i j = j (mod N ) + 1, j ≥ 0, and constant relaxation parameters ω j = ω ∈ (0, 2/λ max ) converges to the solution u of (2), with error decay given by
whereū = u N is the solution after sweeps and
b) Depending on N and λ max , the relaxation parameter ω can be chosen such
Proof. 
Define the linear operator R :Ṽã −→ V a by the formula
According to (8), its adjoint R * : V a −→Ṽã can be expressed by the operators
Introduce the linear operator
which acts boundedly onṼã, and is the counterpart of the additive Schwarz operator P = RR * defined in (10) . By the spectral properties of P , see (12) and (13), we get the lower estimatẽ
and similarly the norm bound
since
We can decomposeP into strictly lower triangular, diagonal, and strictly upper triangular partsP
we have
Moreover, as established in [7, Theorem 4], we have the following estimate for the lower triangular operatorL:
which combined with (22) implies
We note that counterparts of (24) for the matrix case have been investigated a lot, and that the logarithmic dependence of the bound on N cannot be improved 135 asymptotically in some instances.
With this notation at hand, we can reformulate (2) as variational problem onṼã, namely, findũ ∈Ṽã such that
and view the cyclic Schwarz iteration inṼã as an SOR-type iteration on a linear equation of the formPũ =b, where the right-hand sideb satifiesã(b,ṽ) = F (Rṽ)
for allṽ ∈Ṽã. Details can be found in [16, 7] . The result is the following formula for the error propagation per sweep of (15) with cyclic ordering, where as before we denote byū = u N the iterate after the -th sweep, and by u the solution of (2):ū
Here I andĨ denote the identity operators on V a andṼã respectively. Thus, the error decay per sweep of the cyclic Schwarz iteration is determined by the error propagation operator
To estimate its norm as map in V a , we use the identity
Thus,
The first inequality follows from (23), the second from (25) , and the last from (21) . This proves (19).
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Straightforward minimization leads to (20) if we choose ω according to
This establishes Theorem 1. 2
Remarks.
1) The estimates (19) and ( 2) An advantage of our bounds (19) and (20) is that they highlight the dependence of convergence rates on spectral properties of the operator P , and in particular on its spectral condition number, which equals the condition number κ of the underlying space splitting (3). This makes them also comparable with the recently obtained bounds for similar iterations using randomized and greedy 
Random Orderings
The following theorem can be found in [8, Theorem 1, b)], it generalizes the results of [6, 17] to the case of Schwarz iterations based on space splittings. Its proof is completely elementary, and will not be repeated here (see the proof of
155
Theorem 3 below for a similar argument).
Theorem 2. Assume that (3) is a stable space splitting of the Hilbert space V a , with lower stability constant λ min given by (4), and assume that the constants (16) . Create a random ordering I by setting i j = i with probability
Finally, set ω j = ω/γ ij , where ω ∈ (0, 2) is fixed.
Then the multiplicative Schwarz iteration (15) with random ordering I converges in expectation with the expected error decay given by
At first glance, the estimates suggest that ω = 1 is the best choice for the relaxation parameter, even though it is well-known that for certain applications, over-(ω > 1) or under-relaxation (ω < 1) pays off. The question of choosing ω is intertwined with our choice of the probability distribution p i which is determined 160 from the γ i defined by (16) . This is related to the problem of optimal scaling of the subproblems in V ai which does not have a trivial solution in general (see [24, 25] for recent discussions of the scaling aspect).
If we choose equal γ i = λ max as in (18) , then (28) implies the estimate
where c 0 = ω(2 − ω) ≤ 1. Therefore, N steps of this randomized multiplicative Schwarz iteration correspond to one sweep, and thus comparable to one step of the additive Schwarz iteration (9), the expected square energy error reduction is roughly bounded by a constant factor
if κ >> 1 and ω = 1. This is qualitatively as good as the estimate (14) . Note that (28-29) represent upper bounds for the expected convergence rate, whereas 165 (14) is asymptotically sharp and deterministic. The estimate (28) is superior to
We present next a more general block-random Schwarz iteration, the j-th step of which is as follows: Instead of picking a single index i j ∈ {1, . . . , N }, we now pick (randomly and uniformly, and independently for different j) a whole index set I j ⊂ {1, . . . , N } of size k j ∈ {1, . . . , N }, and update according to
The case k j = 1 corresponds to (15) with random ordering, while k j = N is equivalent to (9).
Theorem 3. Assume that (3) is a stable space splitting of the Hilbert space V a , with stability constants λ min / max and condition number κ given by (4). Assume ω j = ω ∈ (0, 2/λ max ), and let the random index sets I j of size k j be generated as described above.
Then the modified Schwarz iteration (30) converges in expectation, and the expected error decays according to
where
Proof. For the following calculations, recall that a(v,
all v ∈ V a and v i ∈ V ai , and that (17) holds for any γ ≥ λ max . For given u j , ω j , and a randomly chosen I j according to (30) we have
where in the inequality step (17) was used. Now recall that I j ⊂ {1, . . . , N } is a uniformly chosen random subset of k j indices. This, and the inequality
implied by the lower spectral bound of P , give the following bound for the conditional expectation of e j+1 2 a , given the current error e j :
a .
Taking expectations with respect to e j on both sides, we arrive at (31). Theorem 3 is established. (
The numerical experiments reported in Section 4 are confirming this.
4) As already noted, relaxation can boost convergence. However, there is no general recipe for choosing ω j optimally. For the considered random iterations, computing ω j by the steepest decent formula
in an update step of the form u j+1 = u j + ω j w j is a provably good alternative.
This is because steepest decent guarantees maximal error reduction in the given 180 search direction w j , and thus any of the above recursive estimates for expected square errors will hold, with best possible constants, for the steepest decent update as well.
5) Although the presented Schwarz iteration framework is essentially equivalent to ADM, it is more constructive by emphasizing the component structure space splitting underlying the given iterative method, and can only be cured by some kind of preconditioning, e.g., by changing the splitting. For elliptic PDE solvers, this approach has been proven very successful. Another aspect is to realize that the auxiliary spaces V ai need not form direct sum decompositions nor be even subspaces of V a , and that the subproblems defined by the auxiliary 195 forms a i (·, ·) may not be directly related to the original problem (2). E.g., in
applications to solving linear systems we may easily allow for overlapping block covers rather than block partitions of A, and approximate subproblem solves.
Applications to Kaczmarz Iterations
In order to apply the Schwarz iteration theory based on a Hilbert space set- applying it to the space splittings of Example 2 and 3. In addition, we provide an improved convergence rate estimate for cyclic orderings.
Kaczmarz Methods: Single Row Updates
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It is convenient to first consider the special case of a consistent system Ax = b with b ∈ Ran(A). Such a system has the general solution x = x LS +x, where
is the least-squares solution andx ∈ Ker(A) is arbitrary. The general case will be considered at the end of this Section. Example 2 of Section 2.1 is the space splitting which provides the framework for analyzing Kaczmarz methods with single row updates as multiplicative Schwarz method. Using the notation introduced in Section 2, a straightforward computation leads to
i a i x for x ∈ V a and all i = 1, . . . , m. Thus,
, and (15) specializes to
which is identical with the Kaczmarz iteration (1) if the diagonal scaling is set
. Throughout the rest of this section we will silently assume that the starting vector of the iterations satisfies x 0 ∈ V a . Indeed, for arbitrary x 0 , it is obvious from the update formula (33) that
where x 0 =x 0 +x 0 is the orthogonal decomposition of the starting vector intõ x LS of Ax = b for 0 < ω < 2/λ max , with an error decay rate given by (19).
Moreover, as a consequence of (20) and (5), the error decay after sweeps is
given by
if ω is chosen appropriately, e.g., according to (27) . We are not aware of any appearance of such an error decay estimate in terms ofκ(A H D −1 A) and logarithmically depending on the dimension m of A in the literature. 
where C is an absolute constant.
Proof. Following step by step the proof of Theorem 1 applied to our situation, one easily sees that (35) follows if the inequality (24) is replaced by the estimate 
where C 0 is an absolute constant, independent of p and m. 
Here we have used that 0 ≤ b ii ≤ λ 1 = 1. Similarly,
Combining the last three inequalities, we obtain
Choosing here p = ln(r), and taking into account the trivial bound
establishes (36) for all r, and proves the statement of Theorem 4. 2
Convergence Estimates: Random Orderings. We now apply Theorem 2 and 3. For the splitting from Example 2, we have
. . , m. Theorem 2 suggests the selection of the random index sequence I using the discrete probability distribution
and the update formula
i.e., again (1) with fixed ω j = ω ∈ (0, 2). The expected square error estimate then reads
which can be upper-bounded for ω = 1 by
where r = dim V a ≤ min(n, m). Finally, for the application of Theorem 3, assume for simplicity constant ω j = ω. Then the update formula (30) reads
where I j ⊂ {1, . . . , m} is a uniformly and independently chosen random index set of size k j , and the error estimate per step (31) for the expected squared error gives
if we set ω = 1/λ max .
As was remarked in Section 2. x LS as Ax = b, we can easily extend the analysis to the inconsistent case. E.g., according to (33), in the cyclic case we can write
which gives an inhomogeneous recursion for the error e j = x LS − x j of the form 
where, according to Theorem 4 the spectral norm of Q :
.
Thus the iteration converges to a point that sits in a ball of radius proportional to b 2 around x LS (see [10, Theorem 4 .32] for a formula expression of the limit).
A similar approach applies to the random Kaczmarz iteration resulting from Theorem 2. Indeed, the error recursion for the update (38) can be written as
with the two terms orthogonal to each other. Thus, a quick computation shows
For ω = 1 (this is the case covered in [1] ), we continue with computing the 245 conditional expectation of e j+1 2 2 with respect to given e j , recall that the probability distribution underlying the choice of i j is given by (37):
Taking the expectation with respect to e j , we get
and iterating this inequality results in
For ω = 1, one can first use the elementary inequality
and then repeat the computation of expectations. This leads to a slightly worse recursive estimate 
Kaczmarz Methods: Block Updates and Least-Squares Solvers
Block-iterative methods for general linear systems [27] often lead to better cpu-time efficiency in implementations, even though this cannot always be substantiated theoretically. In the language of ADM, this means to go away from one-dimensional search directions given by the columns of A H (and projections onto hyperplanes), and replace them by more general search directions or sub-260 space search. For reasons explained in the previous subsection, we can w.l.o.g.
assume that Ax = b is consistent, i.e., b ∈ Ran(A), and that x 0 ∈ Ran(A H ).
Block-Kaczmarz iterations based on a row partitioning T as introduced in
Example 3 have been proposed in slightly more general form in [27] , the update formula reads
The more recent papers [4] and [5, Algorithm 1] deal with randomized versions, under the assumption that the row partition T leads to invertible and well-
. It is easy to check that the iteration (15) based on the splitting from Example 3 leads to exactly the update formula (43), which allows us to deduce convergence results for both cyclic and randomized blockKaczmarz iterations from the theorems in Section 2. In particular, for the cyclic ordering k j = j (mod K) + 1, j ≥ 0, we obtain from Theorem 1 that
Here, κ T is the condition number of the splitting in Example 3. Similarly, since for this splitting obviously γ k = 1,
for the randomized block-Kaczmarz iteration with underlying uniform probability distribution and relaxation parameter ω = 1. The estimate remains valid if ω j is computed by the steepest descent formula. As was mentioned in Section 265 2.1, the stability constants λ max / min,T are hard to assess for general row partitions T . For T satisfying (6), the estimation of the condition number κ T leading to (7) reveals that λ min,T ≥ σ For instance, if we change in Example 3 the auxiliary spaces to V a k = C |τ k | , and the auxiliary scalar products to
all other components of the space splitting as they are, then it is not hard to see that the stability constants and condition numbers for this modified space splitting coincide with those of the splitting from Example 2, in particular,
we get the update formula
for cyclic orderings, and an error estimate of
where againx = x K , ≥ 1, and ω is chosen optimally.
For random orderings, the update reads
and k = k j is picked from the index range {1, . . . , K} according to the prob-
estimates for the expected square error are similar. Indeed, the application of Theorem 2 to the iteration (45) yields
if ω ∈ (0, 2). Again, this is not too explicit as the constants γ k depend on the partition T , it is, however, worth mentioning that
We conclude this subsection with a few remarks on obtaining the least- 
Next, choose a row a ij of A, where i j ∈ {1, . . . , m} is an i.i.d. random variable with discrete probability distribution p i = a i 2 2 / A 2 F , i = 1, . . . , m, and update
A block version of this algorithm has been considered in [5] , where it is assumed that both A and A H admit, after respective column and row scaling, pavings with constants α, β in the corresponding assumptions (6) 
Numerical Tests
In this section we illustrate some of the main results of this paper, in particular, the convergence bounds for Kaczmarz iterations with cyclic ordering in comparison with random orderings, by numerical experiments. Test matrices from three families of matrices are considered below. The first one (referred to as Toeplitz matrices) is taken from [28] , and consists of finite m × n sections A = ((A j−k )) j=1,...,m, k=1,...,n of a Hermitian positive-definite Toeplitz operator on 2 (Z) given by the sequence
We have chosen c 0 = 0.2 in our tests. All matrices A chosen from this family have full rank r = min(m, n), and are well-conditioned with almost constant
The second family (referred to as Fourier matrices) originates from the classical problem of reconstructing 1-periodic band-limited functions from samples at non-uniformly spaced points, and was already used in, e.g., [6] . Let A be defined by its entries as
where {t j } j=1,...,m is an increasing sequence of non-uniformly spaced sampling points in the periodic unit interval drawn from a uniform distribution, and k = −K, ..., K (i.e., n = 2K + 1). As was justified in [6] , the introduction of the above weight factors w j , and a sufficiently large oversampling rate m/n >> 1
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guarantee that condition numbers fall in a reasonable range. In our experiments, we chose K = 50 and m = 500, and generated A of size 500 × 101, with full column rank r = n = 101, and withκ(A H A) ≈ 312.5.
Finally, a third family (referred to as Tomography matrices) was generated using the Matlab Regularization Toolbox by P.C. As mentioned before, the error decay bound for cyclic orderings stated in Theorem 4 is invariant under row shuffling. However, the actual convergence rates may well change, as the lower triangular matrix L AA H crucially enters the estimates and depends on row permutation. We did experiments on both the 370 first (Toeplitz matrix of size 640 × 640) and second (Fourier matrix of size 500 × 101) family of matrices, in each of the 50 recorded experiments we used cyclic iteration but with different fixed row ordering. As a comparison we also included experiments using the random Kaczmarz iteration described in Theorem 2. For both families of matrices, one-time row shuffling followed by cyclic Kaczmarz 375 iteration outperforms the cyclic Kaczmarz iteration in the initially given order, and is even better than the random Kaczmarz iteration (see Figure 2 ). This experiment suggests that a simple preprocessing step of a one-time row shuffling before cyclic iteration, especially in applications where we are not sure if the given ordering is optimal, may lead to performance as good as for iterations 380 with more sophisticated or costly randomization strategies. Since one cycle of the Kaczmarz iteration after random row shuffling is equivalent to a cycle of a Kaczmarz iteration where indices are chosen randomly but without repetition, this is in line with the often observed behavior of randomized iteration schemes with and without repetition, see [30] for a discussion of this aspect. The results for the Jacobi update case are in full agreement with the bounds given in Theorem 3, for small block-sizes k = k j the cycle count for reaching a certain error reduction only slightly increases with k. Moreover, for this range 390 of k, the two methods are of comparable performance and cost. Note that, to our knowledge, there is no theoretical convergence rate bound available for the implemented version with least-squares updates. One can only speculate that this method becomes more competitive as k j is chosen larger, at the expense of increased computational cost compared to the simpler Jacobi updates. 
