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сивностью )( ll nψ  прибор l-го узла переходит в режим 1−lj , а с интенсивностью )( ll nν  - 
в режим 1+lj . Время пребывания в последнем lτ  режиме имеет показательное распре-
деление с параметром ),( lll i τψ , после чего прибор переходит в 1−lτ  режим . Во время 
переключения прибора с одного режима  на  другой число заявок в очереди не меняется. 
Состояние сети в момент времени t будет характеризоваться вектором 
n(t)=( )(),...(1 tntn N ), где ))(),(()( tjtitn lll = - состояние l-го узла в момент времени t. В соот-
ветствии с указанным выше )(til  - число заявок в l-м узле в момент времени t, )(tjl  - 
номер режима работы l-го узла в момент времени t. 
Предположим, что все величины )(),(),( llllll nnn ψνµ  строго положительны, а уравне-
ние трафика 
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имеет единственное решение ( Nεεε ,...,, 21 ), для которого 0,...01 >> Nεε  (для этого 
достаточно, чтобы матрица ( 0,,0,, 00 == pipi гдеNlkkl ) была неприводимой.  Тогда 
n(t)-неприводимый Марковский процесс на фазовом пространстве X= Nnnn ××× ...21  
Если во всех  узлах сети выполняется условие  
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 Для эргодичности достаточно, чтобы  
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ПРЕДИКТОРОВ: СЛУЧАЙ ЦЕПИ МАРКОВА 
 
Костевич А. Л., Шилкин А. В.  
ННИЦ ППМИ Белорусский государственный университет, г. Минск 
 
Рассмотрим задачу проверки гипотезы 0H  о том, что бинарная последовательность 
описывается моделью независимых симметричных испытаний Бернулли – гипотезу о 
чистой случайности. Данная задача возникает в различных областях: криптографии, 
имитационном моделировании и др. 
Построение статистического критерия для проверки гипотезы 0H  против широкого 
класса альтернатив в рамках традиционных подходов к тестированию бинарных после-
довательностей является затруднительным. Поэтому в литературе развивается альтер-
нативный подход к проверке гипотезы 0H  на базе различных мер сложности последо-
вательности: последовательность считается чисто случайной, если она не может быть 
“сжата” с помощью выбранного алгоритма ([4]).  
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Известно большое число универсальных алгоритмов сжатия данных, и предпринима-
ются попытки их использования для проверки гипотезы о чистой случайности: например, 
в критериях Лемпеля-Зива и Маурера [1]. Однако сложность исследования вероятност-
ных свойств алгоритмов сжатия приводит к использованию в таких критериях статисти-
ческих оценок неизвестных параметров вероятностных характеристик. 
В данной статье описана процедура проверки гипотезы о чистой случайности на базе 
любого универсального предиктора. Выбор данного подхода обусловлен тесной связью 
между универсальными предикторами, универсальными алгоритмами сжатия данных, 
классическими статистическими методами, а также теоремой A. Яо об универсальности 
теста предсказания следующего бита. В статье исследуется эффективность рассматри-
ваемого подхода в случае альтернативной гипотезы, описываемой цепью Маркова. 
Пусть наблюдаются бинарные случайные величины K,, 21 XX , описываемые набо-
ром условных вероятностей }},|{{ 11 XXXP tt K+  из некоторого класса M , 
}1,0{=∈ AX t . Пусть по первым t  наблюдениям tXX ,,1 K  требуется сделать прогноз 
относительно значения 1+tX . Если вероятностная модель последовательности извест-
на, то оптимальный прогноз * 1+tX  определяется максимумом условной вероятности и 
достигается минимальная вероятность ошибочного прогноза *tpi : 
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Если модель последовательности неизвестна, то должен быть построен предиктор 
}},|{{ 11 XXXP tt K
)
+ , и прогноз строится аналогично (1) с большей вероятностью 
ошибки прогноза tpi
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Определение ([5]). Предиктор (2) называется универсальным для класса M , если 
),,(),,( 1*1 XXXX tttt KK) pipi −  сходится по вероятности к 0 при ∞→t  для любого 
набора условных вероятностей из класса M . 
Отметим, что если для двух предикторов для всех 1,, XX t K  верно:  
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то они делают одинаковые прогнозы и в этом смысле являются эквивалентными. Это ос-
лабляет требования по асимптотической несмещенности оценок условных вероятностей. 
В [3] предложена следующая схема построения критерия для проверки гипотезы о 
чистой случайности на базе произвольного предиктора. 
Пусть дана выборка nttxX 1}{ ==  объема n . Для каждого 1,1 −= nt  по первым t  
наблюдениям строится прогноз для 1+tx  с использованием предиктора (2) и вычисляет-
ся индикатор успеха прогноза: }{ ttt xXIY ==
)
. Если для X  верна гипотеза о чистой 
случайности 0H , то последовательность индикаторов }{ tY  также будет описываться 
0H . Если же для X  верна гипотеза 1H  и 5.0}{ * <piE , то в случае использования уни-
версального для 1H  предиктора, последовательность }{ tY  будет иметь некоторое (за-
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висящее от 1H  и предиктора) совместное распределение, но со следующими марги-
нальными вероятностями: 
,
2
1}1{:)(1 ttY YPH ε+==  причем 0>tε  при ∞→t . 
 
В качестве статистического критерия для проверки 0H  против уже альтернативы 
)(
1
YH  (и 1H  соответственно) в [3] предложен следующий статистический критерий: 
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где ()Φ  – функция распределения стандартного нормального распределения, α  – 
уровень значимости.  
В [3] показано, что при определенных условиях, в частности при выполнении для по-
следовательности индикаторов успехов прогнозов ЦПТ, предложенный критерий будет 
обладать заданным уровнем значимости и являться состоятельным. Проверка необхо-
димых условий, в общем случае, является затруднительной. Поэтому в данной статье 
исследуется эффективность описанного подхода в случае альтернативы 1H , описывае-
мой моделью стационарной цепи Маркова: 
 
 AjipiXjXPjXPH ijttj ∈≠===== + ,,5.0}|{,}{: 111 pi , (4) 
 
а в предикторе (2) используется некоторая оценка матрицы вероятностей одношаго-
вых переходов )( ijpP )
)
= , т.е. 
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Определение универсальности для данного предиктора будет выполняться, если для 
всех ijAjijAj ppAi
))
∈∈ =∈ maxargmaxarg: . 
Для модели (4), (5) индикаторы }{ tY  являются значениями функционала от состояний 
цепи Маркова и обладают следующими характеристиками: 
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Теорема. В асимптотике ∞→t  при верной гипотезе 1H  и использовании универсаль-
ного для 1H  предиктора (5) статистика S  имеет предельное нормальное распределение 
с параметрами ∞<+== ∑∑
∞
== ⊕ )},cov{2}{)(1(, 2 1121
1
0, )(,1 t tik ifkii YYYDnpk σpiµ , а 
критерий (3) является состоятельным, мощность критерия имеет вид: 
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Были проведены численные эксперименты по оценке вероятности ошибки первого 
рода и мощности критерия (3) в случае 1H : 6.01001 == pp  по выборкам различного 
объема. На рис.1 приведены оценки вероятности ошибки I рода (•) и мощности (◦) c 95% 
доверительным интервалом (пунктир) предложенного критерия, а также теоретическое 
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значение мощности марковского предиктора (сплошная линия). Предиктор (5) строился 
по дополнительным выборкам. Из рис.1 можно видеть, что экспериментальные резуль-
таты согласуются с утверждением теоремы. На рис.2 для той же модели дополнительно 
приведены оценки мощности критериев, построенных на базе универсальных предиктора 
Лемпеля-Зива (◦) и Sampled Pattern Matching (SPM) предиктора (•) [2], а также теоретиче-
ское значение мощности марковского предиктора (сплошная линия). Можно заметить, что 
универсальные предикторы Лемпеля-Зива и SPM даже без априорной информации о виде 
альтернативы выявляют отклонение от 0H , хотя и с меньшей мощностью, чем марковский 
предиктор, являющийся оптимальным (при наличии априорной информации о виде 1H ). 
 
  
Рис.1:Оценки вероятности ошибки I рода и 
мощности критерия (3) 
Рис.2: Оценки мощности при использовании 
универсальных предикторов 
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Среди методов решения задачи Дуффинга в настоящее время наиболее эффектив-
ными являются разностные методы, основным недостатком которых является необхо-
димость восстановления полученного сеточного решения. Процедура восстановления 
позволяет получить приближенное решение в аналитическом виде с точностью порядка 
1e-13 – 1e-14 для периодической задачи и с точностью 1e-8 – 1e-9 для непериодической 
задачи. Предлагаемый нами метод решения задачи Дуффинга позволяет достичь точ-
ности по невязке 1e-14 – 1e-15 как в периодическом, так и в непериодическом случае, 
что позволяет говорить об общности подхода к решению задачи Дуффинга. 
