The stability theory for linear neutral equations subjected to delay perturbations is addressed. It is assumed that the delays cannot necessarily vary independently of each other, but depend on a possibly smaller number of independent parameters. As a main result necessary and sufficient conditions for strong stability are derived along with bounds on the spectrum, which take into account the dependency structure of the delays. In the derivation of the stability theory results from realization theory and determinantal representations of multivariable polynomials play an important role. The observations and results obtained in the paper are first illustrated and validated with a numerical example. Next, the effect of small feedback delays on the stability of a boundary controlled hyperbolic partial differential equation and of a control system involving state derivative feedback is analyzed. Republic, e-mail: henrion@fel.cvut.cz
Introduction
Many engineering systems can be modeled by delay differential equations of neutral type, for instance lossless transmission lines [15] and partial element equivalent circuits [4] in electrical engineering, combustion systems [22] and controlled constrained manipulators [24] in mechanical engineering. Equations of neutral type also arise in boundary controlled hyperbolic partial differential equations subjected to small feedback delays [19, 5] and in implementation schemes of predictive controllers for time-delay systems [6, 21] . In this paper we discuss stability properties of the linear neutral equatioṅ
where x(t) ∈ R n is the state variable, τ := (τ 1 , . . . , τ p 1 ) ∈ (R + 0 ) p 1 and υ := (υ 1 , . . . , υ p 2 ) ∈ (R + 0 ) p 2 are time-delays, and H k and A k are real matrices.
An important aspect in the stability theory of neutral equations is the possible fragility of stability, in the sense that the asymptotic stability of the null solution of (1) may be sensitive to arbitrarily small perturbations of the delays τ , see, e.g. [10, 19, 17] and the references therein. This has led to the introduction of the notion of strong stability in [9, 11, 12] , which explicitly takes into account the effect of small delay perturbations. In [11] a necessary and sufficient condition for the strong stability of the null solution of (1) has been described for the case where the delays (τ 1 , . . . , τ m ) can vary independently of each other, and in [20] related spectral properties have been discussed, along with a stabilization procedure for systems with an external input. Note that robustness against delay perturbations is of primary interest in control problems, as parametric uncertainty and feedback delays are inherent features of control systems.
In the existing literature on the stability of neutral equations, subjected to delay perturbations, the delays, τ k , 1 ≤ k ≤ p 1 , in (1) are almost exclusively assumed to be either mutually independent or commensurate (all multiples of the same parameter) -an exception is formed by [25] where a problem with three delays depending on two independent parameters is analyzed. This simplifies the analysis considerably. However, real systems might give rise to a model of the form (1) exhibiting a delay dependency caused by physical or other interactions in the system's dynamics. This is explained with a lossless transmission line example in Chapter 9.6 of [9] , where it is shown that a parallel transmission line which consists of a current source, two resistors and a capacitor, gives rise to a system of a neutral type with three delays in the difference part, which are integer combinations of two physical parameters. In [5, 16, 19] boundary controlled partial differential equations are described that lead to a closed-loop system of neutral type, where the delays in the model are particular linear combinations of (physical) feedback delays and delays induced by propagation phenomena. In [27] the robustness against small feedback delays of linear systems controlled with state derivative feedback is addressed, motivated by vibration control applications. There, the closed-loop system can again be written in the form (1) , where the delays τ k are combinations of actuator and sensor delays in input and output channels. All these application motivate a study of the dependence of the stability properties of (1) on the delay parameters, under the assumption that the delays τ k , 1 ≤ k ≤ p 1 , are not necessarily independent of each other, but are function of m 'independent' delays r = (r 1 , . . . , r m ) ∈ (R + 0 ) m , as described in the following relation:
with γ k := (γ k,1 , . . . , γ k,m ) ∈ N m \ { 0}, for k = 1, . . . , p 1 . Note that the cases of mutually independent delays, respectively commensurate delays, appear in this framework as extreme cases (m = n and γ k = e k , k = 1, . . . , p 1 , respectively m = 1). The problem studied in [25] corresponds to the relation (τ 1 , τ 2 , τ 3 ) = (r 1 , r 2 , r 1 + r 2 ), which is also of the form (2).
As we shall see, the precise dependency structure of the delays has a major influence on the stability robustness. For instance, we shall illustrate that the asymptotic stability of (1) may be destroyed by arbitrarily small perturbations of the delays τ k , 1 ≤ k ≤ p 1 , if these perturbations can be chosen independently of each other, but may be robust against small perturbations if the (perturbed) delays are restricted by a relation like (2) . This aspect further motivates a thorough study of the stability of the system (1)- (2) in the presence of uncertainty of the (independent) delays r and υ.
Whilst the general aim of the paper is to develop the stability theory for neutral equations with dependent delays subjected to delay perturbations, the emphasis will be on the derivation of explicit strong stability criteria and on related spectral properties. As we shall see the criteria available in the literature can only be generalized directly to the case of dependent delays in special cases, where severe restrictions are put on the dependency structure. To obtain a general solution and, in this way, complete the theory, some type of intermediate lifting step may be necessary, where a delay difference equations with dependent delays is transformed into an equation with independent delays with the same spectral properties. Hereto, the main step will boil down to the representation of a multivariable polynomial as the determinant of a pencil. Such a representation will follow from arguments of realization theory, more precisely, from the construction of lower fractional representations (LFRs). See, for instance, [29] and the manual of the LFR toolbox [18] for an introduction.
Finally, we note that the strong stability criteria developed in paper are also important in the context of stabilization and control of neutral systems. If the null solution of the associated difference equation is strongly stable, then the unstable manifold is finite-dimensional and remains so in the presence of small perturbations. This opens the possibilities to use controllers which only act on that manifold (see, e.g. [26] ) or which are based on shifting or assigning a finite number of eigenvalues as [19] . On the contrary, if the difference equation is not strongly stable, then the closed-loop system lacks robustness against small perturbations. This may happen even if the application of the control law involves a non-compact perturbation of the solution operator and, thus, directly affects the difference equation, see [11] for an illustration.
The structure of the paper is as follows: in Section 2 some basic notions and results on neutral equations are rehearsed, in support of the subsequent sections. In Section 3 the spectral properties of the neutral equation (1)- (2) and of the associated delay difference equation are addressed, with the emphasis on stability properties and the sensitivity of stability w.r.t. delay perturbations.
The main results are presented in Section 4, where computational expressions are presented that lead to explicit strong stability conditions. Section 5 is devoted to applications and illustrations. Section 6 contains the conclusions.
Preliminaries
The initial condition for the neutral system (1)- (2) is a function segment
is the Banach space of continuous functions mapping the interval [−τ , 0] into R n and equipped with the supremum-norm. The fact that the map N :
is atomic at zero guarantees existence and uniqueness of solutions of (1) . Let
. Then the state at time t is given by the function segment
. Denote with T (t; r, υ) the solution operator, mapping initial data onto the state at time t, i.e.
This is a strongly continuous semi-group. The associated delay difference equation of (1) is given by
For any initial condition ϕ ∈ C D ([−τ , 0], R n ), where
a solution of (4) is uniquely defined. Let T D (t; r) be the corresponding solution operator.
The asymptotic behavior of the solutions and, thus, the stability of the null solution of the neutral equation (1) is determined by the spectral radius r σ (T (t; r, υ)), satisfying
where the characteristic matrix ∆ N is given by
and
For instance, the null solution is exponentially stable if and only if r σ (T (1; r, υ)) < 1 or equivalently c N ( r, υ) < 0 [11, 10] (see [9] for an overview of stability definitions and their relation to spectral properties). In a similar way, the stability of the delay difference equation (4) is determined by the spectral radius
where
An important property in the stability analysis of neutral equations is the relation r e (T (1; r, υ)) = r σ (T D (1; r)),
see e.g. [9, 8] . From this follows the well known result that a necessary condition for the exponential stability of the null solution of (1)- (2) is given by the exponential stability of the null solution of the delay difference equation (4) .
In the rest of the paper we will call the solutions of det(∆ N (λ; r, υ)) = 0 the characteristic roots of the neutral system (1). Analogously we will call the solutions of det(∆ D (λ; r)) = 0 the characteristic roots of the delay difference equation (4).
Spectral properties
We discuss some spectral properties of the neutral equation (1), which are important for the rest of the paper. In §3.1-3.2 we make the implicit assumption that det ∆ D (λ; r) ≡ 1.
The degenerate case where this condition is not met will be treated separately in §3.3.
Difference equation
It is well known that the spectral radius (7), although continuous in the system matrices H k , is not continuous in the delays r, see e.g. [9, 11, 14, 20] , which carries over to (8) . As a consequence, we are from a practical point of view led to the smallest upper bound on the real parts of the characteristic roots, which is 'insensitive' to small delay changes:
Clearly we haveC D ( r) ≥ c D ( r), and the inequality can be strict, as shown in [20] and illustrated later on. We have the following results:
Proposition 2 The following assertions hold:
(1) the function
1 The m components of r = (r 1 , . . . , r m ) are rationally independent if and only if m k=1 n k r k = 0, n k ∈ Z implies n k = 0, ∀k = 1, . . . , m. For instance, two delays r 1 and r 2 are rationally independent if their ratio is an irrational number. m and we arrive at a contradiction.
The property (11) leads us the following definition:
A consequence of the non-continuity of c D w.r.t. r is that arbitrarily small perturbations on the delays may destroy stability of the delay difference equation. This phenomenon, which was illustrated in [19] , has lead to the introduction of the concept of strong stability in [11] : we say that the null solution of equation (4) is strongly exponentially stable if it is exponentially stable and remains so when subjected to small variations in the delays r, more precisely,
The null solution of the delay difference equation (4) is strongly exponentially stable if there exists a numberr > 0 such that the null solution of
is exponentially stable for all δ r ∈ (R + ) m satisfying δ r <r and
The following condition follows from Proposition 2:
Proposition 5 The null solution of (4) is strongly exponentially stable if and only if Ξ < 0.
PROOF. By definition the null solution of (4) is strongly exponentially stable if and only ifC D ( r) < 0, which is equivalent to Ξ < 0.
Remark 1 The condition of Proposition 5 does not depend on the particular value of r ∈ (R
m , that is, exponential stability locally in the delays r implies exponential stability globally in the delays.
Neutral equation
Following from (9) , not only the delay difference equation (4), yet also the neutral equation (1)- (2) has characteristic roots with real part arbitrarily close toC D ( r) for certain (arbitrarily small) perturbations on r.
From the fact that the operator T (1; r, υ), defined in (3), only has point spectrum in the set {λ ∈ C : |λ| > r e (T (1; r, υ)) = r σ (T D (1; r))} , see [11] , it follows that all the characteristic roots of (1) in the half plane
where > 0, lie in a compact set and that the number of these roots (multiplicity taken into account) is finite. Bounds on these roots on be obtained from the following lemma:
PROOF. Because ∆ D (λ; r) is invertible, we can write the characteristic equation in the form
This equation can be interpreted as
By further working out the estimate, we arrive at the assertion.
From the combination of item (i) of Proposition 2 and Lemma 1 with the continuity of the individual characteristic roots w.r.t. ( r, υ) one concludes the following result:
is continuous.
This is an important result, given that the function ( r, υ)
is not continuous, with discontinuities occurring at delay values where c N ( r, υ) <C D ( r). Such situations do occur and will be illustrated with the first example of Section 5.
Furthermore, if we define strong exponential stability for the neutral equation (1)- (2) analogously as for the associated delay-difference equation,
Definition 7
The null solution of the neutral equation (1)- (2) is strongly exponentially stable if there exists a numberr > 0 such that the null solution ofẋ
is exponentially stable for all δ r ∈ (R + ) m and δ υ ∈ (R + ) p 2 satisfying δ r < r, δ υ <r and
then we get the following result:
The null solution of the neutral equation (1) is strongly exponentially stable if and only if c D ( r, ν) < 0 and Ξ < 0.
Degenerate case
If det ∆ D (λ; r) ≡ 1, which occurs for instance if all matrices H k are lower triangular and have zero diagonal, then the zeros of det ∆ N (λ; r, υ) are equal to the zeros of
Equation (12) can also be interpreted as the characteristic function of a linear time-delay system of retarded type, of which the spectral properties carry over (see, e.g., [9, 7, 23] for spectral properties of retarded type systems).
Computational expressions
We derive computational formulae for the quantitiesC D ( r) and Ξ, which, by Proposition 5 and Proposition 8, directly result in strong stability conditions.
First, we consider special cases where particular conditions are put on the interdependence of the delays. In this way expressions are obtained which are similar to the expressions for the case of independent delays treated in [20] .
Next, we show how the obtained results can be applied to the general case also, after applying an appropriate lifting technique, based on the representation of a multivariable polynomial as the determinant of a pencil.
Conditions on the dependency structure
We start by stating a technical lemma:
Lemma 2 Assume that there is a vector β ∈ (R 0 ) m such that
Let r ∈ (R + 0 ) m and c ∈ R. If the function
has a global maximum, α 0 , for θ = θ 0 , then
PROOF. Let λ( θ 0 ) be an active eigenvalue of −
Because the spectral abscissa function α(·) is smooth in the neighborhood of a global maximum the eigenvalue λ( θ 0 ) is either simple or semi-simple, hence, it defines a continuously differentiable function
where B( θ 0 ) is some open set containing θ 0 . Let the continuously differentiable functions θ → w * 0 ( θ) and θ → v 0 ( θ) correspond to (normalized) left and right eigenvectors:
Because the spectral abscissa has a maximum at θ 0 , we have:
Note that
can be computed by differentiating (15) at θ 0 , pre-multiplying the result with w * 0 ( θ 0 ) and using (16) . In this way we arrive at:
We conclude that (λ( θ 0 )) = 0 and (λ( θ 0 )) = α 0 .
The next result states that under condition (13) , the quantityC D ( r) can be computed from the zeros of a scalar function:
is the largest zero of the function
where f (c; r) = max
PROOF. From
see Proposition 2, it follows that there exists at least one value of c such that f (c; r) ≥ 1. As lim c→+∞ f (c; r) = 0, the following number is well defined:
It is clear that f (c; r) ≤ 1 if c ≥ĉ( r). By (19) this implies that
Next, from Lemma 2 and the fact that f (ĉ( r); r) = 1 it follows that there exists a θ 0 ( r) ∈ [0, 2π] p 1 such that
By (19) one concludes thatC
From (20) and (21) we getC D ( r) =ĉ( r), which is equivalent to the assertion of the proposition.
By further imposing that the vector β, appearing in Proposition 2, has positive components only, -among others-an explicit expression for Ξ, and thus an explicit strong stability condition, is obtained:
. . , p 1 }, then the assertion of Proposition 2, can be strengthened to:
is the unique zero of the strictly decreasing function c ∈ R → f (c; τ ) − 1, with f given by (18); (2) we have Ξ = sign log(δ 0 ),
PROOF. We first prove the second and third assumption. According to its definition we evaluate Ξ as
From Proposition 2C D ( β) is the largest zero of the function
The second and third assertion of the proposition follow from (23) and (24).
The proof of the first assumption is analogous to the proof of Theorem 6 of [20] and relies on the second assertion, combined with an approximation and continuation argument. 
General case: lifting procedure
Recall that the characteristic function of (4) is given by:
By formally setting
the function (25) can be interpreted as a multivariable polynomial
with some constraints on the variables. In the context of realization theory, it is known that every multivariable polynomial can be "lifted" and expressed as the determinant of a (linear) pencil, see [29] . We have the following result, for which we give a constructive proof:
Proposition 5 There always exist real square matricesH 1 , . . . ,H m of equal dimensions such that
PROOF. The proof is based on expressing the polynomial matrix
as a lower linear fractional representation. Let 'input' w ∈ R n and 'output' z ∈ R n be such that
It can be verified that this expression is equivalent to:
. . .
with s k = m l=1 γ k,l , 1 ≤ k ≤ p 1 and I u , u ∈ N, denoting the u-by-u unity matrix.
From (28) we obtain
It follows that
, and e k is the k-th unit vector in R m .
Remark 6
It is important to mention that the lifting from (26) to (27) is not unique. Furthermore, in general the procedure employed in the proof of the proposition does not yield a representation with minimal dimension. For more results on linear fractional representations (LFRs) of multivariable polynomials we refer to the specialized literature, see e.g. Chapter 10 in [29] for representations coming from state-space realizations in control theory, and Chapter 14 in [13] for many references and extensions to symmetric representations and polynomials with noncommutative variables. See also [18] for an excellent user-friendly publicly available Matlab toolbox which -among others-contains routines to compute LFRs and numerical heuristics to reduce the order of LFRs.
Returning to the original problem, by Proposition 5 there always exist matrices
Hence, ∆ D (λ; r) can be interpreted as the characteristic function of the lifted delay difference equation
As this equation satisfies the condition assumed in the propositions of §4.1, the following result directly follows:
Theorem 7 For the delay difference equation (4) 
Remark 8
If the condition of Proposition 3 are satisfied, then it is advised to compute Ξ andC D ( r) from Proposition 3 instead of the general Theorem 7 because in such case the lifting step, which leads to an increase of the dimension of the problem and of the computational complexity, is not necessary.
The main step, the lifting procedure for the computation of the matrices
is illustrated with two examples:
Example 9 If p 1 = 3, m = 2 and
then the delay difference equation (4) becomes:
This case is not directly covered in §4.1 since there does not exist a vector
The characteristic equation of (30) is given by
The lifting technique described in the proof of Theorem 7 leads to the equivalent expression:
however, it is easy to see by inspection that a minimal order 2 lifting. is given by:
Example 10 If p 1 = 3, m = 2, and
then the characteristic equation of (4) becomes:
The lifting technique employed in the proof of Theorem 7 leads to us the equivalent expression:
A minimal order lifting is given by
The representation (32)can be obtained using the technique described in Section 10.3 of [29] , by constructing a LFR from a block diagram representation for
Finally, we illustrate that the lifting step is necessary if the assumption on the interdependency of the delays of Proposition 3 is not satisfied:
Example 11 When applying Theorem 7 to the delay difference equation
for which the lifting (31) can be used, we get δ 0 = 0.9945 < 1, thus Ξ < 0 and we can conclude strong stability. On the other hand, formula (22) would result in γ 0 = 1.0066 > 1. This demonstrates that lifting is necessary if the assumption of Proposition 3 is not satisfied, and that the assertions of Proposition 3 are no condensed formulations of the assertions of Theorem 7.
Illustrations and applications

Numerical example
We apply the theoretical results derived above to the following system
where the system matrices are given by 
and the dependency of the delays is described by
with r 1 and r 2 independent.
In Figure 1 we show the rightmost characteristic roots of (33)-(35) for (r 1 , r 2 ) = (1, 2) and ν 1 = 1, computed with the quasi-polynomial mapping based rootfinder (QPMR) [28] . Note that the exponentially transformed characteristic roots correspond to the eigenvalues of the operator T (1; (r 1 , r 2 ), υ 1 ). We have Let us remark that the latter quantity can be calculated from the zeros of a polynomial, because
provided z = e −λ . As can be seen in the right frame of Figure 1 , if the characteristic roots of the delay difference equation with the commensurate delays are exponentially transformed, they are mapped to a finite number of points. Due to the relation σ e (T (t; (r 1 , r 2 ), ν 1 )) = σ (T D (t; (r 1 , r 2 ) )), the transformed roots of the neutral system accumulate to these points. In order to show the effect of small delay perturbations we depict in Figure 2 the characteristic roots of (33)-(35) for (r 1 , r 2 ) = (1, 2 + π/100) and ν 1 = 1. We also indicate the quantitȳ BecauseC D ((1, 2) ) < 0, which implies Ξ < 0, and c D ((1, 2), 1) < 0, the null solution of (33)- (35) is strongly exponentially stable. If one is only interested in checking strong stability of the delay difference equation, then according to Theorem 7 it is sufficient to check whether δ 0 < 1, where
withH 1 ,H 2 defined in (32). From (36) we get:
In Figure 3 we show contour lines of the spectral abscissa function
as well as curves corresponding to the parameters where the right most eigenvalue of
(38) is real. Clearly the global maxima of (37) correspond to a real active eigenvalue, which is in accordance with Lemma 2.
Finally, we illustrate the effect of another dependency structure of the delays. If the delays τ k , 1 ≤ k ≤ 3, in (33) are independent, that is,
then we getC D ((1, 2, 4)) = 0.055, which shows that strong stability is lost. In Figure 4 we show the rightmost characteristic roots of the neutral system (33)-(34) for τ = (1, 2, 4), corre- sponding to the same nominal system as treated before, and τ = (1, 2 + π/100, 4 + e/1000). 
Boundary controlled PDE
The following model from [16] (see also [5, 19] for a simplified version),
describes the transversal movement of a beam clamped at one side and stabilized by applying a force at the other side. The variable w(x, t) describes the transversal movement at position x at time t. The parameter h ≥ 0 represents a small delay in the velocity feedback, k ≥ 0 is the controller gain, and a ≥ 0 represents a damping constant.
When substituting a solution of the form w(x, t) = e λt z(x) in (39)- (40) the following characteristic equation is obtained,
Note that this equation can be interpreted as the characteristic equation of a delay difference equation of the form (4), exhibiting three delays (τ 1 , τ 2 , τ 3 ) = (2, h, 2 + h), that depend on two independent delays (r 1 , r 2 ) = (2, h).
If h = 0, the characteristic roots are
As for all k = 1,
the system with h = 0 is stable for all k = 1. As k approaches 1, the real parts of the characteristic roots move off to −∞, which indicates superstability at k = 1 (meaning that perturbations disappear in a finite time). This is indeed the case and can be explained as follows: the general solution of (39) can be written as a combination of two traveling waves, a solution φ(x − t)e −at moving to the right and a solution ψ(x+t)e −at moving to the left. If k = 1, then φ(x − t)e −at satisfies the second boundary condition, and thus the reflection coefficient at x = 1 is zero; at x = 0 the wave φ(x + t) is reflected completely. Consequently all perturbations of the zero solution disappear in a finite time (at most 2 time-units).
Next, we look at the effect of a small feedback delay h in the application of the boundary control. If the delays (r 1 , r 2 ) = (2, h) are rationally independent, which occurs if h is an irrational number, then we have c D ( r) =C D ( r) (Proposition 2), and the stability condition is given by Ξ < 0 (which also guarantees stability for all h > 0). To compute Ξ, we apply Theorem 7, based on the lifting (31). This yields:
where < can be replaced with >, =. We conclude the following:
(1) if k < tanh(a), then the system (39)- (40) is exponentially stable for all h ≥ 0. (2) if k > tanh(a), then the system (39)- (40) is exponentially unstable for all irrational values of h. Consequently, there exist arbitrarily small values of h that destroy the exponential stability of the system without delay in the boundary control.
In Figure 5 we show the quantitiesC D ((2, h)) for a = 1 and different values of h, as a function of the feedback gain k. The function k → c(k), with c(k) defined in (42), is also displayed and the critical values of k, k = tanh(1), is indicated. The displayed results suggest that lim h→0+CD ((2, h)) = +∞ if k ≥ 1. This is indeed the case and a consequence of the fact that some, but not all delays vanish in (41) as h → 0+. For a detailed analysis of this phenomenon we refer to [19] .
Delay robustness of state derivative feedback control
In [1, 2] the problem of stabilization and control of the linear systeṁ
where x(t) ∈ R n is the vector of state variables, u ∈ R nu (t) is the vector of inputs and A, B are constant coefficient matrices of compatible dimension, has been solved by the state derivative feedback controller The use of state derivative control law is motivated by its easy implementation in applications where accelerometers are used for measuring the system motion, e.g. applications in vibration control. In [1, 2] , it is shown that, if the system (43) is controllable, and det(A) = 0, then all the characteristic roots of the closed-loop system can be assigned at arbitrary positions in C \ {0}. However, results described in [27] indicate that stability of the state derivative feedback control may not be robust against small feedback delays. This issue is investigated in the sequel.
If we assume that there is a delay τ u k on the k-th component of input u, 1 ≤ k ≤ n u , and a delay τ x l in the measurement of the l-th component oḟ x, 1 ≤ l ≤ n, then the closed-loop system (43)-(44) becomes:
where E k = [e provided that we set p 1 = n u n, p 2 = 0, m = n u + n, (τ 1 , . . . , τ p 1 ) = (τ u 1 + τ x 1 , . . . , τ u 1 + τ xn , . . . , τ un u + τ x 1 , τ un u + τ xn ),
(r 1 , . . . , r m ) = (τ u 1 , . . . , τ un u , τ x 1 , . . . , τ xn ),
and we define vectors γ k , 1 ≤ k ≤ p 1 , and matrices A 0 , H k , 1 ≤ k ≤ p 1 , accordingly. We have the following result:
Proposition 12 Assume the system (43) is stabilized with the control law (44).
If the feedback gain K d is such that
then the exponential stability of the closed-loop system is robust against small feedback delays.
If γ 0 (K d ) ≥ 1, then the exponential stability of the closed-loop stability is not robust against small delay perturbations.
PROOF. The interdependence between the delays of the neutral system (45) satisfies the condition of Proposition 3. Furthermore, for this system the quantity δ 0 , defined in Proposition 3, reduces to γ 0 (K d ). Consequently, if γ 0 (K d ) < 1, then Ξ < 0. By the bounds on the characteristic roots given in Lemma 1, the continuity of the individual characteristic roots w.r.t. the delay parameters and the exponential stability of the delay-free system, we conclude that c D ( r, υ) < 0 for sufficiently small values of r and υ. Robustness of stability follows. If γ 0 (K d ) > 1, then the null solution of (45) is not strongly exponentially stable, which implies that infinitesimal perturbations on the (arbitrarily small) delays destroy exponential stability.
Conclusions
The stability theory for neutral equations and delay difference equation subjected to delay perturbations has been developed for the case where the delays have an arbitrary dependency structure, with a particular emphasis on spectral properties and computational expressions forC D and Ξ, that, among others, lead to explicit strong stability conditions.
Instrumental to this, it has been shown that a general delay difference equation with dependent delays can be transformed, without changing the characteristic equation, into a delay difference equation with possibly larger dimension but with independent delays, such that the stability theory for systems with independent delays can be applied to complete the theory. An essential step of this lifting procedure consists of representing a multivariate polynomial as the determinant of a pencil. In this sense it is remarkable how the realization theory, commonly used in robust control and optimization, has proven its usefulness to the problems considered in the paper, which are of a totally different nature. Special cases have also been addressed for which the lifting step, which may increase the computational complexity, can be omitted.
The results derived in the paper have been applied to various problems, including the study of the effects of unmodeled delays on the stability of a boundary controlled hyperbolic PDE and of a control scheme involving state derivative feedback, being of importance in vibration control applications. These examples illustrate the importance of taking into account small delays or delay perturbations, as well as the dependency structure of the delays.
