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BRAID GROUP ACTION ON
PROJECTIVE QUANTUM sl(2) MODULES
KONSTANTINOS KARVOUNIS
Abstract. We define a family of the braid group representations via the action
of the R–matrix (of the quasitriangular extension) of the restricted quantum
sl(2) on a tensor power of a simple projective module. This family is an extension
of the Lawrence representation specialized at roots of unity. Although the center
of the braid group has finite order on the specialized Laurence representations,
this action is faithful for our extension.
Introduction
The braid group Bn on n strands was introduced in 1926 by Artin as a group
with generators σ1, ..., σn−1 and defining relations:
σiσj = σjσi for |i− j| > 1 and σiσi+1σi = σi+1σiσi+1 for 1 ≤ i ≤ n− 1.
This group has many topological incarnations: as a group of braids in R3, as a
mapping class group of an n–punctured disk or as a fundamental group of the
configuration space of n points on the plane ect.
In the last decades a long standing problem of the linearity of Bn was resolved
by Krammer and Bigelow [22, 3, 23]. Recall that a group is called linear if it
is isomorphic to a subgroup of GL(m,K) for some m ∈ N and a field K. They
constructed an injective homomorphism from Bn to GL(n(n − 1)/2,Z[q±1, t±1]).
Since the ring of Laurent polynomials in two variables q and t embeds into real
numbers, this implies linearity with K = R. This representation is known as the
Lawrence–Krammer–Bigelow (LKB) representation, since it fits into the ℓ–indexed
family of representations arising from the action of Bn on the homology of the
configuration space of ℓ–tuples of n–punctured disks constructed by Lawrence [24]
for ℓ = 2 and extending Burau for ℓ = 1. It remains an interesting open problem
whether linearity can be achieved with rational coefficients.
Another important recent development is the work of Jackson and Kerler which
relates the Lawrence representations with the theory of quantum groups. In [16]
they construct an ℓ–indexed family W JKn,ℓ of Bn–representations via the action of
the R–matrix for the quantum sl(2) on the nth tensor power of the generic Verma
module V . Since the R–matrix intertwines the action of the quantum group, it
preserves the weight space decomposition of V ⊗n. The representationW JKn,ℓ is then
obtained by restricting the usual Bn–action on V
⊗n to the subspace of weight 2ℓ
less than the highest one. Jackson and Kerler prove that for ℓ = 1 and ℓ = 2
their representations are isomorphic to the Burau and the LKB representations,
respectively, and conjecture that the whole family is isomorphic to the Lawrence
representations. Subsequently the conjecture was proved by Ito in [14] as a direct
consequence of the Kohno theorem [21].
1
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In this paper we launch a study of specializations of the Lawrence representa-
tions where both parameters q and t are roots of unity. This was motivated by
non semisimple TQFTs of Blanchet–Costantino–Geer–Patureau [2], in which the
action of the Dehn twist along a separating curve has infinite order.
An appropriate algebraic setting is the representation theory of the restricted
quantum sl(2) at a root of unity q = eπi/r for r ∈ N≥2. Although, this finite
dimensional Hopf algebra is not quasitriangular for r ≥ 3 [20], there exists a
quasitriangular extension D [11]. Furthermore, the category of D–modules is non
semisimple and there is a unique simple projective module Vr−1, called Steinberg
module whose dimension is r.
In this paper we study the action of Bn on the module V
⊗n
r−1. As a first step
we adapt the Jackson–Kerler method to the root of unity case and get a family
of representations Bn → GL(C), denoted by W n,ℓ. As in [16], W n,ℓ is defined as
a subspace of weight 2ℓ less than highest. In detail, the space W n,0 is spanned
by the highest weight vector of V⊗nr−1 and hence, is the trivial Bn–representation;
W n,1 is spanned by the (n − 1) vectors of weight 2 less than highest, and so is
isomorphic to the specialized Burau representation. For ℓ < r the representation
W n,ℓ is a specialization of the corresponding Lawrence representation.
Our main result is a construction of a non trivial extension of W n,ℓ. For this,
we analyze the structure of W n,ℓ with respect to the decomposition of V
⊗n
r−1 into a
direct sum of projective modules. It turns out that if a certain modular condition
between the numbers n, ℓ and r is satisfied, the representations W n,ℓ contain
socle vectors of some projective modules. In this case, it is possible to extend
the representations W n,ℓ by including also the dominant head vectors. Thus we
obtain the following:
Theorem 1. Given (n, ℓ) ∈ (N≥2,N), there is a pair of natural numbers (r, ℓ′)
with 0 ≤ ℓ′ < ℓ < r and ℓ′ + ℓ ≡ 1 − n mod r, such that an extension Nn,ℓ,ℓ′ of
W n,ℓ′ by W n,ℓ is non trivial, i.e. the following short exact sequence of Bn–modules
0 W n,ℓ Nn,ℓ,ℓ′ W n,ℓ′ 0.
does not split. Furthermore, the center of the braid group acts faithfully on Nn,ℓ,ℓ′.
The faithfulness for the center follows from the fact that the full twist has infinite
order on reducible projective modules. On W n,ℓ this action is not faithful.
An interesting open problem is to extend our construction to a faithful braid
group representation over the cyclotomic field.
The Steinberg module of the restricted quantum sl(2) is also a representation
of the unrolled quantum sl(2) with integer weights. Therefore, the representations
Nn,ℓ,ℓ′ can also be obtained by applying the same construction to the Steinberg
module of the unrolled quantum sl(2) [17], which has been used to construct non
semisimple link and 3-manifold invariants in [9, 2].
The special case ℓ = 2 we study in details. Here we obtain two representations:
Nn,2,0 and Nn,2,1, extending the trivial and specialized Burau representations,
respectively, by the specialized LKB W n,2. In both cases, we provide explicit
formulas for the braid group action.
Both of them can be generalized to generic three parameter representations,
N˜n,2,0 and N˜n,2,1 respectively. However, we prove that N˜n,2,0 splits as a direct
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sum of the LKB and the trivial representations. Further we study a certain spe-
cialization of N˜n,2,0 at roots of unity, which is isomorphic to Nn,2,0 for n such
that the modular condition of Theorem 1 holds. We then prove that this special-
ization of N˜n,2,0 is a non trivial extension of the trivial by the specialized LKB
representation if and only if the modular condition for n is satisfied.
Furthermore, we consider a specialization of Nn,2,0, where we put both param-
eters equal to 1. We denote this representation by Nn,2,0. The specialized LKB
subrepresentation of Nn,2,0 factors through the permutation group Sn. Never-
theless, Nn,2,0 is faithful on the subgroup of Bn generated by the half–twist ∆n,
which includes the center of Bn.
Finally, we prove that a quotient of the representation W n,2 is isomorphic to a
specialization of the cubic Hecke algebra [25].
The paper is organized as follows. In Section 1 we define D and describe the
category of D-modules. In Section 2 we define the highest weight spaces W n,ℓ
and adapt the Jackson-Kerler construction for the root of unity case. Further,
we study the representations W n,ℓ by giving emphasis on their structure with
respect to the direct sum decomposition of Vr−1. Then, in Section 3 we define
the representations Nn,ℓ,ℓ′ extending W n,ℓ′ by W n,ℓ and prove their faithfulness
on the center of Bn. The representations Nn,2,0 and Nn,2,1 are studied in detail
in Section 4, where we give the explicit Bn–action. We conclude Section 4 by
proving that the representations Nn,2,0 and Nn,2,1 are not faithful when n ≥ 3
and r ≥ 5. Then in Section 5 the representations Nn,2,0 andNn,2,1 are generalized
to 3–variable representations. We prove that N˜n,2,0 splits and study the restriction
of N˜n,2,0 on Bn−1. Finally, in Section 6 we study how the representation W n,2
connects to the cubic Hecke algebra.
Acknowledgments. The author would like to thank Prof. A. Beliakova and
Prof. C. Blanchet for the insightful discussions and for providing comments on
the current manuscript.
1. The quasitriagular extension of the restricted quantum sl(2)
1.1. Notation. Let r ∈ N≥2 and q = eπi/r be a 2r-th primitive root of unity and
let q1/2 = eπi/2r. We set:
{x} = qx − q−x and [x] = {x}{1} .
For m,n ∈ N such that m < r we also set
{n}! = {n} {n− 1} · · · {1} , [n]! = [n] [n− 1] · · · [1]
and for m,n < r: [
n
m
]
=
[n]!
[n−m]! [m]! .
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1.2. Definition of D. The Hopf algebra D is defined as the C-algebra generated
by E, F, k, k−1 satisfying the relations
(1.1)
Er = F r = 0, k4r = 1, kk−1 = 1
kE = q Ek, kF = q−1Fk, [E, F ] =
k2 − k−2
q − q−1 .
For the Hopf structure of D we have the following:
∆(E) = 1⊗E + E ⊗ k2, ǫ(E) = 0, S(E) = −Ek−2,
∆(F ) = k−2 ⊗ F + F ⊗ 1, ǫ(F ) = 0, S(F ) = −k2F,
∆(k) = k ⊗ k, ǫ(k) = 1, S(k) = k−1,
∆(k−1) = k−1 ⊗ k−1, ǫ(k−1) = 1, S(k−1) = k.
The restricted quantum sl(2), denoted by U , can be defined as the Hopf subalgebra
of D generated by E, F and K := k2. As shown in [11], the Hopf algebra D has
a universal R-matrix defined by
(1.2) R =
1
4r
r−1∑
n=0
4r−1∑
m,m′=0
{1}2n
{n}! q
n(n−1)/2+n(m−m′)−mm′/2Enkm ⊗ F nkm′ ,
as well as a ribbon element defined by
(1.3) θ =
1− i
2
√
r
r−1∑
n=0
2r−1∑
m=0
{1}2n
{n}! q
−n/2+nm+(m+r+1)2/2F nEnk2m,
where i =
√−1. Therefore, (D,R, θ) is a ribbon Hopf algebra [11]. Note also that
θ ∈ U .
1.3. The category of D-modules. The simple and the indecomposable projec-
tive D-modules have been classified in [32, 33]. Note that, any D-module V is
a weight module, that is, k acts diagonally and there exists a direct sum decom-
posotition into k-eigenspaces V = ⊕λ∈CVλ, where kv = λv, for all v ∈ Vλ [32].
The vector v is called a weight vector and the scalar λ is called the weight of v.
Let α ∈ {±1,±i}. Recall that q1/2 = eπi/2r. In D-mod there exist r simple
modules Vαi of highest weight αq
i/2, where 0 ≤ i ≤ r− 1 and with dimVαi = i+1.
They are generated by the basis (weight) vectors uα0 , . . . , u
α
i satisfying the relations
(1.4)
k uαm = αq
i−2m
2 uαm, E u
α
m = u
α
m−1 and F u
α
m = α
2 [m+ 1] [i−m] uαm+1,
where u−1 = ui+1 = 0. The modules V
α
r−1 are projective [33, Lemma 2.1.11]. In
this manuscript, we are concerned mainly with the module V1r−1. To simplify the
notation we set Vi := V
1
i and similarly ui := u
1
i . Additionally, we set
(1.5) s := qr−1.
Then, the relations satisfied by the basis vectors of Vr−1 are written as
k um = s
1/2q−m um, E um = um−1 and F um = [m+ 1] [r − 1−m] um+1,
where 0 ≤ m ≤ r − 1 and u−1 = ur = 0. Note also that Vα0 ⊗ Vi ∼= Vαi .
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Remark 1.6. In [32] another basis {vα0 , . . . , vαr−1} of Vαi is used. The change of
basis is given by vαm = (−1)i [m]! [i+ 1−m]! uαi . The D-action on Vαi is given by
k vαm = αq
i−2m
2 vαm, E v
α
m = α
2 [m] [i+ 1−m] vαm−1 and F vαm = vαm+1.
In D-mod, there exist 2r-dimensional non-simple indecomposable projective
modules Pαi , where 0 ≤ i ≤ r − 2 and as before α ∈ {±1,±i}, that are the
projective covers of the modules Vαi . Figure 1 illustrates the structure of the
modules Pαi , where we set j := r − 2− i.
ւ V
α
i ց (head)
V
−iα
j V
iα
j
ց
V
α
i
ւ
(socle)
Figure 1. The projective module Pαi
For any moduleM , the socle soc(M) ofM is defined as the sum of all irreducible
submodules of M . Further, the radical rad(M) of M is defined as the intersection
of all maximal submodules of M . We also define the head of M by head(M) =
M/ rad(M). For the non-simple indecomposable projective Pαi , it is easy to see
that
soc(Pαi ) = V
α
i , rad(P
α
i ) = V
−iα
j ⊕ Vαi ⊕ Viαj and head(Pi) = Vαi .
It is shown in [33] that Pαi
∼= Vα0 ⊗ Pi, where Pi := P1i .
We call a weight vector v dominant if v ∈ ker(FE)2, following the terminology
of [10]. Recall that j = r − 2 − i. The modules Pi have a basis consisting of 2r
weight vectors {
wHm, w
S
m
}
0≤m≤i
∪ {wLm, wRm}0≤m≤j ,
where wH0 is the dominant vector generating the module. The basis vectors satisfy
the relations
(1.7)
wHm = F
mwH0 for m = 1, . . . , i,
wRj = E w
H
0 and w
R
j−m = E
mwRj for m = 1, . . . , j,
wS0 = F w
R
j and w
S
m = F
mwS0 for m = 1, . . . , i,
wL0 = F
i+1wH0 and w
L
m = F
mwL0 for m = 1, . . . , j.
and
(1.8)
k wLm = q
−(i+2+2m)/2 wLm, k w
R
m = q
(j+r−2m)/2 wRm,
E wRm = w
R
m−1 k w
X
m = q
(i−2m)/2 wXm, for X ∈ {H,S}
E wHm = γi,mw
H
m−1 + w
S
m−1, E w
L
0 = w
S
i ,
E wSm = γi,mw
S
m−1, E w
L
m = −γj,mwLm−1,
F wHi = w
L
0 , E w
R
0 = E w
S
0 = F w
S
i = F w
L
j = 0,
F wRm = −γj,mwRm−1, F wXm = wXm−2, X ∈ {L,H, S},
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where γm,m′ = [m
′] [m−m′ + 1] = γm,m−m′+1 and the indices of the vectors are
such that the vectors are defined. Note that the isomorphism soc(Pi) ∼= Vi is given
by wSm 7→ v1m, where {v10, . . . , v1i } is the basis Vi of Remark 1.6.
Let xα,i : P
α
i → Pαi be the nilpotent map of order 2 defined by uα0⊗wH0 7→ uα0⊗wS0 ,
which generates EndU(P
α
i ). Hence, EndU(P
α
i ) is isomorphic to the algebra of dual
numbers C[xα,i]/(x
2
α,i). Moreover
FE (uα0 ⊗ wH0 ) = α2(uα0 ⊗ wS0 )
which, together with α4 = 1, implies
(1.9) xα,i(u
α
0 ⊗ wH0 ) = α2 FE(uα0 ⊗ wH0 ).
Further, note that there exists a bijection
(1.10)
x˜α,i : head(P
α
i )→ soc(Pαi )(
uα0 ⊗ wH0
)
m
7→ (uα0 ⊗ wS0 )m for 0 ≤ m ≤ i.
Since the module Vr−1 is projective, any tensor power of Vr−1 decomposes to
a direct sum of indecomposable projective modules. Therefore, due to the above
classification of indecomposable projective modules in D-mod [33], we can write
any tensor power of Vr−1 as a direct sum of the modules V
α
r−1 and the modules
P
α
i .
1.4. Strong weights. Let V be a weight module of D. Let −2r ≤ λ, λ′ < 2r and
let v and w be weight vectors of V , such that kv = qλ/2v and kw = qλ
′/2w. We
define the operator H : V → V by:
(1.11) Hv = λ v.
We call λ the strong weight of v. Further, we define for every n ∈ N≥2 an operator
Hn : V
⊗n → V ⊗n by
(1.12) Hn(v1 ⊗ . . .⊗ vn) :=
n∑
i=1
v1 ⊗ . . .⊗ vi−1 ⊗Hvi ⊗ vi+1 ⊗ . . . vn,
where v1, . . . , vn ∈ V . Let λi be the strong weight of vi, for 1 ≤ i ≤ n. Then by
definition, it holds
Hn(v1 ⊗ . . .⊗ vn) = (λ1 + . . .+ λn) v1 ⊗ . . .⊗ vn.
We call similarly the scalar λ1 + . . .+ λn ∈ C the strong weight of v1 ⊗ . . .⊗ vn.
Finally, let qH⊗H/2 : V ⊗ V → V ⊗ V be the operator defined by
(1.13) qH⊗H/2(v ⊗ w) = qλλ′/2v ⊗ w.
1.5. Ribbon structure of D. In contrast to U -mod, the category D-mod is
ribbon, since D is a ribbon Hopf algebra. The ribbon structure is given by
• the braiding operator cV,W : V ⊗W → W ⊗ V defined by
v ⊗ w 7→ τ ◦R(v ⊗ w),
where τ(x⊗ y) = y ⊗ x is the flip map;
• the twist operator θV : V → V defined by v 7→ θ−1v.
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The duality maps for the pivotal structure of D can be found in [1].
The action of the R-matrix (1.2) can be given by the formula of the R-matrix
of quantum sl(2) (see [16] and [10]) as follows.
Lemma 1.14. The action of the R-matrix of D on any weight D-module V is
given by
(1.15) R = qH⊗H/2
r−1∑
n=0
{1}2n
{n}! q
n(n−1)/2 (En ⊗ F n) .
The proof can be found in Appendix A.1. Therefore, since the ribbon element
is defined by θ = m(S ⊗ Id)R21 also the action of the twist operator of D (1.3) on
a D-module is given by the formula for the twist of quantum sl(2). Moreover, the
relations (1.7) and (1.8) for the projective module Pi coincide with the ones for the
projective modules found in [10] (by considering the action of K instead of k on
the weight vectors). Therefore, since θ is central, its action on the indecomposable
projective modules Pi can be expressed in terms of End(Pi) [10, Lemma 6.10]:
(1.16) θPi = (−1)iq
i2+2i
2
(
I1,i − (r − i− 1) {1}
2
{i+ 1}x1,i
)
,
where Iα,i is the identity endomorphism of P
α
i .
2. Specializations of the Lawrence representations at roots of
unity
The aim of this section is to adapt the technique of [16] in order to study the Bn-
action on the tensor power V⊗nr−1 and to recover, as expected, specializations of the
Lawrence representations, with the two variables fixed at roots of unity depending
on q. We denote these representations by W n,ℓ. Moreover, we identify the basis
vectors of W n,ℓ with vectors in the projective modules of the direct sum decom-
position of V⊗nr−1. Then using this identification, we prove that the representations
W n,ℓ are not simple if n, ℓ and r satisfy a certain modular condition.
2.1. Bn-action on strong weight spaces. We define a Bn-action on V
⊗n
r−1, for
n ∈ N≥2, via the R-matrix (1.2). Let the map
(2.1)
R : Vr−1 ⊗ Vr−1 → Vr−1 ⊗ Vr−1,
v ⊗ w 7→ q− (r−1)
2
2 cVr−1,Vr−1(v ⊗ w) = q−
(r−1)2
2 τ ◦R(v ⊗ w).
The normalization factor q−
(r−1)2
2 cancels out a constant appearing by the action
of qH⊗H/2 on Vr−1 ⊗ Vr−1. In detail, for 0 ≤ m,m′ ≤ r − 1 we have:
qH⊗H/2(um⊗um′) = q
(r−1−2m)(r−1−2m′)
2 (um⊗um′) = q
(r−1)2
2 q
−(m+m′)(r−1)+mm′
2 (um⊗um′).
Substituting Equation (1.15) in the definition of R, we can calculate the action of
R with respect to the basis {u0, . . . , ur−1} of Vr−1 (see Appendix A.2):
(2.2)
R(ui ⊗ uj) =
s−(i+j)
min(i,r−j−1)∑
n=0
q2(i−n)(j+n)qn(n−1)/2
[
n + j
j
] n−1∏
m=0
{m+ j + 1} uj+n ⊗ ui−n.
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Moreover, the maps
(2.3) σi = 1
⊗i−1 ⊗ R⊗ 1⊗n−i−1,
define a Bn-representation on V
⊗n
r−1. They satisfy the braid relations by construc-
tion and they also commute with the action of D.
We now define strong weight subspaces of V⊗nr−1. Let ε1, . . . , εn ∈ N, such that
0 ≤ εi < r, for all 1 ≤ i ≤ n. The action of the operator Hn : V⊗nr−1 → V⊗nr−1 (1.12)
is given by
Hn(uε1 ⊗ . . .⊗ uεn) = (n(r − 1)− 2(ε1 + . . .+ εn))uε1 ⊗ . . .⊗ uεn.
We now define the following.
Definition 2.4. Let n, r ∈ N≥2 and ℓ ∈ N. The strong weight space of strong
weight n(r − 1)− 2ℓ of V⊗nr−1 is defined by
V n,ℓ := ker (Hn − (n(r − 1)− 2ℓ))
= span
{
uε1 ⊗ uε2 ⊗ . . .⊗ uεn ∈ V⊗nr−1 | ε1 + · · ·+ εn = ℓ
} ⊂ V⊗nr−1.
Note that the vectors of V n,ℓ have weight q
n(r−1)
2
−ℓ = sn/2q−ℓ. Therefore, if
ℓ, ℓ′ ∈ N such that ℓ ≡ ℓ′ mod 2r, the spaces V n,ℓ and V n,ℓ′ are subspaces of the
k-eigenspace of weight sn/2q−ℓ. Therefore, Definition 2.4 and the use of strong
weights provide indeed a finer decomposition than the one into k-eigenspaces.
For every ℓ the space V n,ℓ is closed under the Bn-action (2.3) and therefore, is
also a Bn-representation. For ℓ = 0 we obtain an one-dimensional strong weight
space spanned by the highest strong weight vector u⊗n0 ∈ V⊗nr−1. On the other hand,
for ℓ = n(r − 1) the strong weight space is spanned by the lowest strong weight
vector of u⊗nr−1 ∈ V⊗nr−1. Both of these spaces are the trivial Bn-representation.
For 0 < ℓ < n(r − 1) we get spaces of higher dimension, from which we extract
more interesting Bn-representations. Finally, it is evident that V n,ℓ = {0} for
ℓ > n(r − 1).
We proceed by defining the corresponding highest strong weight spaces.
Definition 2.5. Let n, r ∈ N≥2 and ℓ ∈ N. The highest strong weight space
corresponding to the strong weight n(r − 1)− 2ℓ is defined by
W n,ℓ := ker(E) ∩ V n,ℓ.
The space W n,ℓ is also a Bn-representation, since the action of R intertwines
the D-action.
2.2. The Jackson-Kerler construction. In this section, we give a basis for the
space V n,ℓ following [16]. Define now the following two sets for n, ℓ ≥ 2:
(2.6)
An,ℓ = {uε1 ⊗ uε2 ⊗ . . .⊗ uεn ∈ V n,ℓ | ∃k s.t. εk = 1 and εj = 0 ∀ j < k},
Bn,ℓ = {uε1 ⊗ uε2 ⊗ . . .⊗ uεn ∈ V n,ℓ | ∃k s.t. εk > 1 and εj = 0 ∀ j < k},
and set for all ℓ ≥ 0:
An,ℓ = span(An,ℓ) and Bn,ℓ = span(Bn,ℓ).
For ℓ = 1 and ℓ = 0 the definitions of An,ℓ and Bn,ℓ are slightly modified:
An,1 = {ci | 1 ≤ i ≤ n− 1} and Bn,1 = {cn},
An,0 = {u⊗n0 } and Bn,0 = ∅.
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where
(2.7) ci := u
⊗i−1
0 ⊗ u1 ⊗ u⊗n−i0 ∈ V n,1.
It is evident that V n,ℓ = An,ℓ ⊕Bn,ℓ.
For any x ∈ N a p-composition of x is a tuple ~y = (y1, . . . , yp) such that yi ∈ N≥1,
for all 1 ≤ i ≤ p, and y1 + . . . + yp = x. A weak p-composition of x is a tuple ~y
such that yi ∈ N, for all 1 ≤ i ≤ p, and y1 + . . .+ yp = x. Moreover, for j > 1 let
~ε = (εj, . . . , εn) be a weak composition of ℓ− 1. Then any element of An,ℓ can be
written as
(2.8) a~ε := u
⊗j−2
0 ⊗ u1 ⊗ u~ε, where u~ε = uεj ⊗ . . .⊗ uεn ∈ V n−j+1,ℓ−1.
Remark 2.9. Let uε1⊗. . .⊗uεn ∈ V n,ℓ. Then by Definition 2.4 we have εk+εk′ ≤
ℓ < r for all 1 ≤ k, k′ ≤ n. So, for all 0 ≤ i ≤ n− 1 we have εi + εi+1 < r ⇔ εi <
r − εi+1 and hence, min(εi, r − εi+1 − 1) = εi. Therefore, (2.2) can be written as:
R(ui ⊗ uj) = s−(i+j)
i∑
n=0
q2(i−n)(j+n)qn(n−1)/2
[
n+ j
j
] n−1∏
m=0
{m+ j + 1} uj+n ⊗ ui−n.
The above formula coincides with the formula for the action of the R-matrix on
the Verma module of quantum sl(2) [16, Eq. 22] (by substituting the variables q
and s with q = eπi/r and s = qr−1). Therefore the calculations involving the action
of R on V n,ℓ (and hence for the Bn-action on V n,ℓ) remain the same as in [16].
2.3. Dimension of the spaces V n,ℓ. In [16] the corresponding space to V n,ℓ,
denoted here by V JKn,ℓ, is defined similarly, except for the fact that the indices
ε1, . . . , εn are any elements of N. Thus, dimV
JK
n,ℓ equals N(ℓ, n) =
(
n+ℓ−1
n−1
)
, that
is, the number of weak n-compositions of ℓ, or equivalently the number of n-
compositions of ℓ+n (see also [31, Section 1.2]). Let now κ(ℓ, r, n) be the number
of weak n-compositions of ℓ with each part less than r. By [31, Section 1, Exercise
28] we have
κ(ℓ, r, n) =
∑
t+sr=ℓ
(t,s)∈N2
(−1)s
(
n + t− 1
t
)(
n
s
)
.
Note that, for 0 ≤ ℓ < r, it holds κ(ℓ, r, n) = N(ℓ, n) and hence, dimV n,ℓ =
dimV JKn,ℓ, for 0 ≤ ℓ < r. In our case, due to the finiteness of Vr−1 we have the
following.
Lemma 2.10. Let n, r ∈ N≥2 and ℓ ∈ N. It holds that
dimV n,ℓ = κ(ℓ, r, n).
For example, for ℓ = r, we can easily observe that dimV n,r < dimV
JK
n,r. By
Lemma 2.10 we get:
dimV n,r = κ(r, r, n) =
(
n+ r − 1
r
)
− n = dimV JKn,r − n,
since the only integer solutions to the equation t + sr = r are (t, s) = (r, 0)
and (t, s) = (0, 1). The n vectors allowed in V JKn,r but not in V n,r are of the
form ui−10 ⊗ ur ⊗ un−i0 ∈ V JKn,r, with 1 ≤ i ≤ n. Furthermore, it holds that
dimV n,n(r−1)−ℓ = dimV n,ℓ, since there is a bijection between weak n-compositions
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of ℓ with parts less than r and weak n-compositions of n(r− 1)− ℓ with parts less
than r.
We now prove the following for ℓ < r.
Lemma 2.11. Let n, r ∈ N≥2 and ℓ ∈ N such that ℓ < r. It holds that
dimAn,ℓ =
(
n + ℓ− 2
n− 2
)
,(2.12)
dimBn,ℓ = V n,ℓ−1.(2.13)
Proof. Let u⊗i−10 ⊗ u1 ⊗ uεi+1 ⊗ . . . ⊗ uεn ∈ An,ℓ for ℓ < r and some 1 ≤ i ≤ n.
Then εi+1+ . . .+εn−1 = ℓ−1. Therefore, u⊗i−10 ⊗u1⊗uεi+1⊗ . . .⊗uεn corresponds
to a weak (n− i)-composition of ℓ− 1 with parts less than r. So:
dimAn,ℓ =
n∑
i=1
κ(ℓ− 1, r, n− i) ℓ<r=
n∑
i=1
(
n+ ℓ− i− 2
n− i− 1
)
=
n∑
i=1
(
n+ ℓ− i− 2
ℓ− 1
)
=
n−ℓ−3∑
m=ℓ−2
(
m
ℓ− 1
)
=
(
n+ ℓ− 2
n− 2
)
.
Finally
dimBn,ℓ = dimV n,ℓ − dimAn,ℓ =
(
n+ ℓ− 2
n− 1
)
= dimV n,ℓ−1. 
2.4. The highest strong weight spaces W n,ℓ. In this subsection we give a
basis for the space W n,ℓ, when ℓ < r, following [16]. By (2.13) the dimensions of
the spaces Bn,ℓ and V n,ℓ−1 are equal for ℓ < r. Moreover, as the following lemma
shows, these two spaces are isomorphic as C-vector spaces.
Lemma 2.14. Let n, r ∈ N≥2 and ℓ ∈ N. The map E|Bn,ℓ : Bn,ℓ → V n,ℓ−1 is a
C-vector space isomorphism for 1 ≤ ℓ < r. In detail, it is injective for all ℓ ≥ 1
and surjective for all 1 ≤ ℓ < r.
Proof. For the proof we modify the proof of [16, Lemma 8].
We need to prove that for every u~ε = uε1⊗ . . .⊗uεn ∈ V n,ℓ−1, there exists some
b ∈ Bn,ℓ such that E b = u~ε. Let εm be the first non-zero index in ~ε = (ε1, . . . , εn)
and set j := ℓ−εm. We apply induction on j. When j = 1, it holds that εm = ℓ−1
and we have that E(u⊗m−10 ⊗ uℓ ⊗ u⊗n−m0 ) = u⊗m−10 ⊗ uℓ−1 ⊗ u⊗n−m0 .
For the induction step we take u~ε = u
⊗m−1
0 ⊗uεm⊗ . . .⊗uεn ∈ V n,ℓ−1 such that
ℓ − εm = j + 1. Set b = u⊗m−10 ⊗ uεm+1 ⊗ . . . ⊗ uεn ∈ Bn,ℓ−1. Such an element
exists in Bn,ℓ−1 if and only if εm+1 < r, or equivalently, ℓ− j < r. This condition
holds for any j ∈ N≥1 if and only if ℓ < r. By assuming that the condition ℓ < r
holds, the element b ∈ Bn,ℓ−1 exists, so we have that:
E b = ζ u~ε + (other terms), with ζ ∈ C.
Now E is surjective on the “other terms” of the relation, since they satisfy the
induction hypothesis (the first non-zero index on all of them is εm + 1). Hence,
E|Bn,ℓ : Bn,ℓ → V n,ℓ−1 is surjective for 1 ≤ ℓ < r.
It remains to show that kerE|Bn,ℓ = {0}. Let b be a non-zero element in Bn,ℓ.
In the expression of b there exists a minimal term uε1 ⊗ . . .⊗ uεm ⊗ . . .⊗ uεn such
that εi = 0 for all i < m and 2 ≤ εm < r and if uε′1⊗. . .⊗uε′m⊗. . .⊗uε′n is contained
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in the expression of b, then ε′i = 0 for all i < m and either ε
′
m = 0 or εm ≤ ε′m < r.
Applying the operator E on b, we obtain an expression of E b containing the term
uε1 ⊗ . . .⊗ uεm−1 ⊗ . . . ⊗ uεn. This term cannot be canceled by some other term
in E b (due to minimality), hence Eb 6= 0 and finally, kerE|Bn,ℓ = {0} for every
1 ≤ ℓ. 
Let a~ε ∈ An,ℓ as in (2.8), that is:
a~ε = u
⊗j−2
0 ⊗ u1 ⊗ u~ε, where u~ε = uεj ⊗ . . .⊗ uεn ∈ V n−j+1,ℓ−1,
for a 2 ≤ j ≤ n. Due to the above isomorphism, kerE can be parametrized for
1 ≤ ℓ < r by the space An,ℓ, using the following map [16]:
(2.15)
Φ : V n,ℓ → V n,ℓ
a~ε 7→
ℓ∑
m=0
b~ε,m u
⊗j−2
0 ⊗ um ⊗ Em−1 u~ε for a~ε ∈ An,ℓ
b 7→ b for b ∈ Bn,ℓ,
where
b~ε,m = (−1)m−1s(m−1)(j−n−1)q(m−1)(2ℓ−m−2),
and where E−1 a~ε denotes the unique element in Bn−j+1,ℓ such that E(E
−1 a~ε) =
a~ε. This element exists due to the isomorphism between Bn,ℓ and V n,ℓ−1 for
1 ≤ ℓ < r. Furthermore, we have the following statement.
Lemma 2.16. Let n, r ∈ N≥2 and ℓ ∈ N such that 0 ≤ ℓ < r. The map Φ is an
automorphism of V n,ℓ with (Φ− 1)2 = 0.
The proof of Lemma 2.16 is similar to the one of [16, Lemma 9] and can be
found in Appendix A.3. Therefore, Φ is a change of basis map on V n,ℓ, under
which the space W n,ℓ = kerE ∩ V n,ℓ can be parametrized by An,ℓ for 0 ≤ ℓ < r.
In detail, we have the following:
Lemma 2.17. Let n, r ∈ N≥2 and ℓ ∈ N such that 1 ≤ ℓ < r. The map E ◦ Φ
vanishes on An,ℓ and is injective on Bn,ℓ with:
E ◦ Φ = 0⊕ E|Bn,ℓ : An,ℓ ⊕Bn,ℓ → V n,ℓ−1
and hence Φ is an isomorphism of vector spaces: Φ : An,ℓ
∼=−→W n,ℓ.
The proof is analogous to the one of [16, Lemma 10] and can be found in
Appendix A.4. Finally, we state the main Theorem of this section.
Theorem 2.18. Let n, r ∈ N≥2 and ℓ ∈ N such that 0 ≤ ℓ < r. The highest strong
weight space W n,ℓ is a C-vector space of dimension dn,ℓ :=
(
n+ℓ−2
ℓ
)
and defines a
Bn-representation given by a homomorphism:
ρWn,ℓ : Bn → GL (dn,ℓ,C) .
Further, the representation is isomorphic to a specialization of the Lawrence rep-
resentation W JKn,ℓ.
Proof. For ℓ = 0 we obtain clearly the trivial Bn-representation since dimW n,0 =
dimV n,0 = 1. Suppose that 1 ≤ ℓ < r. By Lemma 2.17 W n,ℓ is a C-vector space
of dimension dn,ℓ. Due to Remark 2.9 the calculations remain the same as in [16],
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with the difference that the variables s and q are specialized to the complex values
q = eπi/r and s = qr−1. Hence, we obtain a specialization of the corresponding
Lawrence representation, since the Lawrence representations are isomorphic to the
representations W JKn,ℓ [14]. 
2.5. Structure of the representations W n,ℓ. The goal of this subsection is to
represent the vectors of W n,ℓ, for ℓ < r, by vectors in the projective modules in
the direct sum decomposition of V⊗nr−1.
The vectors of W n,ℓ are in kerE. Therefore, by the structure of the projective
modules of D, the vectors of W n,ℓ are represented by
(i) highest weight vectors uα0 of a simple module V
α
r−1, for some α ∈ {±1,±i};
(ii) socle vectors uα0 ⊗ wS0 in a projective module Pαi , for some 0 ≤ i < r − 1
and some α ∈ {±1,±i};
(iii) and finally, right-most highest weight vectors u−iα0 ⊗ wR0 ∈ P−iαj , where
j = r − 2− i.
We define the vector subspaces Cn,ℓ, Sn,ℓ and Rn,ℓ as the spaces spanned by
vectors represented as in (i), (ii) and (iii) respectively. Therefore, there exists a
decomposition into vector spaces
W n,ℓ = Cn,ℓ ⊕ Sn,ℓ ⊕Rn,ℓ.
First, we split the Bn-module W n,ℓ as the direct sum of Bn-modules Cn,ℓ and
Sn,ℓ ⊕Rn,ℓ. By (1.4) we have Er−1F r−1uα0 = α2r([r − 1]!)2uα0 . Further, by (1.7)
and (1.8) we have uα0 ⊗ wS0 , u−iα0 ⊗ wR0 ∈ ker(Er−1F r−1). Since the Bn-action
intertwines the quantum group action, there exists a split short exact sequence of
Bn-modules
0 Sn,ℓ ⊕Rn,ℓ W n,ℓ Cn,ℓ 0,E
r−1F r−1
where the section for Er−1F r−1 is the inclusion Cn,ℓ →֒ W n,ℓ composed by the
multiplication by α2r([r − 1]!)−2.
Note that, the direct sum of vector spaces Sn,ℓ⊕Rn,ℓ is not necessarily a direct
sum of Bn-modules. In D-mod there are non trivial maps between the projective
modules Pαi and P
−iα
j [32] (see also [10]). Later in this section we give an explicit
example (Lemma 2.25).
Let w ∈ W n,ℓ. Recall that w has strong weight n(r − 1) − 2ℓ. By writing
α = qmr/2, for some m ∈ Z, we have by (1.8) that
kw = q(mr+r−1)/2 w, for w ∈ Cn,ℓ,
kw = q(mr+i)/2 w, for w ∈ Sn,ℓ ⊕Rn,ℓ and where 0 ≤ i < r − 1.
Therefore, w has strong weight 4κr + mr + i, for some κ ∈ Z such that −2r ≤
4κr+mr+ i < 2r, with i = r− 1 if w ∈ Cn,ℓ and 0 ≤ i < r− 1 otherwise. Hence
(2.19)
Cn,ℓ 6= {0} ⇔ r − 1 ≡ n + 2(ℓ− 1) mod r,
Sn,ℓ ⊕Rn,ℓ 6= {0} ⇔ j ≡ n+ 2(ℓ− 1) mod r, for some 0 ≤ j < r − 1.
Recall that the integer j corresponds to the projective module P−iαj containing the
vectors of Rn,ℓ. It remains to investigate under which conditions w ∈ Sn,ℓ and/or
w ∈ Rn,ℓ. We prove in this section the following theorem.
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Theorem 2.20. Let n, r ∈ N≥2 and ℓ ∈ N such that ℓ < r. Let 0 ≤ j ≤ r − 1
such that j ≡ n+ 2(ℓ− 1) mod r. Then we have the following.
(1) If j = r − 1, then W n,ℓ = Cn,ℓ.
(2) If j ≥ ℓ, then W n,ℓ = Rn,ℓ.
(3) If j < ℓ and n ≥ 3, then W n,ℓ = Sn,ℓ⊕Rn,ℓ. Moreover, W n,ℓ is not simple
with Sn,ℓ being a subrepresentation isomorphic to W n,ℓ−j−1.
(4) If j < ℓ and n = 2, then W 2,ℓ = S2,ℓ.
Equation 2.19 together with Lemma 2.21 and Proposition 2.23, which are proved
later in this section, imply Theorem 2.20.
First we note that if ℓ − j − 1 < 0, we have W n,ℓ−j−1 = {0} and therefore
Sn,ℓ = {0}. Hence:
Lemma 2.21. Let n, r ∈ N≥2, ℓ ∈ N and 0 ≤ j ≤ r− 1 such that j ≡ n+2(ℓ− 1)
mod r. It holds that
Sn,ℓ 6= {0} ⇔ j < ℓ.
Consequently, W n,ℓ = Rn,ℓ, if ℓ ≤ j < r − 1.
We now state the following result, which we use to complete the proof of The-
orem 2.20.
Proposition 2.22. Let n, r ∈ N≥2 and ℓ ∈ N such that 0 ≤ ℓ < r − 1. The map
F : V n,ℓ → V n,ℓ+1 is injective.
Proof. Let 0 6= v ∈ kerF ⊂ V n,ℓ. Then v can be represented as a linear combina-
tion of the following vectors in some of the projective modules in the direct sum
decomposition of V⊗nr−1:
• the left-most socle vectors uα0 ⊗ wSi in a projective module Pαi . Then,
uα0 ⊗ wR0 ∈ V n,ℓ−(i+1+j) = V n,ℓ−(r−1), where j = r − 2 − i. But, since
ℓ− (r − 1) < 0, we have that V n,ℓ−(r−1) = {0}, which is a contradiction.
• the left-most vectors uα0 ⊗wLj in a projective module Pαi . Then uα0 ⊗wR0 ∈
V n,ℓ−(2j+i+2) = V n,ℓ−(2r−2−i), where j = r − 2 − i. Note that, it holds
0 ≤ i ≤ r − 2, so r ≤ 2r − 2 − i ≤ 2r − 2. But, since ℓ < r − 1, we have
that ℓ− (2r − 2− i) < 0 and consequently V n,ℓ−(2r−2−i) = {0}, which is a
contradiction.
• lowest weight vectors in some simple module Vαr−1. Then, the highest
weight vector of this simple module belongs in V n,ℓ−(r−1). But V n,ℓ−(r−1) =
{0}, since ℓ < r − 1.
Therefore, kerF = {0}. 
Finally we show that the subspace Sn,ℓ is actually a subrepresentation and that
W n,ℓ 6= {0} implies Rn,ℓ 6= {0}, if n ≥ 3.
Proposition 2.23. Let n, r ∈ N≥2 and ℓ ∈ N such that ℓ < r and suppose that
there exists 0 ≤ j < ℓ such that j ≡ n+2(ℓ− 1) mod r. Set ℓ′ := ℓ− 1− j. Then
we have the following.
(1) The subspace Sn,ℓ ⊂W n,ℓ is a Bn-submodule of W n,ℓ isomorphic to W n,ℓ′;
(2) for n ≥ 3, Rn,ℓ 6= {0}.
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Proof. We prove now the first statement. The map F j+1 : V n,ℓ′ → V n,ℓ is injective
by Proposition 2.22. We show the following:
Sn,ℓ = ImF
j+1|Wn,ℓ′ as vector spaces.
The implication Sn,ℓ ⊆ ImF j+1|Wn,ℓ′ is clear by the definition of Sn,ℓ. For the
other direction, we solve for W n,ℓ′ the modular equation j
′ ≡ n+2(ℓ′−1) mod r
with respect to j′:
j′ ≡ n + 2(ℓ′ − 1) mod r ⇔ j′ ≡ −2(ℓ− 1) + j + 2(ℓ− 1− j − 1) mod r
⇔ j′ ≡ r − 2− j mod r,
where at the first equivalence we use the modular condition for W n,ℓ. Since
0 ≤ j < ℓ < r, we have that 0 ≤ r − 2 − j < r − 1 and hence j′ = r − 2 − j.
Moreover
ℓ < r ⇔ ℓ− 1− j ≤ r − 2− j ⇔ ℓ′ ≤ j′.
By Lemma 2.21 it holds W n,ℓ′ = Rn,ℓ′ and therefore, by the structure of the
projective modules P−iαj , we have that F
j+1
Rn,ℓ′ ⊆ Sn,ℓ. Moreover, due to the
injectivity of F by Prop. 2.22 it holds dimSn,ℓ = dimW n,ℓ′. Finally, since the Bn-
action commutes with the D-action, the space Sn,ℓ is isomorphic as a Bn-module
to W n,ℓ′.
Suppose now n ≥ 3 for the second statement. Then dimSn,ℓ = dimW n,ℓ′ <
dimW n,ℓ, so Rn,ℓ has dimension dimW n,ℓ − dimW n,ℓ′ > 0. 
As mentioned before, Equation 2.19, Lemma 2.21 and Proposition 2.23 imply
Theorem 2.20.
Remark 2.24. A similar process has been applied to the quantum sl(2) at roots
of unity in [15]. The representations W n,ℓ are isomorphic per definition to the
representations Y Nn,m in [15] with the identifications m = ℓ and N = r. The
author also defines by homological means a truncated version of the Lawrence
representation, which (by the results in [15]) is isomorphic to W n,ℓ. Note that by
[13, Lemma 2.5] we have that V n,n(r−1)−m ∼= V n,m (see Section 2.3 for the equality
of dimensions).
Finally, we prove that the direct sum Sn,ℓ⊕Rn,ℓ does not necessarily decompose
as a direct sum of Bn-modules by providing a specific example.
Lemma 2.25. Let r = 4. The direct sum W 3,2 = S3,2 ⊕R3,2 is not a B3-module
decomposition.
Proof. Since j ≡ n+2(ℓ−1) ≡ 1 mod r, by Proposition 2.23 we have R3,2 6= {0}
and S3,2 ∼= W 3,0 as B3-modules, where W 3,0 is the trivial B3-representation.
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There exists a basis {wi,j | 1 ≤ i < j ≤ n} of W n,2 such that the action of Bn
on W n,2 [16], where {i, i+ 1} ∩ {j, k} = ∅ is given by
(2.26)
σiwj,k = wj,k,
σiwi+1,j = s
−1wi,j,
σiwj,i+1 = s
−1wj,i,
σiwi,j = s
−1wi+1,j + (1− s−2)wi,j − si−j−1(1− s−2)q2wi,i+1,
σiwi,i+1 = s
−4q2wi,i+1,
σiwj,i = s
−1wj,i+1 + (1− s−2)wj,i − si−j−1(1− s−2)wi,i+1.
The above relations describe also the Bn-action for the 2-variable LKB represen-
tation, where q and s are considered as variables.
The matrices of the representation W 3,2 in the basis {w1,2, w1,3, w2,3} are
σ1 =
q6 q3 − q 00 1− q2 q5
0 q5 0
 and σ2 =
1− q2 q5 0q5 0 0
q2 − 1 0 q6

The two matrices have eigenvalues 1 and q6 = −i with multiplicities 1 and 2
respectively. Since S3,2 ∼= W 3,0, any vector of S3,2 is an eigenvector for the
eigenvalue 1 for both matrices. In detail, since S3,2 = ImF
2|W 3,0 as vector spaces
and since W 3,0 = span{u⊗30 } we have that S3,2 = span{F 2u⊗30 }, where
F 2u⊗30 = −(q + q3)(q6w1,2 + q3w1,3 + w2,3).
Since σiwi,i+1 = q
6wi,i+1, for i = 1, 2, we have w1,2, w2,3 6∈ Sn,ℓ. The matrices of
W 3,2 in the basis {w1,2, w2,3, F 2u⊗30 } are given by
σ1 =
q6 −1 00 q6 0
0 1
q3+q5
1
 and σ2 =
 q6 0 0−1 q6 0
1
q3+q5
0 1

Suppose that W 3,2 = R3,2 ⊕ S3,2 as B3-modules. Then there exists a change of
basis such that the B3-action onR3,2 is closed. That is, there exist λ1, λ2 6= 0 such
that {w1,2+ λ1F 2u⊗30 , w2,3+λ2F 2u⊗30 } is a basis of R3,2 on which the B3-action is
closed. In this basis the matrices of W 3,2 are given by
σ1 =
 q6 −1 00 q6 0
(1− q6)λ1 λ1 + (1− q6) λ2 + 1q5+q3 1
 and
σ2 =
 q6 0 0−1 q6 0
(1− q6)λ1 + λ2 + 1q5+q3 (1− q6) λ2 1
 .
Since the B3-action decomposes the last row of both matrices equals (0, 0, 1). But
this implies λ1 = λ2 = 0, which is a contradiction. 
3. Extensions of the Lawrence representations at roots of unity
Of great interest for this manuscript are the last two cases of Theorem 2.20,
where the representation W n,ℓ contains the subspace Sn,ℓ consisting of the socle
vectors of non-simple indecomposable projective modules Pαi . In this section we
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extend the representation W n,ℓ to a representation Nn,ℓ including also the domi-
nant head vectors of Pαi . As we will see, this extension is non trivial, in the sense
that Nn,ℓ is non-simple and indecomposable.
3.1. Definition and existence of the representations. First, we define the
representations using the decomposition of V⊗nr−1 to a direct sum of projective
modules.
Definition 3.1. Let n, r ∈ N≥2 and ℓ ∈ N. The dominant space corresponding to
the strong weight n(r − 1)− 2ℓ is defined as:
Nn,ℓ := ker(FE)
2 ∩ V n,ℓ.
Since the action of R intertwines the D-action, Nn,ℓ is a representation of the
braid group Bn. A direct consequence of the definition is that W n,ℓ ⊆ Nn,ℓ as a
Bn-submodule. Set dn,ℓ := dimW n,ℓ, for all ℓ ∈ N as in Theorem 2.18.
Theorem 3.2. Let n, r ∈ N≥2 and ℓ ∈ N such that 0 ≤ ℓ < r. Let 0 ≤ j ≤ r − 1
be the solution of the modular equivalence j ≡ n+2(ℓ− 1) mod r. Then we have
the following:
(1) if j ≥ ℓ, Nn,ℓ = W n,ℓ as Bn-modules,
(2) if j < ℓ, Nn,ℓ = W n,ℓ ⊕Hn,ℓ as vector spaces, where
Hn,ℓ := x˜
−1
αi
(Sn,ℓ)
with the bijection x˜αi defined as in (1.10). Moreover, dimHn,ℓ = dimSn,ℓ =
dimW n,ℓ′, where ℓ
′ = ℓ − 1 − j. Finally, Nn,ℓ as a Bn-representation is
given by a homomorphism:
ρNn,ℓ : Bn → GL (dn,ℓ + dn,ℓ′,C) .
Proof. Let j ≥ ℓ and suppose there exists a vector w ∈Nn,ℓ such that w 6∈W n,ℓ.
By the definition of Nn,ℓ the vector w is represented by a dominant head vector
of an indecomposable projective module in the direct sum decomposition of V⊗nr−1.
So, FE w ∈ Sn,ℓ ⊂ W n,ℓ. But by Theorem 2.20 we have that W n,ℓ = Rn,ℓ, so
FEw = 0, which is a contradiction.
Let now j < ℓ. By Theorem 2.20 there exists a subspace Sn,ℓ ⊂W n,ℓ spanned
by the socle highest weight vectors
(
uα0 ⊗ wS0
)
m
, where m = 1, . . . , dimSn,ℓ, which
belong in dimSn,ℓ copies of the indecomposable modules P
α
i in the direct sum
decomposition of V⊗nr−1. Recall that there exists a bijection x˜α,i : head(P
α
i ) →
soc(Pαi ). In detail, for every vector
(
uα0 ⊗ wS0
)
m
there is a corresponding dominant
head vector
(
uα0 ⊗ wH0
)
m
∈ Pαi such that x˜α,i
(
uα0 ⊗ wH0
)
m
=
(
uα0 ⊗ wS0
)
m
. Note
that(
uα0 ⊗ wH0
)
m
∈Nn,ℓ and
(
uα0 ⊗ wH0
)
m
6∈W n,ℓ, ∀m ∈ {1, . . . , dimSn,ℓ}.
We define
Hn,ℓ := x˜
−1
αi
(Sn,ℓ).
Since x˜α,i is a bijection, we have that Nn,ℓ = W n,ℓ ⊕ Hn,ℓ. Finally, by the
definition of Hn,ℓ it is immediate that dimHn,ℓ = dimSn,ℓ. 
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V n,ℓ+i · · · Nn,ℓ V n,ℓ−1 · · · W n,ℓ−1−j
· · · Hn,ℓ ∋ uα0 ⊗ wH0 Eց
uα0 ⊗ wRj · · · uα0 ⊗ wR0
· · · Sn,ℓ ∋ α2uα0 ⊗ wS0
F
ւ
· · · Eց
u−iα0 ⊗ wRi · · · Rn,ℓ ∋ u−iα0 ⊗ wR0
· · ·
F
ւ
Figure 2. The vectors in Pαi and P
−iα
j spanning Nn,ℓ for n ≥ 3.
We visualize in Figure 2 the vectors in the direct sum decomposition of V⊗nr−1
spanning the spaceNn,ℓ. There exist dimSn,ℓ = dimW n,ℓ′ copies of the projective
module Pαi representing vectors of Nn,ℓ. These contain the dominant but not
highest weight vectors comprising Hn,ℓ (colored by blue) and the highest weight
vectors comprising Sn,ℓ (colored by red). The dimRn,ℓ copies of P
−iα
j contain the
highest weight vectors of Rn,ℓ ⊂W n,ℓ. Recall that if n = 2, then Rn,ℓ = {0}.
In Proposition 2.23 we showed that Sn,ℓ ∼= W n,ℓ′, where ℓ′ = j − 1− ℓ, and by
Theorem 3.2 we have that dimHn,ℓ = dimW n,ℓ′. But moreover, the representa-
tion Nn,ℓ includes W n,ℓ′ also as a quotient as proved in the following.
Proposition 3.3. Let n, r ∈ N≥2 and ℓ ∈ N such that 0 ≤ ℓ < r. Suppose that
there exists 0 ≤ j < ℓ such that j ≡ n + 2(ℓ− 1) mod r and set ℓ′ := ℓ − 1 − j.
There exists a short exact sequence of Bn-modules
0 W n,ℓ Nn,ℓ W n,ℓ′ 0.
Proof. Since j < ℓ, we have by Theorem 3.2 that dimHn,ℓ = dimSn,ℓ = dn,ℓ′,
where dn,ℓ′ = dimW n,ℓ′. As a vector space Nn,ℓ/W n,ℓ is spanned by the images
of the vectors of Hn,ℓ under the quotient map. Let {hk | k = 1, . . . , dn,ℓ′} be a
basis ofHn,ℓ. For any p = 1, . . . , n−1 the action of Bn on the quotient Nn,ℓ/W n,ℓ
is induced by the action of Bn on Nn,ℓ, that is:
σp(hk) =
dn,ℓ′∑
k′=1
λ
(k)
p,k′ hk′ mod W n,ℓ, for some λ
(k)
p,k′ ∈ C.
Since j < ℓ, by Proposition 2.23 the subspace Sn,ℓ is a Bn-subrepresentation
isomorphic to W n,ℓ′. Further, by Theorem 3.2 there exists a basis {yk | k =
1, . . . , dn,ℓ′} of Sn,ℓ such that yk = xα,i(hk) = α2FE(hk). We write the Bn-action
on Sn,ℓ ∼= W n,ℓ′ as:
σp(yk) =
dn,ℓ′∑
k′=1
µ
(k)
p,k′ yk′, for some µ
(k)
p,k′ ∈ C.
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Since the Bn-action commutes with the D-action we have for every 1 ≤ k ≤ d:
σp(yk) = σp(α
2FE hk) = α
2FE σp(hk) = α
2FE
dn,ℓ′∑
k′=1
λ
(k)
p,k′ hk′ + w
 ,
for some w ∈W n,ℓ. Since E|Wn,ℓ = 0 we have consequently for every 1 ≤ k ≤ d:
σp(yk) = α
2FE
dn,ℓ′∑
k′=1
λ
(k)
p,k′ hk′ =
dn,ℓ′∑
k′=1
λ
(k)
p,k′α
2FE hk′ =
dn,ℓ′∑
k′=1
λ
(k)
p,k′ yk.
Finally, λ
(k)
p,k′ = µ
(k)
p,k′, for every p, k
′ and k, which proves the statement. 
3.2. Faithfulness on Z(Bn). The next question arising is whether the exact
sequence of Proposition 3.3 is non-split, that is, whether Nn,ℓ is decomposable or
not. In this section we show that the representation Nn,ℓ is faithful on Z(Bn),
the center of Bn. This implies that the sequence does not split and, therefore, the
representation Nn,ℓ is a non trivial extension of the representation W n,ℓ.
For all 2 ≤ i ≤ n we define the braid δi ∈ Bn by:
δi := σ1σ2 . . . σi−1.
The center of Bn is generated by the braid θn := ∆
2
n [19], where:
∆n := δnδn−1 . . . δ2.
It is easy to prove using the braid relations that
θn = ∆
2
n = δ
n
n .
Both braids ∆n and δn have played an important role to the study of the word
problem in Bn, both of them being Garside elements for two different Garside
structures on Bn. The braid ∆n gives rise to the usual Garside structure [12]
and the braid δn to the dual Garside structure [5] (see also [14]). Moreover,
the LKB representation (and hence also the isomorphic quantum representation
W
JK
n,2) detects the Garside structure [23] and the whole family of the Lawrence
representations (isomorphic to W JKn,ℓ) detect the dual Garside structure as proved
in [14]. Both results can be used to alternatively prove the faithfulness of the
respective representations.
To prove the faithfulness of Nn,ℓ on Z(Bn) it suffices to prove that the action of
the braid θn has infinite order. To do this we represent the action of θn on V
⊗n
r−1 by
the analogous map in the category D-mod, which involves the twist operator θ
V
⊗n
r−1
.
Using then the decomposition of V⊗nr−1 into indecomposable projective modules we
compute the action of θn by restricting it on Nn,ℓ, whose vectors belong to non-
simple projective modules (see Theorem 3.2 and Figure 2). The infinite order of
the action of θn on Nn,ℓ is a consequence of the infinite order of the action of the
twist on the non-simple indecomposable projective modules (1.16). Finally, we
give an explicit formula for the action of θn, as follows.
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Theorem 3.4. Let n, r ∈ N≥2 and ℓ ∈ N. Let 0 ≤ j < r be the solution of the
modular equivalence j ≡ n+ 2(ℓ− 1) mod r and let ℓ′ = ℓ− 1− j. The action of
the full twist θn on Nn,ℓ is given by:
θn = q
2ℓ(n+ℓ−1)
(
Id+snq1−ℓ−ℓ
′
(ℓ− ℓ′) {1}
2
{ℓ− ℓ′} FE
)
.
Proof. First we adapt (1.16) to any indecomposable projective module Pαi . Note
that (see Appendix A.5 for the proof):
cPi,Vα0 ◦ cVα0 ,Pi = (−1)mi IdPαi ,(3.5)
θVα0 = q
(mr)2
2
+mr−mr2 IdVα0 ,(3.6)
where 0 ≤ i < r − 1 and where we write α = qmr/2, for some m ∈ Z. Using
(3.5), (3.6) and the naturality of the twist, it holds that (see Appendix A.6 for the
proof):
(3.7) θPαi = (−1)mr+iq
(mr+i)2
2
+(mr+i)
(
Iα,i − (r − i− 1) {1}
2
{i+ 1}xα,i
)
.
Now, by the naturality of the twist, (2.1), (2.3) and the equality θVr−1 =
q−
(r−1)2
2 IdVr−1, the braid θn acts on V
⊗n
r−1 by the map:
Θn := q
−n(n−2) (r−1)
2
2 θ
V
⊗n
r−1
.
By the direct sum decomposition of V⊗nr−1 into projective modules we can write:
θ
V
⊗n
r−1
= θ⊕
α∈I
⊕
m∈J P
α
m
=
⊕
α∈I
⊕
m∈J
θPαm ,
where I ⊂ Z and J ⊂ {0, . . . , r − 1}. Restricting the map θ
V
⊗n
r−1
on Nn,ℓ we get
by Theorem 3.2:
θ
V
⊗n
r−1
|Nn,ℓ = θPαi |Nn,ℓ ⊕ θP−iαj |Nn,ℓ ,
where 0 ≤ i < r − 2 and where j = r − 2− i. By (3.6) we have that:
θPαi = Aα,i
(
Iα,i − (r − i− 1) {1}
2
{i+ 1}xα,i
)
.
where
Aα,i = (−1)ξq
ξ2
2
+ξ, with ξ := mr + i.
Since (m− 1)r + j = ξ − 2(i+ 1) we get that:
A−iα,j = (−1)ξ−2(i+1)q
(ξ−2(i+1))2
2
+ξ−2(i+1) = (−1)ξq ξ
2
2
−2ξ(i+1)+2(i+1)2+ξ−2(i+1)
= (−1)ξq ξ
2
2
+ξq−2ξ(i+1)+2(i+1)
2−2(i+1) = (−1)ξq ξ
2
2
+ξq−2i(i+1)+2(i+1)
2−2(i+1)
= (−1)ξq ξ
2
2
+ξ = Aα,i,
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where at the fourth equality we use that q2ξ = q2i. Moreover, since Nn,ℓ ∩
(
P
−iα
j
)
contains only highest weight vectors, the nilpotent map x−iα,j acts by 0 on them.
Hence:
θ
P
−iα
j
|Nn,ℓ = Aα,i I−iα,j.
Putting everything together:
Θn|Nn,ℓ = q−n(n−2)
(r−1)2
2 Aα,i
(
Id−(−1)m(ℓ− ℓ′) {1}
2
{ℓ− ℓ′}FE
)
,
where we also use (1.9) and that i+ 1 = r − (j + 1) = r − (ℓ− ℓ′).
Now it remains to compute the coefficient q−n(n−2)
(r−1)2
2 Aα,i. Since we work on
Nn,ℓ we have that q
n(r−1)−2ℓ
2 = q
ξ
2 . Using also that q2r = 1 we get
Aα,i = (−1)n(r−1)−2ℓq
(n(r−1)−2ℓ)2
2 qn(r−1)−2ℓ
= q−r(n(r−1)−2ℓ)q
n2(r−1)2
2
−2n(r−1)ℓ+2ℓ2qn(r−1)−2ℓ
= q
n2(r−1)2
2
+2nℓ+2ℓ2qn(r−1)−2ℓq−rn(r−1).
Hence:
q−n(n−2)
(r−1)2
2 Aα,i = q
n(r−1)2+2nℓ+2ℓ2+n(r−1)−2ℓ−rn(r−1)
= qn(r−1)r+2nℓ+2ℓ
2−2ℓ−rn(r−1) = q2ℓ(n+ℓ−1).
Finally for the coefficient of FE we have that:
(−1)m+1 = qn(r−1)−2ℓ−i+r = qn(r−1)−2ℓ+2+j = snq−2(ℓ−1)+j = snq1−ℓ−ℓ′,
which concludes the proof for the formula of the action of θn. 
It is immediate due to Theorem 3.4 that the representations W n,ℓ are not faith-
ful. Since the full twist θn acts on W n,ℓ by the scalar q
2ℓ(n+ℓ−1), we have conse-
quently that θrn ∈ ker ρWn,ℓ. Further, the formula of the action of θn depends only
on n, r and ℓ, since ℓ′ already depends on them.
Remark 3.8. Note that the non trivial extensions Nn,ℓ of W n,ℓ depend actually
on the triple (n, ℓ, ℓ′) where ℓ′ = ℓ−j−1 with 0 ≤ j < ℓ such that j ≡ n+2(ℓ−1)
mod r. Note that
ℓ ≡ 1− n− ℓ′ mod r ⇔ j ≡ n + 2(ℓ− 1) mod r.
Therefore, we denote these non trivial extensions from now on by Nn,ℓ,ℓ′ as in
Theorem 1.
Nn,ℓ,ℓ′ := ker(FE)
2 ∩ V n,ℓ if ∃ℓ′ ∈ {0, . . . , ℓ− 1} s.t. ℓ′ ≡ 1− n− ℓ mod r.
If such a ℓ′ does not exist, we use the notationNn,ℓ, since in that caseNn,ℓ = W n,ℓ.
Using Theorem 3.4 we now prove the main Theorem of this manuscript.
Proof of Theorem 1. The short exact sequence of the statement exists due to The-
orem 3.2 and Proposition 3.3. The modular condition of Theorem 1 is due to
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Remark 3.8 equivalent to the one of Proposition 3.3. By Theorem 3.4 the action
of the full twist θn on Nn,ℓ,ℓ′ is given by
θn = q
2ℓ(n+ℓ−1)
(
Id+snq1−ℓ−ℓ
′
(ℓ− ℓ′) {1}
2
{ℓ− ℓ′} FE
)
.
Since ℓ′ < ℓ, and therefore Nn,ℓ,ℓ′ )W n,ℓ, the map FE is a non-zero map. Now,
the coefficient of FE is clearly not a root of unity for ℓ′ < ℓ − 1. For ℓ′ = ℓ + 1
we have that (ℓ− ℓ′) {1}2
{ℓ−ℓ′}
= {1}, which is also not a root of unity for any r ≥ 2.
Hence, θn has infinite order and the action of Z(Bn) is faithful. Therefore, for
every w1 ∈Hn,ℓ and any w2 ∈W n,ℓ we have that:
θnw1 = q
2ℓ(n+ℓ−1)
(
w1 + s
nq1−ℓ−ℓ
′
(ℓ− ℓ′) {1}
2
{ℓ− ℓ′} FE w1
)
,
θnw2 = q
2ℓ(n+ℓ−1)w2,
with FE w1 ∈ Sn,ℓ. Hence, the exact sequence of the statement does not split. 
Remark 3.9. Note further that for every n ∈ N≥2 and ℓ′ ∈ N there exist r ∈ N≥2
and ℓ ∈ N with ℓ′ < ℓ < r such that the modular condition ℓ′ ≡ 1− n− ℓ mod r
is satisfied. For example, setting r = n+ 2ℓ′ we get ℓ = ℓ′ + 1, which satisfies the
modular condition.
4. Extensions of the LKB representation at roots of unity
In this section we describe explicitly the action of Bn for the representations
Nn,2,0 and Nn,2,1 that contain the LKB representation at roots of unity. In detail
Nn,2,0 extends the trivial representation by LKB andNn,2,1 extends the (reduced)
specialized Burau representation by the specialized LKB.
4.1. The case ℓ = 1. Let us warm up by studying the representations Nn,1 and
in particular Nn,1,0. By Theorem 3.2 there exists for ℓ = 1 a non trivial extension
of W n,1 if and only if n ≡ 0 mod r. Since dimV n,1 = n = (n − 1) + 1 =
dimW n,1 + dimW n,0, we have consequently by Theorem 3.2 that
Nn,1,0 = V n,1 if n ≡ 0 mod r,
Nn,1 = W n,1 if n 6≡ 0 mod r.
In [16] the representation W JKn,1 (resp. V
JK
n,1) is proved to be isomorphic to the
reduced (resp. unreduced) Burau representation. In detail, the vectors ci, 1 ≤
i ≤ n (2.7) span the space V JKn,1. Changing now the basis by setting ĉi := si ci for
1 ≤ i ≤ n and by computing the Bn-action we obtain:
σi ĉj = ĉj for j 6= i, i+ 1,
σi ĉi = t ĉi+1 + (1− t) ĉi,
σi ĉi+1 = ĉi.
This basis gives the well-known matrices of the unreduced Burau representation
[8] and we have that V JKn,1 is isomorphic to the Burau representation by setting
t = s−2 [16]. We denote by ρ˜Bur(t) : Bn → GLn(Z[t±]) the unreduced Burau
representation and by ρBur(t) : Bn → GLn−1(Z[t±]) its reduced version.
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Passing now to the representation V n,1 we recover the Burau representation,
specialized at t = s−2 = q2. It is well known, that ker ρ˜Bur(t) = ker ρBur(t). If
we specialize t to a complex number then the two representations are equivalent
when 1 + t + . . . + tn−1 6= 0 [4]. But since t = q2 and n ≡ 0 mod r for our case,
the sum is a multiple of the sum of all r-th roots of unity, which is 0 and we have
that ker ρ˜Bur(q
2) ⊆ ker ρBur(q2). Moreover, by Theorem 3.4 it holds actually that
ker ρ˜Bur(q
2) ( ker ρBur(q
2).
4.2. The case ℓ = 2. We continue now to studying the non trivial extensions
of W n,2. In this case we get two families of representations, the representations
Nn,2,0 extending the the trivial representation by the LKB (specialized at roots
of unity) representation and the representations Nn,2,1 extending the specialized
Burau representation by the specialized LKB representation. By Theorem 3.2 we
have that
Nn,2,0 = W n,0 ⊕W n,2 (as vector spaces) if n ≡ −1 mod r,
Nn,2,1 = W n,1 ⊕W n,2 (as vector spaces) if n ≡ −2 mod r.
In order to explicitly calculate the Bn-action on the spaces Nn,2,0 and Nn,2,1 we
need first to find a suitable basis. For their subspace W n,2 we can describe a basis
using the isomorphism An,ℓ
Φ∼= W n,ℓ. We fix the following notation for the basis
of the space V n,2 = An,2 ⊕Bn,2 according to (2.6):
An,2 = span{ai,j := u⊗i−10 ⊗ u1 ⊗ u⊗j−i−10 ⊗ u1 ⊗ u⊗n−j0 | 1 ≤ i < j ≤ n},
Bn,2 = span{bi := u⊗i−10 ⊗ u2 ⊗ u⊗n−i0 | 1 ≤ i ≤ n}.
Hence, the space W n,2 is spanned by the vectors of the form
(4.1) wi,j := Φ(ai,j) = ai,j − sj−iq−2 bj − si−j bi for 1 ≤ i < j ≤ n.
Recall that s = qr−1 (1.5). Moreover, the action of Bn on W n,2 [16], where
{i, i+1}∩{j, k} = ∅ is given by (2.26), which also describes the Bn-action for the
2-variable LKB representation, where q and s are considered as variables.
Let now
∑n
i=1 λibi be an element of Bn,2. In order to find the coefficients λi,
so that it belongs to Nn,2,0 or Nn,2,1, we compute the action of EFE on the
basis vectors bi. For the action of E on bi, it holds that E bi = s
n−i ci, where
ci = u
⊗i−1
0 ⊗ u1 ⊗ u⊗n−i0 (2.7). Now, we compute F ci:
(4.2) F ci = s
−(i−1)q2
n−i∑
j=1
s−j ai,i+j +
i−1∑
j=1
s−(j−1) aj,i + [2]
2 s−(i−1) bi.
For the proof, see Appendix A.7. We now write Fci with respect to the basis of
the decomposition V n,2 ∼= W n,2 ⊕Bn,2. By (4.1) we have that:
(4.3) wi,i+j = ai,i+j − sjq−2 bi+j − s−j bi and wj,i = aj,i − si−jq−2 bi − sj−i bj .
Substituting them into (4.2) it follows that:
(4.4) F ci = s
−(i−1)q2
n−i∑
j=1
s−j wi,i+j +
i−1∑
j=1
s−(j−1)wj,i + s
−(i−1)
 n∑
j=1
j 6=i
bj + βi bi
 ,
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where:
(4.5) βi = 1 +
q−2i(1− q2n+2)
1− q2 =
{
q−2i + 1 = s2i + 1 if n ≡ −1 mod r,
1 if n ≡ −2 mod r.
Since Ewi,j = 0, for all 1 ≤ i < j ≤ n, we conclude by (4.4) that:
(4.6)
EFE
(
n∑
i=1
λi bi
)
= 0⇔
n∑
j=1
 n∑
i=1
i 6=j
λis
−2i−j + λjs
−3jβj
 cj = 0
⇔
n∑
i=1
i 6=j
λis
−2i−j + λjs
−3jβj = 0 for all j = 1, . . . , n.
The solutions to the coefficients λi depend on the value of βj (4.5), which differs
depending on the modular condition between n, ℓ and r of Theorem 3.2. In the
next sections, we study the two cases separately.
4.3. The case ℓ = 2 and n ≡ −1 mod r. We solve now the linear system (4.6)
for the representation Nn,2,0. Since βj = q
−2j + 1 = s2j + 1, we get that:
n∑
i=1
λis
−2i−j + λjs
−j = 0 for all j = 1, . . . , n.
It is easy to see that λ1 = . . . = λn = 1 is a solution for the system. So, by
Theorem 3.2, we have that for n ≡ −1 mod r:
Nn,2,0 = span{b := b1 + . . .+ bn} ⊕W n,2, (as vector spaces).
Using the R-matrix (2.2), the definition of the Bn-action (2.1) and (4.3), we com-
pute the Bn-action on the basis vectors of Bn,2:
(4.7)
σibj = bj for j 6= i, i+ 1,
σibi = s
−3(1− q2)wi,i+1 + (1− q2) bi + bi+1,
σibi+1 = q
2 bi.
Finally it holds that
(4.8) σib = b+ s
−3(1− q2)wi,i+1.
By Theorem 3.4 we know that Nn,2,0 is faithful on Z(Bn). In detail:
(4.9) θnb = b− 2i s
nq−1
tan(π/r)
FE b and θnwi,j = wi,j.
The action of θn on the vectors wi,j can be proved using alternatively a result
of Krammer about the action of ∆n on the LKB represetantion [23, Lemma 3.2]
and using the isomorphism between the space W JKn,2 and the LKB representation
found in [16]. Equation 4.9 implies immediately that Z(Bn) ⊆ ker ρWn,ℓ whereas
Z(Bn) 6⊂ ker ρNn,ℓ , for n ≡ −1 mod r.
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4.4. The case ℓ = 2 and n ≡ −2 mod r. We proceed as in Section 4.3 in order
to describe the Bn-action on Nn,2,0. We solve the linear system (4.6). Since
βj = 1, we get that:
n∑
i=1
λis
−2i = 0 for all j = 1, . . . , n.
It is easy to see that λj = s
j−n, λn = −s−(j−n) and λi = 0 for i 6= j and i, j 6= n is
a solution for the system for every 1 ≤ j ≤ n− 1. Therefore, by Theorem 3.2, we
have that for n ≡ −2 mod r:
Nn,2,1 = span{b′j := sj−n bj−s−(j−n) bn | 1 ≤ j ≤ n−1}⊕W n,2, (as vector spaces).
Using now (4.7) we calculate the action of Bn on the basis vectors b
′
j :
σi.b
′
j = b
′
j for j 6= i, i+ 1,
σi.b
′
i = s
i−n−3(1− q2)wi,i+1 + (1− s−2) b′i + s−1 b′i+1 for i 6= n− 1,
σi.b
′
i+1 = s
−1 b′i for i 6= n− 1,
σn−1.b
′
j = b
′
j − sn−j−1 b′n−1 for j 6= n− 1,
σn−1.b
′
n−1 = s
−4(1− q2)wn−1,n − s−2 b′n−1.
The choice of the solution of the linear system (4.6) is canonical with respect to
the representation W n,1, in the sense that {E b′j | j = 1, . . . , n− 1} is the basis of
W n,1 as in Lemma 2.17:
E b′j = cj − sn−icn = Φ(ai) and E w = 0 ∀w ∈W n,2.
Moreover, by Theorem 3.4:
θnb
′
j = q
−4b′j − snq−6FE b′j and θnwi,j = q−4wi,j.
We see immediately that 〈θmn 〉 ⊆ ker ρWn,ℓ, for some m ∈ N≥1 (depending on r),
whereas Z(Bn) 6⊂ ker ρNn,ℓ.
4.5. The case ℓ = 2 and non-faithfulness for n ≥ 3 and for r ≥ 5. In this
section we prove that the representations Nn,2,0 and Nn,2,1 are not faithful when
n ≥ 3 and r ≥ 5.
The LKB representation is known to be equivalent to an irreducible represen-
tation of the Birman–Murakami–Wenzl (BMW) algebra [34]. The generators of
the BMW algebra corresponding to the generators of Bn satisfy a cubic relation
(see also [28]). Therefore, the matrices of the representation W JKn,2 for n ≥ 3
corresponding to σi ∈ Bn also satisfy a cubic relation (for n = 2 we have that
dimW JKn,2 = 1). In fact, we have that
(σi − 1)(σi + s−2)(σi − s−4q2) = 0, for 1 ≤ i < n.
The above equation can be easily proven by computing the eigenvalues of the
matrix for σ1 for n = 3. Hence
p(X) := (X − 1)(X + s−2)(X − s−4q2)
is the minimal polynomial satisfied by the matrices of W JKn,2 for n ≥ 3.
Note that 1 is the single eigenvalue of the trivial representation and 1,−s−2
are the eigenvalues of the Burau representation W JKn,1. Moreover, the matrices
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of Nn,2,0 and Nn,2,1 (in an ordered basis consisting of the head vectors in Hn,2
followed by the vectors ofW n,2) are lower triangular, with two diagonal blocks (one
for the trivial or the Burau representation and one for the LKB representation).
Therefore, the eigenvalues of Nn,2,0 and Nn,2,1 are exactly 1,−s−2 = qr+2 and
s−4q2 = q6. Moreover, if the three eigenvalues, which are now complex numbers,
are distinct, then the minimal polynomial of the matrices of W n,2 is again the
polynomial p(X). For the eigenvalues to be distinct, it has to hold that
• qr+2 6= 1⇔ r ≥ 3;
• and q6 6= 1⇔ r ≥ 4;
• and qr+2 6= q6 ⇔ qr−4 6= 1⇔ r ≥ 5.
Now, we can conclude the following, by proving that the matrices of Nn,2,0 and
Nn,2,1 also satisfy the polynomial p(X):
Lemma 4.10. Let n ∈ N≥3, r ∈ N≥5. The minimal polynomial of the matrices of
Nn,2,0 and Nn,2,1 is the polynomial p(X) (with q = e
πi/r and s = qr−1).
The proof of Lemma 4.10 can be found in Appendix A.8. We now proceed to
the main statement of this section.
Proposition 4.11. Let n ∈ N≥3, r ∈ N≥5. The representations Nn,2,0 and Nn,2,1
are not faithful. In particular, we have that for every 1 ≤ i < n:
〈σri 〉 ⊂ ker ρNn,2, if r is even,
〈σ2ri 〉 ⊂ ker ρNn,2, if r is odd.
Proof. We prove the statement for σ1 ∈ Bn; then it follows immediately for the
rest of the generators of Bn, since they are all conjugate to σ1. By Lemma 4.10
the minimal polynomial for the matrix of σ1 in the representation Nn,2,0 or Nn,2,1
is the cubic polynomial p(X), for r ≥ 5. By the discussion above the lemma, the
eigenvalues are distinct complex numbers for r ≥ 5 and the minimal polynomial is
factorized into linear factors. Therefore, there exists a basis, in which the matrix
for σ1 is a diagonal matrix with the eigenvalues as diagonal entries (which may be
repeated according to their multiplicities).
Since the eigenvalues (1, q6 and qr+2) are 2r-roots of unity, it is immediate that
〈σ2r1 〉 ⊂ ker ρNn,2. In the case that r is even, we write r = 2r′, for some r′ ∈ N≥1.
We have obviously that q6r = 1. Further, qr(r+2) = q2r
′(2r′+2) = q4r
′(r′+1) = 1,
which shows that 〈σr1〉 ⊂ ker ρNn,2, if r is even. 
Remark 4.12. Note that the representations N 2,2,0 and N 2,2,1 are faithful by
Theorem 3.4, since B2 = Z(B2).
5. Generalization to 3-variable representations
After having explicitly described the Bn-action for ℓ = 2, a natural question is
whether these representations can be generalized to 2-variable representations ex-
tending the LKB representation. In this section, we prove that they can actually
be generalized to 3-variable representations. We focus mainly on the representa-
tion extending the trivial representation by the LKB representation, for which we
prove that it splits as a direct sum if we extend the defining ring. Further, we
study a certain specialization of this representation at roots of unity. Finally, we
study the restriction of Nn,2,0 on Bn−1.
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Let
L := Z[q±1, s±1] and L := Q(q, s).
Note that L is the field of fractions of L. Recall also that the representations W JKn,ℓ
are irreducible over L [16].
5.1. The 3-variable generalizations. In this section we define the representa-
tions N˜n,2,0 and N˜n,2,1 generalizing Nn,2,0 and Nn,2,1 respectively. The represen-
tation N˜n,2,0 extends W n,0 by W
JK
n,2 (note that W
JK
n,0
∼= W n,0 since both are the
trivial representation) and the representation N˜n,2,0 extends W
JK
n,1 by W
JK
n,2. In
both cases we let q and s to be variables and introduce a third variable t.
Proposition 5.1. Let N˜n,2,0 be a free L[t]-module spanned by
(
n
2
)
+ 1 vectors
denoted by b, w1,2, . . . , w1,n, w2,3, . . . , w2,n, . . . , wn−1,n. The space N˜n,2,0 is a Bn-
representation where the Bn-action on the vectors wi,j is defined by (2.26) and on
the vector b by:
(5.2) σib = b+ t wi,i+1.
To prove the result, one needs to check that the braid group relations hold for
the vector b. The complete proof can be found in Appendix A.9. Note that the
representation N˜n,2,0 is faithful since its subrepresentation W
JK
n,2 is faithful [3, 23].
Analogously we define as follows the representation N˜n,2,1.
Proposition 5.3. Let n ∈ N≥2 and let N˜n,2,1 be a free L[t±1]-module spanned by(
n
2
)
+n−1 vectors b′1, . . . , b′n−1, w1,2, . . . , w1,n, w2,3, . . . , w2,n, . . . , wn−1,n. The space
N˜n,2,1 is a Bn-representation where the Bn-action on the vectors wi,j is defined by
(2.26) and on the vectors b′j by:
σib
′
j = b
′
j for j 6= i, i+ 1,
σib
′
i = s
i−nt wi,i+1 + (1− s−2) b′i + s−1 b′i+1 for i 6= n− 1,
σib
′
i+1 = s
−1 b′i for i 6= n− 1,
σn−1b
′
j = b
′
j − sn−j−1 b′n−1 for j 6= n− 1,
σn−1b
′
n−1 = s
−1t wn−1,n − s−2 b′n−1.
To prove the theorem one needs to check that the braid group relations are
satisfied for the vectors b′m, with 1 ≤ m ≤ n−1. The complete proof can be found
in Appendix A.11.
5.2. Specializations of N˜n,2,0 at roots of unity. Let r ∈ N≥3, q = eπi/r,
s = qr−1 and t = s−3(1− q2) and let N˜n,2,0(q, s, t) be corresponding specialization
of the representation N˜n,2,0. By Prop. 5.1 the representation Nn,2,0 extends W n,0
non trivially by W n,2 if and only if n ≡ −1 mod r. On the other hand the Bn-
representation N˜n,2,0(q, s, t) is defined for any n ∈ N≥2 and is isomorphic to Nn,2,0
for n ≡ −1 mod r. Therefore, the representation N˜n,2,0(q, s, t) could provide us
a non trivial extension of W n,0 by W n,2 for any n ∈ N≥2. The goal of this section
is to prove the following.
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Theorem 5.4. Let n ∈ N≥2, r ∈ N≥3 and let q = eπi/r, s = qr−1 and t =
s−3(1− q2). The short exact sequence of Bn-modules
0 −→ W n,2 −֒→ N˜n,2,0(q, s, t) −→ N˜n,2,0(q, s, t)/W n,2 −→ 0
does not split if and only if n ≡ −1 mod r.
To do that we start by investigating under which conditions the representa-
tion N˜n,2,0(q, s, t) splits as a direct sum of the specialized LKB and the trivial
representations for any q, s, t ∈ C×.
Proposition 5.5. Let n ∈ N≥2 and q, s, t ∈ C×. The short exact sequence of
Bn-modules
0 −→ W JKn,2(q, s) −֒→ N˜n,2,0(q, s, t) −→ N˜n,2,0(q, s, t)/W JKn,2(q, s) −→ 0
splits if and only if
s2 = 1 and q2 6= 1, or s2 6= 1 and q2 6= s2n.
Proof. We realise the trivial representation W n,0 ≃ N˜n,2,0(q, s, t)/W JKn,2(q, s) as a
direct summand of N˜n,2,0(q, s, t). For this, we find a change of basis of N˜n,2,0(q, s, t)
such that theBn-action onW n,0 is closed. That is, we find a w =
∑
1≤i<j≤n λi,j wi,j ∈
W
JK
n,2(q, s), where λi,j ∈ C, such that (σk − 1)(b+ w) = 0, for 1 ≤ k ≤ n− 1.
Due to (5.2) the vector w should satisfy the equations
(5.6) (σk − 1)w = −(σk − 1)b = −t wk,k+1 for 1 ≤ k ≤ n− 1.
Let the set
Ik := {(i, j) | 1 ≤ i < j ≤ n− 1 and {i, j} ∩ {k, k + 1} = ∅}.
For 1 ≤ k ≤ n− 1, we have that:
σkw =
∑
1≤i<j≤n
λi,j σkwi,j =
∑
(i,j)∈Ik
λi,j σkwi,j +
n∑
j=k+2
λk+1,j σkwk+1,j
+
k−1∑
i=1
λi,k+1 σkwi,k+1 +
n∑
j=k+2
λk,j σkwk,j +
k−1∑
i=1
λi,k σkwi,k + λk,k+1 σkwk,k+1.
Note that the summands in the above expression correspond exactly to the cases
(depending on i, j and k) for the action of σk on a vector wi,j (2.26). Therefore,
by (2.26) we get:
σkw = w + s
−1
n∑
j=k+2
(
λk+1,j − s−1λk,j
)
wk,j + s
−1
k−1∑
i=1
(
λi,k+1 − s−1λi,k
)
wi,k
−
n∑
j=k+2
(
λk+1,j − s−1λk,j
)
wk+1,j −
k−1∑
i=1
(
λi,k+1 − s−1λi,k
)
wi,k+1 + Akwk,k+1,
where, for 1 ≤ k ≤ n− 1,
Ak := (s
−4q2 − 1)λk,k+1 − (1− s−2)
(
k−1∑
i=1
sk−i−1λi,k + q
2
n∑
j=k+2
sk−j−1λk,j
)
.
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Due to (5.6) we have for every 1 ≤ k ≤ n− 1:
λk+1,j = s
−1λk,j for k + 2 ≤ j ≤ n,(5.7)
λi,k+1 = s
−1λi,k for 1 ≤ i ≤ k − 1,(5.8)
Ak = −t.(5.9)
By (5.7) and (5.8) we have
(5.10) λi,j = s
2n−i−j−1λn−1,n for 1 ≤ i < j ≤ n.
Therefore, it remains to investigate under which conditions Equations 5.7, 5.8 and
5.9 imply λn−1,n 6= 0. By (5.9) for k = n− 1 and (5.10) we have
(5.11) An−1 = (s
−4q2 − 1)λn−1,n − (1− s−2)
n−2∑
i=1
s2(n−i−1)λn−1,n = −t.
If s2 = 1, then (5.11) becomes
(q2 − 1)λn−1,n = −t.
The equation is satisfied if and only if q2 6= 1 and then we obtain
λn−1,n =
t
1− q2 .
On the other hand, if s2 6= 1 then by (5.11) we have
An−1 = (s
−4q2 − 1)λn−1,n − (1− s−2)s
2 − s2(n−1)
1− s2 λn−1,n
= (s−4q2 − s2n−4)λn−1,n = −t.
Since s2 6= 1, the equation is satisfied if and only if q2 6= s2n and then we obtain
λn−1,n =
s4t
s2n − q2 .
Therefore, the short exact sequence splits if and only if s2 = 1 and q2 6= 1, or if
s2 6= 1 and q2 6= s2n. 
We are now ready to prove the main result of this section.
Proof of Thm. 5.4. Recall that r ∈ N≥3, q = eπi/r, s = qr−1 and t = s−3(1 − q2).
We apply Prop. 5.5 on N˜n,2,0(q, s, t). Since r ≥ 3 we have that s2 6= 1. Further:
q2 = s2n ⇔ q2n+2 = 1 ⇔ 2n+ 2 ≡ 0 mod 2r ⇔ n ≡ −1 mod r.
Therefore, the short exact sequence of the statement does not split if and only if
n ≡ −1 mod r. 
Note that, Theorem 5.4 provides an alternative proof for the fact that Nn,2,0
does not split (cf. Theorem 1).
Remark 5.12. The representation Nn,2,0 is defined by Theorem 3.2 for r ≥ 3,
since ℓ = 2. Moreover, the short exact sequence of Theorem 5.4 is split for every
n ∈ N≥2 when r = 2 by Prop. 5.5, since s2 = q2 = 1. Therefore, there is no
analogous non trivial extension of W n,0 by W n,2 for r = 2.
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5.3. The representation N˜n,2,0 as a direct sum. In this section we prove
that the representation N˜n,2,0 splits a direct sum of the LKB and the trivial
representations by adapting the proof of Prop. 5.5.
Proposition 5.13. Let n ∈ N≥2. The short exact sequence of Bn-modules
0 −→ W JKn,2 −֒→ N˜n,2,0 −→ N˜n,2,0/W JKn,2 −→ 0,
splits over L[t].
Proof. To show that the sequence splits, we need to find a vector 0 6= w =∑
1≤i<j≤n λi,j wi,j ∈ W JKn,2, where λi,j ∈ L[t], such that (σk − 1)(b+ w) = 0, for
1 ≤ k ≤ n − 1. Proceeding as in Proof of Prop. 5.5 by considering q, s and t as
variables, we get
λi,j = s
2n−i−j−1λn−1,n where λn−1,n =
s4t
s2n − q2 .
The computations are exactly as in Proof of Prop. 5.5, with the difference that we
do not need to check whether we divide by zero, since s, q and t are now variables.
Since λn−1,n ∈ L[t] but λn−1,n 6∈ L[t], the representation N˜n,2,1 splits over L[t] and
not over L[t]. 
5.4. Restricting Nn,2,0 on Bn−1. Another means to construct a non trivial ex-
tension of W n,0 by W n,2 for any n ∈ N≥2 is by restricting Nn,2,0 on Bn−1. In this
section we prove using Theorem 5.4 that this restriction splits.
Before we start, we recall the following facts considering the restriction of W JKn,ℓ
on Bn−1 [16] that we apply directly on W n,ℓ. The map V
⊗n−1
r−1 → V⊗nr−1 defined
by u 7→ u0 ⊗ u induces an embedding ιWn−1,ℓ : W n−1,ℓ →֒ W n,ℓ. The basis of
W n−1,ℓ with respect to the basis of W n,ℓ consists of the vectors Φ(a~ε) (2.15),
where a~ε ∈ An,ℓ as in (2.8) with ~ε = (εj, . . . , εn) with j > 2. Let now the inclusion
qn−1 : Bn−1 →֒ Bn
σi 7→ σi+1.
The inclusion ιWn−1,ℓ is Bn−1-equivariant with respect to qn−1. In other words, the
action of qn−1(Bn−1) = 〈σ2, . . . , σn−1〉 ⊂ Bn on W n,ℓ is reducible.
For ℓ = 2 the basis of W n−1,2 with respect to the basis of W n,2 is given by the
vectors wi,j, where 2 ≤ i < j ≤ n. Further, note that for ℓ = 0, it holds W n,0 =
span{u⊗n0 } for every n ∈ N≥2. We denote by Resn−1W , where W a Bn-module,
the restriction of W on Bn−1 with respect to the inclusion qn−1 : Bn−1 →֒ Bn.
Now, we have the following:
Proposition 5.14. Let n ∈ N≥2, r ∈ N≥3 and suppose that n ≡ −1 mod r. The
map
ιNn−1,2 : Nn−1,2,0 −֒→Nn,2,0
wi,j 7−→ ιWn−1,2(wi,j) = wi+1,j
b 7−→ b,
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is a Bn−1-equivariant embedding with respect to the inclusion qn−1 : Bn−1 →֒ Bn.
Moreover, the short exact sequence of Bn−1-modules
0 −→ W n,2 −֒→ Resn−1Nn,2,0 −→ W n,0 −→ 0
wi,j 7−→ wi,j 7−→ 0
b 7−→ b,
splits.
Proof. Since ℓ = 2 the representations Nn,2,0 are defined by Theorem 3.2 for
2 = ℓ < r and therefore we have the condition r ≥ 3 of the statement.
Note that, the map ιNn−1,2 is by definition Bn−1-equivariant onW n−1,2 ⊂Nn−1,2,0.
By the action of Bn on b (4.8) we have
ιNn−1,2(σi b) = ι
N
n−1,2(b+ wi,i+1) = b+ wi+1,i+2 = σi+1 b = qn−1(σi) ι
N
n−1,2(b).
Therefore, the map ιNn−1,ℓ is a Bn−1-equivariant map with respect to qn−1.
By the above and the Bn−1-equivariant embeddings ι
W
n−1,ℓ : W n−1,ℓ →֒W n,ℓ, we
get the commuting diagram of Bn−1-modules
0 W n,2 Resn−1Nn,2,0 W n,0 0
0 W n−1,2 Nn−1,2,0 W n−1,0 0,
ιWn−1,2 ι
N
n−1,2 ι
W
n−1,0
where the maps of the second short exact sequence are defined by
0 −→ W n−1,2 −֒→ Nn−1,2,0 −→ W n−1,0 −→ 0
wi,j 7−→ wi,j 7−→ 0
b 7−→ b.
Since n ≡ −1 mod r, we get n−1 6≡ −1 mod r and therefore, by Theorem 5.4
the second short exact sequence (for Nn−1,2,0) splits. In detail, there exists a
w ∈ W n−1,2 such that β(b + w) = b + w, for any braid β ∈ Bn−1 (see Proof of
Prop. 5.5). Therefore, due to the Bn−1-equivarance of the map ι
N
n−1,2 we have that
qn−1(β) ι
N
n−1,2(b+ w) = ι
N
n−1,2(b+ w), in Resn−1Nn,2,0,
for any β ∈ Bn−1. In other words, we have that
β ′(b+ ιWn−1,2(w)) = b+ ι
W
n−1,2(w), in Resn−1Nn,2,0,
for any β ′ ∈ 〈σ2, . . . , σn−1〉. That is, the first short exact sequence splits. 
5.5. A specialization of N˜n,2,0. We now consider the specialization of N˜n,2,0 at
s = q = 1, which we denote by Nn,2,0. Then the subrepresentation corresponding
to the LKB representation, which we denote by W n,2, is now specialized at s =
q = 1 and (2.26) implies that it factors through the symmetric group. We now
prove the following statement regarding to whether Nn,2,0 is faithful or not.
Proposition 5.15. Let n ∈ N≥2. The representation Nn,2,0 is faithful on 〈∆n〉.
In particular, it holds that:
(5.16) ∆knb = b+ kt
∑
1≤i<j≤n
wi,j
The proof can be found in Appendix A.10.
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Remark 5.17. Note that the braid (σiσ
−1
i+1)
3, where 1 ≤ i < n−1, is in the kernel
of Nn,2,0.
6. The representation W 4,2 for r = 3 and the cubic Hecke algebra
By Theorem 2.20, for r = 3 and n = 4 there exists a subrepresentation S4,2 ⊂
W 4,2 isomorphic to W 4,1. Then the quotient W 4,2/S4,2 defines a 3-dimensional
B4-representation. In this section we show that this representation is equivalent
to a representation of the cubic Hecke algebra on 4 strands.
Let x, y, z ∈ C. The cubic Hecke algebra Hn is defined as the quotient of the
group algebra CBn over the cubic relation (σ1 − x)(σ1 − y)(σ1 − z) = 0. Since all
braid group generators are conjugate to each other, one can also define Hn as the
quotient over the relations (σi−x)(σi−y)(σi−z) = 0, for all 1 ≤ i < n. Note that,
H3, H4 and H5 are isomorphic to the generalized Hecke algebras of the complex
reflection groups G4, G25 and G32 respectively and are finite-dimensional [7, 26].
The Birman-Murakami-Wenzl (BMW) algebras [6, 29] are naturally related to the
cubic Hecke algebras and further, Hn has been used to construct a quotient related
to the Links-Gould invariants [27, 28].
There exists an irreducible 3-dimensional representation of H4 [25, 27] defined
by:
(6.1) σ1, σ3 7→
 z 0 0xz + y2 y 0
y 1 x
 and σ2 7→
x −1 y0 y −xz − y2
0 0 z
 .
Note that the representation factors through an H3-representation [27]. We now
prove the following statement.
Proposition 6.2. The representation W 4,2/S4,2 for r = 3 is equivalent to the
specialization of the 3-dimensional representation of H4 defined by (6.1) with x =
q5 and y = z = 1.
Proof. Solving the modular condition j ≡ n + 2(ℓ − 1) mod r, with j < ℓ, for
the representation W 4,2 for r = 3, we get that j = 0. As in the proof of Proposi-
tion 2.23, it holds that:
Sn,ℓ = ImF
j+1|Wn,ℓ′ , where ℓ′ = ℓ− 1− j.
In our case, this becomes:
S4,2 = ImF |W 4,1 , for r = 3.
Now, for any n ≥ 2, the vectors ci := ci − sn−icn, for 1 ≤ j < n, span the space
W n,1 [16]. Further, for ℓ = 2 and n ≡ −2 mod r we have that (see Appendix A.12
for the proof):
(6.3) F ci = s
−(i−1)q2
n−i∑
j=1
s−j wi,i+j +
i−1∑
j=1
s−(j−1)wj,i − sn−i
n−1∑
j=1
s−(j−1)wj,n.
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The Bn-action on these vectors is given by:
σiF cj = F cj if i 6= n− 1 and j 6= i, i+ 1,
σiF ci = (1− s−2)F ci + s−1F ci+1 if i 6= n− 1,
σiF ci+1 = s
−1F ci if i 6= n− 1,
σn−1F cj = F cj + s
n−j−1 F cn−1 if j 6= n− 1,
σn−1F cn−1 = −s−2 F cn−1.
For W 4,2 and r = 3 the following vectors span the complement of S4,2 inside
W 4,2:
g1 = w1,2 − q2w1,3 + q w2,4 + w3,4,
g2 = −1
4
q2 (w1,2 + 2w1,3 + w1,4 + w2,3 + 2w2,4 + w3,4) ,
g3 = −q w1,3 − w1,4 − w2,3 + (q − 1)w2,4.
It remains to rewrite the action of Bn on W 4,2 with respect to the new basis
{g1, g2, g3, F c1, F c2, F c3}. We write the Bn-action on the vectors g1, g2 and g3 as:
σigj =
3∑
k=1
ai,j,k gk +
3∑
k=1
bi,j,k F ck,
where ai,j,k, bi,j,k ∈ C. Denote by [gj ] the images of gj, for j = 1, 2, 3, in the
quotient W 4,2/S4,2. Then the Bn-action on the quotient is given by:
σi[gj] =
3∑
k=1
ai,j,k [gk].
Using the Mathematica program N42 cubic Hecke.nb (available at [18]) and (2.26)
we compute the coefficients ai,j,k and bi,j,k and we get that the matrices (on the
basis {[g1], [g2], [g3]}) corresponding to the generators of B4 acting on the quotient
W 4,2/S4,2 are:
σ1, σ3 7→
 1 0 01 + q5 1 0
1 1 q5
 and σ2 7→
q5 −1 10 1 −1− q5
0 0 1
 .
These are exactly the matrices of (6.1) by substituting x = q5 and y = z = 1. 
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Appendix A. Proofs of various statements
A.1. Action of R-matrix on weight modules. We show that the action of the
R-matrix (1.2) on any (weight) module V of D is given by (1.15):
R = qH⊗H/2
r−1∑
n=0
{1}2n
{n}! q
n(n−1)/2 (En ⊗ F n) .
Due to (1.1) we have that Eik = q−i kEi and F ik = qi kF i, for any i ∈ N.
Therefore (1.2) can be written as R = C ◦ R˜, where:
C =
1
4r
4r−1∑
m,m′=0
q−mm
′/2km ⊗ km′ and R˜ =
r−1∑
n=0
{1}2n
{n}! q
n(n−1)/2 (En ⊗ F n) .
Therefore, it remains to prove that C = qH⊗H/2 (1.13) as operators acting on
V ⊗ V . Let −2r ≤ λ, λ′ < 2r and let v and w be weight vectors of V , such that
kv = qλ/2v and kw = qλ
′/2w. We have that:
4r C(v ⊗ w) =
4r−1∑
m,m′=0
q−mm
′/2km v ⊗ km′ w =
4r−1∑
m,m′=0
q(−mm
′+mλ+m′λ′)/2 v ⊗ w
=
4r−1∑
m=0
qmλ/2
4r−1∑
m′=0
q
λ′−m
2
m′ v ⊗ w.
Note that q
λ′−m
2 = 1 if and only if λ′−m = 0 mod 4r, since q is a primitive 2r-th
root of unity. Since 0 ≤ m ≤ 4r − 1 this happens only for one such m. Denote
this value of m by m0 = 4µr+λ
′, for some µ ∈ Z. Then at the second summation
(over m′) for all m′ 6= m0 the corresponding summand equals 0, since it is multiple
of the sum of all 4r/ gcd(4r, λ′ −m)-roots of unity. Therefore:
4r−1∑
m,m′=0
q−mm
′/2km v ⊗ km′ w = 4r qm0λ/2q(λ′−m0)/2v ⊗ w
= 4r qλλ
′/2v ⊗ w = 4r qH⊗H/2(v ⊗ w),
that is, C = qH⊗H/2 on V ⊗ V .
A.2. R-matrix on V⊗2r−1. Applying the R-matrix (1.15) composed with the per-
mutation operator τ on a vector ui ⊗ uj of V⊗2r−1 we get:
(τ ◦R)(ui ⊗ uj) = qH⊗H/2
r−1∑
n=0
{1}2n
{n}! q
n(n−1)/2F n uj ⊗ En ui
Note that En ui 6= 0 if n < i+1 and F n uj 6= 0 if n < r−j. Hence, the summation
is up to min(i, r − j − 1) and all other terms are zero. Substituting the action of
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E and F we get:
(A.1)
(τ ◦R)(ui⊗uj) =
min(i,r−j−1)∑
n=0
(
{1}2n
{n}! q
n(n−1)
2
·
n−1∏
m=0
[m+ j + 1] [r − 1− (m+ j)] qH⊗H/2(uj+n ⊗ ui−n)
)
.
It holds that:
(A.2)
{1}n
{n}!
n−1∏
m=0
[m+ j + 1] = ([n]!)−1
n∏
m=1
[m+ j] =
[n + j]!
[j]! [n]!
=
[
n+ j
j
]
.
Using the equality {1} · [r − 1− (m+ j)] = −{−1− (m+ j)} = {m+ j + 1} and
substituting Equation (A.2) into Equation (A.1) we get:
(τ ◦R)(ui ⊗ uj) =
min(i,r−j−1)∑
n=0
qn(n−1)/2
[
n+ j
j
] n−1∏
m=0
{m+ j + 1} qH⊗H/2(uj+n ⊗ ui−n).
(A.3)
We set s := qr−1 = −q−1 (1.5). The action of qH⊗H/2 on uj+n⊗ ui−n is as follows:
qH⊗H/2(uj+n ⊗ ui−n) = q
(r−1−2(i−n))(r−1−2(j+n))
2 uj+n ⊗ ui−n
= q
(r−1)2
2 q−(r−1)(i+j)q2(i−n)(j+n) uj+n ⊗ ui−n
= q
(r−1)2
2 s−(i+j)q2(i−n)(j+n) uj+n ⊗ ui−n.
The factor q
(r−1)2
2 is annihilated by the action of the operator R defined as in (2.1).
Hence, using also (A.3), the action of R on the vector ui ⊗ uj of V⊗2r−1 is:
R(ui ⊗ uj) =
s−(i+j)
min(i,r−j−1)∑
n=0
q2(i−n)(j+n)qn(n−1)/2
[
n+ j
j
] n−1∏
m=0
{m+ j + 1} uj+n ⊗ ui−n.
A.3. Proof of Lemma 2.16. Let a~ε ∈ An,ℓ as in (2.8) and b ∈ Bn,ℓ. By the
definition of the map Φ (2.15) we have that (Φ− 1)(b) = 0. Moreover, for m = 1
it holds b~ε,1 = 1 and hence, by (2.8) we get (Φ − 1)(a~ε) ∈ Bn,ℓ. Therefore
(Φ− 1)2(a~ε) = 0.
A.4. Proof of Lemma 2.17. Let 1 ≤ ℓ < r. We first show that E ◦ Φ|An,ℓ = 0.
We have that:
E ◦ Φ(a~ε) = E
(
ℓ∑
m=0
b~ε,m u
⊗j−2
0 ⊗ um ⊗Em−1 u~ε
)
=
ℓ∑
m=0
b~ε,m u
⊗j−2
0 ⊗ um ⊗ Em u~ε +
ℓ∑
m=0
b~ε,m u
⊗j−2
0 ⊗ um−1 ⊗KEm−1 u~ε.
Note that u~ε ∈ V n−j−1,ℓ−1 by (2.8), therefore Eℓu~ε = 0 and the summand for
m = ℓ at the first sum is zero. Further, at the second sum for m = 0 we have
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that um−1 = 0. Finally, KE
m−1 u~ε = s
n−j+1q−2(ℓ−m)Em−1 u~ε since E
m−1u~ε ∈
V n−j−1,ℓ−m. Putting it all together, we have
E ◦ Φ(a~ε) =
ℓ−1∑
m=0
b~ε,m u
⊗j−2
0 ⊗ um ⊗ Em u~ε
+
ℓ∑
m=1
sn−j+1q−2(ℓ−m−1)b~ε,m u
⊗j−2
0 ⊗ um−1 ⊗ Em−1 u~ε
=
ℓ∑
m=1
(b~ε,m + s
n−j+1q−2(ℓ−m−1)b~ε,m+1) u
⊗j−2
0 ⊗ um ⊗Em u~ε.
But b~ε,m + s
n−j+1q−2(ℓ−m−1)b~ε,m+1 = 0 and therefore, E ◦ Φ = 0 on An,ℓ. Now, by
definition, Φ is the identity on Bn,ℓ. Hence, E ◦ Φ = 0⊕ E|Bn,ℓ .
By Lemma 2.14 E|Bn,ℓ is injective for all ℓ ≥ 1 and by Lemma 2.16 the map Φ
is an automorphism of V n,ℓ. Therefore, ker(E ◦ Φ) ∩ V n,ℓ = kerE ∩ V n,ℓ = An,ℓ.
Hence, due to Lemma 2.16 we conclude that An,ℓ ∼= W n,ℓ.
A.5. Proof of Equations 3.5 and 3.6. Let w be a weight vector of Pi of weight
q(i+2m
′)/2, where m′ ∈ {−r + 1, . . . , j + 1}. Since E uα0 = F uα0 = 0, by (1.15) we
have that:
cVα0 ,Pi(u
α
0 ⊗ w) = τ ◦R(uα0 ⊗ w) = τ(qH⊗H/2uα0 ⊗ w) = q
mr(i+2m′)
2 w ⊗ uα0 .
Similarly, we get:
cPi,Vα0 (w ⊗ uα0 ) = q
mr(i+2m′)
2 uα0 ⊗ w.
After combining the two equations, we finally have:
cPi,Vα0 ◦ cVα0 ,Pi(uα0 ⊗ w) = qmr(i+2m
′) uα0 ⊗ w = qmri uα0 ⊗ w,
which proves (3.5).
For the calculations involving the twist operator, we use the ribbon element as
given by [30] and [10], that is:
(A.4) θ = Kr−1
r−1∑
n=0
{1}2n
{n}! q
n(n−1)/2S(F n)q−H
2/2En,
where the operator q−H
2/2 is defined as q−H
2/2v = q−λ
2/2v for a weight vector v,
where λ is the strong weight of v (1.11). Since E uα0 = F u
α
0 = 0, by (A.4) we have
that:
θ(uα0 ) = K
r−1q−H
2/2uα0 = q
mr(r−1)−
(mr)2
2 uα0 .
Since the action of the twist operator θVα0 is defined by the action of θ
−1, (3.6) is
proved.
A.6. Proof of Equation 3.7. By the naturality of the twist, it holds that:
θPαi = θVα0⊗Pi =
(
θVα0 ⊗ θPi
)
cPi,Vα0 ◦ cVα0 ,Pi.
By (3.5) and (3.6) we get:
θVα0⊗Pi = q
(mr)2
2
+mr−mr2(−1)mi (IdVα0 ⊗θPi) .
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Therefore, by (1.16):
θPαi = q
(mr)2+i2
2
+mr−mr2+i(−1)(m+1)i
(
IdVα0 ⊗I1,i − (r − i− 1)
{1}2
{i+ 1} IdVα0 ⊗x1,i
)
.
Note that IdVα0 ⊗I1,i = Iα,i and IdVα0 ⊗x1,i = xα,i. Moreover, we have that:
q
(mr)2+i2
2 = q
(mr+i)2
2 (−1)−mi and q−mr2 = (−1)−mr.
Combining all the above together, we get (3.7).
A.7. Proof of Equation 4.2. First we prove by induction the following:
(A.5) F u⊗m0 =
m∑
j=1
s−(j−1) cj .
For m = 1 we have that F u0 = u1 = c1. Suppose the statement holds for n. Then
for n+ 1, we have that:
F u⊗m+10 = K
−1u0 ⊗ F u⊗m0 + F u0 ⊗ u⊗m0 = s−1
m∑
j=1
s−(j−1) u0 ⊗ cj + u1 ⊗ u⊗m0
=
m∑
j=1
s−j cj+1 + (−1)k c1 =
m+1∑
j=1
s−(j−1) cj .
Now by (A.5) we have that:
F (u1⊗u⊗m0 ) = K−1u1 ⊗ F u⊗m0 + F u1 ⊗ u⊗m0
= s−1q2
m∑
j=1
s−(j−1) u1 ⊗ cj + [2]2 u2 ⊗ u⊗m0 = q2
m∑
j=1
s−j a1,j+1 + [2]
2 b1.
Note that [2] 6= 0, since 2 + ℓ < r. And finally, we have that:
F ci = F (u
⊗i−1
0 ⊗ u1 ⊗ u⊗n−i0 ) = K−1u⊗i−10 ⊗ F (u1 ⊗ u⊗n−i0 ) + F u⊗i−10 ⊗ u1 ⊗ u⊗n−i0
= s−(i−1)
[
q2
n−i∑
j=1
s−j u⊗i−10 ⊗ a1,j+1 + [2]2 u⊗i−10 ⊗ b1
]
+
i−1∑
j=1
s−(j−1) cj ⊗ u1 ⊗ u⊗n−i0
= s−(i−1)q2
n−i∑
j=1
s−j ai,i+j +
i−1∑
j=1
s−(j−1) aj,i + [2]
2 s−(i−1) bi.
A.8. Proof of Lemma 4.10. We prove the statement for the matrix correspond-
ing to σ1 ∈ Bn. Then it follows immediately for the rest of the generators of Bn
since the generators of Bn are all conjugate to each other. Since p(X) is the min-
imal polynomial of the representation W n,2, we have that p(σ1)wi,j = 0, for all
1 ≤ i < j ≤ n. It remains to prove the same for the additional basis vectors of
Nn,2,0 and Nn,2,1. We also have that:
p(X) = X3 + (−1 + s−2 − s−4q2)X2 + (−s−2 + s−4q2 − s−6q2)X + s−6q2.
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We start with Nn,2,0. We denote t = s
−3(1− q2). By an induction on k it holds
that:
σk1b = b+ t
k−1∑
m=0
(s−4q2)mw1,2.
Therefore, the coefficient of b in p(σ1)b is zero, since the sum of the coefficients of
p(X) is zero. Moreover, the coefficient of w1,2 in p(σ1)b equals:
t(1 + s−4q2 + s−8q4) + t(−1 + s−2 − s−4q2)(1 + s−4q2) + t(−s−2 + s−4q2 − s−6q4)
= 0.
Hence, the matrix for σ1 satisfies p(X) and p(X) is the minimal polynomial for
the matrix (since it is the minimal polynomial for the matrices of W n,2 when the
eigenvalues are distinct, that is when r ≥ 5).
We proceed now with Nn,2,1. Since σ1b
′
j = b
′
j , for 3 ≤ j < n, and since the
coefficients of p(X) sum up to zero, we have that p(σ1)b
′
j = 0, for 3 ≤ j < n. For
j = 1, 2 we solve the following equation:
σ31b
′
j + xσ
2
1b
′
j + y σ1b
′
j + z b
′
j = 0.
Note that:
σ31b
′
2 + xσ
2
1b
′
2 + y σ1b
′
2 + z b
′
2 = 0⇔ s−1σ21b′1 + s−1xσ1b′1 + s−1y σ1b′1 + z b′2 = 0
⇔ s−1σ31b′1 + s−1xσ21b′1 + s−1y σ21b′1 + s−1z b′1 = 0
⇔ σ31b′1 + xσ21b′1 + y σ21b′1 + z b′1 = 0.
So, it suffices to solve the equation for either b′1 or b
′
2. Calculating σ
k
1b
′
2, for
k = 1, 2, 3 we find that the equation is satisfied when x = −1 + s−2 − s−4q2,
y = −s−2 + s−4q2 − s−6q2 and z = s−6q2. We provide a verification with a
Mathematica program Nn2 min poly.nb (available at [18]). So, p(σ1)b
′
j = 0, for
every 1 ≤ j < n and similarly as before, p(X) is the minimal polynomial for the
matrix corresponding to σ1.
A.9. Proof of Prop. 5.1. Note that the action of Bn on the submodule spanned
by the vectors wi,j is the same as the action of Bn on the vectors wi,j of W n,2 as
in (2.26), which is isomorphic to the LKB representation. Therefore, it remains
to prove that the braid group relations are satisfied on the vector b. Let 1 ≤ i, j 6=
n− 1 such that |i− j| > 1. Then:
σjσib = t σjwi,i+1 + σjb = t σjwi,i+1 + t wj,j+1 + b
= t wi,i+1 + t σiwj,j+1 + b = t σiwj,j+1 + σib = σiσjb,
where at third equality we have used the fact that |i − j| > 1. Moreover, for
1 ≤ i < n− 2, by applying the formula for the action of Bn on b, we have that:
σiσi+1σib = t (σiσi+1wi,i+1 + σiwi+1,i+2 + wi,i+1) + b,
σi+1σiσi+1b = t (σi+1σiwi+1,i+2 + σi+1wi,i+1 + wi+1,i+2) + b.
A simple calculation using the action of Bn on the vectors wi,j shows that the
two expressions in parentheses are both equal to s−1wi,i+2 + wi,i+1 + s
−2wi+1,i+2,
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which proves the existence of the Bn-representation N˜n,2,0 over Z[q
±, s±, t±]. Fur-
thermore, the variable t does not appear in any negative powers since the action
of the inverses of the braid group generators on the vector b is given by:
σ−1i = −s4q−2t wi,i+1 + b.
That is, the representation is actually defined over Z[q±, s±, t], which concludes
the proof of the statement.
A.10. Proof of Proposition 5.15. We prove first the statement for k = 1. We
first prove that for every m ≤ n:
(A.6) (σ1 . . . σm−1)(σ1 . . . σm−2) . . . σ1b = b+ t
∑
1≤i,j≤m
wi,j
For m = 2, we have that σ1 b = b + t w1,2. Suppose the statement holds for any
number less than m ≤ n. Then for m− 1 it holds that:
(σ1 . . . σm−2) . . . σ1b = b+ t
∑
1≤i,j≤m−1
wi,j.
Now, for m we have that
(σ1 . . . σm−1)(σ1 . . . σm−2) . . . σ1b = (σ1 . . . σm−1)b+ t
∑
1≤i,j≤m−1
(σ1 . . . σm−1)wi,j.
Using (2.26) with s = q = 1 we get that:
(σ1 . . . σm−1)wi,j = σ1 . . . σjwi,j = σ1 . . . σj−1wi,j+1 = σ1 . . . σiwi,j+1
= σ1 . . . σi−1wi+1,j+1 = wi+1,j+1.
Now, we prove that for every m′ < n:
σ1 . . . σ
′
mb = b+ t
∑
2≤j≤m′+1
w1,j.
For m′ = 2 the statement is obvious. Supposing the statement for any number
less than m′ < n, we have that:
σ1 . . . σm′b = σ1 . . . σm′−1b+ t σ1 . . . σm′wm′,m′+1 = b+ t
∑
2≤j≤m′
w1,j + t w1,m′+1
= b+ t
∑
2≤j≤m′+1
w1,j,
where at the second equality we use the inductive statement and (2.26). Combin-
ing all the above, it holds that:
(σ1 . . . σm−1)(σ1 . . . σm−2) . . . σ1b = b+ t
∑
2≤j≤m
w1,j + t
∑
1≤i,j≤m−1
wi+1,j+1
= b+ t
∑
2≤j≤m
w1,j + t
∑
2≤i,j≤m
wi,j,
which proves (A.6). By substituting m = n in (A.6) we get (5.16) for k = 1.
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We now use induction on k to prove (5.16) for any k ∈ N≥1. Suppose that the
statement holds for any number less than k. Then:
∆knb = ∆n∆
k−1
n b = ∆nb+ (k − 1)t∆n
∑
1≤i<j≤n
wi,j.
As mentioned before, the matrices corresponding to the generators of Bn for the
representation W n,2 are permutation matrices. Therefore, any braid in Bn acts
trivially on
∑
1≤i,j≤mwi,j. Therefore:
∆knb = ∆nb+ (k − 1)t
∑
1≤i<j≤n
wi,j = b+ kt
∑
1≤i<j≤n
wi,j,
and the statement is proved for every k ∈ N≥1. Now, it is easy to see that
∆−1n = b− kt
∑
1≤i,j≤n
wi,j.
By a similar inductive argument, we can prove the statement for every k < 0,
which concludes the proof.
A.11. Proof of Prop. 5.3. It remains to show that the braid group relations are
satisfied for the vectors b′m, with 1 ≤ m ≤ n− 1. We start with the commutation
relations σiσj = σjσi for |i − j| > 1. Suppose first that i, j 6= n − 1 and that
m /∈ {i, i + 1, j, j + 1}. Then we have that σiσjb′m = b′m = σjσmb′m. If m = i (or
without loss of generality m = j) then:
σiσjb
′
i = t wi,i+1 + (1− s−2) b′i + s−1 b′i+1 = σjσib′i.
Similarly if m = i+ 1 (or m = j + 1):
σiσjb
′
i+1 = s
−1 b′i = σjσib
′
i+1.
Now, suppose i or j is equal to n−1 (we choose without loss of generality i = n−1
and hence j < n− 2) and 1 ≤ m < n− 1. If m 6= j, j + 1, we have that:
σn−1σjb
′
m = b
′
m − sn−k−1 b′n−1 = σjσn−1b′m.
For m = j:
σn−1σjb
′
j = s
j−nt wj,j+1 + (1− s−2) b′j + s−1 b′j+1 − sn−j−1 b′n−1 = σjσn−1b′j .
For m = j + 1:
σn−1σjb
′
j+1 = s
−1 b′j − s−1sn−j−1 b′n−1 = σjσn−1b′j+1.
Finally, if m = n− 1:
σn−1σjb
′
n−1 = s
−1t wn−1,n − s−2 b′n−1 = σjσn−1b′n−1.
Now we proceed to the braiding relations σiσi+1σi = σi+1σiσi+1, for 1 ≤ i <
n−1. We start with the case 1 ≤ i < n−2. If m 6= i, i+1, i+2 then the braiding
relations are satisfied since σib
′
m = b
′
m = σi+1b
′
k. For k = i we have that:
σiσi+1σib
′
i = s
i−nt
A1:=︷ ︸︸ ︷(
σiσi+1wi,i+1 + σiwi+1,i+2 + (1− s−2)wi,i+1
)
+ (1− s−2) b′i + s−1(1− s−2) b′i+1 + s−2 b′i+2.
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On the other hand:
σi+1σiσi+1b
′
i = s
i−nt
A2:=︷ ︸︸ ︷
(σi+1wi,i+1 + wi+1,i+2)
+ (1− s−2) b′i + s−1(1− s−2) b′i+1 + s−2 b′i+2.
Note that in both expressions we have the same terms involving the vectors b′k, for
k = 1, . . . , n. It remains to compare the expressions A1 and A2. In Appendix A.9
it was proved that:
(A.7) σiσi+1wi,i+1 + σiwi+1,i+2 + wi,i+1 = σi+1σiwi+1,i+2 + σi+1wi,i+1 + wi+1,i+2.
Therefore:
A1 −A2 = σi+1σiwi+1,i+2 − s−2wi,i+1 = 0,
where the last equality is due to (2.26). Hence, σiσi+1σib
′
i = σi+1σiσi+1b
′
i.
For m = i+ 1, it holds that:
σiσi+1σib
′
i+1 = s
i−n−1t wi+1,i+2 + s
−1(1− s−2) b′i+ s−2 b′i+1 = σi+1σiσi+1b′i+1
If m = i+ 2, then:
σiσi+1σib
′
i+2 = s
−2 b′i = σi+1σiσi+1b
′
i+2.
Now we examine the case i = n− 2. If m < n− 2, then we have that:
σn−2σn−1σn−2b
′
n−2 = s
−2t
B1:=︷ ︸︸ ︷(
σn−2σn−1wn−2,n−1 + σn−2wn−1,n + (1− s−2)wn−2,n−1
)
− s−2 b′n−2 + s−1(1− s−2) b′n−1.
On the other hand:
σn−1σn−2σn−1b
′
n−2 = s
−2t
B2:=︷ ︸︸ ︷
(σn−1wn−2,n−1 + wn−1,n)−s−2 b′n−2 + s−1(1− s−2) b′n−1.
Again, due to (A.7) we have that B1 = B2 (the proof is analogous to the proof of
A1 = A2). Hence, σn−2σn−1σn−2b
′
n−2 = σn−1σn−2σn−1b
′
n−2.
And, finally, if m = n− 1:
σn−2σn−1σn−2b
′
n−1 = s
−3t wn−2,n−1 − s−3 b′n−2 + s−2 b′n−1 = σn−1σn−2σn−1b′n−1,
which completes the proof.
A.12. Proof of Equation 6.3. Using the fact that βi = 1 for n ≡ −2 mod r
(see Section 4.4) and (4.4), we have that:
F ci = s
−(i−1)q2
n−i∑
j=1
s−j wi,i+j +
i−1∑
j=1
s−(j−1)wj,i + s
−(i−1)
n∑
j=1
bj
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So:
F ci =F ci − sn−iF cn = s−(i−1)q2
n−i∑
j=1
s−j wi,i+j +
i−1∑
j=1
s−(j−1)wj,i + s
−(i−1)
n∑
j=1
bj
− sn−i
n−1∑
j=1
s−(j−1)wj,n − si−1
n∑
j=1
bj
= s−(i−1)q2
n−i∑
j=1
s−j wi,i+j +
i−1∑
j=1
s−(j−1)wj,i − sn−i
n−1∑
j=1
s−(j−1)wj,n.
References
[1] A. Beliakova, C. Blanchet, and N. Geer. Logarithmic Hennings invariants for restricted
quantum sl(2). Algebr. Geom. Topol. 18 (2018), no. 7, pp. 4329–4358.
[2] C. Blanchet, F. Costantino, N. Geer, and B. Patureau-Mirand. Non-semi-simple TQFTs,
Reidemeister torsion and Kashaev’s invariants. Advances in Mathematics 301 (2016), pp.
1 – 78.
[3] S. Bigelow. Braid groups are linear. J. Amer. Math. Soc. 14.2 (2001), 471–486.
[4] J. S. Birman. Braids, links, and mapping class groups. Annals of Mathematics Studies, No.
82. Princeton University Press, University of Tokyo Press, Tokyo, 1974, pp. ix+228.
[5] J. S.Birman, K. H. Ko, and S. J. Lee. A new approach to the word and conjugacy problems
in the braid groups. Adv. Math. 139.2 (1998), pp. 322–353.
[6] J. S. Birman and H. Wenzl. Braids, link polynomials and a new algebra. Trans. Amer. Math.
Soc. 313.1 (1989), pp. 249–273.
[7] M. Broue´ and G. Malle. Zyklotomische Heckealgebren. Aste´risque, 212 (1993).
Repre´sentations unipotentes ge´ne´riques et blocs des groupes re´ductifs finis, pp. 119–189.
[8] W. Burau. U¨ber Zopfgruppen und gleichsinnig verdrillte Verkettungen. Abh. Math. Sem.
Univ. Hamburg 11.1 (1935), pp. 179–186.
[9] F. Costantino, N. Geer, and B. Patureau-Mirand. Quantum invariants of 3-manifolds via
link surgery presentations and non-semi-simple categories. J. Topol. 7.4 (2014), pp. 1005–
1053.
[10] F. Costantino, N. Geer, and B. Patureau-Mirand. Some remarks on the unrolled quantum
group of sl(2). J. Pure Appl. Algebra 219.8 (2015), pp. 3238–3262. (See also the revised
version at arXiv:1406.0410v3 [math.GT] for corrected formulas).
[11] B. L. Feigin, A. M. Gainutdinov, A. M. Semikhatov, and I. Yu. Tipunin. Modular group
representations and fusion in logarithmic conformal field theories and in the quantum group
center. Comm. Math. Phys. 265.1 (2006), pp. 47–93.
[12] F. A. Garside. The braid group and other groups. Quart. J. Math. Oxford Ser. (2) 20 (1969),
pp. 235–254.
[13] T. Ito. Topological formula of the loop expansion of the colored Jones polynomials, 2014.
arXiv: 1411.5418 [math.GT].
[14] T. Ito. Reading the dual Garside length of braids from homological and quantum represen-
tations. Comm. Math. Phys. 335.1 (2015), pp. 345–367.
[15] T. Ito. A homological representation formula of colored Alexander invariants. Adv. Math.
289 (2016), pp. 142–160.
[16] C. Jackson and T. Kerler. The Lawrence-Krammer-Bigelow representations of the braid
groups via Uq(sl2). Adv. Math. 228.3 (2011), pp. 1689–1717.
[17] K. Karvounis. Braid group action on projective modules of quantum sl(2). PhD thesis, Uni-
versita¨t Zu¨rich, 2019.
[18] K. Karvounis. Mathematica programs. https://github.com/karvounisk/BraidReps.
[19] C. Kassel and V. Turaev. Braid groups. Vol. 247. Graduate Texts in Mathematics. With the
graphical assistance of Olivier Dodane. Springer, New York, 2008, pp. xii+340.
42 KONSTANTINOS KARVOUNIS
[20] H. Kondo and Y. Saito. Indecomposable decomposition of tensor products of modules over
the restricted quantum universal enveloping algebra associated to sl2. J. Algebra 330 (2001),
pp. 103–129.
[21] T. Kohno. Quantum and homological representations of braid groups. Configuration spaces
Vol. 14. CRM Series. Ed. Norm., Pisa, 2012, pp. 355–372.
[22] D. Krammer. The braid group B4 is linear. Invent. Math. 142.3 (2000), pp. 451–486.
[23] D. Krammer. Braid groups are linear. Ann. of Math. (2) 155.1 (2002), pp. 131–156.
[24] R. J. Lawrence. Homological representations of the Hecke algebra. Comm. Math. Phys. 135.1
(1990), pp. 141–191.
[25] I. Marin. Repre´sentations linaires des tresses infinite´simales. PhD thesis, Universite´ Paris
11 - Orsay, 2001.
[26] I. Marin. The cubic Hecke algebra on at most 5 strands. J. Pure Appl. Algebra 216.12 (2012),
pp. 2754–2782.
[27] I. Marin and E. Wagner. A cubic defining algebra for the Links-Gould polynomial. Adv.
Math. 248 (2013), pp. 1332–1365.
[28] I. Marin and E. Wagner. Markov traces on the Birman-Wenzl-Murakami algebras (2014).
arXiv: 1403.4021 [math.GT].
[29] J. Murakami. The Kauffman polynomial of links and representation theory. Osaka J. Math.
24.4 (1987), pp. 745–758.
[30] T. Ohtsuki. Quantum invariants, Vol. 29. Series on Knots and Everything. World Scientific
Publishing Co., Inc., River Edge, NJ, 2002, pp. xiv+489.
[31] R. P. Stanley. Enumerative combinatorics. Volume 1. Vol. 49. Cambridge Studies in Ad-
vanced Mathematics. Cambridge University Press, Cambridge, second edition, 2012, pp.
xiv+489.
[32] J. Xiao. Generic modules over the quantum group Ut(sl(2)) at t a root of unity. Manuscripta
Math. 83.1 (1994), pp. 75–98.
[33] J. Xiao. Finite-dimensional representations of Ut(sl(2)) at roots of unity. Canad. J. Math.,
49.4 (1997), pp. 772–787.
[34] M. G. Zinno. On Krammer’s representation of the braid group. Math. Ann. 321.1 (2001),
pp. 197–211.
Institut fu¨r Mathematik, Universita¨t Zu¨rich, Winterthurerstrasse 190, CH-
8057 Zu¨rich, Switzerland.
E-mail address : konstantinos.karvounis@math.uzh.ch
