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Abstract 
The automatic recognition of emotion in speech can inform our understanding of language, 
emotion, and the brain. It also has practical application to human-machine interactive systems. 
This paper examines the recognition of emotion in naturally occurring speech, where there are 
no constraints on what is said or the emotions expressed. This task is more difficult than that 
using data collected in scripted, experimentally controlled settings, and fewer results are 
published. Our data come from couples in psychotherapy. Video and audio recordings were 
made of three couples (A, B, C) over 18 hour-long therapy sessions. This paper describes the 
method used to code the audio recordings for the four emotions of Anger, Sadness, Joy and 
Tension, plus Neutral, also covering our approach to managing the unbalanced samples that a 
naturally occurring emotional speech dataset produces. Three groups of acoustic features were 
used in our analysis: filter-bank, frequency, and voice-quality features. The random forests 
model classified the features. Recognition rates are reported for each individual, the result of 
the speaker-dependent models that we built. In each case, the best recognition rates were 
achieved using the filter-bank features alone. For Couple A, these rates were 90% for the female 
and 87% for the male for the recognition of three emotions plus Neutral. For Couple B, the rates 
were 84% for the female and 78% for the male for the recognition of all four emotions plus 
Neutral. For Couple C, a rate of 88% was achieved for the female for the recognition of the four 
emotions plus Neutral and 95% for the male for three emotions plus Neutral. For pairwise 
recognition, the rates ranged from 76% to 99% across the three couples. Our results show that 
couple therapy is a rich context for the study of emotion in naturally occurring speech. 
 
Keywords: emotion; emotion recognition, couple psychotherapy; speech; acoustic features; acoustic 
analysis; machine learning; random forests 
1
                                                     
1 We would like to acknowledge the collaboration of Cynthia T.M.H. Nguyen, M.D., and Margot Tuckner, Ed.D., 
MFT, psychotherapists on the team. 
Email addresses: crangle@alumni.stanford.edu (Crangle), ruiw2000@gmail.com (Wang),  
montereyunderwater@gmail.com (Perreau-Guimaraes), michelleun@att.net (Nguyen), dtn006@stanford.edu 
(Nguyen), psuppes@stanford.edu (Suppes) 
 
 
2  
1. Introduction 
Emotional content is an important part of the exchange of information between speaker and 
listener. It is transmitted  through  several  sensory  modalities,  including  voice  and  facial  
expressions.  In this paper,  we focus on the expression of emotion in speech. Understanding 
what in the speech waveform codes the emotional content is of interest at a fundamental level, 
providing insights into how the brain represents emotions. It also has practical application in the 
design of human-computer  interaction systems, as for call centers that use automatic speech 
recognition and speech synthesis to detect and react to emotional cues from the caller in an 
emotionally appropriate way. 
Our overall interest here is in recognizing emotions in naturally occurring speech, 
specifically in the verbal interaction between people. Our data come from couples in 
psychotherapy where the speech was not controlled in any way. Work on the automatic 
recognition of emotion in speech collected in scripted, experimentally controlled settings has 
been underway since the 1990s and a number of emotional-speech datasets are now available in 
several languages. But very little has been done using naturally occurring speech. Not only is the 
recognition task more difficult in such settings, the constraints of producing recordings of 
sufficient quality narrow the possibilities of collecting such data. For these reasons, recognition of 
emotions in naturally occurring speech is much harder, with fewer results having been published 
and much lower recognition rates achieved. 
Ultimately, however, the study of emotions in natural settings is needed. It allows for a 
deeper understanding of the finer nuances carried by the speech  signal.  And  it  has  immediate  
application to practical human-computer systems in that the user typically cannot be constrained 
to speak only select words, especially when the goal is a more natural form of interaction. 
For this study we use data from the Stanford Suppes Brain Lab Psychotherapy EEG 
Dataset (Suppes et al., 2015). From this database of speech, video and EEG-brain recordings, we 
used 18 sessions of approximately an hour each for three couples (A, B, and C) undergoing 
therapy over a period of 2 years.   The couples were all male-female couples. We interfered as 
little as possible with the therapy, only instructing the participants to avoid moving beyond the 
reach of the recording apparatus. In this paper we analyze the speech recordings of the couples 
participating in therapy. The videos were used in the coding of emotions and the EEG data were 
reserved for  later  analysis.  The  four  emotions  of  interest  in  this  study were Anger, Sadness, 
Joy, and Tension -  plus  Neutral,  which  is  defined  as  the  absence  of  those four emotions.  
An overview of our approach to emotion recognition in naturally occurring speech is as 
follows. An emotion one out of a designated set of emotions is identified with each unit of 
language (word or phrase or utterance) that was spoken, with the precise start of each such unit 
determined in the continuous acoustic signal. Using these start points, equal-length segments of 
the acoustic signal are demarcated, producing a set of emotion-coded tokens. With a  sufficient  
number  of  acoustic-signal segments coded for emotions in this  way, it is possible to use 
machine learning to detect what, in the acoustic signal, differentiates the times an utterance is 
spoken when one emotion is being expressed as opposed to another. The extent to which the 
emotions are successfully recognized corresponds to how successfully the acoustic-signal 
segments are classified b y a machine learning algorithm as belonging to one or another of the 
emotions. 
There are two distinct challenges to emotion  recognition  in  naturally  occurring  speech 
that we address in this paper.  The  first is that there are no constraints  on  the  words  and  
phrases  spoken  nor  how  often  they  occur.  In a controlled setting,  typically produced using 
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actors and scripts,  the collected speech is limited to a small  set of words and phrases with the 
utterances repeated many times. Both the variety and the number of utterances are controlled. 
Furthermore, with emotions that are deliberately  evoked,  the  number  of  emotions and the 
timing of their appearance with the utterances are controlled. The  result  is  usually  balanced 
datasets with equal numbers of utterances for each emotion, and a limited number of emotions 
appearing in the dataset.  Unbalanced datasets present two kinds of difficulties, which we 
discuss in detail in Section 6. 
The second challenge lies in deciding on the unit of analysis – whether word, phrase or 
whole utterance, for example, or automatically computed segments of the acoustic signal – and 
then for each unit determining where in the continuous acoustic stream to start and end each 
data sample, that is, the time span of each observation. In this study we chose words to provide 
the precise starting points for our units of analysis. The precise onset of a word was able to be 
determined with some confidence using the transcription. But there are marked differences in 
the time taken to speak different words – “I” compared to “afterwards,” for example – or even 
the same word on different occasions, particularly when different emotions are being expressed.    
We sought to capture enough of each word and not too much of the word that follows. In some 
instances, part of a word’s acoustic signal may be truncated and in others, part of the word that 
follows will be included. How we determined the end points for our data samples is discussed in 
Section 5.2. 
Common to all emotion-recognition work is the choice of  which  acoustic  features  to  
use  in  the  analysis and what classification model  to  use.  Features  we  chose  fall  into  three  
groups:  filter-bank  energy features, frequency features, and voice-quality features as captured  
in  periodicity,  jitter,  and  shimmer. For our classification model we used the  random  forests  
method,  which  is  well  suited  to  emotion recognition tasks in which a large number of 
variables are derived from the acoustic features but   there are relatively few observations. 
In this paper we present results for the recognition of the four emotions Anger, Sadness, 
Joy, and Tension, plus Neutral. These are the emotions that are widely discussed in the literature 
on psychotherapy and shown in a particularly detailed analysis in Coan and Gottman (2007). 
Our results are reported for each couple separately. Although such speaker-dependent emotion 
recognition is rarely reported in the literature, there is good reason to believe that individual 
differences in the way emotion is expressed are important and that, as with speech recognition, 
the best results will be obtained when individual acoustic differences are taken into account. 
We start by discussing in Section 2 other work that has been done on the recognition of 
emotions in naturally occurring speech. In Section 3 we describe our data collection and 
preparation, including the recording and transcription of the therapy sessions, the process we 
used for coding the emotions and associating emotions with speech, and the important issue of 
coder reliability, that is, the basis for claiming  that our coding of emotions reflects objective 
scientific observation. In Section 4 we explain the acoustic features we used in our analysis and 
in Section 5 our classification model. Section 6 covers the challenge of unbalanced datasets. In 
Section 7 we present our results for  the  recognition  of  all  the  emotions  plus  Neutral and for 
pairwise recognition (Anger versus Sadness, for example). For the recognition of all the emotions 
plus Neutral, we also give results for each feature group separately. In Section 8 we discuss the 
significance of this study of emotion recognition and our approach to it. 
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2. Related work 
Studies on the recognition of emotion in speech date back to the 1990s (Ververidis and Kotropoulos, 
2003b,a; Dellaert et al., 1996; Nwe et al., 2001, 2003; Douglas-Cowie et al., 2003). A number of 
emotional speech datasets are now available in several languages (Ververidis and Kotropoulos, 
2003b; Schuller et al., 2011). These include controlled datasets, with acted emotion and controlled 
speech, and natural datasets, with unrestricted speech and emotion. Controlled emotional 
speech datasets have attracted more attention in research because acted emotions permit a focus 
on specific emotions of interest. Acted emotions are somewhat exaggerated, however, and more 
intense than in naturally occurring situations. Acted emotional speech typically leads to higher 
recognition rates, but there are significant differences in the acoustic features that give the best 
recognition results for acted versus naturally occurring emotional speech (Vogt and André, 
2005). 
A number of natural emotional speech datasets now exist. The JST/CREST database has 
record- ings of domestic and social spoken interactions between volunteers throughout the day 
(Campbell, 2002). This very large dataset (> 1,000 hours) does not have any emotion coding, 
however, and can therefore not be used in its current state for automatic emotion recognition. 
Other natural emotional speech datasets consist of recordings from group discussions on 
emotive topics (Cowie et al., 1999; Douglas-Cowie et al., 2000) or TV shows and interviews. The 
Castaway database (Devillers et al., 2006) and the EmoTV corpus (Abrilian et al., 2005) are 
examples. A wide range of emotion labels were used in these datasets, which gives rise to 
difficulties in automatically recognizing emotions from the whole dataset. 
To study the underlying processes in emotional speech with machine-based classification, 
emotions need to be narrowed down to a smaller subset. Such is the case in the datasets collected 
from call centers, therapy, and children’s interaction with robots. In some cases, only two or 
three emotions were coded, such as negative versus non-negative in a call center with users 
interacting with a machine agent (Lee and Narayanan, 2003). Other datasets emphasize negative 
(frustrated) versus neutral in recordings from voice-controlled telephone services (Neiberg et al., 
2006). Using data collected from AT&T’s natural-language human-computer spoken dialog 
system, “How May I Help You?”, seven emotions – positive/neutral, somewhat angry, 
somewhat frustrated, somewhat other negative, very angry, very frustrated, and very other 
negative were identified for automatic emotion recognition (Liscombe et al., 2005). The five 
emotion or attitudes of anger, excuse, fear, satisfaction, and neutral were noted in recordings of 
human-human interactions in a stock-exchange customer-service call center. Here joy and 
sadness were excluded because they are not common in that context (Devillers et al., 2002). In the 
CEMO corpus, which was obtained from a medical emergency call center, eight coarse-grained 
and 21 fine-grained emotions were labeled ( Devillers a nd Vasilescu, 2 006), although only the 
four emotions of anger, fear, relief and sadness were used in recognition. An important natural 
dataset is the FAU AIBO corpus, which features children playing with the Sony robot Aibo 
(Steidl, 2009). This corpus was adopted for the INTERSPEECH 2009 Emotion Challenge (Schuller 
et al., 2009), which featured the recognition of five e motions – anger, empathy, neutral, positive, 
and the rest – and the recognition of negative versus non-negative emotions. The natural 
emotional speech dataset that is closest to ours sought to identify patients who had major 
depression or were suicidal from spontaneous dialogue between patients and therapists (France 
et al., 2000). 
Existing natural emotional speech datasets each have their  own  limitations.  Some  have  
a  wide range of emotions, which creates difficulties for machine-learning models. Others have 
only a small number of emotions or several emotions dominated by negative or “other" 
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emotions. 
Higher recognition rates have, not surprisingly, been obtained on datasets with only two 
or three emotions. The best two-class recognition result achieved was 97.6% and it was for 
unbalanced datasets from call-center data (Lee and Narayanan, 2003). This work used a fuzzy 
inference classifier and 10 best features selected from 21 utterance-level summary statistic 
features. The best recognition rate for three emotions was 93% and it was achieved for the 
Swedish-language telephone service data using Gaussian Mixture Models (GMMs) over all 
frames of an utterance (Neiberg et al., 2006). For multiple-emotion recognition, an average 
recognition rate of 68% was obtained for five emotions using the stock-exchange dataset (Devillers 
et al., 2002). A balanced dataset was used for testing but not for training and lexical cues were 
included in the analysis. A recognition rate of 59.8% was achieved for four emotions in the CEMO 
corpus (Devillers and Vasilescu, 2006), with lexical cues again included in the analysis. Using the 
“How May I Help You” dataset and four groups of features – lexical, prosodic, dialog-act, and 
contextual – the best recognition rate achieved for seven emotions was 79%. However, 73.1% of 
the instances were labeled as non-negative in the dataset, producing a recognition baseline of 
73.1% for random guessing (Liscombe et al., 2005). 
3. Data collection and preparation 
Our dataset of speech from couple-therapy sessions presents several advantages for data 
collection. Therapy sessions take place in an office where video and sound can be efficiently set 
up. Usually, participants are involved in enough sessions that emotions and emotion-word pairs 
that occur less frequently are not too infrequent over the course of all the sessions. More 
important, these therapy sessions are rich in expressed emotions in naturally occurring speech. 
3.1 Ethical review 
This research was approved by the Institutional Review Board of Stanford University as part of 
the study titled “Study of brain representations of language, emotion, visual images, music, and 
imagined stimuli using EEG recordings in individuals and couples.” Reference number is IRB-
11970. Written informed consent was obtained from each participant prior to his or her 
involvement in experimental sessions. Three professional psychotherapists were part of the 
research group. 
3.2 Recording and audio preprocessing 
The therapy sessions took place in a quiet room equipped for sound, video and EEG-brain record- 
ings. The sessions consisted of a couple and a licensed psychotherapist and lasted about an hour 
(49 to 67 minutes). The male and female in the couple each wore an EEG geodesic sensor net with 
128 sen- sors recording brain electrical activity. Three high fidelity Audio-Technica U873R 
microphones, placed on adjustable booms one foot from the head, recorded both participants 
and the therapist. A fourth microphone recorded the ambient sound. All microphones were 
connected to a 4-channel TASCAM DR-680 digital recorder digitizing the sound at a sampling 
rate of 44.1kHz at 24 bits per sample. A Sony Handycam HDR-XR160HD camcorder recorded a 
wide view of the couple, but not the therapist. The room was a lab at Stanford, set up only for this 
purpose, with divider screens separating from view most of the equipment. The participant 
couple sat on a couch facing the therapist who sat on a chair. The room was visually isolated 
from the outside and the noise level was low. The speech signal was re-sampled at 16 kHz in 
order to facilitate the analysis. 
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3.3 Transcription 
The first major task after the recording was to transcribe the speech into text with precise onset 
times for each word. The performance of commercially available speech recognizers was too 
weak to be useful in our context. All transcriptions were performed manually. The transcription 
was  faithful to the words and sounds actually used by the participants, without any grammatical 
or other corrections. Sounds such as coughing, laughing and other interjections were coded and 
transcribed accordingly. To achieve the timing accuracy needed for the analysis, we developed 
our own manual transcription software, written using MATLAB. In addition to listening to the 
recorded speech, the human transcriber also used a display of the spectrogram of the signal from 
each microphone to place the onset of each word within a 5-10 ms interval. This kind of 
transcription is extremely time- consuming, so for some of the sessions we transcribed only the 
segments where the emotional content was significant. 
3.4 Emotion codes 
Emotions can be coded according to categories, such as anger, joy or sadness, or dimensions 
such as arousal, valence, or control. For automatic emotion recognition in speech, there is a 
longer tradition of using a small set of categories. We chose the four emotions of Anger, 
Sadness, Joy, and Tension, along with Neutral, which refers to the absence of any of these four 
emotions. In this, we were guided by the efforts by others (Kerig and Baucom, 2004; Coan 
and Gottman, 2007; Ekman and Friesen, 1978) and, in particular, Gottman from whom we 
adopted our four emotions plus Neutral out of his 19 affective codes plus neutral. After 
careful examination of Gottman’s 19 codes, we reduced the number to the four basic 
emotions mentioned above. The idea of basic emotions is not without controversy in the 
field of emotion research. Some theorists have their individual ideas of what the basic 
emotions are, others are more in agreement with each other, but this agreement is certainly 
not substantial (Ortony and Turner, 1990). It should be noted that the problem of what a 
specific word refers to, namely what counts as a basic emotion here, is not a problem unique 
to emotion theorists, but is found in ordinary language and in other parts of psychology. 
Almost everyone recognizes that there is something basic about fear, and also the three 
emotions of anger, sadness, and joy we chose. We included tension, as opposed to fear, in 
our set of emotions not because we have a strong position that tension is a basic emotion , 
but because something akin to fear occurs with high frequency in the interactions between 
members of a couple in psychotherapy and the notion of tension seems to capture it most 
closely. We recognize that the differences in opinion on this matter are real, and we are 
therefore treating our own selection as a tentative one for the purposes of moving research 
ahead. 
3.5 Coding procedure 
We developed our own software for the coding of the emotions to take advantage of the 
precise timings of the word onsets that our transcription offered. The program, written 
using MATLAB, allows the coder to watch the video recording of the couple while listening 
to the session, at the same time viewing the text transcript for each participant. The coder 
determines an emotion category and an intensity level (low, medium, high) of that emotion. 
(In the analysis reported in this paper, we did not differentiate between the intensity levels.) 
A coder estimates the time, t0, at which an emotion begins, and the time, t1, at which an 
emotion ends. Although data were recorded every millisecond, we did not expect the 
accuracy of t0 or t1, to be at this level. 
The association of a word with an emotion code proceeds as follows for Ci ɛ  {Anger, 
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Sadness, Joy, Tension, Neutral}. If at a time tn a coding is set for Ci and at time tn+1 a coding 
is set for emotion Cj  different from Ci, then any word with an onset in the interval [tn, tn+1] is 
automatically coded as Ci, and any word with an onset immediately after tn+1 is coded as Cj.  
We do not allow two emotions to overlap and every word occurrence (or token) is coded with 
one and only one emotion or Neutral. In the rest of this paper we talk about emotion-coded 
word tokens or just emotion-coded tokens. They refer to the segments of the acoustic signal 
associated with the word tokens and labeled with one of the four emotions or Neutral. 
Transformations of these segments are the observations that are used in the machine-learning 
classification model. 
It is well recognized by most investigator that it is very expensive and time consuming 
to have the coding of the temporal length of emotion as an individual human coder’s 
responsibility. The need for automated programming to do such coding is essential in the 
future to reduce cost, if nothing else (Cohn and Kanade, 2007; Bartlett et al., 2005). 
3.6 Coder reliability 
In studies using human judgment to label emotions or other occurrences that are the object of 
study, it is important to consider the basis for claiming that the labeling or coding reflects 
objective scientific observation. The coding procedure is presented in greater detail along 
with an analysis of coder reliability in (Crangle et al., in preparation). 
4. Acoustic features 
There is a large body of literature on the production of speech in which acoustic features are 
defined according to a source-filter model (Hardcastle and Laver, 1999; Johnson, 2003). Most 
work on speech recognition and most studies of emotion in speech use this model as their basis. 
In this model, the source is created by the friction exerted by the air flow on the vocal cords, 
producing a sound wave. This source sound wave can be quasi-periodic when produce voicing 
sound or white noise for unvoiced sound. When this sound propagates forward, it resonates in 
the throat, mouth and nasal cavities, changing the spectral envelope of the sound. In the source-
filter model, these cavities are modeled by a filter whose transfer function varies with the volume 
of these cavities. The speaker modulates the sound waves originating at the source by changing 
the shape and volume of the throat, mouth and nose cavities, and thus changing the filter 
transfer function. In natural speech, the source wave and the filter transfer function are 
approximately stationary when it is viewed in a short time interval of 10 to 40 ms. Thus most of 
the acoustic features of speech are defined for such time intervals called frames. In this study, the 
frame length is 40 ms and the shift between adjacent frames is 20 ms. The speaker controls 
speech production using muscles in the chest area for air-flow control, in the throat for vocal- 
cord tension, and in the mouth (tongue, jaw, lips) to shape the resonating cavities. The system is 
ultimately controlled by motor areas in the brain with feedback loops from the auditory and 
somatosensory  systems  (Pulvermüller  et  al.,  2006;  Guenther,  2006;  Kent,  2000).  Emotions  
can alter the control of these muscles and thus the acoustical features of the sound. These 
changes can be in amplitude, with an increase of the air flow corresponding to greater loudness, 
or in frequency, with a stronger tension of the vocal cord leading to a higher pitch. Some 
emotions also affect the variability of the features. As the hands of the man in anger may shake, 
the control of the different muscle groups involved in speech production may degrade to the 
point where some of the acoustical features are disturbed. 
In our study, we use three groups of acoustic features to recognize emotions in speech. 
First are filter-bank energy features that describe the distribution of speech energy in the 
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frequency domain. Second are frequency features. Third, we use voice-quality features to 
capture some of the voice- tremor qualities of emotional speech. 
4.1 Filter-bank energy features 
An auditory filter bank is a method that decomposes the speech signal by a series of band-
pass filters, each corresponding to a perceptual frequency range. Several authors (Nwe et al., 
2003; Ververidis and Kotropoulos, 2006) have shown that the energy of the speech, 
computed from the output of an auditory filter bank, can be used to recognize emotion in 
speech. Here we passed the continuous speech to a bank of 16 Gammatone filters (Patterson 
et al., 1 992) from 50Hz to 8000Hz, which was built using the MATLAB Auditory Toolbox 
(Slaney, 1998), and computed the 16 Log Frequency Power Coefficients (LFPC), defined by 
the mean energy in decibels of the output of each filter, normalized by its bandwidth. These 
we refer to as energy bands. 
4.2 Frequency features 
Formants. For a given configuration of the throat, mouth and nose cavities, the 
frequencies corresponding to peaks in the transfer function are amplified compared to other 
frequencies, corresponding to peaks in the sound spectrum. These concentrations of acoustic 
energy around particular frequencies in the speech sound wave are known as formants. The 
peaks define the formants and are numbered from lowest to highest frequency. The first two 
formants F1 and F2 mostly reflect the position of the tongue. The height of the tongue is 
related to F1 with a lower tongue position increasing F1.  The horizontal position of the 
tongue is associated with F2 with a frontal position corresponding to a higher F2. These two 
features are most important for vowel identification, which are principally produced by the 
mouth-cavity modulation of the source quasi-periodic wave. F3 is found to reflect the 
rhoticity of speech sound (Broad and Wakita, 1977). The liquid consonant /r/ has very low 
F3. We estimate formants F1, F2 and F3 using the linear prediction method (LPC). The 
computation was performed with the COLEA software system (Loizou, 1998). 
Fundamental frequency F0. Fundamental frequency F0 characterizes vibration frequency 
of the vocal cords, which can be perceived as pitch. Estimation of fundamental frequency is 
not simple and many methods have been proposed (Rabiner, 1977; Kadambe and Boudreaux-
Bartels, 1992; Hess, 1982). We use the method of subharmonic-to-harmonic ratio (Sun, 2002) 
in this study. 
4.3 Voice-quality features 
Periodicity. Periodicity (Boersma, 1993; Thomson and Chengalvarayan, 1998) is a measure of how 
periodic the speech is in a frame. Periodicity is calculated as the maximum of the ratio between 
the auto-correlation function along the frame and the highest peak value when the delay τ varies 
from 40 to 242 samples, corresponding to the frequency range of 66 to 400 Hz, given the 
sampling rate of speech signal is 16K. 
 
where R(τ ) = r(τ)/ r(0) is the normalized auto-correlation with r(τ ) being the auto-correlation 
function at τ and r(0) the local maximum of the auto-correlation. 
Jitter. Speech jitter (Thomson and Chengalvarayan, 1998) measures the variation of the estimated 
fundamental frequency from one frame to the next. It is defined by 
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𝐽𝑖𝑡𝑡𝑒𝑟(𝑛) =
|𝑃𝑛 − 𝑃𝑛−1|
1
𝑁
∑ 𝑃𝑖
𝑁
𝑖=1
                                                                                                                    (2) 
where 𝑃𝑛 is the estimated F0 at frame 𝑛. 
Shimmer. Another acoustic phenomenon that has been related to the expression of emotion in 
speech is the variation of amplitude from one frame to the next, or shimmer (Greene, 1972). We 
estimated shimmer using the formula described in (Li et al., 2007). 
𝑆ℎ𝑖𝑚𝑚𝑒𝑟(𝑛) =
|𝐴𝑛 − 𝐴𝑛−1|
1
𝑁
∑ 𝐴𝑖
𝑁
𝑖=1
                                                                                                             (3) 
where Ai is the peak amplitude in frame i. 
4.4 Acoustic feature space 
The full set of acoustic features from the three groups can lead to a large number of 
variables when calculating the classification of a given acoustical wave form into the four 
emotions plus Neutral. Without further manipulation, the number of variables is the number 
of basic features (16 filter bank and 4 frequency) multiplied by the number of frames in a 
unit of analysis, which in our case is the word. We used segments of length 240 ms for our 
analysis, that is, acoustical wave-form intervals of 240 ms were associated with each emotion-
coded token. (Section 5.2 discusses interval length in more detail.)  A frame length of 40 and 
offset of 20 gave us 12 frames. With 16 filter-bank features and 4 frequency features for each 
frame and the means of periodicity, jitter and shimmer across all the frames, we have (16 + 
4) x 12 + 3 for a total of 243 variables. Even selecting a smaller set of features would lead to a 
large number of variables. Two strategies address the issue. The simplest is to collapse the 
time dimension by creating summary statistics of each feature, such as mean, maximum, 
extrema, and variance, although multiplying these statistics again leaves us with a large 
number of variables. Another strategy relies on choosing recognition models that are able to 
handle a large number of variables with a limited number of observations. We chose this second 
strategy and return to this point in the next section. 
4.5 Batch-effect adjustment 
Many factors, such as the exact position of the microphones, may change from one session to 
the next. This unwanted variation between the data collected in one session (batch) and 
another is known as the batch effect and it must be corrected for when data from several 
sessions are concatenated. The main effect in our analysis is on the energy features of the 
acoustic signal, as we used the same sound equipment in all the sessions and we assume the 
frequency response of the microphones stayed the same in all the sessions. 
  In order to evaluate and adjust for the batch effect for data with m batches each with 
ni samples within batch i for i = 1...m, for f = 1...F we used an empirical Bayes method 
(Johnson et al., 2007; Walker  et  al.,  2008).   The  band  energy  can  be  modeled  by  a  
location  and  scale  model  as  Yijf  = αf + Xβf + γif + δif  Eijf , where Yijf  is the band energy 
observation j in batch i of feature f , αf  is the mean feature, X is a design matrix coding the 
features of interest, and βf  is the vector of regression coefficients corresponding to X.  The 
error terms, Eijf , can be assumed to follow a normal distribution with expected value of zero 
and variance σ2 .  The γif  and δif  represent the additive and multiplicative batch effects of 
batch i for feature f . 
According to this method the correct model without the batch effects is given by 
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The estimation of the parameters  
   
is implemented in the following steps. 
 
Step 1. The first step is to standardize the energy bands in such a way that they have similar 
means and variances. With this procedure we reduce the effects of variation of the energy 
bands between different features that could compromise the estimation of the batch effect. 
 To standardize the data we first make an estimate of the model parameters  
   
for each feature using least square constraining 
   
   The variance  across all N samples is given by 
 
 
The standardized data are given by 
       
 
Step 2. Assuming the additive batch has a normal distribution and that the multiplicative 
batch follows an inverse gamma distribution 
     
we estimate the parameters 
     
of these distributions from the samples by the method of moments. 
After estimating the parameters these distributions are assumed as prior distributions, 
in a Bayesian inference approach, that allows us to determine the posterior distributions. 
With these posterior distributions we can make a final estimate for the batch effect 
parameters as the expected values of these posterior distributions. 
 
Step 3. In this final step we make the data fit with the batch effects removed with the batch-
effect estimators  
       
The batch effect was significant for a large number of variables in all three couples and we 
adjusted all the energy-band variables using the R software package Bioconductor ComBat 
(Johnson et al., 2007). These adjusted values were used in all the analyses we report on in this 
paper. 
5. Classification model for the recognition of the emotions 
A classification model is a function that takes an observation x from a set of M classes and gives 
a predicted class, in other words, a best estimate about which class x belongs to. (For our purposes 
here, an observation x is the acoustic feature vector associated with an emotion-coded token.) 
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Some models can also give an estimate of the probability of the observation belonging to that 
class. Classification models are in fact the composition of M 1 projection functions h1, h2, ..., hM−1 
with a threshold function D 
       
In linear models the projection functions are inner products of the observations x and a set of 
coefficients hi of the same length as x. We assume the intercept is coded in x. In a non-linear 
model, such as a support vector machine (SVM) with a non-linear kernal, the functions hi are 
non-linear functions of the vector x. 
From  the  number  cij  of  test  trials  of  class  i classified  as  class  j  we  build  the  confusion  
matrix C = (cij).  The classification rate r is the sum of the diagonal divided by the number of test 
trials 
 
In order to obtain an unbiased estimate of the classification rate, the optimization of the 
model and the estimation of the classification rate have to be done with two sets of independent 
observations, the training set for the optimization of the model and the test set for the 
estimation of the classification rate. There are two main approaches, each with many variants. In 
cross-validation, the observations are partitioned into K sets and K models are trained using 
each time the union of K-1 sets for training and the remaining set for test. Each set of the 
partition is a test set one and one time only. The classification rate is estimated as the mean of the K 
classification rates for each model. Cross-validation does not guaranty an unbiased estimator of 
the predicted performance on new observations (Hastie et al., 2009). It has been shown that 
cross-validation can lead to upward or downward systematic bias. The main alternative to cross-
validation is bootstrapping (Efron, 1979), where K models are trained using sets sampled with 
replacement. For each model the test set is made of the observations not in the training set. In 
the most basic form of bootstrapping the combined estimate is the average of the estimates 
obtained with each bootstrap, but other methods exist such as majority vote. 
Our choice of classification model had to take into account the fact that we had a large 
number of variables, 243 if all acoustic features were used. We chose the method of random 
forests, which is derived from decision trees and uses the random selection of feature variables to 
construct a collection of decision tress. 
5.1 Random forests classification model 
A random forest (Breiman, 2001) is a set of K decision trees, each trained with a bootstrap 
sample from the dataset. A subset of m variables is chosen randomly without replacement for 
each node of a tree, and the tree is built until there are no more variables to choose from, 
without any pruning. The algorithm is as follow. If N is the total number of observations 
and M the number of variables and K the number of trees, for each of the K trees we start by 
taking a bootstrap sample of size n < N . Then we build a decision tree by, at each node, 
selecting randomly a small subset of m << M variables until exhausting all variables. In each 
node of the tree we fit the classification model with the m variables and find the cutoff. 
An estimator of the prediction error on new observations is computed by averaging 
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the error rates obtained by using the trees to classify the out-of-bag (OOB) observations 
corresponding to the bootstraps used to train each tree. This is an unbiased estimator of the 
error rate we would observe by using the set of K trees to classify a new sample, using a 
majority vote of the K predictions. 
In this paper the recognition rates we report for the random forests classification 
derive from the values of this estimator. As a by-product, the random forests method gives 
importance scores, providing a relative ranking of the features. Such scores are a rather 
classical measure, defined as the difference in performance between the full model and a 
model without the variable being scored. 
Because the sample sizes in this study are very large, we get highly significant p values, 
mostly less than 10E-10, and consequently we do not report them individually. 
5.2 Interval length 
In this section we discuss our decision to use intervals of 240 ms for each emotion-coded 
token, that is, intervals of 240 ms to derive the variables used in classification. All intervals 
begin at a word’s onset. In order to claim our recognition rates give us insights into the 
acoustical differences between emotions, on the face of it we want the intervals leading to the 
best recognition rates to include as few occurrences of the following word as possible. 
The duration of a word token is defined as the interval between the onset of the word 
and the onset of the next word from the same speaker, as recorded in the transcript. Note that 
durations so defined include periods of silence between a speaker’s successive words and 
between one turn of speech and another. 
Of the 90,992 word tokens in total across all couples and all sessions, 58,552 (64%) 
lasted 240 ms or less. Figure 1 shows the distribution of the word tokens in terms of their 
durations. The 4% of the words that lasted longer than 1,000 ms are not shown. 
 
 
 
Figure 1: Histogram of the durations of the word tokens in all sessions for all couples 
 
If the 240 ms interval is longer than a word’s duration as defined it may include not only 
some silence but possibly also some or some portion of the words that follow. The intervals will, 
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however, capture one and the same emotion across the interval. This follows from the way the 
emotions were coded and is consistent with the fact that many emotions, and in particular the 
four emotions we are interested in here, endure over periods longer than the duration of a word 
or several words, with some lasting beyond one or more whole utterances. 
6. The challenge of unbalanced datasets 
The crucial characteristic of a study of emotion in naturally occurring speech is that we do not 
have any control over how and when participants express emotions or what they say and when 
they say it. In a study without experimental control of the speech, choosing words to demarcate 
the units of analysis has the advantage of potentially providing a sufficient number of tokens of 
the same word type associated with at least some of the emotions. Obviously, we would have 
larger numbers at the syllable or at even lower levels but below the word level the segmentation 
becomes harder and less reliable. In a study of adults in therapy, there is no practical way to 
restrict the speech to a small set of phrases. Some idiomatic expressions such as “you know” may 
have a significant number of repetitions, but this is limited to one or two cases. 
To understand the problem more clearly, we present details of the distribution of the 
words and emotions for our three couples across the 18 sessions. The first two sessions of Couple 
A had complete transcripts; all other sessions had partial transcripts, as described in section 3. 
Couple A had four sessions with a total of 18,664 words (tokens) and a vocabulary of 1,771 
different words. That is, 18,664 word tokens were coded for one of the emotions or Neutral. The 
size of the vocabulary is the number of different words, also called types,  that occur in and across 
all the sessions for a couple. It is important to note that “ah” and “ahh”, for example, are different 
word types, as are “yes” and “yeah”. For Couple B with 10 sessions, the total number of word 
tokens was 33,006 and the vocabulary size was 2,953. For Couple C the total number of word 
tokens was 17,746 and the vocabulary size was 1,620. Table 1 shows the number of emotion-
coded word tokens or observations (including those for Neutral) in each session for the three 
couples. Table 2 shows the number of observations by emotion for the three couples. For each 
couple, the total across emotions matches the total number of word tokens in Table 1. 
Table 1: Number of observations per session and vocabulary sizes for the couples 
 1 2 3 4 5 6 7 8 9 10 Total Vocab 
Couple A 10017 5671 442 2534       18664 1771 
Couple B 2205 2205 2973 3448 4127 3375 2182 2860 5553 4078 33006 2953 
Couple C 2316 4639 3751 7040       17746 1620 
Table 2: Total number of observations by emotion for the couples 
Couple A Joy Sadness Tension Anger Neutral  
Female 508 14 1304 174 3968 
Male 915 755 1104 16 9906 
Couple B Joy Sadness Tension Anger Neutral 
Female 3130 1712 8692 2025 3164 
Male 2309 161 9033 551 2229 
Couple C Joy Sadness Tension Anger Neutral  
Female 414 107 5497 2048 1248  
Male 294 286 7168 48 636  
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These tables reveal the scope of the problem that results from an experiment with natural data. 
There are only 14 observations of Sadness coded for the female of Couple A and only 16 of 
Anger for the male, compared to large numbers for Tension and Neutral, for example. For the 
male of Couple C, there are only 48 observations for Anger. Furthermore, if we look at the size 
of the vocabulary compared to the total number of word tokens we see how sparse the coverage 
is, with many words occurring only once or a few times. 
The consequences of the unbalanced distribution are two-fold. First, most classification 
models perform badly when the training set is significantly unbalanced. Second, unbalanced 
datasets, if not corrected for, compromise any inferences we may want to make about the 
intrinsic properties of the observations – in this case, the emotions as encoded in the acoustic 
properties. Suppose we have two classes and 10,000 instances we seek to classify. If our data 
consist of 9,900 instances of class 1 and 100 of class 2, a classifier that placed all 10,000 samples 
in class 1 would have a classification rate of 99%, but would tell us little if nothing about the 
classes and we could not make reliable inferences about the features used in classification. 
There have been several methods proposed to deal with unbalanced datasets. The 
simplest and most effective when feasible is to constrain the sampling of the training set to be of 
equal or similar size in each class. The test set stays unbalanced, in which case this has to be 
accounted for when estimating statistical significance. Another method is to weight the 
observations, making it more expensive to misclassify observations in the smaller classes. A 
further approach is to over-sample the smaller classes by generating synthetic observations 
(Britsch et al., 2010; Chawla et al., 2002; Drummond and Holte, 2003). Combinations of these 
methods have also been used. A thorough study of the problem of unbalanced data, with 
several numerical examples, is to be found in the classic work of Jeffreys (1948). Here we chose a 
variation of the first method, as in most cases we do have enough observations in  the smallest 
classes to make the second method work and we determined that the cost of the third method 
was not justified by the few cases where we had a very small sample in one class. In Chen et al. 
(2004) we can see the application of this sampling approach for unbalanced data using the 
random forests method. 
For classifying the four emotions plus Neutral (a 5-class classification) we set the sample 
sizes in the training to be 80% of the observations in each class with a cap at a maximum of 500 
observations. If a class had fewer than 100 observations, the class was dropped and we used a 4-
class classification model instead. This approach reduced the extent of the imbalance in the 
training without imposing too rigid a constraint of strictly equal sizes. For the pairwise 
classifications (Anger versus Sadness, for example) we sampled a number equal to 80% of the 
smallest class for both classes. If a class had fewer than 200 observations, the class was dropped 
and that pairwise classification was not done. 
7. Results 
7.1 Recognition of the four emotions plus Neutral 
The results for the recognition of the four emotions plus Neutral for all individuals are given in 
Table 3. Results are shown for each feature group independently and for all features taken 
together. The results are relative frequencies written for ease of notation as estimated percents. 
The last column shows which emotions plus Neutral were recognized. 
For each individual, the best rates were achieved using the filter-bank features alone. It 
was also the case for each individual that the recognition rate for all features was somewhat 
lower than for filter-bank features but still better than the rate for frequency features alone, 
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which was in turn better than for voice-quality features alone. 
Table 3: Results for the recognition of the four emotions plus Neutral for female (F) and 
male (M) of Couples A, B, and C.  
  
FB F VQ ALL 
No. 
observations 
 
Couple A F 90% 57% 44% 89% 5954 Joy, Tension, Anger, Neutral 
 M 87% 56% 39% 85% 12680 Joy, Sadness, Tension, Neutral 
Couple B F 84% 29% 25% 77% 18723 Joy, Sadness, Tension, Anger, Neutral 
 M 81% 44% 33% 78% 14283 Joy, Sadness, Tension, Anger, Neutral 
Couple C F 88% 45% 37% 85% 9314 Joy, Sadness, Tension, Anger, Neutral 
 M 95% 78% 63% 94% 8384 Joy, Sadness, Tension, Neutral 
FB is for filter-bank energy features, F for frequency features, VQ for voice-quality features, and ALL for all 
features. 
Significant differences can be observed between individuals. For the female of Couple B, 
the recognition rate using frequency features alone was very low at 29% while for the male of 
Couple C, the rate using frequency features was 78%. Similarly, the rate using voice-quality 
features for the female of Couple B was even lower at 25% while it was 63% for the male of 
Couple C. The female of Couple A expressed very little Sadness across the recorded sessions (14 
emotion-coded instances) and the male very little Anger (16 emotion-coded instances), with the 
consequence that Sadness for the female could not be included in the automatic recognition nor 
Anger for the male. In Couple C, the male also expressed too little Anger (48 emotion-coded 
instances) for it to be included in the automatic recognition. 
These results suggest that individual differences in the frequencies of emotions expressed 
and in the features that provide the best recognition make speaker-dependent analysis necessary 
for the study of emotion expression in speech. 
7.2 Confusion matrices for the recognition of the four emotions plus Neutral 
The confusion matrices for the recognition of the emotions plus Neutral for each individual tell 
us more about the performance of our recognition model. Here in Tables 4, 5 and 6 we show 
the conditional probability matrices computed from the confusion matrices. They give for 
each matrix entry the conditional probability that an emotion, the one named in the row, 
was automatically recognized given that the emotion named in the column was the emotion 
being expressed in the judgment of the coders. The diagonal entries indicate the automatic 
classifications that were c orrect, that i s, were aligned with the judgment of the emotion 
coders. 
For Couple A, it is clear that we found it harder to classify the emotions of the female 
than those of the male. The evidence for this is in the diagonal entries. The recognition for 
Tension is similar for female and male (0.84 and 0.88) but for the other two emotions the 
results for the female (0.75 and 0.68) are lower than those for the male (0.87 and 0.82). web-
based course(s) for the female are also more highly dispersed (range 0.25) than those for the 
male (range 0.06). 
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Table 4: Conditional probability matrices for Couple A. 
Female 
 Joy Tension Anger Neutral No. of 
Observations 
Joy 0.75 0.05 0.00 0.20 508 
Tension 0.00 0.84 0.00 0.16 1304 
Anger 0.01 0.09 0.68 0.22 174 
Neutral 0.01 0.06 0.00 0.93 3968 
 
Male 
 Joy Sadness Tension Neutral No. of 
Observations 
Joy 0.87 0.03 0.01 0.09 915 
Sadness 0.02 0.82 0.03 0.13 755 
Tension 0.00 0.02 0.88 0.10 1104 
Neutral 0.01 0.06 0.09 0.84 9906 
 
In the case of Couple B, the conditional probability matrices for the male and female are 
more similar. The smallest diagonal entry for the classification of the four emotions plus 
Neutral is for the male and it is 0.65 for Sadness. For the female it is 0.73 for Tension. Dispersion 
is similar, with a range of 0.19 for the male and 0.17 for the female. 
In the case of Couple C, for the classification of the four emotions plus Neutral, the smallest 
diagonal entry for the female is 0.74 for Sadness. For the male, the smallest diagonal entry for the 
classification of three emotions plus Neutral is 0.71 for Joy. The range for the female for four 
emotions is 0.14 while for the male it is 0.27 for three emotions. In general terms, there is 
probably less similarity between the male and female of Couple C than there is for the other 
two. 
For all six individuals, the number of observations is quite large. Strong differences in the 
patterns of emotions between couples argue against speaker-independent emotion recognition and 
more specifically against using an out-of-sample method of recognition where training is on one 
couple and predictive recognition is on another. 
Table 5: Conditional probability matrices for Couple B. 
Female 
 Joy Sadness Tension Anger Neutral No. of 
Observations 
Joy 0.80 0.03 0.09 0.04 0.04 3130 
Sadness 0.08 0.81 0.06 0.03 0.02 1712 
Tension 0.12 0.05 0.73 0.06 0.04 8692 
Anger 0.04 0.02 0.03 0.90 0.01 2025 
Neutral 0.10 0.03 0.08 0.03 0.76 3164 
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Male 
 Joy Sadness Tension Anger Neutral No. of 
Observations 
Joy 0.80 0.00 0.14 0.00 0.06 2309 
Sadness 0.07 0.65 0.22 0.02 0.04   161 
Tension 0.11 0.00 0.78 0.01 0.10 9033 
Anger 0.03 0.00 0.09 0.84 0.04   551 
Neutral 0.08 0.00 0.14 0.01 0.77 2229 
Table 6: Conditional probability matrices for Couple C. 
Female 
 Joy Sadness Tension Anger Neutral No. of 
Observations 
Joy 0.77 0.00 0.10 0.10 0.03 414 
Sadness 0.00 0.74 0.09 0.16 0.01 107 
Tension 0.00 0.00 0.86 0.09 0.05 5497 
Anger 0.00 0.00 0.08 0.88 0.04 2048 
Neutral 0.01 0.00 0.09 0.06 0.84 1248 
 
Male 
 Joy Sadness Tension Neutral No. of 
Observations 
Joy 0.71 0.00 0.24 0.05 294 
Sadness 0.00 0.79 0.19 0.02 286 
Tension 0.00 0.00 0.98 0.02 7168 
Neutral 0.01 0.01 0.23 0.75 636 
7.3 Pairwise recognition results 
The conditional probability matrices tell us about the probability of emotion i being recognized 
as emotion j among the five (or four) possible choices of the emotions plus Neutral. Pairwise 
recognition of emotion i versus emotion j gives us an estimation of the probability of recognizing 
an instance of emotion i as emotion j choosing only between these two emotions. 
Figures 2, 3 and 4 show the pairwise recognition rates for the four emotions plus Neutral 
for Couples A, B and C. Figure 2 gives the results for the three emotions of Tension, Joy and 
Sadness, Figure 3 for Anger vs the other three emotions and Figure 4 Neutral versus the four 
emotions. Of the 74 recognition results computed, 47 were greater than or equal to 90%, 23 
between 80% and 89%, and four below 80%. The highest recognition rate was 99% and it was for 
Tension vs Neutral in the female of Couple C. The lowest recognition rate was 76%, for Joy vs 
Tension and Neutral vs Tension in the male of Couple B. All sample sizes are given in Table 2. 
Where there were too few observations (fewer than 200) for any emotion, its pairwise 
recognition was not computed. This occurred with Anger for the female of Couple A, Sadness for 
the male of Couple B, and Sadness for the female of Couple C. Note that Sadness for the female 
of Couple A,   Anger for the male of Couple A, and Anger for the male of Couple C had already 
been excluded from automatic recognition because each had fewer than 100 observations. 
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Figure 2: Pairwise Recognition rates for Tension, Sadness and Joy 
 
Figure 3: Pairwise recognition rates for Anger vs Joy, Sadness, and Tension 
 
Figure 4: Pairwise recognition rates for Neutral vs Joy, Sadness, Tension, and Anger 
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8. Discussion 
Our results show that couple therapy is a rich context for the study of emotions in naturally 
occurring speech. The recognition rates we achieved are significant enough that our results can 
be used to study the emotions of couples in psychotherapy without having to rely on time-
consuming manual annotation of sessions. We conclude with a discussion of several key points. 
8.1 Speaker-dependent emotion recognition: the argument from theory 
We made the distinct choice to do single-speaker emotion recognition as opposed to multi-
speaker emotion recognition. These two approaches, speaker-dependent versus speaker-
independent, represent different conceptual and scientific models of emotion and speech. The 
important difference is that the kind of emotional speech found in psychotherapy is not, we 
would assert, ergodic.2 To say that emotional speech is not ergodic is to say that the time 
averages of temporal analyses are not equal to the averaging over individual speaker data at a 
given point in time. Another way of characterizing the non-ergodic nature of emotional speech 
in psychotherapy is to point out that in non-ergodic processes the influence of the past does not 
fade away. It is widely recognized that the expression of emotion by clients in psychotherapy is 
very much a temporal process. Without consideration of this temporal processing, mistakes will 
be made in interpreting the results. (See Suppes (2002) for more details on the representation of 
such temporal data.) 
In the history of psychology, B.F. Skinner objected to moving from the study of 
individuals to the study of groups and there is now a rich tradition in experimental psychology 
of single-subject study design, which owes much to his work (Skinner, 1953). In these Skinner-
type studies, data are not averaged over subjects, but rather a large number of observations are 
collected over time from individual subjects and results are reported for each subject separately. 
We note that both the individuals and the couples in our study differ in interesting ways from 
each other. The emotions expressed by the two individuals in Couple A differed, with very little 
Sadness in the female and very little Anger in the male. In Couple B, both male and female 
expressed a fair amount of Joy (2309 instances for the female, 3130 for the male) and a great deal 
of Tension (9033 male, 8692 female) relative to the other two   emotions.   The   female   of   
Couple   B   did,   however,   also   express  Sadness and Anger far more than the male in the 
couple. For Couple C, the dominant emotion was Tension for both male (7168) and female 
(5497), and although the female also expressed a significant amount of Anger (2048), the male 
expressed too little Anger for that emotion to be included in the automatic recognition. 
8.2 The value of studying emotions in psychotherapy  
There are three aspects of the emotional speech we studied that make it particularly useful for 
the study of emotion. First, we have a natural speaker and a natural listener. In emotional speech 
datasets compiled from individuals interacting with a robot or with a machine agent in a call 
center, the absence of another person as the listener must surely have some effect on the 
                                                     
2 To   be  ergodic  a  process  does  not  need  to  be  a  Markov  process  of  some  finite  order.  What  is  required  is  
that the probabilistic influence of the past loses influence at what is termed in  probability  theory  a  geometrical  
rate.  A  good  example would be stimulus-response models and learning theory, which in terms of observable 
random variables are chains of infinite order, not finite order, but under usual reinforcement schedules these 
processes are ergodic all the same (Lamperti and Suppes, 1959). 
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emotional naturalness of the speech. Second, couples in psychotherapy typically participate in a 
number of sessions over the course of months or even years, providing data at various 
points over time. Such repeated measurements over time permit the study of single subject-
emotion recognition and allow us to take account of the non-ergodic nature of emotions in 
psychotherapy. Finally, the nuance and subtlety of the emotions expressed in psychotherapy 
provide an unusal view of the interchange of  emotions when two people (three with the 
therapist) are interacting. 
8.3 The unit of analysis in emotion recognition 
An important topic to discuss is why we code emotions in relation to words. The answer is that 
in the kind of psychotherapy data we are collecting and analyzing, the occurrences of emotion 
are very much intertwined with the verbal expressions of emotion. Furthermore, these 
expressions of emotion in psychotherapy are subtle and often difficult to interpret. A coder or the 
therapist can have trouble identifying when an emotion begins, if no use is made of the verbal 
behavior occurring at the same time. It is difficult enough to know within a few milliseconds 
when a word begins. Except for rare cases, it is even more difficult to recognize when emotions 
begin. There is more to be said about this but we think from a practical standpoint this is the 
correct way to do the experiment at this time. 
There is reason to believe from the various studies of emotion recognition that the 
optimal unit for emotion analysis is neither the word nor the longer conversational unit of a turn, 
but something of intermediate length. Automatically segmented intervals (called chunks) have 
been used. However, better results have been achieved with syntactic and semantically 
meaningful units as in Batliner et al. (2010), where sequences of words belonging to the same 
emotion class were taken as the unit of analysis. Our use of units that begin at a word’s onset but 
have duration longer than the word in many instances means that we are using a syntactic and 
semantic demarcation while also allowing the capture of emotionally significant acoustic 
properties that last longer than the word. We do not use segments that differ in length from one 
observation to another, capturing the end of a word as well as its onset, because we chose to use 
not only summary statistics of the acoustic features in our analysis. That is, we chose not to 
collapse the time dimension but rather to take into account acoustic features in and across 
frames. 
8.4 Future directions 
There is plenty of room left for more detailed study of individual emotions. Deeper discussion 
and conception of whether or not there are a few basic emotions from which others can be 
constructed is not a settled question. In addition, like much experimental psychology, the 
theoretical framework for the recognition of results reported here is too static in character. The 
flow of speech and the flow of emotion are both among the most important examples of the 
temporal nature of much of human experience. Study of dynamic temporal processes is much 
more difficult both experimentally and theoretically,  but  in  order  to  reach results of deeper 
scientific significance, such work  is  badly needed.  This remark  applies to both the fundamental 
theory and important applications. Even   more   pertinent from the standpoint of the main 
interest of this paper,  this   temporal   quality   of   speech   is matched  very  well  by  the 
temporal  quality  of emotions.  The temporal  flow   of   emotion probably has   no   natural  
grammar   as   is   the   case for   speech   or written language.  This means that the study  of 
emotion  is  more  dependent on  a  thorough understanding  of the  ebb  and  flow  of  the 
emotions  as  a  function  of  time. The complexity of such  temporal study has necessarily 
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delayed its deeper development. Fortunately, the wide-ranging nature of present research on 
emotion makes us hopeful that the temporal qualities of emotion will be more thoroughly studied 
in the near future. 
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