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Abstract: Road vehicles include more and more assistance systems that perform tasks to facilitate
driving and make it safer and more efficient. However, the automated vehicles currently on the
market do not exceed SAE level 2 and only in some cases reach level 3. Nevertheless, the qualitative
and technological leap needed to reach level 4 is significant and numerous uncertainties remain.
In this sense, a greater knowledge of the environment is needed for better decision making and the
role of the driver changes substantially. This paper proposes the combination of cooperative systems
with automated driving to offer a wider range of information to the vehicle than on-board sensors
currently provide. This includes the actual deployment of a cooperative corridor on a highway. It also
takes into account that in some circumstances or scenarios, pre-set or detected by on-board sensors
or previous communications, the vehicle must hand back control to the driver, who may have been
performing other tasks completely unrelated to supervising the driving. It is thus necessary to assess
the driver’s condition as regards retaking control and to provide assistance for a safe transition.
Keywords: automated driving; cooperative systems; communications; interface; automated-manual
transition; driver monitoring
1. Introduction
The solution to the major problems associated with road traffic seems to lie, at least to a significant
extent, in automated and connected driving. In particular, the automated vehicle endeavours to have
an impact on the high percentage of accidents, with the human factor being the main cause. Thus,
according to statistical studies, two thirds of accidents are due exclusively to human failures while
this factor is present in 90% of accidents [1]. The reasoning behind the advantages of the automated
vehicle starts by eliminating this factor as much as possible. Additionally, congestion problems could
be reduced if better information is available, which is the basis of the connected vehicle. Hence,
breakthroughs in automated driving technologies herald a much safer and highly efficient future for
transportation [2–4].
The idea of an automated vehicle is almost as old as the vehicle itself. Between the late 80s
and the early 90s, a project was developed in Europe that was crucial in terms of establishing the
bases of intelligent vehicles: the PROMETHEUS project (Programme for a European Traffic of Highest
Efficiency and Unprecedented Safety) [5]. In that framework, several automated prototypes were
shown in October 1994 on Highway 1 near Charles-de-Gaulle Airport in Paris. In 1995, a 1600 km trip
was completed from Munich (Germany) to Copenhagen (Denmark), reaching a speed of 175 km/h,
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with 95% of the trip taking place in automated driving mode, under real conditions. A group from the
University of Parma travelled 2000 km in 1996 on Italian highways at an average speed of 90 km/h,
with 94% of the trip taking place in automatic mode. The most noteworthy modern projects were
CyberCars and CyberMove [6] in the 2000s.
Meanwhile, in 1991 the United States Congress urged the Ministry of Transportation to develop
an automated vehicle and an infrastructure suitable for automated driving. The Carnegie Mellon
University Laboratory developed 11 automated vehicles and in 1995 travelled 3000 miles with a vehicle
that drove in automatic mode 98% of the time; in 1997, a demonstration was conducted with 20 vehicles
on I-15 in San Diego. A major milestone was the organization by the Defense Advanced Research
Projects Agency (DARPA) of 3 competitions for automated vehicles without a driver [7]. In the first
race, in 2004 in the Mojave Desert, no car was able to finish the race. In 2005, the winning vehicle
travelled 212 km and was not the only one to reach the finish line. In 2007 the competition moved to
an urban environment, including street crossings.
However, the point at which these vehicles became widely known dates mainly to when Google
announced their development. From that point, numerous initiatives and projects have emerged;
manufacturers are incorporating more and more automation functions in their vehicles. However,
this has highlighted the challenges that must be addressed, not only from a technological point of view.
The most widely used classification system for automated driving was developed by SAE [8] and
includes 5 levels. Up to level 2, monitoring of the environment is left to the driver, although the task is
already shared with the vehicle in level 2. In level 3, the vehicle takes on the task of monitoring the
environment and in level 4 it also oversees the driving itself so that the driver can perform other tasks.
The main difference between levels 4 and 5 is that, in the former, automation is only operative in some
scenarios, so that, at some point, automatic-manual transitions take place with sufficient warning,
whereas in level 5, this automation extends to all scenarios.
Despite the technological progress made in recent years, fully automated driving still faces
several hurdles.
One of the main limitations is that many automated vehicles today only use on-board sensors
to perceive the environment and these may not be robust enough for some driving conditions.
As on-board sensors can only obtain current information about the immediate surroundings, these
automated vehicles often have difficulty reliably anticipating the motion of vehicles close by [9].
Therefore, many disengagement incidents happen when an automated vehicle has to interact with
nearby human-driven vehicles [10]. In order to facilitate the implementation of automated vehicles
in real traffic, it is desirable to introduce beyond-line-of-sight information through cooperative
systems [11–13]. They increase data redundancy for highly automated vehicles [14].
The Cooperative Systems (C-ITS) are based on the generation of safety and efficiency information
in road transport and its diffusion through the use of Vehicle-to-X (V2X) communications networks.
Several C-ITS experiments have been developed, such as [15] and [16], which were mainly focused on
sending traffic information to vehicles using Vehicle-to-Infrastructure (V2I) communications, in such a
way that the same information shown in the variable information panels is presented to the driver
inside the vehicle through a Human Machine Interface (HMI). Also, there are experiments such as
those of [17,18], where there is an exchange of information between some vehicles and others using
vehicle-to-vehicle (V2V) communications services. In this way, the limit of the visual horizon of
the vehicles is overcome and more comprehensive information is obtained regarding the driving
environment with variables that may affect safety.
At present, the European ITS Platform has published the first two sets of cooperative services [19]
that are currently available for deployment and have been named Day 1 and Day 1.5, in reference
to their implementation terms. In this way, within the C-ITS Day 1 services we can find Emergency
vehicle approaching (V2V), Hazardous location notification (V2I), Road works warning (V2I) and
Weather conditions (V2I). Within C-ITS Day 1.5 we find Cooperative collision risk warning (V2V)
and Zone access control for urban areas (V2I). These services have been extended and analysed in
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depth in Reference [20]. This set of services is currently being deployed in projects such as C-ROADS
(https://www.c-roads.eu), where C-ITS corridors are enabled, such as the highway corridor extending
from Rotterdam (Netherlands) via Frankfurt (Germany) to Vienna (Austria).
However, it is clear that automated driving in the strict sense, at an SAE-3 or higher automation
level [8], does not make sense if cooperative and connectivity components are not incorporated within
the ego-vehicle, since the horizon limitations of visual sensors on the vehicles means they have the
same limitations as human beings. Thus, a series of projects is currently being developed in the field of
automated and connected driving, such as the MAVEN European projects (http://www.maven-its.eu/)
and AUTOPILOT (http://autopilot-project.eu/).
Connected vehicle technology, such as vehicle-to-infrastructure (V2I) and vehicle-to-vehicle (V2V)
communication, may be able to resolve some of the existing problems resulting from heavy reliance on
a priori information. V2I communication could provide a network for intersections, road signs and
construction signs to transfer important infrastructure information, such as road layout changes, speed
limits and traffic light information to autonomous vehicles [21,22]. Similarly, V2V communication
allows vehicles to share data [23,24]. By integrating V2V and V2I communication with autonomous
vehicle technology, an effective “cooperative driving” network can be established [21,25].
Some scenarios and applications in which cooperative systems can improve autonomous vehicle
operation are cooperative adaptive cruise control (CACC) [26], intersections [27] and platooning [28,29].
Furthermore, they can be used for positioning and updating digital map information with dynamic
data [30]. An example of these early works on their impact is a study on flow control and congestion
management in Automated Highway Systems [31]. More recently, some real test analyses and
simulations have shown that safety and energy efficiency can be significantly improved for the
connected automated vehicle as well as for the neighbouring human-driven vehicles (e.g., [32–34]).
Another relevant issue is the fact that automated driving changes the role of the driver and it
should be considered when a new SAE level is reached [35]. In some of the worst accidents involving
autonomous vehicles the driver was not properly supervising the driving environment or the driving
task. In addition, manufacturers and researchers have not sufficiently addressed how to handle
scenarios in which automated systems fail or cannot manage after drivers have become dependent on
automation. Some studies consider that the attentional state of a driver who has full confidence in a
self-driving system is similar to that of a passenger riding in a vehicle driven by another person [36].
Driver monitoring is becoming crucial as it has been shown that automation aids could lead to
distractions and high reaction times in case of emergency.
Previous research showed that drivers transitioned to dependence on automation after only
15 min of autonomous driving, as evidenced by eye movement, braking preparation behaviour and
arousal level [37,38]. In recent years, some studies have analysed whether drivers can successfully
control vehicles after a system failure based on a range of biometric data [39]. Drivers’ mental workload
is relatively low during the autonomous-driving scenario because they do not experience any stress
from driving. However, drivers’ systolic blood pressure increases because of the transition from
autonomous driving to manual control and because of the mental workload involved in controlling
the vehicle on their own just after using an autonomous-driving system. From the viewpoint of the
brain activity in the left frontal lobe, the data indicates that drivers’ cognition level during autonomous
driving is lower than during manual driving. The eye-gaze data indicate that “mind distraction”
occurs in participants while resuming control after a system failure because their brain activity is
relatively low at that moment. The final results indicate that drivers who depend on autonomous
control systems experience stress upon switching to manual control after a system failure.
The study [40] provides a taxonomy of different forms of autonomous vehicle handover situations.
Scheduled, emergency and non-emergency handovers are covered and system and driver-initiated
handovers are differentiated. Attention is drawn to the fact that the driver is often expected to maintain
situational awareness and is hence legally responsible, whereas the handover situation may make
this difficult or impossible and the driver may not respond appropriately. In this field, academic
Electronics 2018, 7, 228 4 of 18
examinations of transitions are becoming more frequent (e.g., [41,42]) [43] focus on driver skills and
have developed an approach for safe transitions based on characterizing a driver’s skills).
As cited above, eye tracking is one of the commonly used variables to monitor driver behaviour,
studying indicators/variables for mental load assessment and gaze direction [44,45], among other
things. Indexes such as saccadic eye-movements and duration of eye-blinks are useful for evaluating
the attention of drivers while riding in Level 3 autonomous vehicles [36].
One of the most advanced driver assistance systems (ADAS) that compiles data on the driver’s
condition analyses somnolence using the percentage of eye closure (PERCLOS) [46] based on studies
that suggest around 20% of all traffic accidents are related to fatigue [47]. Authors such as [48,49]
evaluate the driver’s condition by recording the face and head in a simulator and in a real vehicle.
Another method to study PERCLOS is to capture biomedical signals instead of images, such as brain,
muscle and cardiovascular activity [50–52].
Other authors argue that a good method to estimate mental workload is brain activity. Some
ocular indexes can show variations in mental activity related to the task being performed, the eye
being an extension of the brain [45]. Cognitive load (also referred to as mental workload) is commonly
defined as the relationship between the cognitive demands placed on a user by a task and the user’s
cognitive resources [53] and can be estimated using performance, physiological and subjective measures.
Pupil dilation [54], heart-rate variability and galvanic skin response are examples of physiological
measures whose changes are related to variations in cognitive load levels [55]. The most popular
eye-movement indices for mapping mental workload are pupil diameter and blink rate, as shown in
the literature [56–58].
Finally, other studies focus on the design of vehicle driver interfaces [59]. Both automated
driving phases as well as transition phases where the driver has to reengage with the driving task
should be considered [60]. Concerning interfaces designed to transmit the road situation to the driver,
haptic signals and vibrotactile stimuli have been studied in a variety of driving applications such as
lane-keeping assistance [61], blind spot warning [62] and rear collision warning systems [63].
In summary, although much progress has been made in introducing automated driving on real
roads, several challenges are still in the research agendas in order to achieve the highest automation
levels in the shortest period of time.
In this paper, two main aids are presented to foster higher levels of vehicle automation. On the
one hand, the architecture of vehicular communications is considered essential for high levels of
automation in order to increase the vehicle’s knowledge of the environment, thereby improving the
range and capabilities of on-board perception sensors. A cooperative corridor along a real road is
presented in order to obtain synergies of both C-ITS and the automated and connected vehicles,
thereby enabling Automated Cooperative Driving. In this way, all the architecture designed to allow
Traffic Management Centers (TMC) to generate C-ITS messages and transmit them to the road via
V2X communications is explained and tested. Likewise, automated vehicles that circulate along this
route have been adapted so that they are able to receive and process the C-ITS information, acting
accordingly in the most appropriate manner possible. In this way, automated vehicles are able to take
advantage of the cooperative environment, deployed and standardized at present, by including in
their guidance systems the information received by this channel, which is managed and generated
from the TMCs. This cooperative architecture follows current standards but uses some specifically
developed communication modules. The main difference with other deployments is the interaction
with autonomous vehicles in order to remotely control driving lane or speed in each scenario and
road stretch.
Additionally, a study is presented on how driver awareness could be assessed when the automated
vehicle should hand back control to the driver and the design of proper interfaces for facilitating this
driver task of taking back vehicle control. This transition is critical for safety because long periods
of inattention to driving tasks could make it difficult to retake control in a short time, especially
when complex manoeuvres are required immediately after this changeover. As previously stated,
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some research has been done and difficulties in achieving correct driver responses have been discussed.
Furthermore, many studies propose variables to assess driver awareness but little work has been
done on proposing methods to foster adequate driver psychophysical conditions in control transitions.
Although there are some simple solutions to performing this control changeover, their efficiency should
be tested with real drivers in order to implement the most reliable ones and thus make sure that drivers
are prepared to take control in a short period of time. Finally, driver behaviour is analysed in specific
scenarios after regaining vehicle control. Specifically, the merging manoeuvre is analysed because of
its complexity and it is a common scenario that could appear after a control changeover.
Both analyses are necessary for achieving SAE level 4 and perhaps they are some of the topics
that are more disruptive in comparison with previous levels
2. C-ITS Development
2.1. C-ITS Architecture
C-ITS architecture has been designed to guarantee the flow of information from the TMCs to
the vehicles and vice versa, using mainly V2I communications. In this way, the TMCs can send the
information provided by the cooperative services to the vehicles, which will inform the driver or carry
out automated actions, depending on whether the vehicles are connected or automated and connected.
The complete value chain of the C-ITS has been developed, with the implementation of all the
elements necessary to connect the TMCs with the vehicles, including the interfaces for the collection of
information from various sources, intelligent processing of the latter and the transmission of C-ITS
messages to the road through different means of communication.
Figure 1 shows the complete architecture where the different functional modules are represented.
In this way, the C-ITS module is integrated within the TMC of the Spanish Traffic Authority (DGT) and
its actions can be manually configured as a further module. Internally, it has an Information Collection
Module that obtains internal data from the TMC (through the DATEX II protocol), as well as from
other public sources, such as municipalities and enforcement services. This collected information
serves as input to the Information Analysis Module, which is able to process it in such a way that it
serves as an input to the decision-making module, the latter being responsible for deciding whether it
is appropriate to generate some type of C-ITS message for the services that are enabled at that moment
and for a geographical area that has Road Side Units (RSU) deployment. This module generates
standardized C-ITS Decentralized Environmental Notification Message (DENM) type messages that
are sent via an ad-hoc protocol to the corresponding Sending type RSUs, which are able to connect with
the TMC via Infrastructure-to-Infrastructure (I2I) communications. These RSUs decode the message
from the control centre and transmit the corresponding DENM packet to the specific geographical
area, either directly or through another RSU operating in Relay mode, using the ETSI ITS G5 protocol,
standardized by the European Telecommunications Standards Institute (ETSI) for Intelligent Transport
Systems (ITS). This message is received by the connected vehicles, either with a driver or driverless,
through their On Board Unit (OBU), which is also connected to the ETSI ITS G5 network.
In this way, the architecture covers all the elements involved, both in the generation of C-ITS
services and in V2X communications, all of which are necessary to enable this type of capability on
the road.
2.2. Deployment at the Test Site
Once the architecture was designed, a deployment of the ETSI ITS G5 communications systems
was carried out on one of the motorways entering the city of Madrid, the A6 motorway, which is part
of the hub of the urban accesses of the TEN-T Atlantic Pan-European corridor. This test site also has a
reversible lane in the centre of the road, which can be opened or closed on demand directly from the
TMC. This lane allows testing without the need to share the road with other vehicles, in order to more
safely validate the developments but it can also be used with open traffic.
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We proceeded with th installation of 18 RSU commu ications modules along a 16-km stretch
of this roa , with a separation of between 500 and 1000 m betwe th m. These modules have
be n distributed according to their capabilities. 3 RSU Sending units with an I2I connection with
the C-ITS control centre and 15 RSU Relay units that act as repeaters of the signal were deployed.
This d loyment allows IT G5 connectivity throughout the section, guaranteeing the reception of the
information by the vehicles that circulate at any point along the road. The RSU Sending communication
modules are from the manufacturer Cohda and the RSU Relay modules are ITS-INSIA [64,65].
These last modules have been specifically developed for this purpose. They are based on an AR9220
chipset that uses the ath9k modified driver to allow 802.11p bands. This card is configured to work in
the 5855–5925 GHz bands. The modules use the Debian “wheezy” operating system, kernel version
3.19.0. The kernel has been configured to allow OCB mode (Outside the Context of a BSS) mode and
the ath9k driver. The module includes the Global Navigation Satellite System NV08C-CSM chipset
(NVC). It is an integrated GLONASS + GPS + GALILEO + SBAS satellite navigation receiver for use in
various applications demanding low cost, low power consumption and uncompromised performance.
Figure 2 shows a Relay RSU and the deployment of a Sending RSU on a variable message panel on
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A complete C-ITS use case has been designed to demonstrate the successful performance of the
architecture. It covers the integration of all subsystems that are part of the value chain of cooperative
services. Thus, it is allowed to activate an incident in the TMC that generates a C-ITS message,
which was received by the test site RSUs and geo-broadcast to all vehicles in the area with an OBU.
Specifically, this message was received by an automated vehicle that performs the appropriate actions
upon receipt of the new information or hands back control to the driver.
2.3. Automated and Connected Vehicles
To carry out the validation of the architecture, 2 connected vehicles were used, one manually
driven and the other driverless. The connected vehicle is a Peugeot 307, equipped with a Cohda OBU
connected to a tablet with a user interface that generates audible and visual warnings based on the
information and alerts generated by the C-ITS service (Figure 3).
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ean hile, to validate the architecture in driverless vehicles, an automated vehicle provided by
INSIA was used. All its actuators (accelerator, brake and steering) are automated and are controlled by
a low-level layer that is capable of receiving orders from a high-level guidance system. The care is
based on the Mitsubishi iMIEV platform (Figure 4) [66].
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This system receives the information provided by the on-board sensors and processes them,
together with the information from an HD digital map, in order to generate driving behaviour similar
to that of humans. This vehicle is equipped with a high-precision GPS/Galileo receiver, an inertial
unit (INS) for positioning, a Mobileye perception system for obstacle detection, road lines and traffic
signals and a Velodyne Lidar system for obstacle detection. Additionally, ITS-INSIA V2X OBU was
added for the reception of C-ITS messages.
Likewise, the guidance system was expanded with a C-ITS information processing module,
which is capable of both interpreting the information received through V2X and processing it to
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adapt the behaviour of the vehicle while performing automated guidance. 2 main scenarios were
tested: (1) Automated vehicle speed adaptation as it received a new target via C-ITS communications;
(2) Automated lane change when a C-ITS message informs the vehicle that a lane is closed some
distance ahead. In both cases, the automated vehicle supervised the environment using the on-board
sensors and performed the manoeuvre safely.
3. Transition between Automated and Manual Driving Modes
Although up to automation level 2 the driver is responsible for the driving task and in level 3 he
retains responsibility for supervision of this task or the environment, in level 4 the vehicle is responsible
for these tasks so that the driver can perform other activities. However, unlike level 5, at level 4 the
vehicle may return control to the driver. Therefore, it is necessary to establish methods to facilitate a
safe transition as quickly as possible. To do this, the driver’s activation level must be analysed and the
driver must be able to take back the driving task. It is usually verified that a driver is awake attending
to a motion measure, for example, by pressing a button on the vehicle. However, this action may not
be reliable enough to indicate that the driver is ready to drive safely so other additional measures are
proposed and tested.
3.1. Study Approach
The aim is to evaluate drivers’ alertness in a semi-automated driving simulation situation.
The tests were carried out in a driving simulator, with one large screen where the driving scenario is
projected and a driving position with steering wheel and pedals, as shown in Reference [67]. Different
measures were used to check the efficiency and suitability of the handback of the driving task to the
driver, that is, when the driving goes from being automated to manual. The experiment was carried
out by 21 participants (8 were men and 13 women), with an average age of 23.95 years (SD = 5.72) and
an average of five years of driving experience (SD = 5.11). All of them were drivers with normal vision
or normal vision corrected. In order to evaluate participants’ activation level, an ocular registration
system was used. The Model 504 Ocular system log (ASL, Billerica, MA, USA) is a remote unobtrusive
eye tracking system designed to measure the diameter of the pupil and coordinate where the user
is looking. The eye movement camera launches an infrared beam. Through the reflection of the
pupil and cornea, it determines where the subject is looking. The vertical and horizontal position
of the eye, pupil diameter and 16-bit external data were recorded at a frequency of 50 Hz. Along
with these eye movement data, the system returns an image of the subject’s field of vision and their
glance superimposed by a cursor in real time. The system has an accuracy of 0.5◦ of visual angle.
In addition, a steering wheel and pedals connected to the system were used to study the driver’s
behaviour. A unidirectional microphone was used as a vocal key when recording the response time to
the cognitive task. Figure 5 shows the laboratory with the simulator and the equipment used.Electronics 2018, 7, x FOR PEER REVIEW  9 of 19 
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Three tasks performed by the participant to verify their activation level: (1) motor task: press
a button; (2) fast and simple cognitive task, which could be arithmetical or verbal (perform an
addition/subtraction or read a word); (3) execution task in driving (braking before a STOP signal that
appears after the participant starts the simulated driving).
The different variables used to measure participants’ activation levels were: (1) Time it takes to fix
the eye on the road when listening to an audible warning (in ms); (2) Reaction time for the motor task
(in ms); (3) Reaction time for the cognitive task (in ms); (4) Size of the pupil (in pixels) and (5) Time it
takes to brake when the stop sign appears on the road (in ms).
The size of the pupil was recorded from the beginning of the cognitive task to ensure sufficient
time for the pupil to accommodate to the light (until the sound signal ends, 2000 ms) and until the
appearance of the stop sign, measured as the moment at which the screen illumination changes.
Two situations of driver activation (initial conditions) to which the participants were induced
were established before each trial to achieve their distraction: situation of cognitive activation (reading
or being distracted with their smartphone) or relaxation (with their eyes closed in a comfortable
position). Each type of prior activation situation was combined with the two types of cognitive task,
prior to taking control of driving: verbal (reading a projected word on the screen) and arithmetical
(performing a simple addition or subtraction), leading to four experimental conditions in a repeated
measures design. Each participant performed four trials, one per experimental condition. The order of
appearance of the different conditions or types of trial was balanced across participants.
In the experimental process, after 5 min on average (randomized between 1 and 9) a warning
is presented indicating that the participant must begin the driving task. After this stimulus,
each participant performs two tasks to check their activation level (press the button and solve the
cognitive task aloud). The word, addition or subtraction that appeared in each trial is randomly
selected from a set of 72 different stimuli for each type of task. After a period of driving in the
simulator, a stop sign appears before which the driver must react. Table 1 shows the sequence of the
driver’s tasks.
Table 1. Driver tasks.
Task Time Interval (min)







The test results were as follows:
• For the variable Time that it takes to fix the gaze in the area of interest for driving, a means difference
contrast was made. There is an effect of the activation situation, in the sense that it takes longer to
look when the participant is relaxed with his eyes closed (1071 ms) than when he is distracted by
the mobile (881 ms), t16 = 2.602, p = 0.019, d = 0.48.
• For the variable Size of the pupil, an ANOVA of repeated measures 2 × 2 × 2 was performed
(Activation situation × Type of cognitive task × Experimental moment). An effect of the
experimental moment was found, with F (1, 8) = 27.09, p = 0.001, partial η2 = 0.77. When the
participant was solving the cognitive task, his pupil diameter was greater than during driving
(average values of 35.3 and 31.1 pixels, respectively). No differences were found either by
activation situation or by type of task. These results seem to indicate that both cognitive tasks
(verbal vs. arithmetical) entailed the same cognitive load for the participant. The results can be
seen in Table 2.
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• For the Reaction Time to press the button, a comparison of related means is also made and
statistically significant differences are found for the Activation Situation factor, with t20 = −2066,
p =0.05, d = 0.4. When a participant is in a situation of activation, reading or distracted with his
smartphone, his reaction time to this task is greater than if he is in a relaxed situation, (1492 ms
vs. 1306 ms), that is, responding on average almost 200 ms later. One possible explanation for
this result is that the reaction time is longer because you take your mobile phone in your hand
before answering.
• For the variables Reaction time for the cognitive task and Reaction time to the stop signal,
an ANOVA of repeated measures 2 × 2 is performed. Regarding the Reaction time for the cognitive
task, no effects or Situation are found of activation or the type of cognitive task on the reaction
time. However, when the situation is reading, there seem to be indications that the answer to the
arithmetical versus the verbal task is slower (2197 vs. 1599 ms, respectively, d = 0.7).
• There are also no statistically significant differences for the two effects studied on the reaction time
to the stop sign; however, and in the same way, if participants had been in an activation situation
and had performed an arithmetical task they took on average 198 ms more to brake before the
stop sign than those who had also been in an activation situation but had read a word (d = 0.38).






Driving baseline: 31.1 pixels.
3.3. Discussion
According to the results obtained, the time it takes for a participant to press a button after an
audible warning that he must take control of the vehicle is greater when he is distracted reading his
smartphone than when he is relaxed, with his eyes closed. However, the time it takes to attend to the
driving screen is greater when he is in a relaxed situation compared to the situation of prior activation
or cognitive distraction. Both situations are equally plausible in a semi-automated real driving scenario.
Probably, it is interfering with the fact that the driver must first release his cell phone to perform the
motor task. This result could be easily extrapolated to reading a book, talking on the mobile phone
and so forth. However, he seems to respond faster to the road when he is previously in an activation
situation. This result highlights the need to complement a motor measurement (e.g.: pressing a button)
with an eye-type measurement.
In addition, pupil dilation has been sensitive to changes in cognitive load, as reflected in the
results when the participant performs a cognitive task before a driving simulation. A system of ocular
recording must detect that the driver looks at the road in time and the change in his pupil dilation
when he also performs a cognitive task.
Two types of cognitive tasks have been tested, with the intention of keeping their load equal and
low. The results in the diameter of the pupil do not allow us to draw the conclusion that one task
reflects more workload than the other. However, being distracted or in a situation of prior activation
can interfere with the arithmetical task in two ways: (1) it takes longer to respond to the task itself of
evaluating the activation if it is arithmetical (longer reaction time to the cognitive arithmetical task
versus a verbal one) and (2) it seems that in these circumstances driving performance is also affected
(greater average reaction time to the stop signal when the driver was in a situation of prior activation
and performed an arithmetical task). For these reasons, the verbal task of reading a word is selected
against the task of performing an arithmetical calculation to assess drivers’ level of alertness.
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4. Driver Behaviour during a Safe-Critical Manoeuvre When Regaining Vehicle Control
Finally, after regaining control of the vehicle, the driver may have to manage a situation that
requires a higher than usual attentional load, such as merging into another lane or changing speed.
In this regard, whether in fact, such situations cause greater cognitive load is evaluated, so some
assistance system might be advisable.
More specifically, the manoeuvre of merging to a different road or lane becomes a conflict situation,
even more so when it takes place in high-density traffic, where the driver must recalculate and adapt
their position and speed in a constant way, taking into account not only the features of the road but
also considering the position and speed of the surrounding vehicles.
A detailed study of ocular behaviour in several subjects in driving situations has been conducted
with the aim of proposing an interface for a driver assistance system, thus facilitating merging into
traffic using intervehicular communications. The driver’s ocular responses to stimuli have been
recorded and subsequently analysed through an eye-tracking system to design an adaptable interface
to assist them with the merge.
The final purpose of the research is to analyse human factor variables that would correlate to
driver workload.
4.1. Study Approach
The test group comprised 8 subjects, of similar age and driving experience, extracted from the
previous sample. Subjects drove on routes located in the south-eastern district of Madrid, where they
performed merging on both sides of the vehicle. Data on 10–20 merging manoeuvres were collected on
both sides of the road for each driver in the tests.
For the tests carried out, a vehicle was instrumented in order to capture the data from the subjects.
Participants used their own cars for the tests performed, to make driving manoeuvres more natural.
The on-board computer used for logging data in these tests was a i7-6700U with 8 GB RAM and using
GNU/Linux.
The subjects were fitted with a Tobii Pro Glasses 2 (Figure 6), a state-of-the-art eye tracking device
consisting of a pair of glasses and a software controller installed in a CPU unit. It is designed to capture
natural viewing behaviour in any real-world environment while ensuring outstanding eye tracking
robustness and accuracy. The glasses were provided with 2 IR sensors and 2 cameras in each eye,
which enabled gaze and pupil data to be obtained; in addition, a camera placed in the centre and facing
to the front recorded a video of the scene. The gaze sampling frequency is between 50 and 100 Hz
and it has automatic parallax compensation. The system involves 4 eye cameras, a gyroscope and an
accelerometer. The main advantages are the fact that the system is unrestrained and unobtrusive, it is
capable of robust tracking with a wide cross section of the population and it is easy to use without
needing extensive training.
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The dark pupil detection method is used to detect the pupil, extracting the diameter from the
shaded area. At the beginning of the recording, a prior calibration of the subject’s gaze is needed
through a target provided by the software manufacturers.
A ROS-based package connected to the Tobii glasses is running during the whole experiment,
gathering, transforming and publishing data. A logging process then stores it for further analysis.
The data stored along with their description and units are summarized in Table 3.
Table 3. Captured variables with the Eye Tracking glasses.
Variables Description Units
Gaze direction Gazing direction for both eyes. millimetre
Gaze position Gaze position within the boundaries of therecording frame.
Up-left [0, 0] to
bottom-right [1, 1]
Gaze position 3D Where the pupil is located in 3D. millimetre
Pupil diameter
(Left and right)
Two variables with the diameter of each left
and right pupil. millimetre
Pupil centre
(Left and right)
Two variables with the centre position for
each left and right pupil. millimetre
Gyroscope The angular speed on each of the three axes. millimetre
Video The video recorded. fps
Sampling rate 50 Hz
The glasses are connected to the embedded computer via an Ethernet cable. The transmission
protocol is the one provided by Tobii [68], which works over UDP.
The image is segmented in Areas of interest (AOI) to analyse three variables: the total number of
fixings per area, the duration of the first fixation and the area where it was made and the total duration
of the fixation in the different areas. The areas are centre lane, right lane, left lane, right rear-view
mirror, left rear-view mirror and centre mirror.
4.2. Results
Pupil diameter and fixation duration were the variables chosen to study the mental load in
merging situations, defined as merging time from the first second when the driver fixes his gaze on the
rear-view mirror until he has fully entered the main road. Figure 7 shows an example of the evolution
of eye fixation during a merging manoeuvre and a heat map of the gaze direction. The baseline of
the subject is extracted, taking into account a resting situation where the activity of the eye does not
perceive any external stimulus.Electronics 2018, 7, x FOR PEER REVIEW  13 of 19 
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The following variables are statistically compared between areas of interest in relation to the
baseline during normal driving conditions: (1) total duration of fixations; (2) total number of fixations;
(3) duration of the first fixation. Table 4 shows the results obtained.
Table 4. Gaze direction comparison during merging manoeuvre with baseline.
Are Differences Significant?
Area of Interest Total Duration Fixations Number Duration of First Fixation
Lane Yes (baseline higher) No Yes (baseline lower)
Left lane No No Yes (baseline lower)
Left rear screen Yes (baseline lower) Yes (baseline lower) Yes (baseline lower)
Vehicle No No No
In general, the value of the total duration and the number of fixations in the lane is greater in the
base rate, since the driver focuses his attention on the lane and does not have to change attention focus
in order to change. On the other hand, the value in the total duration and the number of fixations in
the left mirror is greater during the merging manoeuvre because the driver has to pay attention to it in
order to carry it out successfully.
Similarly, during the merging manoeuvre, the total number of fixations and the total duration
between different areas of interest are calculated. Table 5 shows the results. The only significant
coincidence between areas of interest is that quantitatively the driver looks more (both in length
and number) in the left mirror than at the car when merging, because it is necessary to attend to the
information provided by the mirror to perform the manoeuvre successfully.
Table 5. Gaze direction comparison between areas of interest during merging manoeuvre.
Are Differences Significant?
Area of interest Total duration Fixations number
Lane- Left lane Yes (Lane > Left lane) No
Lane- Left rear screen No No
Lane-Vehicle Yes (Lane > Vehicle) Yes (Lane > Vehicle)
Left lane- Left rear screen No Yes (Left lane < Left rear screen)
Left lane-Vehicle No Yes (Left lane > Vehicle)
Left rear screen-Vehicle Yes (Left rear screen > Vehicle) Yes (Left rear screen > Vehicle)
In addition, each eye pupil diameter is presented in Table 6.
Table 6. Pupil average diameters in merge situations and baseline.
Drivers
Average Pupil Diameter (mm)
Merging Scenario Baseline Scenario
Left Eye Right Eye Left Eye Right Eye
A 2.7116 2.7000 2.6261 2.5709
B 1.8747 1.8254 1.8866 1.8759
C 2.4157 2.3367 2.3192 2.2646
D 2.4898 2.5596 2.4603 2.4523
E 3.4948 3.4692 2.4089 2.4337
F 2.4801 2.4552 2.2878 2.2364
G 2.0994 2.0931 1.9586 1.9615
H 1.8746 1.8499 1.8318 1.7699
Drivers’ pupil diameters showed sensitivity in merging situations, the value increasing in relation
to baseline. Drivers had to examine a changing situation where a decision had to be made quickly.
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The results also indicate that the cognitive load in this situation rises due to the risk of the manoeuvre
and the large volume of information, as is shown in other studies [69].
A Wilcoxon signed-rank test to paired-samples data was carried out to verify that statistically
there are significant differences between both pupil dilations in both eyes. This test has been considered
taking into account that the small size of the sample does not make it possible to determine whether
the sample comes from a population with normal distribution. This test could be considered the
equivalent of the t-test for paired-samples but operates with ranges instead of means.
A significant difference is found for the dilation of the right pupil between the baseline situation
and merging situation, according to the variables obtained from the Wilcoxon test Z and p, which gave
values of Z = −2.38 and p = 0.016 respectively. These significant differences are also found for the
dilation of the left pupil (Z = −2.1, p = 0.036). These results show that there are significant differences
between the two conditions, in the sense that the pupil is more dilated during merging than during
baseline conditions.
4.3. Discussion
Pupil diameter is considered sensitive to highway merging situations. It has been observed that
pupils experience more dilation in a merging environment than in a resting situation. The diameter is
inferior than for the baseline in both eyes, with this being related to driver cognitive load.
Regarding fixation duration, although in a merging situation it would seem that brain speed
would be reflected in a decrease in reaction times, this condition is not fulfilled. Looking in the
mirrors during the merging manoeuvre, the eye absorbs all the stimuli that can provide the necessary
information for decision making in the shortest time possible; however, in the results obtained no
evidence has been found for this hypothesis.
Finally, after analysing the heat maps of each of the merging situations of the different tests,
a remarkably hot zone in both the left and right sides of the rear-view mirror was observed. When the
subjects performed the merging manoeuvre, a large percentage of their fixations were located on the
upper-inner part of the mirror in more than half of the tests conducted, as shown in Figure 7.
5. Conclusions
In this paper, two major issues regarding increasing road vehicle automation levels are tackled.
First of all, the use of cooperative systems to provide the vehicle with a wider information horizon
so that it can take decisions in advance. The definition, implementation and deployment of a C-ITS
architecture for automated and/or connected vehicles on a real road have been presented, which allows
automated driving to be compatible with the generation of C-ITS messages from traffic management
centres. In this way, all the components that are part of the C-ITS value chain have been implemented
and have been applied to the automated and connected vehicle scope. In order to carry out the
validation of this architecture, modifications have been made to the guidance system of one of INSIA’s
automated vehicles, providing it with a module for the interpretation of C-ITS DENM messages that
will be received from an ITS G5 OBU installed in the vehicle itself. This setup was validated in a real
deployment on the A6 motorway in Madrid by means of a notification of public works on the road
issued from the DGT TMC and the response to this incidence of the automated vehicle was analysed.
The satisfactory results of this validation have shown that it is possible to achieve a convergence
between the C-ITS and connected and automated driving, extending the capabilities of automated
and cooperative driving since it is able to respond to the incidents reported by the TMCs in a similar
way as human drivers do, in many cases being more efficient. From the point of view of the TMCs,
the result of the project is a great step forward since it allows the capacities of its C-ITS to be extended,
addressing not only connected but also manually driven vehicles.
Secondly, when the vehicle is in an area in which automated driving is not allowed or the vehicle
expects that a situation that it cannot manage is approaching, vehicle control should be transferred
back to the driver. In this scenario, the driver should demonstrate that he is alert and in good condition
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for taking back control. Although some solutions consider only a minor input (pressing a button,
for‘example), they might be ineffective because they do not guarantee the proper attention level.
For this reason, some alternatives are proposed and, finally, our research concludes that the verbal
task of reading a word is better than performing an arithmetical calculation to assess driver alertness.
In any event, the best solution involves both a motion action and a verbal answer to ensure the driver
is in a mental activation state. It should be noted that driver samples are quite small due to practical
limitations and this limits extrapolation of these numerical results. However, the statistical analysis
has been designed to assess whether or not the differences are significant. The tendencies and general
decisions presented in our final results could thus be accepted.
Finally, after taking back vehicle control, some complex scenarios (mainly, changing lanes or
merging with another road) may need additional assistance. In fact, such situations cause greater
cognitive load and drivers encounter difficulties in capturing all the relevant information, as some
results show, making some assistance system advisable. These systems would facilitate decision
making and manoeuvres, making manual driving safer and more comfortable. Their importance
increases as this safe-critical manoeuvre must be performed just after regaining vehicle control and
the driver may not be completely involved in the task (even when his attention has been supervised).
As future research, the proposal and testing of an assistance system for safe merging based on V2V
communications and the design of a Human Machine Interfaces (HMI) is being carried out, based on the
results presented in this paper (HMI location, addition workload, etc.). Furthermore, the cooperative
architecture described allows information exchange between vehicles in order to advise drivers on the
best way to perform the merging manoeuvre.
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