Convergence with Hilbert's space filling curve  by Butz, Arthur R.
JOURNAL OF COMPUTER AND SYSTEM SCIENCES: 3, 128--146 (1969) 
Convergence with Hilbert's Space Filling Curve* 
ARTHCR R. BUTZ 
Department of Electrical Engineering, Northwestern University, Evanston, lllinois 60201 
Received February 22, 1968 
ABSTRACT 
The  subject of this paper is a means  of converging to a set of numbers  in certain 
mathematical  programming problems where a conventional p rogramming method 
is not possible. The  space filling curve is shown to provide a tool for doing this. An 
algorithm for generating such a curve is presented; the resulting space filling curve is 
a generalization of a mapping which Hi lbert gave for the unit square only, in geometric 
form only. The  following topics are discussed: convergence to solutions of systems 
of equalities or inequalities, convergence to minima, the advantages of the present 
space filling curve over other known space filling curves, some experimental  results, 
and the relation between these methods and the standard methods of mathematical  
programming.  
INTRODUCTION 
The notion of using "space filling curves" to solve certain problems in mathematical 
programming was previously diseussed [1]. The space filling curve used in [1] was 
a straightforward extension of Peano's mapping and required ternary representation f 
quantities. Here a binary based space filling curve is presented and its most significant 
properties are studied. The following topics are also discussed: convergence tosolutions 
of systems of equalities or inequalities, convergence to minima, the advantages of 
the present space filling curve over other known space filling curves, some experimental 
results, and the relation between these methods and the standard methods of mathe- 
matical programming. 
CONVERGENCE 
f (x )  is a real valued function of the n vector x, defined on the unit hypercube U~; 
x~Un,x  =(x l ,x~ .... , x . ) ,0<x s ~< l. The (possibly empty) set 
X = {x [ x ~ U,~, f (x)  <~ 0}, 
* This  research was supported in part by National Science Foundat ion Grant  No. GK-1540 
to Northwestern University. 
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and its complement is
X = {x ! x ~ (~ , f (x )  >0}.  
It is desired to converge to a member of X if that set is non-empty and, if it is empty, 
to determine this fact in finite time. The only restrictions on f are on the set X: 
Assumptions. For all x' E A ~, 
0 <h(x ' )  <~f(x')  <~ K(x' )  inf :x -- x' IIq (1) 
wherefe is continuous on X, and not necessarily known, and K is a known function 
(not necessarily continuous) defined on X and known to satisfy 
0 < K(x ' )  ~<L < oo. (2) 
These assumptions imply that X is a closed set. 
The device that permits olution of the stated problem under these conditions is the 
"space filling curve". Let R = {r I 0 ~ r ~ 1} be the unit interval and let h~ : R ~ Un 
be onto and continuous. The existence of functions h2 mapping the unit interval onto 
the unit square continuously was demonstrated by Peano and Hilbert in the nineteenth 
century; they are continuous, nondifferentiable functions and are discussed by 
Hobson [2]. It has been shown in [1] that such mappings may have the property of 
relating increments in R to increments in U~ thus: 
II •x IIq <~ MI  Ar 11/~. (3) 
THEOREM. I f  the sequence {r i, x~}, where r ~ =: 0 and x ~ - -  hn(r i) is defined by 
It 
' f(o,d) ~ 0 r i ~1 = (4) 
min [1, ri + ( f (x ' )  " 9 MK(x0 ) ]  f(x') > 0 
then i f  X is non-empty, x~ ~ ~, where ~ ~ X.  l f  X is empty then r i == I for  finite i and 
f(h,( l))  > O. 
Proof. All x ----- h~(r) such that H ~ r < r i§ are outside X since, if x ~ X 
f (x  ~) ~ K(x~)li x - -  x i iiq ~ K(xi)  M( r  - -  ri) 1In < g(x  i) M( r  i+1 - -  H) x/~ <~f(x~). 
Consequently, for any i, h~(r) ~ X for all r < r i. This fact is not only crucial to this 
proof but is the key to the understanding of the method; the method may be termed 
"implicitly exhaustive search" since it operates by implicitly accounting for every 
point in U~ without making computations ateach point. 
To continue the proof, observe that the sequence is clearly monotone nondecreasing 
in R and therefore converges, r i --~ f. Assume first that X is not empty; it will be 
shown that h,,(f) E X. (i) If H = r i+1 for some i, then either H < 1 or r i = 1. In the 
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former case, by the algorithm, f (x  i) <~ 0, so h~(r i) ~ X and r / = r s = r for all s > i. 
In the latter case, by the above noted fact, hn(r)~ X for all r < 1. Since X is not 
empty and h~ is onto, then, we must have hn(1) 6X ,  and r i == r '  = f = 1 for all 
s > i. (ii) If r i < r i~1 for all i, then h,(r i) ~ X for all i. Let S be the set {f, r l ,  r~ ,...}; 
if it were true that hn(r E X, then the continuous functionfc(h,(r)) would be positive 
for each r ~ S; since S is compact, fc(h,(r)) would then have a positive minimum/z 
on S, so that for all i 
r i~4-  r i -~ ( f (x  i) )n tz ,n 
This contradicts the convergence of the sequence {ri}. 
Assume finally that X is empty. In this case, it is not possible that r ~ < r TM for 
all i, since the argument of (ii) shows that in such a case h,~(f) ~ X. Hence r i = r i+t 
for some i. By the algorithm, it is not possible that r i < I, so r i - -  1 and the Theorem 
is proved. 
The interpretation that (4) calls for passing through the spaces R and U~ at a rate 
proportional to fn  is also clear. However, even i f f  ~ were assumed continuous with 
a uniform Lipschitz condition on U n , a straightforward differential equation inter- 
pretation of (4) could not be made due to (3) not implying a Lipschitz condition for 
f'~(hn(r)) on R. Since the only conceivable means of generating hn is on a digital 
computer, the discrete time form (4) is entirely satisfactory and a continuous time 
interpretation of (4) would be practically useless. 
To solve a system of inequalities 
~(x) ~0 j=  1 ,2 , . . .N  and x~U,~ 
define 
f(x) = max [h(x)] 
and apply (4). To solve a system of equations 
fj(x) =0 j -~  1,2 .... N and x6U,  
define 
f(x) -~ max [i, f~(x)!] 
and apply (4). To find an approximate minimum of continuous f (x)  for x ~ U,~, 
specify a tolerance T > 0 and in place of (4) use 
r TM -~r i + ( f (x  i) _f (y i~i )_[_  T.)n (5) 
MK 
ly; :(x,> y i+ l= 
f(x') < f(y ' ) ,  (6) 
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where r ~ = 0, x i ---- h~(ri), y0 --  x o. The condition (1) is replaced here by the assumed 
condition that for any x and x' in Un 
I f (x)  - - f (x ' ) [  ~< KI! x - -  x' lia. 
After a finite number of iterations, r will assume a value ~ 1; the value o fy  at this 
time will be such that f (y )  does not differ from the minimum off ,  over U,,, by more 
than T. 
HILBERT'S SPACE FILLING CURVE 
Hilbert's curve for the mapping from R onto U 2 is obtained by taking a limit of 
the sequence of curves shown in Fig. 1. Hilbert gave the mapping only in the 
geometric form shown. Here analytic forms for n dimensional versions of such curves 
are presented. 
(Q) 
I I 
L_I 
] I  
(b) 
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FIG. 1. Hilbert's geometric construction of a space filling curve. 
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In place of L~ the discrete space Rn m is considered, consisting of vectors a ~ R~ ~. 
The vector a replaces x; it has n components ax , a 2 ,..., an and each component may 
take on the 2 m values 0, 2 -m, 2 -'*~1, 2 -'n4l -~- 2-'n,..., 1 - -  2 -m, i.e., each aj is repre- 
sentable as an m bit binary number 
glj = .o:jlo~i 2 "'" o~j m. 
The space Rn m hence consists of 2 N points, where N = ran.  
In place of the space R, we take the space R1 N, also consisting of 2 tr points. The  
elements of RI N are designated r; r may take on the values 0, 2-N,..., 1 - -  2 -N, i.e., 
r is expressible as an N bit binary number  
r = .pllp2 x "'" pnlpl 2 "'" pn2px 3 "'" pnm. 
We use the notation p~ to stand for the n bits with superscript i:
pi  = p l ip2 i  . . .  pn  ~. 
For  each pi we define a "pr incipal  posit ion",  which is the last position in pl such 
that p i ~ p i, i.e., if pn i = l, the pr incipal  position corresponds to the last zero, 
and vice versa. I f  all bits in p~ are equal, the principal position is the nth. For  example, 
if n = 5, then the principal positions are circled in the following four examples: 
1 1 1 1 @ 
1 @ 1 . 1  1 
o o o 
o o o o |  
Now the fol lowing entities are defined: 
j i :  a number  between 1 and n, equal to the subscript of the principal position of p~. 
In the preceding four examples, the values of J i  are 5, 2, 4, and 5. 
of: an n bit word, such that o 1' 0/-1 @ Pl', o~' Pa' @ P2 ~, ~ P2' @ i ~--- ~ = P3  , ' " ,  
9 i %'= Pn-1 @ Pn i, where @ stands for the exclusive - -  or operation; 0 @ 0 = 
l @ 1 =0,0@ 1 = 1 @0= l. Noteo l  1 =p l  1. 
ri: an n bit word, obtained from a ~ by complementing o i in the first position and 
then in the (n - -  J / -x + l)th position. Note ~.1 = al. 
.}i: an n bit word, obtained by shifting r / r ight circular a number  of positions equal to 
( J ,  - 1) + (./2 - 1) + "-  + (J,-x - 1). 
Note r = r l  = o.1. 
~/: an n bit word, where a 1 = ~1 and ~i = ai-1 @ ~i for i > I. Here @ indicates 
the exclusive - -  or operation on corresponding bits. 
The mapping H~m: RxN-+ R ,  'n is then defined by taking a~ = .asla~ 2 "'" a~=. 
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Note that t ln  m is onto, since for m < ~ all of the above operations may be reversed 
and we may calculate r from a. 
If  m = o% Hn ~~ is a continuous mapping h,; this is shown below, where the quasi- 
cont inuity of Hnm(r)  is studied. An aspect of the construction of the cr ~ from the pi 
should be pointed out here. Let the string of mn = N bits o a, o~,..., am be designated 
by s and temporari ly regard r as an N bit nonnegative integer which may assume the 
values 0, 1, 2,..., 2 N - -  1. I f  one is added to or subtracted from any particular value 
of  r, the corresponding s changes in one position only, i.e., s is a "Gray code" for r. 
The foregoing definitions are il lustrated in the following example, where n = 5, 
m = 4, and r : .I0011111110010101100. 
p~ 1 O011 I 1111 
J~ 3 5 
a i 1 1 0 1 0 00000 
r ~ 11010 10100 
~ 1 1010 00  1 0 1 
a~ 1 1 0 1 0 1 1 1 1 1 
a I = .1100 
a z = .1100 
a z = .0110 
a 4 = .1100 
a s = .0100 
00101 01100 
4 3 
10111 11010 
10111 00010 
11011 00100 
00100 00000 
CONTINUITY OF THE MAPPING 
Most'of the relevant properties of Hn m follow easily from the fact that any increment 
of  2 -~t in r produces an increment of 2 -'~ in one of the a t and leaves the other n - -  1 
components of a unchanged. For example, let m = 4, n = 5, and take 
p~ 01101 11111 11111 11111 
4 5 5 5 
~ 01011 00000 00000 00000 
~i 0 1 0 1 1 1 1000 00000 00000 
~ 0 1 0 1 1 000  1 1 00000 00000 
~i 01011 01000 01000 01000 
a 1 ~ .0000 
a2=. l l l l  
a 3 ~ .0000 
a ,~.1000 
as=.1000 
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Now let 2 -20 be added to r: 
pi O l  110  
J~ 4 
o ~ 01001 
~.i 01001 
"~* O lOO1 
a ~ 01001 
000 
5 
000  
110 
000 
010 
al  
a2 
a 3 
a4 
a5 
00 
00  
00  
11 
10 
- - -  .0000 
.1111 
--~- .0000 
= .0111 
= .1000 
00000 
5 
00000 
00000 
00000 
01010 
00000 
5 
00000 
00000 
00000 
01010 
As another example take: 
p~ 01000 
Ji 2 
o i O1100 
~.i O1100 
~i 01100 
~i O1100 
111 
5 
100  
0001 
0000 
0110 
a l  - -  
a z 
a a ~.  
a 4 
a 5 
11 
00  
0 
1 
1 
.0000 
.1111 
.1111 
.0000 
.0111 
11111 
5 
00000 
00000 
00000 
01101 
11111 
5 
00000 
00000 
00000 
01101 
Now let 2 -20 be added to r: 
pi 01001 
L 4 
o ~ 01101 
~i 01101 
~ 01101 
~ 01101 
000 
5 
100  
010 
000 
01  1 
a l  
a 2 
as 
an. 
as 
00 
00  
00  
01  
00  
~ .0000 
- -  ,1111 
.1111 
~ ,0000 
= .1000 
00000 
5 
00000 
00000 
00000 
01100 
00000 
5 
00000 
00000 
00000 
01100 
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To show that it is always the case that an increment of 2 -N in r produces an increment 
of 2 -m in only one of the a~ and leaves the others unchanged, it is necessary to consider 
in detail only situations uch as just illustrated; there is a zero in pa which is the last 
zero in the binary representation f r (pi consists entirely of ones for all i > 1) and a 
quantity 2 -N is added to r. 
It is obvious by examining the examples that ~ := cJ~ t for all i > 1 both before 
and after incrementing r, so attention may be confined to ~x and a2. 
Consider the case p l = 1 before 2 -N is added to r. Since pl has a zero, Jx :/~ n, 
so r 2 has ones in the first and (n -- J1 + l)th positions only; hence ?2 has ones in the 
Jxth and nth positions only. Consequently a2 differs from al in the Jlth and nth 
positions only. Hence 
aj = .T j l f j  1 " ' "  Tj 1 
aj : .rjl.?~  ....?1 
where the bar stands for complemcntation. 
J@J1  or n 
(7) 
J=L  or n 
When 2 -N is added to r, J1 does not change, ~r 1 and r I change in the Jlth position 
only, and .?2 is unchanged. Hence (7) still holds, but TSl is the complement of what 
it was before the increment. Hence aj~ increments by 2 - "  and the other components 
are unchanged. 
Consider the case p l == 0 before 2 -N is added to r. 0 2 has a one in the first position 
only, so r 2 has a one in the (n -- J1 + l)th position only; hence .?2 has a one in the 
nth position only. Consequently cJ differs from ~1 in the nth position only. Hence 
a j  = .Tj l"r j  I " ' "  "rj 1 j 5& rt 
(s) 
a n = .Tn l?n  1 . . . . ?n  1 
When 2 -N is added to r, el and r 1 change in the nth position only and, despite a 
change in J1, .?2 is unchanged. Hence (8) still holds, but zn I has been complemented. 
Consequently a n increments by 2 -m and the other components are unchanged. 
In the general case, the last zero in the binary representation of r may occur in any 
pi, but the preceding examination shows that one component of a increments by 2 -• 
and the others are left unchanged since, if the last zero occurs in pi, i > 1, all pi' 
for i' < i are unchanged in the addition of 2 -N, and contribute to all ~i-, i" ~> i, 
only a uniform shift and uniform complementations. 
The quasi-continuity of the mapping may be studied using the preceding property 
to derive bounds for increments in a, Aa, for general increments in r, Ar. Take any 
r ~R1 N, let a = Itn"(r ). Take a pair, i, j, 1 ~< i ~< m, I ~<j ~< n, and consider an 
increment Ar where 
0 <~Ar <~2 -k k=n( i - -  1)+j .  
Let a + Aa = tI.m(r q- Ar). 
571/3 /2 -2  
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I f  Ar <Z 2 -~ and there is no carry to the i, j position in the addit ion of Ar to r, 
then only the last N - -  k bits of r may change. Consequently, j components of a 
increment by an amount  ~< 2 - i  - -  2 -'~ and the remaining n - -  j components increment 
by an amount ~< 2 -'+1 - -  2 -m. 
I f  there is a carry to the i, j position in the addit ion of Ar to r, or if Ar = 2 -k, then 
some of the first k bits of r change, and it is necessary to allow some additional incre- 
ments in a. The  nature of the change in the first k bits of r is exactly as if the last 
N - -  k bits were all set equal to one and zlr = 2 -~. Hence the additional increment 
in a occurs in one component only, and has magnitude ither 2 - '  or 2 -i+1 (the former 
if i = 1). Thus  
i = 1, j = n n - -  1 components increment ~< 2- '  - -  2 -m and 
one component increments ~ 2 - '+x  - -  2 -m. 
i ---- 1, j < n (worst case) j  - -  1 components increment ~< 2- '  - -  2 -'~, 
one component increments ~< 2 -'+1 - -  2 -m, 
n - - j  components increment ~< 2 -'§ - -  2 -~  
That  is, if i = 1, j - -  1 components increment ~<2-' - -  2 -m and n - - j  + 1 com- 
ponents increment ~< 2 -'§ - -  2 -m. 
i > 1, j = n n - -  1 components increment ~< 2 -i - -  2 -m 
one component increments ~ 2 -~+1 - -  2 -'~. 
i > I, j < n (worst case) j  components increment ~< 2- '  - -  2 -m, 
one component increments ~ 2 -~2 _ 2 -% 
n j 1 components increment ~< 2 -'~ 1 _ 2-,~. 
That  is, if i -~ 1 or j = n, then j - -  1 components increment ~ 2- '  - -  2 -~  and 
n - - j  + 1 components increment ~< 2 -~§ - -  2 -'~. I f  i > I and j < n, then j com- 
ponents increment ~< 2- ' - -2  -m, one component increments ~< 2 - `+2_  2 -m, and 
n j 1 components increment ~ 2 -'+1 - -2  -~. This  fact is summarized in the 
following statement: 
I fa  = Hnm(r) and a + Aa ~ Hn'~(r + Ar), where JAr [ ~ 2 -k, k -- n(i -- I) + j ,  
1 ~i<~m,  1 ~<j  ~<n, then 
II Zla lit ~ (2n - - j  + 2 - -  8,j) 2 - '  - -  n2 -~ (9) 
I1Aa 112 ~< 2- '((4n - -  3/" + 12 - -  98,~.) - -  (4n - -  2j + 4 - -  28,~) 2 i-m -~- n22"-m') ~/2 (10) 
II zla I!~ ~< (4 - 28,j) 2 - '  - 2 -'~ (11) 
where the norm notation is the usual one: 
)l/q 
Ilallq=( laj'Lq 
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for l  ~<q< ooand 
; a llo~ = max I a t '  I j, 
and 
3ij = ~1 if i=  1 or j=n  
t0 otherwise. 
To simplify use of these bounds it may often be convenient to drop the terms in 
2 -m. For q ~ 2 we have that for all m < oo 
II ha  I]2 < 2-i( 4n - 3j + 12 - 93i~) 1/2 ~< 2-~(4n - 3j -i- 12) 1/~ 
__  12] 1/2 
~- nl/~2-k/"2 i/"-x (4 -- 3 j n + n /  " 
The quantity 
j 12tx/z 1 + n ~< 10 
2 j/"-I (4 -- 3 ~ + --~-/ ~ I 1.06(2'/") n >~ 11 
so for all m < oo 
where 
Ii Aa 1!3 < g~(n) nl/22-~/" (12) 
1+ n~<10 
g2(n) = [ 1.06(24/") n ~> I 1. 
A general increment Ar is such that 2 -(k+l) < I Ar [ ~< 2 -k for some k. The corre- 
sponding increment in a then satisfies 
II Aa II~ < g2(n) nl/22-(k+x/")2a/" < g2(n) nl/22x/" I Ar 11/. (13) 
so in (3), M = g2(n) nl/221/" for the case q = 2. 
I f  m = o% then H,  m becomes a continuous map h~. While Hn m is one to one for 
m < 0% h, is not (e.g. hz( .1)= h~(.001)= (.1,.1)). The bounds (12) and (13) 
apply to h,~. 
The order dependence of the bound (12) is optimum. To show this take m = oo 
and let h" be any continuous map from R onto U, .  Assume that in place of (12) 
the bound 
II Aa II~. < g~(n, k) n1/~2-~/" (14) 
138 BUTZ 
holds. Consider the 2 k-1 points r 1 = 2 -k, r~ = 3 '  2 -k, ra = 5" 2-~,..., r s~- i -  
(2 k --  1) 9 2 -k. Define the sets 
Ri = {rl [r --  r,[ ~ 2-~}. 
Each of the sets R~ maps into some set X~ C U~, Xi = h',~(Ri). The sets Xi cover U,~. 
By (14), each of the X~ is contained in a sphere of radius less than gs k) nt/22-k/'~. 
The volume V~(y) of an n dimensional sphere of radius y was shown in [1] to 
satisfy 
(2zre)'my " 
V~(y) < eX/~n,,/~ 
SO 
2k_ 1 (2zre) '~/2 el/2n,W2 (g~(n, k) n1122-k/n)n > 1 
(2e1/~)1,~ 
gs k) > (2~re)X/2 = .24(3.3) lm. 
This argument also applies for q = 0% but not for q -- 1. 
COMPARISON WITH OTHER SPACE FILLING CURVES 
The known space filling curves are Peano's curve, which was treated in [1], a varia- 
tion on Peano's curve given by Moore and Schoenflies, the present curve, which is 
a generalization of one given for n = 2 in geometric form only by Hilbert and shall 
be called Hilbert's curve, and a curve given by Lebesgue for n ~ 2; the latter is 
simply generalized to any n and shall be called Lebesgue's curve. All of these are 
discussed by Hobson [2]. Here we present an analysis which strongly suggests that 
the properties of Hilbert's curve render it superior to the others in our application, 
using our basic algorithm (4). 
Hilbert's curve is the only one which is naturally expressible in terms of entirely 
binary representations of quantities, and is consequently more compatible with 
existing digital computers than the others. While ternary representations can be 
realized, the computations are inevitably slow. This is a significant advantage for 
Hilbert's curve. 
Hilbert's curve also has machine independent properties, in the sense of (3), which 
seem to give it an advantage. We show this first for Lebesgue's curve. 
Let C be the Cantor set of all points in R which may be expressed in ternary 
representations possessing no ones, i.e., r ~ C if and only ifr has a ternary representation 
r = .p l lp i  1 . . .  pnlpl  2 "'" pn~px ~ "'" 
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where p/3& 1 for all 1 <~j <~ n, for all i >~ 1. The vector function x = In(r ) repre- 
sents Lebesgue's curve and is defined on C by taking the binary representation of
x~Un to be 
x~ = .@~fl~fl ... 1 ~<j ~< n 
where ~i __ p~/2. If  r ~ C, let r I -C r and r 1 ~ C such that r 1 is maximum (the Cantor 
set is closed in R) and let r 2 > r and r 2 ~ C such that r 2 is minimum, and define ln(r ) 
by interpolating linearly between ln(rl) and ln(r2). This defines a space filling curve. 
A variation of this has been given by Shoenberg [3]. 
Expressions corresponding to(9)-(11) and (3) may be derived quickly by considering 
certain pairs of points in the Cantor set. Let r and r q- Ar  be such that they are in C 
and possess ternary representations which are identical through the first k ternary 
characters, with all following characters of r equal to zero and the corresponding 
characters of r q- Ar equal to two. Hence Ar -- 3 -k. Clearly the binary representations 
of x = In(r) and x -1- Ax  = ln(r ~- Ar) are similarly related and ii Ax !lq may be easily 
computed. I f  k = n(i --  l) + j ,  then j components of Ax have magnitude 2-i and 
n - - j  components of Ax have magnitude 2-(~-1L We calculate 
Ii ~x !11 = (2n - j )  2-' (15) 
I] Ax l!2 - 2-'(4n -- 3j) ~/~ (16) 
I~'zlxli~ = l~ ~2-' j<n  (17) 
-- J" = n 
The forms (15)-(17) are similar to (9)-(11), but they hold for an increment of 3 -~ 
rather than 2 -k. To show the consequence of this, we derive a relation corresponding 
to (13), using identical bounding techniques. Assume that for any ! Ar i <~ 3 -k 
!; Ax 1;2 ~ 2-'(4n - -  3j)~/2 
It has been shown that a lower bound does not exist. Now 
It is easily shown that 
SO 
2-i _ : 2-~./,~ 2 ;/n 
2 
Ii Ax 112 ~< nl/22-~/n2J/" (1 -- -3J]  1/2 
4n ] " 
: nl/2(3-k)lml~ (1 -- 3j ]1/2 ~-/  9 
1 ~<2 ~/" (1-  3j]I/2 ~-/  < 1.27 
l. Ax :]2 "< l '27(n)l/2(3-k) 1/nl~ 
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is a tight bound. Any increment Ar is such that 
3-ck~i) < I Ar [ <~ 3 -k 
for some k. Consequently corresponding to (13) we have 
[i Ax [!~ < 1.27(n) a/z 3 lml~ I Ar [1/,1og23. (18) 
The most relevant consequence of this is that the exponent n in (4) must be replaced 
by n log 33 ~ 1.58n if Lebesgue's curve is used. This will almost always result in a 
much greater equired convergence time. For example, suppose that the algorithm (4) 
is applied to a function which is a constant, f (x) = .2, for all x ~ U~. No solution to 
the problem f (x)  <~ 0 exists and r will iterate to a value r = 1, at which point it is 
determined that no solution exists. Take K = 2; if Hilbert's curve is used, and n ~< I0 
M : 21m(n + 12) a/~ 
so the number of required iterations is 
(n + 12)'" 
.2 ) = 2(10(n + 12)1/2) n
If n = 4 this value is 5,120,000 iterations. 
If  Lebesgue's curve is used in the same problem the number of iterations is 
3 ( 2 9 1.27(n)1/2~ /]'~l~ = 3(12"7(n)1/2) nl~ 
I f  n = 4 this value is 2.27 • 109 iterations. More drastic differences exist for other 
reasonable values of the parameters. 
Peano's curve satisfies (3) and consequently is much better than Lebesgue's curve, 
but it is also inferior to Hilbert's curve. It was shown in [1], using identical bounding 
techniques, that for Peano's curve 
M :- 31/'~(n + 27)t/2 n ~< 10 
which exceeds the value of M for Hilbert's curve. In the preceding problem the 
required number of iterations would be 
(2 -31/~(n  + 27) 1/z )'~ 
.2 =- 3(10(n q- 27)1/2) '~ 
I fn  = 4 this value is 2.88 • 10 r iterations. 
Strictly speaking, this analysis is not completely conclusive since, in deriving values 
for M, we have obtained an approximate upper bound to figures which (in the case 
of the Hilbert and Peano curves) are themselves approximations. 
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Our belief that this analysis indicates a superiority of the Hilbert over the Peano 
curve rests not only on the fact that the approximate upper bounds are fairly tight,. 
but also on the fact that virtually identical bounding methods were used for two curves 
which, on this matter at least, present very similar problems to the analysis. Any 
failure of our value of M for Peano's curve to completely reflect its true relationship, 
in this respect, to Hilbert's curve would be more than compensated for by the con- 
siderable time requirements of computations using the triadic relations involved in 
Peano's curve. 
The superiority of Hilbert's curve over Lebesgue's curve, using our basic algo- 
rithm (4), has been far more conclusively demonstrated. The reason for this is that 
the Lebesgue curve requires replacement of the exponent n in (4) with 1.58n. As the 
preceding computations suggest, it would be virtually impossible for any refinement 
of our bounding methods to overcome the consequences of this. 
The judgments here of the value of Lebesgue's curve assume that the algorithm (4) 
is used, but it is possible that an algorithm better adapted to Lebesgue's curve could 
modify our judgments. Clearly, if x - -  ln(r), the inverse image of every x ~ U, contains 
an r e C. That is, if our problem has a solution f, we may assume f ~ C. In view of 
the Theorem, we would take 
r' ~t : r' + (" MK(x')f(xO )1'58n 
and then, i fr  i+I r C, we could take r i+2 ~ C and r i+~ > r i~-1 such that r i+z is minimum. 
The practical implications of such a procedure are not clear and, in any case, such an 
algorithm is not the subject of this paper. 
It may be added that the curve of Moore and Schoenflies is merely a variation of 
Peano's curve. They substitute an arbitrary odd integer for the 3 used in the ternary 
system of Peano. The function is even less convenient to compute than Peano's, and 
the machine independent properties are obviously poorer for our application. 
DISCUSSION AND RESULTS 
In this section some remarks are presented pertaining to the practical use of Hilbert's 
curve to converge to a set of numbers. Some typical experimental results are presented 
in order to clarify the effectiveness of the method. The results also serve to clarify the 
relationship between these methods and the known methods of mathematical program- 
ming. 
In using these methods, it is important o make one deviation from what has been 
presented in the preceding sections of this paper. According to (4), increments in r 
are of the form 
MK ! 
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because the space filling curve satisfies 
j', Ax Ilq <~ MI Ar 11In. (3) 
However (3) is an approximation to (9)-(11), and use of (9)-(11), via the setting 
up of a table at the beginning of the program and the incrementing of r by quan- 
tities of the form 2 -~ only, will normally lead to fewer required iterations. The im- 
provement can be significant. For example, in the example of the preceding section, 
where f (x )  :-~ .2 and K ~- 2, the number of iterations required would be about 10 a if 
a table realizing (10) is used, rather than the 5,120,000 calculated there. 
There are several reasons for discussing the method in the terms of (3) and (4), 
although these relationships are not actually used in calculations. The form (3) 
is rather succinct, and conveys an idea of the order dependence of the method on the 
parameters of the problem. As a consequence, for example, the comparison of the 
various space filling curves which was presented in the previous section is tractable; 
this would not have been the case if forms such as (9)-(11) were used in the comparison. 
Several example problems were solved using a CDC 6400 computer. Everything was 
in FORTRAN except he function tl~", which was realized in assembly language. 
The system 
xl + 
- -X3  - -  
_ _X l  -L_ 
- -X l  - -  
X4+ 
x~xa -- x4xs + x5 ~ -1  >~ 0 
x4 -- x~xz + xax5 +1 >~ 0 
x2 - -  Xa + XaXa - -1  >~ 0 
xlx 3 --,r~x4x 5 + 1 ~> 0 
xxx2x s --  1 ~ 0 
(19) 
where x ~ Us, was solved with q = 2, m = 8, and K = .7. A tolerance =: .02 was 
specified, i.e., satisfaction of each of the expressions of (19) within a tolerance of .02 
was considered an acceptable solution. The solution x == (.16406, .80078, .87500, 
.85938, .99609) was found after 1,721 iterations. Central processor running time 
was about 1.9 seconds. 
The only obvious value of K which actually satisfies (1) for the system (19) is 
V'8 -~ 2.83. The program allowed for successive passes with K -- .7, 1.4, and 2.83. 
In problems such as this it was the rule that a solution was found, if one existed, 
with a value of K much lower than justifiable by the theory. 
The system (19) was modified by replacing the ~ condition by -----. The resulting 
system of equations was solved with the same parameters. No solution was found 
with K = .7 (88 iterations were required to pass through the space) but the solution 
x = (.49609, .94141, .02734, .52344, .99609) was found after 46,378 iterations with 
K = 1.4. Total central processor running time was about 40 seconds. 
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The system 
XlX  2 ~-  . 
x 1 + x3x ~ = .5 
x2 + x lx ,x  5 ----- .5 (20) 
xs + x lx3  =.5  
x2 + x5 = .7 
where x ~ U~, may be seen by inspection ot to possess a solution, but a set substan- 
tially similar, for which the non-existence of a solution is not obvious, can easily be 
imagined. 
In attempting to get a solution to (20), we took q = 2, m = 8, K = 2 (the latter may 
be established by inspecting (20)), and tolerance = .02. The result was that 1,153,835 
iterations were required to determine the non-existence of a solution. Total central 
processor running time was about 15 minutes. 
The problem of finding a point in U~ which is maximally distant from a given set 
of points in U,,, that set including every point in the sides of the unit hypercube, 
seems to be, at best, awkward to solve by any conventional method. 
Taking n == 4, the distance of a point x ~ U 4 from the sides of the unit hypercube is 
ds(x  ) =min[x l ,x  2 , xa , x4 ,1  - -  x 1 ,  l - x 2 ,1  - -x3 ,1  --x4]. 
Take the remaining points in the set to be 
y l  ___ 61, .3, .5, .7) 
y2 = (.2, .4, .4, .1) 
y~ = (.5, .9, .8, .3) (21) 
y* = (.5, .5, .5, .5) 
y5 = (.8, .2, .4, .3). 
The distance of a point x ~ U 4 from the set (21) is 
d, (x )  --=- min[ l i  x - -  y l  j!2 . . . . .  li x - -  Y~ ll2 ll x - -  Y31!2 ]! x - -  Y ~ ~h2 , lj x - ys  l!2]. 
Our problem is to find x ~ U 4 maximizing 
d(x)  = min[d,(x), d,(x)]. (22) 
The correct value of K for this problem is K = l, and one must use that value 
in order to be able to infer anything from the result. However it is useful in a problem 
such as this to make passes through U,, with lower values of K, since such a procedure 
most often will yield figures comparable to the global extremum and reduce running 
time when the correct value of K is used. Consequently we made successive passes 
with K = .25, K := .50, and K = 1.0. We took q = 2, m = 8, and to le rance= .02. 
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On the pass with K = .25, a point x was found such that 
d(x) = .31250. 
The number of iterations was 412. On the pass with K= .50, a point x was found 
such that 
d(x) ---.32813. 
The number of iterations was 7,094. On the pass with K = 1.0, the point 
with 
x=(.33203,.66797,.33984,.33203) (23) 
d(x) = .33203 (24) 
was found. The number of iterations was 178,523. Total central processor running 
time for the three passes was about 4 minutes. The point (23) is the solution of the 
problem in R48 within tolerance .02. 
One more pass was made with K = 1.0 and tolerance = .005. The point 
x - (.33203, .33594, .66797, .33594) (25) 
was found, but the value of d(x) was identical to (24) through five decimal figures. 
The number of iterations was 390,659 and the central processor unning time was 
about 8 minutes. 
The quantization of the space U 4 allows for the value of d(x) for a point x ~ R48 
to differ from the value of d(x) for its nearest neighbor in R48 by 2 -8 -- .004. Conse- 
quently the figure (24) is the global maximum of d(x) to tolerance .009. 
These results show that the method may be effectively employed to converge to 
solutions of systems of equalities or inequalities, or to approximate extrema, provided 
the dimensionality is sufficiently modest and the functions involved sufficiently slowly 
varying in U,~. Since the problems olved are of the type solved by the methods of 
"mathematical programming", the present method may be considered a method of 
mathematical programming. The distinctive attributes of the present method are 
that the property of convexity is essentially irrelevant, and that there is no assumption 
of initiating the algorithm in a specially behaving neighborhood of the solution. 
There are many variations possible in the nature of the use of the present method. 
We have presented only the basic notions here; in specific problems it may be found 
that combination of the present method with other methods would be rewarding. 
A particularly obvious instance of this could be in a problem requiring the minimization 
of a multi-modal function, such as in the preceding example. When in the search an 
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f (x i) is found which is lower than the running minimum f (y  i) (see (5) and (6)), 
the program could be interrupted with some standard algorithm for finding a local 
minimum, using x ~ as the starting point. The local minimum thus found, rather than 
x i, would become yi~l and in general the passage through U, would be accelerated. 
This would amount o calling on convex programming to assist the present method. 
There might also be situations where the present method were called on to assist 
a convex programming approach. For example, suppose the problem is to minimize 
convexf(x) subject o x 6 U, and an additional set of constraints which include some 
nonconvex condition, i.e., the constraints do not define a convex subset of Un. 
Specifically, suppose the constraints may be expressed by the condition g(x) <~ O, 
where g(x) is not convex. 
There are various ways the solution of such a problem may be attempted by convex 
programming methods. For example, one could make one or more linear approxima- 
tions to g(x) and then apply convex programming. This might be done several times 
and the result would very probably be some 2 such that g(g) ~< 0 and f(2) is properly 
suspected of being in the neighborhood of the minimum value of f subject to the 
constraints. 
By examining the context in which the mathematical problem was formulated, it
is probable that a tolerance on f could be established, e.g., one might say that the 2 
determined by convex programming is acceptable if there exists no 2' ~ U,, such that 
g(g') <~ 0 and f (2 ' )  ~ .9f(2). At that point the present method could be used to search 
for such an 2'. I f  none is found, the convex programming solution is accepted. If such 
an 2' is found, one may either accept it or use the information gained to revise the 
convex programming approach. 
Of course it would be possible to solve the original problem entirely with the present 
method, given enough time. However the convexity of f would probably make a 
hybrid method such as just described more economical. 
Another very general class of hybrid approaches would be motivated by the fact 
that many present methods of solving systems of nonlinear equalities, e.g., Newton's 
method, give high accuracy but require prior knowledge of the region of the solution. 
The present method could be useful in locating the appropriate r gions. 
CONCLUSION 
Using Hilbert's space filling curve to make an implicitly exhaustive search of a 
space of parameters, presently available digital computers are fast enough to obtain 
convergence to a desired set of numbers in many problems which are so structured 
that convex programming and related techniques are unsatisfactory. This implicitly 
exhaustive search method may also be combined with other methods of obtaining 
convergence, in manners determined by the structures of the particular problems. 
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