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Resum 
Aquest projecte s’ha realitzat amb la finalitat de proposar una millora a la sensació d’immersió 
dins d’una escena de realitat virtual. Aquest objectiu s’ha aconseguit identificant a l’usuari amb 
un avatar que el representa. 
El projecte consisteix en l’elaboració de diverses escenes 3D mitjançant el motor de jocs Unity. 
L’objectiu principal d’aquestes escenes és aconseguir que un model 3D d’un avatar 
reprodueixi, de la millor manera possible, els moviments d’una persona. Aquests moviments 
es capturen mitjançant un dispositiu Kinect V2 i es traslladen a l’avatar mitjançant una sèrie 
de mètodes i codis.  
A la memòria s’explica la tecnologia en què es basa el dispositiu i es fa un estudi de les 
possibilitats que ofereixen les dades que genera i també de les seves limitacions. 
Posteriorment es planteja la possibilitat de millorar la precisió d’aquestes dades, mitjançant 
filtres, i s’explica com implementar-los. 
Les escenes descrites reprodueixen diversos conceptes que cal entendre per a poder 
desenvolupar una aplicació de realitat virtual amb aquest tipus d’immersió. Tots els conceptes 
necessaris per tal de complir l’objectiu del projecte s’expliquen al llarg d’aquest document . 
Finalment, es proposen millores dels resultats obtinguts i es plantegen diferents opcions per 
a poder començar a desenvolupar una aplicació de realitat virtual basada en la reproducció 
del moviment d’una persona. 
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2. Glossari 
 Demo: Abreviació de la paraula demostració. Es refereix a una escena creada amb 
l’objectiu de mostrar el funcionament d’algun concepte. 
 SDK: Software Development Kit (Kit de desenvolupament de software). 
 Script: Fitxer de Unity que conté codi de programació. 
 Plugin: Extensió externa al Software. 
 RV: Realitat Virtual. 
 Loop: Bucle. 
 Game Loop: Bucle mitjançant el qual es formen els videojocs. 
 Joint: traduït literalment de l’anglès significa articulació. En aquest projecte es refereix 
a les articulacions de l’esquelet detectat pel dispositiu. 
 API : Application Programming Interface (Interfície de programació d’aplicacions). 
 Frame: Imatge instantània. Per a cada instant que es visualitza una imatge es realitzen 
tots els càlculs necessaris per actualitzar l’escena. 
 PC: Personal Computer (ordinador). 
 IR: Infraroig. 
 fps: Frames per segon. Mesura de la velocitat a la que es visualitzen els frames. 
 GameObject: Element que forma part d’una escena de Unity. 
 RGB: Red,green i blue (vermell, verd i blau en anglès). Són els colors bàsics a partir 
dels quals es representen tots els demés. 
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 GameObject: Element que forma part d’una escena de Unity. 
 VGB: Visual Gesture Builder. És la part del plugin de Kinect per Unity encarregada de 
detectar gestos i gestionar-los. 
 ETSEIB: Escola Tècnica Superior d’Enginyeria Industrial de Barcelona. 
 Avatar: Identitat virtual que escull l’usuari d’un computador o videojoc per a que el 
representi en una aplicació o lloc web. 
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3. Prefaci 
3.1. Origen del projecte 
Aquest projecte forma part d’una nova generació de projectes de l’Escola Tècnica Superior 
d’Enginyeria Industrial de Barcelona (ETSEIB) impulsada pel professor i director d’aquest 
projecte Toni Susín, i amb la col·laboració del Centre de Realitat Virtual de la Facultat de 
Matemàtiques i Estadística (FME). Aquest gran projecte pretén crear una comunitat de 
desenvolupament i recerca en l’àmbit de la realitat virtual. Es proposa estudiar els diferents 
dispositius dels que disposa aquesta tecnologia per tal de crear una immersió més realista de 
l’usuari dins una aplicació de realitat virtual. En el cas d’aquest projecte en concret, s’ha 
estudiat la implementació de la Kinect V2, amb l’objectiu de comprendre com funciona, com 
adquirir les dades que proporciona i com utilitzar-les per la finalitat concreta d’una immersió 
més realista. 
Per altra banda, es pretén crear una sèrie de documents i arxius, tant escrits com escenes de 
demostracions (on s’inclou el present document) per tal de facilitar el desenvolupament d’un 
possible futur projecte basat en Unity i Kinect V2 o la combinació d’aquest dispositiu amb 
d’altres, implementats per diferents estudiants de la pròpia universitat. 
3.2. Motivació 
La proposta d’aquest treball suposa l’inici d’una sèrie de projectes relacionats amb la realitat 
virtual. El fet de formar part de la primera generació a l’ETSEIB que es dedica a desenvolupar 
noves aplicacions de realitat virtual, fan d’aquest, un projecte molt interesant. 
Personalment, la programació i el món 3D és un àmbit en el qual m’agrada treballar i em 
motiva a trobar solucions mitjançant noves eines, per resoldre els problemes que van sorgint. 
A més, l’aprenentatge de diferents tipus d’eines per aconseguir l’objectiu del projecte - com, 
per exemple, la programació en un nou llenguatge o el domini d’un software com Unity -  
genera una enorme quantitat de possibilitats molt interessants de cara al futur i fan el projecte 
més atractiu. 
3.3. Requeriments previs 
Per a la realització d’aquest projecte són necessaris conceptes adquirits de diverses 
assignatures del grau en Enginyeria en Tecnologies Industrials. Els coneixements més 
importants són els que es refereixen a la programació, ja que durant aquest projecte la 
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principal tasca ha estat la de programar en un nou llenguatge (C#) i, per tant, és necessari 
haver assolit els coneixements bàsics de qualsevol llenguatge de programació per agilitzar el 
procés d’aprenentatge. Addicionalment a la programació, també és necessari un domini del 
motor de jocs Unity i un coneixement de la seva interfície gràfica. És per això que s’ha realitzat 
un període inicial de formació per a poder començar a desenvolupar el projecte. 
A més, altres conceptes de Mecànica, com els angles d’Euler, o d’altres coneixements 
ampliats, com els quaternions dins el camp de l’àlgebra, han estat necessaris per a solucionar 
els diferents problemes que han anat sorgint durant el projecte i s’expliquen al llarg de la 
memòria. 
Durant el projecte s’han adquirit coneixements bàsics de modelatge en 3D utilitzant el software 
Blender. Tot i que no són imprescindibles, aquests coneixements són altament recomanables 
per comprendre els models 3D, com l’avatar utilitzat. 
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4.  Introducció 
4.1. Objectius del projecte 
La realitat virtual és un conjunt d’escenes i objectes aparentment reals. Aquestes escenes i 
objectes es modelen mitjançant softwares específics, com el que s’ha utilitzat durant aquest 
projecte, i usualment es visualitzen a través d’un dispositiu, com unes ulleres o cascs de 
realitat virtual. El principal objectiu de qualsevol aplicació o escena de realitat virtual és la 
immersió de l’usuari dins d’aquesta. 
En la majoria d’aplicacions de realitat virtual, l’usuari és un mer espectador que contempla 
l’escena. En altres cassos de major immersió, aquest usuari disposa de controladors per 
intervenir a l’escena i situar-se dins d’aquesta, però és evident que el fet de que un mateix no 
es visualitzi dins l’escena afecta negativament a la sensació d’immersió, desorientant l’usuari. 
Per intentar transmetre la sensació de que l’usuari realment es troba dins l’escena, en aquest 
projecte s’ha estudiat la possibilitat de que aquest s’identifiqui amb un avatar que el representi, 
reproduint els seus moviments amb la màxima precisió possible. Per aconseguir aquest 
objectiu, s’ha proposat la Kinect V2 com a dispositiu de comunicació entre avatar i usuari. 
4.2. Abast del projecte 
El projecte consisteix en crear una escena amb Unity en la qual es traslladi la informació 
proporcionada pel dispositiu Kinect a un model 3D d’un avatar humanoide, el qual ha de 
reproduir, de la millor manera possible, els moviments realitzats per l’usuari situat en front del 
sensor. Aquesta tecnologia ha estat dissenyada per a ser aplicada a la plataforma Xbox de 
Microsoft, és a dir, per a la seva utilització en videojocs on l’usuari se situarà davant una 
pantalla i mantindrà aquesta orientació respecte al sensor, interactuant així amb l’aplicació. 
Per tant, com s’explica en l’apartat 6.5, el projecte queda acotat per les limitacions del 
dispositiu, és a dir, només s’ha tingut en compte la posició frontal de l’usuari respecte a la 
Kinect, podent aquest girar aproximadament uns 80 graus a dreta i esquerra. S’hauran  de 
reproduir moviments de tot el cos, des del cap fins a les extremitats superiors i inferiors. 
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5. Unity: La plataforma de desenvolupament 
5.1. Unity3d  
Unity Technologies és una empresa danesa fundada el 2004, que pretén proporcionar un 
motor de videojocs econòmic i accessible al major nombre de persones. Es va idear per a 
desenvolupadors independents que no disposen de mitjans per crear un motor propi. És per 
això, que la seva interfície gràfica és senzilla, molt intuïtiva i, a més, la seva estructura permet 
minimitzar la quantitat de codi necessari per realitzar diverses accions. Això simplifica molt el 
desenvolupament d’aplicacions per a gent no experta en aspectes més tècnics, com la 
programació, i el fet de ser multi plataforma augmenta les possibilitats de desenvolupament. 
Una aplicació, un cop creada, pot ser compilada en diferents plataformes suportades per 
Unity: des de la plataforma per Xbox fins a mòbils amb sistema operatiu iOS o Android.  
5.2. C#: El llenguatge de programació 
El llenguatge de programació de Unity és el C#, un llenguatge orientat a objectes que deriva 
del C i el C++ i forma part de la plataforma de desenvolupament d’aplicacions de 
Microsoft .NET. 
L’entorn de desenvolupament integrat (IDE) del projecte, ha estat Visual Studio 2015, que 
consta de diversos recursos tals com un editor de codi font o eines de construcció 
automàtiques que faciliten la creació del codi i la detecció d’errors. 
Com s’ha comentat en l’apartat anterior 5.1, la simplicitat de Unity ha estat el motiu principal 
per a la proposta d’aquest tipus de projecte a alumnes de Grau en Enginyeria en Tecnologies 
Industrials. Durant aquest grau, s’adquireixen coneixements bàsics de programació en 
llenguatge Python, estudiant diversos conceptes informàtics com el tipus de variables, llistes, 
diccionaris, classes, funcions i tot tipus d’eines informàtiques que són comunes a tots els 
llenguatges. Per tant, no ha sigut un impacte molt gran la necessitat d’aprendre a programar 
en un llenguatge nou com és el C#.  
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5.3. Funcionament bàsic del programa: formació inicial 
El funcionament bàsic de Unity és molt simple. Cada projecte creat es divideix en escenes. 
Cada escena consta de diversos “GameObjects”, que és com s’anomenen tots els elements 
que formen l’escena, des d’un cub 3D fins a un text. A aquests GameObjects se’ls pot assignar 
un Script, que és un fitxer de text amb un codi que descriurà el comportament d’aquest objecte.  
Cada escena ha de constar, com a mínim, de dos elements. El primer és l’objecte càmera, 
que és el que s’encarrega de filmar la part de l’escena creada una vegada clicat el botó de 
“play” que reprodueix l’escena. Aquesta càmera pot rotar i moure’s segons les necessitats del 
projecte. El segon element indispensables és la llum, en aquest cas, una llum direccional que 
representa el sol i que il·lumina completament l’escena. 
Es poden visualitzar varies finestres simultàniament, però principalment la finestra on es 
treballa més és la de l’escena, on es poden crear, situar i modificar els diferents objectes que 
es desitgi introduir a l’escena. També existeix la pantalla “Game”, que és on tenim una vista 
del que filma la càmera. A més, consta d’una finestra on es pot veure la jerarquia dels diferents 
elements de l’escena, i una altra anomenada “Project”, on es poden organitzar els diferents 
arxius de l’escena. Per acabar, un element molt important de Unity és la finestra anomenada 
“Inspector”. En aquesta finestra es poden gestionar els GameObjects, definir la seva escala, 
l’orientació, assignar-li un codi, una textura o un component determinat. També es pot 
modificar des de l’inspector, el valor de variables que dins d’un script s’han declarat públiques. 
 
Figura 1. Interfície gràfica d’usuari del programa Unity 
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A la Figura 1 es pot observar la interfície gràfica del software amb les diferents pantalles i 
elements descrits. 
Com qualsevol videojoc, Unity funciona amb un “game loop”, és a dir, inicialitza tots els 
elements, després els actualitza i finalment els renderitza (visualitza per pantalla) per a cada 
frame. Per aquest motiu Unity ja té funcions predefinides, algunes de les quals apareixen al 
crear qualsevol script. Aquestes funcions principals són la funció Start() i la funció Update(). 
La primera serveix per inicialitzar variables, i la segona per definir el comportament 
d’actualització del GameObject.  
Per tal d’assolir un coneixement bàsic inicial per poder així començar a desenvolupar el 
projecte, s’ha realitzat una demostració dels elements bàsics i s’ha recomanat seguir el tutorial 
Roll-A-Ball. Aquest tutorial forma part de la web oficial de Unity i el desenvolupament d’aquest 
aporta uns coneixements elementals del programa. Aquest tutorial consta d’una sèrie de 
passos per crear un mini joc, que es tracta de moure una pilota dins un taulell. La pilota es 
mou mitjançant el teclat de l’ordinador i el seu objectiu és capturar una sèrie de cubs 
travessant-los. En capturar-los, aquests cubs han de desaparèixer, reproduint un so i una 
animació d’una explosió. A la Figura 2 es pot veure una captura de pantalla del resultat 
obtingut després de realitzar el tutorial. 
 
Figura 2. Captura de pantalla del mini joc Roll-A-Ball 
Després d’aquest període de formació, una vegada familiaritzat amb el software i el llenguatge 
de programació, es considera que s’han adquirit els coneixements bàsics necessaris per 
començar a desenvolupar el projecte.  
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6. Kinect v2: El dispositiu 
6.1. Història i versions del dispositiu 
La primera versió de Kinect va ser originalment dissenyada i comercialitzada per Microsoft 
com a controlador de videojocs. Es va dissenyar per a que l’usuari interactués amb el joc 
creant així una sensació d’immersió superior a la que pot aportar un controlador convencional. 
El llançament va ser el 4 de novembre del 2010 als Estats Units i posteriorment, el 22 de 
novembre de 2013, va sortir al mercat el nou model Kinect V2, amb unes especificacions 
considerablement superiors al model anterior.  
 
                                Figura 3. Fotografia de la Kinect V2 
6.2. Cóm funciona la Kinect V2 
Aquest dispositiu de processament digital d’imatges es podria qualificar com a càmera 3D, ja 
que, a part de la gravació d’imatge, aquesta és capaç de detectar la profunditat a la que estan 
els objectes del seu entorn a una velocitat de fotogrames equivalent a una càmera de vídeo.  
La Kinect V2 disposa d’una càmera RGB, un emissor d’infrarojos (Active IR) , un sensor de 
profunditat IR i un micròfon de múltiples matrius. 
Mitjançant l’emissor d’infrarojos, un receptor i la tecnologia “Time of Flight” (ToF), es fa 
possible l’estimació de la distància dels objectes respecte el dispositiu. Bàsicament, una 
càmera que utilitza el principi ToF emet senyals de llum infraroja per mesurar posteriorment 
el temps que aquesta llum triga a retornar, calculant d’aquesta manera la distància a que està 
cada píxel. Es així com es crea una imatge de profunditat. Això és pot dur a terme de dues 
maneres, depenent del tipus de font de llum emesa: directa o indirectament. 
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Figura 4. Esquema de mesura indirecta 
La mesura directa es basa en l’emissió de polsos i el càlcul directe del temps que triguen en 
retornar al receptor. Però aquest mètode requereix d’una alta precisió de rellotge a l’hora de 
mesurar, ja que s’està tractant amb la velocitat de la llum. Per altra banda, i com es pot apreciar 
a la Figura 4, el mètode de mesura indirecta, que és el que utilitza el dispositiu estudiat. Es 
basa en la modulació d’una ona continua sinusoïdal que, quan es reflecteix en una superfície, 
queda desfasada. Aquest desfasament és el que es calcula per estimar la distància de cada 
píxel, calculat seguint l’Eq. 1 on d és la distància del píxel calculat, c és la velocitat de la llum, 
w és la freqüència de modulació i phi és la diferència entre fases inicial i final.  
                                                             (Eq. 1)             
   
A la Figura 5 es pot veure l’interior de la Kinect on s’indica la posició de la càmera RGB, 
l’emissor d’infrarojos i la càmera d’infrarojos que rep els senyals emesos.  
 
Figura 5. Interior de la Kinect V2 
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6.3. Informació proporcionada 
Càmera RGB 
El sensor disposa d’una càmera RGB amb una resolució de 1920x1080 (més conegut com 
1080p), amb un camp de visió de 70º horitzontals i 60º verticals. Aquesta càmera grava a 30 
fps i proporciona imatges que, en aquest projecte, ha estat molt útils per comparar els 
moviments reals amb els del model 3D. Totes les escenes creades durant el projecte contenen 
una finestra on és reprodueix imatges d’aquesta càmera. (Figura 6) 
 
Figura 6. Imatge RGB captada pel dispositiu 
Imatge de profunditat 
El rang de mesura del sensor de profunditat és de 0,4 metres fins a 4,5 aproximadament i té 
una resolució de 512x424 píxels. La Figura 7 és un exemple d’una imatge de profunditat 
captada per la Kinect V2, on es poden apreciar els diferents tons de grisos que representen 
la distància captada per cada píxel. 
 
 
Figura 7. Imatge de profunditat 
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Micròfons 
Addicionalment, el dispositiu disposa d’un micròfon de matriu múltiple format per quatre 
micròfons que detecten independentment les veus de cada persona respectivament, aïllant el 
so ambient per obtenir una millor qualitat de cadascuna d’elles. Aquesta característica en 
concret no ha estat utilitzada durant el projecte. 
Seguiment de l’esquelet 
La informació que aporta la Kinect V2 més important per el desenvolupament d’aquest 
projecte és, sens dubte, la del seguiment de l’esquelet. El dispositiu és capaç de detectar fins 
a 6 persones i representar la posició de 25 articulacions del cos. A més, no només es pot 
detectar la posició, sinó que també es pot obtenir l’orientació a temps real. A la Figura 8 es 
pot veure una captura de pantalla de la detecció d’una persona representada per articulacions 
(en anglès, joints) i unions d’aquestes, que s’anomenen ossos (en anglès, bones), ja que es 
formen a partir de la unió de dues articulacions. 
 
Figura 8. Seguiment de l’esquelet 
La detecció de l’esquelet es basa en el processament de la imatge de profunditat. 
Investigadors experts de Microsoft han creat un algoritme que processa cada píxel de la 
imatge de profunditat, classificant-lo segons la part del cos a la qual pertany. Aquest algoritme 
proposa una posició 3D precisa per a cada joint o articulació, gràcies a la intel·ligència artificial. 
S’utilitza avançat aprenentatge de màquines amb una extensa base de dades de diferents 
tipus de cossos i postures, i mitjançant un arbre de decisions, es proposa la posició i orientació 
de cada joint basant-se en els patrons apresos. La Figura 9 representa gràficament el procés 
que segueix la Kinect V2 per a detectar l’esquelet. 
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Figura 9. Procés de detecció de l’esquelet humà 
6.4. Comparativa amb la versió anterior 
La versió anterior de la Kinect funciona amb una tecnologia diferent anomenada “Light coding”, 
que utilitza la informació de profunditat i el color per detectar la profunditat de l’entorn. Es basa 
en la projecció d’un patró d’infrarojos conegut (una multitud de punts) que es reflecteixen a la 
superfície dels objectes i, en ser captades per un sensor CMOS, el patró distorsionat que 
aquest rep és analitzat mitjançant triangulació per calcular la profunditat de cada píxel. 
Aquesta tecnologia inclou el xip PS1080 de  l’empresa israeliana PrimeSense, empresa que 
posteriorment, al 2013 va comprar el magnat tecnològic Apple per 360 milions de dòlars. 
 
Figura 10. Projecció d’infrarojos vista amb càmera de visió nocturna 
A la Figura 10 es pot apreciar el patró de llum infraroja format per milers de punts que es 
projecten per tot el camp de visió de la càmera. Aquesta imatge s’ha gravat amb un visor 
nocturn capaç de representar la llum infraroja i demostra la immensa quantitat de punts que 
la Kinect projecta, per posteriorment analitzar amb l’objectiu de representar la profunditat de 
l’entorn a la velocitat de 30 frames per segon. 
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La Taula 1 conté les diferents especificacions del model actual i l’anterior. És evident la 
diferència entre els dos dispositius, des de la tecnologia que obté la profunditat fins les 
resolucions de les càmeres. El model més actual, a part de majors resolucions, té un camp 
de visió més ampli, horitzontal i verticalment. El fet de que utilitzi tecnologia Time of Flight fa 
que la llum natural no generi soroll a la imatge; fins i tot pot funcionar amb manca total de llum. 
El canvi que més afecta a aquest projecte, és el del seguiment de l’esquelet, ampliant les 
articulacions a 25: s’han afegint dues més a cada mà per poder reconèixer gestos (la pròpia 
Kinect V2 ja detecta fins a tres estats diferents de la mà). 
 
Taula 1. Comparació d’especificacions dels dos models de Kinect 
6.5. Limitacions del dispositiu 
Malgrat el gran potencial que té aquest dispositiu, i la quantitat de possibilitats que ofereix, 
s’han de definir també les seves limitacions. Aquestes limitacions afecten directament a l’abast 
del projecte i són les següents: 
 Impossibilitat de detectar posicions i orientacions si no són visibles. 
o La Kinect es basa en la imatge de profunditat per proposar les posicions i 
orientacions de totes les articulacions. Malauradament, quan un es posiciona 
en front del sensor, però alguna part del seu cos no està visible, aquest és 
incapaç de detectar-la. Això pot passar per exemple, si l’usuari posiciona un 
braç darrere el seu propi cos. En aquest cas, el dispositiu proposarà una 
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posició hipotètica que habitualment no concorda massa bé amb la realitat. Això 
limita la possibilitat de situar-se de perfil i, per tant, condiciona a l’usuari a no 
girar més de 80º aproximadament de la posició frontal. Aquest problema es 
podria solucionar si s’utilitzessin dos sensors simultàniament. Sincronitzant i 
comunicant la informació d’ambdós dispositius, es podria arribar a detectar el 
cos humà en qualsevol orientació. Tot i que és una possibilitat molt interessant, 
no forma part de l’abast inicial definit pel projecte i requeriria més temps del 
que es disposa. Per tant, aquesta opció s’ha descartat. 
 No diferenciació entre davant i darrere. 
o El sensor, detecta el cos d’una persona basant-se en patrons, però no és 
capaç d’identificar si l’esquelet de la persona està situat de cara o d’esquena. 
Això també limita el posicionament de l’usuari, però com la limitació anterior és 
més restrictiva, tampoc ha suposat un problema al llarg del projecte. 
 Poca fidelitat en l’orientació de les mans. 
o Les dades obtingudes directament pel sensor no s’han considerat acceptables 
a l’hora de crear una aplicació, ja que no reprodueixen amb prou fidelitat les 
orientacions reals en algunes articulacions. Això és evident quan s’observen 
les orientacions proposades per les mans. Aquestes orientacions vibren i roten 
de manera no desitjada a causa del soroll. Aquest problema es planteja més 
detalladament a l’apartat 8 i es proposa una possible solució. 
Coneixent aquestes limitacions, s’ha procurat desenvolupar una sèrie d’escenes per obtenir 
els resultats òptims a l’hora de crear una aplicació de realitat virtual. 
Una vegada analitzat el dispositiu i el seu funcionament, introduïda la plataforma de 
desenvolupament (Unity i Kinect SDK) i explicat el procés de formació, el capítol 7 - a 
continuació - , es centra en el desenvolupament de la part més important del projecte: l’escena 
principal. En aquest capítol s’explica el procés de creació de totes les escenes i algoritmes del 
projecte, i aprofundeix en els conceptes claus per a la seva comprensió. 
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7. Implementació de Kinect v2 amb Unity  
7.1. Introducció: aplicacions del dispositiu i antecedents 
Com s’ha explicat en el capítol 5, la Kinect és un dispositiu capaç de detectar la profunditat 
dels objectes del seu voltant i aquest fet dona lloc a la possibilitat de desenvolupar diverses 
aplicacions en diferents camps.  
En el camp de la robòtica, el fet de detectar l’entorn permet comprendre’l. Això permet al robot 
ser capaç d’evitar xocs amb objectes propers o detectar a persones del seu voltant. En el 
camp de la medicina també apareixen diverses aplicacions, com la rehabilitació de pacients i 
el seguiment de la seva recuperació des de casa. La traducció de signes, recentment, ha estat 
un camp on s’ha utilitzat aquest dispositiu, ja que el reconeixement de postures i gestos 
permet la traducció del llenguatge de signes a qualsevol altre llenguatge de forma 
bidireccional. També s’ha utilitzat la Kinect en el programa Kinect Fusion, que escaneja 
objectes creant models 3D fàcilment aplicable a la posterior impressió 3D. 
 En el que es refereix a l’animació, és evident el potencial de la Kinect, ja que pot detectar el 
moviment d’una persona, i aquest fet fa possible l’aplicació del moviment en un model 3D. 
Aquesta idea és la que s’ha aplicat al projecte per tal de reproduir els moviments d’una 
persona traslladant-los a un avatar 3D. D’aquesta manera, es genera una major sensació 
d’immersió d’un usuari dins una aplicació de realitat virtual. Això es pot dur a terme mitjançant 
un dispositiu de baix cost com és la Kinect V2, contràriament als sofisticats mètodes de 
“MoCap” (motion capture), que capten els moviments, utilitzats al cinema i en el món de 
videojocs. A més, el gran avantatge del dispositiu utilitzat és la capacitat de reproduir aquest 
moviments a temps real. 
7.2. Plugins per Unity 
Unity és un motor de jocs molt versàtil, ja que com es comenta a l’apartat 4.1, és un motor 
multi plataforma. Aquest fet ha despertat l’interès de Microsoft. Inicialment la idea de l’empresa 
era la de crear un controlador de jocs. Posteriorment, amb la versió per PC, es volia ampliar 
les plataformes de desenvolupament a tot tipus d’aplicacions. Això va crear la necessitat de 
fer compatible el seu sistema amb el màxim de plataformes possibles i, és per això que s’ha 
creat un “plugin” per Unity, que fa de pont entre la Kinect i Unity. Aquest plugin és extern al 
motor de jocs i s’ha d’instal·lar a part. El plugin es divideix en tres arxius i dues escenes 
d’exemple. El primer arxiu s’anomena Kinect.2.0, el segon Kinect.Face.2.0 i l’últim 
Kinect.VisualGestureBuilder.2.0. La primera escena s’anomena GreenScreen i no s’ha utilitzat 
durant aquest projecte. La segona escena s’anomena KinectView i serveix de punt d’inici per 
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a desenvolupar el projecte. En descarregar el plugin, s’obté una carpeta amb els arxius de la 
Figura 11.  El funcionament d’aquest plugin i l’escena de KinectView s’expliquen al llarg 
d’aquest apartat. 
 
Figura 11. Arxius del plugin 
A la Figura 11 es pot veure una captura de pantalla dels diferents arxius que formen el plugin 
i les respectives versions que s’han utilitzat.  
Per poder començar a utilitzar-lo, només cal importar-lo al projecte com a “Custom Package”. 
Al importar-lo, tots els scripts necessaris s’afegiran al projecte de Unity creat i apareixeran en 
la finestra del projecte. Aquests scripts contenen una sèrie de classes i funcions que permeten 
obtenir la informació del dispositiu utilitzant el llenguatge de Unity C# per poder accedir-hi.  
Cal afegir que tant Unity com Microsoft tenen una immensa comunitat al darrere, amb milers 
de persones que intervenen en els seus fòrums oficials i, fins i tot, existeixen professionals al 
càrrec amb la responsabilitat d’oferir solucions i ajuda als desenvolupadors d’aplicacions. Això 
és beneficiós per les dues bandes. Les plataformes de desenvolupament d’aplicacions 
obtenen major nombre de gent que es dediqui a crear aplicacions, ampliant l’abast del seu 
producte (Unity i Kinect). Per altra banda, aquests desenvolupadors reben ajuda de 
professionals i d’altres persones que poden aportar el seu coneixement. Aquests fòrums han 
estat de gran ajuda durant tot el projecte per poder solucionar dubtes i problemes. 
7.2.1. Plugin Kinect 2.0 
Quan descarreguem el plugin complert de Kinect per Unity, aquest incorpora una escena 
anomenada KinectView. Aquesta escena serveix d’exemple per veure les diferents fonts 
d’informació com són la profunditat, el color o el seguiment de l’esquelet. Microsoft 
proporciona aquesta escena com a possible punt d’inici per a qualsevol aplicació de Kinect. 
Això facilita molt l’inici d’un projecte, ja que l’estudi del funcionament d’aquesta escena aporta 
coneixements bàsics necessaris per gestionar la informació de la Kinect. 
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Figura 12. Escena de Unity KinectView 
El flux de programació de la Kinect V2, segueix l’ordre de la Figura 13. Primer s’identifica el 
sensor, després s’accedeix a la font (source) de la qual es vol obtenir informació. 
Posteriorment es crea un lector que permet accedir al Frame, del qual s’obtindran les dades 
i,  finalment, s’obté la informació desitjada. 
 
Figura 13. Flux de programació 
La informació del dispositiu pot ser obtinguda de diferents fonts o sources. Aquestes fonts són: 
 ColorSource: color de cada píxel obtingut per la càmera RGB representat per una 
imatge de color. 
 DepthSource: profunditat de cada píxel representat per una imatge en escala de 
grisos. 
 InfraredSource: imatge d’infrarojos que pot facilitar informació en condicions mínimes 
de llum. 
 BodySource: aquesta font conté tota la informació de la posició i orientació dels joints 
o articulacions del cos dels usuaris, entre d’altres característiques. D’aquesta font es 
poden extreure dades de fins a 6 persones simultàniament . 
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 AudioSource: la font de àudio conté la informació respectiva als micròfons i el so 
capturat. 
A la Figura 12 de la pàgina 22 es representa les diferents fonts d’informació. A l’esquerra 
apareixen dues pantalles. La pantalla superior representa la imatge RGB obtinguda de la font 
ColorSource; la inferior esquerra representa els infrarojos obtinguts de la font InfraredSource. 
Al centre de la figura s’aprecia la representació d’un esquelet mitjançant punts de color blanc 
units per línies verdes. Les dades per representar aquest esquelet provenen de la font 
BodySource. Per últim, a la dreta, es pot veure una representació 3D del que hi ha davant del 
sensor. Aquesta informació prové de la font de profunditat. 
Per poder complir els objectius del projecte únicament és necessària la gestió de l’esquelet, 
és a dir, les dades obtingudes de la font BodySource. Però a la pràctica, la visualització de la 
imatge a temps real que ofereix la Kinect és molt útil per comparar el moviment real amb el 
que realitza l’avatar 3D. És per això que també s’ha estudiat el funcionament de la font 
ColorSource. 
Per a cada una de les fonts representades descrites en aquest apartat, l’escena conté dos 
scripts: SourceManager i SourceView. L’script ColorSourceManager obté la informació del 
sensor, en aquest cas de la càmera RGB, mentre que l’script ColorSourceView és el que 
representa aquesta informació per pantalla.  
Per reproduir el vídeo del dispositiu, s’ha de crear un GameObject buit anomenat 
ColorManager i se li assigna el codi ColorSourceManager. Aquest codi és el que obté les 
dades de color de cada píxel. Després es crea un GameObject del tipus “cube” i es manipula 
per obtenir forma de pantalla (amb gran alçada i amplada i poca profunditat). A aquesta 
pantalla se l’anomena ColorView i se li assigna el codi ColorView, que s’encarrega de 
reproduir el vídeo. Com es pot veure a la Figura 14, per comunicar el fitxer que obté les dades 
amb el fitxer que les reprodueix, es crea una variable a l’arxiu ColorView. Aquesta variable és 
crea de forma pública per a que aparegui a l’inspector, i després només cal arrossegar el 
GameObject a la casella per comunicar els dos fitxers. 
Aquesta idea s’ha utilitzat per gestionar tots els tipus de dades durant tot el projecte: es crea 
un SourceManager que obté les dades i aquestes es reprodueixen a partir d’un altre script, en 
aquest cas,  el ColorView. 
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Figura 14. Captura de pantalla de l’escena KinectView 
L’arxiu Kinect.2.0 és la part essencial del plugin. Sense els scripts que conté, les altres dues 
parts no funcionarien, ja que la informació de la cara i els gestos s’obtenen a partir de dades 
d’aquestes fonts esmentades. 
L’algoritme contingut en l’script BodySourceManager que obté les dades del cos segueix la 
següent estructura: 
 Inicialment es declara una variable per emmagatzemar el sensor, una pel lector i una 
altra per guardar les dades dels cossos detectats. 
 Start(): Aquesta funció forma part del “game loop”, comentat a l’apartat 5.3, i s’executa 
inicialment i només una vegada. S’encarrega d’obrir el sensor i de crear un lector per 
poder llegir posteriorment les dades.  
 Update(): Aquesta funció que també forma part del “game loop“ s’encarrega de llegir 
les dades de l’últim frame i actualitzar-lo. És en aquest procés on es pot accedir a les 
dades per poder manipular l’escena de Unity. Les dades que obté aquesta funció per 
a cada frame queden guardades en una variable que és una formació (array) de tots 
els cossos detectats per la Kinect. Cada cos és de la classe Body i conté informació 
de cada joint del cos. 
 OnApplicationQuit(): Aquesta funció s’encarrega de tancar el sensor una vegada s’ha 
sortit de l’aplicació. 
 GetData(): Aquesta funció retorna la formació o array que conté tots els cossos. Pot 
ser molt útil per obtenir aquestes dades des d’un altre script. 
Totes les funcions  descrites formen part de la classe BodySourceManager. 
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7.2.2. Plugin Kinect.Face.2.0 
El dispositiu, a part de detectar persones i definir un esquelet per a cada una, també té la 
capacitat de detectar la cara d’aquestes persones. Genera una gran quantitat d’informació, 
que es pot obtenir de dues maneres: mitjançant la interfície de programació d’aplicacions (API) 
anomenada Face Basics, i una segona API, anomenada HD Face. La primera permet l’accés 
a característiques més simples, com l’orientació del cap, la posició dels ulls o una sèrie 
d’expressions facials. Per altra banda, HD Face permet obtenir dades més concretes i 
complexes, com el conjunt extens de punts que representen la cara. Aquestes APIs contenen 
funcions, classes i tot tipus d’estructures que permeten obtenir aquestes dades de forma 
simple . A la Figura 15, una aplicació [1] dibuixa els diferents punts que representen la cara a 
sobre la imatge obtinguda de la càmera RGB. Aquesta aplicació s’ha fet amb l’API HD Face. 
 
Figura 15. Representació d’una cara mitjançant punts 
Com que no existeix cap escena que permeti comprendre la gestió d’aquestes dades, s’ha 
creat una anomenada Face Demo que s’explica amb profunditat a l’apartat 6.8. 
Per crear aquesta escena s’ha buscat al fòrum de Microsoft per obtenir un codi d’exemple que 
permeti l’obtenció d’aquestes dades ja que no existeix cap gestor oficial del plugin per Unity. 
Carmine Sirignano és un enginyer de software de l’empresa Microsoft que proposa solucions 
a la comunitat d’aquesta empresa i a la comunitat de Unity per als possibles dubtes dels 
desenvolupadors d’aplicacions relacionades amb Kinect. En una entrada del fòrum, es 
planteja el dubte de com gestionar Face Basics, i com a resposta es proposa un codi 
anomenat FaceSourceManager [2]. Aquest és el codi de partida que s’ha utilitzat per obtenir 
les dades del cap, concretament l’orientació d’aquest. 
El codi funciona de la mateixa manera que el BodySourceManager. Conté una estructura que 
comunica el sensor amb Unity i permet escollir quines dades es volen obtenir.  
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7.2.3. Plugin VGB (Visual Gesture Builder) 
Per acabar, l’última part del plugin s’anomena Visual Gesture Builder, i s’encarrega de detectar 
gestos i gestionar-los. A partir de patrons definits prèviament, es pot definir un gest per a una 
finalitat concreta. Per exemple es podria definir el gest de saludar movent la mà per a realitzar 
diverses accions, com canviar d’escena o rotar un objecte. 
No s’ha estudiat amb profunditat durant el projecte, ja que els objectius se centraven en el 
moviment de l’avatar, i la limitació de temps no ho ha permès. 
Aquests conceptes podrien ser utilitzats en una futura aplicació de realitat virtual per gestionar 
l’espai, ja que l’àrea de detecció de Kinect està pensada per una sala d’estar de casa. Definint 
un gest, es podria decidir en quina posició de l’escena es desitja estar. D’aquesta manera és 
crea una millor interacció ja que l’usuari decideix el que vol fer mitjançant gestos i no pitjant 
botons. La comunicació amb els dispositius mitjançant gestos de l’usuari és una tendència 
que està guanyant popularitat. En el futur, possiblement la comunicació amb tota classe de 
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7.3. Esquelet vist des del punt de vista de la Kinect V2 
La Kinect es capaç de detectar fins a 6 persones i representar-les en forma d’esquelet. Aquest 
esquelet està format per 25 articulacions amb una nomenclatura pròpia. Cada joint s’anomena 
segons la part del cos que representa tal i com s’indica a la Figura 16. Aquesta nomenclatura 
també especifica en el cas d’haver-hi dos joints simètrics com per exemple els dels canells 
(Wrist en anglès), si és el joint que representa la dreta o l’esquerra (Right o Left). D’aquesta 
manera es facilita la gestió dels joints, ja que s’anomenen d’una forma coherent i simple.  
 
Figura 16. Nomenclatura i jerarquia dels joints de la Kinect 
És de vital importància la relació que mantenen els joints entre ells, per poder obtenir la posició 
i orientació i aplicar-la a un avatar adequadament. Prèviament a explicar quina és aquesta 
relació, cal entendre el concepte d’emparentar objectes. Un GameObject es pot definir com a 
pare, o “parent” d’un altre GameObject, resultant l’altre com a fill o “child” del primer. Això 
significa que s’ha establert una relació jeràrquica pel que fa al moviment dels dos objectes. Si 
l’objecte pare es mou en les direccions X, Y o Z, al fill se li aplicaran els mateixos 
desplaçaments. El mateix passarà amb les rotacions. En canvi si el fill es mou, aquest 
moviment no afectarà la posició ni l’orientació del pare. Per tant, l’objecte fill pot moure’s 
lliurement sense afectar de cap manera al pare. 
En el cas de les orientacions dels joints que s’obtenen de la Kinect, aquestes segueixen una 
relació jeràrquica d’emparentament on el joint SpineMid és el joint central, el joint pare de tots 
els altres. Aquesta relació es va ramificant fins al final de cada extremitat, on l’últim joint de 
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cada branca no és pare de ningú. La mateixa jerarquia també s’utilitza en el món de l’animació 
3D i s’ha definit així per intentar representar l’estructura i relació de moviments d’un esquelet 
humà real, ja que si girem l’espatlla per exemple, aquest moviment farà que girin de la mateixa 
manera tant l’avantbraç com la mà. En canvi, si només rotem el canell, aquest moviment es 
pot realitzar independentment de l’orientació de l’espatlla. Aquest emparentament al programa 
Unity es representa amb un sagnat a la finestra de la jerarquia de l’escena. D’aquesta manera, 
queda clar visualment que el GameObject fill és el que queda dins el pare en l’ordre de 
jerarquia, com es pot veure a la Figura 17. 
 
Figura 17. Emparentament d’objectes a Unity 
Per altre banda, les posicions són més simples, només indiquen la coordenada X, Y i Z de 
cada joint respecte el dispositiu. Les unitats segueixen el sistema internacional i, per tant, es 
mesura en metres. 
També s’ha de tenir en compte la referència de totes les dades. El sensor que rep els senyals 
infrarojos és el punt ( 0, 0, 0 ), l’origen de coordenades. L’eix X creix positivament cap a la 
dreta, mentre que l’eix Y creix positivament en la direcció superior del dispositiu. L’eix Z o eix 
de profunditat, creix positivament en la direcció frontal del sensor, com indica la Figura 18. 
 
 
Figura 18. Origen de coordenades de la Kinect V2 
 
Auto Immersió en Aplicacions de Realitat Virtual usant Kinect  Pág. 29 
 
7.4. Avatar 3D: el model  
Com s’esmenta en el previ apartat 6.3 del present document, la jerarquia dels joints és un 
aspecte imprescindible a tenir en compte. És per això que no qualsevol model 3D pot sevir 
per reproduir els moviments humans mitjançant la Kinect. Aquest model ha de complir una 
sèrie de requisits per ser vàlid per al projecte. Per poder entendre quin tipus de model és 
necessari, s’expliquen a continuació les característiques bàsiques d’un model 3D. 
Tot model 3D realitzat amb qualsevol software de modelatge, - com serien per exemple els 
programes mundialment coneguts Blender o Maya -, consta de diferents parts que es creen 
en diverses fases que s’expliquen a continuació. 
Primerament es crea un mallat 3D, el qual està format per diferents elements petits de formes 
poligonals, principalment triangulars o quadrades. Segons la quantitat d’elements que el 
formen els models es divideixen en “Highpoly” o “LowPoly”. Un model “HighPoly” esta format 
per una quantitat de polígons significativament superior a un model “LowPoly”. Per a qualsevol 
motor de videojocs interessa un model amb el mínim de polígons, que representin el màxim 
detall del model per tal d’agilitzar el processament i renderitzat d’aquest. Això és perquè el 
renderitzat haurà de ser pràcticament instantani (a una velocitat d’uns 30 frames per segon). 
A la Figura 19 apareix un exemple de mallat 3D “LowPoly” on es poden observar els diferents 
elements que formen un cilindre creat amb el software Blender. 
 
Figura 19. Exemple de mallat d’un cilindre creat amb Blender 
Una vegada creat el model cal afegir una textura o definir un material que representarà el color  
de cada element del model. El procés de representar aquesta textura o material per pantalla 
s’anomena renderitzat, i una gran quantitat d’elements a renderitzar alenteix 
considerablement la velocitat de processament d’un model. 
Pág. 30  Memòria 
 
 A la Figura 20 es pot veure el renderitzat del mateix cilindre que a la Figura 19 però en aquest 
cas se li ha assignat un material de color verd. 
 
Figura 20. Renderitzat d’un cilindre creat amb Blender 
Per acabar, cal saber com es deformarà aquesta malla, segons els moviments que se li 
apliquin, i això es modela en el procés que s’anomena “rigging”. En aquest procés, es 
construeix un esquelet pel mallat representat usualment per octaedres, que equivalen als 
ossos del model. És en aquest procés on es defineix la relació entre els ossos i, per tant, la 
relació entre les articulacions. Cadascun dels dos extrems d’un os és el que anomenem joint. 
Durant el rigging es defineix l’emparentament entre els diferents ossos de l’esquelet. 
 
Figura 21. Esquelet del mallat creat amb Blender 
En aquesta última figura (Figura 21), el cilindre ja té assignat un esquelet format per dos ossos 
que defineixen la deformació del seu mallat, permetent que si un os queda fixe i l’altre rota, el 
mallat es deforma com si fos un colze. 
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Els requeriments d’un avatar 3D per aplicar-li els moviments detectats per la Kinect són els 
següents: 
 L’avatar ha de tenir un mínim de joints suficient per poder representar el moviment 
humà.  
 Els joints de l’avatar han de seguir la mateixa estructura jeràrquica que els joints de la 
Kinect, definint com a joint pare el maluc, seguint el mateix ordre. 
Per aquests motius, s’ha decidit treballar amb un model anomenat Ethan. Aquest model forma 
part dels Standard Assets de Unity, que són un conjunt de paquets que contenen scripts i 
models 3D gratuïts. També hi ha una plataforma d’Assets per Unity, on es poden obtenir 
gratuïtament o comprar diferents paquets creats per desenvolupadors de la gran comunitat 
de Unity. 
El model Ethan és el que apareix a la Figura 22 i compleix els requeriments esmentats. 
L’esquelet de l’avatar consta de més de 32 joints, la majoria dels quals apareixen a la part 
dreta de la Figura 22. El seu esquelet és vàlid, ja que té una jerarquia com la de la Kinect, més 
extensa inclòs. 
 
Figura 22. Avatar Ethan i jerarquía del seu esquelet 
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7.5. Els quaternions i el “Gimbal Lock” 
La manera més intuïtiva de representar una rotació són els anomenats angles d’Euler. Els 
angles d’Euler representen una orientació mitjançant una referència ortogonal mòbil respecte 
una altra referència ortogonal fixa. El fet de que la referència sigui ortogonal simplifica la 
comprensió d’una orientació, ja que un gir es descompon en tres eixos anomenats 
comunament en català guinyada, capcineig i balanceig (pitch, roll i yaw en anglès), per l’efecte 
que aquests canvis d’orientació en cada un dels eixos generen a un avió o un vaixell (Figura 
23). 
 
Figura 23. Angles d’Euler d’un avió 
Una rotació és un canvi d’orientació respecte un eix al llarg d’un temps determinat. Una rotació 
tridimensional mitjançant els angles d’Euler descomposa aquesta rotació en tres: una per a 
cada eix. A l’hora d’animar gràficament amb un computador, és important l’ordre en que es 
realitzen aquestes rotacions, ja que pot variar el resultat segons aquest ordre. A més, els 
angles d’Euler tenen un problema molt important que cal destacar i s’anomena: “Gimbal Lock”. 
Si es representa l’orientació mitjançant “gimbals”, que són cercles representatius de cada 
rotació d’Euler (usualment de color verd, blau i vermell), es pot definir una relació 
d’emparentament entre ells. Per exemple si definim l’eix Z com a parent, quan aquest giri, 
giraran els altres dos eixos de la mateixa manera. Després si s’escull per exemple l’eix X com 
a segon de la jerarquia, la rotació d’aquest afectarà només a l’ultim “gimbal” de la cadena. 
 
Figura 24. Exemple de situació de Gimbal Lock 
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D’aquesta manera es pot representar l’ordre en que es realitzen les rotacions entre frames i 
observar com, en cassos puntuals, succeeix la singularitat. Aquesta es deguda a que dos 
“gimbals” coincideixen essent concèntrics i, per tant, dos dels tres eixos s’alineen i es perd un 
grau de llibertat. Per tant, la rotació que aportava aquell eix ja no la representa cap altre. 
Aquesta singularitat es pot apreciar a la Figura 24.  
En aquesta figura a la imatge de l’esquerra apareix un avió orientat amb els angles d’Euler 
representats per tres anells o gimbals de colors. A la imatge dreta, s’ha rotat 90º respecte l’eix 
de les ales (pitch en anglès) el gimbal blau, alineant-lo amb el verd. En aquesta situació 
succeeix la singularitat del Gimbal Lock i es perd un grau de llibertat, ja que l’eix blau i el verd 
passen a ser el mateix. 
Per tal d’evitar el Gimbal Lock, tant Unity, Kinect i alguns softwares d’animació, proposen els 
quaternions per a representar internament les rotacions. 
Per representar una rotació amb un quaternió, mitjançant un vector de quatre dimensions 
s’utilitza l’Eq. 2. 
Q = (cos(θ/2), u*sin(θ/2))                               (Eq. 2) 
Els quaternions segueixen un concepte molt diferent als angles d’Euler, ja que no es 
descompon una rotació en tres, sinó que es realitza al voltant d’un sol eix. Aquest eix és la u 
de l’Eq. 2 i cada una de les seves components va multiplicada pel sinus de la meitat d’un 
angle. Aquest angle representa els graus de gir respecte el vector director u. Per altra banda 
el primer component del vector de quatre dimensions és el cosinus de la meitat de l’angle de 
gir θ. D’aquesta manera es representa una rotació en tres dimensions amb un vector de quatre 
components. A la Figura 25, es pot veure el vector que anomenem u  que seria el de color 
vermell i el punt P1 rotaria al voltant d’aquest eix a través del cercle verd que seria l’angle de 
gir. 
 
Figura 25. Representació gràfica d’una rotació  
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 Aquest sistema per representar rotacions és més robust a l’hora d’evitar possibles problemes 
com el “Gimbal Lock”, però té la desavantatge de no ser un sistema intuïtiu amb el que es 
pugui treballar simplement a vista, ja que té quatre components. A més, és difícil imaginar un 
vector en un espai tridimensional per obtenir la rotació desitjada. Hi ha funcions a Unity que 
permeten modificar un quaternió aplicant-li rotacions d’Euler de manera més visual, però 
degut als problemes que s’han obtingut a l’hora de rotar amb aquestes funcions s’ha decidit 
treballar directament amb quaternions. 
La Kinect utilitza la classe interna Vector4 per a representar un quaternió mentre que Unity 
incorpora una classe específicament creada anomenada Quaternion. Les dues classes estan 
formades per un vector de quatre components anomenades X, Y, Z i W que com ja s’ha 
explicat representen els components del vector de l’Eq. 2 . Cal insistir en que les components 
X, Y i Z d’aquestes dues classes no corresponen als eixos X, Y i Z dels angles d’Euler ja que 
és un error molt estès que porta a l’obtenció de rotacions no desitjades. 
7.6. Necessitat de calibrar 
Al intentar traslladar una rotació al model per primera vegada, aplicant les dades obtingudes 
de la Kinect directament, l’avatar adquireix una posició no natural, amb torsions no desitjades 
que deformen el model (Figura 26). 
 
Figura 26. Deformació de l’avatar 
L’efecte que s’aprecia a la Figura 26 és produeix per que els eixos de coordenades dels 
joints de l’avatar i dels joints que detecta la Kinect no són els mateixos. Per entendre aquest 
fet, s’ha creat una escena on un GameObject format per un cub groc i tres cilindres de diferents 
colors que representen els eixos de coordenades, es comparen amb els eixos d’un joint de 
l’avatar. A aquest GameObject se li assigna, evidentment, l’orientació de la mateixa articulació 
del cos amb la que es vol comparar l’avatar i la persona que es posi davant del sensor. Abans 
d’executar l’escena, s’ha de col·locar en la mateixa posició que tingui el model. Només 
d’aquesta forma es pot apreciar la diferència real entre els eixos. 




Figura 27. Diferència d’eixos inicial 
Com es representa a la Figura 27, els eixos - efectivament - no coincideixen quan l’usuari es 
col·loca en la mateixa posició que el model, per aquest motiu s’ha pensat el concepte de 
diferència inicial d’eixos. Aquesta idea comporta calcular inicialment la diferència dels 
quaternions de cada joint i procurar mantenir-la intacta al llarg de tota l’execució de l’aplicació. 
Aplicant aquest concepte, els eixos mai coincidiran, però el fet de mantenir aquesta diferència 
entre ells dona la possibilitat de reproduir el mateix moviment. 
Per saber quina diferència hi ha entre dos orientacions a i b, cal saber quina rotació que se li 
ha d’aplicar a a  per obtenir b. Una vegada coneguda aquesta rotació, només cal aplicar-la 
cada vegada  per a cada frame al quaternió  a, per mantenir la diferència amb el quaternió b, 
aconseguint així que els moviments s’interpretin correctament. Aquesta rotació es calcula 
mitjançant l’Eq. 2 que ve a continuació. 
Rotació_diferència  =  Invers( Quat_b )*Quat_a     (Eq. 2) 
En el cas particular d’aquest projecte, la fórmula concreta és la següent: 
  Rotació_diferència_joint = Invers(Quat_Kinect) * Quat_Kinect   
Unity ja té una classe per als quaternions anomenada Quaternion, i aquesta classe disposa 
de la funció “Inverse” per calcular l’invers del quaternió desitjat. Aquesta funció es crida de la 
següent manera: 
  Inversió_quaternió = Quaternion.Inverse(quaternió) 
Per tant, la manera de calcular aquesta diferència inicial a Unity queda de la següent forma: 
  difference = Quaternion.Inverse (quaternió_Kinect) * quaternió_Avatar 
Amb aquesta diferència es pot calcular a cada Update() l’orientació que ha d’adoptar el model 
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3D de la següent manera: 
 Orientació_actual_avatar = orientació_Kinect * diferència_inicial 
Per mantenir aquesta diferència només cal multiplicar el quaternió obtingut de la Kinect pel 
quaternió que representa la diferència. Multiplicant el quaternió s’aplica la rotació. 
S’ha referit com a calibratge a aquest mètode, ja que permet corregir la diferència d’eixos 
inicial. Per poder dur a terme aquest calibratge, és imprescindible que, quan el sensor s’obri, 
la persona de la qual es vol reproduir els moviments adopti la mateixa postura de l’avatar que 
el representa. La postura de calibratge més habitual és la de forma de T o “T-Pose”, on el 
model es situa amb els braços perpendiculars al cos, mantenint-se aquest vertical, creant una 
forma de T o de creu. S’ha escollit una postura semblant, però amb els braços lleugerament 
abaixats per a calibrar l’escena (Figura 28). El motiu d’escollir aquesta postura, i no la més 
habitual, és el pràctic fet de  no haver d’aixecar el braços cada vegada que es vol veure com 
respon el model 3D. A més, s’ha comprovat que la calibratge obté els mateixos o, fins i tot, 
millors resultats. 
 
Figura 28. Posició de calibratge 
Una vegada s’ha tingut en compte quin avatar s’ha d’escollir, com funcionen les rotacions i els 
quaternions, i també es pot determinar la diferència entre els joints de la Kinect i els del model, 
ja es pot començar a presentar l’escena principal del projecte. Aquesta escena no s’ha creat 
després d’adquirir tots aquests coneixements, sinó que ha anat evolucionant progressivament 
a mesura que apareixien problemes, dels quals s’ha buscat la solució òptima fins arribar a 
l’escena principal, que s’explica en el pròxim apartat 6.7. 
Durant el procés de desenvolupament d’aquesta escena, s’ha fet recerca per comprendre el 
funcionament de la Kinect V2 i les dades que es poden obtenir d’aquest dispositiu, aprendre 
codi C# per poder programar diferents elements de l’escena, aprendre a obtenir dades dels 
diferents plugins de Kinect per Unity, entendre els quaternions i com operar amb ells, crear 
les funcions requerides, saber què és un filtre i com es pot aplicar a l’escena per millorar-la i 
entendre el procés de modelatge d’un avatar. 
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7.7. Estructura i evolució de l’escena principal 
7.7.1. Cubes Demo 
L’escena principal del projecte s’anomena Avatar Demo. Aquesta escena final ha derivat de 
diferents escenes prèvies, on apareixen objectes que ajuden a comprendre el procés per 
obtenir l’escena final. 
Totes les escenes s’anomenen amb una paraula descriptiva seguit de la paraula Demo, que 
indica que l’escena és una demostració per entendre un concepte. També s’afegeix, entre 
parèntesis, una breu descripció del contingut.  
La primera escena creada per tal de comprendre les dades de la Kinect s’anomena Cube 
Demo. Aquesta escena, bàsicament, conté una pantalla on es reprodueix el vídeo capturat 
pel dispositiu i, a més, s’han creat una sèrie de GameObjects en forma de cub amb tres eixos 
que serveixen per observar l’orientació d’aquests. S’ha creat un cub per a cada joint, i aquests 
cubs s’han unit a través d’un script que conté un algoritme que dibuixa línies de color fúcsia 
per representar les unions entre articulacions. 
 
Figura 29. Captura de pantalla de l’escena Cube Demo 
La captura de la Figura 29 presenta la informació de la Kinect d’una manera molt visual. En 
aquesta imatge es pot entendre com els eixos verds de cada cub, segueixen la mateixa 
direcció que la línia d’unió amb el seu cub pare. Per tant, quant s’adquireix la rotació d’un joint 
que es rep de la Kinect com a un quaternió, aquesta és la rotació del joint respecte el seu joint 
pare. Aquest concepte és bàsic, ja que si és vol moure l’os que uneix l’espatlla i el colze, cal 
aplicar-li la rotació del colze a l’espatlla. El joint pare, en aquest, cas seria l’espatlla. 
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7.7.2. Bones Demo 
L’escena Bones Demo reprodueix el concepte d’os, i alternativament a les línies d’unió entre 
articulacions, s’ha creat un algoritme que per a cada Update() del Game Loop. Aquest 
algoritme calcula la distància entre cada parella de joints i crea un prisma rectangular de color 
verd que representa cadascun dels ossos. A cada os se li assigna la rotació del fill per 
reproduir correctament l’esquelet. 
 
Figura 30. Captura de pantalla de l’escena Bones Demo 
Com es veu a la Figura 30, aquesta escena també conté els cubs de l’escena Cubes Demo 
però en aquest cas s’han ocultat els eixos de colors, ja que l’objectiu d’aquesta escena és 
reproduir el moviment dels ossos i no dels joints, per aquest motiu, només es manté el cub 
groc com a referència de la posició i orientació de cada joint. 
 
7.7.3. Avatar Demo 
En aquesta escena s’ha volgut plasmar l’objectiu del projecte, que es reproduir els moviments 
d’una persona mitjançant un avatar. Aquesta escena, a part dels elements bàsics (càmera i 
llum) ja conté un model 3D escollit, l’anomenat Ethan, presentat a l’apartat 6.4. L’escena 
també conté una pantalla, on es reprodueix vídeo de la càmera RGB per poder comparar els 
moviments del model amb els reals. Un GameObject buit serveix per assignar-li el codi 
BodySourceManager, definit en l’apartat 6.2.1 del document, al qual es pot accedir des d’altres 
codis.  
A la Figura 31, a la part dreta, apareixen els diferents elements (GameObjects) que formen 
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l’escena i estan agrupats segons les seves funcions. A la part superior hi ha la Càmera; a 
continuació, hi ha l’element Screen que conté el ColorSourceView i el ColorSourceManager 
que reprodueixen el vídeo de la càmera RGB en una pantalla. A sota hi ha l’objecte Floor, que 
és un pla amb una textura de pedra i representa el terra de l’escena. A continuació, hi ha la 
llum (direccional en aquest cas), que il·lumina l’escena seguida del model 3D anomenat 
Ethan. A sota l’avatar hi ha el GameObject BodySourceManager, d’on s’obtenen les dades 
del seguiment de l’esquelet. El FaceSourceManager s’explica més endavant, al pròxim apartat 
6.8, i serveix per obtenir les rotacions del joint “Head”. Per acabar, l’últim GameObject i el més 
important, és l’AvatarManager. Aquest es desglossa en un AvatarManager per a cada os de 
l’esquelet. Aquest objecte és el que s’encarrega d’obtenir les dades del BodySourceManager 
i aplicar-les a l’avatar. 
A la part esquerra de la figura es pot veure de quina manera s’han organitzat tots els arxius 
del projecte de Unity a partir de diferents carpetes. Hi ha una carpeta que conté el model 3D 
de l’avatar, una altra anomenada Kinect Assets que conté tots els arxius del plugin, una 
carpeta que conté tos els scripts amb el codi en C# i una última, on s’emmagatzemen les 
textures. 
 
Figura 31. Scripts del projecte i elements de l’escena 
Per a facilitar l’obtenció de dades, s’han creat diferents funcions dins la classe 
BodySourceManager. El codi implementat es pot veure a la Figura 32. 
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Figura 32. Funcions afegides al script BodySourceManager 
La Kinect V2 utilitza la classe Vector4 per representar els quaternió, mentre que Unity utilitza 
la classe Quaternion tal i com es comenta a l’apartat 6.5. Per aquest motiu no es pot operar 
directament entre elles. Cal poder operar entre quaternions per a calibrar l’avatar i, per això, 
s’ha creat la funció GetQuaternionRotation, que retorna una variable del tipus Quaternion a 
partir d’una variable d’entrada de la funció de la classe Vector4. 
El mateix passa amb la posició a l’espai, i per facilitar les operacions amb aquestes dades, 
s’ha creat la funció GetVector3Position, que retorna una variable de la classe Vector3 a partir 
d’una variable de la classe Body. Aquesta variable conté les dades del cos detectat i la funció 
retorna la posició del joint SpineBase d’aquest cos.  
Per moure tot l’esquelet de l’avatar s’ha estimat que només cal posicionar un sol joint. Aquest 
joint central és el SpineBase i la resta de l’esquelet es pot moure només a partir d’orientacions 
relatives a aquesta articulació. Per moure l’esquelet sencer s’ha utilitzat les orientacions de 10 
joints. 
També s’ha afegit la funció initialDifference que retorna la diferencia inicial entre dos 
quaternioins equivalents, un de l’avatar i l’altre la Kinect. 
Ja que la Kinect detecta fins a 6 cossos a la vegada i aquesta escena està dissenyada per 
moure només un avatar, s’ha afegit una última funció al gestor dels cossos 
(BodySourceManager) que s’anomena GetClosestBody i retorna el cos més proper al sensor 
a partir d’una llista de cossos detectats.  
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De forma simplificada l’estructura de l’algoritme que conté l’arxiu AvatarManagerBody és la 
següent: 
Inicialització de variables 
Variable que indica quin joint es vol detectar 
Variable on s’emmagatzemi el BodySourceManager per obtenir les dades 
Variable de control booleana 
Variable que conté la part del cos de l’avatar que es vol modificar 
Variable que conté el cos més proper detectat 
Variable del tipus Quaternion que representa la diferència inicial 
Start() 
Variable de control booleana pren valor inicial fals 
Update() 
Hi ha quatre estructures del tipus “if” per evitar que s’obtinguin dades nul·les i aparegui 
algun error. En el cas de que les dades siguiun nul·les, s’aplica un “return” que surt del 
loop immediatament 
Es detecta el cos més proper i es guarda en una variable creada inicialment 
S’obté el quaternió del joint desitjat a partir del BodySourceManager 
IF : condició de que la variable booleana sigui falsa 
En aquest if només s’entra una vegada i es calcula la diferència entre la part de 
l’avatar i el joint escollit de la Kinect 
La variable de control pren valor cert per tal de no tornar a entrar dins                
d’aquest if 
ELSE : condició de que la variable booleana és falsa (resta de cassos) 
S’aplica cada vegada la rotació de la Kinect a l’avatar afegint-li la             diferència 
inicial 
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Aquest és el codi més important de tots, ja que és el que compleix l’objectiu del projecte. Per 
al correcte funcionament del codi, s’ha de tenir en compte les variables d’entrada que aquest 
necessita. Primerament, per a cada part del cos es crea un GameObject buit i se li assigna 
aquest script. Una vegada assignat, a l’inspector, - concretament a la part del script com la 
que s’observa a la Figura 33, - apareixen tres variables que es poden manipular, ja que s’han 
declarat com a públiques. El “Joint Type Child” és un desplegable amb tots els joints de la 
Kinect i només cal escollir el que es desitgi per a que l’algoritme obtingui les dades d’aquest 
joint concret. A la casella “Body Manager” cal arrossegar el GameObject que contingui el script 
BodySourceManager, d’aquest script s’obtenen les dades de la Kinect.  
 
Figura 33. Opcions del script AvatarManagerBody 
Per últim, s’ha d’arrossegar la part del cos de l’avatar a la casella anomenada Avatar Part, 
però com es pot deduir de la Figura 33, no s’ha de posar el mateix joint que el de la Kinect, 
sinó el del pare d’aquest. En la figura s’ha escollit el canell esquerre (Wrist Left) i per tant, la 
part de l’avatar que s’ha d’arrossegar és el colze, que en el cas de l’avatar s’anomena 
EthanRightForeArm. El canell escollit és l’esquerre, mentre que la part de l’avatar es el colze 
dret. Això passa per l’efecte mirall. L’efecte mirall es refereix al fenomen de que l’avatar esta 
situat enfront de l’usuari com si la pantalla fos un mirall. Si es vol moure el model tenint en 
compte aquest efecte, la parella de joints amb esquerra i dreta s’han d’invertir per quadrar 
amb l’usuari. Per aquest motiu, es tria el colze dret, que és el contrari de l’usuari. La Figura 34 
representa aquest concepte i ajuda a aclarir-lo. 
 
Figura 34. Efecte mirall 
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Només cal assignar totes les parts del cos necessàries per moure l’avatar i aquest ja seguirà 
els moviments de l’usuari com a l’exemple de la Figura 35. 
 
Figura 35. Captura de pantalla de l’escena Avatar Demo 
7.8. Obtenció de les rotacions del joint “Head” 
El BodySourceManager conté un codi molt útil per obtenir informació dels joints, sobretot 
quant es tracta de la posició. Per altra banda, a l’hora d’obtenir l’orientació, sorgeix un 
problema: si l’orientació de cada joint és l’orientació respecte el joint pare, els joints que es 
situen al final de cada branca no tenen orientació, ja que no tenen cap joint fill assignat que la 
indiqui. Per tant, ni les puntes dels peus ni les de les mans queden orientades, simplement 
tenen la mateixa orientació que el joint anterior de la branca. El mateix passa amb el cap, el 
BodySourceManager no aporta cap informació sobre l’orientació del joint anomenat Head. 
En el cas del joint Head hi ha una solució que és utilitzar una altra part del plugin anomenada 
Kinect.Face.2.0. No hi ha un exemple de com utilitzar-lo contràriament al cas de l’escena 
KinectView que hi ha pel plugin Kinect.2.0, i per això s’ha creat una escena anomenada Face 
Demo (Figura 36) amb la finalitat d’aprendre a gestionar les dades d’aquest plugin. 
Aquesta escena conté el model 3D d’un cap de pedra obtingut gratuïtament de la Assets Store 
de Unity . S’ha afegit un skybox (nomenclatura per cel  utilitzat de fons d’escena a Unity) i s’ha 
dissenyat una columna amb una textura de pedra també utilitzada per altres escenes. Ambues 
textures s’han obtingut també de la Assets Store gratuïtament.  
L’escena precisa dels plugins Kinect.2.0 i Kinect.Face.2.0, que s’han d’importar com a 
“Custom Package” esborrant després els arxius repetits. En aquesta demostració es 
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gestionen les dades del sensor mitjançant el script FaceSourceManager. 
 
Figura 36. Captura de pantalla de l’escena Face Demo 
El FaceSourceManager funciona de la mateixa manera que el BodySourceManager: 
s’identifica el sensor, després s’accedeix a la font o source mitjançant un lector que llegeix la 
informació de cada frame. Aquesta informació es llegeix i queda emmagatzemada essent 
accessible mitjançant la funció FaceFrameResult. Un dels resultats que es pot obtenir amb 
aquesta funció es l’orientació del cap. Aquesta orientació és una de les constants que ofereix 
FaceFrameResult i s’anomena FaceRotationQuaternion. En resum, s’accedeix a aquest 
quaternió de la següent manera: 
Orientació del cap = frame.FaceFrameResult.FaceRotationQuaternion 
On “frame” equival al frame obtingut pel lector del cos detectat pel sensor. Per aquest motiu 
també necessita informació del BodySourceManager. 
En aquest cas també succeeix el mateix que amb les orientacions i posicions del cos i, per 
tant, s’han afegit les mateixes funcions per poder accedir a aquestes dades amb les classes 
de Unity (Vector3 i Quaternion per la posició i orientació respectivament). 
Aquesta escena gestiona directament l’orientació del joint “Head” (cap) des del propi 
FaceSourceManager, només cal arrossegar el model 3D del cap per a que se li apliquin les 
rotacions detectades.  
Per gestionar els arxius que composen l’escena coherentment i facilitar la comprensió d’una 
futura persona que vulgui manipular i entendre l’escena creada, a l’escena principal s’ha 
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decidit continuar amb la metodologia de crear un AvatarManager que traslladi els moviments 
detectats a l’avatar. S’ha creat a l’escena principal un GameObject buit al que se li ha assignat 
el codi de FaceSourceManager que gestiona les dades del cap. També s’ha afegit un altre 
anomenat AvatarManagerHead. Aquest algoritme segueix la mateixa idea que 
l’AvatarManagerBody, diferenciant-se d’aquest en que s’ha d’arrossegar el 
FaceSourceManager d’on s’obtindrà l’orientació del cap. A la Figura 37 es pot veure quins 
objectes necessita el codi. Primerament la font de dades (FaceSourceManager) i després 
indicar quina part de l’avatar es vol moure (EthanHead). En aquest cas no cal especificar quin 
joint és ja que la informació és directament del joint Head. 
 
Figura 37. Variables d’entrada del AvatarManagerHead 
7.9. Interacció amb l’entorn 
És evident que la imitació dels moviments d’una persona ja crea una sensació d’immersió 
considerables. Tot i ser així, a continuació es proposa una metodologia a seguir per crear una 
interacció de l’avatar en l’escena. Si l’avatar interactua amb objectes que formen part de 
l’escena, l’usuari de l’aplicació de realitat virtual tindrà també la sensació de poder manipular 
l’escena. Per tant, és interessant estudiar aquesta possibilitat per millorar l’experiència d’una 
hipotètica aplicació. 
El motor de jocs Unity, incorpora un motor de física. Aquest motor de física està format per 
una sèrie de codis que simulen les lleis físiques dins l’escena. Es pot simular  la gravetat, la 
fricció del terra, l’elasticitat de xocs entre objectes i tot tipus de fenòmens físics. Això facilita 
molt la creació d’escenes realistes i redueix la càrrega de treball del desenvolupador, ja que 
aquest no haurà de programar la física del joc directament. 
L’avatar escollit pel projecte es mou segons les dades obtingudes del sensor, però els altres 
elements de l’escena que es vulguin afegir, s’han de relacionar amb el motor de física per a 
simular els efectes desitjats. Per a definir que un GameObject forma part de la física del joc, 
s’afegeix un component físic a l’objecte anomenat Rigidbody. Un cop assignat aquest 
component, l’objecte ja quedarà afectat per la gravetat i altres fenòmens físics i per tant caurà 
fins trobar la superfície d’un altre GameObject com seria el terra. Això es possible gràcies a la 
gestió de col·lisions del motor de física. Per gestionar les col·lisions, s’ha de tenir en compte 
els anomenats “colliders”. Un collider defineix els límits d’un element de l’escena i es 
representa de color verd. Aquests límits representen la zona de col·lisió d’un objecte. Al crear 
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un cub per exemple, aquest ja té assignat per defecte un collider en forma de cub (Figura 38), 
de tal manera que quan s’executa l’aplicació aquest col·lisionarà amb els altres objectes físics 
(amb les cares o vèrtex d’aquest collider cúbic). 
  
Figura 38. Collider d’un cub 
Per a descriure com fer que l’avatar interaccioni amb l’escena, s’ha creat una nova escena 
anomenada “Interaction Demo”. En aquesta escena apareixen diversos elements. Hi ha dos 
prismes amb un Rigidbody assignat i un collider per defecte. Aquests objectes ja formen part 
de la física del joc. Per altra banda, s’han afegit l’avatar i tots els arxius que possibiliten el seu 
moviment mitjançant la Kinect. 
Per a que l’avatar interactuï amb l’escena, s’han definit una sèrie de colliders a diferents parts 
del cos. Primer s’ha definit un collider en forma de càpsula per al cos sencer. A més, s’han 
assignat a les mans i peus 4 colliders més per a poder moure objectes amb aquestes parts 
del cos (Figura 39). 
 
Figura 39. Colliders de l’avatar 
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Una vegada definits els colliders de l’avatar, aquest ja és capaç de generar col·lisions amb 
altres objecte. A l’escena de demostració, es poden tombar els prismes creats amb peus, 
mans i cos.  
Per acabar, s’ha afegit una esfera. Aquesta esfera a partir del xoc amb el collider dels peus 
permet simular un xut. Per a simular-lo, s’ha creat un codi que genera una força a la pilota en 
la direcció del peu en el moment de la col·lisió. A la Figura 40 apareix un frame del moment 
en que es realitza el xut. 
 
Figura 40. Escena d’interacció amb l’entorn on es xuta una pilota 
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8. Filtratge 
8.1. Necessitat de filtrar 
Quan es pretén obtenir alguna mesura física mitjançant un sensor és inevitable l’aparició 
d’errors de mesura i soroll. En aquest cas, els errors de mesura els causa el dispositiu, i el 
soroll que apareix depèn de diferents paràmetres com la llum, la posició on es situa el 
dispositiu, la mida del cos de l’usuari, la postura que adopta aquest o la distància a la qual 
està respecte el sensor. 
La necessitat de filtrar queda en evidència quan s’observen els resultats de l’aplicació del 
moviment de l’esquelet detectat per la Kinect a l’avatar. Els joints més afectats són els que 
representen les mans, el cap i els turmells. Per tant, s’ha decidit aplicar un filtre per tal de 
millorar la precisió i la exactitud de les dades obtingudes. 
 
Figura 41. Diferents sistemes de mesura 
A la Figura 41 es pot observar els diferents problemes que poden aparèixer a l’hora de 
mesurar. D’esquerra a dreta, el primer sistema seria imprecís i inexacte; el segon seria 
inexacte però precís; el tercer és el que volem assolir: exacte i amb un alt nivell de precisió. 
L’últim cas seria el cas ideal, on el sistema de mesura es perfectament exacte i precís, però 
aquest cas no és realista, ja que com s’ha comentat, és inevitable l’aparició d’errors i soroll. 
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8.2. Estructura del filtre 
El loop principal de Unity actualitza per a cada frame el valor de totes les variables, aplica les 
funcions del codi i calcula totes les dades mostrant-les després per pantalla. La Kinect V2 
també realitza per a cada frame tots el càlculs necessaris per obtenir la  informació desitjada, 
en aquest cas, de tots els joints del cos. 
El filtre utilitzat per millorar la precisió de les rotacions utilitza una cua de llargada variable (a 
escollir) per tal d’emmagatzemar rotacions. Aquest mètode serveix per disposar informació 
prèvia i modificar la rotació del frame actual que s’està calculant. 
La funció del filtre necessita dos paràmetres d’entrada: la rotació del frame actual i la cua que 
recopila rotacions anteriors. 
8.3. Conseqüències del filtratge 
Un filtre millora considerablement la precisió dels moviments, disminuint la vibració que genera 
el soroll. Però a l’hora d’escollir un filtre, cal tenir en compte diferents conceptes, que poden 
crear un resultat poc creïble. 
La latència es refereix al període de temps que triga l’aplicació en reproduir un moviment 
després de que l’usuari l’hagi realitzat. S’ha de buscar un equilibri entre la millora que aporta 
el filtre i el retard que l’aplicació d’aquest comporta. 
 
Figura 42. Retard entre entrada i sortida del filtre 
Al gràfic de la Figura 42 es representa la diferència entre l’entrada i sortida del filtre. En aquest 
gràfic s’evidencia la disminució de soroll a la línia blava, però també s’aprecia un retard entre 
la línia blava i la vermella. Estudis demostren que la majoria d’usuaris comencen a detectar 
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aquest retard a partir dels 100 ms. [3] 
8.4. Opcions i filtre escollit 
La precisió de les posicions es molt superior a la de les orientacions, ja que és més fàcil 
proposar una posició d’un joint que proposar la manera en que aquest s’orienta, i per tant la 
fidelitat de la posició s’ha considerat acceptable. És per això que el filtre que s’ha escollit és 
un filtre de millora de precisió de les orientacions. 
El filtre escollit s’ha extret del fòrum de la comunitat de Microsoft on l’usuari Roberto Serrano 
[2] proposa un filtre basat en el filtre digital “weighted moving average” [4], que utilitza les n 
dades anteriors i l’orientació actual per fer una mitjana tenint en compte un coeficient o pes 
amb un rang de 0 a 1 de cada rotació en relació a l’actual. Si una orientació té 180º de 
diferència amb l’actual, el pes es considera 0 i si la diferència és de 0º el seu pes val 1. Aquest 
mètode d’ona més pes a les rotacions més semblants a l’actual i obté un resultat 
significativament més precís. 
8.5. Implementació 
Aquest filtre s’ha introduït al codi AvatarManageBody per filtrar el cos i de la mateixa manera 
s’ha aplicat al codi AvatarManagerHead per a filtrar l’orientació del cap. 
S’ha creat una variable pública del tipus int (nombre enter), que és modificable des de 
l’inspector i representa la llargada de la cua. Si s’escull un valor massa elevat, s’augmentarà 
la latència, afectant a la sensació d’immersió. L’usuari s’ha d’identificar amb l’avatar i aquest 
ha de reproduir amb el mínim retard possible els seus moviments. Per a que això succeeixi 
s’ha considerat que la llagada de la cua ha no hauria de ser mai superior a 40. Utilitzant una 
llargada de 15, ja s’aprecien resultats significatius. 
Al final dels scripts escollits per contenir el filtre, s’ha introduït la funció que s’encarrega de 
filtrar i, addicionalment, una altra funció que normalitza el quaternió obtingut de la funció de 
filtratge. 
Per implementar aquest filtre, primer s’ha d’inicialitzar. Per tant, al inicialitzar variables es crea 
una del tipus cua. Seguidament, el filtre s’inicialitza just després de calcular la diferència inicial 
d’eixos. Per fer això, es crea un loop que afegeix la rotació inicial tantes vegades com llargada 
té la cua. Posteriorment, cada vegada que s’obtingui un quaternió del sensor, s’afegirà la nova 
rotació a la cua, s’aplicarà el filtre assignant la rotació filtrada a l’avatar i s’eliminarà finalment 
l’últim quaternió de la cua, ja que és el més antic i interessa treballar amb informació més 
actual. 
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Per aclarir aquest procés d’implementació, s’ha afegit la Figura 43 amb una part del codi del 
script AvatarManagerBody amb el filtre aplicat. S’ha posat un comentari explicatiu a sobre de 
les línies de codi que es considera que necessiten una explicació per a la futura persona que 
hagi de manipular el codi o pel lector del document, que trobarà d’utilitat a l’hora d’entendre 
l’explicació del codi implementat. 
  
Figura 43. Codi d’implementació del filtre 
Aquest codi ha millorat considerablement la qualitat de l’escena, creant moviments més suaus 
i acurats. Per tant, la immersió millora significativament, ja que es recreen els moviments de 
l’usuari amb precisió, alhora que el retard és mínimament perceptible. 
El filtratge és un camp molt extens en el qual hi ha multitud de possibilitats, des d’un filtre més 
simple com seria el cas del que s’ha aplicat projecte, fins al més complex que podria ser capaç 
de preveure futurs moviments. Però com el tema tractat en aquest projecte no és directament 
el filtratge, s’ha decidit acceptar el resultat obtingut com a vàlid, per falta de temps per a l’estudi 
en profunditat d’aquest tema. 
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9. Propostes de millora i futures aplicacions 
9.1. El problema del “Forearm Twist” 
S’ha escollit l’avatar seguint el criteri de la quantitat d’articulacions que el formen i  la jerarquia 
que segueixen. Tot i així, ha aparegut un problema amb l’esquelet. Aquest esquelet s’ha definit 
de tal manera que, al moure el ossos, el mallat es deformi com el d’una persona real.  
Les orientacions rebudes de la Kinect representen l’orientació de l’os que formen dos 
articulacions. A l’escena principal se li assigna al joint pare l’orientació del fill, ja que és així 
com el dispositiu representa les orientacions. És per això, que com la mà indica l’orientació 
del colze, es planteja un problema: la mà pot rotar 180º. Al col·locar el palmell de la mà en 
direcció al terra i posteriorment en direcció al sostre, s’aplica aquesta rotació al colze obtenint 
un gir de 180º. L’avatar no està pensat per a realitzar el moviment d’aquesta manera i és per 
això que apareix l’efecte anomenat “Forearm Twist” o “candy wrapper”. Aquest fenomen 
s’aprecia a la Figura 44. 
 
Figura 44. “Forearm twist” 
Aquest és un problema del dispositiu i de com proporciona les dades. La majoria de models 
tenen aquest problema si li apliquem les rotacions d’aquesta manera i, per tant, si es vol fer 
una aplicació més realista, una solució seria crear un avatar especialment pensat per a la seva 
utilització amb la Kinect. S’hauria d’estudiar com propagar aquesta rotació al llarg del braç. El 
moviment s’hauria d’aplicar des del canell fins el colze progressivament, tal i com passa 
realment, ja que l’avantbraç consta de dos ossos llargs: el radi i el cúbit.  
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9.2. Aplicació de més filtres simultanis 
L’aplicació d’un filtre ha donat molts  bons resultat, però la possibilitat d’aplicar-ne algun més 
efectiu o més d’un a la vegada, podria reduir més el soroll, obtenint així un resultat més fidel 
a la realitat. Quan es vol desenvolupar una aplicació, és necessari saber quina precisió es vol 
obtenir, i estudiar les diferents opcions de filtre. 
En aquest projecte es proposa una possibilitat i s’explica com implementar-la. Per tant, aquest 
exemple pot donar lloc a l’aplicació d’altres filtres més complexos i per tant és un bon punt de 
partida per entendre el procés. 
9.3. Opció de revertir l’efecte mirall 
La primera sensació d’immersió és la identificació amb un avatar. Aquest avatar representa 
l’usuari i es mou igual que aquest. El pròxim nivell d’immersió, és la interacció amb l’entorn. 
Si l’usuari ja s’identifica amb l’avatar, només cal que, a través d’aquest, pugui interactuar amb 
l’escena. Això es pot dur a terme de diferents maneres, segons el nivell d’immersió: 
 Tercera persona 
o Per pantalla es veu l’avatar amb cos sencer, i la càmera el segueix des d’una 
posició relativa des de davant o darrere (Figura 45). 
 Primera persona 
o Si sempre es posiciona la càmera a la posició dels ulls del model 3D, la 
sensació d’immersió millora considerablement. Simplement amb aquest 
concepte, no només l’usuari s’identificaria amb l’avatar, sinó que tindria la 
sensació de ser l’avatar (Figura 46). La manera òptima de visualitzar una 
aplicació d’aquest tipus és, evidentment, amb unes ulleres de realitat virtual. 
Si es vol desenvolupar una aplicació en tercera persona s’ha de tenir en compte el tipus 
d’aplicació, per definir si es vol que l’avatar estigui en front de l’usuari o no. Si l’avatar està en 
front, l’efecte mirall que té per defecte la Kinect, ja serviria. En canvi, si es desitja que l’avatar 
es situï d’esquena, s’hauria de revertir l’efecte mirall per no causar confusions.  
En el cas de desenvolupar una aplicació en primera persona, caldria estudiar la possibilitat de 
revertir l’efecte mirall. Si es reverteix aquest efecte l’avatar es mouria exactament com la 
persona, i no simètricament (com un mirall). En cas contrari, es desorientaria, ja que al moure 
un braç dret, estaria movent el braç esquerre de l’avatar. 
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Figura 45. Aplicació en tercera persona 
A la imatge de l’esquerra de la Figura 45, l’avatar es situa d’esquena a l’usuari, imitant 
exactament els moviments de l’usuari. En canvi, a la imatge de la dreta, l’avatar es mou 
segons l’efecte mirall, simètricament a l’usuari. Segons el tipus d’aplicació en tercera persona 
que es desitgi fer, s’utilitzarà un o altre, o la combinació dels dos, si és necessari. 
 
 
Figura 46. Aplicació de realitat virtual en primera persona 
A la Figura 46 es visualitza una escena on l’usuari pot veure, en primera persona, els 
moviments de l’avatar. A la imatge es veuen les dues mans i les dues cames, causant una 
sensació de estar realment dins l’escena. 
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10. Planificació del projecte 
10.1. Gestió del temps 
La gestió del temps s’ha realitzat mitjançant un arxiu Excel, on s’han introduït, al llarg del temps 
dades sobre com el projecte va avançant fins arribar a l’objectiu final. En un full Excel s’ha 
introduït en una taula, el lloc físic on s’ha treballat, la data, el temps en hores dedicades, l’horari 
de la jornada de treball i un comentari s’obre les accions realitzades. Una part d’aquesta taula 
es pot veure a la Figura 47. 
 
Figura 47. Captura de pantalla d’una part del full Excel per gestionar el projecte 
10.2. Diagrama de Gantt 
 El projecte es pot dividir en 6 blocs depenent de la naturalesa de les tasques realitzades: 
 Instal·lació d'eines informàtiques. 
o S’ha hagut de buscar com instal·lar tots els softwares necessàries abans de 
començar amb el desenvolupament del projecte. S’ha instal·lat Unity, el Kinect 
SDK i el plugin, amb les versions més actuals en el moment de la cerca. 
 Període de formació. 
o Durant aquest període s’han assimilat diferents conceptes relacionats amb els 
softwares instal·lats. S’ha aprés a programar en C# i a gestionar els elements 
relacionats amb el projecte mitjançant el motor de jocs Unity. 
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 Representació i comprensió de les dades del dispositiu. 
o Per tal de complir l’objectiu del projecte, primer s’ha estudiat com funciona el 
dispositiu Kinect V2 i com s’obtenen les diferents dades que genera. Per a 
comprendre-ho, s’han creat diverses escenes de demostració alhora que es 
desenvolupava l’escena principal. Aquestes escenes compleixen l’objectiu de 
documentar el procés del projecte per facilitar la seva comprensió a futures 
persones que la necessitin. 
 Desenvolupament de l’escena principal. 
o L’escena principal és l’objectiu més important del projecte. Per tant tota la 
recerca de conceptes claus realitzada, ha permés el desenvolupament 
d’aquesta escena. La major part del temps durant tot el projecte s’ha dedicat 
al seu desenvolupament. 
 Interacció amb l’entorn. 
o Per poder manipular els diferents elements que formen l’escena, s’ha plantejat 
l’ús del motor de física i la detecció de col·lisions. D’aquesta manera 
s’aconsegueix una aplicació més dinàmica i atractiva, amb una major 
immersió. 
 Filtratge. 
o Coneixent el resultat que s’obté en aplicar les orientacions de la Kinect, s’ha 
decidit que és necessari millorar-les, aplicant-hi un filtre de reducció de soroll. 
Durant aquest procés s’ha buscat informació sobre filtratge i de com millorar la 
precisió de les orientacions. 
 
Aquests grans blocs es subdivideixen alhora en tasques que s’han dut a terme per a l’obtenció 
de l’òptim resultat de l’escena principal. Per a resumir gràficament en ordre cronològic totes 
les tasques relacionades amb el projecte, s’ha realitzat un diagrama de Gantt que representa 
l’inici i el fi de cada tasca respecte el temps (Figura 48). 
Aquest diagrama mostra els 75 dies útils que s’han dedicat al projecte en el període comprés 
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Totes les tasques realitzades, es resumeixen en la Taula 2. 
 
Taula 2. Resum de les tasques del projecte 
Aquestes tasques s’han representat gràficament mitjançant un diagrama de Gantt. El 
diagrama de Gantt (Figura 48 a la pàgina 58) representa cronològicament l’inici i fi de totes 
les tasques.  
 




Figura 48. Diagrama de Gantt 
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11. Pressupost 
Aquest no és un projecte de gran envergadura que requereixi de grans infraestructures ni 
inversions significatives. Al cap i a la fi, es tracta de desenvolupament de software i, per tant, 
econòmicament, l’impacte és mínim. Sí és cert, però, que diversos recursos són 
imprescindibles per realitzar-lo. Una de les motivacions més importants d’aquest projecte és 
el baix cost de les eines requerides per dur-lo a terme. 
Malgrat l’alt cost de les càmeres 3D (sensor de profunditat) convencionals, el dispositiu Kinect 
V2 es pot adquirir per un preu de 100 €. La capacitat de Microsoft per produir massivament i 
reduir així el cost de producció, és possible gràcies a l’alta demanda del seu mercat: el mercat 
dels videojocs. El “target” del dispositiu són els milers de jugadors de la videoconsola Xbox 
one, i els desenvolupadors d’aplicacions de la versió per PC es beneficien d’aquest fet.  
L’Escola d’Enginyeria en Tecnologies Industrials (UPC), ha adquirit un dispositiu Kinect V2 
per Xbox per al projecte. A més, ja que no és la versió per PC, s’ha adquirit un adaptador 
valorat en 45 €. 
 Aquest dispositiu no és d’utilitat si no es disposa d’un computador amb els requeriments 
mínims que demana. És necessari un ordinador amb sistema operatiu Windows 8 o superior, 
amb la possibilitat de connexió amb un port USB 3.0, compatibilitat de la targeta gràfica amb 
Direct X 11 i 4GB de memòria RAM. A més, és altament recomanable un processador i7 amb 
una velocitat mínima de 3,1 GHz i una memòria RAM de 8GB o superior, per treballar més 
fluidament. 
L’ordinador utilitzat ha estat un ASUS F556U, valorat en 799 €, que compleix tots els 
requeriments, incloent les recomanacions. Disposa d’un port USB 3.0, és compatible fins a 
Direct X 12, el processador és i7 i supera els 3 GHz i la memòria RAM és de 12GB. Al 
pressupost del projecte s’ha tingut en compte un quart del preu de compra, ja que aquest 
computador serà amortitzat al llarg del temps amb la seva utilització en futures tasques. 
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Per desenvolupar aplicacions amb Kinect cal instal·lar l’SDK de Kinect for Windows, que conté 
totes les eines necessàries per desenvolupar aplicacions per Kinect. En aquest cas s’ha 
utilitzat la versió 2.0 que, com totes les versions anteriors, es pot adquirir gratuïtament des del 
web oficial de Microsoft. 
Per altra banda, el motor de jocs Unity disposa de diferents versions, segons les necessitats 
del client. Per aquest projecte s’ha utilitzat la versió Personal Unity 5.4.2f2 (64-bit), que es la 
més simple i es pot adquirir gratuïtament. Aquesta versió té les seves limitacions, com per 
exemple, el límit de beneficis de 100.000 $ si es comercialitza una aplicació creada amb 
aquest software. En aquest cas no és un problema, ja que aquest projecte no es comercial, 
sinó que la seva finalitat és merament acadèmic. 
Un fet a destacar és la possibilitat - des del llançament de la versió Unity 5 el 3 de març del 
2015, que va donar la possibilitat als usuaris de versions Personal (gratuïtes) -  d’utilitzar 
plugins externs a Unity. Anteriorment a aquest esdeveniment, per utilitzar un plugin era 
necessari disposar d’una versió Pro, valorada en 125 $ al mes per usuari. 
L’últim software necessari ha estat el paquet Office, per poder crear el present document i les 
taules i gràfics propis que clarifiquen l’explicació i exposició del projecte. La llicència d’aquest 
software està valorada en 149 €. 
Per acabar, s’ha calculat el preu de l’enginyer encarregat d’executar el projecte, valorant el 
seu lloc de treball com a enginyer i programador en 20 € l’hora. A més, s’ha comptabilitzat el 
cost del director del projecte valorat en 30 € l’hora. 
La taula resum, a continuació (Taula 3), conté les dades dels costos totals que els 
requeriments del projecte generen. 
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Taula 3. Resum del cost total del projecte 
Per tant, el cost final del projecte és de 8.144,75 €. 
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Conclusions 
La realitat virtual és una tecnologia relativament nova, que està guanyant popularitat els 
darrers anys. És per això que és molt interessant aprofundir en aquest tema i desenvolupar 
un projecte basat en una de les possibilitats que aquesta tecnologia proporciona. A més, la 
recerca i desenvolupament d’aquest projecte pot ajudar a millorar una aplicació, fent-la més 
atractiva i millorant la sensació d’immersió. Això ha estat possible gràcies a la creació de codis 
i escenes que implementen el dispositiu Kinect V2, amb l’objectiu de captar els moviments 
d’una persona i reproduir-los. 
A llarg del projecte s’han assolit coneixements de programació del llenguatge C# i un domini 
del motor de jocs Unity. S’ha estudiat la tecnologia del dispositiu Kinect V2 i la forma en que  
processa i genera les dades. Després de visualitzar aquestes dades, s’ha plantejat una millora 
de la precisió d’aquestes, mitjançant filtres i s’ha proposat un exemple d’implementació. 
També s’ha  descrit la metodologia a seguir per captar aquestes dades provinents dels 
moviments d’una persona i reproduir-les en un avatar i s’ha introduït conceptes bàsics de 
modelatge 3D. 
A més, s’ha plantejat la interacció amb l’entorn millorant així la sensació d’immersió de l’usuari. 
S’ha creat una sèrie d’escenes demostratives de caràcter didàctic que estan a disposició de 
l’escola. Aquestes escenes permetran a futures generacions d’estudiants disposar d’un punt 
de partida per al desenvolupament d’aplicacions relacionades amb aquest projecte. 
En conjunt, es pot dir que s’ha creat una base sòlida per a poder desenvolupar aplicacions de 
realitat virtual mitjançant la reproducció dels moviments d’una persona i, per tant, es considera 
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