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(Usual recursion theory is “Type l”.) Here some knowledge of topology is helpful 
for the reader. 
The sets considered are: 
(i) the set of all finite and infinite O-l-sequences, 
(ii) the set of all finite and infinite sequences of natural numbers, 
(iii) the power set of the set of natural numbers. 
It turns out, that the computability theories on these sets are essentially the same. 
The main topics of Part III are: 
(i) The theory of constructive soilution of domain equations. (This theory is used 
for the investigation of new notations of denotational semantics.) 
(ii) Constructive analysis (in the sense of recursion theory). The author establishes 
an interesting hierarchy of constructivity over classical analysis: 
(iii) (1) classical analysis, 
(2) Type 2 theory of constructivity, 
(3) Type 2 theory of computability, 
(4) Type 2 theory of computational complexity, 
(5) numerical analysis. 
In Part III, two topics are not discussed in their full importance: 1. Some of the 
results concerning the recursion theory of the continuum have a more general content 
and could be developed for more general cardinalities by the same methods. (Maybe 
one could use a more axiomatic way.) 2. There is no discussion of the other not 
recursion theoretic notions of constructivity. 
The book is written in a very exact and formal style and should not be used as 
a first introduction to recursion theory. But for readers with some background in 
computability theory it will be a very interesting presentation of the topics dealt 
with. Furthermore it seems to be the first book to give an introduction into “Type 
2 theories”. 
W. KUICH 
Institut fiir Algebra 
und Diskrete Mathematik 
TU Wien, Austria 
Algorithmic Information Theory. By G. J. Chaitin. Cambridge University Press, 
Cambridge, 1987, Price X20.00, ISBN 0 521 34306 2. 
This is a very welcome comprehensive treatment of the algorithmic information 
theory which the author developed in a series of papers over the last twenty years. 
It deals with that aspect of complexity theory where the complexity of a function 
is measured not by the time or space required for its computation but by the size 
of the smallest program which computes it. 
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“The aim of this book is to present the strongest possible version of CodeI’s 
incompleteness theorem, using an information-theoretic approach based on the size 
of computer programs.” 
In summary, the aim of this book is to construct a single equation involving only 
addition, multiplication, and exponentiation of non-negative integer constants and 
variables with the following remarkable property. One of the variables is considered 
to be a parameter. Take the parameter to be 0,1,2,. . . obtaining an infinite series 
of equations from the original one. Consider the question of whether each of the 
derived equations has finitely or infinitely many non-negative integer solutions. The 
original equation is constructed in such a manner that the answers to these questions 
about the derived equations mimic coin tosses and are an infinite series of indepen- 
dent mathematical fact, i.e., irreducible mathematical information that cannot be 
compressed into any finite set of axioms. 
To produce this equation, we start with a universal Turing machine in the form 
of the LISP universal function EVAL written as a register machine program about 
300 lines long. Then we “compile” this register machine program into a universal 
exponential diophantine equation. The resulting equation is about 900 000 characters 
long and has about 17 000 variables. Finally, we substitute for the program variable 
in the universal diophantine equation the binary representation of a LISP program 
for R, the halting probability of a universal Turing machine if n-bit programs have 
measure 2-“. 
The reader is assumed to be familiar with elementary recursion theory and 
probability theory, but the exposition is completely self-contained because all the 
individual results used are reformulated and proved. The book falls into two parts. 
Part II deals with the theory and Part I deals with the details of the implementation. 
This is virtually complete; versions of EVAL, the traditional definition of LISP in 
LISP are written out in full and so is part of the resulting exponential diophantine 
equation, the full equation, occupying 292 pages, is available from the author! 
Part II contains proofs of the equivalence of three definitions of random reai 
number-the author’s complexity based definition and two measure theoretic ones 
due to Martin-Liif and Solovay. It is shown that all real numbers, with probability 
one, are random in this sense, and that 0 is random in this sense. 
The main theorem includes the statement hat a formal theory cannot settle (i.e. 
prove or disprove that there are infinitely many solutions) more than a finite number 
of cases (values of the parameter) of the exponential diophantine equation referred 
to above. Upper and lower bounds for the number are given in terms of the size of 
the theory. There is a wealth of other results on randomness, program size and 
incompleteness. This is a highly original and unusual book which anyone interested 
in this area will want to study. 
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