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ABSTRACT 
A method i s  presented f o r  determining optimal feedback 
c o n t r o l s  f o r  l i n e a r  gaussian s t o c h a s t i c  systems, when t h e  sys-  
t e m  s t a t e  cannot be determined without  e r r o r  and t h e  c o s t  func- 
t i o n  i s  nonquadrat ic .  The method is appl ied  t o  t h e  minimum f u e l  
spacec ra f t  midcourse guidance problem and t h e  form of  t h e  opt imal  
feedback con t ro l  i s  determined, 
NOMENCLATURE 
Enqlish Letters 
b 
C 
e 
E 
f 
H 
i 
j 
J 
k 
L 
m 
M 
n 
0 
P 
P 
q 
r 
R 
S 
S 
U 
V 
V 
W 
W 
X 
Y 
z 
a p o i n t  on t h e  con t ro l  threshold 
expected cost t o  complete t h e  process 
e s t ima t ion  e r r o r  
expec ta t ion  
p r o b a b i l i t y  d e n s i t y  
measurement matr ix  
index denot ing t i m e  ti 
dimension of the measurement vec tor  
t o t a l  expected c o s t  
dimension of the s t a t e  vector  
incremental  cost func t ion  a t  each t i m e  s t e p  
measurement vector  
measurement h i  s t o r y  
index denot ing t i m e  tn 
higher  order terms 
dimension of the c o n t r o l  vec tor  
covariance of e 
index denoting t h e  l a s t  t i m e  t h a t  c o n t r o l  i s  
appl ied t 
pseudo mea su r  ement vector 
pseudo mea surement h i s  t o r y  
processed measurement information 
var iance  of s 
c o n t r o l  vec tor  
process  no i se  
covariance of  v 
measurement e r r o r  
covariance of w 
s t a t e  vec tor  
p a r t i a l  s t a t e  vector 
p a r t i a l  s t a t e  vector 
9 
S c r i p t  Letters 
B con t ro l  threshold 
% nonzero cont ro l  set 
92 admissible  con t ro l  set 
2 zero  c o n t r o l  set 
Greek Letters 
@ 
e 
B 
4, 
5 
x 
a 
Super scripts 
I 
T 
-1 
* 
- 
A 
s t a t e  t r a n s i t i o n  mat r ix  
c o n t r o l  in f luence  mat r ix  
te rmina l  cost  func t ion  
dummy va r i ab le  of i n t e g r a t i o n  
dummy va r i ab le  of i n t e g r a t i o n  
ter mina 1 weigh ti ng 
p a r t i a l  d e r i v a t i v e  
ex t r apo la t ion  
t ranspose  
inve r se  
optimal 
cond i ti ona 1 mean 
minimum variance e s t ima te  
1 . In t roduct ion  
A common engineering problem i s  the  design of a feed- 
back c o n t r o l l e r  t o  minimize an expected cost, when t h e  p l a n t  
t o  be cont ro l led  i s  a s t o c h a s t i c  system and i t s  s t a t e  cannot 
be measured without e r r o r .  The c o n t r o l l e r  must dpe ra t e  on 
p a r t i a l  information and base  i t s  a c t i o n  on t h e  a v a i l a b l e  mea- 
surements and t h e  pr ior i  s t a t i s t i c s  of t h e  system. The 
first  published r e s u l t s  appl icable  to  t h i s  problem seem t o  
be the  papers  of Joseph and Tou [ l l ]  and Gunkel and Frankl in  
[ 101, w h i c h  p re sen t  a separat ion theorem f o r  discrete t i m e  
systems. This theorem s t a t e s  t h a t  i f  the  p l a n t  i s  l i n e a r  
and the  c o s t  funct ion i s  the expectat ion of q u a d r a t i c  f o r m s ,  
then  t h e  problems of es t imat ion and con t ro l  may be solved 
sepa ra t e ly .  The est imator  i s  determined b y  the methods of 
Kalman [121 and the con t ro l l e r  i s  designed using t h e  ca l cu lus  
of v a r i a t i o n s  t o  minimize t h e  cost funct ion,  under the assump- 
t i o n  t h a t  t he  system i s  de te rmin i s t i c .  The cascade combina- 
t i o n  of  these t w o  sys t ems  provides  t h e  optimum ove r -a l l  feed- 
back con t ro l .  F lorent ine  [ 91 a l s o  d e r i v e s  t h e  theorem and 
examines the role of the estimated s t a t e  a s  a s u f f i c i e n t  
s t a t i s t i c .  ~ o t t e r [ l 5 ]  extends the  r e s u l t  t o  continuous sys- 
t e m s .  An extens ive  treatment of the genera l  problem, without  
r e s t r i c t i o n s  of system l i n e a r i t y  or quadra t i c  cost, was pub- 
l i s h e d  by Fel'dbaum i n  a series of four papers  [ 8 ] .  H e  de- 
ve lops  a method of solving t h e s e  problems and i l l u s t r a t e s  t h e  
method with quadra t i c  cost examples. Stratanovich [ 161 and 
Kushner [13] both examine t h e  genera l  problem and develop 
f u n c t i o n a l  equat ions.  Stratanovich demonstrates t h e  solu-  
t i o n  of a bounded con t ro l  problem with p e r f e c t  measurements 
and Kushner o u t l i n e s  t h e  so lu t ion  for systems with measure- 
ment u n c e r t a i n t i e s .  Orford [I41 handles  a problem with ter- 
minal cost func t ion  and bounded con t ro l ,  and so lves  a space- 
c ra f t  guidance problem. Striebel [ 171 provides  a mathematical 
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t reatment  of t h e  genera l  problem and i l l u s t r a t e s  t h e  method 
of s o l u t i o n  f o r  t h e  l i n e a r  gaussian case.  F ina l ly ,  t h e  re- 
cent  book by Aoki 111 develops an approach which i s  more gen- 
e r a l  than  Fel'dbaum's and the  book i l l u s t r a t e s  t h e  s o l u t i o n  
of many quadra t i c  cost problems 
Linear gaussian systems a r e  o f  i n t e r e s t  because they  a r e  
good models f o r  many a c t u a l  systems and they  admit p r a c t i c a l  
s o l u t i o n s  t o  a number of i n t e r e s t i n g  problems. of p a r t i c u l a r  
i n t e r e s t  here a r e  systems for which t h e  p l a n t  s t a t e  cannot be 
determined without  e r r o r ,  the  cost func t ion  may be non-quadratic 
and the  con t ro l  may be required t o  l i e  i n  some set of admissible  
c o n t r o l s .  Much of the theory involved has  been published else- 
where however it i s  not  w e l l  known by engineers  i n t e r e s t e d  i n  
app l i ca t ions .  This paper p re sen t s  a t u t o r i a l  expos i t ion  of 
t h e  theory toge ther  with t h e  d e t a i l e d  so lu t ion  of a minimum 
f u e l  spacec ra f t  guidance problem. It i s  hoped t h a t  the r e s u l t s  
presented w i l l  s t imu la t e  i n t e r e s t  i n  applying the theory  t o  
o the r  p r a c t i c a l  problems. 
2. Problem Statement 
It  i s  assumed t h a t  t he  p l a n t  may be described by d i s c r e t e  
l i n e a r  equat ions  
x ( n + l )  = @(n+l ,n)x(n)  + e (n+ l ,n )u (n )  + v(n)  
where 
x (n)  = s t a t e  vector  of dimension k 
u (4 = con t ro l  vector of dimension p 
@(n+l ,n)  = s t a t e  t r a n s i t i o n  matr ix  (kxk) 
6(n+l ,n)  = con t ro l  inf luence matr ix  (kxp) 
The i n i t i a l  s t a t e  x ( 0 )  i s  a k vector  of normally d i s t r i b u t e d  
random v a r i a b l e s  with known s t a t i s t i c s  and v ( n ) ,  t h e  process  
d i s tu rbance ,  i s  a k vector  of gaussian random v a r i a b l e s ,  inde- 
pendent of x ( n )  and u ( n ) ,  with s t a t i s t i c s  given by 
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E[v(n)vT(n) ]  = V(n) E [ v ( n ) v T ( i ) ]  = 0 (2-2) 
i f n  
A set of admissible  con t ro l s  dL(n) i s  def ined so t h a t  prob- 
l e m s  involving c o n s t r a i n t s  on t he  con t ro l  may be handled. 
set U(n)  can depend upon parameters other than  t i m e .  I t  may, 
f o r  example, depend i n  some way on the c o n t r o l  o r  measurement 
h i s t o r y .  I n  what follows, i t  i s  only required that%!(n) be 
known d e t e r m i n i s t i c a l l y  by t h e  c o n t r o l l e r  a t  t i m e  tn. 
The feedback c o n t r o l l e r  has  a measurement process  m(n) 
a v a i l a b l e  t o  it, wi th  
The 
m(n) = H(n)x(n)  + w ( n )  (2-3) 
where 
m(n) = measurement vector of dimension j 
H(n) = measurement matrix ( jxk)  
The measurement error w ( n )  i s  a j vector  of gaussian random 
v a r i a b l e s  wi th  s ta t i s t ics  given by 
E[w(n)wT(n)] = W(n) E[w(n)wT(i)]  = 0 i # n (2-4) 
and w(n) i s  independent of x(n)  and v (n ) .  
The cost t o  be minimized i s  assumed t o  be of the  form 
Control  begins  a t  t i m e  tl and t h e  l a s t  con t ro l  i s  appl ied a t  
a specif ied te rmina l  t i m e .  L(x(n)  , u ( n )  , n )  t i m e  t with t 
i s  a s c a l a r  pena l ty  a t  each t i m e  s t e p  and jd(x(q+l)) i s  a s c a l a r  
t e r m i n a l  pena l ty .  The expectat ion i n  (2-5) i s  conditioned on 
a l l  g prior i  information. 
q+l q '  
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It i s  d e s i r e d  t o  f ind  t h e  admissible  c o n t r o l  u ( n ) ,  a s  a 
funct ion of t h e  p a s t  h i s t o r y  of measurements up t o  t i m e  tn, 
t h a t  w i l l  d r i v e  the p l a n t  so t h a t  the expected cost J is  mini- 
mized. N o t e  t h a t  func t ions  L(x(n)  , u ( n )  , n )  and d ( x ( q + l ) )  a r e  
- no t  required t o  be quadra t i c  i n  x ( n ) , u ( n )  and x (q+ l )  
3. Estimation and S u f f i c i e n t  S t a t i s t i c s  
Consider t w o  k vec to r s  y (n )  and z ( n ) ,  def ined t o  s a t i s f y  
the  equat ions 
y(n+l )  = @(n+l ,n)y(n)  + v(n )  
z (n+l )  = @(n+l ,n )z (n )  + e ( n + l , n ) u ( n )  
and ev iden t ly  f r o m  (2-1) 
x ( n )  = y ( n )  + z ( n )  (3-3) 
The vec tor  y ( n )  conta ins  a l l  uncer ta in ty  about t he  s t a t e  and 
z ( n )  describes t h e  known e f f e c t  of the con t ro l  on the s t a t e .  
A l s o  de f ine  a pseudo measurement process  r ( n )  a s  
(3-4) r ( n )  = m(n) - H(n)z(n)  
Since m(n) i s  known by the controller and z ( n )  may be ca l -  
cu la t ed  from the  con t ro l  h i s t o r y  according t o  (3-2) ,  r ( n )  i s  
known by t h e  con t ro l l e r .  With (2-3),  (3-3) and (3-4) ,  r ( n )  
may be w r i t t e n  a s  
(3-5) r ( n )  = H(n)y(n)  + w ( n )  
Equation (3-1) describes a l i n e a r  system perturbed by 
uncorre la ted ,  normally d i s t r i b u t e d ,  random dis turbances .  A c -  
cording t o  (3-5) t h e  pseudo measurement process  i s  composed 
of l i n e a r  combinations of t h e  s t a t e  y(n)  p l u s  random measurement 
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errors w(n). The minimum variance estimate of y(n) plays a 
crucial role in the determination of the optimal feedback con- 
trol. Kalman E121 and Battin [2] have shown that the minimum 
variance estimate of y(n), given measurements r (n), can be cal- 
culated from the following recursion formulas 
I 
P' (n+l) = 9(n+l,n)p(n)~T(n+l,n)+v(n) P ( 0 ) =cov[x (0) 1 
Define e(n) as the estimation error, so 
It is well known that 
E[e(n)] = 0 ( 3 - 8 )  
with the covariance of e(n) identified as matrix P(n) in ( 3 - 6 )  
and it can be readily shown that y(n) and y^ (n) are normally 
distributed, so e(n) must be normallly distributed. To in- 
vestigate some additional statistical properties of the error 
e(n), define the history of pseudo measurements from the ini- 
tial time up to time tn as the ne] dimensional vector R(n) 
Hence 
and it has been shown by Kalman [121, that the estimation error 
e(n) must be uncorrelated with the measurement history R(n) . 
E[e(n)RT(n)l = 0 ( 3 -10) 
From (3-1), (3-5) and the statistics of x(O),v(n) and w(n), it 
is clear that r(n) and therefore R(n) must be normally distribu- 
ted. Thus e(n) and R(n) are normally distributed and uncorrelated, 
-5 - 
Fig 1. Calculation of m(n) f rom r(n) 
so they  must be s t a t i s t i c a l l y  independent. 
t o r y  of a c t u a l  measurements from t h e  i n i t i a l  t i m e  up t o  t i m e  t 
as t h e  n - j  dimensional vec tor  M(n). 
Now d e f i n e  the  h i s -  
n I 
(3-11) 
A s s u m e  t h a t  some a r b i t r a r y  admissible c o n t r o l  func t ion  u[ 0 1  , of 
t h e  measurement h i s t o r y  M(n), i s  specified and t h e  c o n t r o l  a t  
t i m e  tn becomes 
(3-12) 
Note t h a t  u[M(n) ,n] may be a nonl inear  func t ion  of M(n) . 
from 
c o n t r o l  h i s t o r y  u ( l )  , u ( Z ) ,  . . . # u ( n )  . Considering (3-12) , (3-11) , 
(3-4) and (3-2) it is c l e a r  t h a t  t h e  process  r ( n )  i s  a determini-  
s t i c  func t ion  of M(n). 
may be considered t o  be a d e t e r m i n i s t i c  func t ion  of R(n) .  F igure  
1 i l l u s t r a t e s ,  i n  block diagram f o r m ,  a method by which m(n) 
could be c a l c u l a t e d  from r ( n )  . 
Fur the r ,  
I 
I (3-12) ,  knowledge of M(n) implies knowledge of t h e  e n t i r e  
By s imi la r  reasoning,  the p rocess  m(n) 
6s 
I Hence M(n) i s  a d e t e r m i n i s t i c  funct ion of R(n) and s i n c e  e ( n )  
and R(n) a r e  independent,  it follows t h a t  e ( n )  and M(n) a r e  
independent. It should be emphasized t h a t  e ( n )  and M(n) a r e  
independent even when u[M(n) ,n] is nonl inear .  
i 
consider  an es t imate  of t h e  s t a t e  x ( n )  defined a s  $ (n )  
and given by 
It can be shown t h a t  s ( n )  i s  t h e  minimum variance e s t ima te  of 
x ( n ) .  Recursion formulas for  t h i s  e s t ima te  a r e  r e a d i l y  obtained 
from (3-13),  (3-6) ,  (3-4) and (3-2) 
A I  I 
G(n) = x (n)+P (n)HT(n) [H(n)P’ (n)HT(n)+W(n)]-l[m(n)-H(n)G1 ( n ) ]  
I 
and P (n)  i s  obtained from t h e  l a s t  two of Eqs. (3-6).  The 
e r r o r  i n  t h i s  es t imate  i s ,  from (3-13),  (3-7) and (3-3) 
(3-14) 
(3-15) 
(3-16) 
so the  e r r o r  i n  $(n)  i s  i d e n t i c a l  t o  the error i n  $ ( n ) .  
was shown above t h a t  e ( n )  and M(n) a r e  independent so t he  e r r o r  
i n  t h e  es t imate  G(n)  i s  independent of t h e  measurement h i s t o r y  
M(n). O f  importance here i s  t h e  f a c t  t h a t  even though x ( n )  and 
x ( n )  may not be gaussian,  because t h e  con t ro l  funct ion u[M(n),n] 
may be nonl inear ,  the  e r r o r  i n  $ ( n )  and the  measurement h i s t o r y  
M(n) a r e  s t i l l  independent. 
A t  t h i s  po in t ,  the  s t a t i s t i c a l  p r o p e r t i e s  of $ (n )  and 
e ( n )  can be u t i l i z e d  t o  obta in  an expression fo r  t h e  p o s t e r i o r  
p r o b a b i l i t y  dens i ty  of t h e  s t a t e ,  conditioned on t h e  measure- 
ment h i s t o r y .  To t h a t  end, w r i t e  t h e  s t a t e  a s  t h e  d i f f e r e n c e  
between t h e  es t imate  G(n) and t h e  e r r o r  e ( n )  
I t  
h 
A 
x ( n )  = x ( n )  - e ( n )  (3-17) 
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The es t imate  c ( n )  i s  a de t e rmin i s t i c  func t ion  of t h e  measure- 
ments and e ( n )  i s  independent of t h e  measurements. Also  e ( n )  
i s  normally d i s t r i b u t e d  w i t h  zero mean and covariance p ( n ) .  
I 
I Hence the posterior p r o b a b i l i t y  dens i ty  of x ( n )  i s  
1 - -  k - L  
f [51M(n)b(2n)  2 IP(n) I 2 exp { -  $[<-G(n)] T P(n)-'[<-;(n)] I x (n)  
(3-18) 
It i s  assumed t h a t  t h e  error covariance matr ix  ~ ( n )  can be 
determined 2 p r i o r i  . 
t h e  p o s t e r i o r  s t a t e  p r o b a b i l i t y  dens i ty  and P ( n )  i s  known - a 
priori, t h e  e s t ima te  $(n)  i s  a s u f f i c i e n t  s t a t i s t i c  f o r  d e t e r -  
mining t h e  p o s t e r i o r  s t a t e  p robab i l i t y  dens i ty .  I n  effect 
x ( n )  summarizes a l l  p o s t e r i o r  information about t he  s t a t e  
t h a t  i s  obtained by the  con t ro l l e r  from t h e  measurement h i s -  
t o r y  M(n), and t h e  p o s t e r i o r  p r o b a b i l i t y  dens i ty  f o r  x ( n )  may 
be given a s  
Since P (n)  and 2 (n)  uniquely determine 
~ 
h 
4.  Measurement Information S t a t i s t i c s  
I n  t h e  preceding sec t ion  an expression for t h e  p o s t e r i o r  
s t a t e  p r o b a b i l i t y  dens i ty  was developed. To determine t h e  op- 
t ima l  feedback con t ro l  func t ion ,  some add i t iona l  p r o p e r t i e s  of 
t h e  e s t ima te  G(n) a r e  necessary.  
s ( n )  a s  
Define a k-dimensional vector  
S (n)  =: P ' (n)HT (n)  [ H  (n)P ' (n)HT (n)+W (n)  3 - l [  m (n )  -H (n)^x' (n)  (4-1) 
so (3-14) becomes 
Hence G ' (n)  i s  t h e  estimated s t a t e  ex t rapola ted  forward f r o m  
t i m e  tn - t o  t i m e  tn and s ( n )  r ep resen t s  t h e  incremental  change 
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i n  t h e  est imated s t a t e  a s  a r e s u l t  of processing the  measure- 
ment m(n).  Using (2-11, (2-31, (3-15) and (3-16),  t he  vec tor  
s ( n )  may be w r i t t e n  a s  
-@ (n n-1) e (n-1) +w (n)  ] (4-3) 
so w i t h  t h e  h e l p  of (3-6) 8 t h e  mean and covariance of s ( n )  
become 
E [ s ( n ) ]  = o 
E [ s ( n ) s  T ( n ) ~  = s ( n )  = P' (n)HT(n)[H(n)P'  (n)HT(n)+W(n)l-lH(n)P' (n)  
(4-5)  
It can be r e a d i l y  shown, using t h e  r e s u l t s  above, t h a t  t h e  s ( n )  
a r e  gaussian random vec to r s ,  independent of each other  and each 
s ( n )  i s  independent of  t h e  e n t i r e  h i s t o r y  of t h e  sys tem before  
t i m e  tn (i .e.  t h e  r ( n )  a r e  independent gaussian increments) .  
5. The Optimal Feedback Control Function 
In t h i s  s ec t ion ,  t h e  p rope r t i e s  of t h e  s u f f i c i e n t  s t a t i s t i c  
x ( n )  w i l l  be used t o  determine the optimal feedback con t ro l  func- 
t i o n .  Consider a p a r t i a l l y  completed process  a t  t i m e  tn i n  t h e  
i n t e r v a l  tl 5 tn 5 tq+l. Assume t h a t  some a r b i t r a r y  admissible  
c o n t r o l  func t ion  u [ M ( i ) , i ]  has  been used i n  t h e  p a s t  and an ad- 
missible con t ro l  func t ion  u*[M(i) , i I  i s  t o  be used i n  t h e  f u t u r e .  
Define a minimum expected value func t ion  C*[M(n) ,n] a s  fol lows:  
A 
C*[M(n),n]= minimum expected cost t o  complete t he  
process  from t i m e  tn, given the  measurement h i s t o r y  
M(n), using t h e  admissible con t ro l  func t ion  u[M(i) ,i] 
i n  t h e  i n t e r v a l  tl<ti<t, and the admissible con t ro l  
funct ion u*[M(i) , i ]  i n  t he  i n t e r v a l  t <ti<t n- q+l  
tq+l# w i l l  produce 
By d e f i n i t i o n  u*[M(i) ,i] i s  t h e  admissible con t ro l  func t ion  
which, i f  used i n  t h e  i n t e r v a l  tnl ti 
-9- 
t h e  minimum expected c o s t  t o  complete t h e  process, 
d e c i s i o n  was made a t  t i m e  t so from the  d e f i n i t i o n  above and 
(2-5) . 
consider  C* a t  the  terminal  t i m e  tq+l. The l a s t  con t ro l  
9' 
C*[M(q+l) ,q+l] = E[d(x(q+l ) )  IM(q+l) 1 (5-1) 
The condi t iona l  expec ta t ion  may be evaluated w i t h  t h e  h e l p  of 
(3-18) and (3-19),  so i f  jd(x(q+l))  i s  def ined as* - 4  
00 OD 
-00 -do 
then  (5-1) becomes 
A 
Since t h e  r i g h t  s i d e  of (5-3) i s  a func t ion  of x ( q + l )  only,  
which i s  i t s e l f  a func t ion  of M(q+l), then  without  loss  of 
q+l  g e n e r a l i t y  t h e  minimum expected value func t ion  a t  t i m e  t 
may be considered t o  be a function of $(q+l) in s t ead  of 
M(q+l). This important change of v a r i a b l e s  i s  achieved be- 
cause x(q+l) i s  a s u f f i c i e n t  s t a t i s t i c .  Applying t h e  d e f i -  
n i t i o n  a t  the next  previous time t 
f o r  C*[M(q) ,ql  
A 
o b t a i n s  an expression 
9 
00 00 
-00 -00 
t hen  by t h e  same arguments used above 
* H e r e  and i n  t h e  sequel ,  convergence of  mul t ip l e  i n f i n i t e  
i n t e g r a l s  i s  t a c i t l y  assumed. 
-10- 
t 
TO eva lua te  t h e  second t e r m  on the  r i g h t  of (5-6), t h e  pos- 
terior dens i ty  of x ( q + l ) ,  given M(q),u(q) i s  requi red .  The 
eva lua t ion  of t h i s  expression i s  performed i n  appendix A 
and t h e  r e s u l t ,  when subs t i t u t ed  i n t o  (5-6) y i e l d s  
-co -co 
1 
(5-7) 
( 5 )  is t h e  
(q+l)+S) 
s (q+l) 
where s m  (q+l) i s  determined by (3-15) and f 
p r o b a b i l i t y  dens i ty  of s (q+l) , determined by 
wi th  S (n )  given by (4 -5 ) .  
By v i r t u e  of (3-15) and t h e  minimization o v e r U ( q ) ,  t h e  
r i g h t  s i d e  of (5-7) i s  a function of 2 ( q )  and q. Hence, with- 
o u t  l o s s  of g e n e r a l i t y ,  t h e  minimum expected value a t  t i m e  t 
may be w r i t t e n  a s  a funct ion of s(q) ins t ead  of M ( q )  . I f ,  
t h e r e f o r e ,  the minimum expected value func t ions  a t  t i m e s  t 
and t 
and (5-7) become 
q 
q 
a r e  redef ined a s  funct ions of s ( q )  and ; \ (q+l ) ;  (5-3) 
q+l  
C* (2 8 (q+l) +c: ,q+l) (5-10) 
By applying t h i s  reasoning t o  each successive backward t i m e  
step, and invoking t h e  p r i n c i p l e  of op t ima l i ty  [ 3 , 4 , 5 , 7 ]  it 
i s  found t h a t  t h e  backward recursion formula 
-11- 
I -m -00 
! 
(5-11) 
must be s a t i s f i e d  a t  each t i m e  s tep .  
The error covariance matrix P (n )  i s  assumed known 2 p r i o r i  
so t h e  p o s t e r i o r  d e n s i t i e s  (3-18) and (5-8) a r e  known - a p r i o r i  
a s  func t ions  of G(n) and n.  Hence f , ( s ( n ) , u ( n ) , n )  and a(x^(q+l))  
can be determined a p r i o r i  a s  funct ions of x^(n) ,u(n)  and G(q+l) 
r e spec t ive ly .  Fur ther ,  it i s  assumed t h a t  i f  t h e  con t ro l  set 
U(n) depends on the con t ro l  or measurement h i s t o r y ,  then s ( n )  
i s  s u f f i c i e n t  t o  determine U(n) .*  Under these condi t ions  
the  system (5 -9 ) ,  (5-11) i s  closed and t h e  func t ion  C*(G(n),n) 
i s  obtained by i t s  so lu t ion .  The method of s o l u t i o n  i s  es- 
s e n t i a l l y  t he  Dynamic Programming procedure of Bellman [ 7 ]  
and a s  a r e s u l t  of t he  minimization i n  ( 5 - l l ) ,  t he  optimal 
c o n t r o l  i s  determined a s  a funct ion of the  est imated s t a t e .  
(5-12) 
6 .  Midcourse Spacecraf t  Guidance 
As a means of demonstrating t h e  app l i ca t ion  of t h e  m e -  
thod developed above, a minimum f u e l  spacec ra f t  guidance prob- 
l e m  w i l l  be solved. 
t he  spacec ra f t  i n t o  i t s  t r a j e c t o r y ,  impulsive midcourse velo- 
c i t y  c o r r e c t i o n s  a r e  necessary if t h e  veh ic l e  i s  t o  h i t  t h e  
t a r g e t  with acceptable  accuracy. It i s  assumed t h a t  there i s  
a r e fe rence  t r a j e c t o r y  def ined which pas ses  through t h e  nomi- 
n a l  p o i n t  of i n j e c t i o n  and the nominal t a r g e t  p o i n t .  Further, 
d e v i a t i o n s  from t h e  nominal a r e  assumed t o  be s u f f i c i e n t l y  
s m a l l  so t h a t  l i n e a r i z a t i o n s  about t h e  r e fe rence  t r a j e c t o r y  
are v a l i d .  During t h e  midcourse phase,  t h e  spacec ra f t  i s  
Because of random e r r o r s  made i n  i n j e c t i n g  
A *This i s  not  a r e s t r i c t i o n  on most p r a c t i c a l  cases  because x ( n )  
can usua l ly  be augmented by add i t iona l  v a r i a b l e s  which a r e  deter- 
m i n i s t i c  func t ions  of the p a s t  and which completely determine?A(n).  
-12- 
I 
tracked by  radar  systems based on e a r t h .  The rada r s  provide 
ve loc i ty  measurements i n  t h e  d i r e c t i o n s  of t h e  r a d i u s  vector  
from Earth t o  t h e  spacec ra f t  and these measurements contain 
gaussian random e r r o r s .  E s t i m a t e s  of spacec ra f t  p o s i t i o n  
and ve loc i ty  a r e  computed from t h i s  information using re- 
curs ion  formulas (3-14) and (3-15) . 
The c o s t  t o  be minimized is the  expected t o t a l  f u e l  ex- 
pendi ture ,  p l u s  a quadra t i c  weighting on t h e  m i s s  d i s t ance  
a t  t h e  t a r g e t ,  so 
and co r rec t ion  t i m e s  t a r e  f ixed ,  q+ l  n where t h e  terminal  t i m e  t 
u ( n )  
x ( q + l )  = Pos i t ion  deviat ion a t  the  t a r g e t  
= Velocity cor rec t ion  appl ied a t  t i m e  tn 
and q i s  t h e  t o t a l  number of ve loc i ty  co r rec t ions  appl ied .  
Since the  cos t  involves  only  t h e  v e l o c i t y  c o r r e c t i o n s  and t h e  
p o s i t i o n  dev ia t ion  a t  t h e  t a r q e t ,  t h e  problem may be somewhat 
s impl i f i ed  by p ro jec t ing  t h e  s t a t e  forward, a t  each po in t  i n  
t ime,  t o  t h e  t a r g e t .  Thus, i f  x ( n )  i s  def ined a s  t h e  t a r g e t  
m i s s  vector  based on t h e  spacecraf t  h i s t o r y  up t o  t i m e  t n ,  
then  x ( n )  s a t i s f i e s  the  recursion formula 
x ( n + l )  = x ( n )  + e (n )u (n )  
This  equat ion impl ies  t h a t  t h e  t a r g e t  m i s s  vector  a t  t i m e  
can be a l t e r e d  by t h e  appl ica t ion  of a v e l o c i t y  correc-  
t i o n  a t  t i m e  tn and conversely i f  no co r rec t ion  i s  appl ied ,  
t hen  t h e  t a r g e t  m i s s  vector  i s  unchanged. Matrix e ( n )  de-  
t e rmines  t h e  e f f e c t  of t h e  ve loc i ty  co r rec t ion  a t  t i m e  tn on 
t h e  target  m i s s  vec tor .  x(n) i s  t h e  s t a t e  vector  of i n t e r e s t  
for t h e  problem a t  hand and (6-2) determines i t s  evolut ion i n  
t i m e .  
-13- 
Functions 3 (G(q+ l ) )  and t(X"(n) , u ( n )  , n )  a r e  obtained from 
(5 -2 ) ,  (5-5) and (3-18)  
so t he  minimum expected value funct ion must s a t i s f y  
Now d e f i n e  t h e  func t ion  C*'(x^,n) as 
and (6-5) becomes 
I f  t h e  S(n)  matrix i s  p o s i t i v e  d e f i n i t e ,  then C*' has  continu- 
ous second p a r t i a l  d e r i v a t i e s  and (6-8) may be expanded about G(n) 
t o  produce 
- 
where ac*'/ax^ is a row vector  of f irst  p a r t i a l  d e r i v a t i v e s  
( g r a d i e n t )  . Equation (6-9) can provide some use fu l  condi t ions  
f o r  a minimum. If x"(n) lies i n  t h e  s e t Z ( n )  where 
-14- 
then u ( n )  = 0 y i e l d s  a l o c a l  m i n i m u m  on the  r igh t  of (6-9).  
conversely,  i f  G(n) i s  an e l e m e n t  of t h e  s e t % ( n )  given by 
(6-10) 
(6-11) 
I then  a minimum i n  (6-9) cannot occur for u ( n )  = 0. Assuming 
~ 
t h a t  G ( n ) c ' a n ) ,  t h e  t e r m  i n  braces  on t h e  r i g h t  of (6-8) i s  
d i f f e r e n t i a t e d  w i t h  r e spec t  t o  u(n)  
A necessary condi t ion f o r  a minimum i s  s a t i s f i e d  i f  t h e  direc- 
t i o n  of u (n )  i s  
A 
x ( n )  s m n )  (6-13) 
L n x=x (n)+e (n)  u (n)  
u (n)  
1 l u (n )  1 I 
and i t s  magnitude is  such t h a t  
(6-14) 
Equations (6 - lo ) ,  (6-11) and (6-14) i n d i c a t e  t h a t  t h e  con t ro l  
must d r i v e  the estimated s t a t e  t o  a p o i n t  on t h e  boundary be- 
tween z ( n )  and R ( n ) .  Define t h e  boundary a s  
(6-15) 
-15- 
so i f  b*&(n) i s  t h e  p o i n t  t o  which u ( n )  d r i v e s  t h e  e s t ima ted  
s t a t e ,  then (6-13) determines the  d i r e c t i o n  of t h e  c o n t r o l  and 
b* s a t i s f i e s  
, 
I- T 7 
(6-16) 
Thus t o  each element b o f B ( n )  there i s  assoc ia ted  a necessary 
t r a j e c t o r y  d i r e c t i o n  given by 
(6-17) 
I I t  can be shown [61 t h a t  these necessary condi t ions  a r e  
a l s o  s u f f i c i e n t  t o  determine t h e  optimal c o n t r o l  and t h a t  t he  
opt imal  con t ro l  i s  unique a t  each p o i n t  of t h e  x"(n) space. I n  
t e r m s  of t h e  d e f i n i t i o n s  above, the optimal con t ro l  u*($(n) ,n) 
i s  g iven  by 
where b* s a t i s f i e s  
b* = G(n)+ pd(b*,n) p> O0 b*$?(n)  (6-19) 
A t y p i c a l  so lu t ion  for b*, i n  t h e  t w o  dimensional case,  i s  
i l l u s t r a t e d  i n  Fig.  2. To obtain the  so lu t ion ,  it i s  necessary 
t o  know the boundary B ( n )  and vec tors  d (b ,n )  . Knowing these, 
B ( n )  can be searched for t h e  poin t  b* which s a t i s f i e s  (6-19). 
Boundary B ( n )  and vec to r s  d ( b , n )  a r e  determined by d i g i t a l  com- 
p u t a t i o n  using (6-3) , (6-7) and (6-8).  B ( n )  i s  determined by 
-16 - 
d(b,nFs 
-OPTIMAL TRAJECTORY 
. b* 
. d (  bTn) 
n 
F i g .  2 Typical  Solution for bu 
A searching the x space f o r  po in t s  s a t i s f y i n g  (6-15).  By making 
t h e  search f i n e  enough, t h e  p o i n t s  b w i l l  l i e  s u f f i c i e n t l y  
close toge ther  t o  g ive  an accurate  r ep resen ta t ion  of B ( n ) .  
Vectors d (b ,n )  a r e  then ca lcu la ted  f r o m  (6-17). 
( ignoring e r r o r s  o u t  of the plane of t he  r e fe rence  t r a j e c t o r y )  
w e r e  obtained f o r  a t y p i c a l  Earth-Mars mission [ 6 ] .  Two cor- 
Actual numerical s o l u t i o n s  for the two dimensional case 
r e c t i o n s  w e r e  assumed, one very e a r l y  i n  t h e  f l i g h t  (2 hours)  
and the second a t  the Earth sphere of  i n f luence  (56 hour s ) .  
The s i t u a t i o n  a t  t w o  hours w a s  s imi la r  t o  the  diagram i n  Fig.  
2. A t  56 hours t he  optimal control was e s s e n t i a l l y  a t o t a l  
co r rec t ion  which drove t h e  estimated m i s s  d i s t a n c e  t o  zero.  
A s o l u t i o n  f o r  t h e  one dimensional case was obtained by Tung 
and Striebel [18] . 
7 . Conclusions 
It  i s  use fu l  t o  note t h a t  equat ions (5-9) and (5-11) 
correspond t o  a s t o c h a s t i c  optimal con t ro l  problem for which 
t h e  state i s  a Markov process  t h a t  can be measured without 
e r r o r .  I n  p a r t i c u l a r ,  G(n) i s  a Markov process ,  s ( n )  i s  a 
gauss ian  d is turbance  and (5-9) ,  (5-11) correspond t o  a c o s t  
func t ion  f o r  which 
t e rmina l  c o s t .  
i s  the  incremental  c o s t  and 3 i s  the  
For most p r a c t i c a l  problems, the  s o l u t i o n  of (5-9) ,  (5-11) 
must be obtained by approximation on a d i g i t a l  computer. I n  
p a r t i c u l a r ,  the multidimensional i n t e g r a l  on t h e  r i g h t  of (5-11) 
must be evaluated.  
Green's func t ion  f o r  a multidimensional d i f f u s i o n  equat ion.  
I n  many cases  it i s  e a s i e r  t o  evaluate  t h e  i n t e g r a l  by appro- 
ximating t h e  s o l u t i o n  of  the  d i f fus ion  equat ion,  using c e n t r a l  
d i f f e r e n c e s ,  than  t o  work d i r e c t l y  w i t h  quadrature  formulas. 
F i n a l l y ,  f r o m  t h e  example problem, it is c l e a r  t h a t  t he  
minimum f u e l  spacec ra f t  con t ro l  i s  determined by threshold  
It can be shown [6]  t h a t  fs(n+l) (5) is  t h e  
-18- 
A 
su r faces  i n  t h e  x space.  If the est imated s t a t e  l ies  on one 
s i d e  of t h e  threshold ,  then  t h e  optimal con t ro l  d r i v e s  the 
estimated s t a t e  to  t h e  th re sho ld ,  On the  other s i d e  of t h e  
threshold  t h e  optimal con t ro l  i s  zero.  
8 .  Appendix A 
The expectat ion of 8 ,  conditioned on t h e  measurement h i s -  
i s  
t o r y  M ( q )  and con t ro l  u ( q )  i s  desired. The s t a t e  a t  t i m e  
t 
q+l  
A 
( A - 1 )  x (q+l)  = x '  (q+l )  -e (q+l)+s (q+l) 
A where x '  (q+l)  , e(q+l) and s ( q + l )  a r e  mutually independent.  If 
a ( q + l )  i s  defined a s  
A 
a (q+l )  = x '  (q+l)  -e (q+l) (A-2 1 
then  t h e  condi t iona l  dens i ty  of a ( q + l )  i s  
Since a ( q + l )  and s ( q + l )  a r e  independent 
and 
Combining (A-4) and ( A - 5 1 ,  revers ing t h e  order  of i n t e g r a t i o n  
and applying (5-2) y i e l d s  
-19- 
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