This paper studies the consensus problem of multi-agent systems with asymmetric and reducible topologies. Centralized event-triggered rules are provided so as to reduce the frequency of system's updating. The diffusion coupling feedbacks of each agent are based on the latest observations from its in-neighbors and the system's next observation time is triggered by a criterion based on all agents' information. The scenario of continuous monitoring is first considered, namely all agents' instantaneous states can be observed. It is proved that if the network topology has a spanning tree, then the centralized event-triggered coupling strategy can realize consensus for the multi-agent system. Then the results are extended to discontinuous monitoring, where the system computes its next triggering time in advance without having to observe all agents' states continuously. Examples with numerical simulation are provided to show the effectiveness of the theoretical results.
Introduction
In the past decade, consensus problem in multi-agent systems, i.e. a group of agents seeks to agree upon certain quantity of interest, has attracted many researchers. There are many excellent results in this field, for example, see [1] - [5] . In these works, the network topologies can be fixed or stochastically switching, and to realize a consensus a fundamental assumption is that the underlying graph of the network system has a spanning tree [1] .
However, the above studies are all using the simultaneous state as feedback control to realize a consensus. In the near future, each agent could be equipped with embedded microprocessors with limited resources that will transmit and gather information, etc. Motivated by that, event-triggered control [6] - [14] and selftriggered control [15] - [19] have been proposed and studied. Instead of using the simultaneous state to realize a consensus, the control in event-triggered control strategy is piecewise constant between the triggering times which need been determined. Self-triggered control is a natural extension of the event-triggered control since the derivative of the concern multi-agent system's state is piecewise constant (a very simple linear constant coefficient ordinary differential equations) in mathematical respect, which means it is very easy to work out solutions (agents' states) of the equations. In [6] , the triggering times are determined when a certain error becomes large enough with respect to the norm of the state. In [11] , under the condition that the graph is undirected and strongly connected, the authors provide event-triggered and self-triggered approaches in both centralized and distributed formulations. It should be emphasized that the approaches cannot be applied to directed graphes. In [12] , the authors investigate the average-consensus problem of multi-agent systems with directed and weighted topologies, but they need an additional assumption that the directed topology must be balanced. In [14] , the authors propose a new combinational measurement approach to event design and as a result, control of agents is only triggered at their own even time, which is an improvement.
In fact, event-driven strategies for multi-agent systems can be viewed as linearization and discretization process, which has been considered and investigated in early papers [25, 26] . For example, in the paper [25] , following algorithm was investigated
which can be considered as nonlinear consensus algorithm. As a special case, let f (x(t)) = x(t) and c i = (t i k+1 − t i k ), then
which is just the event triggering (distributed, self triggered) model for consensus problem, though the term "event triggering" is not used. In centralized control, the bound for (t i k+1 − t i k ) = (t k+1 − t k ) to reach synchronization was given in that paper when the coupling graph is indirected, too.
In this paper, continuing with previous works, we study centralized eventtriggered and centralized self-triggered consensus in multi-agent system with asymmetric, reducible and weighted topology. Firstly, under the irreducible topology condition, i.e. the underlying directed graph is strongly connected, we derive two centralized event-triggered rules. Secondly, by mathematical induction, we generalize above results to reducible topology case. It is proved that if the network topology has a spanning tree, then the centralized event-triggered coupling strategies can realize consensus for the multi-agent system. Here, we point out that we do not need that the directed topology must be balanced or any other additional conditions. The consensus value is a weighted average of all agents' initial values by the nonnegative left eigenvector of the graph Laplacian matrix corresponding to eigenvalue zero. Finally, the results are extended to discontinuous monitoring, i.e. self-triggered control, where the system computes its next triggering time in advance without having to observe all agents' states continuously. In addition, we provide a novel and very simple self-triggered rule (see Theorem 6) of which the time interval length is bigger than the result in [11] . And we even give a selftriggered strategy with a fixed time interval between two continuous triggering, i.e. we give a periodic self-triggered strategy. It should be emphasized that the period is decided by the maximum in-degree of the network only.
The paper is organized as follows: in Section 2, some necessary definitions and lemmas are given; in Section 3, the event-triggered consensus for multi-agent with asymmetrical topologies is discussed; in Section 4, the self-triggered formulation of the frameworks in Section 3 is presented; in Section 5, examples with numerical simulation are provided to show the effectiveness of the theoretical results; in Section 6, we conclude this paper and indicate further research directions.
Preliminaries
In this section we first review some related definitions and results on algebraic graph theory [20, 21] which will be used later in this paper.
For a weighted asymmetric graph (digraph or directed graph) G = (V, E, A) with m agents (vertices or nodes), the set of agents V = {v 1 , · · · , v m }, set of links (edges) E ⊆ V ×V, and the weighted adjacency matrix A = (a ij ) with nonnegative adjacency elements a ij . A link of G is denoted by e(i, j) = (v i , v j ) ∈ E if there is a directed link from agent j to agent i. The adjacency elements associated with the links of the graph are positive, i.e., e(i, j) ∈ E ⇐⇒ a ij > 0, for all i, j ∈ I, where I = {1, 2, · · · , m}. It is assumed that a ii = 0 for all i ∈ I. We define the link set E in = {e in (i, j)} is composed of directed links e in (i, j) if a ij > 0, i.e., E in = E. Equivalently, we can define a dual link set E out = {(e out (i, j)} composed of e out (i, j) if a ji > 0. Moreover, the in-neighbours set of agent v i is defined as
The in-degree of agent v i is defined as follows:
The degree matrix of digraph G is defined as
. The weighted Laplacian matrix associated with the digraph G is defined as L = A − D. A directed path from agent v 0 to agent v k is a directed graph with distinct agents v 0 , ..., v k and links e 0 , ..., e k−1 such that e i is a link directed from v i to v i+1 , for all i < k.
Definition 1
We say an asymmetric graph G is strongly connected if for any two distinct agents v i , v j , there exits a directed path from v i to v j .
By [21] , we know that G is strongly connected is equivalent to the corresponding Laplacian matrix L is irreducible. 
And if the asymmetric graph G just has a spanning tree then we should change the positive vector to nonnegative vector in above conclusion. 
. By Lemma 2, R can be regarded as a Laplacian matrix of some bi-directed graph with strongly connected topology. Denote this graph as G s = {V, E s } with the same agent set as G, and the link set E s is composed of e s (i, j) for either e(i, j) ∈ E or e(j, i) ∈ E, i.e, E s = E in E out . Obviously, R is negative semi-definite. Let 0 = λ 1 < λ 2 ≤ · · · ≤ λ m be the eigenvalue of −R, counting the multiplicities. Let Λ = diag[λ 1 , · · · , λ m ], from [21] , there is a real orthogonal matrix Σ satisfies −R = Σ ⊤ ΛΣ. Thus
where B = Σ ⊤ √ ΛΣ. From [21] , we know that B is the unique positive semidefinite matrix satisfies (3) .
In the sequel, we need following three matrices: matrix −R = −(1/2)(ΞL + L ⊤ Ξ), matrix Q = ΞLL ⊤ Ξ, and matrix U = Ξ − ξξ ⊤ with eigenvalues 0 = λ 1 ≤ · · · ≤ λ m , 0 = β 1 < β 2 ≤ · · · ≤ β m and 0 = µ 1 < µ 2 ≤ · · · ≤ µ m , (counting their multiplicities), respectively.
Following three inequalities are used frequently in the rest of the paper:
and
Therefore, we have
By [3] , we have 
Event-triggered control
Consider following multi-agent system
where x i represents the state of the agent i at time t and L = [L ij ] m i,j=1 is the weighted Laplacian matrix associated with the underlying graph of the network system, and k(t) = arg max
with t 1 = 0 ≤ t 2 ≤ t 3 ≤ · · · which are the triggering time points to be determined. In order to design the appropriate triggering times, we define the state measurement error as:
or
where
Asymmetric and irreducible topology
In this subsection, we consider the case that L is irreducible. Equivalently, G is strongly connected. To depict the event that triggers the next coupling term basing time point, we consider the following candidate Lyapunov function:
is the weighted average of x(t) with respect to ξ, X(t) = [x(t), · · · ,x(t)] ⊤ . Then, by the definition of ∆x(t), L,Ẋ(t) = 0 and (4), for any a > 0, the derivative of V (t) along (6) is
Therefore, we can give Theorem 1 Suppose that G is strongly connected. Set t k+1 as the time point such that for some fixed γ ∈ (0, 1) and 0 < a < 2λ 2 βm
Then, system (6) reaches a consensus; In addition, for all i ∈ I, we have
Proof.
From (14), we know
From (15), (13) and (5), we have
valid for all t ≥ 0. It means when
Thus
This implies that system (6) reaches a consensus and for all i = 1, · · · , m,
The proof is completed.
Next, we will prove that the above event-triggered rule is realizable, i.e. the inter-event times {t k+1 − t k } are up limited and strictly positive, which are also known as not exhibiting singular triggering or Zeno behavior [22] . Those are proven in the following theorem. (14) , the next inter-event time is finite and strictly positive.
Theorem 2 Under the proposed event-triggered rule
Proof. Firstly, we will prove that in case x(t k ) −X(0) = 0, there exists a finite triggering time t k+1 > t k .
In fact, it is easy to see that for any t > t k , we have
Then,
which means x(t) −X(0) eventually exponentially decreases with respect to t.
On the other hand, it is easy to check that
Thus, for sufficient large t > t k , we have
On the other hand, x(t k ) − x(t) = 0 and x ⊤ (t)(−R)x(t) = 0 at t = t k , since x(t k ) −X(0) = 0. Therefore, there exists t k+1 > t k satisfying
This completes the proof that the next inter-event time is finite.
(2) Similar to [6] , we can calculate the time derivative of
Via comparison principle, we have
Hence the inter-event times are bounded from below by the time τ 0 which satisfies
). We can calculate τ 0 as follows. (16) . It should be emphasized that we can not say a smaller γ leads to faster system convergence according to (16) . Therefore, the protocol designer should choose a proper γ so as to make a compromise between the control actuation times and the system convergence speed.
In the following, we will propose an alternative event-triggered rule.
Corollary 1
Suppose that G is strongly connected. Set t k+1 as the time point such that for any fixed γ ∈ (0, 1)
Proof. From (23) and (13), we have
By the same arguments as in the proof of Theorem 1, one can conclude
This implies that system (6) reaches a consensus and
If we can prove that the above event-triggered rule (23) is realisable, i.e., the interevent times are up limited and strictly positive, then we have
The proof of the above event-triggered rule (23) is realisable can be found in the following theorem. This completes the proof of this theorem.
Theorem 3 Under the proposed event-triggered rule (23), the next inter-event time is finite and strictly positive.
Proof.
(1) Firstly, we will prove that in case x(t k ) −X(0) = 0, there exists a finite triggering time t k+1 > t k . Otherwise, we have
Thus lim
we can conclude lim
This is a contradiction, which means the next triggering time after t k , i.e., t k+1 exists. This completes the proof that the next inter-event time is finite.
(2)Let
Obviously, t k+1 in (23) is not less than above t 3 k+1 . Since 0 < a < 2λ 2 βm , we have
So
This completes the proof the next inter-event time is strictly positive. (23) is not less than the next update time in (14) if under the same x(t k ). And the influence of γ in the above event-triggered rule (23) is analogous to those in the discussion of Remark 1.
Remark 2 The next update time t k+1 in

Asymmetric and reducible topology
In this subsection, we consider the case that L is reducible. The following mathematic methods are inspired by the thoughts given in [23] . By proper permutation, we rewrite L as the following Perron-Frobenius form:
with L k,k , with dimension n k , associated with the k-th strongly connected component of G, denoted by
If G has spanning trees, then each L k,k is irreducible or has one dimension and for each k < K, L k,q = 0 for at least one q > k. Define an auxiliary matrix
, which is a diagonal seminegative definite matrix and has at least one diagonal negative (nonzero). Keep the following property in mind [24] : 
> 0 for some j and l > k. [21] , one can find some positive definite matrix Ξ k such that Ξ k L k,k is negative definite. In the following, we are to specify Ξ k . Let ξ k ⊤ be the left eigenvector ofL k,k with the eigenvalue zero. SinceL k,k is irreducible, we further specify all components of ξ k positive and sum equal to 1.
This implies that for
Proof. Consider a decomposition of the Euclidean space R n . Define
for some positive vector ζ ∈ R n . In this way, we can decompose
For any y ∈ R n k and x = 0, we can find a unique decomposition of
From Lemma 2, if y L = 0, then y ⊤ Ξ kLkk y < 0; otherwise, y = y S = α1 for some α = 0, then we have
Therefore, we have y ⊤ Ξ k L k,k y < 0 in any cases, which implies that Ξ k L k,k is negative definite. This completes the proof.
If only consider the K-th SCC, we can employ the same rule of event time sequence {t l }, as in Theorem 1, restricted in this K-th SCC. By Theorem 1, the subsystem of (6) in the K-th SCC can each a consensus with the agreement value equal to ν =
] is the left eigenvector of L corresponding to zero. Thus ν =x(0).
Let us consider the K − 1-th SCC. Construct a candidate Lyapunov function as follows
Let
, which is all row sums equal to zeros and has zero eigenvalue with algebraic dimension one. Let
, which is all row sums less than zeros, and from Property 2, we know Q K−1 is negative definite.
which is positive (semi-)definite. Similar to (4), we havê
The derivative of V K−1 (t) along (6) is
For any υ K−1 > 0, we have
According to the discussion of SCC K and Theorem 1, for all p = 1, · · · , n K , we have
exponentially. So,
exponentially. From (29), for any a K−1 > 0, (31) can be rewritten as
Analogy, we can define the above quantities for general k < K by replacing K − 1 by k.
Immediately, we have
Theorem 4
Suppose that G has spanning tree and L is written in the form of (27) . Set t l+1 as the time point such that for any fixed γ ∈ (0, 1) and 0 < a k <
Proof. For the K-th SCC, the event-triggered rule (34) is the same as (14) in Theorem 1, since L is written in the form of (27) . By Theorem 1, we can conclude that under the updating rule (34) for each v j+M K−1 ∈ SCC K , the subsystem restricted in SCC K reaches a consensus. And, lim t→∞ x K j (t k(t) ) = ν, j = 1, · · · , n K as well.
In the following, we are to prove that the state of the agent v p+M K−2 ∈ SCC K−1 converges to ν and so it is with x K−1 p (t k(t) ). The remaining can be proved similarly by induction. From (34) and (33), we have
From (30), we have
Picking sufficiently small υ K−1 , there exists some υ
From (32), we have lim t→∞ V K−1 (t) = 0 exponentially. This implies that
exponentially for all p = 1, · · · , n K−1 . By the same argument in the proof of Theorem 1, we can conclude
exponentially for all p = 1, · · · , n K−1 , too. Then, we can complete the proof by induction to SCC k for k < K − 1.
Like Corollary 1, we have
Corollary 2
Suppose that G has spanning tree and L is written in the form of (27) . Set t l+1 as the time point such that for any fixed γ ∈ (0, 1) and
Similar to (26), we have 
Remark 3 The next update time t k+1 in (36) is not less than the next update time in (34) if under the same x(t k ). As similar with the proof of Theorem 2 and Theorem 3, by mathematical induction we can prove that the above event-triggered rules (34) and (36) are also realisable, i.e. the inter-event times are up limited and strictly positive. Since the methods are very similar, we omit the proof. And the influence of γ in the reducible case is analogous to those in the discussion of Remark 1.
Remark 4 Different SCC could have different γ in (35) and (37).
Remark 5 When using the above event-triggered rules (34) and (36), in the early
Self-triggered control
In this section, we present self-triggered strategies for the consensus problem (6).
In the above event-triggered strategy, it is apparently that all agents' states should be observed simultaneously in order to check condition (14) , (23), (35) or (37). In the following, the next triggering time t k+1 is predetermined at previous triggering time t k or even at the beginning. In time interval [t k , t k+1 ) (t k+1 is waiting to be determined), all agents' states can be formulated as:
Asymmetric and irreducible topology
In this subsection, we consider the case of irreducible L. Let ζ = t − t k(t) . From (39), we can rewrite all agents' states as (14) and (23) can be written as
), solve the following inequality to maximise ζ so that
Then, we have the following results
Theorem 5
Suppose that G is strongly connected. At each update time t l , giving τ l+1 as in (40) then the next update time t l+1 = t l + τ l+1 with any fixed γ ∈ (0, 1) and 0 < a < 2λ 2 βm . Then, system (6) reaches a consensus; in addition,
Proof. Under the maximisation process (40), by the same arguments as in the proof of Theorem 1, one can prove this theorem.
Corollary 3
Suppose that G is strongly connected. At each update time t l , giving τ l+1 as in (41) then the next update time t l+1 = t l + τ l+1 with any fixed γ ∈ (0, 1). Then, system (6) reaches a consensus; in addition, lim t→∞ x i (t) = m j=1 ξ j x j (0) and lim t→∞ x i (t k(t) ) = m j=1 ξ j x j (0) for all i ∈ I.
Next we will give a simpler self-triggered rule. From (13) and (39), we have
Theorem 6
ξ j x j (0).
Remark 6 An very important insight of (40) is that it is an one-variable quadratic inequality regarding s. And (41) is an one-variable inequality with order four. Obviously, (43) is simpler than (40), and from (13), the next update time t k+1 in (43) is not less than the next update time in (40) if under the same x(t k ).
By the way, if G is symmetric and has a spanning tree, then zero is an algebraically simple eigenvalue of L, Ξ = 
Then, system (6) reaches a consensus; in addition,
Obviously, the self-triggered rule (44) is simpler than (13) in [11] , which is
Next we will prove that the time interval length given by (44) is bigger than the time interval length given by (13) in [11] . Let 0 = α 1 < α 2 ≤ · · · α m be the eigenvalue of −L, counting the multiplicities. Let Θ = diag[α 1 , · · · , α m ] and Γ be the unique real orthogonal matrix
Denote the righthand side of (13) in [11] as τ 0 i . Next we will prove τ 1 i ≥ τ 0 i . From [11] , we know that τ 0 i is the maximum which satisfies (6) in [11] , which is
Since e(t i + τ
Thus τ 1 i ≥ τ 0 i . So we can conclude that the time interval length given by (44) is bigger than the time interval length given by (13) in [11] .
At the end of this subsection, under the condition G is symmetric and has a spanning tree, we will give a novel self-triggered formulation which not uses agents' states but only relays the system topology. In time interval [t k , t k+1 ) (t k+1 is waiting to be determined), we have:
Corollary 5
Suppose that G is symmetric and has a spanning tree. Set ∆ k = t k+1 − t k as the inter-event times such that for some fixed
Then, system (6) reaches a consensus; in addition, (45) we know that the absolute value of B k 's diagonal elements are all strictly less than 1 except the first diagonal element. Thus
Asymmetric and reducible topology
In this subsection, we consider the case of reducible L and we still suppose L is written in the form of (27) . Let ζ p = t−t k(t) . From (39), we can rewrite the SCC p agents states as:
Thus, to specify (35), we can rewrite
Proof. Under the maximisation process (46), by the same arguments as in the proof of Theorem 4, one can prove this theorem.
Corollary 6
Suppose that G has spanning tree and L is written in the form of (27) . At each update time t l , giving τ 1 l+1 , · · · , τ K l+1 as in (47) then the next update time t l+1 = t l + min p {τ p l+1 } with any fixed γ ∈ (0, 1). Then, system (6) reaches a consensus; in addition,
Like Theorem 6, next we will give a simpler self-triggered rule. Since L is written in the form of (27) , the SCC K−1 agents' states can be formulated as:
From (30), for any υ
> 0, we have
According to the discussion of SCC K and Theorem 6, for all p = 1, · · · , n K , we have
exponentially. Immediately, we have
Theorem 8
Suppose that G has spanning tree and L is written in the form of (27) . Set t l+1 as the time point such that for any fixed γ ∈ (0, 1)
Then, system (6) reaches a consensus; in addition, for all i ∈ I, we have
Proof. For the K-th SCC, the self-triggered rule (51) is the same as (43) in Theorem 6, since L is written in the form of (27) . By Theorem 6, we can conclude that under the updating rule of {t l }for each v j+M K−1 ∈ SCC K , the subsystem restricted in SCC K reaches a consensus. And, lim t→∞ x K j (t k(t) ) = ν for all j = 1, · · · , n K as well.
In the following, we are to prove that the state of the agent v p+M K−2 ∈ SCC K−1 converges to ν and so it is with x K−1 p (t k(t) ). The remaining can be proved similarly by induction.
From (48) and (51), we have
By the similar argument in the proof of Theorem 4, we can complete the proof.
Finally, we give a more simple self-triggered formulation which not uses agents' states but only relays the system topology. 
Theorem 9 Suppose that G has a spanning tree, then the self-triggered strategy with a fixed time interval
T 0 ≤ γ max i {−L ii } for
Proof.
We have
We have lim k→∞ A k = 1η ⊤ , where nonnegative vector η satisfies A ⊤ η = η and 1 ⊤ η = 1. Actually, η is a left eigenvector of L corresponding eigenvalue zero. Furthermore
This completes the proof.
Remark 7
A similar result could be found in [25, 27] , but the condition required here is weaker since we do not require the graph is strongly connected but just has a spanning tree.
Examples
In this section, two numerical examples are given to demonstrate the effectiveness of the presented results. In order to compare the above principles and the normal continuous control, we write the continuous control here:
Firstly, consider a network of four agents whose Laplacian matrix is given by
Obviously, this is an asymmetric strongly connected weighted network described by Then, the parameter γ is set to be different values while adopting the triggered principles provided in Theorem 5, Corollary 3 and Theorem 6. The simulation results are list in Table 1, Table 2 and Table 3 , respectively. The T 1 in the table denotes the first time when x(t) −X(0) ≤ 0.0001, which can be seen as an index representing the convergence speed of the consensus protocol. All the data in this table is the average of 50 runs. It can be seen that all the actual minimum inter-event times are greater than the corresponding τ 0 calculated by (22) . The minimum value of event interval and the actual number of event decreases with respect to γ, which is consistent with the theoretical analysis. It is worth noting that T 1 also decreases with respect to γ, which is opposite to usually thinking that T 1 increases with respect to γ. To sum up, the more close to 1 for γ, the better for the system to realize a consensus.
Finally, we compare the triggered principles provided in Theorem 5, Corollary 3, Theorem 6, Theorem 9 with γ = 0.9, and a = 0.0666 and continuous control. The simulation results are list in Table 4 . All the data in this table is the average of 50 runs. It can be seen that the triggered principle provided in Theorem 6 is the best, since the corresponding minimum value of event interval is the biggest, the number of event is the smallest and the convergence speed of the consensus protocol is the fastest. Secondly, we consider a network of seven agents whose Laplacian matrix is given γ τ 0 calculated by (22) 
Obviously, this is a asymmetric reducible weighted network with a spanning tree described by Figure 1 right. The seven agents can be divided into two strongly connected components, i.e. the first four agents form a strongly connected component and the rest form anther. The initial value of each agent is also randomly selected within the interval [−5, 5] in our simulations. Figure 3 shows the 1st, 3rd, 5th and 7th agents evolve under the triggered principles provided in Theorem 7, Corollary 6, Theorem 8 and Theorem 9 with γ = 0.9, a 1 = Table 5 . All the data in this table is the average of 50 runs. It can be seen that the triggered principle provided in Theorem 8 is the best, since the corresponding minimum value of event interval is the biggest, the number of event is the smallest and the convergence speed of the consensus protocol is the fastest. 
Conclusion
In this paper, we first consider centralized event-triggered strategies for multi-agent systems. The triggering times depend on the ratio of a certain measurement error with respect to the norm of a function of the all agents' states. It is proved that if the asymmetric network topology has a spanning tree, then the centralized event-triggered coupling strategy we provide can realize consensus exponentially for the multi-agent system and singular triggering and Zeno behavior can be both excluded. Then the results are extended to discontinuous monitoring, where each triggered principles the minimum value of event interval number of event agent computes its next triggering time in advance without having to observe the systems state continuously and we have pointed out that it is very easy to compute the next triggering time in our principles. In addition, we provide a novel and very simple self-triggered rule (see Theorem 6 for irreducible case, see Theorem 8 for reducible case), and we prove that the time interval length of our rule applied in symmetric topology is bigger comparing with the centralized rule in [11] . Finally, we give a periodic self-triggered strategy. The effectiveness the theoretical results are verified and compared by two examples of numerical simulation. In our numerical simulation, it is worth noting that the time needed to reach consensus decreases with respect to γ which is opposite to usually thinking. In our future paper, inspired by [6, 14] , we will focus on the distributed eventtriggered and self-triggered strategies with push-based feedback and pull-based feedback for multi-agent systems with asymmetric and reducible topologies. 
