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Abstract
We consider a Hamiltonian systems which is invariant under a one-
parameter unitary group. We give a criterion for the stability and insta-
bility of bound states for the degenerate case. We apply our theorem to
the single power nonlinear Klein-Gordon equation and the double power
nonlinear Schro¨dinger equation.
1 Introduction
In this paper, following a celebrated paper [3] by Grillakis, Shatah and Strauss,
we consider the abstract Hamiltonian system of the form
du
dt
(t) = JE′(u), (1.1)
where E is the energy functional on a real Hilbert space X , and J : X∗ →
Y ∗ is a skew-symmetric operator. Here, Y is another real Hilbert space and
u ∈ C(I, X) ∩ C1(I, Y ∗) for some interval I. Equation (1.1) can be consid-
ered as a generalization of nonlinear Schro¨dinger equations (NLS) and nonlinear
Klein-Gordon equations (NLKG). We assume that E is invariant under a one-
parameter unitary group {T (s)}s∈R. We consider the stability and instability of
bound state solutions T (ωt)φω of (1.1), where ω ∈ R and φω ∈ X . We assume
that the linearized Hamiltonian
S′′ω(φω) := E
′′(φω)− ωQ
′′(φω)
has one negative eigenvalue, where Q is the invariant quantity which comes out
from the Noether’s principal due to the symmetry T (s).
In [3], it is proven that if d′′(ω) > 0 (resp. < 0), then the bound state
T (ωt)φω is stable (resp. unstable), where
d(ω) := E(φω)− ωQ(φω).
Further, Theorem 2 of [3] claims that “bound states are stable if and only if d is
strictly convex in a neighborhood of ω”. However, as pointed out by Comech and
Pelinovsky [1], their argument seems to be not correct for the case d′′(ω) = 0.
Our aim of this paper is to recover this criterion, i.e. investigate the stability
and instability for the case d′′(ω) = 0.
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For the case d′′(ω) = 0, Comech and Pelinovsky [1] showed that if d′′(ω˜) ≤
0 in a one-sided open neighborhood of ω, then the bound state T (ωt)φω is
unstable. Their proof is based on the observation that in the case d′′(ω) = 0,
the linearized operator JS′′ω(φω) has a degenerate zero eigenvalue which leads to
a polynomial growth of perturbations. They show the instability by considering
(1.1) as a perturbation of the linearized equation around φω . Recently, Ohta
[6] gave another proof for the instability of bound states for the case d′′(ω) = 0,
d′′′(ω) 6= 0. His proof is based on [3] and [5] which uses a Lyapunov functional to
“push out” the solutions from the neighborhood of the bound states. However,
[6] assumes T ′(0) = J and this assumption prevent his result to apply to the
NLKG equations.
In this paper, we follow the work of [3], [5] and [6] and extend the results of
[3] and [6]. We show that, if d′′(ω) is strictly convex in a neighborhood of ω,
then the bound is stable and if d(ω˜)−d(ω)− (ω˜−ω)d′(ω) < 0 in ω < ω˜ < ω+ ε
or ω − ε < ω˜ < ω for some ε > 0, then the bound state is unstable. For the
meaning of assumption “d(ω˜)−d(ω)− (ω˜−ω)d′(ω) < 0”, consider the following
three conditions.
(A) ∃ε > 0 s.t. ∀λ ∈ (0, ε) (resp. ∀λ ∈ (−ε, 0)), d′′(ω + λ) < 0.
(B) ∃ε > 0 s.t. ∀λ ∈ (0, ε) (∀λ ∈ (−ε, 0)), d(ω + λ)− d(ω) + λd′(ω) < 0.
(C) ∃{λn} s.t. λn → 0 and d
′′(ω + λn) < 0.
Then, we have (A)⇒(B)⇒(C) and (C) is equivalent to “d is not convex in the
neighborhood of ω”. Therefore, our assumption, which is condition (B), do not
cover the case “d is not convex in the neighborhood of ω”, but the gap can
considered to be small. If d′′(ω) = 0 and d′′′(ω) 6= 0, then we have (A). So, our
result covers the result of [6]. The only natural case which we cannot treat in
our theorem is the case d is linear in a one-sided open neighborhood of ω. In
this sense we have almost proved the criterion “bound states are stable if and
only if d(ω) is strictly convex”.
The proof is based on a purely variational argument. We note that our result
almost covers the result of [1] but not completely. The case d is linear in the
neighborhood of ω is excluded by our theorem, which this case can be covered
by [1] . However, our proof requires less regularity for E, which is E ∈ C2 and
does not need an assumption for nonlinearity like Assumption 2.10 (b), (c) of
[1].
We give an application of our theorem for the single power NLKG equations
and double power nonlinear Schro¨dinger equations. For the one dimensional
NLKG with |u|p−1u, 1 < p < 2, our result seems to be new. Further, we remark
our result covers all dimensions in a unified way.
This paper is organized as follows: In section 2, we formulate our assump-
tions and the main results in a precise manner. In section 3, we prepare some
notations and lemmas for the proof of the main results. In particular, we con-
struct a curve Ψ(λ) on the hyper-surfaceM := {Q(u) = Q(φω)}, which crosses
the set of the bound state. Then, we calculate Sω(Ψ(λ)) and P (Ψ(λ)), where P
is a functional which we will use for the instability. This curve Ψ(λ) corresponds
to the degenerate direction of the energy functional E on the hyper-surfaceM.
In section 4, we prove the main results. We calculate Sω and P for general u in a
neighborhood of φω under some restrictions on the value of Sω. The restrictions
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give us a good estimate for the “nondegenerate” directions and enables us to
use the results of section 3. In section 5, we give an applications of the main
theorem for NLKG and NLS equations.
2 Notation and main results
Let X , Y and H be a real Hilbert spaces such that
X →֒ H ≃ H∗ →֒ X∗, Y →֒ H ≃ H∗ →֒ Y ∗,
where all the embeddings are densely continuous. We identify H with H∗ nat-
urally. We denote both the inner product of H , the coupling between X and
X∗ and the coupling between Y and Y ∗ by 〈·, ·〉. The norms of X and H are
denoted as || · ||X and || · ||H , respectively. Let J : H → H be a skew-symmetric
operator in such a sense that
〈Ju, v〉 = −〈u, Jv〉 , u, v ∈ H.
Further, we assume J |X : X → Y and J |Y : Y → X are bijective and bounded.
The operator J can be naturally extended to J˜ : X∗ → Y ∗ by〈
J˜u, v
〉
:= −〈u, Jv〉 , u ∈ X∗, v ∈ Y.
Let T (s) be a one parameter unitary group on X and let T ′(0) is the generator of
T (s). We denote the domain of T ′(0) by D(T ′(0)) ⊂ X . As J , we can naturally
extend T (s) to T˜ (s) : X∗ → X∗ by〈
T˜ (s)u, v
〉
:= 〈u, T (−s)v〉 , u ∈ X∗, v ∈ X.
We assume T˜ (s)(Y ) ⊂ Y for all s ∈ R. For simplicity, we just denote T˜ (s) as
T (s). We further assume that J and T (s) commute.
Let E ∈ C2(X,R). We consider the following Hamiltonian PDE.
du
dt
(t) = J˜E′(u(t)), (2.1)
where E′ is the Fre´chet derivative of E. We say that u(t) is a solution of (2.1)
in an interval I if u ∈ C(I, X)∩C1(I, Y ∗) and satisfies (2.1) in Y ∗ for all t ∈ I.
We assume that E is invariant under T , that is,
E(T (s)u) = E(u), s ∈ R, u ∈ X.
We assume that there is a bounded operator B : X → X∗ such that B∗ = B
and the operator B is an extension of J−1T ′(0). We define Q : X → R by
Q(u) :=
1
2
〈Bu, u〉 , u ∈ X. (2.2)
Then, we have Q(T (s)u) = Q(u) for u ∈ X . Indeed, for u ∈ D(T ′(0)), we have
d
ds
Q(T (s)u) = 〈BT (s)u, T ′(0)T (s)u〉
= 〈BT (s)u, JBT (s)u〉 = 0.
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For general u ∈ X , we only have to take a sequence un ∈ D(T
′(0)), un → u in
X . Further, formally Q conserves under the flow of (2.1). Indeed,
d
dt
Q(u(t)) =
〈
Bu(t), J−1E′(u(t))
〉
= 〈T ′(0)u(t), E′(u(t))〉
=
d
ds
∣∣∣∣
s=0
E(T (s)u(t)) = 0.
We now assume that the Cauchy problem of (2.1) is well-posed in X .
Assumption 1 (Existence of solutions). Let µ > 0. Then, there exists T (µ) > 0
such that for all u0 ∈ X with ||u0||X ≤ µ, we have a solution u of (2.1) in
[0, T (µ)) with u(0) = u0. Further, u satisfies E(u(t)) = E(u0) and Q(u(t)) =
Q(u0) for t ∈ (0, T (µ)).
We next define the bound state, which is an stationary solution modulo
symmetry T (s).
Definition 1 (Bound state). By a bound state we mean a solution of (2.1) in
R with the form
u(t) = T (ωt)φ,
where ω ∈ R and φ ∈ X.
Remark 1. If u(t) = T (ωt)φ is a bound state, then it satisfies
ωT (ωt)T ′(0)φ = JE′(T (ωt)φ).
Thus, by E′(T (s)u) = T (s)E′(u) and the definition of Q, we have
E′(φ)− ωQ′(φ) = 0. (2.3)
On the other hand, if φ ∈ X satisfies (2.3), then T (ωt)φ is a bound state.
Definition 2 (Stability of bound states). We say the bound state T (ωt)φ is
stable if for all ε > 0 there exists δ > 0 with the following property. If
||u0 − φ||X < δ and u(t) is a solution of (2.1) given in Assumption 1, then u(t)
can be continued to a solution in [0,∞) and
sup
0<t
inf
s∈R
||u(t)− T (s)φ||X < ε.
Otherwise the bound state T (ωt)φ is said to be unstable.
Assumption 2 (Existence of bound states). Let ω1 < ω2. We assume that
there exists a C3 map (ω1, ω2)→ X, ω 7→ φω such that
(i) T (ωt)φω is a bound state.
(ii) φω ∈ D(T
′(0)3), ∂ωφω ∈ D(T
′(0)2), ∂2ωφω ∈ D(T
′(0)),
T ′(0)φω , ∂ωφω, T
′(0)∂ωφω, ∂
2
ωφω ∈ Y .
(iii) T ′(0)φω 6= 0, ∂ωφω 6= 0 and 〈T
′(0)φω , ∂ωφω〉 = 0.
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Remark 2. By the fact that T ′(0)φω ∈ Y , we have Bφω = J
−1T ′(0)φω ∈ X.
Remark 3. 〈T ′(0)φω, ∂ωφω〉 = 0 is actually not an assumption. Indeed, sup-
pose ω 7→ φω does not satisfy 〈T
′(0)φω , ∂ωφω〉 = 0. Then, set φ˜ω = T (s(ω))φω,
where
s(ω) = −
∫ ω
0
〈T ′(0)φµ, ∂µφµ〉
||T ′(0)φµ||2H
dµ.
Then, φ˜ω satisfies
〈
T ′(0)φ˜ω , ∂ωφ˜ω
〉
= 0.
Set
Sω(u) := E(u)− ωQ(u), u ∈ X,
d(ω) := Sω(φω), (2.4)
where φω is given in Assumption 2.
Remark 4. Condition (2.3) is equivalent to S′ω(φ) = 0.
We further assume that the linearized Hamiltonian S′′ω(φω) satisfies the fol-
lowing spectral condition.
Assumption 3 (Spectral conditions for the bound states). For ω ∈ (ω1, ω2),
we assume the following.
(i) kerS′′ω(φω) = span{T
′(0)φω}
(ii) S′′ω(φω) has only one simple negative eigenvalue −µ < 0.
(iii) inf
{
s > 0
∣∣ s ∈ σ(S′′ω(φω))} > 0,
where σ(S′′ω(φω)) ⊂ R is the spectrum of S
′′
ω(φω).
Grillakis, Shatah and Strauss [3] proved the following theorem.
Theorem 1. Let Assumptions 1, 2 and 3 be satisfied. Then, if d′′(ω) > 0,
the bound state T (ωt)φω is stable and if d
′′(ω) < 0, the bound state T (ωt)φω is
unstable.
We investigate the case d′′(ω) = 0.
We denote f(λ) ∼ g(λ) if f and g satisfies
0 < lim inf
|λ|→0
f(λ)/g(λ) ≤ lim sup
|λ|→0
f(λ)/g(λ) <∞. (2.5)
We assume
d(ω + λ)− d(ω)− λd′(ω) ∼ λ(d′(ω + λ)− d′(ω)). (2.6)
This is a technical assumption which we need in the proof.
Remark 5. If d ∈ Cn and d(m)(ω) 6= 0 for some 2 < m ≤ n, then the
assumption (2.6) is satisfied. Let d(ω + λ) = e−1/|λ|, then d does not satisfy
(2.6). However, this assumption seems to be natural.
We now state our main results.
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Theorem 2. Let Assumptions 1, 2, 3 and (2.6) be satisfied. Assume that d is
strictly convex in an open neighborhood of ω. Then T (ωt)φω is stable.
Remark 6. For Theorem 2, we can remove the condition J |X , J |Y are bijective
and bounded. Further, we only need ω 7→ φω to be C
2. We only use these con-
ditions for Theorem 3 below, which is concerned with the instability. Therefore,
we can treat the case J = ∂x, which appears for KdV type equations and BBM
type equations.
Theorem 3. Let Assumptions 1, 2, 3 and (2.6) be satisfied. Assume there
exists ε > 0 such that d(ω+λ)−d(ω)−λd′(ω) < 0 in 0 < λ < ε or −ε < λ < 0.
Further, assume
〈
φω+λ, J
−1∂2ωφω+λ
〉
= 0. Then T (ωt)φω is unstable.
Remark 7. If d′′(ω) > 0 (resp. < 0), then the assumption of Theorem 2 (resp.
Theorem 3) is satisfied. Therefore, Theorems 2 and 3 are extension of Theorem
1.
Remark 8. The assumption
〈
φω+λ, J
−1∂2ωφω+λ
〉
= 0 is technical. However,
for the NLS and NLKG cases, this is satisfied when as far as the real valued
standing waves are concerned.
Corollary 1. Let Assumptions 1, 2 and 3 be satisfied. Let n ≥ 4 be an even
integer. Assume that d ∈ Cn in an open neighborhood of ω and assume
d′′(ω) = · · · = d(n−1)(ω) = 0, d(n)(ω) > 0.
Then T (ωt)φω is stable.
Corollary 2. Let Assumptions 1, 2 and 3 be satisfied. Further, assume there
exists ε > 0 such that
〈
φω+λ, J
−1∂2ωφω+λ
〉
= 0 for |λ| < ε. Let n ≥ 3 be an
integer. Assume that d ∈ Cn in a open neighborhood of ω and
d′′(ω) = · · · = d(n−1)(ω) = 0,
d(n)(ω) < 0 (n : even), d(n)(ω) 6= 0 (n : odd).
Then T (ωt)φω is unstable.
3 Preliminaries
In this section, we assume Assumptions 1, 2, 3, (2.6) and d′′(ω) = 0. Note that
by differentiating (2.4) with respect to ω, we have
d′(ω) = S′ω(φω)−Q(φω) = −Q(φω) (3.1)
d′′(ω) = −〈Bφω , ∂ωφω〉 . (3.2)
Further, differentiating the equation S′ω(φω) = 0 with respect to ω, we have
S′′ω(φω)∂ωφω = Bφω . (3.3)
We will use these relations in the following. Set
η1(λ) := d(ω + λ) − d(ω)− λd
′(ω) (3.4)
η2(λ) := d
′(ω + λ)− d′(ω), (3.5)
Recall that in (2.6), we have assumed η1(λ) ∼ λη2(λ). Further, since we are
assuming d′′(ω) = 0, we have η2(λ) = o(λ) as λ→ 0.
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Lemma 1. Let ε > 0 sufficiently small. Then, there exists σ(λ) : (−ε, ε)→ R
such that σ(λ) ∼ η2(λ) and
Q(φω+λ + σ(λ)Bφω+λ) = Q(φω), (3.6)
for |λ| < ε, where we have used “∼” in the sense of (2.5).
Proof. Set
F (σ, λ) = Q(φω+λ + σBφω+λ).
Then, F (0, 0) = Q(φω) and ∂σF |σ=λ=0 (σ, λ) = ||Bφω ||
2
H 6= 0. Therefore, by
the implicit function theorem, there exist ε > 0, δ > 0 and σ : (−ε, ε)→ (−δ, δ)
such that σ(λ) satisfies (3.6) for |λ| < ε. Further, by (3.6), we have
σ(λ)
(
||Bφω+λ||
2
H + σ(λ)Q(Bφω+λ)
)
= −Q(φω+λ) +Q(φω)
= d′(ω + λ)− d′(ω)
= η2(λ),
where we have used (3.1) and (3.5). Since
σ(λ)
(
||Bφω+λ||
2
H + σ(λ)Q(Bφω+λ)
)
= σ(λ)(||Bφω ||
2
H + o(1)) as λ→ 0,
we have the conclusion.
We now define a curve on the neighborhood of φω. Let ε > 0 as in Lemma
1. For |λ| < ε, set
Ψ(λ) := φω+λ + σ(λ)Bφω+λ.
We next calculate the value of Sω(Ψ(λ)).
Lemma 2. Let ε > 0 as Lemma 1. Then for |λ| < ε, we have
Sω(Ψ(λ)) − Sω(φω) = η1(λ) + o(η1(λ)), λ→ 0.
Proof. By the definition of Sω, we have Sω = Sω+λ+λQ. Using this and Taylor
expansion, we have
Sω(Ψ(λ)) = Sω+λ(Ψ(λ)) + λQ(Ψ(λ))
= Sω+λ(φω+λ + σ(λ)Bφω+λ) + λQ(φω)
= Sω+λ(φω+λ) + λQ(φω) +O(σ(λ)
2)
= d(ω + λ) − λd′(ω) + o(η1(λ)), λ→ 0.
Here, we have used Q(Ψ(λ)) = Q(φω) for the second equality, S
′
ω+λ(φω+λ) = 0
for the third equality and σ(λ) = o(λ), O(λσ(λ)) = O(λη2(λ)) = O(η1(λ)) for
the last equality. Therefore, by (3.4), we have the conclusion.
We define a tubular neighborhood of φω. Set
Nε :=
{
u ∈ X
∣∣ inf
s∈R
||u− T (s)φω||X < ε
}
,
N0ε :=
{
u ∈ Nε
∣∣ Q(u) = Q(φω)} .
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Lemma 3. Let ε > 0 sufficiently small. Then for u ∈ Nε, there exists θ(u),
Λ(u), w(u) and α(u) such that
T (θ(u))u = Ψ(Λ(u)) + w(u) + α(u)Bφω+Λ(u),
and〈
w(u), T ′(0)φω+Λ(u)
〉
=
〈
w(u), ∂ωφω+Λ(u)
〉
=
〈
w(u), Bφω+Λ(u)
〉
= 0.
Further, Λ and θ are C2.
Proof. Set
G(u, θ,Λ) =
(
〈T (θ)u−Ψ(Λ), T ′(0)φω+Λ〉
〈T (θ)u−Ψ(Λ), ∂ωφω+Λ〉
)
.
Then, we have G(φω , 0, 0) = 0 and
∂G
∂(θ,Λ)
= (Gij(u, θ,Λ))i,j=1,2, (3.7)
where
G11(u, θ,Λ) = 〈T
′(0)T (θ)u, T ′(0)φω+Λ〉 ,
G12(u, θ,Λ) = −〈∂λΨ(Λ), T
′(0)φω+Λ〉+ 〈T (θ)u−Ψ(Λ), T
′(0)∂ωφω+Λ〉 ,
G21(u, θ,Λ) = 〈T
′(0)T (θ)u, ∂ωφω+Λ〉 ,
G22(u, θ,Λ) = −〈∂λΨ(Λ), ∂ωφω+Λ〉+
〈
T (θ)u−Ψ(Λ), ∂2ωφω+Λ
〉
.
Therefore,
∂G
∂(θ,Λ)
∣∣∣∣
u=φω ,θ=Λ=0
=
(
||T ′(0)φω||
2
H 0
0 −||∂ωφω ||
2
H
)
,
is invertible. Thus, there exist functionals θ(u) and Λ(u) defined in the neigh-
borhood of φω such that G(u, θ(u),Λ(u)) = 0. Since, ω
′ 7→ φω′ is a C
3 map,
we see that G is C2. Therefore, we have Λ and θ are C2. For u ∈ Nε, define
θ(T (s)u) = θ(u)− s and Λ(T (s)u) = Λ(u). Finally, define
α(u) =
〈
T (θ(u))u−Ψ(Λ(u)), Bφω+Λ(u)
〉
||Bφω+Λ(u)||
−2
H ,
w(u) = T (θ(u))u−Ψ(Λ(u))− α(u)Bφω+Λ(u).
Therefore, we have the conclusion.
Let ε > 0 as Lemma 3. Set
M(u) := T (θ(u))u, u ∈ Nε.
Remark 9. By the uniqueness of the solution of G = 0, we have
θ(Ψ(λ)) = 0, λ(Ψ(λ)) = λ,
w(Ψ(λ)) = 0, α(Ψ(λ)) = 0.
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We next show that the Fre´chet derivatives of θ and Λ are in Y .
Lemma 4. Let ε > 0 sufficiently small. Let u ∈ Nε. Then, θ
′(u), Λ′(u) ∈ Y .
Proof. By differentiating G(u, θ(u),Λ(u)) = 0 with respect to u, we have
H(u)
(
θ′(u)
Λ′(u)
)
= −
(
T (−θ(u))T ′(0)φω+Λ(u)
T (−θ(u))∂ωφω+Λ(u)
)
, (3.8)
where H(u) = (Gi,j(u, θ(u),Λ(u)))i,j=1,2. Since H(u) is invertible in Nε for
sufficiently small ε > 0 and T ′(0)φω+Λ(u) ∈ Y , ∂ωφω+Λ(u) ∈ Y , we have the
conclusion.
Remark 10. As the proof of Lemma 4, by differentiating (3.8) with respect to
u, we see that θ′′(u)w ∈ Y and Λ′′(u)w ∈ Y for u ∈ Nε and w ∈ X.
Let ε > 0 sufficiently small. We now introduce the following functionals A
and P defined in Nε, which we use to show the instability theorem.
A(u) :=
〈
M(u), J−1∂ωφω+Λ(u)
〉
,
P (u) :=
〈
S′ω+Λ(u)(u), JA
′(u)
〉
.
Remark 11. A and P are well-defined in Nε for sufficiently small ε > 0.
Indeed,
A′(u) = J−1T (−θ(u))∂ωφω+Λ(u) +
〈
T ′(0)M(u), J−1∂ωφω+Λ(u)
〉
θ′(u)
+
〈
M(u), J−1∂2ωφω+Λ(u)
〉
Λ′(u). (3.9)
So, by Assumption 2 and Lemma 4, we have A′(u) ∈ Y . Therefore, we have
JA′(u) ∈ X. Therefore, the definition of P makes sense.
Remark 12. Let u be the solution of (2.1), then
d
dt
A(u(t)) = −P (u(t)). (3.10)
Indeed, first, since A(T (s)u) = A(u), for u ∈ D(T ′(0)),
0 = 〈A′(u), T ′(0)u〉 = −〈Bu, JA′(u)〉 .
Therefore, formally, we have
d
dt
A(u(t)) = 〈A′(u), ut〉 =
〈
A′(u), J˜E′(u)
〉
= −〈E′(u), JA′(u)〉 = −P (u).
By Lemma 4.6 of [3], we have A◦u ∈ C1 for u ∈ C(I, X)∩C1(I, Y ∗). Therefore,
the formal calculation is justified.
Remark 13. A and P are invariant under T , that is
A(T (s)u) = A(u),
P (T (s)u) = P (u).
Indeed, the invariance of A follows from the invariance of M and Λ. The
invariance of P follows from the invariance of S and A. More precisely, since
A(T (s)u+ h) = A(u+ T (−s)h), we have A′(T (s)u) = T (s)A′(u). So, we have
P (T (s)u) = 〈S′(T (s)u), JA′(T (s)u)〉 = 〈T (s)S′(u), JT (s)A′(u)〉 = P (u),
where we have used the fact J and T (s) commutes.
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We now calculate the value of P along the curve Ψ.
Lemma 5. Let ε > 0 sufficiently small. Assume
〈
φω , J
−1∂2ωφω
〉
= 0. Then,
for |λ| < ε, we have
P (Ψ(λ)) = η2(λ) + o(η2(λ)), λ→ 0.
Proof. First, we calculate S′ω+Λ(Ψ(λ))(Ψ(λ)).
S′ω+Λ(Ψ(λ))(Ψ(λ)) = S
′
ω+λ(φω+λ + σ(λ)Bφω+λ)
= σ(λ)S′′ω+λ(φω+λ)Bφω+λ + o(σ(λ)).
Next, we calculate JA′(Ψ(λ)). Recall thatM(Ψ(λ)) = Ψ(λ) = φω+λ+σ(λ)Bφω+λ
and we assumed
−〈Bφω , ∂ωφω〉 = d
′′(ω) = 0,
and
〈
φω, J
−1∂2ωφω
〉
= 0. So, we have〈
T ′(0)M(Ψ(λ)), J−1∂ωφω+λ
〉
= o(1), λ→ 0,〈
M(Ψ(λ)), J−1∂2ωφω+λ
〉
= o(1), λ→ 0.
Therefore, by (3.9), we have
JA′(Ψ(λ)) = ∂ωφω+λ + o(1), λ→ 0.
Combining these calculations, we have
P (Ψ(λ)) = σ(λ)
〈
S′′ω+λ(φω+λ)Bφω+λ, ∂ωφω+λ
〉
+ o(σ(λ))
= σ(λ)||Bφω+λ||H + o(σ(λ))
= η2(λ) + o(η2(λ)), λ→ 0,
where we have used the relation S′′ω+λ(φω+λ)∂ωφω+λ = Bφω+λ.
The following lemma is well known. For example see [6] Lemma 7.
Lemma 6. There exists k0 > 0 such that if w ∈ X satisfy 〈w, T
′(0)φω〉 =
〈w, ∂ωφω〉 = 〈w,Bφω〉 = 0, then 〈S
′′
ω(φω)w,w〉 ≥ k0||w||
2
X .
By a continuity argument and Lemma 6, we can show the following lemma.
Lemma 7. There exists ε0 > 0 such that for |λ| < ε0, if w ∈ X satis-
fies 〈w, T ′(0)φω+λ〉 = 〈w, ∂ωφω+λ〉 = 〈w,Bφω+λ〉 = 0, then 〈S
′′
ω(φω)w,w〉 ≥
1
2k0||w||
2
X .
4 Proof of Theorems 2 and 3
In this section we prove Theorems 2 and 3. As section 3, we assume Assumptions
1, 2, 3, (2.6) and d′′(ω) = 0. We first estimate α(u) which is given in Lemma 3.
Lemma 8. Let ε > 0 sufficiently small. Let u ∈ N0ε . Let σ as in Lemma 1 and
α(u), w(u) and Λ as in Lemma 3. Then, there exists a constant C > 0 such
that
|α(u)| ≤ C(σ(Λ(u))||w(u)||X + ||w(u)||
2
X).
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Proof. We first calculate Q(u). By Lemma 3 and (2.2) (definition of Q), we
have
Q(φω) = Q(u)
= Q(Ψ(Λ(u)) + w(u) + α(u)Bφω+Λ(u))
= Q(Ψ(Λ(u))) +Q(w(u) + α(u)Bφω+Λ(u))
+
〈
Bφω+Λ(u) + σ(Λ(u))B
2φω+Λ(u), w(u) + α(u)Bφω+Λ(u)
〉
= Q(φω) + α(u)||Bφω+Λ(u)||
2
H + σ(Λ(u))
〈
B2φω+Λ(u), w(u)
〉
+α(u)σ(Λ(u))
〈
B2φω+Λ(u), Bφω+Λ(u)
〉
+Q(w(u))
+α(u)
〈
Bw(u), Bφω+Λ(u)
〉
+ α(u)2Q(Bφω+Λ(u)).
Therefore, we have
−α(u)
(
||Bφω ||
2
H + o(1)
)
= σ(Λ(u))
〈
B2φω+Λ(u), w(u)
〉
+Q(w(u)),Λ(u)→ 0.
Thus, we have the conclusion.
Next, we show that under a restriction of the value of Sω we get a good
estimate for w(u) and α(u).
Lemma 9. Let ε > 0 sufficiently small. Let a ∈ R. Suppose u ∈ N0ε and
Sω(u)− Sω(φω) ≤ aη1(Λ(u)) +
k0
10
||w(u)||2X ,
where k0 is given in Lemma 6. Then, ||w(u)||
2
X = O(η1(Λ(u))) as Λ(u) → 0.
In particular, α(u) = O(η1(Λ(u))) as Λ(u)→ 0.
Proof. Suppose there exists un ∈ N
0
ε , un → φω in X , s.t.
Sω(un)− Sω(φω) ≤ aη1(Λn) +
k0
10
||wn||
2
X ,
and ||wn||
2
X = Cnη1(Λn), where wn = w(un), Λn = Λ(un), αn = α(un) and
Cn →∞. Then, we have η1(Λn) = o(||wn||
2
X). Further, by Lemma 1, (2.6) and
assumption of contraditicon, we have
σ(Λn) ∼ η2(Λn) ∼
η1(Λn)
Λn
=
||wn||
2
X
ΛnCn
=
η
1/2
1 (Λn)
ΛnC
1/2
n
||wn||X = o(||wn||X), n→∞,
where we have used “∼” in the sense of (2.5). Thus, by Lemma 8, αn =
O(||wn||
2
X). Now, by Taylor expansion and Lemma 3,
Sω(un)− Sω(φω) = Sω(Ψ(Λn) + wn + αnBφω+Λn)− Sω(φω)
= Sω(Ψ(Λn))− Sω(φω) + 〈S
′
ω(Ψ(Λn)), wn + αnBφω+Λn〉
+
1
2
〈S′′ω(Ψ(Λn))wn, wn〉+ o(||wn||
2
X), n→∞.
Further, by Lemma 2 and S′ω(φω) = 0, we have
Sω(Ψ(Λn))− Sω(φω) = O(η1(Λn)) = o(||wn||
2
X),
〈S′ω(Ψ(Λn)), αnBφω+Λn〉 = o(||wn||
2
X), n→∞,
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and by S′ω = S
′
ω+λ+λB, 〈Bφω+Λn , wn〉 = 0 and σ(Λn) = o(||wn||X) as n→∞,
we have
〈S′ω(Ψ(Λn)), wn〉 =
〈
S′ω+Λn(Ψ(Λn)) +BΨ(Λn), wn
〉
=
〈
S′ω+Λn(Ψ(Λn)) + σ(Λn)Bφω+Λn , wn
〉
= o(||wn||
2
X), n→∞.
Therefore, by Lemma 7, we have
Sω(un)− Sω(φω) =
1
2
〈S′′ω(Ψ(Λn))wn, wn〉+ o(||wn||
2
X)
≥
k0
4
||wn||
2
X + o(||wn||
2
X)
≥
k0
8
||wn||
2
X ,
for sufficiently large n. This contradicts to the assumption. Therefore, we have
the conclusion.
Proof of Theorem 2. Let u ∈ N0ε . Suppose, Sω(u) − Sω(φω) < η1(Λ(u)) +
k0
10 ||w(u)||
2
X . Then, by Lemma 9, we have ||w(u)||
2
X = O(η1(u)), Λ(u) → 0.
Now,
Sω(u)− Sω(φω) = Sω(Ψ(Λ(u)) + w(u) + α(u)Bφω+Λ(u))
= η1(Λ(u)) + 〈S
′
ω(Ψ(Λ(u))), w(u)〉 +
1
2
〈S′′ω(φω)w(u), w(u)〉
+o(η1(Λ(u))).
Using S′ω = S
′
ω+λ+B, σ(Λ(u)) = O(η2(Λ(u))) and ||w(u)||X = O(η1(Λ(u))
1/2),
〈S′ω(Ψ(Λ(u))), w(u)〉 =
〈
S′ω+Λ(u)(Ψ(Λ(u))) + Λ(u)BΨ(Λ(u)), w(u)
〉
= σ(Λ(u))
〈
S′′ω(φω+Λ(u))Bφω+Λ(u), w(u)
〉
+Λ(u)σ(Λ(u))
〈
B2φω , w(u)
〉
= o(η1(Λ(u))).
Since we have assumed that d is strictly convex in an open neighborhood of
ω, η2(λ) is strictly increasing in an open neighborhood of 0 (if η2(λ) is not
increasing, then d would not be convex, if η2(λ) is constant, then d would not
be strictly convex). So, we have
Sω(u)− Sω(φω) ≥ cΛ(u)η2(Λ(u)) +
k0
4
||w||2X ,
for a constant c > 0.
Now, suppose that there exists a sequence of solutions un, and tn > 0 s.t.
un → φω in X and infs∈R ||un(tn)− T (s)φω ||X = ε0/10. Take
vn :=
√
Q(φω)/Q(un)un(tn).
Since
√
Q(φω)/Q(un)→ 1, we have ||vn−un(tn)||X → 0 and Sω(vn)−Sω(φω)→
0. Thus, Λ(vn), w(vn) and α(vn) converges to zero. This implies
inf
s∈R
||un(tn)− T (s)φω||X → 0.
This is a contradiction.
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We next show Theorem 3. We first calculate P .
Lemma 10. Let ε > 0, sufficiently small. Let u ∈ N0ε and Sω(u)−Sω(φω) < 0.
Further, assume
〈
∂ωφω+Λ(u), J
−1∂ωφω+Λ(u)
〉
= 0. Then
P (u) = η2(Λ(u)) + o(η2(Λ(u))).
Proof. By Taylor expansion,
P (u) = P (Ψ(Λ(u)) + w(u)) + o(η2(Λ(u)))
= η2(Λ(u)) +
〈
S′′ω+Λ(u)(Ψ(Λ(u)))w(u), JA
′(Ψ(Λ(u)))
〉
+
〈
S′ω+Λ(u)(Ψ(Λ(u))), JA
′′(Ψ(Λ(u)))w(u)
〉
+ o(η2(Λ(u)))
= η2(Λ(u)) +
〈
S′′ω+Λ(u)(Ψ(Λ(u)))w(u), JA
′(Ψ(Λ(u)))
〉
+o(η2(Λ(u))), Λ(u)→ 0,
where we have used ||w(u)||2X = o(η2(Λ(u))) and S
′
ω+Λ(u)(Ψ(Λ(u))) = O(η2(Λ(u))).
Now, by (3.9),
JA′(Ψ(Λ(u))) = ∂ωφω+Λ(u) −
〈
Bφω+Λ(u), ∂ωφω+Λ(u)
〉
θ′(Ψ(Λ(u)))
+
〈
∂ωφω+Λ(u), J
−1∂ωφω+Λ(u)
〉
Λ′(Ψ(Λ(u)))
+O(η2(Λ(u))), Λ(u)→ 0,
where we have used Lemma 1. Now, by
〈
∂ωφω+Λ(u), J
−1∂ωφω+Λ(u)
〉
= 0,〈
w(u), Bφω+Λ(u)
〉
= 0 and (3.3), we have〈
S′′ω+Λ(u)(Ψ(Λ(u)))w(u), JA
′(Ψ(Λ(u)))
〉
=
〈
S′′ω+Λ(u)(φω+Λ(u))w(u), ∂ωφω+Λ(u)
〉
−
〈
Bφω+Λ(u), ∂ωφω+Λ(u)
〉 〈
w(u), S′′ω+Λ(u)(φω+Λ(u))θ
′(Ψ(Λ(u)))
〉
+ o(η2(Λ(u)))
= o(η2(Λ(u))), Λ(u)→ 0,
where we have used ||w||X = O(η1(Λ(u))
1/2) and θ′(Ψ(Λ(u))) is a linear combi-
nation of ∂ωφω+Λ(u) and T
′(0)φω+Λ(u) because of (3.8). Therefore, we have the
conclusion.
Proof of Theorem 3. By the assumption of Theorem 3, we have η1(λ) < 0 in
a one-sided open neighborhood of 0. Therefore, by Lemma 2, we can take the
initial data from Ψ(λn), where S(Ψ(λn)) < S(φω) and λn → 0. Suppose, un
stays in N0ε . By the conservation of E and Q, we have
Sω(un(t))− Sω(φω) = η1(Λ(un(t))) + o(η1(Λ(un(t)))),
and by Lemma 10,
P (u(t)) = η2(Λ(un(t))) + o(η2(Λ(un(t)))).
Then, since λη2(λ) ∼ η1(λ), we have
Sω(φω)− Sω(un(t)) ≤ C|Λ(un(t))P (un(t))|,
for some constant C > 0. Thus, we have 0 < δ < |P (un(t))| for arbitrary t. So,
P has same sign. Suppose P > 0. Then, dAdt (un(t)) > P (un(t)) > δ. Thus, A
is unbounded. However, this is contradiction. For the case P < 0 we have the
same conclusion.
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5 Examples
5.1 The nonlinear Klein-Gordon equations
We consider the following single power nonlinear Klein-Gordon (NLKG) equa-
tion.
utt −∆u+ u− |u|
p−1u = 0, (x, t) ∈ Rd, (5.1)
where d ≥ 1 and 1 < p <∞ for d = 1, 2 and 1 < p < 1+4/(d− 2) for d ≥ 3. To
put (5.1) on to our setting, setX = H1r (R
d)×L2r(R
d), Y = L2r(R
d)×H1r (R
d) and
H = (L2r(R
d))2, where H1r and L
2
r are subspaces of H
1 and L2 which consists
with radial functions. Then define J and E as
J =
(
0 1
−1 0
)
,
E(U) =
1
2
∫
|v|2 + |∇u|2 + |u|2 −
1
p+ 1
∫
|u|p+1.
Then, J : H → H is skew symmetric, and J |X : X → Y , J |Y : Y → X
are bounded and bijective. Furhter, E is C2. Let U = (u, v)t, where t means
transposition. Then NLKG equation is rewritten as
d
dt
U = JE′(U)
in Y ∗. Further, in this case, we take T (s) = eisI, where I is the identity matrix.
So, we have Q(u) = Im
∫
u¯ut. From the results of Ginibre and Velo [2], it is
known that NLKG equation is locally well-posed and E and Q are conserved
(i.e. Assumption 1 is satisfied). For, ω2 < 1, let φω be the unique positive radial
solution of
0 = −∆φω + (1− ω
2)φω − φ
p
ω.
Then, eiωtφω is the solution of (5.1). It is well known that φ ∈ S(R
d), where
S(Rd) is the Schwartz space (see for example Chapter B of [10]). Further, by
scaling, we have φω = (1 − ω
2)1/(p−1)φ0((1 − ω
2)1/2x). Therefore, it is easy to
check ω 7→ φω satisfies Assumption 2. Further, Assumption 3 is also well known
to be satisfied (see for example [11]).
Now, since φω = (1−ω
2)1/(p−1)φ0((1−ω
2)1/2x), we can calculate d directly.
Since Q(φω) = ω
∫
φ2ω, we have
d′′(ω) = −
(
1− (1 +
4
p− 1
− d)ω2
)
(1 − ω2)
2
p−1
−d
2
−1
∫
Rd
φ20.
So, we see that for the case p > 1 + 4/d, then d′′(ω) < 0 for all ω ∈ (−1, 1) and
for the case 1 < p < 1 + 4/d, there exists
0 < ω∗ =
√
p− 1
4− (d− 1)(p− 1)
< 1,
such that if |ω| < ω∗, then d
′′(ω) < 0 and if |ω| > ω∗, then d
′′(ω) > 0. Therefore,
in these case we know the stability and instability. These are the results by [8]
and [9].
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For the case ω = ±ω∗, we can show d
′′′(ω∗) 6= 0, so by Corollary 2, we see
that in this case, we have the instability.
We have to remark that for the case d ≥ 2, this result was proved by Ohta
and Todorova [7] and for the case d = 1, p ≥ 2, one can prove this result by
applying Comech and Pelinovsky’s result [1] (for the case 1 < p < 2, it seems
that the Assumption 2.10 (b) of [1] is not satisfied). Therefore, for 1 < p < 2,
d = 1, this result seems to be new. Further, our proof, the proof of [7] and
the proof of [1] are completely different from each other and our proof gives a
simple and unified proof for the critical case.
5.2 The nonlinear Schro¨dinger equations
We next consider the double power nonlinear Schro¨dinger equations.
iut + ∂xxu+ a1|u|
p1−1u+ a2|u|
p2−1u, (t, x) ∈ R2,
where a1, a2 ∈ R and 1 < p1 < p2 < ∞. In this case, let X = Y = H
1
r (R),
H = L2r(R), J = i, T (s) = e
is and
E(u) =
1
2
∫
R
|ux|
2 dx−
a1
p1 + 1
∫
R
|u|p1+1 dx−
a1
p1 + 1
∫
R
|u|p1+1 dx.
Then, we are on the setting of our theory. In this case, by the combination
of a1, a2, it is known that there exists some ω > 0 such that d
′′(ω) = 0 and
d′′′(ω) 6= 0 (See [4]). So, for such ω > 0, we can show the instability.
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