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Abstract
A q-analogue of the Hurwitz zeta-function is introduced through con-
siderations on the spectral zeta-function of quantum group SUq(2), and its
analytic aspects are studied via the Euler-MacLaurin summation formula.
Asymptotic formulas of some relevant q-functions are discussed.
1 Introduction
The left regular representation of the quantum group SUq(2) is, by definition,
the coordinate ring A(SUq(2)) viewed as a left Uq(sl(2))-module. It is known
that it has the following homogeneous decomposition.
A(SUq(2)) =
∞⊕
n=1
An
where each homogeneous component corresponds to the irreducible representa-
tion of Uq(sl(2)) with spin
n−1
2 , and dimAn = n
2. The Casimir operator of
Uq(sl(2))
C =
q−1k2 + qk−2 − 2
(q − q−1)2 + ef
acts on each homogeneous piece as a scalar operator:
C|An = λn =
(
q
n
2 − q−n2
q − q−1
)2
. (1)
Thus, according to the standard argument of differential geometry, one can
introduce a spectral zeta-function associated to the quantum group SUq(2) as
follows:
Z(s : SUq(2)) =
∞∑
n=1
n2
λn s
, (2)
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which reads, substituting (1) to (2),
Z(s : SUq(2)) = (1 + q
−1)2s
∞∑
n=1
n2qns
[n]q 2s
(3)
where [x]q =
1−qx
1−q .
These observations yields two interesting issues: The first one is to consider
the spectral geometry of quantum groups, or in general, quantum homogeneous
spaces ([8], [11]). The second is to construct a q-analogue of zeta-functions of
various types, and to study their analytic or arithmetic aspects.
We think (3) tells us how to define a q-analogue of zeta-functions. For
instance, let us consider the multiple zeta-functions [2]:
ζ(s, z : ω) =
∞∑
k1,k2,···kn=0
1
(k1ω1 + k2ω2 + · · ·+ knωn + z)s .
From (3), it seems quite natural to define a q-analogue by
ζ(s, z : ω, a, b : q) =
∞∑
k1,k2,···kn=0
qs(a1k1+···+ankn+b)
[k1ω1 + k2ω2 + · · ·+ knωn + z]q s . (4)
In this article, we restrict ourselves on the simplest case among these q-
multiple zeta-functions. Namely we will consider only a q-analogue of the Hur-
witz zeta-function (cf.[6]),
ζ(s, z : q) =
∞∑
k=0
qs(k+1)
[k + z]q s
(5)
and investigate its analytic property.
This paper is organized as follows: In section 2, we will show that (5) has
meromorphic extension to the whole s-plane. The Laurant expansion at s = 0
is particularly important. In section 3, using the Euler-MacLaurin summation
formula, the q-Hurwitz zeta-function will be represented as an infinite sum of
hypergeometric functions. Section 4 treats the classical limit (q → 1 − 0) of
this zeta-function. In section 5, we will present a functional relation satisfied
by (5), which is regarded as a q-analogue of the functional equation of the
Riemann zeta-function. In the final section, employing the results obtained in
the previous sections, we will show that an asymptotic expansion formula for
the q-gamma function and the q-shifted factorial (qa : qb)∞. The later is related
to the formula in the Ramanujan’s notebook ([3]). A remarkable point in these
formula is that Euler’s dilogarithm function appears as a principal term.
The results in this paper (except the functional relation) can be generalized
to the case of the following q-multiple zeta-functions
ζn(s, z : q) =
∞∑
k1,k2,···kn=0
qs(k1+k2+···+kn+1)
[k1 + · · ·+ kn + z]q s (6)
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=
∞∑
k=0
(
k+n−1
n−1
)
qs(k+1)
[k + z]q s
. (7)
As well as the q-Hurwitz zeta-function, these q-zeta-functions are deeply linked
to generalized hypergeometric functions and polylogarithm functions.
2 The q-Hurwitz zeta-function
Throughout this paper, we will assume that 0 < q < 1 and 0 < ℜz. The
q-symbol [x]q denotes [x]q =
1−qx
1−q , and δ =
2pii
log q .
The Hurwitz zeta-function
ζ(s, z) =
∞∑
k=0
1
(k + z)s
(8)
is a meromorphic function in s. The pole of it is only s = 1 and simple. A
q-analogue of this zeta-function is introduced by
ζ(s, z : q) =
∞∑
k=0
qs(k+1)
[k + z]q s
. (9)
We call it the q-Hurwitz zeta-function. The right-hand side of (9) is absolutely
convergent in the right half plane {s|ℜs > 0}, so it is holomorphic in this
domain. It is easy to show that, if ℜs > 1, the classical limit (q → 1− 0) of the
q-Hurwitz zeta-function coincides with the Hurwitz zeta-function.
Let us consider analytic continuation of this q-zeta-function. By making use
of the binomial expansion theorem, we can rewrite the right-hand side of (9) to
ζ(s, z : q) = (q − q2)s
∞∑
r=0
(s)r
r!
qrz
1− qr+s , (10)
where (s)r = s(s + 1) · · · (s + r − 1). Since 0 < q < 1, ℜz > 0, the right hand
side above is absolutely convergent for
s 6= −r + δl, (11)
where r runs over the set of non-negative integers Z≥0 and l runs over the set
of integers Z. This implies that ζ(s, z : q) has meromorphic continuation to the
whole s-plane. The poles are s = −r+ δl (r ∈ Z≥0, l ∈ Z), and simple. It is not
difficult to calculate the first few coefficients of the Laurant expansion at s = 0.
Thus we obtain
Proposition 1 The q-Hurwitz zeta-function ζ(s, z : q) has meromorphic con-
tinuation to the whole s-plane. The poles are s = −r + δl (r ∈ Z≥0, l ∈ Z) and
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all simple. The Laurant expansion at s = 0 reads as follows:
ζ(s, z : q) =
α−1
s
+ α0 + s
{
α1 − log
∞∏
k=1
(1− qz−1+k)
}
+O(s2), (12)
where
α−1 = − 1
log q
, α0 =
1
2
− log(q − q
2)
log q
α1 = − 1
12
log q +
1
2
log(q − q2)− 1
2
log2(q − q2)
log q
and we have put logk x = (log x)k.
We should notice the following fact: As mentioned before, the pole of the
Hurwitz zeta-function is only s = 1, which is simple. In particular, it is holo-
morphic at s = 0. On the other hand, the poles of the q-Hurwitz zeta-function
are s = −r+ δl as pointed out in the proposition. Namely, in the classical limit,
the poles of the q-Hurwitz zeta-function drastically changes. The reason for this
phenomena will be explained in section 4.
3 The Euler-MacLaurin expansion
The Euler-MacLaurin summation formula is stated as follows:
N−1∑
r=M
f(r) =
∫ N
M
f(t)dt +
n∑
k=1
Bk
k!
{
f (k−1)(N)− f (k−1)(M)
}
+ (−1)n−1
∫ N
M
Bn(t)
n!
f (n)(t)dt. (13)
Here Bk’s are the Bernoulli numbers and Bk(t) are the Bernoulli polynomial
which are defined by
zetz
ez − 1 =
∞∑
n=0
Bn(t)
n!
zn
and Bk = Bk(0) (B1 = − 12 , B2 = 16 , B4 = − 130 , · · · , B3 = B5 = B7 = · · · = 0).
Bn(t) is a periodic extension of Bn(t) (0 ≤ t < 1), i.e. Bn(t) = Bn(t− [t]).
Putting f(t) = q
(t+1)s
(1−qt+z)s in this summation formula, we apply it to the study
of the q-Hurwitz zeta-function. The k-th derivative of f(t) is expressed as
f (k)(t) = qs(t+1)
sPk(q
t+z ; s)
(1− qt+z)s+k log
k q
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where Pk(x; s) are polynomial of x defined by the following recursive relation
P0(x; s) =
1
s
, P1(x; s) = 1,
(x − x2)P ′k(x; s) + (kx+ s)Pk(x; s) = Pk+1(x; s).
It is found that Pk(x; s) is a polynomial of degree k−1 in x and also degree k−1
in s with positive integral coefficients, and that sPk(1; s) = (s)k, sPk(0; s) = s
k.
Putting these ingredients into the Euler-MacLaurin summation formula, we
obtain the following expansion formula.
Proposition 2 When ℜs > 0, we have
ζ(s, z : q) = − (q − q
2)s
s log q
F (s, s, s+ 1 : qz) +
1
2
(
q − q2
1− qz
)s
+ s
(
q − q2
1− qz
)s m∑
k=1
B2k
(2k)!
(
log q
qz − 1
)2k−1
P2k−1(q
z ; s) (14)
− R2m(s, z : q)
where
R2m(s.z : q) = s
∫ ∞
0
B2m(t)
(2m)!
(
log q
qt+z − 1
)2m(
1− q
1− qt+z
)s
qs(t+1)P2m(q
t+z ; s)dt
(15)
and F (α, β, γ : x) is a hypergeometric function.
We call (14) the Euler-MacLaurin expansion of ζ(s, z : q). The appearance
of a hypergeometric function in (14) is due to the integral formula
F (α, β, γ : x) =
Γ(γ)
Γ(β)Γ(γ − β)
∫ 1
0
uβ−1(1 − u)γ−β−1(1− xu)−αdu. (16)
Now we consider the way that the q-Hurwitz zeta-function function is ex-
pressed as an infinite series of hypergeometric functions. Putting m = 1 in (14),
we get
ζ(s, z : q) = − (q − q
2)s
s log q
F (s, s, s+ 1 : qz) +
1
2
(
q − q2
1− qz
)s
+
s
12
(
q − q2
1− qz
)s (
log q
qz − 1
)
− R2(s, z : q),
where the residue term R2(s, z : q) is defined by (15). Note that
B2(t) =
1
pi2
∞∑
n=1
cos(2pint)
n2
. (17)
Substituting this into (15) and making use of the integral formula (16), we
obtain the following expansion formula.
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Theorem 1
ζ(s, z : q) = − (q − q
2)s
s log q
F (s, s, s+ 1 : qz) +
1
2
(
q − q2
1− qz
)s
+
s(q − q2)s
2pii
∑
l 6=0
1
l(s+ δl)
F (s+ 1, s+ δl, s+ 1 + δl : qz). (18)
The infinite series in the right-hand side is absolutely convergent for s 6= −r+δl
(r ∈ Z≥0, l ∈ Z, l 6= 0) so that it is holomorphic in this region.
4 Classical limit
Using Theorem1, we can achieve profound understanding for the classical limit
of ζ(s, z : q). As was mentioned before, for ℜs > 1,
lim
q→1−0
ζ(s, z : q) = ζ(s, z).
In this section, we will consider in detail the classical limit of ζ(s, z : q) in the
complement of this region.
A key to this consideration is the Gauss connection formula of a hypergeo-
metric function,
F (α, β, γ : x) =
Γ(γ)Γ(α+ β − γ)
Γ(α)Γ(β)
(1− x)γ−α−βF (γ − α, γ − β, γ − α− β + 1 : 1− x)
+
Γ(γ)Γ(γ − α− β)
Γ(γ − α)Γ(γ − β)F (α, β, α+ β − γ + 1 : 1− x). (19)
Applying this to F (s, s, s + 1 : qz) and F (s + 1, s + δl, s+ 1 + δl : qz) in (18),
we get
lim
q→1−0
{
ζ(s, z : q) +
(q − q2)sq−zs
log q
pi
sinpis
}
=
z1−s
s− 1 +
z−s
2
+
sz−s
2pii
∑
l 6=0
1
l
U(1, 1− s : −2piilz) (20)
where l ranges over the set of non-zero integers, and U(α, γ : x) is a solution of
the confluent hypergeometric differential equation
x
d2y
dx2
+ (γ − x)dy
dx
− αy = 0
satisfying, for ℜα > 0,
U(α, γ : x) ∼ x−α as x→∞. (21)
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It is written, in terms of confluent hypergeometric functions F (α, γ : x), as
U(α, γ : x) =
Γ(1− γ)
Γ(1 + α− γ)F (α, γ : x)
+
Γ(γ − 1)
Γ(α)
exx1−γF (1 − α, 2− γ : −x), (22)
and has the following integral representation [12]:
U(α, γ : x) =
1
Γ(α)
∫ ∞
0
e−xu(1 + u)γ−α−1du. (23)
Note that the right-hand side of (20) is absolutely convergent unless s is a
positive integer because of the asymptotic behavior (21).
Applying the Euler-MacLaurin summention formula to the Hurwitz zeta-
function, we have
ζ(s, z) =
z1−s
s− 1 +
z−s
2
+
s
12
z−s−1 − s(s+ 1)
2!
∫ ∞
0
B2(t)
(z + t)s+2
dt. (24)
Using (17) and (23), we rewrite the integral term above. Then we see the
right-hand side of (20) coincides with (24). Namely,
ζ(s, z) =
z1−s
s− 1 +
z−s
2
+
sz−s
2pii
∑
l 6=0
1
l
U(1, 1− s : −2piilz). (25)
Thus we obtain
Theorem 2 If s is not a positive integer,
lim
q→1−0
{
ζ(s, z : q) +
(q − q2)sq−zs
log q
pi
sinpis
}
= ζ(s, z). (26)
5 A q-analogue of the functional equation for
the Riemann zeta-function
Let us put
ζ∗(s, z : q) = ζ(s, z : q) +
(q − q2)sq−zs
log q
pi
sinpis
. (27)
This is rewritten, as mentioned in the previous section, as follows:
ζ∗(s, z : q) =
1
s− 1
(
q − q2
1− qz
)s(
qz − 1
log q
)
F (1, 1, 2− s : 1− qz)
+
1
2
(
q − q2
1− qz
)s
− S(s, z : q) + T (s.z : q) (28)
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where
S(s, z : q) = (q − q2)sq−zsΓ(1 − s)
2pii
∑
l 6=0
1
l
Γ(s+ δl)
Γ(δl)
e−2piilz (29)
and
T (s, z : q) =
1
2pii
(
q − q2
1− qz
)s∑
l 6=0
1
l
F (δl, 1, 1− s : 1− qz). (30)
The right-hand side of (29) is absolutely convergent for s 6= −r + δl (r are
positive integers and l are non-zero integers) and that of (30) is so for ℜs < 0.
We calculate T (s, z : q) under the assumption that 0 < z ≤ 1, ℜs < −1, by
means of the integral representation (23) and
B1(t) = − 1
pi
∞∑
n=1
sin(2pint)
n
(31)
we get
T (s, z : q) = − 1
s− 1
(
q − q2
1− qz
)s
qz − 1
log q
F (1, 1, 2− s : 1− qz)− 1
2
(
q − q2
1− qz
)s
.
Thus the following theorem is deduced:
Theorem 3 If 0 < z ≤ 1, ℜs < 0 and s 6= −r + δl (r are positive integers and
l are non-zero integers),
ζ∗(s, z : q) = − 1
2pii
(q − q2)sq−zsΓ(1− s)
∑
l 6=0
1
l
Γ(s+ δl)
Γ(δl)
e−2piilz . (32)
The relation (32) can be viewed as a q-analogue of the functional equation
for the Riemann zeta-function. (But it is not a functional equation for the the
q-Riemann zeta-function !) In fact, from the Stirling formula for the gamma
function,
lim
q→1−0
(1 − q)sΓ(s+ δl)
Γ(δl)
= (−2piil)s
is derived so that
lim
q→1−0
{R.H.S. of (32)} = −Γ(1− s)
2pii
∑
l 6=0
(−2piil)s
l
e−2piilz . (33)
Let us introduce a generalized polylogarithm
Ls(z) =
∞∑
n=1
e2piinz
ns
(ℜs > 0). (34)
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Rewriting (33) in terms of this function, and taking Theorem 4 into account,
we obtain the following functional relation:
ζ(s, z) = Γ(1− s){(2pii)s−1L1−s(z) + (−2pii)s−1L1−s(1 − z)} . (35)
(cf.[4], [9]). Putting z = 1 here, we have
ζ(s) = 2spis−1Γ(1 − s) sin(pis
2
)ζ(1 − s). (36)
which is nothing but the functional equation for the Riemann zeta-function ζ(s).
6 Stirling’s formula for the q-gamma function
and dilogarithms
The q-gamma function Γ(z : q) is, by definition,
Γ(z : q) = (1 − q)1−z (q : q)∞
(qz : q)∞
. (37)
where
(qz : q)∞ =
∞∏
r=0
(1− qz+r).
In this section, we will give another proof of the Stirling formula for the
q-gamma function, which was firstly proved by Moak [10], and will also re-
prove asymptotic formulas for certain q-functions which was firstly considered
by Ramanujan [3].
From the results in section 2 and section 3, we can derive the Euler-Maclaurin
expansion for the q-shifted factorial(qz : q)∞ (cf.[5]):
log(qz : q)∞ =
1
log q
Li2(q
z)− 1
12
log q +
1
2
log(1− qz)
−
m∑
k=1
B2k
(2k)!
(
log q
qz − 1
)2k−1
P2k−1(q
z) +R2m(z : q), (38)
where Pk(x) = Pk(x; 0), and
R2m(z : q) =
1
s
R2m(s, z : q)
∣∣∣∣
s=0
=
∫ ∞
0
B2m(t)
(2m)!
(
log q
qt+z − 1
)2m
P2m(q
t+z)dz.
(39)
A remarkable point is that Euler’s dilogarithm function
Li2(x) =
∞∑
n=1
xn
n2
(40)
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appears in this expansion. We should note a such expansion for the q-shifted
factorial (qz ; q)∞ had already been considered by Ramanujan [3].
We can estimate the residue term (39) as follows: There exists a positive
constant A such that
|R2m(z : q)| ≤ A
(ℜz)2m−1 (41)
is valid for 0 < q ≤ 1 and 0 < ℜz < +∞ (Moak [10]). From this estimate and
(37), (38), we can see
Theorem 4 As ℜz tends to +∞,
log Γ(z : q) ∼ (z − 1
2
) log
(
1− qz
1− q
)
+ log q
∫ z
1
ξ
qξ
1− qξ dξ
+ C1(q) +
1
12
log q +
∞∑
k=1
B2k
(2k)!
(
log q
qz − 1
)2k−1
P2k−1(q
z),(42)
where
C1(q) = − 1
12
log q − 1
12
log q
q − 1 +
∫ ∞
0
B2(t)
2
(
log q
qt+1 − 1
)2
qt+1dt. (43)
This asymptotic expansion is uniformly valid for 0 < q ≤ 1, and in particular,
at q = 1, it coincides with the Stirling formula for Γ(z).
Remark 1 The original Stirling formula holds in a section wider than ℜz > 0.
As an application of the Euler-MacLaurin expansion (38), we give another
account of the following asymptotic formula, which were firstly proved by Ra-
manujan [3], relevant to the Rogers-Ramanujan identity:
Theorem 5 As q tends to 1− 0,
log
1
(q2 : q5)∞(q3 : q5)∞
= − pi
2
15 log q
− 1
2
log
(
5 +
√
5
2
)
+O(log q), (44)
log
1
(q : q5)∞(q4 : q5)∞
= − pi
2
15 log q
− 1
2
log
(
5−√5
2
)
+O(log q). (45)
From (38), we have
log(qa : qb)∞ =
1
b log q
Li2(q
a) +
1
2
log(1− qa)− b
12
qa log q
1− qa
− R2(a, b : q), (46)
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where
R2(a, b : q) =
∫ ∞
0
B2(t)
2
qat+b(a log q)2
(1 − qat+b)2 dt. (47)
Since B2(t) is a periodic extension of B2(t) = t
2 − t+ 16 (0 ≤ t < 1), we get
lim
q→1−0
R2(a, b : q) =
1
12α
+
1
2
log
{
∞∏
n=0
(
n+ α
n+ α+ 1
)2n+2α+1
e2
}
, (48)
where α = a
b
. Here using the Weierstass product formulas for the gamma
function and Barnes’ G-function [1]
∞∏
n=1
{(
1 +
α
n
)
e−
α
n
}
=
e−γα
Γ(α+ 1)
,
∞∏
n=1
{(
1 +
α
n
)
e−α+
α
2n
}
= (2pi)−
α
2 e
α(α+1)
2 +γ
α
2 G(α + 1),
where γ is the Euler constant, we have
lim
q→1−0
R2(a, b : q) =
b
12a
− 1
2
log(2pi)− a
2b
−
(
a
b
− 1
2
)
log
a
b
+ log Γ(
a
b
). (49)
Also we have the following asymptotic formula (Lewin [7])
1
b log q
Li2(q
a) =
pi2
6b log q
− a
b
log a− a
b
log(− log q) + a
b
+O(log q). (50)
Substituting (49), (50) in the classical limit of the right-hand side of (46), we
obtain the following theorem.
Theorem 6 As q tends to 1− 0,
log(qa : qb)∞ =
pi2
6b log q
+
(
1
2
− a
b
)
{log(− log q) + log b}+ 1
2
log(2pi)
− log Γ(a
b
) +O(log q). (51)
As a corollary of the theorem, we have
log
{
(qa : qa+b)∞(q
b : qa+b)∞
}
=
pi2
3(a+ b) log q
+log
{
2 sin
(
a
a+ b
pi
)}
+O(log q).
(52)
where we have used the reciprocal identity of the gamma function. Putting
a = 2, b = 3 (resp. a = 1, b = 4), we get (44) (resp. (45)).
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