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CLOSED AND EXACT FUNCTIONS IN THE CONTEXT OF
GINZBURG-LANDAU MODELS
BY ANAMARIA SAVU
Abstrat. For a general vetor eld we exhibit two Hilbert spaes, namely
the spae of so alled losed funtions and the spae of exat funtions and
we alulate the odimension of the spae of exat funtions inside the larger
spae of losed funtions. In partiular we provide a new approah for the
known ases: the Glauber eld and the seond-order Ginzburg-Landau eld
and for the ase of the fourth-order Ginzburg-Landau eld.
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1. Introdution
Statistial physis has developed a whole variety of interating partile systems
that apture some aspets of the movement of partiles on the mirosale. An
interating partile system is usually a omplex Markov proess with a nite or
innite state spae. By taking an appropriate saling limit of an interating partile
system we expet to derive the evolution of the system on the marosale, in general
a nonlinear partial dierential equation. It is fairly well understood the transition
from the mirosopi sale to marosopi sale, at least for some systems, and in
this notes we take for granted this step.
The most interesting mirosopi models onstruted so far, lak the so alled
gradient ondition. This ondition orresponds to the Fik's law of uid dynamis
aording to whih the instantaneous urrent w of partiles over a bond is the
gradient τh− h of some loal funtion. Sine the work of Varadhan [7℄, Quastel [3℄
and Varadhan and Yau [8℄ on nongradient systems, new ideas have been imposed
in the eld. The main idea is that a nongradient system has a generalized Fik's
law, also alled the utuation-dissipation equation, of the form
w ≈ aˆ(m)(τh − h) + Lg,
where aˆ is the transport oeient depending on the partile density m in a mi-
rosopi ube, h is some loal funtion, and L is the generator of the mirosopi
dynamis. The Lg part of the approximate equation above is negligible on the
marosale, and is alled the utuation part of the equation.
One of the main diulty in nding the saling limit of a nongradient system
is to make rigorous sense of the utuation-dissipation equation. As it has been
shown in [7℄, [3℄, [8℄ the urrent w, the gradient τh− h and the utuations Lg are
elements of the Hilbert spae of losed funtions and the utuation-dissipation
equation is a onsequene of a diret-sum deomposition of this Hilbert spae. The
gradient part τh− h of the urrent w that survives after taking the saling limit of
the model is just the projetion of w onto a one dimensional subspae of the Hilbert
spae of losed funtions. The remaining negligible utuations Lg are vetors of
the Hilbert subspae of exat funtion.
The purpose of the present paper is not to show how the Hilbert spae of losed
funtions and exat funtions arises in the ontext of interating partile systems,
but rather to motivate the diret-sum deomposition of the Hilbert spae of losed
funtions and to nd the odimension of the spae of exat funtions inside the
spae of losed funtions. We alulate this odimension for an arbitrarily hosen
vetor eld. The three ontinuum models known as the Glauber system, the seond-
order Ginzburg-Landau system and the ontinuum solid-on-solid model, also alled
the fourth-order Ginzburg-Landau system are overed by our general result. Our
approah to establish the diret-sum deomposition of the Hilbert spae of losed
funtions is new and diers from the approah used before to study the rst two
models (see Varadhan [7℄). We have followed a dierent path based on Fourier
analysis that has allowed us to handle a general vetor eld.
2. The deomposition theorem
In this setion we introdue some terminology and state the main result.
The Hermite polynomials provide an orthogonal basis for the Hilbert spae of
funtions dened on the real axis, that are square integrable with respet to the
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Gaussian probability measure
1√
2pi
exp(−x22 )dx. The ith Hermite polynomial is
dened through
Hi(x) =
(−1)i
i!
exp
(
x2
2
)(
di
dxi
exp
(
− x
2
2
))
, i ∈ N.
We stress that Hi is not normalized to have L
2
norm 1 with respet to the proba-
bility measure
1√
2pi
exp(−x22 ))dx, but rather 1√i! .
There is an extension of Hermite polynomials to more variables. A multi-index
is a double-sided innite sequene I = {in}n∈Z of positive integers, with at most
nitely many non-zero entries. The degree of a multi-index is |I| =∑n∈Z in. Call
I the set of multi-indies and IN the set of multi-indies of xed degree N . The
multidimensional Hermite polynomials are
HI(x) = Πn∈ZHin(xn), I ∈ I.
We make the onvention that if a multi-index I has some stritly negative entries
then HI = 0. Together the multidimensional Hermite polynomials, {HI}I∈I form
an orthogonal basis for the Hilbert spae of funtions dened on RZ, that are square
integrable with respet to the probability measure
dνgc0 =
⊗
i∈Z
1√
2pi
exp
(
− x
2
i
2
)
dxi.
It is interesting to note that this Hilbert spae is a model for the symmetri Fok
spae over the spae of square summable, double-sided sequenes l2(Z), and de-
omposes as a diret sum of the degree N subspaes
HN = {HI | |I| = N}c.
The supersript on the line above, means that we take the losed linear span of the
set.
The shift τ ats on ongurations as (τ(x))n = xn+1 and on funtions as
(τf)(x) = f(τx). τn stands for the n-fold omposition τ ◦ · · · ◦ τ . If a multi-
index I = (in)n∈Z has in = 0 for all n < 0 we shall say that the multi-index is
supported on the set of positive integers. We shall use the notation δn for the
multi-index that orresponds to the onguration with a single partile at the site
n. Two multi-indies an be added and the addition is point-wise.
The ation of the annihilation, reation, and shift operators on the multidimen-
sional Hermite polynomial HI is very simple:
∂nHI(x) = HI−δn(x), (xn − ∂n)HI(x) = HI+δn(x), τHI = Hτ−1I .
Above ∂n stands for the partial derivative with respet to the nth oordinate.
Given a double-sided sequene of real numbers (ak)k∈Z, that are all but nitely
many zero we introdue the vetor eld D0 =
∑
k∈Z ak∂k with onstant oeients.
Translating a's to the left or to the right produes a new sequene that denes the
vetor eld Dn =
∑
k∈Z ak∂k+n, n ∈ Z. Now we have the setup needed to introdue
the losed and exat funtions.
Denition 2.1. We shall say that a funtion ξ ∈ L2(RZ, dνgc0 ) is losed (or more
preisely, D0-losed) if it satises in the weak sense
(1) Dn(τ
mξ) = Dm(τ
nξ)
for all integers m and n. Let CD denote the spae of all D0-losed funtions.
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Denition 2.2. We shall say that a funtion ξg ∈ L2(RZ, dνgc0 ) is exat (or more
preisely D0-exat) if there is a loal funtion g, a funtion that depends on nitely
many o-ordinates, suh that
(2) ξg = D0
(∑
k∈Z
τkg
)
=
∑
k∈Z
D0(τ
kg).
Let ED denote the losed linear span of the set of D0-exat funtions.
Although the innite sum
∑
k∈Z τ
kg does not make sense, after applying the
dierential operator D0 we get a meaningful expression. Sine g is a loal funtion,
the vetor eld D0 kills all but nitely many terms of the innite formal sum.
The terminologies of exat and losed funtions are not arbitrarily hosen. We
an dene formally the form w =
∑
n∈Z τ
nξ dxn and the boundary operator df =∑
n∈ZDn(f) dxn. It is not hard to see, with these new denitions, that the form w
is losed (dw = 0), in the vetor alulus sense, if and only if Dn(τ
mξ) = Dm(τ
nξ),
i.e., if and only if ξ is a losed funtion.
Knowing that any exat funtion is losed a natural question to ask is about the
odimension of the spae of exat funtions inside the spae of losed funtions. In
this paper we provide the answer for this question.
The Deomposition Theorem 2.1. Let D0 =
∑
k∈Z ak∂k be a vetor eld with
onstant real oeients. All but nitely many numbers in the sequene (ak)k∈Z
are zero. The following deomposition results hold:
a) If the sum of the oeients of the vetor eld D0 is not equal to zero then
CD = ED.
b) If the sum of the oeients of the vetor eld D0 is equal to zero then
CD = R1⊕ ED.
Idea of the proof for the deomposition theorem 2.1. We outline the main
ideas used to prove the deomposition theorem. We shall show later that a funtion
ξ is D0-losed if and only if the projetions ProjHN ξ, N ≥ 0 are D0-losed. Degree
0 subspae is easy to analyze sine it is one dimensional. Any onstant funtion is
always D0-losed, but is exat if and only if the sum of the oeients of D0 is not
equal to zero. If the sum of the oeients of the D0 is equal to zero, then any
D0-losed funtion is orthogonal on the degree 0 subspae. Therefore the result of
the theorem holds if we an prove that a given D0-losed funtion ξ in HN , N ≥ 1,
the funtion ξ an be approximated with D0-exat funtions.
We shall investigate the properties of the Fourier oeients of losed and exat
funtions, and we shall rather establish that the Fourier oeients of a losed
funtions an be approximated in the appropriate sense with Fourier oeients of
exat funtions. The ideas will be elaborated in the following setions.
Note. In two ases relevant for statistial physis questions, namely the seond-
order Ginzburg-Landau vetor eld Y0 = ∂1 − ∂0 and the fourth-order Ginzburg-
Landau vetor eld X0 = ∂1−2∂0+∂−1, the deomposition result of Theorem 2.1 is
equivalent with the utuation-dissipation equation mentioned in the introdution
setion of the paper.
Note. To get a avor of the result stated in Theorem 2.1 we give some examples
of exat and losed funtions in the ase of the fourth-order Ginzburg-Landau eld,
X0 = ∂1−2∂0+∂−1: xn+x−n−2x0 are X0-exat, 1, x0, xn+x−n are examples of
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X0-losed but not X0-exat funtions. A strange phenomena appears for: besides
the funtion 1 there exists another funtion that is X0-losed and not X0-exat,
namely x0. Therefore one may expet that the odimension of the spae of exat
funtions is two. This is not the ase and x0 an be approximated with exat
funtions.
3. The set of multi-indies
A multi-index I = {in}n∈Z an be thought of as a onguration of partiles
sitting on the sites of the lattie Z. On top of the site n sit in partiles. Rather than
saying how many partiles are at eah site, we give the positions of the partiles.
This way we obtain a vetor
(3) zI = (n1 . . . n1︸ ︷︷ ︸
in1
, . . . , nk . . . nk︸ ︷︷ ︸
ink
).
that lists, in inreasing order, all oupied sites of I repeated aording to the
number of partiles that oupy the site. We assume the only non-zero entries of
the multi-index I are in1 , . . . ink . Note that the dimension of the vetor zI is the
degree of the multi-index I. If the multi-index has zero degree then zI is just a
point. We say that zI is a new oding of the multi-index I. This orrespondene
shows that the set IN is bijetive with the set of vetors of ZN with entries in
inreasing order or is in bijetion with the quotient spae ZN/SN , where SN is the
group of permutations of N letters.
For the results that follow we need to say more about the set of multi-indies.
We partition the set of multi-indies into orbits with the help of the group ation
(4) Z× ZZ −→ ZZ (n, I) 7−→ n · I := τn(I − δn + δ0).
When restrited to Z × I the map (4) is not an ation any more sine the multi-
indies that enumerate the basis of the L2 spae are onstrained to have positive
entries.
The orbits of the ation (4) provide a partition of the set of multi-indies ZZ.
For eah multi-index I ∈ I we dene o(I) to be the shadow of the orbit of I on
the set I, i.e., o(I) = {J |J = n · I n ∈ Z} ∩ I = {J |J = n · I n ∈ s(I)}. Here,
s(I) = {n ∈ Z | in 6= 0} is the nite set of oupied positions of I. From now on we
will refer to o(I) as the orbit of I, although this is just a part of the atual orbit
of the ation. It has the advantage of being nite sine the multi-index I has all
but nitely many entries zero and there are just nitely many n's that after ating
on I give rise to a multi-index with positive entries. All the multi-indies in the
same orbit have the same degree. The orbits partition I and IN . Call O the set of
orbits, and ON the set of orbits ontaining multi-indies of degree N .
It is worth mentioning that inside eah orbit o(I) there exists a unique repre-
sentative supported on the positive integers. Denote this multi-index by R(o(I)).
To see that this is true let us assume that I has some partiles in some negative
position, i.e., there exists some n < 0 suh that in ≥ 1. If k is the leftmost oupied
position of I and k < 0, then k · I ∈ o(I) is supported on the positive integers. Let
us all R the set of all representatives, and RN the set of degree-N representatives.
So far the orbit spae {o(I)}I∈I is an abstrat objet. Fortunately we are able to
give a onrete desription of the orbit spae. For this purpose it is very useful to
know that eah orbit, o has a unique representative R(o) supported on the positive
semi-axis. The vetor zR(o) is a point in the positive one C+N = {z ∈ ZN |z =
6 BY ANAMARIA SAVU
(z1, . . . , zN ), 0 ≤ z1 ≤ · · · ≤ zN}. Therefore the set of representatives, and in
partiular the set of orbits ON , are bijetive with the one C+N . Sine there is only
one multi-index with zero degree, 0 = (0)n∈Z, the sets I0, O0 and R0 ontain just
a single element. By onvention, C+0 is just one-point set.
We an say even more about this piture. The one C+N , itself is an orbit spae,
whih we shall desribe below.
Let us dene the transformations that ats on the lattie ZN , for any 1 ≤ i, j ≤
N ,
(5) σi,j : Z
N → ZN , σi,j(z1, . . . , zi, . . . , zj . . . , zN ) = (z1, . . . , zj, . . . , zi, . . . , zN )
and γ1 : Z
N → ZN , γ1(z1, z2, . . . , zN ) = (−z1, z2 − z1 . . . , zN − z1).
The smallest group generated by σi,j , 1 ≤ i, j ≤ N and γ1 will be denoted by S˜N .
To see that S˜N is isomorphi with the group of permutations of N letters, we write
down the basi relations among the generating transformations: (γ1σ1,2)
3 = id
and γ1σi,i+1 = σi+1,iγ1, 1 ≤ i ≤ N − 1. The group S˜N has SN , the group of
permutations of N letters as subgroup, and S˜N deomposes into left osets with
respet to SN , as S˜N = SN ∪ γ1SN · · · ∪ γNSN , where the transformations γi are
(6) γi : Z
N → ZN , γi(z1, z2, . . . , zN) = (−zi, z2 − zi . . . , zN − zi).
It is interesting to note that ZN/S˜N is bijetive with the one C+N , as the next
argument proves. Any orbit of ZN/S˜N ontains at least one vetor, let say z, with
omponents in inreasing order. If this vetor does not have positive o-ordinates,
it means z1 < 0. But (−z1, z2 − z1, . . . , zN − z1) is still a point in the orbit of z
under the ation of S˜N . We an rearrange the oordinates of the new vetor to be
in inreasing order and hene the orbit of z under the ation of S˜N ontains at least
one vetor of the one C+N . To see that the orbit of z does not ontain more than one
vetor of C+N we use the oset deomposition of S˜N . If z is in C+N , then rearranging
the o-ordinates of z we obtain either the vetor z or some vetor outside the one
C+N . If we at on z or some other vetor obtained from z by hanging the plaes of
the o-ordinates, with either of the transformations γ1, . . . γN we get a vetor that
has at least one negative o-ordinate, so does not belong to C+N .
Now we an say that the set of orbits ON is bijetive with the one C+N , and
hene with the quotient spae ZN/S˜N . The bijetion is o ∈ ON 7→ zR(o) ∈ C+N .
In addition, if I and J are two multi-indies in the same orbit of the ation
(4) then zI and zJ are in the same orbit of the ation of S˜N on Z
N
. Assume
that J = nj · I with I =
∑k
i=1 aiδni , where ai 6= 0 and n1 ≤ · · · ≤ nk. Then
J =
∑
i=1,...,k,i6=j aiδni−nj + (aj − 1)δ0 + δ−nj , and so
zI = (n1, . . . , n1︸ ︷︷ ︸
a1
, . . . , nk, . . . , nk︸ ︷︷ ︸
ak
)
zJ = (−nj, n1 − nj , . . . , n1 − nj︸ ︷︷ ︸
a1
, . . . , 0, . . . , 0︸ ︷︷ ︸
aj−1
, . . . , nk − nj , . . . , nk − nj︸ ︷︷ ︸
ak
).
It follows that zJ is the image of zI under some element of S˜N .
We shall denote by z
SN∼ z′ and z S˜N∼ z′ two lattie points z and z′ that have the
same image in the quotient spae Z
N/SN and Z
N/S˜N , respetively.
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Before we leave this setion it is important to notie the following ruial fats.
Let N ≥ 1. Sine IN is identied with ZN/SN we an think of any funtion
ξˆ : IN → R as being a SN -invariant funtion ξˆ : ZN → R, where ξˆ(z) = ξˆ(I) if
z
SN∼ zI . Similarly, sine ON is identied with ZN/S˜N we an think of any funtion
c : ON → R as being a S˜N -invariant funtion c˜ : ZN → R, where c˜(z) = c(o) if
there exists a multi-index I ∈ o suh that z SN∼ zI .
4. Properties of losed funtions and of exat funtions
This setion ontains a detailed study of losed and exat funtions.
Closed funtions. We start with a very simple but important property of
losed funtions.
Lemma 4.1. Assume D0 is a vetor eld with onstant oeients, D0 =
∑
k∈Z ak∂k.
All but nitely many oeients of the vetor eld D0 are zero. A funtion ξ ∈
L2(RZ, dνgc0 ) is D0-losed if and only if the projetion ProjHN ξ onto the degree N
subspae HN is D0-losed, for any N ≥ 0.
Proof. We denote by ∂j the dierential operator with respet to the j
th
oordinate,
and by ∂∗j = −∂j + xj the adjoint operator of ∂j . The adjoint is taken with respet
to the inner produt <,> of L2(RZ, dνgc0 ). The operators ∂j and ∂
∗
j are bounded
operators when restrited to a degree subspae, although they are unbounded on
the whole L2(RZ, dνgc0 ) spae.
If ξ ∈ HN , with Fourier series ξ =
∑
I∈IN ξˆIHI , then the image of ξ under the
operator ∂j is ∂j(ξ) =
∑
I∈IN ξˆIHI−δj , with the onvention that if the multi-index
I − δj has some negative entries then HI−δj = 0. For a funtion f ∈ L2(RZ, dνgc0 )
denote by ||f || = √< f, f > the L2 norm of f .
The operators ∂j and ∂
∗
j at on the degree N subspaes as follows:
∂j(HN ) ⊆ HN−1, N ≥ 1, ∂∗j (HN ) ⊆ HN+1, N ≥ 0.
The boundedness of these operators follows from the observation that
1
(N !)N
≤ inf
I∈IN
||HI ||2 ≤ sup
I∈IN
||HI ||2 ≤ 1,
and from the existene of two stritly positive onstants, CN1 , C
N
2 , that depend just
on N suh that
(7) CN1
∑
I∈IN
ξˆ2I ≤ ||ξ||2 ≤ CN2
∑
I∈IN
ξˆ2I , C
N
1
∑
I∈IN
ξˆ2I ≤ ||∂j(ξ)||2 ≤ CN2
∑
I∈IN
ξˆ2I .
Indeed
||∂jξ||2 =
∑
I∈IN
ξˆ2I ||HI−δj ||2 ≤
∑
I∈IN
ξˆ2I ≤ (N !)N
∑
I∈IN
ξˆ2I ||HI ||2 ≤ (N !)N ||ξ||2.
and hene the norm of the operator ∂j : HN → HN−1 is bounded above by (N !)N .
The vetor eld D0 with onstant oeients has similar properties:
D0(HN ) ⊆ HN−1, N ≥ 1, D∗0(HN ) ⊆ HN+1, N ≥ 0.
For any funtion ξ ∈ L2(RZ, dνgc0 ) and any test funtion φ ∈ HN−1 we have
< Dn(τ
mξ), φ >=< ξ, τ−m(D∗nφ) >=< ProjHN ξ, τ
−m(D∗nφ) >=
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(8) =< Dn(τ
mProjHN ξ), φ >,
< Dm(τ
nξ), φ >=< ξ, τ−n(D∗mφ) >=< ProjHN ξ, τ
−n(D∗mφ) >=
(9) =< Dm(τ
nProjHN ξ), φ > .
It follows thatDn(τ
mξ) = Dm(τ
nξ) in the weak sense if and only ifDn(τ
mProjHN ξ) =
Dm(τ
nProjHN ξ) in the strong sense for all N ≥ 0.
We reall that a funtion ξ is losed if and only if Dn(τ
mξ) = Dm(τ
nξ) for all
m,n ∈ Z, whih, by the previous equalities (8) and (9), is equivalent to
Dn(τ
mProjHN ξ) = Dm(τ
nProjHN ξ) m,n ∈ Z N ≥ 0.
Therefore, a funtion ξ is losed if and only if ProjHN ξ is losed for all N ≥ 0. 
Note. If ξ =
∑
I∈IN ξˆIHI is a funtion inside the spae HN , two norms an
be dened for ξ: the L2 norm ||ξ|| and the sum of squared Fourier oeients∑
I∈IN ξˆ
2
N . It is important to note the inequality (7) implies that these two norms
dene the same topology on the spae HN .
Note. Assume ξ ∈ HN is a D0-losed funtion, with Fourier series expansion
ξ =
∑
I∈I ξˆIHI . We alulate,
Dnξ =
∑
I∈I
[∑
k∈Z
ak ξˆI+δ(n+k)
]
HI , D0(τ
nξ) =
∑
I∈I
[∑
k∈Z
akξˆτn(I+δk)
]
HI .
Therefore a funtion is losed if and only if its Fourier oeients satisfy the rela-
tions:
(10)
∑
k∈Z
ak ξˆI+δ(n+k) =
∑
k∈Z
ak ξˆτn(I+δk) n ∈ Z, I ∈ I.
Constrution of exat funtions. It is important to have some examples of
funtions that are exat. The funtions that will be onstruted next will be used in
the proof of the deomposition theorem 2.1, to approximate losed funtions with
exat ones.
Lemma 4.2. Let c be a funtion dened on the set of orbits with nite support
(i.e., (o)=0 exept for nitely many orbits o). The funtion
ξ =
∑
o∈O
c(o)D0
[∑
n∈Z
τnHR(o)+δ0
]
is D0-exat and the Fourier oeients of ξ are
(11) ξˆI =
∑
k∈Z
akc(o(τ
−kI)).
Proof. The funtion ξ, that has been introdued is well-dened sine the sum is
over a nite set, and is exat as a sum of exat funtions. To onlude the lemma
we need to alulate the Fourier oeients of ξ. We have,
ξ =
∑
o∈O
c(o)D0
[∑
n∈Z
Hτ−n(R(o)+δ0)
]
=
∑
o∈O,n∈Z
c(o)
∑
k∈Z
akHτ−n(R(o)+δ0−δ−n+k) =
=
∑
o∈O,n∈Z
c(o)
∑
k∈Z
akHτ−k[(−n+k)·R(o)] =
∑
I∈I
∑
k∈Z
akc(o(τ
kI))HI .(12)
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To justify the integration by parts in the alulation above (12) we make the
following observation. For any multi-index I ∈ I there exists a unique orbit o ∈ O
and a unique integer n ∈ Z suh that I = τ−k[(−n+k)·R(o)]. This is a onsequene
of the freeness of the ation (4). Moreover, the orbit o is the same as o(τkI).
We stress again that the sums in (12) are over nite sets as c has nite support.
Atually all omputations that we arried out to prove this lemma are valid beause
c is a funtion with nite support and the sums are nite, although this wasn't
emphasized eah time we used it. Also we have made use of the onvention that
HI = 0 if I is a multi-index with negative entries. 
Lemma 4.3. Let N ≥ 1 be a natural number and e = (1, . . . , 1) ∈ ZN . In addition
if c˜ is a real-valued funtion dened on ZN , with nite support and S˜N -invariant
then the funtion
(13) ξc˜ =
∑
I∈IN
(∑
k∈Z
akc˜(zI − ke)
)
HI
is a well-dened D0-exat funtion in the degree N subspae HN .
Proof. This lemma follows from lemma 4.2. Sine c˜ : ZN → R is S˜N -invariant,
it makes sense to introdue c : O → R, where c(o) = c˜(zI) if I is a multi-index
in the orbit o of degree N , and c(o) = 0 otherwise. We should note that if I is a
multi-index in the orbit o then zI + ke = zτ−kI and c˜(zI − ke) = c(o(τkI)). Hene
the Fourier oeients of the funtion ξc˜ are of the form
∑
k∈Z akc(o(τ
kI)), and
the funtion ξc˜ is D0-exat. 
In the previous lemma an operator has ome out in a natural way in our on-
strution of exat funtions. Below we provide the exat denition of this operator.
Denition 4.1. Let D0 =
∑
k∈Z ak∂k be a vetor eld with onstant oeients,
all the oeients being zero exept nitely many. The vetor eld D0 denes an
operator TD0 that ats on funtions c : Z
N → R and produes a funtion TD0c :
ZN → R, where
(TD0c)(z) =
∑
k∈Z
akc(z − ke), z ∈ ZN .
Above e is the vetor (1, . . . , 1) of the lattie ZN .
5. Proof of the deomposition theorem 2.1
We start by listing two important properties of the operator TD0 introdued at
the end of the previous setion.
Lemma 5.1. Let c be a real-valued funtion dened on the lattie ZN , N ≥ 1.
We assume that the funtion c is square-summable and S˜N - invariant. Then, there
exists a sequene (cn)n≥1 of real-valued, nitely supported, S˜N -invariant funtions
suh that TD0cn → TD0c as n → ∞ and the onvergene is in the Hilbert spae
topology of L2(ZN ).
Proof. We dene a sequene of S˜N -invariant regions of the lattie Z
N
, namely
(14) Pi = ∪γ∈S˜Nγ{z = (z1, . . . , zN ) ∈ ZN |0 ≤ z1 ≤ · · · ≤ zN ≤ i− 1}, i ≥ 1.
For the reader onveniene we add two pitures of the region Pi in dimensionN = 1,
respetively N = 2. In dimension N = 1 the region Pi ontains the lattie points
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inside the segment [−i+1, i−1], whereas in dimension N = 2 the region Pi ontains
the lattie points inside the hexagon shown below.
t t t t t t t t t
-i+1 -i+2 . . . 0 . . . i-2 i-1
Figure 1. The region Pi in dimension N = 1.
t t t t tt
tt
t
t t t t tttttt
t t
t t
t
t t t tt t t t tt t t t t tt t t t t t tt t t t t tt t t t tt t t t
(-i+1,-i+1)
(-i+1,0)
(0,-i+1) (i-1,i-1)
(i-1,0)
(0,-i+1)
(0,0)
Figure 2. The region Pi in dimension N = 2.
Beside being S˜N -invariant, the sequene of regions (Pi)i≥1 dened above, grows
to over the entire lattie ZN as i → ∞. Dene cn to be c1Pn , for n ≥ 1. Sine
1Pn is the harateristi funtion of the region Pn we have immediately that cn is
a nitely supported, S˜N -invariant funtion. Square-summability of c implies that
cn → c as n → ∞ in the topology of L2(ZN ) (the norm ||c − cn||2 =
∑
z /∈Pn c
2(z)
involves only the values of c outside the region Pn, and these values deay to zero
as n→∞ sine c is square-summable). Then, obviously, cn → c and Tcn → Tc as
n→∞ in the topology of L2(ZN ). 
Below we disuss ertain fats about the Fourier transform of funtions dened
on the lattie ZN . The Fourier transform of a funtion c : ZN → C is formally
dened to be
Fc : [−pi, pi)N → C, Fc(α) = 1√
2pi
∑
z∈ZN
c(z)eizα.
In the exponent above zα stands for the dot produt z1α1+ · · ·+zNαN . The reader
may onsult Rudin [4℄ for an extended treatment of Fourier transform of funtions
dened on lattie. We remind the reader that F is an isometry between the spaes
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L2(ZN ) and L2([−pi, pi)N ). The spae L2([−pi, pi)N ) is onsidered with respet to
the Lebesgue measure on [−pi, pi)N . Also if c is invariant under a ertain group
of transformations then Fc is invariant, as well. Though the symmetry group of
Fc might not oinide with the symmetry group of c. Indeed if c is symmetri, or
SN -invariant then Fc is symmetri. Now suppose that c is S˜N -invariant then Fc
is invariant under the ation of the group Σ˜N , generated by the transformations:
sii+1 : [−pi, pi)N → [−pi, pi)N , 1 ≤ i ≤ N − 1
sii+1(α1, . . . , αN ) = (α1, . . . , αi+1, αi, . . . , αN ),
and
g : [−pi, pi)N → [−pi, pi)N , g(α1, . . . , αN ) = (mod2pi(−α1 − · · · − αN ), α2, . . . , αN ).
On the line above we used the notation mod2pi(t). Any real number t an be written
uniquely as 2pia + b, where a is an integer number and b is a real number in the
interval [−pi, pi). By mod2pi(t) we denote the remainder b. It is also true that if the
Fourier transform Fc is Σ˜N -invariant then c is S˜N -invariant.
In setion 4 we have established that a funtion ξ =
∑
I∈IN ξˆIHI is D0-losed if
and only if the following holds:
(15)
∑
k∈Z
ak ξˆI+δ(n+k) =
∑
k∈Z
ak ξˆτn(I+δk) n ∈ Z, I ∈ I.
Obviously we an use the Fourier oeients of ξ to onstrut a SN -invariant fun-
tion ξˆ : ZN → R, ξˆ(z) = ξˆI if z SN∼ zI . The relations (15) fore our funtion ξ to
satisfy
(16)
∑
k∈Z
ak ξˆ(z + ke1) =
∑
k∈Z
ak ξˆ(z − z1e− (z1 + k)e1), z = (z1, . . . , zN ) ∈ ZN .
The vetors e and e1 of the lattie Z
N
are (1, . . . , 1) and (1, 0, . . . , 0), respetively.
After applying the Fourier transform in both sides of the equation (16) we nd that
ξˆ satises
(17)
p(e−iα1)(F ξˆ)(α) = p(ei(α1+···+αN ))(F ξˆ)(g(α)), α = (α1, . . . , αN ) ∈ [−pi, pi)N ,
where p is the rational funtion p(x) =
∑
k∈Z akx
k
. To wrap up our argument we
an say that the D0-losedness ondition implies property (17).
Next we shall establish a ruial fat about funtions that satisfy relation (17).
Lemma 5.2. Let ξˆ be a real-valued, SN -invariant funtion dened on the lattie
ZN , N ≥ 1 that satises (17). Then, there exists a sequene (cn)n≥1 of real-
valued, square-summable, S˜N -invariant funtions dened on the lattie Z
N
suh
that TD0cn → ξˆ as n→∞ in the topology of L2(ZN ).
Proof. Examples of funtions ξˆ satisfying the properties listed in the hypothesis
of this lemma, are funtions onstruted, as explained before in this setion, from
the Fourier oeients of losed funtions.
The rst step towards establishing our result is to solve, at least on a formal
level, the equation TD0c = ξˆ. The Fourier transform for funtions dened on the
lattie will help us to make our guess.
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After applying the Fourier transform in eah side of the equation TD0c = ξˆ, we
get
p(ei(α1+···+αN ))(Fc)(α) = (F ξˆ)(α), α = (α1, . . . , αN ) ∈ ZN .
where p is the rational funtion
∑
j∈Z ajx
j
anonially assoiated to TD0 .
After multiplying with a high enough power of x the equation p(x) = 0, we see
that any solution x of p(x) = 0 has to be the root of a ertain polynomial. Sine
the number of roots of any polynomial is nite, the number of solutions of p(x) = 0
is nite, as well. If the equation p(x) = 0 has no solutions on the unit irle then
the equation TD0c = ξˆ an be solved in the spae L
2(ZN ). Indeed the unique,
square-summable solution of TD0c = ξˆ is
c = F−1
(
1
p(ei(α1+···+αN ))
(F ξˆ)
)
.
That ξˆ has been built out of the Fourier oeients of a losed funtion implies
that c is S˜N -invariant. Hene the lemma is proved in this ase. We an hoose
cn = c, for any n ≥ 1.
A more involved ase is when the equation p(x) = 0 has solutions on the unit
irle. If the sum of the oeients of p is equal to 0 then the number 1 is a solution
of p(x) = 0. The ases arising from interating partile models are of this kind.
The diulty in this ase arises beause the equation Tc = ξˆ an not be solved in
L2(ZN ). To get around this problem we shall onsider a slightly modied equation
F(TD0c) = (F ξˆ)1An . The funtion F ξˆ is multiplied with the harateristi funtion
of a set An that in Σ˜N -invariant and arefully hosen to avoid the unit roots of p.
More preisely,
An = ∩γ∈Σ˜N
{
γ(α)
∣∣∣∣ α = (α1, . . . , αN ) ∈ [−pi, pi]N ,
| mod2pi(α1 + · · ·+ αN )− rk| > 1
n
, eirkunit root of p
}
.
The next table ontains the roots of the rational funtion p(x) in four partiular
ases.
Vetor eld D0 Rational funtion p(x) Solutions of p(x) = 0
∂0 1 none
∂1 − ∂0 x− 1 1
∂1 − 2∂0 + ∂−1 x− 2 + x−1 1, 1
∂3 − ∂0 x3 − 1 1, 1+
√−3
2 ,
1−√−3
2
If the vetor eld D0 is ∂1−∂0 or ∂1−2∂0+∂−1 then the region An in dimension
N = 1 is just An = {α ∈ [−pi, pi) | |α| > 1n},
Suppose we are given a Y0-losed funtion ξ with Fourier expansion ξ =
∑
I∈I ξˆIHI .
We an atually turn our graph into a weighted graph by assigning to eah direted
edge (o(I), o(τI)) the weight ξˆI .
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Figure 3. The region An in dimension N = 1.
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Figure 4. The region An in dimension N = 2, as a subset of the square [−pi, pi]2.
Let cn be the unique L
2(ZN ) solution of the equation F(TD0cn) = (F ξˆ)1An ,
n ≥ 1. The solution cn is dened through
cn = F−1
(
1
p(ei(α1+···+αN ))
(F ξˆ)(α)1An(α)
)
.
The Σ˜N -invariane of the set An and the fat that ξˆ is onstruted from the Fourier
oeients of a losed funtion implies that cn is S˜N -invariant, n ≥ 1.
Obviously we have the onvergene F(TD0cn) → F ξˆ as n → ∞ in the topology
of L2([−pi, pi]N ), hene TD0cn → ξˆ as n→∞ in the topology of L2(ZN ). 
Proof of the deomposition theorem 2.1. Let ξ ∈ L2(RZ, dνgc0 ) be a D0-
losed funtion. From lemma 4.1 we know that ProjHN ξ is D0-losed, for any
N ≥ 0. ProjH0ξ is a onstant funtion. If the sum of the oeients of D0 is not
equal to zero then ProjH0ξ is D0-exat, otherwise ProjH0ξ is orthogonal on any
D0-exat funtion. Therefore, the deomposition theorem follows as long as we
establish that any D0-losed funtion ξ ∈ HN an be approximated by D0-exat
funtions, for any N ≥ 1.
Assume ξ =
∑
I∈IN ξˆIHI ∈ HN , N ≥ 1. Dene the SN -invariant funtion
ξˆ : ZN → R through ξˆ(z) = ξˆI if z SN∼ zI , see (3). We use lemmas 5.1 and 5.2
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to nd a sequene of nitely supported, S˜N -invariant funtions (cn)n≥1, suh that
TD0cn → ξˆ as n → ∞ in the topology of L2(ZN ). But lemmas 4.2 and 4.3 tell us
that eah of TD0cn, n ≥ 1 denes a D0-exat funtion ξcn , see (13). At the end of
lemma 4.1 we notied that the topology of HN and L2(ZN ) are equivalent, hene
we an laim that ξcn → ξ as n → ∞ in the Hilbert spae topology of HN , or
L2(RZ, dνgc0 ). 
6. Seond-order Ginzburg-Landau field and algebrai topology
We onlude with some remarks about the seond-order Ginzburg-Landau eld
Y0 = ∂1 − ∂0 whih has been studied in the work of S. R. S. Varadhan, [7℄. Our
approah plaes Varadhan's result in a new light by depiting an algebrai topologi
aspet, to be explained below.
In setion 3 we presented an extensive study of the set of multi-indies I. There
we partitioned the set of multi-indies I into disjoint orbits, and we denoted by O
the spae of orbits. Below we exhibit a proedure to onstrut a direted graph
that has as verties the orbits of the set of multi-indies.
A direted graph is a pair (V,E) of two sets, where V is the set of verties of the
graph and E is the set of direted edges. A direted edge is a pair of two verties
(v1, v2) where the rst vertex indiates the starting point of the edge and the seond
vertex indiates the tip of the edge. For us we hoose V to be the set of orbits O.
Also we say that we have a direted edge (o1, o2) if there exist a multi-index I ∈ o1
suh that τI ∈ o2. Notie that if there exists an edge between two orbits then the
orbits ontain multi-indies with idential degrees. Hene our graph will have at
least one onneted omponent for eah degree N ≥ 0. We shall show that there
exists preisely one onneted omponent for eah degree N ≥ 0.
We would like to have a onrete or geometri presentation of the graph. For this
purpose we use the identiation of the set of orbits ON ontaining the multi-indies
of degree N , with the one C+N of the lattie ZN , N ≥ 0.
Assume N = 0, then ON ontains a single orbit, the orbit of the multi-index
0 and this orbit ontains a single multi-index. Sine the multi-index 0 has the
property that 0 = τ0, we will have a direted edge going out of and returning to 0;
in other words we have a loop at 0.
Assume that N ≥ 1. It an be shown that a direted edge links z ∈ C+N to
z′ ∈ C+N if and only if either z′ = z−e1−· · ·−eN or z′ = z+ei for some 1 ≤ i ≤ N .
Here ei is lattie vetor (0, . . . , 1, . . . , 0) with the ith oordinate 1. We shall indiate
below how this presentation of the graph an be obtained.
Let o ∈ ON be some orbit and R(o) =
∑k
i=1 aiδni , with ai ≥ 1 and 0 ≤ n1 <
n2 < · · · < nk be the representative of the orbit o. Given our rule, the orbit o is
onneted by an edge going out of o to eah of the orbits o(τR(o)), o(τ(n1 ·R(o))),
. . . , o(τ(nk · R(o))). For eah of the orbits in the list before we an alulate the
representatives and the orresponding point in the one C+N .
For example: the representative of the orbit o is R(o) =
∑k
i=1 aiδni and the one
point is
zR(o) = (n1, . . . , n1︸ ︷︷ ︸
a1
, . . . , nk, . . . , nk︸ ︷︷ ︸
ak
).
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Assume n1 ≥ 1. The representative of the orbit of τR(o) is τR(o) and the orre-
sponding one point is
zτR(o) = (n1 − 1, . . . , n1 − 1︸ ︷︷ ︸
a1
, . . . , nk − 1, . . . , nk − 1︸ ︷︷ ︸
ak
).
We notie that zτR(o) = zR(o) − e1 − · · · − eN . Also if n1 = 0 the representative of
the orbit of τR(o) is (−1) · τR(o) and the orresponding one point is
z(−1)·τR(o) = (0, . . . , 0︸ ︷︷ ︸
a1−1
, 1, . . . , nk − 1, . . . , nk − 1︸ ︷︷ ︸
ak
),
and z(−1)·τR(o) = zR(o) + ea1 . Similarly, we an analyze the other orbits onneted
with o.
In partiular our disussion proves that for any two given orbits o1 and o2 if there
exists a multi-index I ∈ o1 and τI ∈ o2 then this multi-index is unique. As we will
see later that this observation allows us to assign in a unique way a multi-index to
any direted edge of our graph.
We inlude three pitures of the onneted omponents of the direted graph for
N = 0, N = 1 and N = 2.
✲
✫✪
✬✩
r
0
Figure 5. The onneted omponent of the graph for N = 0.
✲✲ ✲ ✲r r r r r . . .
0 1 2 3 4
✛ ✛ ✛ ✛
Figure 6. The onneted omponent of the graph for N = 1.
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Figure 7. The onneted omponent of the graph for N = 2.
Suppose we are given a funtion ξ ∈ L2(RZ, dνgc0 ) with Fourier expansion ξ =∑
I∈I ξˆIHI . We an atually turn our direted graph into a weighted graph by
assigning to eah direted edge (o1, o2) the Fourier oeient ξˆI orresponding to
the unique multi-index I suh that I ∈ o1 and τI ∈ o2. Note that eah Fourier
oeient will be assigned to one and only one edge and eah edge will have assigned
one and only one Fourier oeient, sine there is a one-to-one orrespondene
between the edges of our graph and the set I of multi-indies. For example the
edge (o(I), o(τI)) will have attahed the weight ξˆI .
ξˆIr r✲
o(I) o(τI)
Figure 8. A direted edge and its attahed weight.
It is interesting to note that if ξ is Y0-losed then the weights of the graph
disussed before sum up to zero along any direted yle of the graph exept the
loop of the onneted omponent orresponding to N = 0. Indeed the losedness
ondition of ξ imposes no restrition on the oeient ξˆ0. Also note that the Y0-
losedness ondition (10)
ξˆI+δ(n+1) − ξˆI+δn = ξˆτn(I+δ1) − ξˆτn(I+δ0) n ∈ Z, I ∈ I
plus the square-integrability of ξ are equivalent to the property that the weights of
the graph assoiated to ξ sum up to zero around any direted yle of any onneted
omponent orresponding to N ≥ 1. However if ξ is Y0-exat then ξˆ0 = 0 and hene
the weights of the graph sum up to zero around any direted yle of the graph.
If ξ is Y0-exat and is onstruted as in lemma 4.2 then we an say that in any
onneted omponent of the graph all but nitely many weights are zero.
The above an be explained from an algebrai topologi point of view. We an
turn our direted graph into a 2-dimensional ∆-omplex (see A. Hather's book
CLOSED AND EXACT FUNCTIONS 17
on Algebrai Topology, [2℄) by attahing enough diss to yles of the graph suh
that eah of the onneted omponents N ≥ 1 an be retrated to a single point.
We do not attah a dis onto the loop of the onneted omponent N = 0. After
the attahing proess the 2-dimensional ∆-omplex an be retrated to the disjoint
union of a irle with a ountable number of points. The Fourier oeients of
a Y0-exat funtion form a oboundary of our 2-dimensional ∆-omplex and the
Fourier oeients of a Y0-losed funtion form a oyle for our 2-dimensional
∆-omplex. Sine the ohomology group H1(C,R) of a irle C is one-dimensional
we expet the spae of Y0-exat funtions to have odimension one inside the spae
of Y0-losed funtions.
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