This work demonstrates that parallel coordinates is a recognized visualization technique suitable for process monitoring applications in industrial facilities, where a significant number of sensors are used to detect and identify abnormal operating conditions. Principal Component monitoring methods implemented in Parallel Coordinates, named PC 2 , permits to compare faulty events and determine the frequency of false alarms. The monitoring visualization technology presented by PC 2 was successfully applied to column flooding using actual process data.
Introduction
Parallel Coordinates is a well recognized visualization technique introduced by Inselberg [1] in which data points are represented with unlimited number of coordinates by overlaying parallel axes. It is a scalable way to represent data as any additional dimension can be visualized by adding an extra axis without affecting the rest of the graph. Sometimes, for comparison purposes, it is convenient to reorder the axis to group common data features together. Axes can be independently scaled and shifted along for unit conversion or visualization purposes.
Practical applications of parallel coordinates includes pattern recognition [2] , measurement processing for intelligent sensor units [3] , analysis of financial data [4] , enhanced visual analysis of hurricane climate data sets [5] and gene expression data analysis [6] . In the area of monitoring, parallel coordinates have been successfully implemented to monitor temperature variance of a data center and for a wastewater treatment plant [7] . A significant reduction of line cluttering in parallel coordinates is also achieved by data compression. Albazzaz and Wang [8] used independent component analysis (ICA) to reduce the number of original variables to a small number of statistically independent latent variables. Such a reduction in the number of variables enables the parallel coordinate visualization technique to only demonstrate meaningful data variation. Therefore, a large number of parallel coordinate axes can be reduced to the number of latent variables necessary to provide meaningful data variation [9] .
Latent variables have been effectively used for process monitoring and fault detection in chemical facilities. Process monitoring researchers have made use of latent variables derived from Principal Component Analysis (PCA) to demonstrate the advantages of data compression in fault detection [10] [11] [12] . The traditional way to visually monitor a process through data compression techniques is by defining score plots and by plotting the square prediction error (SPE) in time. Score plots tend to only represent two latent variables at a time. This suggests that score plots cannot be effectively used for data visualization in industrial facilities when more than three latent variables are required to capture the process data variability [13] . This paper makes use of principal component analysis visualized on parallel coordinates plots. Section 2 demonstrates the motivation of using parallel coordinates in chemical process applications. Section 3 introduces the use of principal components inside parallel coordinates visualization, denoted by PC 2 . A case study of a column flooding using PC 2 is demonstrated in Section 4. Conclusions and future work are provided in Section 5.
Parallel Coordinates for Data Visualization
In parallel coordinate visualization, a data point consists of n dimensions or coordinates, not necessarily independent. Such a point may represent an operating condition described by sensors, an event outcome defined by several features, or a sample characterized by few measurements. Regardless of each coordinate meaning, in parallel coordinates each dimension is drawn as a vertical (or horizontal) line, and a point is visualized as a poly-line that intercepts each axis/coordinate at the appropriate location.
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To explain the use of parallel coordinates in chemical processes, consider the eleven temperature measurements along the CO 2 absorber tower depicted in Figure 1 . Temperature measurements are available every five minutes for each individual sensor, as illustrated in Figure  2 . This figure provides a time trend temperature at the different column locations. However, the trend does not help to visualize the shape of the temperature profile along the column. Parallel coordinates not only assists the visualization of the temperature profiles, but also allows the user to append axis without altering the existing configuration. In the case of the absorber column, it is important to determine the cause of the temperature profile changes in time. For this reason, the flue gas and lean loading feed conditions are incorporated in the way shown in Figure 4 . Such a figure includes axes that correspond to the transmitter measurements FT900, TT407, FT403 and TT403 depicted in Figure 1 . Such measurements represent the flow rates and temperatures of the flue gas and lean loading flows to the absorber tower. Because the flow rates do not change during the time data have been collected, and because the column temperature profile follows the one for the lean loading temperature, it is concluded that TT403 represents the main cause of the column temperature variation during the period of time the data was collected. This use of parallel coordinates provides a significant help in searching conclusions based on data visualization. It is important to highlight that the order of the coordinates in this example was chosen based on the sensor type and location. However, in a more general case, the coordinates order might impact the visualization of the results. The next subsection provides the basic tools to define confidence regions and to demonstrate dynamic data profiles in parallel coordinates. 2 Principal components have been extensively used for process monitoring and fault detection in industry [14] . One of their limitations in process applications is the visualization of score plots in two dimensional graphs. Therefore, the use of l principal components requires two dimensional plots to depict operating points outside normal operating conditions [13] . Furthermore, the inspection of all possible 2D score plots does not provide a full screening of points outside the confidence region. Parallel coordinate graphs provide the required plotting features needed for process monitoring using principal components to simultaneously visualize all scores in one plot. The use of as many parallel coordinates as principal components permits one to represent an n th dimensional point using l parallel coordinates, each representing a score or latent variable. Besides the scores, the Hotelling T 2 and the Squared Prediction Error (SPE), defined by
PC in Parallel Coordinates: PC
can also be incorporated as parallel coordinates. In the expression above the columns of the matrix P represent the principal directions on which most of the data variation takes place [9] . Another important feature available when using parallel coordinates for process monitoring is the possibility of highlighting data across all coordinates when a particular condition is satisfied. In the specific case of fault detection and isolation using principal component and statistical tests, the process engineer can determine under which conditions such tests are not verified and inspect the contribution of each score or residual for fault isolation. Figure 6 illustrates the use of this feature by coloring the data region that violates the Hotelling T 2 with grey. Therefore, all points with T 2 > 1 are selected along the T coordinate axis and highlighted in grey across all parallel coordinates. It is important to notice that the first score t 1 shows as the one with the most significant contribution to this fault. Therefore, the elements of the first principal component can provide a clue for the identification of such a fault [15] . 
Case Study: Distillation Column Flooding
Distillation column flooding occurs when liquid coming from upper sections of the column fills up the interfacial liquid-vapor spaces of the column packing. The phenomena can happen at any level of the column due to large drag forces of the vapor coming upward on the falling liquid. The drag forces oppose the force of gravity and slow the falling liquid flow to the stagnant point, called the flooding point. Liquid-vapor equilibrium is significantly deteriorated along the distillation column due to flooding, and product purity deviates from product specifications. However, plant operations are most efficient near flooding conditions. Therefore, while column operators intend to maximize throughput, adjustments in operating conditions can result in flooding [16] . Figure 7 illustrates the distillation column with some of the nominal measurement values for operation and monitoring. It consists of more than thirty equilibrium stages with a gas heater reboiler and two overhead condensers (not included in the figure). Given the high fluid viscosity at low temperatures, flooding can happen at any equilibrium stage including the upper section of the column, where temperatures tend to be lower compared to the rest of the column. Process data were collected every minute during four months. There was a total of eight flooding periods approximated to round days because it is not easy to determine either the exact starting or final time, nor the location of flooding. Process variables with significant variation were considered for model development and normalized according to their average and standard deviation. There were 43 sensor measurements considered for process monitoring, which include pressures and temperatures along the column and feed/product flow meters. Figure 8 demonstrates the use of parallel coordinates to visualize all 43 measurements along the four month operating period. The eight flooding event data sets are highlighted in yellow and represent 14% of the data collected. There column operated under flooding conditions for several days, to the point that a flooding model was developed to determine if the column is at such abnormal operating condition. Therefore, a PCA model based on faulty data is used to detect a potential faulty condition when the SPE and/or the Hotelling T 2 index are small.
It is important to highlight from Figure 8 that flooding data seem to span throughout all variable ranges. Therefore, there is no unique physical variable that can be used to detect flooding for all eight events. Such an outcome suggests the use of multivariable process monitoring methods, like principal component analysis. The results shown in Figure 9 demonstrate that four principal components can capture close to 80% of the data variance during seven flooding events. The use of l=4 indicates a total of six score plots that may not be helpful to visualize conditions in which the column is not flooding. This is because most of normal operating points are expected to have large scores that may not be tractable on zero centered score plots. For this and other reasons pointed out in this paper, principal components with parallel coordinates are used for process monitoring. Figure 12 . Fourth flooding period detail in yellow and blue for data points with SPE below and above five, respectively. This plot suggests that the fourth flooding detection spans from 55.8 to 56.5 in day units.
The elimination of false alarms represents a very important task for reliable process monitoring methods. An excessive number of false alarms may force the operators to turn the flooding detection system off permanently. Parallel coordinates provide a powerful way to illustrate the frequency of false alarms by highlighting all data points outside the flooding periods that satisfy the condition SPE ≤ 5. Figure 13 illustrates in blue the false alarms, i.e. , data points outside the flooding periods with small SPE. The number of false alarm points is about 0.3% of the total amount of data recorded. Although this number seems to be high, false alarm points tend to occur in consecutive samples. Figure 13 demonstrates six false alarm periods for the fourth months of data. Therefore, from seven flooding alarms detected by the SPE, three of them might be false. Nevertheless, such false alarms tend to happen close to the flooding periods. This suggests that the false alarm might well be a prediction or a trace of a flooding event. This false alarm analysis can only be done off-line because flooding periods have been predetermined. Nevertheless, the conclusions withdrawn from this analysis can be well implemented during on-line application of this technique. Figure 14 is used to highlight points inside (yellow) and in the vicinity (blue) of the first flooding event that satisfies SPE ≤ 5. It is clear that the blue lines may well represent an early prediction of the faulty event instead of a false alarm. This can benefit the use of PC 2 in a way that flooding could be avoided by taken preventive action. Further research is needed to determine if flooding could be predicted and avoided by making the necessary operation adjustments in the process. 
Conclusion
This work demonstrates the use of parallel coordinates for process monitoring. The proposed technique, called PC 2 , consists of the visualization of principal components with parallel coordinates. The insight provided by PC 2 in this research work complements the one proposed by Wang et al. [7] in a way that allows:
 The simultaneous visualization of several faulty events of the same nature.  Accurate visualization of points outside the confidence region. The fact that the scores, Hotelling T 2 and SPE are represented in the same plot permits analyzing the different causes of a fault using the same graph.  Determination of false alarm instants and frequency. This user friendly graphical environment illustrates how data can be sorted based on column flood events. Furthermore, false alarms were highlighted to determine their frequency and proximity to the different flooding events thanks to PC 2 . Some improvements in relation to reduce data cluttering and to determine the most effective way to order the parallel coordinates are necessary to make this technique more effective for applications with significant number of data points and process variables. Such improvements are considered part of future work.
