We treat an enumeration problem of chord diagrams, which is shown to yield an upper bound for the dimension of the space of Vassiliev invariants for knots. We give an asymptotical estimate for this bound. As an aside, we present a trivial proof for the bound D!.
Introduction
In 1990, VASSILIEV [Va] introduced a new kind of "polynomial" knot invariants or invariants of "finite type"
1 . It is known [BL, BN] that these form a commutative and co-commutative Hopf algebra A which is the dual algebra to the Hopf algebra A of chord diagrams (short CD's) modulo the 4T (4 term) relation.
Chord diagrams appear in 2 forms -circular and linearized. In latter case they are also called linearized chord diagrams or LCD's.
In the linearized form, which we will use henceforth, the 4T relation looks this way: .
(4T(a, b))
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1 See [BN5] for an extensive survey on publications on Vassiliev invariants. (Note that the fixed end of chord a can also be right or within chord b.) The meaning of the signs '?' in the previous picture is the following: if in a picture an interval of the baseline is marked by a '?', we will not allow basepoints of other chords to end within it, whereas in the other case this can be.
The primitive (as Hopf algebra elements) Vassiliev invariants P(A ) are the ones behaving additively under connected knot sum. Since Hopf algebras are primitively generated [MM] , the projection from A onto ? P(A) gives an isomorphism between ? P(A) and P(A ). P = P(A) is the linear subspace generated by connected chord diagrams. A and A are finite-dimensionally graded by the number of chords (which we will denote by D).
The degree-1-piece I := G 1 A of A is one-dimensional and the algebra A r := A/IA has as dual the framing-independent Vassiliev invariants.
Numerically little is known about A and A r . The dimension of their graded pieces G D A and G D A r is known up to degree D ≤ 9 [BN] 2 . In general one knows some asymptotical bounds for dim G D A r .
It was recently found [CD2] that dim G D P grows faster than any polynomial in D. The best upper bound known up to now is the one obtained by NG [Ng, corollary 4.3] 3 : (D ? 2)!/2 for D > 5 (see also Ng and STANFORD [NS] ), who improved the bound (D ? 1)! by CHMUTOV and DUZHIN [CD] . In this paper we're going to prove the upper bound D!/any given polynomial in D for both G D A and
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Factoring out 4T relations
There are 3 types of mutual positions of non-intersecting chords with neighbored basepoints. We will call such LCD's regular.
Proof. We have to show that the resolution does not lead to an infinite loop. For this it suffices to define a half-ordering relation on LCD's such that it is always possible to transform a LCD modulo 4T into a linear combination of smaller LCD's.
We will use the following relation 
2 Some more computational information on these algebras and their generalizations to string links [BN2] and braids [BN4] can be found in [BN6] . 3 Ng proved the bound only for the non-framed case, however, with a minor modification the proof for a somewhat worse but asymptotically equal bound also works for the framed case.
Look at the 4 LCD's of the 4T relation (4T(a, b) ), where term 1 has a type I interval. (For the type II interval apply an analogous argument). We have χ 1 (term 4) < χ 1 (term 1) , χ 1 (term 2) = χ 1 (term 1) ∧ χ 2 (term 2) = χ 2 (term 1) + 1 and χ 1 (term 3) ≤ χ 1 (term 1) , with inequality unless all basepoints of chord b are basepoints of left-outgoing arcs with respect to b (i. e., their left basepoint is left from b and their right basepoint is within b).
I. e., each time we can find a and b of type I so that not all basepoints of b belong to left-outgoing arcs (with respect to b) we have a simplifying 4T relation. We can also exclude the case len(b) = 1, as then term 2 & 3 cancel.
Assume we have a 4Trelation to apply but no simplifying one (i.e., each type I looks as in figure 1 ). Now look at the left-most type I interval. All arcs having an endpoint within b are left-outgoing with respect to b and all mutually intersect (why?). I. e., we have something like figure 2, which we will call A. We have χ 1 (A 1 ) = χ 1 (A). Now the chord a 1 in A 1 has a right-outgoing arc, i. e. 4T(a 1 , a 3 ) is simplifying, and term 3 and 4 have a χ 1 less than χ 1 (A 1 ) = χ 1 (A). It rests term 2, which we will call A 2 .
Using the same argument, repeat sliding the right basepoint of a 1 again to the right (a 2 remains always right-outgoing for a 1 ) until a 1 intersects all chords intersecting a 2 . The resulting LCD has χ 1 equal and χ 2 higher than A, since now a 1 intersects all chords it was intersecting in A, and additionally at least a 2 . Now we are done.
2
Exercise 2.1 Use only ?χ 1 to prove that A is generated modulo 4T by LCD's without type III. Now comes the hard combinatorial part -the enumeration of regular LCD's.
Regular LCD's
We will number in a LCD the chords by the order (from left to right) of their left basepoints.
Let's start with a simple exercise. Unfortunately the situation with enumeration of regular LCD's is much harder. Let us start.
We will consider a certain map
To describe what is m D of a regular LCD L with D chords, do the following:
1. Remove the 1 st chord (i. e., the one, whose left basepoint is the leftmost one).
2. The resulting LCD might not be regular. But it has only maximally one type II interval. Note, that arcs with left basepoint between the left basepoint of chord 2 and the right basepoint of chord 1 are right-outgoing with respect to chord 2, so removing chord 1 we do not get a new type I interval.
3. Now mark all the chords whose left basepoints are between the left basepoint of chord 1 and the first right basepoint of a chord on the right of the right basepoint of chord 1. E. g., in an LCD beginning like this 1 2 the marked chords will be 2 -6.
4. Separate the marked chords into a left and a right part depending on whether their left basepoint was left or right from the right basepoint of chord 1, e. g. in the above picture the left part would consist of chords 2 -4, and the right one -of chords 5 and 6. Within both parts we have the property, that each two of the chords intersect, i. e. their right basepoints lie in the same order as the left ones.
5. Now apply a shuffle permutation 4 on the left basepoints of both parts, so that all marked chords mutually intersect. In our example this will be the (3, 2)-shuffle 34512. The resulting LCD of
We can construct all preimages under m D+1 of L ∈ Ξ D,k by reshuffling the left basepoints of the leftmost k chords with a (α, β )-shuffle (for some α + β = k) and putting a new (D + 1) st chord, which becomes in the resulting LCD chord number 1, of length α + 1. Now comes the unpleasant detail. Not for all LCD's in Ξ D,k and all (α, β)-shuffles this procedure gives a regular LCD. The problem is that the reshuffling can produce type I intervals, if both the left and right basepoints of two marked arcs were neighbored in L. In this case it will be forbidden to permute the left basepoint of the lefter arc to the right of the left basepoint of its right neighbor (see figure 3 ). ?
?
Define between the first k arcs in L a (de)composition by setting chords l and l +1 to belong to the same part iff their right basepoints are also neighbored, i. e. if no right basepoints are neighbored we get the decomposition of k into k parts of length 1, whereas in the case that all right basepoints are neighbored we get the decomposition of k into 1 single part of length k. We will call this decomposition the induced (de)composition of L.
Definition 3.1 A composition P 0 is rougher than P if it can be obtained from P by a sequence of additions of neighbored parts of P. Conversely, P 0 is finer than P. E g., the composition (1, 2, 1, 1, 1, 3, 2, 1) of 12 is finer than (1, 2 + 1, 1, 1 + 3 + 2, 1) = (1, 3, 1, 6, 1).
For a fixed decomposition P of k the numberξ D,k,l of diagrams in Ξ D,k whose induced decomposition is exactly P, depends only on l = len(P) and can be computed using the combinatorial inclusionexclusion principle and the simple idea, that each diagram T in Ξ D,k with induced decomposition rougherthan one fixed decomposition P 0 of k of length l bijectively corresponds to a diagram in Ξ D+l?k,l by contracting chords in T belonging to the same component of the decomposition to one (see figure 4) .
where D is the degree, k is the length of chord 1 and l is the length of the induced decomposition. We see that such a picture can be described uniquely by the following procedure:
1. Choose l 0 components out of p, where we will have at least one white mark. 2. Build a composition of k of length l 0 with the white marks and a composition with zeros of the same length (of some number d) with the black marks appearing in the l 0 chosen components.
3. Join the compositions of the white and black marks, i. e. add parts at the same position.
Complete the composition of l by a composition of
In the above example
• The composition of k = 10 is 2 + 3 + 3 + 2,
• the choice of l 0 = 4 components out of p = 5 is f1, 2, 3, 5g,
• the composition with zeros of d = 4 is 1 + 1 + 2 + 0,
• the composition of l ? k ? d = 16 ? 10 ? 4 = 2 of length l ? l 0 = 5 ? 4 = 1 parts is 2.
The number P k,l of compositions of k elements into l parts is
It makes sense to set P 0,0 := 1 and P 0,⋅ := 0 else .
The number of compositions with zeros of k elements into l parts is P k+l,l .
So we get
Using some combinatorial formulas this can be a little bit simplified:
There is an alternative characterization of these numbers.
where [polynomial] monomial denotes the coefficient of 'monomial' in 'polynomial', and find this way, that
i. e., the numbers η l,k,p appear as the TAYLOR coefficients of f (x, y, z) at (0, 0, 0).
With the previous preparations we are ready to write down the recursive formula for ξ D,k
Finally, what we seek is
Connected regular LCD's
With some more effort one can attack a further combinatorial task to give a way to compute the number of connected regular LCD's. By the facts recalled in section 1 this gives a bound for the primitive (additive) VI's.
The first observation we make is the following: if in a regular LCD there is one connected component enclosing another one, then latter is attached at a type III interval of the first one.
So first we shall count regular LCD's by their number of type III intervals. For the later calculation it will turn out more useful to use the characteristics
The Choose the connected component C of L containing chord 1. Then all remaining components are attached either beside (on the right of) C or at type III intervals within C, i. e. we have exactly χ(C) positions of attachment. From this we find the following recursive formula
Here d 0 and n 0 are the degree and characteristics of C. We use for this formula the observation that attaching (where ever!) an LCD with χ = k the total number of type III intervals is augumented exactly by k. There is however one important exception -the attachment of the empty LCD does not augument this number. So it makes sense to set for D = 0 λ 0,0,0 := 1 and λ 0,n,l := 0 for (n, l)6 = (0, 0) to get the recursive formula (2) 
Numerical and asymptotical results
After all the considerations it is now possible to calculate ξ D . Let us compare it with the bound (D ? 2)!/2 obtained by Ng [Ng] for D ≤ 20 (see 
where e is the EULER number 2.71828 . . . (although a proof appears very messy). This limit appears in some other enumeration problems of chord diagrams, see [St, St2] . (So, I don't expect a big qualitative improvement of the bound in this way.) 423, 144 18, 615, 873 20, 491, 475 89, 903, 100 28, 905, 485 29, 578, 097 33, 655, 662 14 239, 500, 800 222, 406, 776 224, 310, 263 244, 801, 738 796, 713, 190 259, 585, 900 264, 623, 046 298, 278, 708 15 3, 113, 510, 400 2, 905, 943, 328 2, 926, 679, 435 3, 171, 481, 173 7, 541, 889, 195 2, 485, 120, 780 2, 525, 897, 073 2, 824, 175, 781 16 43, 589, 145, 600 40, 865, 005, 494 41, 112, 186, 396 44, 283, 667, 569 75, 955, 177, 642 25, 267, 283, 367 25, 622, 275, 565 28, 446, 451, 346 17 653, 837, 184, 000 615, 376, 173, 184 618, 573, 033, 369 662, 856, 700, 938 810, 925, 547, 354 271, 949, 606, 805 275, 257, 714, 175 303, 704, 165 Here is a further exchallenge:
Problem. Prove that in section 1 one can eliminate all diagrams with 2 chords one enclosing the other.
Note, that for such diagrams the recursion formula (1) would modify to
(since there is only one way to (re)shuffle -to take the identity) and one easily shows by induction
i. e., we would have an exponential bound.
Conversely, it is possible to show that ξ D grow stronger than any exponential.
where B(D) are the BELL numbers [Ri] , satisfying the recursive formula
It is possible to show using the recursive formula of the Bell numbers that they grow stronger than any exponential. E. g., since Putting all together, we find that
for each 1 ≤ k ≤ D. It appears that our asymptotical result is very weak. The numerical computation suggests as estimate something like D!/1.5 D .
The main obstacle for further improvement is the exponential term 2 k on the l.h.s. of (3). At present I'm trying to reduce it, but the problem is rather hard.
