We present a stacked weak lensing analysis of 27 richness selected galaxy clusters at 0.40 z 0.62 in the CODEX survey. The fields were observed in 5 bands with the CFHT. We measure the stacked surface mass density profile with a 14σ significance in the radial range 0.1 < R M pc h −1 < 2.5. The profile is well described by the halo model, with the main halo term following an NFW profile and including the off-centring effect. We select the background sample using a conservative colourmagnitude method to reduce the potential systematic errors and contamination by cluster member galaxies. We perform a Bayesian analysis for the stacked profile and constrain the best-fit NFW parameters M 200c = 6.6
INTRODUCTION
Dark matter halos, and in particular the halos associarXiv:1612.06871v2 [astro-ph.CO] 21 Feb 2017 ΛCDM paradigm of formation and evolution of structures in the Universe. As the biggest objects to have reached dynamical equilibrium, galaxy clusters play a central role both in providing cosmological information as well as astrophysical properties. The parameters characterising a given density profile can be related to cosmological constraints, as the characteristic density of a dark matter halo traces the background density of the Universe at the time of collapse (Navarro, Frenk, & White 1997; Dolag et al. 2004; Ludlow et al. 2013) . Also through the cluster mass function we can assess cosmological parameters such as Ωm and σ8 by comparing observations with predictions from simulations of structure formation (e.g. White, Efstathiou, & Frenk 1993; Bahcall & Fan 1998; Henry 2000; Reiprich & Böhringer 2002; Henry et al. 2009 ). From the astrophysical point of view, clusters are powerful environments to study galaxy evolution, plasma physics and thermodynamics of the intracluster medium and also to test models of gravity (Kravtsov & Borgani 2012) .
N-body simulations based on the ΛCDM scenario exhibit a universal density profile for dark matter halos. A widely used density profile is the Navarro-Frenk-White profile (hereafter NFW; Navarro, Frenk, & White 1996 , 1997 , described by a scale radius rs and a characteristic overdensity δc; this profile can be re-written in terms of the mass of the halo and its concentration parameter c∆ given by the ratio between a external radius and a scale radius: c∆ = r∆/rs. While the external radius defines a region within which the mean density of the halo is ∆ times the critical density of the universe, the scale radius comes from the radial density profile and for a NFW profile it corresponds to the region where the logarithmic slope changes from −1 to −3.
From numerical simulations we observe a relation between the concentration parameter and the mass and redshift of the halo. Different groups have found that the concentration decreases with an increase in mass (for a fixed redshift) and redshift (for a fixed mass) (Bullock et al. 2001; Zhao et al. 2003; Neto et al. 2007 ). In a hierarchical CDM scenario this trend can be explained as a reflection of the halo assembly epoch -those assembled earlier have a higher concentration following a higher background density. This behaviour between the values of mass and concentration of a halo, the concentration-mass relation (hereafter c-M), gives important cosmological information; theories hold the idea that the relation is associated with the mass assembly history of the halo (Navarro, Frenk, & White 1997; Bullock et al. 2001; Zhao et al. 2009; Giocoli, Tormen, & Sheth 2012; Correa et al. 2015) . As the mass assembly history is correlated with the initial density peak (Dalal et al. 2008) , some studies have suggested that a relation between concentration and peak height ν may be more accurate than the c-M relation (Bhattacharya et al. 2013; Ludlow et al. 2014; Klypin et al. 2016) to describe the evolution of halo concentration. Correa et al. 2015 , but within the differences between the results, these simulations found that for low redshift the slope of the relation is approximately −0.1, considering that we can describe c ≈ A(M/Mpivot) α where Mpivot is the median halo mass. Weak gravitational lensing is a unique tool to constrain cluster masses and to probe the internal structure of dark matter halos: it does not depend on any assumption about the dynamical state of the halo and is sensitive to the total matter content. Studies using lensing analyses found that the NFW profile is a good fit to the data, especially when fitting a stacked sample of clusters (e.g. Mandelbaum et al. 2006; Umetsu et al. 2011; Okabe et al. 2013; Umetsu et al. 2014) . The c-M relation for different samples of galaxy clusters has been derived by many of these studies. Okabe et al. (2010) , for instance, found a slope of α −0.4 ± 0.19 from a weak lensing analysis of 19 clusters withz = 0.24, Sereno & Covone (2013) inferred α −0.83 ± 0.39 by analysing 31 weak-lensing systems at high redshift (∼ 1). Recently Groener, Goldberg, & Sereno (2016) found a slope of α −0.38±0.03 for a weak lensing sample of 111 systems available in the literature withz = 0.48. Combining weak and strong lensing analyses Oguri et al. (2012) derived a value of α −0.59 ± 0.12 for 28 clusters spanning a range of 0.28 < z < 0.68 while the CLASH collaboration (Umetsu et al. 2016 ) determined a slope of α −0.32±0.18 for a sample between 0.19 < z < 0.89. As can be seen these observational studies have found a steeper c-M relation in comparison to the theoretical expectation value of α = −0.1.
Possible explanations for the observed slope of the c-M relation are astrophysical processes such as the baryonic cooling effect (Fedeli 2012) or supernova and AGN feedback (Duffy et al. 2010; Mead et al. 2010) . Other potential sources of deviations between observations and predictions are selection effects Meneghetti et al. 2014; Sereno et al. 2015) or the halo triaxiality that can bias and scatter the projected mass density profile (Meneghetti et al. 2010; Sereno & Ettori 2014) .
However, not all observational studies are in tension with the simulations: Comerford & Natarajan (2007) compiled all the concentrations available in the literature at the time -including strong and weak lensing, X-ray and dynamical determinations for clusters up to z ∼ 0.8 -plus 10 new strong lensing systems and found α −0.15 ± 0.13; Mandelbaum, Seljak, & Hirata (2008) using data from the Sloan Digital Sky Survey (SDSS) in the range 0.1 < z < 0.3 derived a slope of α −0.13 ± 0.07. This lack of agreement between different observational studies and numerical simulations shows the need of a better understanding of possible sources of systematic effects in lensing analyses (such as selection effects and shape measurement uncertainties) as well as the inclusion of baryonic physical processes in the simulations. In this paper we will explore the c-M relation on the relatively unexplored window of redshift z ∼ 0.5 with the novel COnstrain Dark Energy with X-ray galaxy clusters (CODEX) sample.
The paper is organised as follows: §2 gives an overview of the CODEX survey, §3 describes the data and catalogues, §4 presents the weak lensing analysis detailing the model adopted, the profile fitting, results from the Bayesian analysis and comparison with numerical predictions and other observational studies. We conclude and summarise in §5.
We adopt a concordance ΛCDM cosmology with Ωm = 0.27, ΩΛ = 0.73 and H0 = 100 h km/s/Mpc and consider the overdensity parameter ∆ to be 200 times the critical density of the Universe (200c) throughout the analysis. Masses and concentrations are given for ∆ = 200c. Best-fit values are quoted as the median of the posterior distribution and errors refer to the interval containing 68% of the points, unless otherwise specified.
THE CODEX SURVEY
The CODEX survey comprises a sample of galaxy clusters identified as photon overdensities in the ROSAT All Sky Survey (RASS, Voges et al. 1999 ), corresponding to a 4σ photon excess inside a wavelet aperture, and associated with red-sequence galaxies using optical data from the 8th SDSS data release (DR8, Aihara et al. 2011) . The optical counterpart allows to separate galaxy clusters from point sources and assign a photometric redshift as well as an estimate of the richness. A detailed description of the cluster detection and selection are given in Finoguenov et al. (in prep.) .
To build the cluster catalogues we have run the redMaPPer algorithm (Rykoff et al. 2014) , which searches for galaxies corresponding to a cluster red-sequence in the SDSS data around each identified RASS source. The algorithm also provides an estimate for the photometric redshift (z phot ) using galaxy colours and a richness estimator (λSDSS) corresponding to the sum of the membership probabilities of galaxies for a given identified cluster. The cluster centre is also assigned by redMaPPer and must be located within 3 arcmin from the X-ray position.
The CODEX sample is the largest statistically complete sample of RASS clusters at z < 0.6, comprising over 6,600 sources in the SDSS DR8 footprint having a minimal richness of 10. The X-ray limiting flux is ∼> 2 × 10 −13 ergs s −1 cm −2 with rest-frame X-ray luminosities (LX ) in the [0.1 − 2.4] keV energy band computed within R500. This leads to a significant probability of detecting clusters with at least 5 photon counts. A total of ≈ 300 clusters with richness λSDSS 60 were identified in a redshift range of 0.15 < z < 0.6. The first catalogue of spectroscopically confirmed clusters is published in Clerc et al. (2016) .
The CODEX clusters have a strong overlap with the MAssive Cluster Sample (MACS, Ebeling, Edge, & Henry 2001) and Planck clusters at z < 0.4 and represent a unique sample at z > 0.4.
CODEX weak lensing sample
A subsample of clusters was selected from the initial CODEX sample for weak lensing (WL) follow-up with the Canada-France-Hawaii Telescope (CFHT). The WL followup was designed to provide accurate mass measurements to calibrate the mass-observable relations for this survey. The fields were observed between 2012 and 2015 with the wide field optical imaging camera MegaCam (Boulade et al. 2003) .
The CFHT follow-up observations can be divided in three subsamples with distinct selection functions: a primary sample of clusters selected by the redMaPPer richness and photometric redshift estimates based on SDSS photometric catalogs, cut at λSDSS 60 and zSDSS 0.4; a secondary sample with clusters selected only by their ROSAT photon excess and falling inside the CFHT Legacy Survey footprint (CFHTLS, http://www.cfht.hawaii.edu/Science/CFHTLS); a tertiary sample with more complex selection functions including additional CODEX clusters present in the pointed CFHT observations of primary clusters. We note that some clusters belong to both the primary and secondary sample.
Besides the redshift and richness cut the WL subsample selection was also based on technical limitations. Previous experience with the CFHTLS have shown that the presence of a bright star in the vicinity of the target cluster precludes accurate WL studies. So we excluded any CODEX cluster with a 10 (12) mag star within 6' (2') of its centre from the WL sample. We also were unable to observe some RA ranges due to conflicts with higher priority CFHT large programs. ∼ 100 fields survived the above cuts out of which 69 were observed in at least one filter.
The WL subsample studied in this paper consists of clusters from the primary sample, with successful pointed CFHT observations completed in five bands, based only in the observability. The goal is to study the concentrationmass relation of the high richness (λSDSS 60), high redshift (z 0.4) CODEX clusters. The photometric redshift cut of z 0.4 complements previous WL work with galaxy clusters (which were mostly at redshifts < 0.3, e.g Okabe & Smith 2016; Hoekstra et al. 2012) , and the richness cut of λSDSS 60 has additional benefits: the SDSS photometric depth precludes a robust detection of redshift 0.6 clusters with lower richness, but a systematic spectroscopic followup using SPIDERS program only confirms 70% of clusters at z> 0.5 with richness above 10, while all CODEX λSDSS 60 clusters are spectroscopically confirmed (Clerc et al. 2016) . It also precludes X-ray AGNs in low richness galaxy groups masquerading as high luminosity clusters. Figure 1 shows the X-ray luminosity distribution and figure 2 the richness distribution, both for clusters with λSDSS 60, for the different samples as a function of redshift (spectroscopic when available). Grey dots represent the full high richness CODEX sample, cyan triangles the full CFHT WL sample (primary, secondary and tertiary with λSDSS 60) and red diamonds the 27 CFHT WL systems studied in this work.
We quote the mean X-ray luminosity and richness with the corresponding uncertainties for the different samples in table 1, computed for systems with z 0.4, λSDSS 60. Based on this comparison there is no clear evidence that we are probing higher masses than the average high richness, high redshift CODEX sample, as there is no bias in LX but a small positive bias in λSDSS. We note, however, that we did not apply any further richness cut to select our sample besides the initial λSDSS 60 one.
From the distribution of the X-ray luminosity in Figure 2 . Distribution of richness as a function of redshift for the full CODEX sample with λ SDSS 60 clusters (black dots), for the full CODEX CFHT WL sample (cyan triangles) and for the 27 CFHT WL systems analysed in this work (red diamonds).
ure 1 we observe a decrease in the scatter with redshift: for z < 0.4 we find a scatter of 3.4 × 10 44 [ergs s −1 ] and for z 0.4 we find 2.6 × 10 44 [ergs s −1 ]. Based on this evolution of the spread in X-ray luminosity for a fixed richness cut we conclude that the likely explanation for the high mass we observe is the reduction of the scatter in the LX -Mtot relation with increasing redshift, which has also been suggested in other studies (Mantz et al. 2016a ). The physical interpretation of the decrease in the scatter requires a reduced contribution of cool cores to the total LX .
DATA
The present study is based on 25 fields with a total of 27 individual clusters from the CODEX CFHT WL sample. These are the fields with observations completed in the 'ugriz' bands, thus having a photometric redshift estimation for all the sources in the field. The systems have spectroscopic redshifts obtained from BOSS (Clerc et al. 2016) or NOT programs (section 3.4), with the exception of one cluster that only has photometric redshift. Tables 2 and 3 detail these clusters.
Data Reduction
To process the CODEX data, we use the algorithms and processing pipelines (theli) developed within the CFHTLSArchive Research Survey (CARS; see Erben et al. 2009 Erben et al. , 2005 Schirmer 2013 ) and the CFHT Lensing Survey (CFHTLenS; see Heymans et al. 2012; Hildebrandt et al. 2012; Erben et al. 2013 and http://cfhtlens.org). CFHTLenS and CODEX have similar observing strategies (five-band multi-colour data for photometric redshifts) and science goals (weak lensing studies). This allowed a direct transfer of our CFHTLS expertise to CODEX. In the following we only give a very short description of our procedures to arrive at the final co-added images for CODEX. All algorithms and prescriptions are described in detail in Erben et al. (2013) , which an interested reader should consult as well as the references therein. Below, we also give a more detailed analysis of the quality from our photometric calibration which is crucial for the quality of photometric redshift estimates.
Our CODEX data processing consisted of the following steps:
(i) Data sample: We start our data analysis with the Elixir 1 preprocessed CODEX data available at the Canadian Astronomical Data Centre (CADC)
2 . For the current study we used CODEX observations obtained from 2012 until 2015. The data were obtained under several CFHT programs (PI J.P. Henry, 12AH24, 12AH99, 12BH07, 13AH17, 13AH99, 15AH81; PI L. van Waerbeke, 12AC26, 12BC19, 13AC10; PI R. Dupke, 12AB16, 12AB99, 12BB06, 13AB01, 13BB03, 13BB99; PI J.P. Kneib, 12BF11, 13AF12, 14BF11; PI A. Finoguenov, 14BC19).
(ii) Single exposure processing: The Elixir preprocessing includes a complete removal of the instrumental signature from raw data (see also Magnier & Cuillandre 2004) . In addition, each exposure comes with all necessary photometric calibration information. Therefore, we only need to perform the following processing steps on single exposures: (1) we identify and mark individual exposure chips that should not be considered any further. This mainly concerns chips which are completely dominated by saturated pixels from a bright star. (2) We create skysubtracted versions of the images. In addition, we create a weight image for each science chip. It gives information on the relative noise properties of individual pixels and assigns a weight of zero to defective pixels (such as cosmic rays, hot and cold pixels, areas of satellite tracks). (3) We use SExtractor to extract high S/N sources 3 from the science image and weight information. These source catalogues are used to astrometrically and photometrically calibrate the data in the next processing step. In addition we perform an analysis of the PSF anisotropy and use this information to reject images showing high stellar ellipticities. Highly elongated point sources are a good indication of tracking issues or other severe problems during an exposure.
(iii) Astrometric and Photometric calibration: We use the scamp software 4 (see Bertin 2006) to astrometrically calibrate the CODEX survey. We use the Two Micron All Sky Survey (2MASS; Skrutskie et al. 2006 ) as astrometric reference and calibrate simultaneously all filters from a specific CODEX-pointing with scamp. Once an astrometric solution is established we use overlap sources from individual exposures to establish an internal, relative photometric solution for all exposures. We reject all exposures with an absorption of more than 0.2 magnitudes 5 and rerun scamp on the remaining images. With the relative photometric solution and the Elixir zeropoint information we estimate a photometric zeropoint for each filter.
(iv) Image co-addition and mask creation: The next step of our image processing co-adds the skysubtracted exposures belonging to a pointing/filter combination with the SWarp program 6 (see Bertin et al. 2002) . The stacking is performed with a statistically optimally weighted mean which takes into account sky-background noise, weight maps and the scamp relative photometric zeropoint information. As a final step we use the automask tool (see Dietrich et al. 2007 ) to create image masks for all pointings. These masks flag bright, saturated stars and areas which would influence the analysis of faint background sources. Figure 3 shows a typical reduced science frame including bad area masks. On average the masks represent 25% of the total area and for the worst case, the field CODEX 36818, it corresponds to 43% of the area. Table C1 in the appendix provides observational information about the fields used in this work. The limiting magnitude m lim is the 5σ limit in a 2" radius aperture (as defined in Sec. 2 of Erben et al. 2013 ).
Photometric Catalogues
The photometric multi-band catalogue creation and photometric redshift (photo-z) estimation are performed as described in Brimioulle et al. (2013) . We only give a brief overview here.
In the first step we match the point spread function (PSF) of the different filter observations to allow reasonable aperture colour estimates for the catalogue objects. For that we degrade all filter images to the seeing of the worst band (in general the u * -band), convolving them with a global Gaussian kernel. We run the SExtractor software in dual-image mode, using the unconvolved i-band image as detection band and the convolved images for flux and magnitude extractions, including weight images and masks of bad area. We extract all objects which are at least 2σ above the background on four contiguous pixels.
Zeropoint and extinction corrections are performed by stellar locus regression using the stellar library of Pickles (1998) as a reference. We then estimate photo-z's using the template-fitting code of Bender et al. (2001) . The used template set includes templates developed in Bender et al. (2001) , 13 SEDs from Ilbert et al. (2013) and linear combinations.
6 http://www.astromatic.net/software/swarp
Shear measurement
We measure galaxy shapes with the lensfit algorithm (Miller et al. 2013 ) using the i-band images. We choose the iband because it detects a galaxy population with the highest mean redshift, and thus lensing signal, for a fixed exposure time among all filters and produces some of the best quality images from our data-set.
The quantities given by lensfit and used in the analysis are the measured ellipticity components e1 and e2 and the weight w. The lensing weight w accounts for both the ellipticity measurement error and for the intrinsic shape noise and is defined in Miller et al. (2013) .
We filter for sources with reliable shape measurements by applying a cut for objects with lensfit weight w > 0 and lensfit fitclass = 0.
The version of lensfit used is this work is the new 'selfcalibrating' version presented in Fenech Conti et al. (2016) . We refer the reader to Fenech Conti et al. (2016) and to its first use in Hildebrandt et al. (2016) for the details, but it is worth highlighting a few important facts about the selfcalibration. Its main purpose is to resolve the noise bias problem plaguing shape measurements techniques (e.g. Melchior & Viola 2012; Refregier et al. 2012; Miller et al. 2013) . The correction however is not perfect, it was shown to contain residual calibration bias of the order of 2%. In Fenech Conti et al. (2016) , it was discussed how this could be reduced further, with the aid of image simulations, in order to reach the sub-percent goal for the cosmic shear analysis presented in Hildebrandt et al. (2016) . For our purpose here, that is the lensing analysis of the CODEX clusters, the residual statistical error is of the order of 10-15 percents, which significantly exceeds the self-calibrating lensfit accuracy. We therefore decided to ignore the calibration refinement discussed in Fenech Conti et al. (2016) , and work with the self-calibrated lensfit shapes only. It should be noted, however, that the shear calibration error could still substantially depend on the source galaxy size and magnitude. Such dependence could be hidden in the source selection criteria discussed in Section 3.5 and Appendix A. How the results depend on the selection criteria is discussed in 5 and Appendix A.
Spectroscopic follow-up
A weak lensing analysis requires precise knowledge of the lens redshift. Therefore additional CODEX spectroscopy has been carried out using the Nordic Optical Telescope (NOT). These observations were obtained from 2014 to 2016 under several NOT programs (PI A. Finoguenov, .
Each cluster was observed in multi-object spectroscopy mode, targeting ∼ 20 member galaxies including BCGs and having spectral resolving power of ∼ 500. The BCG for each cluster was observed through a 1.5" slit for 2700 sec with a grism that provides wavelength coverage between approximately 400-700 nm. The average seeing over the four programs is near 1".
Because we are solely interested in the redshift of the Ca H+K lines, only wavelength calibration frames are ad-ditionally obtained. Standard IRAF 7 packages are used in the data reduction, spectra extraction, and wavelength calibration process. The redshifts are determined finally using rvidlines to measure the positions of the two calcium lines for a weighted average fit.
Background selection
The weak lensing signal from a system composed by a lens and a source is proportional to the surface mass density of the lens and to the angular diameter distances between observer and lens (D d ), and the ratio β of the distance between lens and source (D ds ) and observer and source (Ds):
As a consequence, in order to constrain the lens properties it is necessary to know the redshift distribution of the sources and to exclude the contamination of the background sample with cluster members.
We select the background population and estimate its redshift distribution based on the multi-band information available for the fields. Our primary method is a colourmagnitude decision tree, described in the following. We also applied a photometric redshift point estimator cut described in appendix A, where we compare the results from the two different methods.
The colour-magnitude decision tree estimates the redshift distribution of each galaxy in the cluster fields by comparison of our multi-band photometric data to a reference catalogue of high-quality photometric redshifts from CFHTLS Deep 8 . The method is described in detail in Gruen & Brimioulle (2016) . We only give a brief summary here.
To assign a p(z) to each source galaxy, we split the u , g , r , i , z colour-magnitude space into boxes (hyperrectangles), respecting the strict magnitude limit of i < 24.7 of the shape catalogue. The split conditions are chosen to maximise the lensing signal-to-noise ratio with a minimum of 1000 galaxies in the CFHTLS Deep fields in each box (cf. Gruen & Brimioulle 2016 , their Section 2.1 and Appendix A). For each source in our cluster fields, we take the observed distribution of redshifts of reference galaxies in the box it falls into as its p(z).
Consequently, for a galaxy j in the cluster field falling into a colour-magnitude box Bi, we estimate its βj as the mean of all reference galaxies in Bi, i.e.
This includes a noise bias correction as follows. Galaxies are weighted in the lensing analysis by their estimated β (eq. 19 and 20); because galaxies for which we overestimated β are weighted up relative to galaxies for which we underestimated β, there is a small noise bias when σ β,B i > 0, which we correct by 7 http:iraf.noao.edu 8 http://www.cfht.hawaii.edu/Science/CFHLS/ cfhtlsdeepwidefields.html
where we estimate the cosmic variance based uncertainty of the mean β in each colour-magnitude box by a jackknife over the four pointing of CFHTLS Deep, i.e. as
with β B i ,¬j being the estimate of the lensing-weighted mean β of the reference sample in Bi when excluding CFHTLS Deep pointing j, and β B i is the average over all
This correction is accurate for Gaussian statistical uncertainty on β B i , a justified assumption due to the large number of reference galaxies in each box.
As an additional reference catalogue, we use the COS-MOS2015 sample by Laigle et al. (2016) , who find excellent metrics (σ ∆z/(1+z) = 0.007 at I < 22.5 and 0.021 for highz, blue galaxies, yet with a substantial outlier fraction). We cross-match this catalogue to CFHTLS D2 objects for direct validation of our β estimates, applying the following cuts to select the sample of sources:
(i) We remove all galaxies from the cluster and reference fields whose colour is in the range spanned by galaxies in the reference catalogue best fitted by a red galaxy template in the redshift interval z d ± 0.04. This filter is applied before constructing the decision tree.
(ii) We remove galaxies in colour-magnitude boxes for which the estimate of β from COSMOS2015 redshifts is below 0.2 ( fig. 4) .
(iii) We remove galaxies in colour-magnitude boxes populated with any galaxies in the reference catalogue for which the redshift estimate is within z d ± 0.06 to prevent contamination of the source sample with cluster members.
(iv) We remove galaxies in colour-magnitude boxes for which the estimates of β in a matched catalogue of CFHTLS D2 and COSMOS2015 redshift deviate by more than 10% from the median ratio over all boxes ( fig. 4 ).
Because we require colour-magnitude boxes to contain at least 1000 reference galaxies, the latter two cuts cause no significant bias against densely populated parts of colourmagnitude space.
We expect this method to deliver a more accurate characterisation of the background population than individual point estimates as:
• it is based on more accurate photometric redshifts from deeper reference catalogues with more bands (NIR)
• we have excluded spurious regions in the colourmagnitude space by comparing two different reference photo-z estimates;
• the full PDF information within a colour-magnitude region is used, with the empirical distribution of galaxies in CFHTLS Deep at the same color-magnitude as our source galaxies as a prior;
• we have consecutively excluded regions of colourmagnitude space populated by galaxies at the cluster redshift. Before applying the background selection based on the colour-magnitude method we had a total number of 1,242,369 galaxies with a shear weight w > 0. Applying criteria ii and iv leads to a background population corresponding to 60% of the initial sample. A background selection based on criterion iii gives a subsample with 42% the size of the initial one. From these numbers the criterion iii has shown to be the most restrictive one. We adopt all criteria (ii, iii and iv ) to select the sources, leading to a final subsample with 38% the size of the initial sample. We note that a large fraction of the initial sample of galaxies have a small expectation value for β and would have a small contribution to the final shear signal.
We decided to keep the most conservative cut to lower the systematic uncertainties arising from cluster member contamination at the price of higher statistical uncertainty. This conservative selection also results in a lower density of sources in comparison to the photometric redshift point estimator cut (∼ 40% lower), reported in apendix A.
The total weighted number density of background sources for the colour-magnitude selection method, after stacking the 27 individual clusters, is 120 gal/arcmin 2 , given by:
where wi is the individual shear weight of each background galaxy and A is the area of a circle of radius 15 arcmin 2 within which we compute the sources.
We also determine the effective weighted number density of galaxies following Heymans et al. 2012 :
considering the total area of the fields excluding masked areas, Ω. The effective number density of galaxies selected as background by the colour-magnitude method is 6 gal/arcmin 2 .
Errors
In this section we describe the systematic uncertainties arising from shear measurements and redshift estimates, as the colour-magnitude decision tree method allows to quantify the systematics. We assimilate both shear and redshift errors in the Bayesian analysis (section 4.4) when fitting the model to data.
Shear systematics
As mentioned in Section 3.3, we expect the residual uncertainty on the lensfit shapes to be of the order of 2 percent according to previous results (Fenech Conti et al. 2016) . This systematic uncertainty is taken into account in our modelling by introducing a shear calibration factor with mean δs = 0 and Gaussian width σs = 0.02.
Colour-magnitude decision tree systematics
Uncertainties on the colour-magnitude decision tree method arise from cosmic variance and errors in the reference catalogue photometric redshifts. The photo-z uncertainties are assessed by comparing the values of β obtained from the CFHTLS D2 field (βD2) and COSMOS2015 (βDC2015) catalogues. The difference on β from this matched catalogue is free of cosmic variance as we apply two different template fits over the same galaxies. We compute the mean shift for each individual cluster i as
and the variance, assuming a Gaussian of the same variance as a top-hat distribution between βD2 and βDC2015, as
The cosmic variance contribution σcv of the mean β of each cluster is calculated by a jackknife estimate over the four pointings of CFHTLS Deep, i.e. as
To model the uncertainties on the stacked signal, we first assign a weight to each of our clusters:
where j runs over all galaxies in a cluster field, k runs over all the clusters in our sample and w is the lensing weight.
We conservatively assume that the systematic uncertainties in redshift are fully correlated between the clusters and therefore take their weighted mean. For this we use the individual cluster weights (eq. 10) to determine the mean shift δcm and variance σcm over all the clusters:
where the variance σi is calculated taking into account both cosmic variance and photo-z uncertainties:
We find for our sample δcm = −0.016 and σcm = 0.023. The shear and redshift systematics enter the Bayesian analysis through a multiplicative factor Sm which changes the amplitude of the theoretical density profile to assimilate these uncertainties. This factor is a free parameter with a prior defined as a normal distribution. If we define δSm = 1 − δcm − δs and σSm = √ σ 2 cm + σ 2 s , the parameter Sm is modelled as:
WEAK LENSING ANALYSIS
In this work we probe the gravitational potential of a sample of clusters by fitting their combined (stacked) radial shear profile. We adopt a model which describes the observed signal as a combination of the cluster signal (the main halo component), assumed to follow a NFW profile, the neighbouring halos (the two-halo term) and uncertainties related to the choice of the mass distribution centre (the off-centring formalism).
In the following sections we describe how we define the observed shear profile and the details of the adopted model. Section 4.4 describes the Bayesian analysis used to constrain our profile parameters and section 4.5 present the results. In section 4.7 we compare our results with previous observational studies and with predictions from numerical simulations.
Stacking
Triaxiality and substructure of dark matter halos plus the line-of-sight distribution of matter are systematic contributions that can affect weak lensing data. A common strategy to tackle these issues is combining several objects with similar properties, in an approach known as stacking (Johnston et al. 2007; Okabe et al. 2010; Umetsu et al. 2011; Okabe et al. 2013) , thus tending to average out those sources of bias. It also increases greatly the signal-to-noise ratio, as we multiply the density of background sources by the number of clusters on the stack. The downside of this technique is that it averages also the properties of the clusters. This is not a major concern in our study given that we seek to characterise global properties of the cluster population.
Our cluster sample lies in the redshift range 0.40 < z < 0.62 and has λSDSS 60. This richness cut excludes galaxy groups hosting X-ray AGN. We do not perform any additional selection on the X-ray luminosity but the sensitivity of RASS data, on which detection of clusters is based, leads to a selection close to 3 × 10 44 ergs s −1 at the redshifts of interest.
We stack the shear signal in radial bins as a function of separation in physical units. The investigated radial range is 0.1 Mpc h −1 < r < 2.3 Mpc h −1 divided in 10 log-spaced bins. We define the centre of each cluster as the galaxy with the highest value of PCEN given by redMaPPer. This parameter is the probability that a given galaxy is the central galaxy (CG) of a cluster, taking into account the redshift and luminosity of the CG and of the cluster and the local red galaxies density.
In order to obtain a first two-dimensional view of the gravitational lensing signal, we calculate the so-called aperture mass map (Schneider 1996) of our stacked galaxy cluster sample (see also Gruen et al. 2013) . To calculate the significance we use the Gaussian weight function
where σw is the aperture width. This significance is defined as the ratio between the aperture mass and its uncertainty, Map/σM ap (Bartelmann & Schneider 2001) , where
and
with gi,t being the tangential reduced shear of the ith galaxy with respect to θ. The width used for the aperture is σw = 3 arcmin. Stacking the profile of our cluster sample we detect a significance peak of the aperture masses of 16σ for the colour-magnitude selected sample. The significance map is nicely centred on the mean centre position of our cluster sample, as can be seen in Fig. 5. 
Surface Mass Density Profile
Stacking different clusters implies calculating the differential surface mass density profile ∆Σ(R) for every clustersource pair rather than the pure shear signal γt since the first one explicitly takes the different angular diameter distance of the clusters into account. The differential surface mass density profile is defined as the difference between the mean surface mass density enclosed by radius R and the mean surface mass density at radius R,
and is related to the tangential shear γt by:
where the critical surface mass density is:
To compute Σcr we adopt the spectroscopic redshift of the BCG and the mean value of β given by equation 2.
For each radial bin we calculate the weighted average differential mass density profile using the lensing weight w and the critical density Σcr (Velander et al. 2014; Hudson et al. 2015) :
where the sum is over all lens-sources pairs. The minimum variance weight w ls = wΣ −2 cr is sensitive both to the lensing geometry and the uncertainty in the ellipticity measurement: Σ −2 cr down-weights lens-source pairs which are close in redshift while w takes into account the ellipticity measurement error and the intrinsic shape noise.
In the innermost radial bins the assumption that we are probing exclusively weak shear signal may not be valid. In fact what we measure from galaxy shapes is the reduced shear g, which relates to the true shear γ by the relation g = γ/(1 − κ), where κ = Σ/Σcr. When measuring the signal around a lens in the weak lensing regime ones assume that gt ≈ γt, but at the smallest scale we are probing, this approximation fails. To take this effect into account we apply a correction term following Mandelbaum et al. (2006) . The surface mass density profile corrected for the non-weak shear effect is calculated by:
where
is estimated averaging Σcr over the values of each lens-source pair in the stacked sample.
The properties of our sample are derived by fitting the observed differential surface mass density profile to a theoretical model for dark matter halos. We make use of the halo model prescription (Seljak 2000; Cooray & Sheth 2002 ) and the off-centring formalism (Johnston et al. 2007 ) to include the different contributions to the final observed lensing signal through the equation:
(23) where we aim to constrain the parameters related to the NFW profile M200, c200. The nuisance parameters are pcc, the fraction of clusters correctly centred, σ off , the offcentring scale which enters in the off-centred profile Σ off NFW and Sm, the parameter accounting for measurement systematic uncertainties (as defined in eq. 14). We describe each component in detail in the next sections.
Main Halo contribution
Previous results from numerical simulations and observations have found that the universal NFW profile is a good description of dark matter halos (e.g. Bullock et al. 2001; Wang & White 2009; Okabe et al. 2013; Umetsu et al. 2014) . Other studies have shown that dark matter halos can deviate from the NFW profile (Navarro et al. 2004; Gao et al. 2008; Dutton & Macciò 2014; Klypin et al. 2014 ), being better described by the Einasto profile (Einasto 1965 ). The Einasto profile has an extra free parameter α related to the shape of the profile in addition to the same two structural parameters describing the NFW profile. For the present work we decided to adopt the NFW profile when modelling the main halo (the stacked signal of the galaxy clusters) as: it is a simpler model that provides a good fit to the data and; it also makes the comparison with other studies easier as different observational analysis and theoretical prediction are based on the same profile.
The NFW density profile is described by
with δc being the characteristic over-density of the halo, 
ρcrit(z) the critical density of the universe at redshift z,
where H(z) is Hubble's parameter at the given redshift and G is gravitational constant, and rs the scale radius. rs can be defined in terms of the radius r∆, inside of which the main density is ∆ times the critical density of the universe, and the concentration parameter of the halo, rs = r∆/c∆. As the mass enclosed in a given radius can be inferred through the relation
the NFW profile is fully specified by the mass M∆ and the concentration c∆ of the halo. We follow the formalism presented in Wright & Brainerd (2000) when describing the main halo component, making use of the analytical expressions for the NFW profile when fitting ∆Σ to the data.
The two-halo term
The NFW profile appears to be a good description of the halo density profile when we look at a radial range going from the inner regions out to approximately the virial radius. But on larger scales the profile begins to be dominated by the surrounding matter concentrations around the main halo, as structures tend to cluster in the Universe.
We describe the contribution from the neighbouring halos in a similar way to that presented in Johnston et al. 
where b(M200, z) is the linear bias parameter for dark matter halos (Sheth & Tormen 1999; Seljak & Warren 2004) , ξ l (r, z) is the linear matter auto-correlation function at redshift z andρm(z) = Ωmρc,0(1 + z) 3 is the mean density at redshift z. For the bias parameter we adopt the relation proposed in (Tinker et al. 2010) The function ξ l (r, z) is given in terms of the growth function
, with 
The final contribution of the two-halo term to the lensing signal is expressed by the differential surface density profile ∆Σ 2h (R). If we define an effective bias parameter B(M200, z):
we write the final contribution as:
where the term ∆Σ l (R) is again described as the difference between the mean density inside a radius R and the mean density on the radius R, Σ l (< R) − Σ l (R), with
Off-centring correction
The measured lensing signal of an object is highly dependent on the chosen halo centre. As a consequence, in the presence of a shift between the chosen centre and the weak lensing peak, the inferred lens mass and the concentration parameter will be underestimated. It is usually assumed that the BCG of a cluster corresponds to the centre of the halo, but this assumption may not be entirely justified, since cluster finder algorithms may misidentify the real BCG and even if they do identify correctly, there is evidence that the BCGs often do not correspond to the mass centre (Johnston et al. 2007; Oguri et al. 2010; Zitrin et al. 2012) . Some works have shown that the central galaxy can be moving through the potential well of the halo (e.g. van den Bosch et al. 2005; Gao & White 2006; Johnston et al. 2007; Hikage et al. 2013) .
When modelling a stack of individual clusters one must take into account the fraction of correctly centred halos and the fraction of miscentred halos in the sample. We adopt a similar approach as the one described in Johnston et al. (2007); Ford et al. (2015) , modelling both the fraction of correctly centred halos and the width of the off-set distribution. The adopted distribution is a one-dimensional cut through a two-dimensional Gaussian:
This offset distribution has the effect of turning the original Σ(R) profile, approximately flat in the inner region, into a smoothed radial profile showing a decrease in small scales, given by
with
and θ the azimuthal angle. Following the main halo contribution we adopt the NFW analytical expression to write Σ(r). The smoothed differential surface mass density profile is then given by ∆Σ off NFW = Σ off (< R) − Σ off (R), where
The covariance matrix
A comparison between observational data and theoretical model must consider uncertainties and their correlations between the radial bins, invoking the use of the covariance matrix when fitting the data.
This covariance matrix has contributions coming from shape noise, uncorrelated large-scale structure (LSS) along the line of sight (Hoekstra 2003; Hoekstra et al. 2011; Umetsu et al. 2014 ) and instrinsic variations of cluster profiles at fixed mass (Gruen et al. 2011 (Gruen et al. , 2015 .
We estimated the uncertainty covariance matrix by resampling the 27 individual cluster catalogues through 10000 sets of bootstrap iterations, and calculating the matrix as
where N is the number of bootstrap sets, R is the radial bin, ∆Σ(R) is the average differential surface mass density over all the bootstrap realisations at a specific radial bin and i and j are indexes to radial bins. The error bars on figure 6 are given by the square-root of the diagonal elements of the covariance matrix. By bootstraping the sample of individual clusters we are taking into account the different contributions to the covariance matrix (shape noise, LSS and cluster profile variations). Although C(i, j) is an unbiased estimator for the true covariance matrix it is noisy, so its inverse C −1 (i, j) (the quantity used to fit the model) is not unbiased (Hartlap, Simon, & Schneider 2007) . If Ns is the number of independent samples, ND is the size of the data vector and the condition Ns > ND + 2 is satisfied, we can apply a correction factor to get an unbiased estimator of C −1 (i, j) (Taylor, Joachimi, & Kitching 2013):
We calculate C −1 (i, j) by assuming Ns to be the number of bootstrap realisations and ND the number of individual cluster catalogues.
Profile Fitting
Our analysis aims to constrain the mean density profile parameters M200 and c200 of the stacked clusters sample. We adopt a Bayesian analysis and explore the parameters space with a Monte Carlo Markov Chain (MCMC) algorithm (emcee, Foreman-Mackey et al. 2013 ), where we fit the observed stacked ∆Σ profile to the halo model (section 4.2). The analysis is based in a background population selected by the colour-magnitude decision tree. Results for the 5-bands photometric redshift point estimate are quoted in Appendix A2.
The posterior of our analysis can be written as
where L is the likelihood of the data given the model and Π are the priors on each model parameter.
The (log-)likelihood, assuming Normal uncertainties, is defined as (39) whith ∆Σ data as the differential surface mass density measured in the i,j-th radial bins (eq. 21), ∆Σ model the model prediction for the surface mass density in the i,j-th radial bin (Eq. 23) and C −1 the inverse of the covariance matrix (Eq. 37).
The multiplicative factor Sm was defined in the end of section 3.6 and takes into account the systematic uncertainties arising from shape measurements and distance estimates, with a prior modelled as a normal distribution.
Priors on M200 and c200 are assumed to be flat in the range 10
13 < M200/M < 10 16 , 0.1 < c200 < 20, and zero otherwise.
For the off-centring parameters we adopt a more informative prior described in what follows, in particular because there is an important degeneracy between these nuisance parameters with M200 and c200 which we want to avoid. Rykoff et al. (2016) derived the off-centring parameters for the Dark Energy Survey -Science Verification sample by comparing the cluster centres given by redMaPPer to the centres based on South Pole Telescope SZ data, Chandra and XMM X-ray data. The constraints were derived for each sample individually and also through a joint likelihood using the three samples, and the results are consistent within the errors. They found the best-fit values, derived from the joint analysis, to be pcc = 0.78 +0.11 −0.11 and σ off = 0.32
where R λ is a cluster radius given by redMaPPer. The constrained fraction of clusters well centred, 78 +11 −11 %, is consistent with the prediction of 82% given by redMaPPer. The redMaPPer predicted fraction is the mean value of the centring probability assigned to each clusters by the algorithm.
As our centres are assigned by the redMaPPer algorithm, we decide to adopt these empirical results in our analysis, considering that the off-set distribution is mostly based on choosing the wrong central galaxy -and that the bright central galaxies are detected both in SDSS and in deeper data. We write the priors of the off-centring parameters as a normal distribution for pcc with mean µ = 0.78 and width σ = 0.11, and as a log-normal distribution for σ off with ln(µ) = −1.13 and σ = 0.22. Note that we have omitted the factor R λ in the σ off parameter, as it spans a range of 0.9 − 1.1 h −1 M pc for our sample and the width of the prior is larger than this range. As a reference we quote the predicted fraction of correctly centred clusters given by redMaPPer for our sample, Pcen = 0.82.
For the MCMC implementation we run 256 chains, each one containing 10000 steps. After testing for stability, running different numbers of chains with different sizes and burn-in regions and looking at the trace of each parameter, we checked that the final result is robust and that discarding the first 200 steps of each chain is enough to eliminate the burn-in part.
We test our method using mock catalogues of clustersize halos generated from an N-body simulation for a flat ΛCDM cosmology (Becker & Kravtsov 2011 ). We stacked the simulated halos in bins of 0.1 × 10 14 M for low z ha-los (z = 0.25) and of 1 × 10 14 M for the high z halos (z = 0.50), starting at M200c = 1 × 10 14 h −1 M . We then run our Bayesian code fitting the shear profile from the simulation in the radial range 0.2 < R[M pc] < 4. For this exercise we use the halo model with two components: the main halo following an NFW profile plus the two-halo term, described in Sections 4.2.1 and 4.2.2. We let M200c and c200c as free parameters with a Gaussian prior for the concentration, first assuming the Duffy et al. (2008) Becker & Kravtsov (2011) , and are insensitive to the choice on the concentration prior. Since the purpose of this work is determining the best-fit NFW parameters (in terms of mass and concentration) for our cluster sample, we do not apply this as a bias correction to our fit results. Figure 6 shows the stacked lensing signal, the overall fit and each component of the halo model (the main term described as an NFW profile, the two-halo term and the smoothed NFW profile corresponding to the off-centring component). The red dots are the measured differential surface mass density profile, with the error bars given by the square root of the main diagonal of the covariance matrix (equation 36). We plotted 100 random MCMC realisation out of the total 256 chains, corresponding to the grey lines, to exemplify the parameter space exploration of the fitting. The different lines show each individual component of the halo model and the blue line shows the full model (described in 4.2) for the best-fit values extracted from the Bayesian analysis.
Results
To check for systematics in the weak lensing measurements we analysed the cross-component shear signal, ∆Σ×. This signal corresponds to a rotation of 45 degrees with respect to the tangential shear ∆Σ+ and for an unbiased measurement of ellipticities we expect to get ∆Σ× compatible with zero. We can see in the lower panel of figure 6 that in all bins our ∆Σ× signal is consistent with zero within 2σ, indicating that there is no significant systematic in our observed shear signal.
The signal is detected with a S/N 14, calculated using the full covariance matrix Ci,j (Okabe & Smith 2016):
We find that the non-weak shear correction term ∆Σ ΣLz (eq. 22) has the biggest impact in the innermost bin, changing the surface mass density profile by about 20%. The factor Lz is 2.46 × 10 −16 h −1 M pc 2 /M for our data. The marginalised and the two-dimensional posterior distributions of the free parameters M200, c200 and the nuisance parameters pcc, σ off , Sm are shown in figure 7 . The posterior distribution of the off-centring parameter pcc follows the adopted prior: both present mean values of 0.78 and variance of 0.1. The parameter σ off is affected by the data but we still find a best-fit value in agreement with the mean of the prior within 1σ: the log-normal prior has mean value of 0.32
+0.08
−0.06 while the posterior distribution has 0.38
+0.09
−0.08 . The density profile parameters M200, c200 are well constrained by our data. The extra free parameter Sm is marginalised and accounts for systematic uncertainties on shape and distance measurements, as described in the end of section 3.6.
In table 4 we quote the median of the MCMC chains per parameter and the interval containing 68% of the points from the posterior probability distribution. We also quote the mode of the 1D marginalised distributions and the values given by approximating them as a Gaussian and taking the mean and standard deviation -we see from figure 7 that a Gaussian distribution is a good approximation for marginalised distributions of mass and concentration.
The 2D posterior distributions evidence the degeneracy between the off-centring parameters pcc, σ off and the density profile parameters M200, c200. We calculated the correlation coefficient ρ between M200 and pcc (ρM,pcc), M200 and σ off (ρ M,soff ), c200 and pcc (ρc,pcc), c200 and σ off (ρ c,soff ) using the covariance and standard deviation extracted from the trace of each parameter, finding ρM,pcc = −0.60, ρ M,soff = 0.27, ρc,pcc = −0.56 and ρ c,soff = 0.20. Both the 2D posterior distributions and the correlation coefficients support a strong correlation of M200, c200 with respect to pcc, while the correlation with σ off is weaker.
The parameters c200 and pcc influence the very central region of the density profile, and are therefore degenerate. Mass impacts the profile on all scales and presents the most important degeneracy with pcc, which can be explained by the influence of pcc also on intermediate scales, up to a radius of ∼ 0.7 Mpc (as can be seen from the off-centred component represented by the magenta line in figure 6 ).
Finally we note that constraints obtained by the two background selection methods, the colour-magnitude decision tree and the photometric redshift point estimator, are in good agreement (see Appendix A2 for the results based on the photo-z point estimate analysis and a comparison between the ∆Σ+ profiles). The difference between the best-fit values of M200c and c200 is negligible when compared to the total error, demonstrating that the results are valid within the two methods. The agreement between the two selection criteria is also a strong evidence that the residual noise bias in the self-calibrating lensfit is not affected by the photometric redshift or colour-magnitude cuts.
Impact of the off-centring priors
Given the degeneracy between M200, c200 and the offcentring parameters we explore the results derived when adopting different priors for pcc and σ off as well as for fixed values to check the impact on M200 and c200. We first fix the pcc value to be equal the expectation value given by redMaPPer for our sample, Pcen = 0.82, and σ off = 0.42h −1 M pc, where the choice of this value comes from the literature (Johnston et al. 2007; Oguri et al. 2010) , letting the parameters M200 and c200 be constrained by our data. We then use the fixed value of pcc = Pcen = 0.82 and let σ off be constrained by the data, adopting a flat prior in the range 0.01 -0.8. Finally we set both pcc and σ off as free parameters with a flat prior in the range of 0.5 -1 and 0.01 -0.8, respectively. Table 5 summarises these results, given by the 16th, 50th and 84th percentiles of the samples.
We see that the best-fit values for mass and concentration for different approaches on the off-centring formalism agree within 1σ with the results constrained by the full Mode of the 1D distribution 6.6 3.6 0.8 0.36 Gaussian approximation 6.6 ± 1.1 3.8 ± 0.6 0.79 ± 0.09 0.38 ± 0.08 Rykoff et al. (2016) . When fixing pcc and σ off and for a fixed pcc with σ off as a free parameter we recover the constraints on M200 and c200 in good agreement with the values derived by the full model, while the errors decreases by 15 − 20%. For flat priors on pcc and σ off we recover a lower fraction of correctly centred clusters and a higher off-set scale, implying in higher values of mass and concentration for the same sample with errors significantly increased by ∼ 50 − 100%.
We note that for pcc = Pcen = 0.82 and σ off following a flat prior we recover a marginally larger off-set scale (σ off = 0.57
−0.20 h −1 M pc compared to 0.42h −1 M pc when fixing the parameter and to σ off = 0.38
+0.09
−0.08 h −1 M pc for the full model), but this has a negligible impact on M200 and c200. This result together with the correlation seen from the 2D posterior distributions indicate that the main degeneracy is between the density profile parameters and pcc, with a weaker dependence on the off-set scale σ off : the suppression in the inner part of the profile is attributed to a large fraction of miscentred halos leading to a over-correction of the off-centring effect, which in turn allows for higher values of M200 and c200.
Impact of the stacking procedure
In this work we opt to do a single fit of a stacked profile instead of fitting individual clusters (with or without the use of relations that would decrease the number of free parameters). However, we want to compare our data with models of several individual clusters following a mass distribution and presenting a intrinsic scatter in concentration for a fixed mass. To check whether or not we introduce a bias in our results by stacking the clusters we perform simulations. We did 1000 iterations (k = 1, ..., 1000) of the following procedure: (i) Given the i = 1, .., 27 observed richness of the clusters (λi) we draw a cluster mass Mi from the Simet et al. (2016) mass-richness relation with 0.25 dex intrinsic scatter.
(ii) From this mass Mi and the individual cluster redshift zi, we draw a concentration (ci) using the Dutton & Macciò (2014) relation with 0.1 dex intrinsic scatter.
(iii) With Mi, ci and zi we create an artificial differential surface mass density profile ∆Σi(r) for each cluster.
(iv) We stack the 27 individual ∆Σ profiles and fit it using the same covariance matrix derived earlier, thus obtaining a pair of M f it and c f it values.
(v) We compute the mean M k , c k of the input parameters Mi, ci, weighted by the lensing weight w ls (eq. 21).
We then compare by how much M f it , c f it deviate from the weighted-mean of the true input parameters M k , c k on average and in terms of rms.
Averaging over the 1000 realisations, the offset between the natural logarithms of the true weighted-mean mass to the fitted mass, ln(M k )−ln(M f it ), is +0.016. In terms of rms the values deviate by 0.018. The true weighted-mean concentration differs from the mean fitted concentration, c k − c f it , by +0.12, with rms of 0.13 over all realisations. Evaluating the concentration for the true weighted-mean mass at the mean redshift of the stacking (z = 0.50) using the Dutton & Macciò (2014) relation gives a value that differs from c k by −0.05 and from c f it by +0.07.
From these simulations we found no evidence that the stacking procedure brings about a bias as the offsets are consistent with zero, given the scatter (+0.016 ± 0.018 in mass, +0.12 ± 0.13 in concentration). Comparing the rms from these simulations to our 1σ confidence level from the Bayesian stacked analysis ( Table 4 ) we found that the latter is about one order of magnitude larger for the mass and 5 times larger for the concentration then the former. We thus conclude that any bias introduced by the stacking procedure (less than 2% in mass) should be negligible compared to the statistical plus systematic (from shape and redshift measurements) uncertainties (∼ 15% in mass).
Comparison with other studies
In this section we compare our sample and the results constrained by our data to other observational studies. We also analyse the performance of different numerical simulations in predicting our observed concentration.
We found that the impact of selection effects in our c-M results are likely subdominant compared to the statistical uncertainties. Our Bayesian analysis results in errors of the order of 12 − 15% in mass and 15 − 20% in concentration. From simulations presented in the literature we know that: X-ray selection can cause a bias of ∼ 10% in c (Meneghetti et al. 2014) , caused by the large fraction of relaxed systems; an optically selected sample leads to overestimated richness due to orientation bias, and the WL masses estimated for a stacked optically selected sample has a positive bias of 3−6% (Dietrich et al. 2014) , and likely a bias in c. The estimation of the factor that would arise for our sample selection is outside the scope of this work, but we assume that it would be smaller than what was found in Meneghetti et al. (2014) , since the X-ray data we select on is more noisy and thus less constraining. We can expect that our richness selection could contribute to the final selection bias, but also only at the few percent level. From these numbers we assume that the possible shift in our c-M relation caused by selection effects is encompassed within our confidence levels, thus making the comparison between our results to other observational studies and numerical predictions valid.
The comparison samples
An interesting observational result to be compared with our work due to the similarity in the mass range but in a lower redshift interval is the study conducted by the LoCuSS collaboration Okabe & Smith (2016) : the samples contain high mass galaxy clusters at the given redshift interval (z = 0.50 for the CODEX sample andz = 0.23 for the LoCuSS). The LoCuSS mass-concentration relation was derived for a stacked sample of 50 individual X-ray selected clusters based on RASS catalogues, satisfying the criteria 0.15 z 0.3 and LX /E(Z) > 4.1 × 10 44 erg s −1 , with LX in the 0.1 − 2.4 keV band. Because no other physical property of the clusters enters in the selection function besides LX the authors argued that the estimated c-M relation should be unbiased.
The CLASH collaboration (Umetsu et al. 2016) determined the mass-concentration relation based on strong and weak lensing and magnification measurements for a subsample of 16 X-ray regular and 4 high-magnification clusters taken from the CLASH sample described in Postman et al. (2012) . This initial CLASH sample comprises 20 clusters with X-ray temperature > 5keV and showing a smooth Xray morphology, with no lensing selection. From their X-ray regular sample we have selected the six higher redshift clusters, spanning a range of 0.391 < z < 0.696, and the stacked density profile of the 16 X-ray regular clusters withz = 0.35. For the last we have selected the model assuming a NFW description for the main halo and the large-scale structure contribution with the bias b h (M) as a scaling factor. Numerical simulations for the CLASH sample have found that the X-ray selected sample is mainly composed by relaxed halos (Meneghetti et al. 2014) , and for the most regular halos the concentration is about 11% ± 3 higher than the average over all simulated halos. A better agreement between the observed concentration-mass relation and numerical simulations is achieved when selection effects are taken into account.
The LoCuSS and CLASH studies applied conservative cuts to select background galaxies, controlling the contamination at the ∼ 2% level. By controlling the contamination to the few percentage level they decided to not include a statistical correction factor that takes into account dilution effects, the so-called boost factor. This correction assumes that the background number density profile should be flat and neglect magnification effects that can cause enhancement or depletion of this profile (Umetsu et al. 2014; Okabe & Smith 2016) . We note that we also choose to apply a conservative cut and do not include the boost factor in our analysis.
Another similarity between the three samples is the adopted cluster centres corresponding to the BCG. Figure 8 shows the distributions of X-ray luminosity with redshift for our 27 CFHT WL clusters, for the LoCuSS and for the CLASH samples. The top panel shows the LX corrected for the redshift evolution by the factor E(z) = H(z)/H0 while the lower panel shows the uncorrected LX . Our sample has on average lower values of corrected LX but similar values of uncorrected LX compared to the LoCuSS sample while CLASH probes higher LX clusters.
To produce the comparison plots we first match the LoCuSS and CLASH clusters position to the CODEX SDSS redMaPPer catalogue and use our estimate of LX when available; we found 36 matches for LoCuSS and only 5 for CLASH, as most of them come from the southern hemisphere. Notwithstanding we do not expect a substantial difference in the luminosity distribution caused by the inclusion of different sources, as Lx estimates between different missions agree to within 10%, typically, e.g. Zhang et al. (2004) .
We also make use of the X-ray catalogue MCXC (Piffaretti et al. 2011), which is based on publicly available ROSAT cluster catalogues, to check the homogeneity of the data. The MCXC catalogue has data homogenised to an over-density of 500 and comprises a sample large enough for statistical studies. The MCXC catalogue is part of the full CODEX sample. We match the positions and compare the L500 X-ray luminosities presented in this catalogue with our estimate of L 0.1−2.4keV in figure 9 . The values are close to a one-to-one relation (red line) for most of the points, indicating that our luminosity estimates are homogenised as well and compatible with other luminosity estimates for ROSAT cluster catalogues.
We obtain a richness estimate for the comparative studies using the matched position of the LoCuSS and CLASH clusters to the CODEX catalogue. The richness distributions are shown in Figure 10 .. The richness distribution of our sample is similar to the LoCuSS distribution with the difference that we applied a cut for λ > 60. The LoCuSS sample has on average higher corrected LX but it contains a number of lower richness systems.
Comparison between observed masses and concentrations
In figure 11 we compare our best-fit values for the mass and concentration with the results from the LoCuSS stacked sample and with the high-z individual and stacked CLASH sample. These results show that the observed concentration for clusters in the mass range of 5 × 10 14 M < M200c < 10 15 M is around c = 3.7 with no clear dependence on redshift for the range probed by the samples (0.2 < z < 0.6).
We obtain a comparable (marginally larger) value of mass with the LoCuSS result. If a richness cut similar to the one adopted in this work is applied to the LoCuSS sample (Okabe N. 2016 private communication), meaning a stacking of clusters with λSDSS 60, the LoCuSS bestfit mass value is increased from 6.37 sample are consistent with the higher richness, with the caveat that we sample only a small fraction of the CLASH sample on richness measurements, and with the higher X-ray luminosities.
Regarding the concentration we could expect a sign of evolution with redshift: numerical simulations predict a weak dependence of the concentration with the halo redshift, decreasing for higher-z at a fixed mass. This evolution is not apparent in the comparison between our analysis and LoCuSS as both samples statistically show the same value of concentration, a result that favours very little or no evolution for the concentration between z = 0.2 and z = 0.5.
There are some differences between the modelling adopted in this work with the one adopted by LoCuSS that are worth noting. In Okabe & Smith (2016) the shear profile modelling includes three mass components: a central point mass associated with the BCG, the main halo described by an NFW profile and the two-halo term. In our halo model we describe the signal as a result of three components: the main halo, characterised by a NFW profile, an off-centering component and the two-halo term. The differences in the two approaches may imply in differences in the concentration estimates: a misidentified centre suppresses the shear signal in the central region reflecting in a lower value of concentration whereas an over-correction of the off-centring effect will result in a higher concentration, and the inclusion of a central point mass can also lead to a lower concentration for a given observed profile (Umetsu et al. 2014) .
The CLASH stacked concentration value is very close to our result, while the mass is higher. Ignoring the weaker dependence of c on z, the expected relation between concentration and mass predicts a decreasing c with increasing Mthough some studies, e.g. Prada et al. 2012 , found an upturn in the relation. The selection of relaxed halos could change this relation for the CLASH sample, as argued in Meneghetti et al. (2014) , leading to higher concentration values.
When comparing our result with the individual CLASH cluster measurements at a similar redshift range, our concentration value is compatible within 1σ with all their constraints but the lowest mass system at z = 0.45. While there is a trend of lower values of concentrations for higher masses when we look at the individual CLASH measurements, the inclusion of our constraint favours a flatter slope.
The model adopted for the CLASH sample (Umetsu et al. 2016) does not take into account the uncertainty in the cluster centre, which is assumed to be the BCG. It was argued that the typical offset between the BCG and the Xray peak is negligible if compared to the radial range for the mass measurments.
Concentration-mass relation from simulations
We now turn our attention to the comparison of our results with the predictions from numerical simulations. Studies based on simulations have derived different relations for predicting the concentration of a dark matter halo given a mass and a redshift. We choose five different relations based on N-body cosmological simulations for this comparison, briefly described below. Duffy et al. (2008) used the GADGET2 (Springel 2005 ) code assuming the WMAP5 cosmology, fitting both NFW and Einasto profiles to the detected halos in the range 0 < z < 2. They found that the concentration decreases with mass and redshift, but for high redshift (z = 2) this dependence on mass is less pronounced. When computing the relation for our sample we made use of the fitting formula for the NFW profile, full sample with ∆ = 200. Prada et al. (2012) has derived halo concentrations using the ratio between the maximum circular velocity to the virial velocity (Vmax/V200), modelling halos with a NFW profile. The study was based in the MultiDark, Bolshoi (Klypin, Trujillo-Gomez, & Primack 2011), Millennium I and II (Springel 2005 ; Boylan-Kolchin et al. 2009) simulations in a redshift range of 0 < z < 10. The first two used WMAP5 and WMAP7 cosmological parameters while both Millenium simulations adopted WMAP1. They found an upturn in the c-M relation for increasing halo masses at high redshift.
Performing simulations with the PKDGRAV code (Stadel 2001) and adopting the Planck cosmology, Dutton & Macciò (2014) derived a c-M relation for halos in the range 0 < z < 5. Density profiles were fitted to both NFW and Einasto models, with concentrations determined through these two profiles and also using the Vmax/V200 ratio considering a NFW profile. They also have found an upturn at z = 3 when using Vmax/V200 for measuring concentrations, but argued that this estimator is more sensitive to unrelaxed halos (Ludlow et al. 2012) , so care must be taken when interpreting the upturn feature. When using concentrations calculated from the NFW the derived relation is flat, and for the Einasto profile the slope of the relation is negative. Results for concentration are 20% higher when adopting the Planck cosmology instead of WMAP1 values. We used the slope and zero point parameters derived for M200 and c200. Diemer & Kravtsov (2015) studied the relation between concentration and peak height, the c-ν relation, for dark matter halos in ΛCDM and self-similar cosmologies. Most of the analysis was based in simulations consistent with WMAP7 cosmology. The concentrations were estimated by the ROCKSTAR halo finder (Behroozi, Wechsler, & Wu 2013) which fits an NFW profile to mass distributions. They found an upturn at high ν argued to be associated with a higher fraction of unrelaxed halos, and a minimum concentration value that is dependent on redshift. We adopt the reported median of the best-fit parameters and the power spectrum from CAMB to compute it and plotted the relation in terms of mass instead of peak height. Klypin et al. (2016) used the suite of MultiDark simulations with different cosmological parameters to study dark matter halos. Fits to the density profiles were done using NFW and Einasto profiles with concentrations derived from the two profiles and from the ratio Vmas/V200. They also have found an upturn in the c-M relation for massive halos at z = 3, speculating that this can be caused by the fact that the peaks in the Gaussian density field associated with the most massive clusters tend to be more spherical (Doroshkevich 1970; Bardeen et al. 1986 ).
We derived the expected values of concentration predicted by each of the chosen numerical simulations at the mean redshift of the sample (z = 0.50). Based on the results from simulations described in section 4.6, we found no evidence that the stacking procedure creates a non-negligible bias in the effective mass and concentration derived from our regression. We compared our constraints to a mean mass and concentration for a population of cluster following the same richness and redshift distributions as our sample. The result shows that measurement errors and statistical uncertainty are dominant. Therefore we assume that we can compare our stacked mass and concentration best-fit values and confidence interval to the theoretical predictions. Figure 12 shows that all relations can predict our observed concentration within 2σ. The more recent relations from Dutton & Macciò (2014) , Diemer & Kravtsov (2015) and Klypin et al. (2016) Duffy et al. Prada et al. 2012 Dutton & Maccio 2014 Diemer & Kravtsov 2015 Klypin et al. 2016 This work Figure 12 . CODEX best-fit mass-concentration relation with the 1 and 2-sigma confidence levels. The lines represent the mean mass-concentration relation derived from different numerical predictions calculated at the mean redshift of our sample (z = 0.50) where c200c is under-predicted by the quoted relation; the prediction for c200c from Prada et al. (2012) is higher for the given mass and redshift, being consistent with our constraint only at the 2σ level, and we note that our result falls in the beginning of the upturn region of their c-M relation for z = 0.5.
We also analyse the expected c-M relation for different redshifts, evaluating the concentration predicted by Dutton & Macciò (2014) using the mean redshift of our sample, the LoCuSS and the CLASH stacked samples. Results are shown in figure 13 together with the best-fit value of each study. The predicted evolution with redshift in the range spanned by the three studies is small and can not be confirmed by the quoted observational constraints. The concentration predicted for the LoCuSS sample is marginally consistent with the 1σ level constrained by the data, while the value predicted for the CLASH stacked sample is in good agreement with their observational result.
SUMMARY AND CONCLUSIONS
We have performed multi-band observations of 27 richness selected galaxy clusters at 0.40 z 0.62 with the MegaCam instrument at CFHT. From this data we produced shear and photometric catalogues used in a weak lensing analysis. The study was based on the stacked shear profile built from the individual clusters and modelled by a threecomponent halo model including the off-centring effect and the two-halo term. This is a five parameters model with the free parameters M200c and c200c related to the main component, described by an NFW profile, the nuisance parameters pcc (the fraction of clusters correctly centred) and σ off (the off-set scale) determining the off-centring correction and the marginalised Sm parameter to account for shape and distance measurement systematics. We select the background population and characterise the redshift distribution using the p(z) derived from a colour-magnitude decision tree. We also applied a 5-band photometric redshift point estimator as a secondary method detailed in the appendix, used to cross check the robustness of the final results. The effective weighted number density of background sources is 6 gal/arcmin 2 and the significance of the lensing signal after stacking the individual clusters is 14σ computed using the full covariance matrix.
We constrain the free parameters through a Bayesian analysis with the parameters space explored by a MCMC algorithm. We let the two density profile parameters M200c and c200c be constrained by our data assuming uninformative priors and modelling the nuisance parameters related to the off-centring correction with priors based on X-ray and SZ data from Rykoff et al. (2016) . The multiplicative parameter Sm follows a Gaussian prior which assimilates the systematic uncertainties from shape and redshift measurements. The observed mass density profile is well described by the adopted halo model.
The best-fit parameters for the stacked cluster sample based on the colour-magnitude decision tree are M200c = 6.6
+0.7 −0.6 , quoted as the median of the posterior distribution with errors given by the interval containing 68% of the points. Results for the off-centring parameters are prior dominated, in particular for the fraction of clusters well-centred pcc where the posterior distribution shows the same mean and width as the prior. The off-centre scale σ off is affected by the data with the posterior presenting a broader distribution (+12%, −30%) and mean value 20% higher compared to the prior, although still compatible with the prior on the 1σ level.
We tested the impact on M200 and c200 resulting from different modellings of the off-centring parameters in the Bayesian analysis. The results given by the full model with off-centring priors based on observational data, when adopting flat priors and for fixed values of pcc and σ off are in agreement within the 1σ level. An uninformative prior for the offcentring parameters -specially for the parameter describing the fraction of clusters correctly centred pcc -can lead to an overestimation of the off-centring effect and consequently to a bias toward higher values of the density profile parameters and a steeper concentration-mass relation, in agreement with what was argued in Du et al. (2015) . To minimise this effect we consider a suitable approach to use the information about the goodness of the halo centred when available, as given by the redMapper parameter Pcen. We found that the redMaPPer expectation value for the fraction of well-centred halos for our sample is in agreement with the best-fit value of pcc modelled by the adopted prior based on the observational results from Rykoff et al. (2016) .
The results constrained by the two background selection methods are in good agreement (see Appendix A for the photometric redshift point estimator analysis). There is no evidence of systematic differences between the measurements based on the 5-band photometric redshift point estimator and on the p(z) distribution derived from the colourmagnitude decision tree, except potentially in the innermost part, where contamination by cluster member galaxies is significant. We consider the colour-magnitude decision tree to be a more robust method as it is based on deeper photometric information from the reference catalogue (including NIR), it uses the full p(z) information, it allows a more careful background selection and provides a better control over the systematic uncertainties. We note that the decision to apply a very conservative cut when selecting the background population, in order to avoid contamination by clusters members and foreground galaxies, leads to a lower background density compared to the photometric redshift point estimator cut. The good agreement between the methods however indicates that the photometric redshift approach appears to lead to no significant contamination by foreground or cluster member galaxies and that the final bias due to scatter in the photo-z estimates plays a smaller role than what would be expected from the worst case simulations.
When comparing our best-fit values for M200 and c200 with the stacked results presented in Okabe & Smith (2016) (LoCuSS) and Umetsu et al. (2016) (CLASH) we found no evidence for a evolution in the concentration-mass relation between the mean redshift of the samples,z = 0.50,z = 0.35 andz = 0.23 respectively. Differences in the halo model adopted for each analysis could partially explain this fact as well as selection effects, which could affect especially the CLASH sample. We note, however, that the expected evolution for the concentration between the given redshifts and X-ray related selection biases on c are small and falls within our 1σ confidence level. Umetsu et al. (2016) (CLASH) found a higher value of mass for the stacked sample, compatible with the average higher X-ray luminosity of their systems. The mass constrained for the stacked sample in Okabe & Smith (2016) (LoCuSS) is comparable to our result, where we have obtained marginally larger values of mass. This result is surprising given the expected evolution of the LX -M relation. The similarity of the mass range and mean LX between the CODEX and LoCuSS samples suggests either that the evolution of the Lx-M relation is shallower than self-similar, or that there is an evolution in the scatter (Mantz et al. 2016a ). Detailed X-ray studies would help to investigate the origin of the apparent lack of a strong evolution in LX for the mass range probed by CODEX and LoCuSS.
A comparison between the luminosity distributions in figures 1 and 8 shows that by applying a LX cut, as done by LoCuSS, one samples only a small part of the full LX distribution given the richness range, corresponding to the highest-LX systems. Also from the full CODEX luminosity distribution (figure 1) we see that the average and the scatter on LX are not constant with redshift, with lower z systems spanning a larger range of LX and having on average lower value of LX . Mantz et al. 2016a discussed the evolution of the scatter in X-ray luminosity pointing to the late assembly of dense, bright cores as an explanation for the decreasing scatter with z. Numerical predictions based on N-body simulations for the concentration-mass relation are in agreement with our observational result within the 2σ confidence level. For each numerical simulations we calculate the expected concentration given a mass range at the mean redshift of our sample. The expected value of concentration given by Duffy et al. (2008) is marginally consistent with our 1σ level, tending to predict a lower value of concentration. The concentration derived from Prada et al. (2012) is too high and consistent with our observational result only at the 2σ level. The more recent relations derived in Dutton & Macciò (2014) and Klypin et al. (2016) and the relation between concentration and peak height (c-ν) presented in Diemer & Kravtsov (2015) are in good agreement with our best-fit values. We conclude that the relations derived in Dutton & Macciò (2014) , Diemer & Kravtsov (2015) and Klypin et al. (2016) are a good description of our data and can be used to predict concentration values for individual CODEX weak lensing mass measurements, which in turn will be used to derive the CODEX scaling-relations.
In this section we perform the WL analysis based on the photometric redshift point estimator. We follow the same steps described in section 4, with the difference that we do not include the parameter Sm as we are not able to quantify the systematic uncertainties from this method. Although the photo-z point estimator cut is considered to be more sensitive to systematics due to the scatter in estimates, being affected by foreground and cluster members contamination, we find a good agreement with the results from the conservative colour-magnitude decision tree method.
A direct evaluation of the photometric redshift accuracy is not possible due to lack of a representative spectroscopic sample (the SDSS spectroscopic sample is too special for a representative comparison). We therefore estimate our redshift errors based on the results of Brimioulle et al. (2013) , given their analysis considered a similar field (CFHTLS wide) observed with same instrument and filter set and using the same template fitting code (Bender et al. 2001) for the photometric redshift estimates. They found for the faintest galaxies (22.5 mag i 24) an outlier rate of η ∼ 5% and a photometric redshift scatter of ∆ z/(1+z) ∼ 0.05.
To select the background sources based on the 5-bands CFHT photometric redshift point estimator we apply a cut following the prescription detailed in Brimioulle et al. (2013): 1.1z cluster + 0.15 < z gal < 2, where z cluster is the spectroscopic redshift of each cluster and z gal is the photometric redshift assigned to each galaxy in the field. This criterion is motivated by the results from simulations performed in Brimioulle et al. (2013) : when converting the shear profile to a mass density profile, the fractional error depends on the ratio between the error and the value of the critical density (eq. 20). Adopting Gaussian errors of 0.05(1 + z) for the photometric redshift in the simulations, they found that this ratio is below 0.3 if z gal > 1.1z cluster + 0.15 and z cluster > 0.05. Applying this criterion leads to a background population with β > 0.1; by excluding background galaxies close to the cluster redshift (and therefore β < 0.1) we avoid the low signal-to-noise shear signal which can also be contaminated by cluster member galaxies. The higher cut is applied to eliminate less reliable photometric redshift estimate. For z gal > 2 we may select a population containing foreground objects scattered to the background. In addition we expect, due to this cut, a systematic error of less then 2 per cent which we confirm by simulations, as discussed in Section A1.
A1 Photometric redshift systematics
Photometric redshift errors can affect the result of weak lensing analyses. Already symmetric photo-z errors without bias can impose a bias on the measured weak lensing mass. We therefore create simulated weak lensing catalogues in order to estimate to which extent the result might be affected. For this we use the known cluster and background positions and assume the measured photometric redshift to be true. This enables us to calculate the expected analytical weak lensing shear for our background objects. In the next step we add a symmetric photometric redshift scatter to the original values to simulate photo-z errors and reanalyse the obtained simulated sample. We used several modellings for this photo-z scatter (constant scatter for all objects of 0.03(1 + z) or 0.05(1 + z), respectively, but also a progressive scatter function being 0.03(1 + z) for objects with i 22.5 and increasing to 0.1(1 + z), taking into account the photometric redshift error typically increases with decreasing signal-to-noise).
Depending on the modelling we observe mass biases from around 5 per cent up to values of 20 per cent in the worst case. However, it is not trivial to obtain the correct modelling function, since the redshift uncertainties are simultaneously functions of galaxy magnitude, redshift and spectral type. So in general the redshift accuracy deteriorates for fainter, bluer and more distant galaxies.
A2 Results
We now present the results for the Bayesian analysis based on the photometric redshift point estimator method. We follow the same approach described in section 4, first stacking the 27 clusters and then modelling the shear profile with three components, using the same covariance matrix and Figure A1 . Aperture mass significance map for the stacked cluster derived for the point estimator photometric redshift method.
profile fitting. The only difference is the absence of the multiplicative parameter Sm now, as we are not able to characterise the systematic uncertainty from the photo-z point estimator selection.
The aperture map for the stacked sample, calculated as described in section 4.1, is shown in figure A1 . The significance peak of the aperture mass is 20σ. Using the full covariance matrix we detect the signal with a S/N of 13σ (eq. 40). Figure A2 shows the observed density profile (red dots) with errors given by the square root of the main diagonal of the covariance matrix and each individual component as well as the final profile given by equation 23. The grey lines show 100 random MCMC realisations exemplifying the parameter space explored by the fitting.
In table A1 we quote the median and the interval containing 68% of the points from the posterior probability distribution of the MCMC chains. We also present the mode of the distributions and the values given by a Gaussian approximation. Figure A3 shows the 1 and 2D posterior distributions of the free parameters.
This result is in good agreement with the one constrained by the colour-magnitude decision tree (should be compared with table 4), with no evidence of a pronounced bias caused by the point estimator cut. The density profiles derived from each method are consistent within the uncertainties, as can be seen in figure A4 . The photo-z point estimator method shows a tendency to be smaller on small scales (< 500 kpc), where one would expect the leakage of cluster galaxies into the background sample to be most severe. The conservative cut applied to the colour-magnitude method is more robust in excluding these cluster galaxies.
APPENDIX B: BACKGROUND POPULATION PROPERTIES
We present the properties of the background galaxies selected by the two methods, the colour-magnitude decision tree and the photometric redshift point estimator, for each cluster in Table B1 . Note that the colour-magnitude decision tree gives higher values of the lensing quantity β and a Figure A2 . Stacked tangential shear profile of the 27 clusters based on the photo-z point estimator method, in units of projected mass density, with 100 randomly selected MCMC realisations to sample the ∆Σ total variance (grey lines). Each component of the fitted halo model, as well as the total signal, is plotted separately. The lower panel shows the cross component of the shear signal, used to check for systematics.
median redshift of the sources that is also higher compared to the photo-z method, whereas the number (N bg ) and the weighted number density (N eff ) of background galaxies is lower. These numbers reflect the very conservative criteria adopted for the colour-magnitude decision tree method in order to better control the systematic uncertainties arising from contamination of the source sample by cluster member and foreground galaxies. 
