Abstract-One proven solution to improve the reliability of a wireless channel is to use relays. We focus on the estimate-andforward (EF) relay protocol where the relay node estimates the source symbol and then forwards it to the destination. We assume the soft information sent by the relay is the expected value of the symbol transmitted by the source. With bit-error-rate (BER) as a metric, we show that EF outperforms other common relay protocols, in a pathloss model for the cooperative three node wireless network. We use a linear piecewise approximation of the soft information to make the MAP detector tractable and reduce computational complexity.
I. INTRODUCTION
A solution to improve communication between a source (S) and a destination (D) pair is to use the aid of a relay (R), as presented in Figure 1 . This "three terminal communication channel", first introduced in [1] , is the fundamental scheme in cooperative communications. Within the literature there are several approaches to investigating the relay channel. Such approaches include information theoretical analyses like achievable rates, capacity improvements and diversity gains, as in [2] , [3] . However analyzing symbol error rates has received little attention in the literature.
A relay protocol is defined by the different processing of the received signal at the relay denoted as the relay function f (y SR ). Two relay protocols have been proposed by Cover and El Gamal in [2] . These protocols are decode-and-forward (DF) and estimate-and-forward (EF). Another important one, called amplify-and-forward(AF) has been well investigated by Laneman in [6] - [8] and others [9] - [11] .
Pioneering contributions in EF relaying were made by Abou-Faycal and Médard in [12] . The authors considered a network topology similar to the one in Fig. 1 , but with no direct link S to D. They assumed channel state information at each receiver (CSIR at R and D) and assumed that S to R channel state is known at the receiver D. With these assumptions, they found the optimal relay function that minimizes probability of error to be the Lambert W, which is defined as the solution to W (x)e W (x) = x. The results were derived for uncoded antipodal signaling in additive white Gaussian noise (AWGN) and the function is indeed non-analytical requiring analytical approximation or table look up.
B. Aazhang is also the Finnish Academy Distinguished Professor (FiDiPro) at the Center for Wireless Communication, University of Oulu, Finland. This work is partially supported by NSF grant no. CNS-0832025 and by Nokia through a research contract with Rice University. On a similar setup, Gomadam and Jafar in [13] proved that forwarding minimum mean squared error (MMSE) estimate maximizes the generalized signal to noise ratio (SNR) at the destination. They extended the network topology to ones involving multiple relays, but without exploiting the direct link between S and D. In [14] , they also showed that MMSE estimate is capacity optimal, for BPSK modulation in a two hop relay network.
For the two way relay channel, with a direct link and binary antipodal signaling, Cui et. al, in [15] prove that a Lambert W function minimizes probability of error.
In previous works on EF, the relay function depends only on the received symbol and not on previous symbols. This methodology is denoted as instantaneous relaying by Khormuji in [16] , where it is analyzed for the Gaussian relay channel with a direct link and a perfect S to R link.
We argue that in a wireless environment, the direct link may still provide reliable information and warrant processing at the destination. Thus, in this paper we will analyze the performance of the EF protocol when conditional expectation is the relay function in a three node wireless network when using the direct link.
The rest of the paper is organized as follows. Section II introduces the system and channel models. Section III introduces the two most known relaying protocols AF and DF. In Section IV, the EF relaying protocol with conditional expectation as soft information is presented. Next we propose a solution to overcome the need of a numerical density. Simulation results are presented in Section IV, and conclusions are drawn in Section V.
II. SYSTEM MODEL
The network model we investigate is the pathloss model applied to the three node wireless network (see Fig. 2 ). The relay is situated on the direct line, in-between source and destination. We normalize the distances in the network so that the S to D distance is one. The source symbol is represented by x, while h represents the channel gain on a given link and y denotes the received signal at a node. The received signal at R from S is denoted by y SR , and y SD and y RD are defined accordingly. The links are degraded by AWGN denoted by n ∼ N (0, 1), and we also assume CSIR. We denote by the Q-function the following:
2 dw. The system is described as follows:
where d is the normalized distance between S and R, and α is the pathloss exponent. Our focus is on uncoded binary-phaseshift-keying (BPSK) modulation. We assume fixed transmit power for the source, P S and relay P R , and their sum is equal to the source transmit power in a S to D only model, that is, the single link model with no relays. All three nodes use one antenna to transmit, respectively receive. The relay works in half-duplex mode, it will not receive and transmit at the same time. This assumption implies that it will take two time slots to complete transmission from S to D. In the first time slot, S transmits, while R is silent and both R and D receive the signal. In the second time slot, S is silent and only R transmits the soft information to D. Once the two signals (y SD , y RD ) are received at D, a maximum a posteriori probability (MAP) detector will be used to decide which symbol has been sent. Due to the assumption that the noise samples at the two time slots at the destination are independent, which implies instantaneous relaying as denoted in [16] , the MAP decision is given by:
where x D denotes the final decision at the destination. For the rest of the paper, we will ignore the subscript of the density, except those cases where the random variable and its realization are different. Applying Bayes' Rule [17] we obtain:
We deal with equally likely symbols, so we can ignore p(x), as it is the same for every symbol x. The decision at the destination is made for given values of y SD , y RD , thus we can also ignore the term p(y SD , y RD ) in (5), which is constant for any value of x. Because we have an instantaneous relaying protocol, the two random variables y SD and y RD given x are independent which transforms (5) into:
We will next focus on the relay protocols and their corresponding relay functions.
III. RELAYING PROTOCOL
The relay function is defined by the "quality" of the signal at the relay.
A. Detect-and-forward
A hard decision is made at the relay when the decode and forward protocol is used, that is f DF (y SR ) = x. Where x represents the detected symbol at the relay. Because we investigate the system for uncoded antipodal signals, the protocol is known as detect and forward. For BPSK modulation, the estimate at D is given by the decision rule:
where the hypothesis H 0 and H 1 are given by H 0 = {Choose x = −1} and H 1 = {Choose x = 1}. As seen from the decision rule, the destination needs to know channel information only for the R to D and S to D links. The quality of the decision made at the relay will affect the overall performance of the system but it is not modeled at the destination (no information about S to R is required at node D).
B. Amplify-and-forward
The AF relay function is an amplification of the received signal, that is, f AF (y SR ) = βy SR , with β the average power constraint coefficient, given by β ≤ PR h 2 SR +1
. Thus it requires more instantaneous power at the relay. Compared to DF, for which the destination is required to know S to D and R to D link characteristics, AF requires the extra information on the S to R link, as seen in the destination decision rule:
From this decision rule, it is clear the destination has to know additional information about the S to R link. Compared to the DF protocol, the AF protocol requires more information about the system at the destination. 
IV. ESTIMATE-AND-FORWARD A. Relay function
While f DF and f AF are well defined, the f EF is any type of additional information R could provide to D to aid the detection. This is often referred to as soft information. We assume the relay function for the EF protocol is the MMSE estimate. That is the conditional expectation of the sent symbol, E[x|y SR ], which for BPSK modulation is:
where k is the average power constraint coefficient, given
. The MMSE estimate is deflection optimal as shown in [18] , which gives another reason for choosing the MMSE as the EF relay function. The relay functions for the three protocols are shown in Fig. 3 . Here ideal EF denotes the EF protocol with conditional expectation as the relay function.
The quality of the S to R link has a great influence on the performance of the EF protocol. As seen in Figure 4 , for a lower value of the SN R SR , the EF relay function looks similar to the AF one. While for higher values of the SN R SR , the EF relay function becomes very steep and more similar to the DF hard decision relay function. Thus, as we shall see in the simulation results, we expect that for a good S to R link, EF will perform as DF and for a degraded S to R channel, the performance of the system will be similar to AF.
The MAP detector at the destination requires the density p(y RD |x). From (3), this density function is the convolution of the density of the relay function p(f EF (y SR )|x) and the Gaussian density of the noise, p(n RD |x). For BPSK modulation and AWGN, the density of the conditional expectation has a finite support and its analytical form is given in (10) . But, there is no analytical form for the convolution and therefore not for the detector at the destination. With a numerical approximation of the density p(y RD |x = 1), the detector at destination can be reduced the most to: To use such a detector, the destination will need to know information about the R to D and S to D links. Additional to this information, it will need to know extra information about the S to R link, similar to the AF protocol. This information is embedded in the density p(y RD |x), and models the quality of the S to R channel. The detector at the destination uses the numerical approximation of the density p(y RD |x), making this approach less appealing for a practical implementation.
B. Piecewise linear approximation
The solution we propose to overcome the need of a numerical density function is to use a piecewise linear approximation of the conditional expectation. In this case, the soft information the relay will send is formed of multiple linear functions :
Where k is the transmit power constraint coefficient,
and for i ∈ (2, n+1), the coefficients a i and b i of the segments are dependent on
and f EF (y i ) as follows:
In (12), (13) and (14) the points y i−1 and y i belong to the set of n points {y 1 < y 2 < · · · < y n } on the real line, called knots (see [19] , lecture 11). The knots are chosen to minimize the L 1 norm :
The accuracy of the approximation depends on the number of knots chosen. The relay function f lin (y SR ) is shown in Figure  3 , for four knots (or five segments) approximation. Compared to the conditional expectation, this relay function requires less resources, because it is just a linear transformation of the received signal. Due to the linearity of the approximation, the relay function maintains the Gaussian property of y SR . The received symbol at the destination becomes:
with i ∈ (2 . . . n). Due to the assumptions that the system uses instantaneous relaying and that the relay function f lin (y SR ) is deterministic, the density p(y RD |x) is given by:
The symbol y RD has specific forms for different regions with respect to y SR , as seen in (16). This imposes a similar form for the density of y RD given that y SR is known. When the noise is AWGN this density is:
where the mean of the Gaussian densities m i is given by:
Having the form of p(y RD |y SR ), and knowing that p(y SR |x) ∼ N (h SR x, 1), we can calculate the analytical form of the density p(y RD |x), that follows from (17):
The final form of this density is given in (21), where B i and C i denote functions of y RD and x as shown below:
The destination will need to be synchronized with the relay such that it will know exactly what knots are chosen for the approximation.
The detector for the EF protocol shown in (11) has analytical form and can be implemented with the density of the piecewise linear approximation given in (21).
A higher performance requirement implies the need for a better approximation, which can be obtained for a higher number of knots. However, a higher number of knots increases the complexity of the density and thus of the detector at the destination. Depending on the system requirement, there will always be a trade-off between the complexity of the detector and the accuracy of the approximation.
V. SIMULATION RESULTS
This section evaluates the performance of the proposed relay protocols for the pathloss system model described. Bit-errorrate (BER) is the performance measure. All results presented have been obtained for uncoded BPSK modulation, with same average transmit power used for all protocols, P S = 1 for the source and P R = 1 for the relay.
Results on the EF protocol with conditional expectation as the relay function were obtained for a numerical density p(y RD |x). This convolution has been obtained through simulations as shown in Figure 5 . The shape of the density is directly influenced by the position of the relay relative to the source and destination. The closer the relay is to the source, the more Gaussian the density becomes as seen for the densities for d = {0.37, 0.46}. While the further the relay is from the source, it takes the form of a heavy tail density and it losses the Gaussian look, for example the density plotted for d = 0.75. As it can be see in the detail of the Figure 5 , beside the heavy tail form, this density also seems to have a bump. This form of the density motivated the search for an approximation, which came from using the piecewise linear approximation.
In Figure 6 , the BER for the presented protocols has been plotted on a logarithm scale axis versus d -the relative distance between source and relay. These results confirm the intuition suggested by the behaviour of the EF relay function -f EF , seen in Figure 4 . For a good channel S to R, which means the relay is closer to the source (d ∈ (0, 0.6)), EF performs as well as DF. When the S to R channel is not so good, meaning the relay is closer to the destination (d > 0.6), EF behaves like the AF protocol. Thus, with only one scheme, the system performs as well as the best of the two possible schemes.
The curve EF linear, seen in Figure 6 , denotes the EF relaying protocol with the relay function f EF , but the density used for the detector is the one obtained for the piecewise linear approximation. The density p(y RD |x) used for the BER curve for the EF linear was obtained for a piecewise linear approximation with four knots (or five segments). By using such an approximation, the performance of the system maintains a similar behaviour to the one of EF with the detector specific for the conditional expectation.
There is a small loss in performance for the case when R is closer to D, when d > 0.7. The cause of this is due to using an approximation of the density p(y RD |x). The performance of the system is strictly related to the accuracy of the piecewise linear approximation used to derive the density of y RD .
VI. CONCLUSION
In this paper we investigated the performance of the EF protocol with conditional expectation as the soft information. In a pathloss model and for BPSK modulation, EF with this type of soft information performs as well as the best of AF and DF. When R is close to S, EF performs like DF, while when R is closer to D, it performs like AF. The convolution of the relayed information and the noise degrading the signal on the R to D channel does not have an analytical form. Because of this, the detector at the destination can be implemented only by using a numerical density. We have shown that such a complex convolution can be avoided by using an approximate density obtained for when a piecewise linear approximation of the conditional expectation is used as the relay function. With this linear approximation, the density of the received symbol at the destination has an analytical form and thus, so does the detector. Simulation results with BER as the performance metric confirmed the theoretical results.
