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IMPLEMENTASI ALGORITMA BACKPROPAGATION 
NEURAL NETWORKS UNTUK PENGENALAN 
WAJAH 3 DIMENSI 
 
ABSTRAK 
 
 
Sistem pengenalan wajah 3 dimensi adalah sistem yang melakukan proses 
pengenalan wajah dengan menggunakan data kedalaman wajah. Data kedalaman 
wajah didapatkan dengan menggunakan perangkat Kinect Xbox One. Aplikasi ini 
digunakan untuk melakukan penelitian terhadap kinerja pattern recognition pada 
jaringan saraf tiruan dalam melakukan pengenalan suatu pola tertentu. Aplikas i 
dibangun dengan menggunakan bahasa pemrograman C# dan menggunakan Visual 
Studio Community 2015. Aplikasi dibangun untuk testing yang dilakukan pada 
platform Windows. Data terdiri atas sepuluh orang dengan setiap orang diambil 
sepuluh wajah sebagai sample. Data training menggunakan delapan dari sepuluh 
wajah untuk setiap orang. Data testing menggunakan dua puluh data kedalaman 
wajah untuk menghitung akurasi. Sistem berhasil diimplementasikan dengan waktu 
pelatihan tercepat 1902 detik dan menghasilkan akurasi 90% dengan menggunakan 
hidden node sebanyak 10 dan learning rate sebesar 0,01. Kecepatan pengenalan 
wajah yang dapat dicapai adalah 42,1445 milidetik. 
 
Kata kunci: Backpropagation, Jaringan Saraf Tiruan, C#, Kinect Xbox One, 
Pengenalan Wajah, Visual Studio Community 2015. 
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IMPLEMENTATION OF BACKPROPAGATION 
NEURAL NETWORKS FOR 3 DIMENSIONAL 
FACE RECOGNITION 
 
ABSTRACT 
 
 
3 dimensional face recognition system is  a system that implements the recognit ion 
process of a face using the depth datas of faces. The depth datas of faces are 
obtained using the Kinect Xbox One device. This application is used to research the 
performance of pattern recognition using neural network in recognizing certain 
patterns. The application is built using C# programming language and by utilizing 
Visual Studio Community 2015. The application is built for Windows platform. The 
data consists of ten people with ten faces from each person as sample. The training 
data use eight out of ten faces for each person. The testing data use twenty 
remaining faces’ depth datas to calculate the accuracy level of the system. The 
system was implemented succesfully with 1902 second as the smallest time 
required for training and 90% accuracy rate by using 10 hidden nodes and the value 
of the learning rate set at 0,01. Fastest face recognition speed is achieved at 42,1445 
milisecond. 
 
Keywords: Backpropagation, Neural Network, C#, Kinect Xbox One, Face 
Recognition, Visual Studio Community 2015. 
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