Recently, Buzzi [1] showed in the compact case that the entropy map f → h top (f ) is lower semi-continuous for all piecewise affine surface homeomorphisms. We prove that topological entropy for the Lozi maps can jump from zero to a value above 0.1203 as one crosses a particular parameter and hence it is not upper semi-continuous in general. Moreover, our results can be extended to a small neighborhood of this parameter showing the jump in the entropy occurs along a line segment in the parameter space.
Introduction
There have been some recent developments in the study of piecewise affine surface homeomorphisms. In the compact case, Buzzi proved that under the assumption of positive topological entropy, there are finitely many ergodic measures maximizing the entropy [1] . He also showed that topological entropy is lower semi-continuous for these maps. The following question was asked by Buzzi: Question: Prove or disprove the upper semi-continuity of entropy for piecewise affine homeomorphisms of the plane.
Our goal is to answer Buzzi's above question in the non-compact case by showing that topological entropy of the Lozi map is not upper semi-continuous at a given parameter. Moreover, our results can be extended to show that there is a line segment in the parameter space along which the topological entropy is not upper semi-continuous.
Let us start with a review of the subject: Piecewise affine homeomorphisms: Let f : R n → R n be a homeomorphism where n ∈ Z + . An affine subdivision of f is a finite collection U = {U 1 , . . . , U N } of pairwise disjoint non-empty open subsets of R n such that their union is dense in R n and f | U i = A i | U i for each i = 1, . . . , N where A i : R n → R n is an invertible affine map. A piecewise affine homeomorphism is a homeomorphism f : R n → R n for which there exists an affine subdivision. Note that U = {U 1 , U 2 } where U 1 = {(x, y) ∈ R | x > 0} and U 2 = {(x, y) ∈ R | x < 0}.
Let us first review some of the results about continuity properties of entropy in different dimensions. Throughout this paper, we will denote the topological entropy of a map f by h(f ).
In one dimension, one can work with piecewise monotone functions. Let I denote a compact interval of R. A map T : I → I is called a piecewise monotone function if there exists a partition of I into finitely many subintervals on each of which the restriction of T is continuous and strictly monotone. Two piecewise monotone maps T 1 and T 2 are said to be ε-close, if they have the same number of intervals of monotonicity and the graph of T 2 is contained in an ε-neighborhood of the graph of T 1 considered as subsets of R 2 . It was proved by Misiurewicz and Szlenk [13] that the entropy map f → h(f ) is lower semi-continuous for piecewise monotone continuous maps. They also gave upper bounds for the jumps up of the entropy. For unimodal maps, entropy is continuous for all maps for which it is positive [12] .
There are also some continuity results in higher dimensions. Let C r (M n ) denote the set of C r self maps of an n-dimensional compact manifold. It is a classical result of Katok [9] that the entropy map is lower semi-continuous for C 1+α diffeomorphisms on compact surfaces. Yomdin [18] and Newhouse [14] proved that entropy is upper semi-continuous in C ∞ (M n ) for n ≥ 1. Combining these two results, one can get the continuity of entropy in C ∞ (M 2 ). This result does not hold for homeomorphisms on surfaces [16] . Also, Misiurewicz [10] constructed examples showing that entropy is not continuous in C ∞ (M n ) for n ≥ 4 as well as examples [11] showing that entropy is not upper semi-continuous in C r (M n ) where r < ∞ and n ≥ 2.
For piecewise affine surface homeomorphisms, the following Katok-like theorem (see [8] ) was given by Buzzi [1] : Theorem 1.1. Let f : M → M be a piecewise affine homeomorphism of a compact affine surface. Let S be the singularity locus of M, that is, the set of points x which have no neighborhood on which the restriction of f is affine. For any ε > 0, there is a compact invariant set K ⊂ M \ S such that h(f |K) > h(f ) − ε. Moreover f : K → K is topologically conjugate to a subshift of finite type.
The lower semi-continuity of the entropy in the compact case follows from the above theorem. This result may also hold in the non-compact case but it requires more work. The goal of this paper is to disprove the upper semi-continuity in the non-compact case by showing a jump up of the entropy in Lozi maps. Our results can be summarized as follows: Theorem 1.2 (Main Theorem). In general, the topological entropy of the Lozi map does not depend continuously on the parameters: There exists some ǫ * > 0 such that for all 0 < ǫ 1 < ǫ * and |ǫ 2 | < ǫ * , (i) The topological entropies of the Lozi maps with (a, b) = (1.4+ǫ 2 , 0.4+ǫ 2 ), h(L 1.4+ǫ 2 ,0.4+ǫ 2 ), are zero.
(ii) The topological entropies of the Lozi maps, h(L (1.4+ǫ 1 +ǫ 2 ,0.4+ǫ 2 ) ), have a lower bound of 0.1203.
In other words, we show that the entropy is zero on the line segment l = {(1.4 + ǫ 2 , 0.4 + ǫ 2 ) : |ǫ 2 | < ǫ * } and it is above 0.1203 for the parameters immediately to the right of that segment.
Topological Entropy
Topological entropy is a quantitative measurement of how complicated a map is.
Definition 2.1. Let f : X → X be a continuous map on a compact metric space (X, d) with a metric d. Two distinct points x, y ∈ X, x = y, are called (n, ǫ)-separated for a positive integer n and ǫ > 0 if there is m ∈ {0, 1,
Let r(n, ǫ, f ) be the maximum cardinality of an (n, ǫ)-separated set U ⊂ X. By compactness, this number is always finite. Define h(ǫ, f ) = lim sup n→∞ log(r(n, ǫ, f )) n . Then topological entropy of f , h(f ) is defined as:
h(ǫ, f ).
Remark: Note that the Lozi map is defined on R 2 which is not compact. To be able to investigate the topological entropy of the Lozi map, we take one-point compactification of R 2 and extend the map continuously to this set. For more details about this continuous extension, see [7] .
Lower Bound Techniques
There are some computer assisted techniques to give rigorous lower bounds for the topological entropy of maps like Hénon [4] and Ikeda [5] . They were first introduced by Zygliczyński [19] and developed in [3] and [2] . There are also more recent methods by Newhouse, Berz, Makino and Grote [15] which give better lower bounds for the Hénon map. Let us review the following ideas which were used in [2] . 
We define a covering relation between two quadrilaterals in the following way (see Fig. 1 ):
Definition 3.1. We say N i f -covers N j and write N i ⇒ N j if:
(ii) For each ρ ∈ [0, 1], there are exactly two numbers t 
If one can show the existence of these quadrilaterals and associated covering relations, they can be used to give rigorous lower bounds for the topological entropy of f :
be continuous. Let A = (a ij ) be a square matrix where 1 ≤ i, j ≤ p and
Then f contains a Cantor set on which it is topologically conjugate to the subshift of finite type with transition matrix A. In particular, h(f ) ≥ log(λ 1 ) where λ 1 is the largest magnitude eigenvalue (λ 1 ≥ |λ j | for all eigenvalues of A).
Note that there is no easy way to detect these systems of quadrilaterals. They are usually found by trial and error. For example, see [2] and [15] .
Discontinuity of entropy for Lozi maps
Buzzi's results [1] about lower semi-continuity of the entropy of piecewise affine homeomorphisms on compact surfaces can not be applied directly to Lozi maps which are defined on the plane. These results should also hold in the non-compact case, but more work is required. On the other hand, nothing much is known about upper semi-continuity. For Lozi maps, there are some monotonicity results (see [6] and [17] ) around b = 0. It is also known that h(L a,b ) depends continuously on the parameters (a, b) at all points (a, 0) where a > 1: First note that h(L a,0 ) = min{loga, log2} for a > 1 as in the tent map. By the monotonicity results in [6] Note that p 1 is a saddle fixed point and v 
Let us call the left and the right connected components of the unstable manifold at p 1 ; W ℓ (p 1 ) and W r (p 1 ), respectively (see Fig. 2 ). We want to show that W ℓ (p 1 ) is attracted by ℓ 1 and W r (p 1 ) is attracted by L(ℓ 1 ). But let us first explain how to conclude the proof of Theorem 4.
. Note that U is invariant by construction and it is simply connected since the complement of U in the extended plane, i.e. M ∪ {∞}, is connected. Also, note that M ∪ {∞} is compact because of the claim that W ℓ (p 1 ) is attracted by ℓ 1 and W r (p 1 ) is attracted by L(ℓ 1 ). This implies U is homeomorphic to the open unit disk (by Riemann Mapping Theorem) which is homeomorphic to R 2 . Since L 4 has no fixed points in U and it is orientation preserving, Brouwer's translation theorem implies that L 4 has no non-wandering points in U. This shows the non-wandering set of L 4 only consists of the fixed points of Fig. 3 ). Note that 
. We want to show that every x ∈ W (so every x ∈ W ℓ (p 1 )) is attracted to ℓ 1 .
Remark: Note that all points in ℓ 1 have a neutral direction (along ℓ 1 ) and a contracting direction with slope −5/2. This gives an immediate basin of attraction up to the interaction with the singularity lines of L 4 . The basin (trapping region) intersects and therefore captures a large part of W ℓ (p 1 ) but not all since that set extends to the left and right. Below, we show that these left and right parts are also eventually attracted to the trapping region. . Let R be the hexagon with vertices R 1 ,F 1 ,R 2 ,R 3 ,F 2 and R 4 . The sides F 1 R 2 and F 2 R 4 are parallel to each other with slope −5/2 and they are stable directions at F 1 and F 2 , respectively. Since R 1 is in the stable manifold of a point in ℓ 1 , it is attracted to ℓ 1 under iterations of L 4 . Similarly, R 4 is attracted to F 2 since it is in the stable manifold of F 2 . So, the quadrilateral with vertices R 1 ,F 1 ,F 2 and R 4 is mapped to thinner and thinner quadrilaterals for which one of the sides is always ℓ 1 = F 1 F 2 . Similarly, the quadrilateral with vertices F 1 ,R 2 ,R 3 and F 2 is mapped towards ℓ 1 (see Fig. 5 ). So, R is a trapping region.
We want to show that all the points in W are eventually mapped into R under forward iterations of 
and the intersection point of W and ℓ c which stays below ℓ c be W ℓc .
W consists of two parts: The line segment which connects W R 1 F 1 and W ℓc and the line segment which connects W ℓc and W R 2 F 1 (see Fig. 6 ). Note that L 4 (ℓ c ) is a broken line that stays in R since ℓ c intersects ℓ c which is a critical line for L 4 . So, all points on the line segment connecting W R 1 F 1 and W ℓc are mapped into R, too. On the other hand, W ℓc is mapped to a point on ℓ c . So, the line segment connecting W ℓc and W ℓc is also completely mapped into R under L 8 . The only part left is the portion that connects W ℓc and W R 2 F 1 . But note that W R 2 F 1 is on Note that all the points on the line segment connecting Figure 5 : Trapping region R (gray) and images L 4 (R) (darker) and L 8 (R) (darkest). eventually. This completes the proof that W is mapped into R.
The above analysis explains that forward images of W consists of some parts which is mapped into R and some parts which stays outside of R. However, the parts outside of R are eventually attracted by R (see Fig. 6 ).
Now, for the other portion of W (connecting L 3 (Z) and L 5 (Z)) similar argument can be applied while this time the critical line ℓ c is the y-axis and the parts outside of R are either mapped into R or attracted by F 2 .
Finally, note that
W ℓ (p 1 ) is attracted to ℓ 1 implies that W r (p 1 ) = L(W ℓ (p 1 )) is attracted to L(ℓ 1 ).
Proof of Theorem 4.1 (ii).
We want to show that for any ǫ 1 positive and small, Theorem 3.2 applies with an appropriate subshift of finite type yielding the lower bound for the map L For N 1 , let the sides AB and CD be "vertical" and the other two sides be "horizontal". Similarly for N 2 , let EF and GH be "vertical" and the other two sides be "horizontal". Note that the images of N 1 and N 2 under L 
It is not hard to see that we have the following covering relations:
So the transition matrix is given by:
where the largest magnitude eigenvalue is
. Since we are using L
> 0.1203 by Theorem 3.2.
Remark: We would like to point out that the jump up in the entropy explained above is somewhat similar to the following one dimensional case: Let T : R → R be defined by T (x) = −2|x|. All the initial points except the fixed point at x = 0 go to infinity under further iterations of T so the entropy of T is zero. Note that the graph of T (x) stays below the diagonal line y = x. On the other hand, the perturbed map T δ (x) = −2|x| + δ where δ > 0 has entropy log2 (similar to the standard tent map) and the graph of T δ (x) crosses the diagonal line. One can see a similar kind of behavior at the images of Notice the covering relations: 
(i) The entropy is zero for L:
For |ǫ 2 | small and fixed, we still have two line segments of period-4 points: the line segment connecting F
2 ) and the image of this line segment under L. So, we can still find a similar trapping region using the vertical lines and the stable directions at F (ii) The lower bound for (a, b) = (1.
. We need to find two boxes as in the case of (a, b) = (1.4, 0.4) which give us the covering relations. We slightly modify the points we used before: For ǫ 1 positive and small, let N 1 be the quadrilateral given by the four vertices:
Also let N 2 be the quadrilateral whose vertices are:
In other words, 15/29 is replaced with F ǫ 2 2 . We want to show that we still have the same covering relations and the same lower bound. Although one can explicitly write down the images of these points under L The same argument can be applied to all other points, so our new boxes also satisfy the previous covering relations giving the same lower bound (0.1203) for the entropy.
Remark: The reason why the entropy is zero on the line segment l = {(1.4 + ǫ 2 , 0.4 + ǫ 2 ) : |ǫ 2 | < ǫ * } and it is above 0.1203 for the parameters to the right of that segment is the fact that we have a line segment of period-4 points when the parameters are chosen from l. These period-4 points create a trapping region causing the zero entropy. On the other hand, period-4 points suddenly disappear to the right of l causing enough expansion and allowing us to find the necessary subshift which gives the positive entropy (see Fig. 8 ).
A Appendix
Here, we explain some of the details in the proof of Theorem 4.1 (i). We show that L We need to solve L 4 (x, y) = (x, y) for (x, y) ∈ R 2 . Note that this calculation is not trivial since L 4 has 2 4 = 16 affine domains to check. We summarize these computations below. Let:
Note that we need to solve, 
