Abstract. In this paper we derive a linear-time, constant-space algorithm to construct a binary heap whose inorder traversal equals a given sequence. We do so in two steps. First, we invert a program that computes the inorder traversal of a binary heap, using the proof rules for program inversion by W. Chen and J.T. Udding. This results in a linear-time solution in terms of binary trees. Subsequently, we data-re ne this program to a constant-space solution in terms of linked structures.
Introduction
In 7] an elegant sorting algorithm is presented which exploits the presortedness of the input sequence. The rst step of this variant of Heapsort comprises the conversion of the input sequence in a \mintree," i.e., a binary heap whose inorder traversal equals the input sequence. 1 For this conversion, the authors of 7] provide a complicated, yet linear algorithm, consisting of no fewer than four repetitions. In this paper we show that the practical signi cance of the sorting algorithm can be increased considerably by deriving a conversion algorithm that consists of a single repetition only.
The derivation proceeds in two steps. In the rst step we derive an algorithm in terms of binary trees. We do so by inverting a program that solves the \inverse problem," i.e., it computes the inorder traversal of a binary heap in linear time. To guarantee the correctness of this inversion, we apply the proof rules given by W. Chen and J.T. Udding in 3]. These proof rules support stepwise program inversion.
Subsequently, in the second step, we re ne this algorithm to a program that operates on linked structures instead of binary trees. Just as in 7], our object is to minimize space utilization. It turns out that we can implement the construction| in a simple way|such that only O(1) additional space is required. This contrasts favourably with the complicated method the authors of 7] seem to have in mind to achieve this for their algorithm|as far as we can conclude from their hint in the footnote, where they remark that the construction can be done \without wasting space." We also present a re nement using an array representation for binary trees, since this is advantageous when the input sequence is also represented by an array, as is often the case.
Problem Statement
The problem is speci ed in terms of lists of type Int] and binary trees of type hInti.
Later, these types will be re ned to pointer and array types.
For 
Proof Rules for Program Inversion
Assuming some familiarity with program inversion, we con ne ourselves to a brief summary of the results of 3]. There, the inverse of a program is de ned as follows.
Program T is said to be an inverse of program S under precondition P when fP^Qg S ; T fQg for any predicate Q.
Obviously, skip is then its own inverse. For each of the other constructs of Dijkstra's guarded command language, Chen and Udding provide proof rules to support stepwise program inversion. Below, the rules for assignments and sequential compositions are simply copied from 3]. The rules for the other two constructs are instantiations of the more general rules presented in 3].
Proof rule for assignments Note that an inverse constructed according to these rules is such that it exactly retraces the steps of the program inverted. Also notice that such an inverse is deterministic by construction.
The Program to Be Inverted
As outlined in Section 1, we will rst solve the \inverse problem:" given t, satisfying H:t^t = S, construct an O(#S) program with postcondition s = S. Since this problem has been solved in a neat way already many times (e.g., in 5, 6, 3]), we merely present a solution without derivation. In each of the programs in 5, 6, 3], a list of trees, which we name q, is used, and the loop invariant is something like s + + t + + q = S ;
(P0) where denotes the inorder traversal of a list of trees:
t] + + q = t + + q :
Starting from this invariant, the following program is easily calculated: Thus, also our examination of the second alternative does not give the desired result. However, the above examinations resulted in two additional invariants, P3 and P4, which we can exploit as follows. Firstly, we have lt:s mhd:q after assignment (b), by the axiom of assignment and the invariance of P3. And, secondly, we have after assignment (a) that lt:s mhd:q, by the axiom of assignment and the invariance of P4. So, we are done if we can conclude that lt:s 6 = mhd:q after one of the two guarded commands. For this purpose we introduce a skewed version of H, de The correctness of this nondeterministic procedure has to be established in the conventional way, because the proof rules of 3] can only be used to derive deterministic programs.
Two Data Re nements
We shall re ne procedure C in two steps. In the rst step, we do away with type hInti]. Subsequently, we replace values of type hInti by linked structures. Since the use of pointers in the resulting re nement is limited, we can also use arrays instead of pointers, as will be shown in Section 7.3.
Elimination of type hInti]
The important observation is that the trees in list q all have empty left subtrees on account of invariant P1: Assuming that disposed cells are recycled, we see that this block does not change the number of cells in use. However, we can avoid the calls to new and dispose altogether by recycling the cell, to which q points initially, in-line: the latter cell can be used instead of the cell returned by new(b). The required assignment is now a simple rotation of three pointers: t; q; q":l := q; q":l; t.
Without further comment, we thus obtain: proc C2 ( a : array Nat of hl:Nat ; m:Int ; r:Nati :
In this context, we can associate a binary tree with each natural number as follows: 0 represents h i, and n, n>0, represents a nonempty tree with root a n]:m, and with a n]:l and a n]:r representing its left and right subtree, respectively. (We assume that a is such that this de nition de nes a nite tree for all naturals|as we did, without Hence, in case type Int] is re ned by an array type, there is the opportunity to omit component m from the elements of a without loss of e ciency.
Concluding Remarks
The problem of constructing a heap from its inorder traversal had already been posed and solved by R.S. Bird 2, pp. 55{67]. Not being satis ed with Bird's derivation, we rst solved the problem|from scratch|using elementary techniques from functional programming. Having digested 3], however, in which an algorithm to construct a tree from its preorder and inorder traversal is derived by means of program inversion, it appeared to us that the same approach should be applicable to Bird's problem. Surprisingly so, the technique of program inversion led rather straightforwardly to a nice conversion algorithm.
In fact, the only problem we encountered was to nd suitable conditions A and B, and, in retrospect, it turns out that an investigation of the relations between lt:s, m:t, and mhd:q does the job. In order to arrive at a solution for A and B, however, we had to replace H by b H. This has to do with the fact that t is in general not uniquely determined by H:t^t = S, but it is, for instance, by b H:t^t = S.
We have con ned the data re nement to the essential steps, viz. the elimination of type hInti] and the representation of type hInti either by a pointer type or by an array type. We remark that it is crucial that the rst step makes q and t of the same type, so that the new and dispose operations cancel out in the second step|leading to a constant-space solution.
The incentive to record the data re nement of the conversion algorithm has been its application in the sorting algorithm. As for the e ciency of procedures C2 and C3 we see that they are optimal with respect to time as well as space. We have found a similar result for the reconstruction of a binary tree from its preorder and inorder traversals in 1]. We remark that the latter result may also be achieved by re ning the algorithm derived|by program inversion|in 3]. Compared to the way this result is achieved in 1], we observe that such an approach gives a much better separation of concerns; e.g., we do not have to discuss a tricky implementation of the \recursion stack," a discussion in which algorithmic details and the representation of trees play a role at the same time.
Apart from the adaptive sorting algorithm 7], the conversion algorithm has many other applications. For example, the \largest rectangle under a histogram" can easily be computed once the histogram|which is just a list of natural numbers|has been converted into the corresponding heap (see 2]). Other applications of these heaps can be found in 4], which also contains a description of a linear-time conversion algorithm. In 4] the heaps are called \Cartesian trees" after Vuillemin, who introduced these structures in 8].
