Abstract-The ability of robotic systems to effectively address disaster scenarios that are potentially dangerous for human operators is continuing to grow as a research and development field. This leverages research from areas such as bimanual manipulation, dexterous grasping, bipedal locomotion, computer vision, sensing, object segmentation, varying degrees of autonomy, and operator control/feedback. This paper describes the development of a semi-autonomous bimanual dexterous robotic system that comes to the aid of a mannequin simulating an injured victim by operating a fire extinguisher, affixing a cervical collar, cooperatively placing the victim on a spineboard with another bimanual robot, and relocating the victim. This system accomplishes these tasks through a series of control modalities that range from supervised autonomy to full teleoperation and allows the control model to be chosen and optimized for a specific subtask. We present a description of the hardware platform, the software control architecture, a human-in-theloop computer vision algorithm, and an infrastructure to use a variety of user input devices in combination with autonomous control to compete several dexterous tasks. The effectiveness of the system was demonstrated in both laboratory and live outdoor demonstrations.
I. INTRODUCTION AND RELATED WORK
Robotic systems can provide a viable alternative to human intervention in risky or dangerous scenarios, sometimes referred to as Human Capabilities Projection [1] , [2] . Manmade and natural disaster scenarios such as the World Trade Center and the tsunami-related Fukushima Daiichi meltdown have in part shed light on the need for robotic systems and more advanced human-robot system capabilities [3] , [4] . As a result, government programmatic focus has shifted more towards robotic system development aimed at employing Human Capabilities Projection in a number of potentially dangerous operations, such as those on which the DARPA Robotics Challenge are based [5] . A range of potential applications is increasingly being identified and covered by the robotics research community [6] , [7] while building on techniques for human-robot interaction [8] . Oftentimes the resulting robotic systems tackling these scenarios take on anthropomorphic, or human-like characteristics, including bimanual manipulators with hand-like effectors, bipedal locomotion, head and neck articulation with environmental sensors, and advanced perception and control for manipulation [9] - [11] . This approach to system design is convenient and effective as the environments in which these systems are expected to operate, including the tools that these systems may use, are designed for human use and interaction. Once these hardware platforms exist, the resultant challenge for development is control of these systems in unstructured and dynamic environments.
Precise control of high degree-of-freedom (DOF) robotic manipulators in highly structured industrial environments has been demonstrated as a robust and reliable solution to a variety of problems. Extending this work to solving complex tasks in unstructured environments continues to be a challenge in robotics. As early as the 1950s, platforms leveraging an operator in the loop have been used to address this issue. GE pioneered this approach to teleoperation with the introduction of the Hardiman, a platform made for earth-moving and material handling applications capable of mimicking an operator's movements through a body-worn, powered exoskeleton [12] . The fundamental problems of robotics and control theory underlying telerobotics have been addressed with considerable vigor during the 1970s and 1980s [13] . Although most systems studied during this time involved a single teleoperated robot manipulator, bimanual teleoperation systems were also the subjects of research. Results include a generic control approach for highly redundant and bifurcating manipulators such as bimanual manipulators [14] as well as techniques for coordination and control of bimanual systems including contact variables for force control and feedback [15] . A recent survey paper summarizes focused developments in bimanual manipulator control, modeling, planning and learning [16] .
In recent years, the emergence of tools and algorithms that enable advanced perception has improved operator feedback, increasing downrange situational awareness. Conversely, techniques that increase the degree of operator control that leverage this increased situation awareness need to be developed. In our experience, teleoperation with motion capture systems, joysticks, and 3D mice work well for low DOF systems; however, these approaches can fall short when trying to control high DOF robotic systems for complex manipulation tasks. Instead of direct human control of each DOF, recent work has sought to improve the effectiveness of teleoperation for high DOF systems using techniques that involve more intuitive human-robot control interfaces. Many of these approaches take advantage of machine perception, supervised autonomy, and grasp planning [17] - [19] . In this regard, the aim is to manage the complexity of controlling highly dexterous robots via human interfaces that are limited to lesser degrees of control, such as joysticks, hand-held operator control units, or video game controllers. Additionally, this level of control may be enhanced with high-level intent commands or instructions that the robot can execute semiautonomously [20] - [25] . Much research has been conducted regarding teleoperation of high DOF systems with a variety of control approaches. One group proposed an approach to teleoperate 30 DOF humanoid robots using two 3 DOF joysticks [26] . Whole-body motions were commanded by a human operator selecting a particular point on the robot where motion was desired. Another group considered the challenge of teleoperating a kinematically redundant, continuum manipulator using a non-redundant, rigid-link manipulator as a master controller [27] . The operator concentrated only on control of the distal end of the continuum manipulator while teleoperating the robot via the rigid-link master. Vasiljevic et al. [28] defined a manner in which a human operator's body pose was tracked with a Microsoft Kinect motion capture sensor to control a 5 DOF industrial robot manipulator. They demonstrated direct control of individual robot joint velocities based on the operator's movements as well as control of only the robot's tool velocities in Cartesian space. The Kinect sensor has also been used to track human arm gestures to facilitate teleoperation of a high DOF, industrial bimanual manipulator [29] . A shared control approach is utilized to initiate onboard autonomy for target identification, alignment, grasp selection, and force control during manipulation. Another group did a comparison and contrast of various control approaches for human-in-the-loop grasping using a PR2 robot in various test cases [30] . Other input control modalities such as hand-held video game controllers, smart phones, or multi-touch screen controllers have been evaluated as control input modalities for ground robot teleoperation [31] - [33] . Common to these approaches is the desire to minimize operator cognitive burden by lowering the control space dimensionality of high DOF robotic systems.
In this paper, we present a supervised autonomy framework used for controlling a robotic platform consisting of a mobile base, a three DOF torso, a bimanual manipulation system consisting of two anthropomorphic arms/end-effector combinations (17 DOF each), and a two DOF sensorized head consisting of a stereo camera pair and a time of flight sensor. We leveraged the Robot Operating System (ROS) as our base architecture to support more rapid integration and concept evaluation [34] .
The main contributions of this work are a unified framework that supports a supervised autonomy approach to complex manipulation tasks, a series of lessons learned that describe what control modalities work best for a given type of task as well as experimental results that compare the supervised autonomy approach to standard teleoperation. The testing associated with much of this work was conducted as a series of live demonstrations during the 2013 DARPA Robotics Challenge.
II. SCENARIO DESCRIPTION
The context for the demonstrations associated with this work involve the stabilization and evacuation of a human from a disaster scenario. In reviewing procedures associated with emergency preparedness and response, seven steps emerged. Specifically, the following steps were considered in identifying demonstration tasks for this work: (1) assessing the situation, (2) finding a victim, (3) identifying or creating a safe approach to the victim, (4) assessing the condition of the victim, (5) stabilizing the victim, (6) securing the victim for transport, and (7) evacuating the victim. Of these, four main tasks were considered representing non-trivial manipulation tasks performed by first responders: 1) Extinguish a fire: The goal of this task is to approach a fire extinguisher, use bimanual manipulation to grab the hose with one hand and the handle with the other, leverage the torso, arms and mobile platform to align the nozzle of the hose with the fire and use the hands to engage the fire extinguisher to put out the flames ( Fig.  1 A. ). 2) Install a cervical collar brace: The goal of this task is to install a cervical collar brace on the victim in order to support the neck during transportation ( Fig. 1 B. ). 3) Cooperatively place victim on a spineboard: The goal of this task is to roll the victim onto a spineboard ( Fig.  1 C. ). 
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Relocate the victim to a safe location: The goal of this task is to relocate the victim, secured to the spineboard to a designated safe place ( Fig. 1 D. ). In each of the tasks, the goal was to use unmodified tools used by first responders whenever possible to increase the realism of the scenario.
III. SYSTEM DESCRIPTION
A. Platform Hardware
The ideal configuration for a dexterous robotic manipulation system assisting in hazardous environment missions is currently an open question. Arguably, the ideal way for a robot to interact in the human world, designed to accommodate the human body, is to use limbs and end-effectors designed in an anthropomorphic manner. In this section we describe the major subsystems ( Fig. 2 ) of the Johns Hopkins University Applied Physics Laboratory (JHU/APL) bimanual dexterous robotic platform, "RoboSally" [1] , [2] , with an anthropomorphic upper body mounted on a wheeled base (Fig. 3 ).
1) Modular Prosthetic Limbs:
DARPA's investment in the Revolutionizing Prosthetics (RP) program significantly advanced the state of the art in prosthetic devices and dexterous robotic technology [35] . As the System Integrator and lead innovator for this program, JHU/APL developed the highly dexterous Modular Prosthetic Limb (MPL) [36] . With 17 controllable DOF and 26 articulating DOF in total (Fig. 4) , the MPL has dexterity commensurate with the human arm and hand with size, weight, strength, and speed driven by the abilities of a 50th percentile male. One of the key features of the MPL is modularity, which allows for rapid reconfiguration of the limb. The palm contains mechanical attachment points and electrical connectors for all four fingers, the thumb, the finger abduction/adduction units, and the wrist. Each actuator in the limb contains its own microcontroller in a distributed control architecture with the central processor, the limb controller, embedded within the palm [37] . As the MPL is a prosthetic device, its anthropomorphic size, dexterity, strength, and speed make it ideal as an anthropomorphic dexterous robotic arm. As such, a pair of MPLs are mounted to an articulating torso on the vehicle.
2) Torso:
The torso mechanism is a prototype constituent from a dual-arm system developed by Hunter Defense Technologies, Inc. as a technology demonstrator for the Advanced EOD Robotic System (AEODRS) program of record [38] . The 3 DOF torso (yaw, pitch, and roll) is derivative technology from the RP program, specifically leveraging actuator designs based upon technology in the four upper arm drives for the MPL system. The DOF configuration is roll on top of pitch on top of yaw (nominally oriented vertically), with the roll DOF configured with a 120 N-m drive, the pitch DOF configured with two 120 N-m drives in a master-slave configuration, and the yaw DOF configured with one 60 Nm drive. All drives in the system have a maximum unloaded speed of 2.1 rad/s.
3) Gimbaled Sensor Head: Telefactor Robotics, LLC developed a modified COTS version of its HARV 3-D gimbaled head for the system that includes a time-of-flight (ToF) depth sensor (Fig. 3) . The gimbaled sensor head is on a pan/tilt configuration with continuous rotations capability at 6.1 rad/s for tilt and 10.5 rad/s for pan. It contains a pair of autofocus High Definition cameras (visible and near infrared (NIR) spectrum) with 10x optical zoom capability and 63.3
• field of view. It has both visible illuminators and NIR illuminators (850 nm). For depth acquisition, a Sentis ToF sensor (M100) is integrated into the sensor head to provide for depth image generation at 160 x 120 pixels at up to 40 frames per second over a range of 3 m. To optimize depth image acquisition and usefulness, integration time of the depth sensor is software configurable for a variety of environments and scenarios.
4) Mobile Platform: The mobility platform for RoboSally is a high-mobility, heavy-payload wheeled vehicle available commercially from Synbotics, Inc. The GRP 4400x model is an electric vehicle that features four wheels with independent drive motors and independent passive suspension, including active four-wheel steering. The mobile platform is capable of five steering modes (four-wheel, crab, rear-only, front-only, and four-wheel turn-in-place). It has ground clearance of approximately 20 cm and 0.18 rad (45
• ) slope traversability (without payload). The mobility platform also provides high maneuverability on various ground surfaces, from indoor floors to paved roads and natural off-road and rough terrain. Such high maneuverability is essential for accessing varied terrain to bring the next work site within reach of the bimanual dexterous manipulation subsystem.
5) System Power: Adequate energy reserves are a major limitation of many mobile robots. At peak power requirements, the manipulators and torso can draw up to 50A at 24V. Two power sources are provided on the platform. The mobile base includes an integrated lithium-ion battery pack provided by the manufacturer and managed by the mobile base. A second, custom-built battery pack powers the torso, arms, hands, vision system, and all on-board electronics. The pack consists of a bank of 8 40Ah LiFePO4 cells (BatterySpace part number LFP-G40) connected in series. LiFePO4 was selected for its flat discharge curve, high discharge rates, and reduced explosion risk. Across the total pack discharge curve, pack voltage ranges from 30.4V to 20V, with a nominal voltage of 25.6V. In addition, a protection circuit module (PCM) balances each of the cells and provides overdischarge, overvoltage, and undervoltage protection (BatterySpace part number PCM-LFP25.6V100A). The pack output connects to a buck-boost converter which provides regulated 24V output across the entire range of pack voltages (Mean Well part number SD-1000L-24). The 24V output powers the torso, arms, and Telefactor sensor head unit. The regulated 24V is also converted to 12V to power an on-board network switch, and 19.2V to power the on-board laptop, using MiniBox DC-DC regulators (part number DCDC-USB). Battery voltage and discharge rates are monitored using a compact LCD display built into the custom battery encloser (BatterySpace part number TS-WU). All internal connections to the regulators and protection circuits have individual connectors, so that a backup battery cell bank can be swapped into the enclosure in the event of individual cell failures. Charging is handled through an external charger and an accessible connector, and the individual regulators can be turned on or off with user switches connected to 50A automotive relays.
Earlier battery packs used in initial system development lacked the cell balancing and undervoltage protection, resulting in many failed cells over time. The design described above provided sufficient power for around six hours of runtime (depending on the tasks and frequency they were performed), and the backup battery pack was never needed in practice.
6) Accessory Cameras: To aid with manipulation and mobility awareness, a number of accessory cameras were integrated. For forward driving visualization, we integrated a mast mounted USB camera (Genius WideCam F100) with a 120
• field of view. This enabled full view of the front third of the system, including the front wheels and manipulation subsystem. For visualization during backward driving, the gimbaled sensor head was rotated backward and pitched down to provide for a rear facing vantage point. For manipulation visualization at the hand level, a pair of USB cameras (Microsoft Lifecam Studio) were retrofitted with a wide angle lens from an additional pair of Genius webcams and were mounted to the wrist rotation drive of the MPLs. This enables wide angle visualization of the hand region to aid in manipulation. We also actively rotate the displayed video feed to the operator to maintain a vertical FOV irrespective of the manipulator pose, which is described further in Section III-B.
B. Software Architecture
The software used to execute the tasks for the disaster scenario are built on top of the ROS framework. Several ROS packages were developed to support full teleoperation, autonomous manipulation, perception, platform controls/interface, as well as a user interface used to implement our supervised autonomy approach as depicted in Fig. 5 .
1) Full Teleoperation:
The first control input approach leverages devices that allow for full teleoperation of our robotic platform. The first input device consists of a combination of IMUs (Xsens) tracking an operator's body motion and bend sensors tracking an operator's finger motion. Up to six of these body-worn IMUs are used at any one time: one on the center of the back, one on the back of each upper arm, one on the back of each wrist, and one for optional head tracking. After calibrating the IMUs in a known "home" position, relative motions of the sensors to each other are decoded into joint level motions for the robot's torso, camera pan/tilt and the upper five joints on each arm (shoulder through wrist rotation). The remaining wrist joints and all finger motion are tracked using a pair of sensorized CyberGloves worn by the operator. An internally developed calibration algorithm is used to provide accurate joint level data. As the operator moves his/her body around naturally, the robotic system will replicate the operator's motion in real-time. The second control input approach is a bimanual RedHawk haptic joystick controller from Harris Corporation. Each joystick can control 7 DOF (3 DOF endpoint translation, 3 DOF endpoint orientation, and 1 DOF gripper actuation), with the translation and gripper DOFs providing force-feedback. Context switches on the RedHawk controller support a wide range of behaviors that the operator can select from. One pair switches camera control to autonomously follow either hand on the robot, follow the midpoint between the two hands, look straight forward, or look straight reverse. Another pair of switches control which types of pre-defined grasps the gripper controls will execute. A third pair adjusts the coordinate reference frame that is used for hand endpoint motion, such as the coordinate frame of any of the cameras, the robot's torso, or the base platform. A final pair of switches controls the endpoint control modality, whether joystick motion controls endpoint position or endpoint velocity. When endpoint velocity control is used, force feedback is displayed as a virtual spring-damper to keep the joysticks and gripper centered in the middle of all their ranges.
In addition to the motion capture system and RedHawk control, we implemented keyboard control which allows the operator to adjust the final position of the end effector. We used six keys to translate the end effector in Cartesian space in millimeter increments, and six more keys to perform small rotations of the end effectors. Once in place, a final key commanded the grippers to open or close.
2) Autonomous Manipulation: While full teleoperation allows complete control of all of the degrees of freedom of the robot, the cognitive load associated with this mode makes it cumbersome to do complex tasks. In addition, in a bandwidth constrained environment, it is not feasible to continually send individual joint commands to all DOFs of the robotic system all the time. For these reasons, we developed autonomous manipulation capabilities centered around the ROS MoveIt! Package [39] .
For each known object determined by the perception module, the target grasp is defined by a grasp and pregrasp pose, including position and orientation, in the object frame. The known transform from the shoulder to object frame is then used to calculate the desired hand pose in the shoulder frame. This inverse kinematics problem is solved using a multiple layer calculation. The initial layer uses an approximate model of the arm assuming a spherical wrist and shoulder to reduce computational complexity. At this level, an iteration is performed to search over the null space of the seven DOF arm to minimize a target objective such as keeping the elbow down. Additional iterations also allow small variations in the target position and orientation to avoid joint limits. Once a solution is found, the solution is used as an initial guess in the full numerical inverse kinematic solution in MoveIt!. This additional step produces a small correction to the solution because the wrist and shoulder of the physical system are not exactly spherical. Once the target arm positions to achieve the grasp and pre-grasp poses are calculated, an interpolated trajectory connecting these target joints is produced and sent to the motion execution and motion visualization nodes.
The designed framework has provided flexibility for both single handed grasping and two handed grasping including grasping a fire extinguisher. The autonomous grasping has also been used to demonstrate both full autonomous grasping and semi-autonomous grasping. In the fully autonomous mode, the software performs the full grasp without additional user input. In the semi-autonomous grasping mode, the arms autonomously move to target poses at a small offset from the target state. This allows the human user to provide small corrections to compensate for sensor errors while significantly reducing the burden on the user.
3) Perception: In order to support full and supervised autonomy, a perception framework that detects the 6 DOF position and orientation of desired objects was developed. The data is acquired using the Sentis ToF sensor on the platform's sensorized head that results in a 3-D point cloud of the scene. This data set was downsampled and filtered for ease of processing, and then a Random Sample Consensus (RANSAC) algorithm using a planar model was applied to find the ground plane. Once the ground plane is determined, Euclidean Clustering found objects on the ground plane. For each of these objects, the RANSAC algorithm identified the object of interest from various possible models. For example, to detect a fire extinguisher, we used a cylindrical based model and validated the results by verifying the resulting height and radius of the detected object. Future work involves developing a database of objects that can be detected in real time.
4) Platform Interface: This module is responsible for all communications with the platform including the mobile base, two MPL arms/hands, torso, sensor head, platform drive camera, as well as wrist mounted cameras. All of the data received from the platform were converted to ROS messages. Standard ROS messages were used whenever possible (e.g., sensor msgs/JointState) in order to ensure interoperability with other robotic components. To control the pan/tilt unit of the sensor head, we either used full teleoperation controlled by an IMU worn on the operator's head or we created modes in which the sensor head would automatically follow the left hand, right hand, or center using the ROS tf package. In addition, the images obtained by the wrist mounted cameras were rotated to maintain a uniform horizon with the world frame in order reduce operator confusion. Finally, the stereo camera feed from the sensor head was displayed on a 3-D TV using a video processing system (TV One) to provide the operator with a 3-D view of the workspace during teleoperated controls.
5) Supervised Autonomy User Interface: We found that errors in the vision system (particularly in direct sunlight) and manipulator position sensors accumulate making it difficult to rely on full automation for complex tasks. For this reason, we developed a supervised autonomy user interface with the goal of allowing the operator to override or adjust any of the parameters determined by autonomous controls as well as switch between the different modes of operation (full autonomy, RedHawk joystick, body mapped teleoperation, keyboard, position slider bars, etc.) throughout the task. We also provided a visualization framework based on the ROS RVIZ package that augments live, real-time point cloud data with data generated by the autonomous controls module. Finally, the operator is provided with an opportunity to review and modify all motion plans prior to execution on the robotic platform.
As an example, we rely on this approach to grasp and operate the fire extinguisher as illustrated by the following sequence of steps: (a) As the platform approaches the fire extinguisher, we utilize the perception module to locate the position and orientation of the fire extinguisher. (b) The operator is presented with the live point cloud data and with a template of the fire extinguisher overlaid on top at the detected position and orientation. The operator can then review the detected position and slightly adjust the position and orientation to better align with the live point cloud data. (c) The operator can then plan the grasping sequence using the autonomous manipulation module. The planned motion is then overlaid on the real-time point cloud data allowing the operator to see how the intended motion will interact with the actual object. If the operator approves this plan, the motion commands are sent to the physical robot in order to execute the planned motion. (d) After the motion is executed, bringing the end effectors close to the desired grip points, full teleoperation mode is enabled, allowing the user to have full control of all of the degrees of freedom. We compared several methods for user teleoperation to complete the final grasping, and found that simple keyboard commands to adjust the final position of the end effectors resulted in the fastest task completion time. Using this approach with practice, we were able to reliably complete the grasping sequence with a time of around one minute as summarized in Section IV. (e) Once the robot has grasped the fire extinguisher, the operator can move the mobile robot to the area of the fire and use teleoperation to control the direction of the fire extinguisher hose towards the fire.
IV. EXPERIMENTAL RESULTS
Our primary objective was to develop a system that can successfully complete a series of tasks related to evacuating a victim from a disaster scenario. Success for each task is defined as follows: 1) Extinguish a fire: Grasp the hose with one hand, grasp the handle with the other hand, lift the fire extinguisher off the ground and depress the handle. Dropping or prematurely discharging the fire extinguisher results in an unsuccessful attempt. 2) Install a cervical collar brace: Secure the collar brace on the victim's neck by locating the collar appropriately and fastening the velcro strap. 3) Cooperatively place victim on a spineboard: The victim should be placed on the spineboard in a manner that allows for stable transportation without risk of falling. This task was executed with the assistance of a secondary bimanual robotic platform, MARCS (Intelligent Automation, Inc. and HDT Robotics, Inc.) 4) Relocate the victim to a safe location: The victim should be relocated ten feet away from the initial incident location. Table I summarizes the amount of time taken and success rate for each task during four live demonstrations of the system during the DARPA Robotics Challenge (DRC) Exposition as part of the DRC Trials in December of 2013. Given that the fire extinguisher task is the most complex of the four tasks above, we opted to employ a supervised autonomy approach in an attempt to increase the success rate and maintain a more consistent time to completion. We used the four iterations of this task performed at the DRC and compared the time and success ratio to the same when using more standard direct teleoperation with CyberGlove and IMU-based motion capture systems as well as the RedHawk haptic dual joystick system. Table II summarizes these results based on five trials each. While in certain cases, using the CyberGlove and IMU combination resulted in a faster completion time, the success rate in this instance was higher using the supervised autonomy approach. In addition, full teleoperation requires significantly more bandwidth and minimal latency as it necessitates a stereo vision feed and continuous control of all DOFs of the arms and torso joints.
V. CONCLUSION
In this paper, we describe the hardware platform and software architecture for a robotic system developed to assist victims in a disaster scenario. The considered scenarios include manipulating and operating a fire extinguisher, installing a cervical collar brace, cooperatively placing the victim on a spineboard, and relocating the victim to safety. In order to perform these tasks, a modular system was developed that employed components of autonomy and teleoperation using a variety of input devices. Based on our experiences, the fire extinguisher task was best performed using the supervised autonomy approach that relied on some elements of autonomy and computer vision to segment the object to determine the position and orientation of the fire extinguisher in the scene as well as keyboard control using small increments to complete the task. Allowing the operator to confirm the location of the fire extinguisher as well as visualize and modify the planned trajectory resulted in a 100% success rate during the four trials executed at the DRC. The results presented demonstrate the average completion time for the various tasks and the success rate. We also presented a comparison of the mean time and success rate between the supervised autonomy approach, body-mapped teleoperation, and RedHawk joystick control. Future work will continue the development of hybrid approaches to controlling high DOF robotic systems to enable human capabilities projection for a variety of complex human-robotic missions. Specifically, we are considering Brain Machine Interface (BMI) approaches as input signals (e.g., Electrocorticography, Electromyography and cortical control) used in conjunction with robotic assistance to perform high dexterity tasks. We believe the work presented here demonstrates the ability for robotic devices to assist in disaster relief scenarios. In addition, the approaches taken here can be generalized to work for a wide variety of scenarios requiring dexterous manipulation, which is another area of active research.
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