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Abstract
Under F -convexity, F -concavity/F -pseudoconvexity, F -pseudoconcavity, appropriate duality re-
sults for a pair of Wolfe and Mond–Weir type symmetric dual nonlinear programming problems in
complex spaces are established. These results are then used to develop second order F -convexity,
F -concavity, second order F -pseudoconvexity, F -pseudoconcavity, and appropriate second order
symmetric dual nonlinear programming problems in complex spaces.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Mathematical programming in complex spaces originated from Levinson’s discussion
of linear problems [13]. Several authors have recently been interested in the optimality
conditions and the duality results for complex nonlinear programming. For details, readers
are advised to consult [6,10–12,19–21].
Symmetric duality in real mathematical programming was introduced by Dorn [5], who
defined a program and its dual to be symmetric if the dual of the dual is the original prob-
lem.
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which allows the weakening of the convexity–concavity condition. For more work on sym-
metric duality in real spaces readers are advised to see [2,7,15,16].
Mangasarian [14] considered a nonlinear program and discussed second order dual-
ity under certain inequalities. Mond [17] assumed rather simple inequalities. Mangasarian
[14, p. 609] and Mond [17] have also indicated a possible computational advantage of the
second order dual over the first order dual. Bector and Chandra [1] defined the functions
satisfying these inequalities [17] to be bonvex/boncave.
Mishra [16] obtained second order duality results for a pair of Wolfe and Mond–Weir
type second order symmetric dual nonlinear programming problems in real spaces under
second order F -convexity, F -concavity and its generalizations. Second order F -convexity
is an extension of F -convex functions introduced by Hanson and Mond [9]. For more work
related to F -convexity see [2,16].
Mishra [15] formulated a pair of multiobjective second order symmetric dual programs
for arbitrary cones in a real space. The model considered in [15] unifies the Wolfe and the
Mond–Weir type second order vector symmetric dual models.
Gupta [8] formulated a second order nonlinear symmetric dual program on the pattern
of second order dual formulation as given by Mangasarian [14] for the real case. The
constraints in the formulation of Gupta [8] are linear.
Recently, Lai [10] extended the concept of F -convex function to the complex case and
established sufficient optimality and duality theorems for a pair of nondifferentiable frac-
tional complex programs.
In this paper, we define F -convex functions to the complex case in two variables and
hence extend the concepts of F -pseudoconvex, F -pseudoconcave functions and study
symmetric duality under the aforesaid assumptions for Wolfe and Mond–Weir type mod-
els. Further, we study second order Wolfe and Mond–Weir complex symmetric duality
under second order F -convexity and F -concavity/second order F -pseudoconvexity and
F -pseudoconcavity, respectively.
2. Notation and preliminaries
Let Cn denote an n-dimensional complex space. For z ∈ Cn, let the real vectors Re(z)
and Im(z) denote the real and imaginary parts, respectively, and let z¯ = Re(z)− i Im(z)
be the conjugate of z. Given a matrix A = [aij ] ∈ Cm×n , where Cm×n is the collection
of m× n complex matrices, let A¯= [a¯ij ] denote its conjugate matrix, and let AH = [a¯j i]
denote its conjugate transpose. The inner product of x, y ∈ Cn is 〈x, y〉 = yHx . Let R+
denote the half line [0,∞].
For a complex function f :Cn × Cn × Cm × Cm → C analytic with respect to ζ =
(w1,w2), z ∈Cn, define the gradients by
∇zf (z0, z¯0, ζ )=
[
∂f
∂w1i
(z0, z¯0, ζ )
]
, i = 1,2, . . . , n,
∇z¯f (z0, z¯0, ζ )=
[
∂f
∂w2
(z0, z¯0, ζ )
]
, i = 1,2, . . . , n.i
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Let F :Cn × Cn × Cn → R be sublinear on the third variable. Then we can define
generalized F -convexity for analytic functions.
Definition 2.1. The real part Ref of an analytic function f :Cn×Cn×Cm×Cm → C is
said to be F -convex at (z0, z¯0) with respect to R+ if for any z ∈Cn for fixed (w, w¯) ∈ C2m,
Re
[
f (z, z¯,w, w¯)− f (z0, z¯0,w, w¯)
]
 F
(
z, z0;∇zf (z0, z¯0,w, w¯)+∇z¯f (z0, z¯0,w, w¯)
)
for some arbitrary sublinear functional F .
Remark 2.1. The above definition is an extension of Definition 2 of [2] to the complex
case.
Definition 2.2. The real part Ref of an analytic function f :Cn×Cn×Cm×Cm → C is
said to be F -concave at (w0, w¯0) with respect to R+ for fixed (z, z¯) ∈Cn ×Cn, if
Re
[
f (z, z¯,w0, w¯0)− f (z, z¯,w, w¯)
]
 F
(
w,w0;−∇wf (z, z¯,w0, w¯0)−∇w¯f (z, z¯,w0, w¯0)
)
for some arbitrary sublinear functional F .
Definition 2.3. The real part Ref of an analytic function f :Cn×Cn×Cm×Cm → C is
said to be F -pseudoconvex at (z0, z¯0) for fixed (w, w¯), if
F
(
z, z0;∇zf (z0, z¯0,w, w¯)+∇z¯f (z0, z¯0,w, w¯)
)
 0
⇒ Re[f (z, z¯,w, w¯)− f (z0, z¯0,w, w¯)] 0
for all z ∈ Cn and for some arbitrary sublinear functional F .
Definition 2.4. The real part Ref of an analytic function f :Cn×Cn×Cm×Cm → C is
said to be F -pseudoconcave at (w0, w¯0) with respect to R+ for fixed (z, z¯) ∈ Cn ×Cn, if
F
(
w,w0;−∇wf (z, z¯,w0, w¯0)−∇w¯f (z, z¯,w0, w¯0)
)
 0
⇒ Re[f (z, z¯,w, w¯)− f (z, z¯,w0, w¯0)] 0
for all w ∈Cm and for some arbitrary sublinear functional F .
3. Wolfe type symmetric duality
In this section, we consider the following pair of Wolfe type complex problems and
establish weak and strong duality theorems:
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Minimize φ(z, z¯,w, w¯)= Re[f (z, z¯,w, w¯)−wT∇wf (z, z¯,w, w¯)
−wH∇w¯f (z, z¯,w, w¯)
]
subject to Re[∇wf (z, z¯,w, w¯)+∇w¯f (z, z¯,w, w¯)] 0, z 0;
Dual (WD)
Maximize ψ(u, u¯, v, v¯)= Re[f (u, u¯, v, v¯)− uT∇zf (u, u¯, v, v¯)
− uH∇z¯f (u, u¯, v, v¯)
]
subject to Re[∇zf (u, u¯, v, v¯)+∇z¯f (u, u¯, v, v¯)] 0, v  0.
Theorem 3.1. Let Ref (z, z¯,w, w¯) be F0-convex at (u, u¯) and F1-concave at (w, w¯). As-
sume that for all (z, z¯,w, w¯) feasible for (WP) and all (u, u¯, v, v¯) feasible for (WD) the
following two conditions are satisfied:
(i) F0(z, u; ξ1 + ξ2)+Re[uT ξ1 + uHξ2] 0 for ξ1 ∈ Cn, ξ2 ∈Cn;
(ii) F1(v,w;η1 + η2)+Re[wT η1 +wHη2] 0 for η1 ∈Cm, η2 ∈ Cm.
Then infφ(z, z¯,w, w¯) supψ(u, u¯, v, v¯).
Proof. Because of the F0-convexity and F1-concavity of the function f , the following
inequalities hold:
Re
[
f (z, z¯, v, v¯)− f (u, u¯, v, v¯)] F0(z,u;∇zf (u, u¯, v, v¯)+∇z¯f (u, u¯, v, v¯))
and
Re
[
f (z, z¯,w, w¯)− f (z, z¯, v, v¯)]
 F1
(
v,w;−∇wf (z, z¯,w, w¯)−∇w¯f (z, z¯,w, w¯)
)
.
Adding the previous two inequalities we get
Re
[
f (z, z¯,w, w¯)− f (u, u¯, v, v¯)]
 F0
(
z,u;∇zf (u, u¯, v, v¯)+∇z¯f (u, u¯, v, v¯)
)
+ F1
(
v,w;−∇wf (z, z¯,w, w¯)−∇w¯f (z, z¯,w, w¯)
)
. (3.1)
Let ξ1 = ∇zf (u, u¯, v, v¯), ξ2 = ∇z¯f (u, u¯, v, v¯), η1 = −∇wf (z, z¯,w, w¯), and η2 =
−∇w¯f (z, z¯,w, w¯).
Using the hypotheses of the theorem, we have
F0
(
z,u;∇zf (u, u¯, v, v¯)+∇z¯f (u, u¯, v, v¯)
)
 Re
[−uT∇zf (z, z¯, v, v¯)− uH∇z¯f (u, u¯, v, v¯)]
and
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(
v,w;−∇wf (z, z¯,w, w¯)−∇w¯f (z, z¯,w, w¯)
)
 Re
[
wT∇wf (z, z¯,w, w¯)+wH∇w¯f (z, z¯,w, w¯)
]
.
These inequalities together with (3.1) yield
Re
[
f (z, z¯,w, w¯)− f (u, u¯, v, v¯)]
 Re
[−uT∇zf (u, u¯, v, v¯)− uH∇z¯f (u, u¯, v, v¯)]
+Re[wT∇wf (z, z¯,w, w¯)+wH∇w¯f (z, z¯,w, w¯)],
i.e.,
Re
[
f (z, z¯,w, w¯)−wT∇wf (z, z¯,w, w¯)−wH∇w¯f (z, z¯,w, w¯)
]
 Re
[
f (u, u¯, v, v¯)− uT∇zf (u, u¯, v, v¯)− uH∇z¯f (u, u¯, v, v¯)
]
,
and hence, inf(WP) sup(WD). ✷
A strong duality theorem can be developed from an earlier work of Dantzig et al. [3] in
light of the above discussions.
4. Mond–Weir type symmetric duality
The pair of problems formulated in this section is an extension of an earlier work in the
real space by Mond–Weir [18] to the complex space.
Primal (MP)
Minimize Ref (z, z¯,w, w¯)
subject to Re[∇wf (z, z¯,w, w¯)+∇w¯f (z, z¯,w, w¯)] 0,
Re
[
wT∇wf (z, z¯,w, w¯)+wH∇w¯f (z, z¯,w, w¯)
]
 0, z 0;
Dual (MD)
Maximize Ref (u, u¯, v, v¯)
subject to Re[∇zf (u, u¯, v, v¯)+∇z¯f (u, u¯, v, v¯)] 0,
Re
[
uT∇zf (u, u¯, v, v¯)+ uH∇z¯f (u, u¯, v, v¯)
]
 0, v  0.
Theorem 4.1. Let Ref (·, ·,w, w¯) be F0-pseudoconvex at (u, u¯) for fixed (w, w¯) and
Ref (z, z¯, ·, ·) be F1-pseudoconcave at (w, w¯) for fixed (z, z¯) and for all (z, z¯,w, w¯) fea-
sible for (MP) and all (u, u¯, v, v¯) feasible for (MD),
(i) F0(z, u; ξ1 + ξ2)+Re[uT ξ1 + uHξ2] 0 for ξ1 ∈ Cn, ξ2 ∈Cn, and
(ii) F1(v,w;η1 + η2)+Re[wT η1 +wHη2] 0 for η1 ∈Cm and η2 ∈ Cm.
Then inf(MP) sup(MD).
S.K. Mishra, N.G. Rueda / J. Math. Anal. Appl. 284 (2003) 250–265 255Proof. Let ξ1 =∇zf (u, u¯, v, v¯), ξ2 =∇z¯f (u, u¯, v, v¯). By hypothesis (i) we have
F0
(
z,u;∇zf (u, u¯, v, v¯)+∇z¯f (u, u¯, v, v¯)
)
 Re
[−uT∇zf (u, u¯, v, v¯)− uH∇z¯f (u, u¯, v, v¯)] 0,
which by the F0-pseudoconvexity of Ref (·, ·,w, w¯) at (u, u¯) yields
Re
[
f (z, z¯, v, v¯)− f (u, u¯, v, v¯)] 0. (4.1)
Let η1 =−∇wf (z, z¯,w, w¯) and η2 =−∇w¯f (z, z¯,w, w¯). By hypothesis (ii) we have
F1
(
v,w;−∇wf (z, z¯,w, w¯)−∇w¯f (z, z¯,w, w¯)
)
 Re
[
wT∇wf (z, z¯,w, w¯)+wH∇w¯f (z, z¯,w, w¯)
]
 0,
which by the F1-pseudoconcavity of Ref (z, z¯, ·, ·) at (w, w¯) gives
Re
[
f (z, z¯,w, w¯)− f (z, z¯, v, v¯)] 0. (4.2)
Combining (4.1) and (4.2), we have
Re
[
f (z, z¯,w, w¯)− f (u, u¯, v, v¯)] 0,
i.e., inf(MP) sup(MD). ✷
A strong duality theorem for this pair of problems can be proved from an earlier work
of Mond and Weir [18] in the light of the above theorem.
5. Symmetric dual fractional programming
The pair of fractional programs formulated in this section is based on the pattern of
fractional programs as given by Chandra et al. [2] for the real case.
Primal (FP)
Minimize p(z, z¯,w, w¯)= Ref (z, z¯,w, w¯)
Reg(z, z¯,w, w¯)
subject to Re[g(z, z¯,w, w¯){∇wf (z, z¯,w, w¯)+∇w¯f (z, z¯,w, w¯)}
− f (z, z¯,w, w¯){∇wg(z, z¯,w, w¯)+∇w¯g(z, z¯,w, w¯)}] 0,
Re
[
wT
{
g(z, z¯,w, w¯)∇wf (z, z¯,w, w¯)− f (z, z¯,w, w¯)∇wg(z, z¯,w, w¯)
}
+wH {g(z, z¯,w, w¯)∇w¯f (z, z¯,w, w¯)
− f (z, z¯,w, w¯)∇w¯g(z, z¯,w, w¯)
}]
 0,
z 0;
Dual (FD)
Maximize q(u, u¯, v, v¯)= Ref (u, u¯, v, v¯)Reg(u, u¯, v, v¯)
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− f (u, u¯, v, v¯){∇zg(u, u¯, v, v¯)+∇z¯g(u, u¯, v, v¯)}] 0,
Re
[
uT
{
g(u, u¯, v, v¯)∇zf (u, u¯, v, v¯)− f (u, u¯, v, v¯)∇zg(u, u¯, v, v¯)
}
+ uH {g(u, u¯, v, v¯)∇z¯f (u, u¯, v, v¯)
− f (u, u¯, v, v¯)∇z¯g(u, u¯, v, v¯)
}]
 0,
v  0.
Here it is assumed that g > 0 and f  0 throughout the feasible regions for (FP) and
(FD).
The proof of the following lemma is on the lines of the proof of Lemma 1 of Chandra
et al. [2], so we stated it without proof.
Lemma 5.1.
(i) If Ref (·, ·,w, w¯) is F -convex and Reg(·, ·,w, w¯) is F -concave, then p(·, ·,w, w¯) is
F -pseudoconvex.
(ii) If Ref (z, z¯, ·, ·) is F -concave and Reg(z, z¯, ·, ·) is F -convex, then p(z, z¯, ·, ·) is F -
pseudoconcave.
In view of the above lemma, Theorem 4.1 can be generalized for problems (FP) and
(FD).
6. Second order F -convexity
In this section we extend the concept of F -convexity introduced in Section 2 to the
second order case. We shall assume that f is a twice differentiable function from Cn ×
Cn ×Cm ×Cm to C throughout the rest of the paper.
Definition 6.1. The real part Ref of an analytic function f :Cn×Cn×Cm×Cm → C is
said to be second order F -convex at (z0, z¯0) for fixed (w, w¯), if
Re
[
f (z, z¯,w, w¯)− f (z0, z¯0,w, w¯)+ 12p
T (∇zz +∇zz¯)f (z0, z¯0,w, w¯)p
+ 1
2
pH (∇z¯z +∇z¯z¯)f (z0, z¯0,w, w¯)p
]
 F
(
z, z0;∇zf (z0, z¯0,w, w¯)+ (∇zz +∇zz¯)f (z0, z¯0,w, w¯)p
+∇z¯f (z0, z¯0,w, w¯)+ (∇z¯z +∇z¯z¯)f (z0, z¯0,w, w¯)p
)
for all (z, z¯) ∈Cn and for some arbitrary sublinear functional F .
Definition 6.2. The real part Ref of an analytic function f :Cn×Cn×Cm×Cm → C is
said to be second order F -concave at (w0, w¯0) for fixed (z, z¯) if
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[
f (z, z¯,w0, w¯0)− f (z, z¯,w, w¯)− 12p
T (∇ww +∇ww¯)f (z, z¯,w0, w¯0)p
− 1
2
pH (∇w¯w +∇w¯w¯)f (z, z¯,w0, w¯0)p
]
 F
(
w,w0;−
{∇wf (z, z¯,w0, w¯0)+ (∇ww +∇ww¯)f (z, z¯,w0, w¯0)p}
− {∇w¯f (z, z¯,w0, w¯0)+ (∇w¯w +∇w¯w¯)f (z, z¯,w0, w¯0)p})
for all (w, w¯) and some arbitrary sublinear functional F .
Definition 6.3. The real part Ref of an analytic function f :Cn×Cn×Cm×Cm → C is
said to be second order F -pseudoconvex at (z0, z¯0) for fixed (w, w¯) ∈ Cn , if
F
(
z, z0;∇zf (z0, z¯0,w, w¯)+ (∇zz +∇zz¯)f (z0, z¯0,w, w¯)p
+∇z¯f (z0, z¯0,w, w¯)+ (∇z¯z +∇z¯z¯)f (z0, z¯0,w, w¯)p
)
 0
⇒ Re
[
f (z, z¯,w, w¯)− f (z0, z¯0,w, w¯)+ 12p
T (∇zz +∇zz¯)f (z0, z¯0,w, w¯)p
+ 1
2
pH (∇z¯z +∇z¯z¯)f (z0, z¯0,w, w¯)p
]
 0
for all (w, w¯) ∈ Cn, and some arbitrary sublinear functional F .
Definition 6.4. The real part Ref of an analytic function f :Cn×Cn×Cm×Cm → C is
said to be second order F -pseudoconcave at (w0, w¯0) for fixed (z, z¯) ∈Cn if
F
(
w,w0;−
{∇wf (z, z¯,w0, w¯0)+ (∇ww +∇ww¯)f (z, z¯,w0, w¯0)p}
− {∇w¯f (z, z¯,w0, w¯0)+ (∇w¯w +∇w¯w¯)f (z, z¯,w0, w¯0)p}) 0
⇒ Re
[
f (z, z¯,w, w¯)− f (z, z¯,w0, w¯0)+ 12p
T (∇ww +∇ww¯)f (z, z¯,w0, w¯0)p
+ 1
2
pH (∇w¯w +∇w¯w¯)f (z, z¯,w0, w¯0)p
]
 0
for all (w, w¯) ∈ Cn, and some arbitrary sublinear functional F .
7. Second order Wolfe type symmetric duality
In this section we extend the first order Wolfe pair of Section 3 to the second order
Wolfe type problems and establish a weak duality theorem.
Primal (2WP)
Minimize φ(z, z¯,w, w¯,p)
= Re
[
f (z, z¯,w, w¯)−wT∇wf (z, z¯,w, w¯)
−wH∇w¯f (z, z¯,w, w¯)−wT (∇ww +∇ww¯)f (z, z¯,w, w¯)p
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− 1
2
pT (∇ww +∇ww¯)f (z, z¯,w, w¯)p
− 1
2
pH (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p
]
subject to Re[∇wf (z, z¯,w, w¯)+∇w¯f (z, z¯,w, w¯)
+ (∇ww +∇ww¯)f (z, z¯,w, w¯)p
+ (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p
]
 0,
z 0;
Dual (2WD)
Maximize ψ(u, u¯, v, v¯,p1)
= Re
[
f (u, u¯, v, v¯)− uT∇zf (u, u¯, v, v¯)
− uH∇z¯f (u, u¯, v, v¯)
− uT (∇zz +∇zz¯)f (u, u¯, v, v¯)p1
− uH (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1
− 1
2
pT1 (∇zz +∇zz¯)f (u, u¯, v, v¯)p1
− 1
2
pH1 (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1
]
subject to Re[∇zf (u, u¯, v, v¯)+∇z¯f (u, u¯, v, v¯)+ (∇zz +∇zz¯)f (u, u¯, v, v¯)p1
+ (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1
]
 0,
v  0.
Theorem 7.1. Let Ref (·, ·,w, w¯) be second order F0-convex at (u, u¯) and second or-
der F1-concave at (w, w¯) and for all (z, z¯,w, w¯) feasible for (2WP) and all (u, u¯, v, v¯)
feasible for (2WD),
(i) F0(z, u; ξ1 + ξ2 + ξ3 + ξ4)+Re[uT ξ1 + uHξ2 + uT ξ3 + uHξ4] 0 for ξ1, ξ2, ξ3, ξ4 ∈
Cn and
(ii) F1(v,w;η1 + η2 + η3 + η4)+Re[wT η1 +wHη2 +wT η3 +wHη4] 0 for η1 + η2 +
η3 + η4 ∈Cm.
Then inf(2WP) sup(2WD).
Proof. Because of the second order F0-convexity and second order F1-concavity of Ref ,
the following inequalities hold:
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[
f (z, z¯, v, v¯)− f (u, u¯, v, v¯)+ 1
2
pT1 (∇zz +∇zz¯)f (u, u¯, v, v¯)p1
+ 1
2
pH1 (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1
]
 F0
(
z,u; {∇zf (u, u¯, v, v¯)+ (∇zz +∇zz¯)f (u, u¯, v, v¯)p1}
+ {∇z¯f (u, u¯, v, v¯)+ (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1})
and
Re
[
f (z, z¯,w, w¯)− f (z, z¯, v, v¯)− 1
2
pT (∇ww +∇ww¯)f (z, z¯,w, w¯)p
− 1
2
pH (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p
]
 F1
(
v,w;−{∇wf (z, z¯,w, w¯)+ (∇ww +∇ww¯)f (z, z¯,w, w¯)p}
− {∇w¯f (z, z¯,w, w¯)+ (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p}).
Adding the previous two inequalities we get
Re
[
f (z, z¯,w, w¯)− f (u, u¯, v, v¯)]
 F0
(
z,u; {∇zf (u, u¯, v, v¯)+ (∇zz +∇zz¯)f (u, u¯, v, v¯)p1}
+ {∇z¯f (u, u¯, v, v¯)+ (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1})
+ F1
(
v,w;−{∇wf (z, z¯,w, w¯)+ (∇ww +∇ww¯)f (z, z¯,w, w¯)p}
− {∇w¯f (z, z¯,w, w¯)+ (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p})
−Re
[
1
2
pT1 (∇zz +∇zz¯)f (u, u¯, v, v¯)p1 +
1
2
pH1 (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1
]
+Re
[
1
2
pT (∇ww +∇ww¯)f (z, z¯,w, w¯)p
+ 1
2
pH (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p
]
.
Let ξ1 = ∇zf (u, u¯, v, v¯), ξ2 = ∇z¯f (u, u¯, v, v¯), ξ3 = (∇zz +∇zz¯)f (u, u¯, v, v¯)p1, ξ4 =
(∇z¯z + ∇z¯z¯)f (u, u¯, v, v¯)p1, η1 = −∇wf (z, z¯,w, w¯), η2 = −∇w¯f (z, z¯,w, w¯), η3 =
−(∇ww +∇ww¯)f (z, z¯,w, w¯)p, and η4 =−(∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p.
Using the hypotheses of the theorem, we have
F0
(
z,u; {∇zf (u, u¯, v, v¯)+ (∇zz +∇zz¯)f (u, u¯, v, v¯)p1}
+ {∇z¯f (u, u¯, v, v¯)+ (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1})
 Re
[−uT {∇zf (z, z¯, v, v¯)+ (∇zz +∇zz¯)f (u, u¯, v, v¯)p1}
− uH {∇z¯f (u, u¯, v, v¯)+ (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1}]
and
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(
v,w;−{∇wf (z, z¯,w, w¯)+ (∇ww +∇ww¯)f (z, z¯,w, w¯)p}
− {∇w¯f (z, z¯,w, w¯)+ (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p})
 Re
[
wT
{∇wf (z, z¯,w, w¯)+ (∇ww +∇ww¯)f (z, z¯,w, w¯)p}
+wH {∇w¯f (z, z¯,w, w¯)+ (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p}].
Therefore we get
Re
[
f (z, z¯,w, w¯)− f (u, u¯, v, v¯)]
 Re
[−uT∇zf (u, u¯, v, v¯)− uH∇z¯f (u, u¯, v, v¯)
− uT (∇zz +∇zz¯)f (u, u¯, v, v¯)p1 − uH (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1
]
+Re[wT∇wf (z, z¯,w, w¯)+wH∇w¯f (z, z¯,w, w¯)
+wT (∇ww +∇ww¯)f (z, z¯,w, w¯)p+wH (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p
]
+Re
[
−1
2
pT1 (∇zz +∇zz¯)f (u, u¯, v, v¯)p1 −
1
2
pH1 (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1
]
+Re
[
1
2
pT (∇ww +∇ww¯)f (z, z¯,w, w¯)p
+ 1
2
pH (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p
]
,
that is,
Re
[
f (z, z¯,w, w¯)−wT∇wf (z, z¯,w, w¯)−wH∇w¯f (z, z¯,w, w¯)
−wT (∇ww +∇ww¯)f (z, z¯,w, w¯)p−wH (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p
− 1
2
pT (∇ww +∇ww¯)f (z, z¯,w, w¯)p− 12p
H (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p
]
 Re
[
f (u, u¯, v, v¯)− uT∇zf (u, u¯, v, v¯)
−uH∇z¯f (u, u¯, v, v¯)− uT (∇zz +∇zz¯)f (u, u¯, v, v¯)p1
−uH (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1
−1
2
pT1 (∇zz +∇zz¯)f (u, u¯, v, v¯)p1 −
1
2
pH1 (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1
]
,
and hence inf(2WP) sup(2WD). ✷
The second order strong duality theorem can be developed on the lines of [16, Theo-
rem 2] in light of the above theorem.
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In this section we consider the following second order Mond–Weir type pair and prove
a weak duality theorem.
Primal (2MP)
Minimize Re
[
f (z, z¯,w, w¯)− 1
2
pT (∇ww +∇ww¯)f (z, z¯,w, w¯)p
− 1
2
pH (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p
]
subject to Re[∇wf (z, z¯,w, w¯)+∇w¯f (z, z¯,w, w¯)
+ (∇ww +∇ww¯)f (z, z¯,w, w¯)p
+ (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p
]
 0,
Re
[
wT∇wf (z, z¯,w, w¯)+wH∇w¯f (z, z¯,w, w¯)
+wT (∇ww +∇ww¯)f (z, z¯,w, w¯)p
+wH (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p
]
 0,
z 0;
Dual (2MD)
Maximize Re
[
f (u, u¯, v, v¯)− 1
2
pT1 (∇zz +∇zz¯)f (u, u¯, v, v¯)p1
− 1
2
pH1 (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1
]
subject to Re[∇zf (u, u¯, v, v¯)+∇z¯f (u, u¯, v, v¯)+ (∇zz +∇zz¯)f (u, u¯, v, v¯)p1
+ (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1
]
 0,
Re
[
uT∇zf (u, u¯, v, v¯)+ uH∇z¯f (u, u¯, v, v¯)
+ uT (∇zz +∇zz¯)f (u, u¯, v, v¯)p1
+ uH (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1
]
 0,
v  0.
Theorem 8.1. Let Ref (·, ·,w, w¯) be second order F0-pseudoconvex at (u, u¯) and
Ref (z, z¯, ·, ·) be second order F1-pseudoconcave at (w, w¯), and for all (z, z¯,w, w¯) feasi-
ble for (2MP) and all (u, u¯, v, v¯) feasible for (2MD),
(i) F0(z, u; ξ1 + ξ2 + ξ3 + ξ4)+Re[uT ξ1 + uHξ2 + uT ξ3 + uHξ4] 0 for ξ1, ξ2, ξ3, ξ4 ∈
Cn and
(ii) F1(v,w;η1 + η2 + η3 + η4)+Re[wT η1 +wHη2 +wT η3 +wHη4] 0 for η1 + η2 +
η3 + η4 ∈Cm.
Then inf(2MP) sup(2MD).
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and ξ4 = (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1. Then
F0
(
z,u;∇zf (u, u¯, v, v¯)+∇z¯f (u, u¯, v, v¯)+ (∇zz +∇zz¯)f (u, u¯, v, v¯)p1
+ (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1
)
 Re
[−uT∇zf (z, z¯, v, v¯)− uH∇z¯f (u, u¯, v, v¯)
− uT (∇zz +∇zz¯)f (u, u¯, v, v¯)p1 − uH (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1
]
 0,
which by the second order F0-pseudoconvexity of f (·, ·,w, w¯) at (u, u¯) yields
Re
[
f (z, z¯, v, v¯)− f (u, u¯, v, v¯)+ 1
2
pT1 (∇zz +∇zz¯)f (u, u¯, v, v¯)p1
+ 1
2
pH1 (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1
]
 0. (8.1)
Let η1 =−∇wf (z, z¯,w, w¯), η2 = −∇w¯f (z, z¯,w, w¯), η3 =−(∇ww +∇ww¯)f (z, z¯,w, w¯)
× p, and η4 =−(∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p. Then we have
F
(
v,w;−∇wf (z, z¯,w, w¯)−∇w¯f (z, z¯,w, w¯)− (∇ww +∇ww¯)f (z, z¯,w, w¯)p
− (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p
)
 Re
[
wT∇wf (z, z¯,w, w¯)+wH∇w¯f (z, z¯,w, w¯)
+wT (∇ww +∇ww¯)f (z, z¯,w, w¯)p+wH(∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p
]
 0,
which by the second order F1-pseudoconcavity of Ref (z, z¯, ·, ·) at (w, w¯) gives
Re
[
f (z, z¯,w, w¯)− f (z, z¯, v, v¯)− 1
2
pT (∇ww +∇ww¯)f (z, z¯,w, w¯)p
− 1
2
pH (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p
]
 0. (8.2)
Combining (8.1) and (8.2), we have
Re
[
f (z, z¯,w, w¯)− 1
2
pT (∇ww +∇ww¯)f (z, z¯,w, w¯)p
− 1
2
pH (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p
]
 Re
[
f (u, u¯, v, v¯)− 1
2
pT1 (∇zz +∇zz¯)f (u, u¯, v, v¯)p1
+ 1
2
pH1 (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1
]
,
that is, inf(2MP) sup(2MD). ✷
The strong duality theorem for the second order Mond–Weir pair can be developed on
the lines of [16, Theorem 4] in the light of the above theorem.
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In this section we extend the complex fractional programs formulated in Section 5 to
the second order complex fractional symmetric dual pair (2FP) and (2FD) as follows:
Primal (2FP)
Minimize Q(z, z¯,w, w¯,p)
= Re
[
f (z,z¯,w,w¯)− 12pT (∇ww+∇ww¯)f (z,z¯,w,w¯)p− 12pH (∇w¯w+∇w¯w¯)f (z,z¯,w,w¯)p
]
Re
[
g(z,z¯,w,w¯)− 12pT0 (∇ww+∇ww¯)g(z,z¯,w,w¯)p0− 12pH0 (∇w¯w+∇w¯w¯)g(z,z¯,w,w¯)p0
]
subject to Re
[
G(z, z¯,w, w¯,p0)
{∇wf (z, z¯,w, w¯)+∇w¯f (z, z¯,w, w¯)
+ (∇ww +∇ww¯)f (z, z¯,w, w¯)p
+ (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p
}
−H(z, z¯,w, w¯,p){∇wg(z, z¯,w, w¯)+∇w¯g(z, z¯,w, w¯)
+ (∇ww +∇ww¯)g(z, z¯,w, w¯)p0
+ (∇w¯w +∇w¯w¯)g(z, z¯,w, w¯)p0
}]
 0,
Re
[
wT
[
G(z, z¯,w, w¯,p0)
{∇wf (z, z¯,w, w¯)
+ (∇ww +∇ww¯)f (z, z¯,w, w¯)p
}
−H(z, z¯,w, w¯,p){∇wg(z, z¯,w, w¯)
+ (∇ww +∇ww¯)g(z, z¯,w, w¯)p0}
]
+wH [G(z, z¯,w, w¯,p0){∇w¯f (z, z¯,w, w¯)
+ (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)
}
−H(z, z¯,w, w¯,p){∇w¯g(z, z¯,w, w¯)
+ (∇w¯w +∇w¯w¯)g(z, z¯,w, w¯)p0
}]]
 0,
z 0,
where
G(z, z¯,w, w¯,p0)= g(z, z¯,w, w¯)− 12p
T
0 (∇ww +∇ww¯)g(z, z¯,w, w¯)p0
− 1
2
pH0 (∇w¯w +∇w¯w¯)g(z, z¯,w, w¯)p0
and
H(z, z¯,w, w¯,p)= f (z, z¯,w, w¯)− 1
2
pT (∇ww +∇ww¯)f (z, z¯,w, w¯)p
− 1pH (∇w¯w +∇w¯w¯)f (z, z¯,w, w¯)p;2
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Maximize Q(u, u¯, v, v¯,p1)
= Re
[
f (u,u¯,v,v¯)− 12pT1 (∇zz+∇zz¯)f (u,u¯,v,v¯)p1− 12pH1 (∇z¯z+∇z¯z¯)f (u,u¯,v,v¯)p1
]
Re
[
g(u,u¯,v,v¯)− 12pT2 (∇zz+∇zz¯)g(u,u¯,v,v¯)p2− 12pH2 (∇z¯z+∇z¯z¯)g(u,u¯,v,v¯)p2
]
subject to Re
[
G(u, u¯, v, v¯,p2)
{∇zf (u, u¯, v, v¯)+∇z¯f (u, u¯, v, v¯)
+ (∇zz +∇zz¯)f (u, u¯, v, v¯)p1 + (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1
}
−H(u, u¯, v, v¯,p1)
{∇zg(u, u¯, v, v¯)+∇z¯g(u, u¯, v, v¯)
+ (∇zz +∇zz¯)g(u, u¯, v, v¯)p2 + (∇z¯z +∇z¯z¯)g(u, u¯, v, v¯)p2
}]
 0,
Re
[
uT
[
G(u, u¯, v, v¯,p2)
{∇zf (u, u¯, v, v¯)+∇z¯f (u, u¯, v, v¯)
+ (∇zz +∇zz¯)f (u, u¯, v, v¯)p1 + (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1
}
−H(u, u¯, v, v¯,p1)
{∇zg(u, u¯, v, v¯)+∇z¯g(u, u¯, v, v¯)
+ (∇zz +∇zz¯)g(u, u¯, v, v¯)p2 + (∇z¯z +∇z¯z¯)g(u, u¯, v, v¯)p2
}]]
 0,
v  0,
where
G(u, u¯, v, v¯,p2)= g(u, u¯, v, v¯)− 12p
T
2 (∇zz +∇zz¯)g(u, u¯, v, v¯)p2
− 1
2
pH2 (∇z¯z +∇z¯z¯)g(u, u¯, v, v¯)p2
and
H(u, u¯, v, v¯,p2)= f (u, u¯, v, v¯)− 12p
T
1 (∇zz +∇zz¯)f (u, u¯, v, v¯)p1
− 1
2
pH1 (∇z¯z +∇z¯z¯)f (u, u¯, v, v¯)p1.
It is assumed that ReG > 0 and ReH  0 throughout the feasible regions defined by
the primal (2FP) and the dual problem (2FD).
Lemma 5.1 above can be extended to the second order case on the lines of Lemma 1 of
[16], and Theorem 8.1 can also be extended for problems (2FP) and (2FD).
10. Particular cases and remarks in applications
(i) If we take the function f to be real and differentiable and F0 = F1, then this is an
earlier work by Chandra et al. [2], and if we take f to be second order differentiable and
real and we assume F0 = F1, then Sections 6–9 are as in Mishra [16].
(ii) If we take the function f to be real and convex/concave then this is an earlier work
by Gulati and Ahmad [7].
As pointed out by Lai [10], complex programming problems are applied to various fields
of electrical engineering. For details the reader may refer to [4,20].
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