Abstract. Cubature methods, a powerful alternative to Monte Carlo due to Kusuoka [Adv. Math. Econ. 6, 69-83, 2004] and Lyons-Victoir [Proc. R. Soc. Lond. Ser. A 460, 169-198, 2004], involve the solution to numerous auxiliary ordinary differential equations. With focus on the Ninomiya-Victoir algorithm [Appl. Math. Fin. 15, 107-121, 2008], which corresponds to a concrete level 5 cubature method, we study some parametric diffusion models motivated from financial applications, and exhibit structural conditions under which all involved ODEs can be solved explicitly and efficiently. We then enlarge the class of models for which this technique applies, by introducing a (modeldependent) variation of the Ninomiya-Victoir method. Our method remains easy to implement; numerical examples illustrate the savings in computation time.
Introduction
We deal with the common problem in quantitative finance to compute, as fast and accurately as possible, (1) E [f (X T )] .
Here, f : R N → R denotes a typical payoff function and (X t ) 0≤t≤T is an Ndimensional diffusion process, given in terms of a stochastic differential equation (SDE) As is common in the analysis of higher-order, weak approximation methods for such SDEs (cf. the classics Kloeden and Platen [7] , Glasserman [4] as well as Kusuoka [8] , Lyons and Victoir [12] and Ninomiya and Victoir [15] for cubature type methods) we shall assume that the payoff function f and all vector fields V 0 , V 1 , . . . , V d are smooth, with bounded derivatives of any order. The standing remark in this subject, implicit in all of the aforementioned references, is that any scheme obtained from such an analysis can and will be applied to typical financial diffusion models (such as Heston, SABR and their -possibly higher-dimensionalgeneralizations) even if they do not satisfy the technical assumptions initially used in the analysis; numerical experiments (which are necessary for every numerical scheme in any case!) serve as a posteriori justification. 1 We do not wish to impose any special structure on (2); in particular the vector fields are not supposed to commute (cf. Kloeden and Platen [7] [page 348] for the advantages in such a case in the particular case of the Milstein scheme), no affine structure (as in the Heston model) is assumed, nor do we want to rely on heat-kernel based expansions of (1) (such as the SABR formula). In this generality, one has essentially two approaches. The PDE method, based on the Feynman-Kac formula, consists in solving the Cauchy problem for the partial differential equation
where the 2nd order differential operator L is given in Hörmander form
where vector-fields are identified with first order differential operators. As is well known, that PDE approach is prohibitively slow in higher dimension; there are also stability issues when L is not elliptic. The other approach is the probabilistic "simulation" method which requires two steps. In step 1 one discretizes X (t, x) in order to obtain an approximation X K (t, x); typically, K corresponds to the number of partitions of [0, T ]; examples include the Euler-Maruyama (EM) scheme
where Z j k is a family of independent N (0, 1) 2 random variables, as well as higher order (Milstein, Kusuoka, Ninomiya-Victoir, . . . ) schemes which we do not wish to detail at this moment. The discretization error is given by
It is possible to analyze mollified/truncated versions of CIR, Heston, SABR, . . . and thus provide further mathematical justification. For instance, it was only recently shown in full rigor that the classical Euler-Maruyama scheme applied to the Heston model converges; see e.g. Mao and Higham [5] . Let us also mention the work of Alfonsi [1] in this context. Such considerations are not the purpose of the present paper.
2 Throughout the paper N (µ, σ 2 ) denotes the normal distribution with mean µ and variance
In step 2 one has to integrate f X K (T, x) over some domain of dimension
Here, F denotes the dependence of f X K (T, x) on uniform random variables, i.e., 
The central limit theorem roughly implies that MC-integration error is O 1/ √ M . More precisely, we have in the sense of an asymptotic equality in law,
we see that the number of sample points M needed to attain a given accuracy (i.e. a certain ε bound for the MCintegration error) is roughly independent of K and the discretization algorithm. The situation is somewhat different for the QMC-integration error. It is known that there exists sequences ("sample points") such that there exists C = C (f, D (K)) such that for all M one has
In contrast to the MC case, the number of sample points M needed by QMC to attain a given accuracy depends heavily on the dimension of integration D (K) and, possibly, on the smoothness of f X K as a function in the points y 1 , . . . , y D(K) . Moreover, the above error estimate is known to grossly overestimate the true error in many cases. 
3 The dimension D(K) will depend on the method (for instance
for all multi-indices I = (i 1 , . . . , i j ) ∈ {1, . . . , d} j with all 1 ≤ j ≤ m, where m is a fixed positive integer, the order of the cubature formula. Moreover, we note that since the paths of the process W are of bounded variation, the integrals on the right hand side of (3) are then understood as classical Riemann-Stieltjes integrals. In applications, the reference interval [0, 1] in (3) is typically replaced by some (small) interval such as [0, T /K]. (Due to Brownian scaling, however, the problems are equivalent; in particular, a cubature formula on [0, t] is obtained by a scaled version of the cubature formula on [0, 1].) In the classical paper of Lyons and Victoir [12] the authors actually insisted that the cubature formula is discrete meaning that for some positive integer k, the law of W can be written as
where δ Wi is the Dirac measure on Wiener space which assign unit mass to the path W i (.) , zero to every other path. (Existence and explicit knowledge of cubature formulas is a non-trivial problem!) The idea is now to approximate the stochastic differential equation (2) for X = X (t, x) by a family of (random) ordinary timeinhomogeneous differential equations,
where W now denotes a cubature formula on the interval [0, t]. A stochastic Taylorexpansions (e.g. chapter 18 in [2] for a discussion in the spirit of cubature)
as t → 0. Observe that in the case of a discrete cubature formula E f X(t, x; W ) is computed exactly (no integration error!) by solving k ordinary differential equations. A (big) interval [0, T ] can be handled by dividing it into K intervals of length T /K and iterating this procedure but now exact computation of E [f (X(t, x; W ))] requires to solve
When k K becomes too big one can either perform a Monte Carlo simulation ("on the cubature tree") or resort to recombination techniques (see Litterer and Lyons [13] for the present state of art). Let us note, however, that in many practical applications K remains small, which helps to explain the numerical benefits of cubature even without recombination.
1.2. The Ninomiya-Victoir (NV) Scheme. The Ninomiya-Victoir "splitting" scheme, introduced in [15] , is given by
Here e V x ∈ R N denotes the ODE solution at unit time toẏ = V (y) , y (0) = x and the probability space carries independent random-variables (Λ k ), with values ±1 at probability 1/2, and N (0, 1) random variables (Z j k ). One step in the NV scheme corresponds actually to a (non-discrete) cubature formula of order m = 5. To see this, assume V 0 = 0 for (consistent) simplicity and let (b i ) denote the canonical basis of R
d . An R d -valued random path W (ω), continuous and of bounded variation, is then created via Λ (ω) ∈ {+1, 1} and d independent N (0, 1) realizations
the construction is similar but in reversed order. When V 0 = 0, one follows the flow of the drift vector-field for time T / (2K) in the first and last step of the scheme; at all intermediate steps V 0 is followed for a time T /K; this is inspired by classical splitting methods in operator theory. Let us also note that the coin-flipping corresponds to Talay's trick of, in a weak approximation context, replacing the (difficult to sample) Lévy's area by a discrete moment-matched random variable, see Kloeden and Platen [7] [page 466 f.].
The NV scheme has attracted wide attention since its introduction in [15] ; it is nowadays found in various sophisticated numerical packages such as Inria's software PREMIA for financial option computations. 4 A variation of the scheme designed to deal with degeneracies arising some affine situations is discussed in [1] . Let us also mention the "NV inspired" schemes developed in [3] and [16] .
1.3. Semi-closed form cubature. It is clear from the preceding discussion that cubature methods, and the NV scheme in particular, heavily rely on the ability to solve, fast and accurately, ordinary differential equations. The general cubature methods involves time-inhomogeneous ODEs; in general, there is no alternative to solve them numerically, typically with Runge-Kutta methods. (A detailed discussion on how Runge-Kutta methods are applied in this context is found in Ninomiya and Ninomiya [14] .)
On the other hand, the Ninomiya-Victoir splitting scheme only involves the composition of solution flows to time-homogeneous ODEs. In particular, there will be "lucky" cases of models where all (or at least most) ODE flows can be solved exactly. 5 In such a case one has effectively found a level-5 cubature method which can be implemented without relying on numerical ODE solvers. In particular, one expects the cubature methods to perform especially well in such cases. As was observed in [15] , see also Section 2.1, the Heston model is such a lucky case. We thus propose the following definition. (2) where a cubature method can be implemented without any numerical ODE solutions is said to be accessible to semiclosed form cubature (SCFC).
For instance, any model of type (2) where all ODE flows e tV0 , . . . , e tV d can be solved in closed form falls in this class. However, one soon encounters model (e.g. the popular SABR model, see Section 2.2) in which some of the vector-fields do not allow for flows in closed form. The contribution of this paper, beyond suggesting the systematic use of financial models that are accessible to semi-closed form cubature, is that the class of such models can be significantly enlarged by working with an almost trivial modification of the NV scheme.
6 Before explaining our modification we point out that the SABR model then becomes accessible to semi-closed form cubature. Our modification is based on the trivial equivalence of (2) with
whatever the choice of drift parameters γ 1 , . . . , γ d . Assume that all diffusion vectorfields (V 1 , . . . , V d ) allow for flows in closed form, whereas e tV0 is not available in closed form. The point is that, in a variety of concrete examples, one can pick drift parameters γ 1 , . . . , γ d in a way that e tV (γ) 0 can be solved in closed form after all. Therefore, we propose the following variant of the Ninomiya-Victoir method (which shall be referred to as the "NV scheme with drift (trick)"):
where
The bulk of this paper is devoted to implement these ideas for a handful of (stochastic volatility) models encountered in the financial industry. Since highdimensional problems are the raison d'être for probabilistic simulation methods, a detailed discussion of a higher-dimensional (SABR-type) model is included. At last, we discuss numerical results obtained with our "drift-modified" NV scheme: relative to the classical NV scheme we observe significant and consistent savings in computational time.
Note that we want to concentrate on the method itself, without further improvements like variance reduction, optimization of code and Romberg extrapolation. 
where µ is the rate of return of the asset, θ is the long vol, κ is the mean-reversion rate, ξ is the vol(atility) of vol(atility) and ρ is the correlation parameter between the (standard) Brownian motions B 1 and ρB
The vector fields are given by
and so we get
The corresponding solutions to the ODEs are (cf. Lord et al. [11, p.8-9] and their reference to [15] ; see also the Appendix)
. We assume (as in [11] ) that J ≥ 0; see [1] for how to proceed otherwise.
The Heston model can be rewritten in log-coordinates. Define Y 1 (t) = log X 1 (t, x) and Y 2 (t) = X 2 (t). In this new coordinate chart, the vector fields are
and the corresponding solutions to the ODEs are
, as before and y = (y 1 , y 2 ) = (log x 1 , x 2 ). As is well-known, it is far preferable to use Heston in log-coordinates when simulating with the EM scheme. Although this is less critical in the cubature context, we still recommend (6) to avoid the numerical evaluation of exp(·).
2.2. SABR model. The SABR model is given by
The corresponding vector fields are
The solutions to the ODEs corresponding to the vector fields V 1 and V 2 are
,
For details on the uniqueness of g 1 we refer to the Appendix. Concerning the solution to the ODE corresponding to V 0 , let H(s) be the first component of e sV0 x, i.e.
It is impossible to find H in closed-form (unless ρ = 0 or β = 1). This means that applying the standard NV-scheme must involve the numerical solution of auxiliary ODEs. We shall see later that with the NV scheme with drift all involved ODEs can be solved in closed form.
7 Although in the literature the SABR model is also considered for 0 < β < 1 2 we restrict ourselves to the case 1 2 ≤ β ≤ 1 in order to avoid difficulties regarding well-posedness of X, cf. [9] .
3. Models accessible to SCFC and NV with drift 3.1. Motivation. In the classical NV scheme, only centered Gaussian (Brownian) increments are used to flow along the diffusion vector fields. Our main observation is that one can also use non-centered Gaussian increments; this affects the drift term and, chosen in a smart way, can sometimes render all auxiliary ODE to be solvable in closed form. To motivate the class of models for which this works, we illustrate how to systematically construct models accessible to SCFC from a fairly general two-factor stochastic volatility model given in Itô form by x 2 ) is kept fixed. In Stratonovich form this becomes (omitting the dependence on t in the drift and diffusion coefficients),
In the subsequent analysis we shall exhibit a number of possible choices which lead to models accessible to SCFC. First we would like to choose the coefficients A, . . . , E such that we can rewrite the first SDE as
t + γ 1 t for a constant γ 1 and functions H 1 , H 2 . Three possible ways to achieve this goal are
Note that the Heston model is a particular example satisfying (i). However, in case (i) we would have γ 1 = 0 and since we want to illustrate the additional benefit of the NV scheme with drift over the classical NV scheme, we will not consider case (i) in any more detail. Moreover, since we would like the volatility factor to depend on the Brownian motion driving the stock, we will also skip case (ii) and concentrate on case (iii) which implies
. We focus on the most natural choice (i.e. B not being of exponential type) and therefore pick
These choices give us with p nice. Both (i) and (ii) lead to C being affine and E being affine or of square root type. We pick
and we shall later motivate why we let E be linear. With these choices we can write
We now rewrite the second SDE in the form
sH ) 2α ds to be explicit). We get
Note that if we would have chosen E to be affine but not linear or have chosen E of square root type, we would not be able to make H so simple. (For the same reason we have chosen D linear and not generally affine.) Finally, A(X 1 ) is left to choose. Since we want to end up with a model accessible to SCFC, the function A should be such that x 1 e tA is explicit, which means that we want cX1 and A(X 1 ) = X 1 + c and all lead to models that are accessible to SCFC. As a case study we choose the first one and apply the NV scheme with drift to the resulting model in the next section.
3.2.
Generalized SABR (with shifted log-normal 2nd factor). In the previous section we constructed a particular class of SV-models which are accessible to SCFC, namely:
with X 1 (0) = x 1 and X 2 (0) = x 2 . We assume that the parameters satisfy 1 2 ≤ β ≤ 1, θ, κ ≥ 0, α > 0, a, b > 0, −1 < ρ < 1. Details surrounding well-posedness, integrability properties and martingale properties can be found in Lions and Musiela [9, 10] . A simple application of Itô's formula shows that 2 )(t−s) e b(Wt−Ws) ds,
t and thus X 2 (t) > 0 for all t ≥ 0, provided x 2 > 0. We shall now give all the ODE solutions that are required to apply the NV scheme (with drift). First note that the vector fields V 1 and V 2 corresponding to B 1 and B 2 are given by
and the ODE solutions are
The Itô drift vector field V 0 and Stratonovich drift vector field V 0 of X are given by
We have e sV0 x = (H(s), h(s)) T with h(s) = x 2 − κθ κ + Let us now show that by using Brownian increments with drift, this problem can be resolved: all necessary flows can be computed in closed form. Recall from the previous section that we can rewrite X as
t + γ 2 t . with
We see here that the assumption −1 < ρ < 1 is crucial. Note that the vector fields corresponding to B κθ .
Then we have e
Note that when κ = 0 or θ = 0, P (s) should be understood in the limiting sense, i.e., P (s) = sx 2α 2 for κ = 0 or θ = 0. Remark 2. Since the SABR model is a special case of the model presented here -corresponding to α = 1, κ = 0 -the semi-closed form NV algorithm developed above can be, in particular, applied to the SABR model.
Girsanov transform.
We have seen for the example above, that if one uses the standard NV scheme, the flow of the drift vector field is not available in closed form. Besides using the 'drift trick' as we did above, it is also possible to absorb this drift in a change-of-measure; the details of this are outlined below. There is, however, a serious downside to this: the Girsanov-density which appears due to the change-of-measure will add significantly to the variance of the object to be sampled. Thus, without further variance reduction, we do not advertise the use of the Girsanov transform in this context.
Let Y = (Y 1 , Y 2 ) be the process defined by
t . and let P be the probability measure under which B = (B 1 , B 2 ) is a 2-dimensional standard Brownian motion. Define the probability measure Q by dQ dP | Ft = E(t), where
Then by Girsanov, under Q, (B 1 , B 2 ) is equal in law to a 2-dimensional standard Brownian motion plus constant drift equal to (γ 1 , γ 2 ). Hence under Q, Y is equal in law to X under P and we have for f : R 2 → R measurable,
Hence a "weighted" NV scheme with explicit solutions to all ODEs can be obtained by using the NV scheme for the process Y and then multiplying the payoff f (Y 1 (t), Y 2 (t)), as is done in importance sampling, by E(t). Note that all the ODE solutions corresponding to the NV scheme for Y are explicit, since the vector fields corresponding to Y are V (γ) 0 , V 1 and V 2 . To back up our claim about the additional variance caused by the Girsanov density E(t), note that V(E(t)) = e 
3.4.
A multi-dimensional version. Let us illustrate how the techniques introduced (until now in the context of 2-dimensional models) remain feasible in typical higher dimensional models (what we have in mind here is some multi asset SV model). Since it is precisely the curse of dimensionality that forces one to use stochastic methods (rather than PDE methods, say) we want to be fully explicit in showing how our ideas are implemented in higher dimensions. More specifically, we shall consider the following multi-dimensional version of our SABR-type model:
T is a 2N-dimensional Brownian motion with correlation matrix given by ρ which we assume to be positive-definite. Let √ ρ be the unique lower-triangular matrix such 
Let for j = 1, . . . , N , V j and U j be the vector fields corresponding to B j and W j , respectively. We have
It follows that
, where for i = 1, . . . , N ,
We would like to write the system (X i , Y i ), i = 1, . . . , N in the following way
for a certain γ = (γ 1 , . . . , γ N ) and δ = (δ 1 , . . . , δ N ). Looking at V 0 , we should choose γ and δ such that for i = 1, . . . , N ,
These are 2N linear equations with 2N unknowns. It follows that there exists a unique γ and δ such that the above equalities are satisfied if √ ρ is of full rank. This is the multi-dimensional analogue of the condition −1 < ρ < 1 of the previous section. We see that in order to apply the NV scheme with drift, we need to find the flows corresponding to the vector fields V j (x, y), U j (x, y) and
All the solutions to these ODEs can be found explicitly as in Section 3.2.
3.5. Numerical analysis of our NV scheme with drift. In this section we want to prove second order weak convergence of
given by (4)- (5) . As in the original proof by Ninomiya and Victoir [15] for the classical NV scheme, we use a Taylor expansion to get the local order of the weak error by comparison with the known local weak order of the classical Ninomiya-Victoir scheme. Let X (N V ),K (T /K, x) be as in Section 1.2. Then the difference in the Taylor expansion of the expectation in one step is given by
When we condition on Λ 1 = 1, only the order of the indices are swapped. By the peculiar structure of (7), this means that the signs of all terms of the difference change, i.e.,
Thus, taking the unconditional expectation in Λ 1 gives
and second order convergence of the Ninomiya-Victoir scheme with drift follows exactly as in the case without drift.
Remark 3. The drift trick also works for classical cubature on Wiener space as in Lyons-Victoir [12] , i.e., when W 0 (t) ≡ t, simply by adding the same drift tγ i to the i th component of the cubature path W . This procedure retains the original order of convergence for the given cubature formula, as can be trivially seen by comparing the ODEs with and without drift. Note that in the Ninomiya-Victoir scheme a slightly more difficult argument as discussed above is necessary, since here the "time" component W 0 is not linear.
Numerical results
In this section we report the results of our numerical experiments. For this we have chosen three models: the SABR model, the generalized SABR model and the multi-dimensional generalized SABR model. The numerical results for these models are given in Section 4.1, Section 4.2 and Section 4.3, respectively. For each of the models, we compare the NV scheme with drift to the regular NV scheme and the Euler scheme and in all the experiments reported in this paper, we used Quasi Monte-Carlo for the integration. In order to check the order of the three schemes, we first give plots of the relative discretization error against the number of time steps K. For these plots the number of 'simulated trajectories' M is chosen such that the integration error is negligible compared to the discretization error. (Since we are using Quasi Monte Carlo, M is strictly speaking not the number of simulations, but the size of the finite low-discrepancy sequence used for the computation.) In order to compute these errors we of course need to know the 'true value' (or a good estimate of it). For the two experiments involving the generalized SABR model, the true value was obtained by running the code longer than reported in the plots. However, in the case of the SABR model, the true value was estimated by extrapolation of the values obtained by the code (the SABR formula is not exact enough!)
Results comparing the discretization error against the number of time steps, might not really seem practically relevant, since they only relate the number of timesteps for different numerical methods, but not the corresponding computational cost or computer time. Therefore we also give tables of the computational time of the different schemes. If we want to compare the run-time for different methods, we need to ensure the fairness of the comparison, i.e., we need to compare the different methods with parameters giving similar computational errors. We basically have two parameters for the numerical method, namely the number of time-steps K and the number of simulated trajectories M -where every trajectory is given by a D(K)-dimensional vector from a low discrepancy sequence, in our case the Sobolsequence. (Here, D(K) depends on both the model and the method.) Unlike for Monte Carlo simulation, where accurate, but probabilistic error estimates are available, there is no simple error estimation procedure for QMC (as far as we are aware). Therefore, it is not obvious how to choose the number of trajectories for a comparison of run-times. Choosing the same number of trajectories for every method might not be appropriate, because some methods might yield "rougher" integration problems, requiring a higher number of trajectories for a comparable precision.
In our comparison we proceeded as follows. For a given model and method we first choose K (and M very large) such that the relative discretization error is around 10 −3 . For simplicity, we take the computations run for producing the plots, which means that K is a power of two. Then we start with M 0 = 1000 trajectories, run the method, and double the number M of trajectories until the observed (absolute) error is consistently closer than 2 × 10 −5 to the true (absolute) error for the fixed given K.
To explain this in more detail, first recall that the computational error in (Quasi) Monte Carlo simulations for SDEs splits into two parts: Error = Error dis + Error int . Here, Error dis stems from the time-discretization of the SDE. This part of the error is controlled by K. Error int is the error from the integration, i.e., from the numerical computation of the expectation of the solution to the discretized SDE. This error part is controlled by M . In the comparison procedure, we first fix K such that the relative discretization error Error dis /C (C denoting the true result) is around 10 −3 . Then we choose M (by a doubling procedure) such that Error int ≤ 2 × 10 −5 . (Since in all cases C ≈ 0.1, this means we choose the integration error to be one fifth of the discretization error.)
In the following tables, we report the found parameters, the corresponding relative error and the computational time in seconds -all computations where performed on the same computer, a Toshiba laptop with 6 GB RAM and four Intel Core i7 CPUs with 1.6 GHz. Notice that the run-time scales linearly with the number M of trajectories. 4.1. SABR. In this section we give the results corresponding to the experiment with the SABR model. Recall that this SV-model is given by
with X 1 (0) = x 1 and X 2 (0) = x 2 and where the parameters satisfy
The parameters chosen for the experiment are β = 0.9, a = 1.0, b = 0.4, ρ = −0.7, x 1 = 1.0, x 2 = 0.3. As the derivative we choose a (European) call option with maturity time T = 1.0 and strike price K = 1.05. For simplicity we assume that the interest rate is zero. The corresponding estimated 'true result' is 0.09400046.
In Figure 1 the convergence rates of the three schemes is graphically displayed. We clearly see the second-order convergence of the two NV schemes compared to the first-order convergence of the Euler method. Table 1 the timings are reported for the SABR model. Notice that the Ninomiya-Victoir method both in its original form and in its variant are clearly more efficient than the Euler method, by a factor two or three. On the other hand, the simpler structure of the Ninomiya-Victoir method with drift results in a considerable speed up if compared with the original method. Notice that a speed up with a factor two would even hold if we reject the empirically found choice of M for the drift variant and use the same number of trajectories as for the other two methods.
4.2. Generalized SABR. In this section we give the results corresponding to the experiment with the generalized SABR model of Section 3.2. For convenience we restate this SV-model:
with X 1 (0) = x 1 and X 2 (0) = x 2 and In Figure 2 the discretization error against the number of time steps is plotted. Again, we see the second-order convergence of the two NV schemes compared to the first-order convergence of the Euler method. In Table 2 the timings are reported for the generalized SABR model. In the one-dimensional generalized SABR model, the Ninomiya-Victoir method is only faster than the Euler method because the integrand seems to be smoother. If one rejects our way to determine the necessary number of trajectories M as too crude and insists on taking the same number for both methods, the Ninomiya-Victoir Table 2 . Computational time for the generalized SABR model method will require almost the same time as the Euler method in order to give comparable results at this level. However, the Ninomiya-Victoir method with drift still retains a convincing speed-up, again probably due to the simpler structure of the subroutines. Note that the above choice of ρ implies that B i and W i are negatively correlated, as usual in equity modeling. Moreover, ρ is positive definite -and in fact, chosen at random among all such correlation matrices. The estimated 'true value' of the basket option is 0.09254183.
The convergence rates of the three different schemes for this experiment are graphically displayed in Figure 3 . The picture is similar as in the two previous cases in the sense that there is second-order convergence for the two NV schemes and first-order convergence for the Euler scheme. Further, the computational time for the generalized SABR model with a fourdimensional stock market, reported in Table 4 .3, again shows the usual picture. The classical Ninomiya-Victoir method gives a speed-up between factors two and four (depending on the trust of the choice of M ). In this case, one might, however, note that the error from the classical Ninomiya-Victoir method is more than twice higher the the errors from the competing methods. And again, the simpler structure of the ODEs in the case of a Ninomiya-Victoir method with drift leads to a convincing speed-up as compared to both other methods.
paper, to work with the solution Φ 0 (t), since the flow Φ x (t) is (right)-continuous at x = 0 for all t ≥ 0.
