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Abstract
Polar oceans are partly covered with sea ice that results from the freezing of
seawater. Sea ice is a leading player both in the climate of polar regions and for
the Earth climate system as a whole. It acts as an insulating layer between the
ocean and the atmosphere and it strongly influences the upper ocean physics.
Because it is moved and deformed by winds and currents, the sea ice cover
turns out to be an extremely heterogeneous medium. Sea ice models have
been developed for decades, reaching nowadays a high level of complexity. In
particular, the most advanced of them include a representation of the small-scale
spatial variability in ice properties. The heterogeneous nature of sea ice-ocean
exchanges has however been so far overlooked. This hampers the simulation
of potentially important processes and introduces uncertainties in the predictions
based on these models. The objective of this doctoral thesis was to investigate
how subgrid-scale sea ice-ocean interactions can be repre...
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INTRODUCTION
Besides being of primary importance in the Earth’s climate system, the recent
sea ice changes in polar oceans raise significant ecological, geopolitical and
economic issues. A number of dramatic events occurred during the last four
years, as the present work was being pursued. By mid-September 2012, the
Arctic sea ice extent retreated to 3.4 million km2, far below the previous ex-
treme minimum recorded in summer 2007. While it partly recovered in 2013
and 2014, the summer melt was again intense in 2015, ultimately leading to
the fourth lowest minimum in the satellite observation era, at 4.4 million km2
on September 11. On the other side of the planet, Antarctic sea ice behaved
quite differently. After three years of successive record-setting extent max-
ima peaking at 20.2 million km2 in September 2014, the Antarctic sea ice still
tracked at record high daily levels for several weeks in early winter 2015. Its
seasonal expansion then abruptly slowed down and this year’s maximum was
only slightly above the climatological average.
This large year-to-year variability, the uncertainties in the future rate of
Arctic sea ice loss, the yet incompletely explained positive trend in Antarctic
sea ice in a global warming context and the equally important but less visi-
ble changes in the underlying oceans need to be further investigated and bet-
ter understood in order to inform policymakers and stakeholders. Numerical
models provide a useful tool to achieve this goal. Sea ice modules have been
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incorporated in ocean models for decades, reaching a high level of complexity
and a reasonable agreement with available observations, but improvements
remain necessary in a number of aspects.
The primary focus of this thesis is the representation of heterogeneous
sea ice-ocean interactions in large-scale models. Although the subgrid-scale
variability in ice properties has long been included in models, its influence on
the ocean underneath has been so far overlooked. In this modeling study, our
objectives are to improve our understanding of the physics of the problem,
to investigate how small-scale ice-ocean processes can be represented and to
quantify their impact on the large-scale simulated oceanography of polar re-
gions. In this first chapter, we describe the subtle interplay between sea ice
and ocean, present a quick overview of the current state of sea ice modeling
and list the scientific questions that we aim answering in the present work.
1.1 Sea ice in the polar oceans
Sea ice refers to any form of ice found at sea which has originated from the
freezing of seawater (WMO, 1970). Nowadays, the global sea ice coverage
varies seasonally between 17 and 27 million km2 (Parkinson, 2014a), corre-
sponding to 3.3 and 5.3 % of the Earth’s surface. In winter, the Antarctic sea
ice is typically 1 m thick on average, with regional maxima above 2 m (Worby
et al., 2008). The mean thickness in the Arctic is larger and locally exceeds 5 m
(e.g., Lindsay and Schweiger, 2015).
1.1.1 A complex interface between atmosphere and ocean
At the hemispheric scale, sea ice is often described by a unique number, its
extent, which is defined as the total area of regions covered with at least 15 %
ice. This suggests the simplistic and erroneous view that ice forms a contin-
uous, uniform blanket at the surface of polar oceans. In reality, deformation
processes make the sea ice an extremely complex and heterogeneous medium
(Fig. 1.1, Thorndike et al., 1975). In all seasons, divergence or shear motions
fracture the ice pack and create leads, i.e. linear openings ranging from several
to hundreds of kilometers in length and from a few meters to a few kilometers
in width. Strong winds in coastal regions or high oceanic heat fluxes generate
wider and more persistent open water areas known as polynyas, with sizes be-
tween a few and tens of kilometers. In winter, below freezing air temperatures
limit the expanse of open waters, but the latter can occupy a large fraction of
the surface during the melting season. Besides, undeformed ice can be as thin
as a few centimeters when it has just formed in leads or open waters, and two
to three meters thick when it has survived several years. Pressure ridges re-
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Figure 1.1: Heterogeneous sea ice cover in the Arctic Ocean (near 80◦ N, 145◦ E), on
September 2 during the 2013 NABOS cruise (Nansen and Amundsen Basins Obser-
vational System). A thick pressure ridge is visible in the foreground, surrounded by
thinner undeformed ice and patches of open water. This picture was taken at the tran-
sition between the melting and the freezing seasons.
sulting from convergent motions have thicknesses sometimes exceeding 10 m,
while they are only a few meters wide.
Ice at the sea surface impacts drastically the interactions between the at-
mosphere and the ocean. The albedo of sea ice depends on the state of its
surface and on the presence of snow or melt ponds (e.g., Perovich and Po-
lashenski, 2012). It is always higher than the water albedo, implying that the
absorption of solar radiation is strongly reduced in ice-covered regions. The
low thermal conductivity of ice (e.g., Pringle et al., 2007) diminishes the winter
heat transfers from the ocean to the atmosphere, an effect that is even larger
when the ice is overlaid with insulating snow. In addition, the phase change
corresponding to sea ice growth imposes that the water temperature cannot
decrease below a minimum equal to the local freezing point. The seawater
density in polar regions is therefore highly influenced by its salinity, which
has a clear impact on the properties of the deep water bodies that are formed
there and that occupy the vast majority of oceanic basins worldwide. Since
most of the salt contained in seawater is rejected when it freezes, and because
ice is transported by winds and currents, sea ice formation and melt also in-
duce salt and freshwater fluxes that modify the stability of the water column
(e.g., Winton, 1999). Moreover, the accumulation of snow on top of sea ice
delays the freshening effect of precipitation until snow melts, and evapora-
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tion is suppressed when ice is present. In summer, ice again maintains the
sea surface temperature close to the freezing point. Finally, the presence of a
consolidated sea ice pack alters the input of mechanical energy from the wind,
by preventing the formation of waves (e.g., Thomson and Rogers, 2014) and
by imposing a surface stress caused by the relative ice-ocean motion. Sea ice
plays a major role in global biogeochemical cycles as well, but these aspects
are beyond the scope of the present work and the interested reader is referred
to the review by Vancoppenolle et al. (2013).
1.1.2 A subtle interplay with the underlying ocean
By modulating the heat and salt budgets and the mechanical energy input
at the ocean surface, sea ice strongly influences vertical mixing in the water
column. Brine rejections caused by intense ice formation on the continental
shelves around Antarctica have particularly far-reaching effects on the World
Ocean circulation. The associated convective mixing induces the development
of very thick winter mixed layers (e.g., Arthun et al., 2013; Petty et al., 2014)
and leads to the formation of deep, salty water masses that take an active part
in the global thermohaline circulation (e.g., Stössel et al., 2002). Conversely,
the melt of ice with low salinity stabilizes the water column, reduces mixed
layer depths and ultimately dampens the exchanges between the atmosphere
and the deep ocean (e.g., Goosse and Fichefet, 1999).
At local scales, under-ice vertical mixing directly determines the rate of
heat transfer from the ocean interior to the surface, hence impacting the en-
ergy balance of the ice itself. In summertime in both hemispheres, most of the
oceanic heat is provided by shortwave radiation entering the ocean through
open water and thin ice (e.g., Maykut and Perovich, 1987; Maykut and McPhee,
1995; Ohshima and Nihashi, 2005). Between 70 and 90 % of the absorbed so-
lar energy is used to melt sea ice (Steele, 1992; Ohshima and Nihashi, 2005),
while the rest warms the surface waters, which potentially delays the autumn
freeze-up or reduces the next winter ice thickness (e.g., Hudson et al., 2013;
Timmermans, 2015). In the Canada Basin of the Arctic Ocean, Ekman conver-
gence forces a downwelling circulation that pushes the summer warm layer
downward. Heat is therefore stored in a near-surface temperature maximum
under the mixed layer. It can be released during shear-driven or convective
mixing events induced by storms or by strong brine rejections due to sea ice
growth (Steele et al., 2011; Jackson et al., 2012; Zhang et al., 2013; Timmermans,
2015).
The vertical transfer of heat from deeper oceanic layers shows clear hemi-
spheric contrasts. In the Arctic Ocean, the intermediate depth range (∼ 150-
900 m) is occupied by warm and salty waters of Atlantic origin, which contain
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enough energy to melt several times the entire Arctic sea ice cover, if it could
be brought to the surface (e.g., Polyakov et al., 2011). The intrusion of Summer
Pacific Water constitutes another source of heat at depth (e.g., Bourgain and
Gascard, 2012). The existence of a strong halocline at the base of the mixed
layer is generally thought to impede effectively the vertical diffusion of heat
between the Atlantic and Pacific Waters and the overlying cold, fresh layer
(Toole et al., 2010; Linders and Björk, 2013; Lique et al., 2014). Nonetheless,
internal mixing caused by bathymetric features (e.g., Shaw and Stanton, 2014;
Lei et al., 2014) or mixing caused by a combination of brine-driven convec-
tion and vertical velocity shear below the mixed layer (e.g., Polyakov et al.,
2013) could enhance the release of heat from the upper pycnocline into the
near-surface layer. The Southern Ocean is characterized by a much weaker
stratification, which allows heat from deep water masses to be much more
easily entrained within the mixed layer (Martinson, 1990; Gordon and Hu-
ber, 1984, 1990; Wong and Riser, 2011). Warm subsurface waters also circulate
onto the continental shelves, supporting high vertical heat fluxes even in these
southernmost regions (e.g., Jacobs and Comiso, 1989).
1.1.3 A changing component of the climate system
Polar regions, especially the Arctic, experience large changes in response to
climate warming, but the understanding of physical processes at play in these
important parts of the Earth’s climate system is limited by the paucity of avail-
able observations (Bourassa et al., 2013). Sea ice, which forms an intricate and
tightly linked system with the underlying ocean, can be observed by means of
remote sensing techniques. Passive microwave satellite products in particular
have allowed to measure its areal distribution on a regular basis since the late
1970’s.
On average over the period 1979-2013, Arctic sea ice varied seasonally
from 6.4 × 106 km2 in September to 15.2 × 106 km2 in March. The interan-
nual trend in total extent is negative in each month, with the largest decline in
September at more than 13 % per decade (Parkinson, 2014a). The melt of Arc-
tic sea ice in response to the warming of polar regions is visible for a variety
of diagnostics, including diminished multiyear ice area (Comiso, 2011), earlier
melt onset (Wang et al., 2013) and reduced sea ice season length (Parkinson,
2014b). Ice thickness is less easily monitored at large spatial and long temporal
scales. Nevertheless, estimates based on upward-looking sonars mounted on
submarines (e.g., Wadhams et al., 2011) or moorings (e.g., Hansen et al., 2013;
Krishfield et al., 2014), on satellite altimetry (e.g., Kwok et al., 2012; Laxon
et al., 2013; Zygmuntowska et al., 2014) and on airborne remote sensing plat-
forms (e.g., Richter-Menge and Farrell, 2013; Kurtz et al., 2013) all attest to the
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shrinking of the Arctic sea ice volume and to the removal of the old, thick
ice in favor of younger, thinner ice. A recent synthesis of many of the avail-
able observational data yields a trend in annual mean ice thickness over the
Arctic basin of -0.58 ± 0.07 m per decade over the period 2000-2012 (Lindsay
and Schweiger, 2015). Positive trends in drift speed are also noted, which are
mostly explained by the mechanical weakening of the sea ice cover rather than
by changes in the atmospheric forcing by winds (Spreen et al., 2011; Gimbert
et al., 2012; Vihma et al., 2012; Zhang et al., 2012; Kwok et al., 2013).
Although internal climate variability must be properly accounted for when
considering the dramatic Arctic sea ice loss in the last years or decades (Swart
et al., 2015), available observations indicate that a long-term downward trend
does exist and that it is virtually certainly the consequence of anthropogenic
climate change (Notz and Marotzke, 2012). High spring surface air tempera-
tures and unusual wind patterns explain advances in melt onset and ice thin-
ning (e.g., Rothrock and Zhang, 2005; Wang et al., 2013), but evidence is also
building that a warmer ocean has also contributed to the Arctic sea ice de-
cline (Carmack and Melling, 2011). Warm pulses in the Atlantic Water have
been known to circulate within the Arctic basin (Polyakov et al., 2011, 2012).
The substantial shoaling of this water mass in the central Arctic Ocean and
the weakening of the Eurasian Basin upper-ocean stratification may have fa-
cilitated greater upward transfer of heat to the surface layer (Polyakov et al.,
2010). Nonetheless, no warming trend of the Atlantic Water has been identi-
fied over the 1997-2008 time period, in contrast with the Summer Pacific Wa-
ter of the Canada Basin, whose greater proximity with the surface makes it
a likely contributor to the sea ice retreat in that area (Bourgain and Gascard,
2012).
The amplitude of the sea ice extent seasonal cycle is larger in the Antarctic
than in the Arctic, with a minimum of 3.1 × 106 km2 in February and a max-
imum of 18.5 × 106 km2 in September, on average. The other noticeable con-
trast between both hemispheres is a slight increase in sea ice extent observed
during all months (Parkinson, 2014a). Whereas its magnitude is subject to un-
certainties (Eisenman et al., 2014), the overall expansion is clearly the result
of regional opposing trends (e.g., Holland and Kwok, 2012). While in situ ob-
servations of ice thickness are even sparser than in the Northern Hemisphere
and uncertainties in satellite estimates are larger (Kurtz and Markus, 2012),
modeling studies indicate a positive trend in Antarctic sea ice volume close
to 5 % per decade over the last few decades (Massonnet et al., 2013; Holland
et al., 2014).
The increase in Antarctic sea ice is puzzling in a global warming context
and no consensus has been reached yet so as to explain its origin. While the
observational record of ice extent is too short to be conclusive on this matter,
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indirect evidence supports the existence of multidecadal climate variability
over the Southern Ocean, which puts the recent sea ice expansion in a broader
context (e.g., Meier et al., 2013; Fan et al., 2014). General circulation models
tend to confirm that the recent trends could be the result of internal variability
(Polvani and Smith, 2013; Swart and Fyfe, 2013), but whether current models
are an adequate tool to address the issue is questioned (Turner et al., 2012;
Zunz et al., 2013). Physically, shifts in the atmospheric circulation appear to
drive the sea ice changes (e.g., Holland and Kwok, 2012). Feedbacks within
the ice-ocean system are then capable of sustaining or amplifying the initial
perturbations (Zhang, 2007; Venables and Meredith, 2014; Goosse and Zunz,
2014). An enhanced oceanic stratification resulting from the melt of ice shelves
has been proposed as a mechanism to reduce the heat flux at the sea ice base,
hence explaining its growth (Bintanja et al., 2013), but the hypothesis validity
is debated (Swart and Fyfe, 2013).
1.1.4 An important component of the climate system
Sea ice is a leading player not only in the climate of polar regions, but also
in the Earth’s climate as a whole. Changes in the ice cover have effects that
contribute to amplify climate change (e.g., Caldeira and Cvijanovic, 2014).
The most frequently cited mechanism is the ice-albedo feedback (Curry et al.,
1995), which arises from the high albedo of ice and snow compared to open
water. This feedback has an important role in the seasonal evolution of the
sea ice cover (e.g., Maykut and Perovich, 1987; Timmermans, 2015). Since the
global sea ice extent currently declines at a rate of -1.47 % per decade (Parkin-
son, 2014a), it has as well an impact of the radiative budget the planet on
interannual time scales. It actually does not require that the ice disappears
completely in summer from a region to come into action: in the Arctic, the
transition from a multiyear to a thinner, seasonal ice cover with less snow also
allows an enhanced transmission of solar radiation into the underlying ocean
(Nicolaus et al., 2012; Perovich and Polashenski, 2012; Arndt and Nicolaus,
2014). Sea ice changes can furthermore affect the concentration of greenhouse
gases, by influencing the uptake of carbon dioxide in the Southern Ocean (e.g.,
Delille et al., 2014) or terrestrial methane emissions in Arctic regions (e.g., Par-
mentier et al., 2015).
Due to the remoteness of Antarctica, changes in the Southern Hemisphere
sea ice will have consequences on human activities only indirectly through
other components of the climate system. Local ecosystems may nonetheless be
directly impacted (e.g., Smith et al., 2014). By contrast, the larger declining sea
ice trends in the Arctic Ocean already have practical implications at a number
of ecological and economic levels. The reduced summer ice cover opens new
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shipping routes and allows an enhanced marine access to the Arctic in gen-
eral, which provides resource development opportunities (e.g., Rogers et al.,
2013). The larger open water areas in summer result in the formation of larger
waves (Thomson and Rogers, 2014; Wang et al., 2015). In addition to being
a possible mechanism of breaking the remaining ice and accelerating its melt
(e.g., Asplin et al., 2014), such waves could increase the vulnerability of Arctic
coasts to erosion, inundation and damage to infrastructures (Barnhart et al.,
2014). Under sea ice, the greater transmission of light affects the biological
activity (Vancoppenolle et al., 2013; Arndt and Nicolaus, 2014). Finally, the
sea ice loss has been associated to changes in the atmosphere (e.g., Blüthgen
et al., 2012; Overland et al., 2012; Screen et al., 2012), with possible increased
linkages with the mid-latitudes weather patterns (e.g., Sedlacek et al., 2011;
Francis and Vavrus, 2012; Overland et al., 2015)
1.2 Ocean and sea ice modeling
Numerical models of the ocean and of the sea ice are extremely useful tools
to gain insight into the processes that drive the changes observed in polar re-
gions, including the ones that cannot be properly studied from existing mea-
surements. Issuing predictions of the future behavior of the climate system
is a second major purpose of coupled models (Goosse, 2015). Much work is
presently dedicated to evaluate the importance of initial conditions for Arctic
sea ice forecasts at seasonal to interannual time scales (e.g., Chevallier et al.,
2013; Msadek et al., 2014; Day et al., 2014; Massonnet et al., 2015). Addition-
ally, improving the physical accuracy of models is needed to refine predic-
tions. This aspect even becomes dominant over the quality of initial conditions
in determining the uncertainties of longer-term climate projections (Hawkins
and Sutton, 2009).
1.2.1 Sea ice models and ice thickness distributions
The present work is based on the Louvain-la-Neuve sea Ice Model (LIM, Van-
coppenolle et al., 2009b; Rousset et al., 2015), used within the Nucleus for
European Modelling of the Ocean (NEMO, Madec, 2008), a state-of-the-art
modeling framework for oceanographic research, operational oceanography,
seasonal forecasts and climate studies. LIM is one of the most widely used
large-scale sea ice models in the climate community. The core features of its
latest version are mostly shared with other models of the same type, and the
most important are listed here.
The sea ice state is determined by a set of prognostic variables, namely ice
concentration, ice volume per unit area, ice internal energy, ice salt content,
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Figure 1.2: Schematic illustration of a grid cell in which sea ice is represented by an
ITD with 5 ice thickness categories. Each category is characterized by specific state
variables, including for instance the properties of its snow cover.
ice velocity, snow volume per unit area and snow internal energy. Ice thermo-
dynamics are considered as a one-dimensional vertical heat conduction and
storage problem, which is treated following Bitz and Lipscomb (1999). A spe-
cific feature of LIM is its advanced halodynamics scheme representing brine
dynamics and their impact on ice thermal properties (Vancoppenolle et al.,
2009a). Sea ice dynamics are governed by a momentum equation taking into
account the air-ice and ocean-ice stresses, the Coriolis force, the sea surface tilt
and the internal forces arising from deformation. The latter are derived con-
sidering an elastic-viscous-plastic rheology (Hunke and Dukowicz, 1997), in a
recently revised formulation (Bouillon et al., 2009, 2013). Horizontal advection
of ice state variables on the model grid is based on a second-order moment-
conserving scheme (Prather, 1986). Most current large-scale sea ice models,
including LIM, treat the ice as a biologically and chemically inert layer on top
of the ocean, but changes are underway (e.g., Moreau et al., 2015).
The model component that is of central interest to the present work is the
so-called ice thickness distribution (ITD, Thorndike et al., 1975). The spatial
heterogeneity of ice properties exists at scales as small as a few meters and
within single ice floes (Fig. 1.1). In spite of the ever-increasing resolution of
models, even regional configurations have grid cell sizes of the order of a few
kilometers (e.g., Rousset et al., 2015), meaning that the variability of ice thick-
ness cannot be explicitly represented. Yet, this variability is crucial to the evo-
lution of the sea ice cover, the atmosphere above and, possibly, the underlying
ocean. The winter heat losses from the ocean to the atmosphere, and hence
the ice growth rates, strongly depend on the ice thickness. Heat exchanges
for ice in the 0 to 0.4 m thickness range are for instance one to two orders of
magnitude larger than for thick, multiyear ice (Maykut, 1978). In summer, on
the other hand, solar radiation is primarily absorbed in open waters, which
implies that their contribution dominates the ocean heat budget, and thereby
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influences the ice mass balance (Maykut, 1982). The ITD function g(h), first
introduced by Thorndike et al. (1975), is defined as:
∫ h2
h1
g(h)dh =
1
R
A(h1, h2),
where R is a control area larger than the typical heterogeneous sea ice features
and A(h1, h2) the area occupied in R by ice with thickness between h1 and h2.
Although omitted for clarity, g(h) is also a function of time and position. In
models, the ITD is usually discretized into 5 to 20 ice thickness categories. The
grid cells are therefore split into an open water fraction and the chosen number
of ice categories, each of them having a given area and specific state variables
(Fig. 1.2). Transfers between the categories occur following thermodynamics
and deformation processes (e.g., Flato and Hibler, 1995). The introduction
of this formalism in models has been found to improve the simulation of ice
growth and melt (e.g., Hibler, 1980; Holland et al., 1997). The dependence of
results on how the ITD is implemented keeps being investigated nowadays
(Komuro and Suzuki, 2013; Castro-Morales et al., 2014; Hunke, 2014) and a
growing number of modeling groups adopt such a representation of subgrid-
scale ice thickness variations.
A recent and comprehensive review of sea ice modeling is provided by
Hunke (2010), whereas current challenges in simulating sea ice in Earth sys-
tem models are addressed in Notz (2012). Active research is dedicated to the
identification of processes that modulate the ice variability at seasonal to cen-
tennial time scales. Attempts in that direction include the improvement of
the representation of snow covering sea ice (Lecomte et al., 2013, 2015), of
melt ponds (Hunke et al., 2013; Lecomte et al., 2015) and of atmospheric and
oceanic drag coefficients (Lu et al., 2011; McPhee, 2012; Lüpkes et al., 2012,
2013; Tsamados et al., 2014). New methods for describing the ice dynamics
are also intensively studied, among which the anisotropic (Tsamados et al.,
2013) or elasto-brittle (Girard et al., 2011; Bouillon and Rampal, 2015) rheolo-
gies. Finally, the representation of landfast ice in large-scale models is a further
ongoing research topic (Itkin et al., 2015; Lemieux et al., 2015).
1.2.2 Model evaluation
If some questions can be investigated using stand-alone sea ice models, oth-
ers, including the ones addressed in the present work, need a coupling with
an interactive ocean model. Relevant details on the coupling in the case of
NEMO-LIM are given in the following chapters. The evaluation of the in-
teractions between ice and ocean is however complicated by the paucity of
adequate observations. In contrast to sea ice which can be monitored at least
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partly from space, under-ice and subsurface ocean measurements can only
be made from in situ instruments. The greatest challenge is perhaps the ob-
servation of the Southern Ocean under the seasonal Antarctic ice, where the
technical difficulties of sampling an ice-covered ocean add up to the extreme
remoteness of the region (Rintoul et al., 2014).
Historically, most hydrographic measurements were performed during re-
search cruises. They were therefore scarce in space and in time, in addition to
being biased towards the summertime in seasonally ice-covered areas. Al-
though still useful for process studies (e.g., Lane-Serff and Stansfield, 2013),
such specific observations have been complemented by others methods offer-
ing a larger data coverage. Since 2000, the Argo array of thousands of free-
drifting profiling floats has allowed an unprecedented, continuous sampling
of the upper 2000 m of the global ocean (e.g., Dong et al., 2008; Sallée et al.,
2010; Ren et al., 2011). Since traditional Argo floats need to surface regularly
in order to transmit data and to obtain their position, the presence of sea ice
is a major obstacle to their functioning. Improvements are underway with
the implementation of ice-avoidance techniques (e.g., Wong and Riser, 2011).
In the Antarctic, another very promising method consists in equipping seals
with conductivity-temperature-depth sensors (e.g., Arthun et al., 2013; Roquet
et al., 2013). By foraging south of the Antarctic Circumpolar Current, they
provide since 2004 data about the hydrography of the poorly-sampled ice-
covered Southern Ocean, even at the core of the freezing season. In the Arctic
Ocean, information of similar value is obtained from the ice-tethered profil-
ers, which have also been deployed since 2004 (Krishfield et al., 2008). These
automated profiling systems anchored on ice floes measure the properties of
the upper few hundreds meters of the ocean, in all seasons and wherever the
floes are drifting. Together, these data sources provide new ways to assess the
performances of models in polar regions, and in particular the evolution of
the mixed layer in relation to sea ice.
All aspects of current climate models cannot be precisely evaluated. Nev-
ertheless, the ocean-sea ice-atmosphere coupled models used in the Intergov-
ernmental Panel on Climate Change Fifth Assessment Report (IPCC, 2013),
which constitute the state of the art in the field, are known to suffer from a
number of clear biases. In the Northern Hemisphere, the decline in Septem-
ber sea ice extent (Stroeve et al., 2012) and the rate of ice volume loss (Stroeve
et al., 2014) over the last decades are underestimated compared to observa-
tional estimates. Moreover, the simulations fail to capture the accelerated mo-
tion associated to the mechanical weakening of the ice cover (Rampal et al.,
2011). The model skills in the Southern Hemisphere are even lower. The cli-
matological sea ice extent seasonal cycle is not as accurately reproduced as in
the Arctic and the models exhibit a decreasing long-term trend instead of the
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expansion noted in the satellite data (Turner et al., 2012; Shu et al., 2015). The
weak stratification in the Southern Ocean makes convection and vertical mix-
ing processes highly sensitive to the configuration details (Heuzé et al., 2015;
Kjellsson et al., 2015; Stössel et al., 2015). Even in models forced by specified
atmospheric fields, the summer mixed layer depths are often underestimated,
while winter mixed layers are usually too deep (Huang et al., 2014; Downes
et al., 2015). The interactions between the ocean, the ice and the atmosphere
differ strongly among models, preventing a clear understanding of feedbacks
that likely control the sea ice variability (Close and Goosse, 2013). Finally, the
formation of bottom water masses is poorly represented (Heuzé et al., 2013).
1.3 Objectives of the thesis
Current climate models show large uncertainties when simulating the present-
day sea ice coverage and when projecting sea ice changes in both hemispheres
in response to enhanced atmospheric greenhouse gas concentrations. This
is inevitably associated with biases in the simulation of the under-ice ocean
dynamics. These issues arise from a combination of various factors, but a
misrepresentation of the subtle interplay between sea ice and the underlying
ocean, and of the oceanic mixed layer processes in polar regions, is likely a
part of the problem. The common thread that runs through this thesis is the
subgrid-scale heterogeneity of sea ice-ocean interactions, and the way it can
be represented in large-scale models. In this section, we expose this concept
in more details and list the scientific questions addressed in the present work.
1.3.1 Heterogeneous sea ice-ocean interactions
Sea ice is an extremely heterogeneous medium that fundamentally modifies
the ocean surface conditions. The air-ice-water interactions are therefore vari-
able, at horizontal scales as small as a few meters. The largest differences in
surface conditions are found between the ice-covered and ice-free fractions of
a region, but gradients also exist in relation to variations in ice characteristics.
In summer, for instance, solar radiation enters the ocean in open water with-
out being obstructed, which contributes the most to the warming of the upper
water column (Maykut and McPhee, 1995). Solar energy is, however, able to
penetrate the ice as well, and a fraction of it, determined by the variable thick-
ness and physical properties of the snow and sea ice, reaches the ice-ocean
interface (Nicolaus et al., 2013; Katlein et al., 2015). In winter, the most telling
example is the formation of new ice and the associated brine rejections. Com-
pared to the under-ice, these are larger by more than one order of magnitude
in leads and polynyas, where the seawater is in direct contact with the cold
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atmosphere. Nonetheless, since the insulating properties of ice strongly de-
pend on its thickness and on its snow cover, the ice growth rate also varies in
relation to the heterogeneity of ice and snow, especially when these are thin
(Maykut, 1978).
Following the same line of argument, air-water and ice-water exchanges
have spatially variable effects on the sea surface temperature and salinity,
hence on upper-ocean stratification and vertical mixing. Impacts on the at-
mosphere above are similarly heterogeneous, but this is not the focus of the
present study. For clear practical reasons, field measurements have mostly
emphasized the large contrast between open water and ice-covered areas.
Winter observations have demonstrated the existence of convective plumes
of salty water within leads, caused by negative buoyancy fluxes related to in-
tense freezing rates (Morison et al., 1992; Morison and McPhee, 1998; Muench
et al., 1995). Brine-induced convection has also been found responsible for vig-
orous mixing in the mixed layer below leads in modeling studies (e.g., Kantha,
1995). The localized nature of the brine rejection in leads a few to hundreds
meters wide induces a specific ocean response, compared to a widespread salt
input at the sea surface. In case the lead is slowly moving, the salt plumes sink
to the bottom of the mixed layer where they spreads horizontally. Counter-
intuitively, the depth of the mixed layer is reduced and the gain in salinity is
mostly limited to its lower portion (Matsumura and Hasumi, 2008; Nguyen
et al., 2009; Jin et al., 2012). A salt input spread out at the surface, on the other
hand, generates large-scale convection which deepens the mixed layer and
increases its salinity in a vertically uniform manner. Through a comparison
of vertical mixing schemes commonly used in coarse resolution models with
large eddy simulations, Losch et al. (2006) have confirmed that the former are
designed to work with homogeneous surface boundary conditions. If hetero-
geneous fluxes of buoyancy due to a partial sea ice cover cannot be resolved
by the computational grid, these schemes fail to reproduce the upper ocean
mixing and structure simulated by the large eddy methods. In summertime,
the differential solar warming between the open water and the under-ice is
also of importance, in particular to the ice lateral melt and to the formation of
a cap of fresh water at the leads surface, as demonstrated by Holland (2003)
when analyzing the SHEBA campaign results (Surface Heat Budget of the Arc-
tic Ocean).
1.3.2 Representation in models
Today, advanced sea ice models often include an ITD (e.g., Zhang and Roth-
rock, 2003; Hunke et al., 2015; Rousset et al., 2015). A representation of the
subgrid-scale variability in ice properties exists in such models, and heteroge-
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neous ocean surface fluxes have therefore long been available. Actually, even
earlier models, which represented ice as a slab of uniform thickness, com-
puted the fractional coverage of the ice within a grid cell, meaning that they
were already able to distinguish between the atmosphere-ocean and ice-ocean
fluxes. In any case, without a specific coupling strategy to an ocean model, the
subgrid-scale fluxes from the sea ice models must be merged so that informa-
tion is eventually exchanged with the single water cell underneath. This pre-
vents the simulation of the heterogeneity of the oceanic processes described in
the previous section. The aggregation of subgrid fluxes relies on the implicit
assumption that lateral mixing between the different parts of the grid cells oc-
cur at time scales shorter than the model time step. In reality, such horizontal
homogenization must definitely occur, but most likely not at the same rate in
all conditions. In order to test the influence of the above-mentioned assump-
tion and its consequences, parameterizations have to be developed to take
into account the first order effects of the subgrid-scale processes that cannot
be explicitly simulated (Goosse, 2015).
Examples exist in the literature of such parameterizations designed to rep-
resent convection occurring at horizontal scales smaller than the model grid
cells. The ones listed below are not related to sea ice, nor necessarily to het-
erogeneous ocean surface conditions, but useful insight can be gained from
them nonetheless. Using the penetrative plume scheme of Paluszkiewicz and
Romea (1997), Kim and Stössel (2001) achieved a reduction of excessive open-
ocean deep convection in the Southern Ocean in a coarse resolution ocean
and sea ice model, and thereby obtained more realistic simulated deep wa-
ter properties. Campin et al. (2011) explored the efficacy of a “super param-
eterization”, consisting in embedding local non-hydrostatic high resolution
models at each vertical column of a coarser resolution hydrostatic model. Al-
though very complex, this approach allows to resolve, rather than parame-
terize, small-scale convective processes at much less computational cost than
fully non-hydrostatic calculations. More recently, Ilıcak et al. (2014) imple-
mented a two-column vertical mixing scheme to simulate heterogeneous
ocean convection. Different density profiles are assumed in the two columns,
mimicking the subgrid-scale variability induced by unresolved eddies. The
simulation results indicate that deeper convection in the least stratified col-
umn reduces a warm model bias at depth in the Atlantic and Southern Oceans.
In the context of sea ice modeling, first attempts to parameterize the im-
pacts of localized brine rejections in leads were from Duffy and Caldeira (1997)
and Duffy et al. (1999). They introduced the concept of brine rejection param-
eterization (BRP), which consists in distributing the salt rejected during sea ice
growth within or below the mixed layer, instead of placing it in the top oceanic
model layer, hence imitating the effects of salt plumes revealed in observa-
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tions and model studies. Their focus was the intermediate and deep salinities
and temperatures and the convective activity around Antarctica, whose sim-
ulation was improved with the BRP. Nguyen et al. (2009) and Jin et al. (2012)
subsequently refined the formulation of the parameterization and tested its
influence in the Arctic Ocean. Using a power-law distribution of the rejected
brines, both studies showed a better representation of the cold halocline and
a reduction of excessive mixed layer depths. In a way similar to Ilıcak et al.
(2014), Holland (2003) and Jin et al. (2015) implemented explicit subgrid-scale
mixing schemes and examined their impact on the Arctic sea ice and ocean.
The principle is to apply fluxes and to compute oceanic vertical mixing sep-
arately in columns corresponding to the open water and ice fractions of grid
cells, and also possibly distinguishing between ice thickness categories. Hol-
land (2003) investigated the warming and freshening of summertime leads
observed during the SHEBA campaign in a one-dimensional ocean-sea ice
model. Jin et al. (2015) considered simulated winter mixed layer depths and
the upper ocean salinity structure in a full three-dimensional model configu-
ration, and concluded that their two-column mixing scheme achieved more
improvements in salinity than the BRP.
1.3.3 Questions addressed and outline
The present modeling study aims at answering the following three main sci-
entific questions.
• What small-scale sea ice-ocean processes are at play
under an heterogeneous ice cover?
• How can these subgrid-scale, heterogeneous inter-
actions be represented in large-scale sea ice-ocean
models?
• Can we quantify their influence on the sea ice and
underlying ocean?
These questions are addressed throughout the next three chapters using
schemes of increasing complexity. In Chapter 2, we first study the simple
BRP method to parameterize the effects of localized brine rejections in winter
leads. Chapter 3 sets the context for the mixing schemes tested in Chapter 4,
by examining in details the subgrid-scale heterogeneity of ocean surface con-
ditions under sea ice. It also provides elements to answer the first question. In
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Chapter 4, two versions of a multi-column ocean mixing schemes are tested.
The simplest one requires the columns to be homogenized at each time step,
while the second allows their different properties to persist over a given time
scale.
In Chapter 2, the BRP formulation of Nguyen et al. (2009) is introduced
into the global ocean-sea ice model NEMO-LIM, on which this whole thesis
is based. In contrast to earlier studies, we conduct the analysis in a global
configuration and examine the results both in the Arctic and in the Antarctic.
Despite significant differences in model setup, we confirm the effects previ-
ously noted, namely strong reductions in mixed layer depths in the sea ice
zone. However, a careful comparison with observational estimates based on
ice-tethered profilers and seals data reveals that this decrease is in general
too strong, which makes us question the efficiency of the BRP. Although the
method has a sound physical basis for the brine rejected in a slowly moving
lead, we conclude that it is an oversimplification to apply it in all conditions
to all the salt rejected by sea ice formation. An innovative method is proposed
to improve the results of the BRP. Our final recommendation, nonetheless, is
to turn to more explicit approaches.
Examples of such explicit schemes are the ones suggested by
Holland (2003) and Jin et al. (2015). In Chapter 3, we prepare the ground
for an in-depth revision and extension of these studies. As mentioned above,
heterogeneous ocean surface conditions are available in current ocean and sea
ice models, with especially detailed information in case an ITD is included
in the ice component. In situ under-ice observations are still far too sparse
to undertake a thorough examination of these subgrid-scale fluxes at large
scales and in all seasons. This would be possible using models, but the re-
quired analysis was nevertheless missing from the literature. We fill this gap
using the NEMO-LIM results. Even without the subsequent implementation
of a subgrid-scale mixing scheme, the results of this chapter are of interest to
understand the origin of heterogeneous ice-ocean interactions. We determine
which variables differ the most between the ice-free and ice-covered parts of
a grid cell, and demonstrate that some of them are characterized by a strong
dependence to the heterogeneous nature of ice properties, including thickness
and snow cover. This latter aspect had been so far partly overlooked.
The central topic of Chapter 4 is the development, inclusion and analysis
of a multi-column ocean mixing scheme in NEMO-LIM (Fig. 1.3). The ba-
sic idea is to use the subgrid-scale fluxes provided by the sea ice model to
drive vertical mixing computations separately in columns corresponding to
the open water fraction and to the ice thickness categories. It allows to in-
vestigate explicitly the processes associated with the spatial heterogeneity of
ice-ocean interactions within the horizontal scope of a grid cell. The impacts
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Figure 1.3: Schematic illustration of the differences between the reference and multi-
column ocean codes. In the reference case, the subgrid fluxes (Fn) from the ITD sea ice
model are aggregated before being transmitted to the single ocean grid cell underneath,
and the ocean vertical mixing computation (represented by a red arrow) is unique. In
the multi-column case, the water column is divided into several sub-columns, corre-
sponding to the open water fraction and to the ice thickness categories. The specific
fluxes are applied at the surface of the sub-columns and the oceanic vertical mixing is
computed separately in each of them.
of the scheme on the ocean simulation in both polar regions are examined,
as well as the feedbacks on the ice cover itself. Changes in ice properties are
indeed caused by the different oceanic heat fluxes at the base of each thick-
ness class, as a result of different oceanic conditions below. Holland (2003)
implemented a analogous scheme in a one-dimensional model configuration.
Jin et al. (2015) did a similar work for a three-dimensional model of the Arc-
tic Ocean, but they homogenized the properties of the columns at each time
step and based their analysis on debatable assumptions regarding the distri-
bution of fluxes at the surface. The major novel contribution of this thesis
is our scheme’s capability to let the columns evolve separately over several
time steps in a three-dimensional simulation. In addition to being a proof-of-
concept study, our results attest that the homogenization time scale between
the columns is actually the key parameter in the scheme. The magnitude of the
changes induced in model results by the new representation of subgrid-scale
sea ice-ocean interactions depends strongly on this time scale, whose value is
likely variable in time and in space. It is worth noting that, in spite of clear
similarities in the methods employed, our scheme was developed indepen-
dently from the studies by Ilıcak et al. (2014) and Jin et al. (2015).

C
H
A
P
T
E
R
2
LIMITATIONS OF
SIMPLE BRINE REJECTION
PARAMETERIZATIONS
Abstract
The subtle interplay between sea ice formation and ocean vertical mix-
ing is hardly represented in current large-scale models designed for cli-
mate studies. Convective mixing caused by the brine release when ice
forms is likely to prevail in leads and thin ice areas, while it occurs in mod-
els at the much larger horizontal grid cell scale. Subgrid-scale parameteri-
zations have hence been developed to mimic the effects of small-scale con-
vection using a vertical distribution of the salt rejected by sea ice within
the mixed layer, instead of releasing it in the top ocean layer. Such a brine
rejection parameterization is included in the global ocean–sea ice model
NEMO-LIM3. Impacts on the simulated mixed layers and ocean temper-
ature and salinity profiles, along with feedbacks on the sea ice cover, are
then investigated in both hemispheres. The changes are overall relatively
weak, except for mixed layer depths, which are in general excessively re-
duced compared to observation-based estimates. While potential model
biases prevent a definitive attribution of this vertical mixing underestima-
tion to the brine rejection parameterization, it is unlikely that the latter
19
20 Brine rejection parameterizations
can be applied in all conditions. In that case, salt rejections do not play
any role in mixed layer deepening, which is unrealistic. Applying the pa-
rameterization only for low ice–ocean relative velocities improves model
results, but introduces additional parameters that are not well constrained
by observations.
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2.1 Introduction
Intense turbulent mixing at the surface of the ocean results in a mixed layer
whose dynamics regulates the exchanges between the atmosphere and the
ocean interior. In polar regions, the mixed layer development is strongly af-
fected by the presence of sea ice. Sea ice dampens direct inputs of heat, mo-
mentum and mass from the air, while it generates buoyancy fluxes at the sea
surface when it forms or melts. In turn, mixed layer characteristics impact the
sea ice energy balance by modulating the oceanic heat flux at the base of the
ice layer.
The large difference between seawater and sea ice salinities, the latter be-
ing much lower, implies strong brine rejections during ice formation, which
may lead to destabilization and hence convective mixing of the upper portion
of the water column. This subtle interplay between sea ice formation and mix-
ing of the surface layer is currently poorly represented in large-scale ocean-sea
ice models. Indeed, convection due to surface salt input occurs in models at
the grid cell scale (typically from 10 to 100 km), while it is likely to prevail
in the real ocean in leads and thin ice areas, at horizontal scales ranging from
100 m to a few kilometers (Duffy and Caldeira, 1997; Nguyen et al., 2009; Jin
et al., 2012).
The errors caused by the misrepresentation of small-scale convection in
large-scale ocean models are examined by Jin et al. (2012). In this study, a
model is run on a 100 × 100 horizontal grid point domain at 1 km and 30 km
resolutions, and the ocean response in a 30 km × 30 km box to a surface brine
rejection is investigated. The box therefore consists of 30 × 30 grid points at
1 km resolution and of a single column at 30 km resolution. On the one hand,
in the high resolution simulations, a localized brine rejection results in a salt
plume that sinks to the bottom of the mixed layer where it spreads horizon-
tally. The mixed layer actually shoals and the increase in salinity is greater at
its base than at the surface. The same process has been observed and described
in laboratory experiments and field studies (Nguyen et al., 2009, and refer-
ences therein). On the other hand, in the low resolution simulations, where
the salt input is by default spread out at the surface of the 30 km× 30 km box,
large-scale convection induces a deepening of the mixed layer and a vertically
uniform salinity increase.
Subgrid-scale brine rejection parameterizations have been developed and
included in models to address the excessive mixing issue and to mimic the ef-
fects of small-scale convection. Their basic principle is to distribute vertically
the salt rejected by sea ice within or below the mixed layer, instead of releasing
it in the top ocean layer. Two preliminary studies (Duffy and Caldeira, 1997;
Duffy et al., 1999) distributed the salt uniformly in the upper 160 m and down
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to the depth where density becomes 0.4 kg/m3 higher than at the surface.
They noted improvements in the simulated intermediate and deep salinities
around Antarctica, as well as in the modeled temperatures and convective ac-
tivity. Subsequent implementations consisted in a power-law distribution of
rejected brines within the mixed layer (Nguyen et al., 2009; Jin et al., 2012).
Focusing only on the Arctic, results showed improved modeling of the Arctic
cold halocline and reduction of excessive mixed layer depths. Similar ideas
have also been used in the context of paleoclimate modeling. By releasing
brines due to sea ice formation at the bottom of the ocean, Bouttes et al. (2010)
improved the simulated carbon cycle during the last glacial maximum in an
intermediate complexity climate model.
In the present study, the brine rejection parameterization scheme of
Nguyen et al. (2009) is introduced into the global ocean-sea ice model NEMO-
LIM3. The aim is to assess in details its effects on the mixed layer depth and
properties, in both the Arctic and Antarctic, using a recently published mixed
layer climatology (Schmidtko et al., 2013) and hydrographic data provided
by animal-borne instruments in the Southern Ocean (Roquet et al., 2013). Be-
cause the vertical mixing scheme in NEMO is different from the one used in
the above-mentioned studies, this will also provide an independent confirma-
tion or invalidation of the results previously obtained for the Arctic. Further-
more, the feedbacks triggered by the parameterization on the sea ice cover are
examined.
The chapter is organized as follows. The NEMO-LIM3 model, the exper-
imental design and the brine rejection parameterization are presented in Sec-
tion 2.2. Observational data are described in Section 2.3. Section 2.4 includes
the analysis of the simulations results and a discussion of the limitations of
our experiments and of the parameterization, and presents a simple method
to refine the latter. A summary of our findings and concluding remarks are
given in Section 2.5.
2.2 Brine rejection parameterization in the ocean-sea ice
model NEMO-LIM3
2.2.1 Model configuration
NEMO-LIM3 is a global ocean-sea ice model routinely used in climate studies.
The ocean engine of NEMO (Nucleus for European Modelling of the Ocean) is
a finite-difference, hydrostatic, free-surface, primitive-equation model
(Madec, 2008). It is coupled to LIM3 (Louvain-la-Neuve sea Ice Model), a
dynamic-thermodynamic sea ice model with a representation of the subgrid-
scale distributions of ice thickness, enthalpy and salinity (Vancoppenolle et al.,
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2009b). The explicit inclusion of brine entrapment and drainage makes the sea
ice salinity variable both in space and in time. We use version 3.5 of NEMO,
with modifications to the sea ice code that include changes in the time step-
ping and a reformulation of ice-ocean fluxes allowing to track the different
contributions to the ice mass, salt and heat balances (Rousset et al., 2015).
Mesoscale eddies are parameterized following Gent and Mcwilliams (1990).
The treatment of oceanic vertical mixing is of particular interest in this
study. We use the so-called TKE mixing scheme, introduced in an earlier ver-
sion of the model by Blanke and Delecluse (1993) and progressively updated
since then (Madec, 2008). The vertical eddy viscosity and diffusivity depend
on the prognostically computed turbulent kinetic energy (TKE) and on diag-
nostic non-local turbulent length scales. The TKE evolves in time through
production by vertical shear, destruction by stratification, vertical diffusion
and dissipation. In theory, this scheme solves the issue of statically unstable
density profiles in hydrostatic models because, in that case, the stratification
destruction term actually becomes a source of TKE, thus yielding high mixing
coefficients. An enhanced vertical diffusion scheme is however used to en-
sure static stability in the top ocean layers, where turbulent length scales are
bounded by the distance to the surface.
Our experimental design is largely similar to the NEMO-LIM3 simulation
of Massonnet et al. (2011), where additional details can be found. The model
is initialized in 1948 using climatological temperature and salinity data from
the World Ocean Atlas 2001 (Conkright et al., 2002), and is run until the end
of 2013. The atmospheric forcing is provided by the NCEP/NCAR surface air
temperature and wind reanalysis data (Kalnay et al., 1996), and by monthly
climatologies for relative humidity, cloudiness, precipitation and river runoffs.
Surface heat fluxes are computed following Goosse (1997), while the ice-ocean
coupling is formulated as in Goosse and Fichefet (1999). Simulations are per-
formed on the quasi-isotropic global tripolar grid ORCA1, based on the semi-
analytical method of Madec and Imbard (1996), which has 1◦ resolution in the
zonal direction. Vertical discretization is based on a partial step z coordinate,
meaning that the thickness of the bottom layer is allowed to vary to provide a
better representation of the bathymetry (Adcroft et al., 1997). The thicknesses
of the 46 levels otherwise range from 6 m at the surface to 20 m at 100 m depth,
and reach 250 m for the bottommost layer.
Among the differences in setup compared to Massonnet et al. (2011) are
the more recent model version used, tuned ice-ocean drag coefficient (from
5× 10−3 to 3× 10−3) and snow thermal conductivity (from 0.31 W K−1 m−1 to
0.25 W K−1 m−1), and a different implementation of the sea surface salinity
restoring towards the PHC3 climatology (Polar Science Center Hydrographic
Climatology, Steele et al., 2001). The restoring consists in a damping term in
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Table 2.1: Sea ice metrics in observations or reanalyses, and in the reference (REF)
and BRP experiments (see Table 2.2 for details). Sea ice extent is compared between
1983 and 2012 with passive microwave products generated with the Bootstrap algo-
rithm (Comiso, 2000). Arctic sea ice volume estimates are from the PIOMAS reanalysis
(Schweiger et al., 2011) over the 1983-2013 period. The Antarctic sea ice volume trend
is from the model reconstruction by Massonnet et al. (2013) between 1980 and 2008.
Obs./reanalysis REF BRP
Arctic
Max. monthly extent (106 km2) 15.5 16.5 16.5
Min. monthly extent (106 km2) 6.7 7.7 7.7
Trend extent (103 km2 year−1) -53 -58 -57
Max. monthly volume (103 km3) 27.8 33.3 33.2
Min. monthly volume (103 km3) 11.2 17.3 17.2
Trend volume (km3 year−1) -346 -374 -377
Antarctic
Max. monthly extent (106 km2) 19.2 18.4 18.6
Min. monthly extent (106 km2) 3.2 6.2 5.8
Trend extent (103 km2 year−1) +21 +37 +36
Max. monthly volume (103 km3) n/a 14.4 14.1
Min. monthly volume (103 km3) n/a 3.7 3.3
Trend volume (km3 year−1) +36 ± 34 +83 +66
the surface freshwater budget and is necessary to avoid spurious model drift
outside the polar regions. Its time scale is 310 days for a 50 m mixed layer.
Here, the restoring term is multiplied by (1− c), with c the sea ice concentra-
tion. This suppresses its influence almost completely in intense ice formation
areas, and ensures that the effects of the brine rejection parameterization are
not altered.
2.2.2 Simulated sea ice in the reference experiment
Despite changes in model configuration, sea ice results remain relatively close
to the ones obtained by Massonnet et al. (2011). Key figures are given in Ta-
ble 2.1.
In the Arctic, the sea ice extent mean seasonal cycle is well reproduced
compared to observations (Comiso, 2000), showing only a positive bias around
1× 106 km2 throughout the year. The ice volume appears significantly overes-
timated with respect to the PIOMAS reanalysis using data assimilation (Pan-
Arctic Ice-Ocean Modeling and Assimilation System, Schweiger et al., 2011),
but the offset is essentially caused by spurious ice accumulations in narrow
straits in the Canadian Arctic Archipelago, not accurately represented in the
model at 1◦ resolution. The phase and amplitude of the ice volume seasonal
cycle actually closely match the PIOMAS data. Finally, both ice extent and
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volume trends are in very good agreement with observations and reanalysis
estimates.
In the Southern Hemisphere, the main discrepancy with available observa-
tions is an underestimation of the amplitude of the ice extent seasonal cycle,
especially at the summer minimum. The simulated upward trend in sea ice
extent is also too large, as is the trend in ice volume against the model recon-
struction with data assimilation by Massonnet et al. (2013). Compared to the
ASPeCt dataset based on shipboard observations (Antarctic Sea ice Processes
and Climate, Worby et al., 2008), the model tends to overestimate the sea ice
thickness, except northeast of the Antarctic Peninsula and along the coasts of
East Antarctica and eastern Ross Sea, where the opposite occurs. The mean
absolute error in ice thickness is 43 cm.
This brief evaluation of the sea ice results in the reference experiment
shows that NEMO-LIM3 is clearly appropriate to study the impacts of a brine
rejection parameterization on the oceanic component of the system. The model
skill in the representation of this latter component is discussed in Section 2.4
together with the changes induced by the parameterization. Nevertheless,
we note that Antarctic sea ice does not melt enough in summer in the model,
which could lead us to underestimate the parameterization effect in the South-
ern Ocean when ice freezes up again in autumn.
2.2.3 Brine rejection parameterization
In the standard model configuration, all surface fluxes linked to the presence
of sea ice are applied in the first ocean layer. In order to mimic small-scale con-
vection associated with sea ice formation, brine rejection parameterizations
(BRPs) distribute the rejected salt directly within the mixed layer. Owing to
its positive buoyancy, low salinity water resulting from sea ice melt is always
placed in the uppermost layer.
Based on salt plume physics, laboratory and numerical experiments,
Nguyen et al. (2009) found the optimal brine vertical distribution s(z) to be
a power law:
s(z) =
{
Azn if z ≤ D
0 if z > D
where z is depth, A a normalizing factor equal to n+1Dn+1 , D a measure of the
mixed layer depth (MLD) and n = 5. The large n implies that most of the
salt is rejected at the bottom of the mixed layer. The same value was found
independently by Jin et al. (2012) for small leads using their high resolution
model. Since the shape of the distribution seems well constrained, we only
test here the sensitivity of the BRP to the distribution maximum depth.
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Table 2.2: List of sensitivity experiments.
Experiment Parameterization Maximum depth D
REF no -
BRP-1 yes 1 level above MLD.01
BRP yes MLD.01
BRP+1 yes 1 level below MLD.01
BRP_3 yes MLD.03
BRPv for low ice-ocean MLD.01
relative velocities
Nguyen et al. (2009) took D as the depth corresponding to a density gra-
dient of 0.02 kg m−4. Jin et al. (2012) rather used the MLD provided in their
model by the turbulence k-profile parameterization. In NEMO, the mixed
layer base is determined by default by a density difference of 0.01 kg m−3
compared to the value at 10 m depth, which is the second oceanic level in
our vertical discretization. This low density threshold is found to be appro-
priate to identify the almost perfectly homogeneous simulated mixed layers.
An additional diagnostic, based on the 0.03 kg m−3 threshold recommended
by de Boyer Montégut et al. (2004) for observed density profiles, is also im-
plemented. These mixed layers depths are denoted MLD.01 and MLD.03, re-
spectively. Besides the reference simulation where the BRP is disabled, four
sensitivity experiments are performed, in which the BRP is turned on and
D is set to one level above MLD.01, MLD.01, one level below MLD.01 and
MLD.03. The latter corresponds almost everywhere to the deepest distribu-
tion. A sixth experiment, in which the BRP is only activated for low ice-ocean
relative velocities, is mentioned here for completeness and is further discussed
in Section 2.4.3. The experiments are summarized in Table 2.2.
An important hypothesis, made here as well as in all previous studies, is
that all the salt is rejected by sea ice in a localized manner (for instance in
leads). This amounts to saying that all the salt originating from sea ice has to
be handled with the parameterization, thus distributed vertically.
2.3 Observational data
Observational data used to validate the ocean model results come from two
sources: the MIMOC climatology (Monthly Isopycnal and Mixed layer Ocean
Climatology) and the MEOP-CTD hydrographic dataset (Marine Mammals
Exploring the Oceans Pole to Pole).
The MIMOC global upper-ocean climatology (Schmidtko et al., 2013) is
based on conductivity-temperature-depth (CTD) profiles from the World
Ocean Database (i.e. shipboard data), Argo floats and automated ice-tethered
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profilers (ITP). The inclusion of the latter increases dramatically the number
of upper-ocean observations in the Arctic Ocean, in all seasons, since 2004
(Krishfield et al., 2008). The MIMOC product includes MLDs computed from
individual profiles with the Holte and Talley (2009) algorithm. We use the
weighted mean monthly fields.
In the Southern Ocean, most of the observations used to construct the MI-
MOC climatology come from summertime cruises, because Argo floats can
hardly sample the ocean beneath sea ice and because there is no equivalent
to the ITP project in the Antarctic. Therefore, we also compare our results
with the MEOP-CTD dataset (Roquet et al., 2011, 2013), a calibrated com-
pilation of temperature and salinity (T/S) profiles collected by hundreds of
seals equipped with CTD sensors between 2004 and 2011. These seal-derived
data are nowadays the largest source of hydrographic information south of
the Antarctic Circumpolar Current (ACC). A MLD climatology is built from
the dataset in the following way.
For each profile, the MLD.01 and MLD.03 are computed as in the model,
except that the reference density value is taken at 15 m depth. This is very
often the first available T/S value in the profile. Profiles without data at
this depth are rejected. In some cases, the required density difference is not
reached until the deepest T/S measurement, because the seal did not reach the
mixed layer base or because the mixed layer extended down to the seafloor.
Including such profiles barely changes the resulting climatology, hence we
keep the maximum depth with data as a lower limit for the MLD. Finally, for
each ORCA1 grid cell and each month, the available MLD values are averaged
to obtain the climatology. In the following figures, all grid points with data are
plotted on maps, while only those with at least 5 MLD values are shown on
scatter plots, in order to reduce the uncertainty associated with poorly sam-
pled regions in the seal-derived data.
A comparison between MIMOC and MEOP-CTD MLDs in the Southern
Ocean is shown in Fig. 2.1. As a reminder, MIMOC MLDs are computed
thanks to the Holte and Talley (2009) algorithm. When comparing their algo-
rithm outputs with the 0.03 kg m−3 density threshold method for Argo pro-
files (i.e. not under sea ice), they show that the latter slightly overestimates
MLDs. We choose to compare the MIMOC climatology with MLD.01 from
the MEOP-CTD data, since this stricter criterion appears better suited for the
weakly stratified under-ice ocean in the Southern Hemisphere.
In Fig. 2.1a, a reasonable agreement between MIMOC and MEOP-CTD is
obtained in the open ocean, while the MLDs are severely underestimated by
MIMOC over continental shelves (how we define exactly these regions is ex-
plained in the next section). The slopes of the least squares linear fits shown
in the figure and the correlation coefficients are, respectively, 0.93 and 0.62 in
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Figure 2.1: Comparison of MIMOC and MEOP-CTD MLDs. Scatter plot of MIMOC
MLD versus MEOP-CTD MLD.01 (a), and maps of MIMOC MLD (b), MEOP-CTD
MLD.01 (c) and their difference (MEOP-CTD - MIMOC, d) in May. In the scatter plot,
a distinction is made between the points in the Antarctic open ocean and over the
Antarctic shelves, solid lines are least squares linear fits and the dashed line is the
diagonal.
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Figure 2.2: Selected areas for the results analysis: Arctic basin (AB), Antarctic open
ocean (AOO) and Antarctic shelves (AS).
the open ocean, and 0.33 and 0.49 on the shelves. Maps are shown for May
(Fig. 2.1b, c and d), as a compromise between deepening mixed layers and
decreasing seal data coverage towards winter. They confirm that the errors
between the two climatologies are generally smaller than 30 m away from the
continent, but that MIMOC misses the deep MLDs along the coast of East
Antarctica, by more than 150 m in several places. Note that this underesti-
mation would have been even larger if we had used the MLD.03 criterion for
MEOP-CTD, which would have yielded deeper mixed layers for this dataset.
2.4 Results and discussion
The NEMO-LIM3 response to the introduction of a brine rejection parameter-
ization is now explored in both polar regions, as well as the model sensitivity
to the choice of the vertical distribution depth. We examine model outputs av-
eraged over the 1983-2013 period, except for the evaluation against the MEOP-
CTD dataset, for which the 2004-2011 period is considered.
In what follows, some diagnostics are performed over three selected ar-
eas (Fig. 2.2). Large changes occur in the central part of the Arctic Ocean,
hence we identify the “Arctic basin” (AB) as the region enclosed by the 500 m
isobath and the 80◦N parallel in Fram Strait (with a limited number of adjust-
ments to avoid isolated grid cells). In the Antarctic, we distinguish between
the “Antarctic open ocean” (AOO) and the “Antarctic shelves” (AS), based on
the large differences in sea ice production rates and associated mixed layer
regimes. The limit between both areas is normally the 1000 m isobath. How-
ever, the net ice growth over the Amundsen and Bellingshausen Seas shelves
is much lower than in the Ross Sea for instance, implying shallower MLDs
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(Petty et al., 2014). These shelf regions, along with the northern part of the
Antarctic Peninsula, are excluded from AS. The northern limit of AOO is cho-
sen as to ensure that the largest fraction of the area is covered with sea ice in
winter.
In addition to the MLD.01 and MLD.03, the model also provides the turbo-
cline depth (TCD). It is defined as the depth at which the vertical eddy diffu-
sivity given by the TKE scheme falls below a given value, namely 5 cm/s2. As
a consequence, the turbocline is the actively mixing layer at the surface of the
ocean, while MLD.01 and MLD.03 are only weakly stratified layers, i.e. mixed
layers.
2.4.1 Arctic Ocean
The main impact of the BRP inclusion in the model is a dramatic reduction in
mixed layer depths (except in late summer), clearly seen from their spatially-
averaged seasonal cycles shown in Fig. 2.3a and b. The deeper the vertical
salt distribution, the larger the effect. This result is not surprising and is in
line with previous studies (Nguyen et al., 2009; Jin et al., 2012). In the absence
of sea ice, upper-ocean mixing is caused by wind stirring and/or by surface
heat losses. The presence of sea ice lessens the role of these processes, leav-
ing negative buoyancy fluxes linked to brine rejection as the main reason for
mixed layer deepening. This has been shown explicitly by Petty et al. (2014)
for Antarctic continental shelves. The BRP not only suppresses this deepen-
ing mechanism, but also restratifies the mixed layer, since salt is distributed
according to an increasing function of depth.
The comparison between the model results and the MIMOC climatology
is not direct because of the various MLD definitions used. Without BRP, the
different criteria in the model agree within 10 m at the winter maximum, and
overestimate the MIMOC value by 10 to 25 m. Summer minima, on the other
hand, are constantly underestimated. This latter bias, common in current
climate models and possibly caused by a poor or missing representation of
mixing processes like surface waves and Langmuir circulations (Huang et al.,
2014), is beyond the scope of the present chapter. When the BRP is intro-
duced, the gap widens between the MLDs obtained from the three criteria in
the model. The TCD undergoes the largest decrease and becomes in all cases
close to the minimum allowed model value (12 m). The MLD.03 is signifi-
cantly affected only when the brine distribution depth is the MLD.03 itself.
The MLD.01, which we consider the best characterization of the almost per-
fectly homogeneous modeled mixed layers, is excessively reduced compared
to MIMOC, although the amplitude of the seasonal cycle fits the climatology
better, in particular for experiment BRP.
2.4. Results and discussion 31
Figure 2.3: Seasonal cycles of mixed layer and turbocline depths, for the MIMOC cli-
matology and model experiments, in the Arctic basin (a, b), Antarctic open ocean (c,
d) and Antarctic shelves (e, f) areas. MLD.01s are shown as thick solid lines (top),
and TCDs and MLD.03s as thin solid lines and as dashed lines, respectively (bottom).
Following the discussion in Section 2.3, the MIMOC climatology is not plotted for the
Antarctic shelves area.
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Figure 2.3: continued.
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Figure 2.3: continued.
34 Brine rejection parameterizations
Figure 2.4: MIMOC MLDs (a, e) and model MLD.01s for experiments REF (b, f), BRP
(c, g) and their difference (BRP - REF; d, h). Blue (red) areas in panels (d) and (h) cor-
respond to shallower (deeper) mixed layers in BRP compared to REF. Maps are shown
for March in the Northern Hemisphere and for September in the Southern Hemisphere.
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Figure 2.4: continued.
Maps of MLDs in March are shown in Fig. 2.4 for MIMOC and for MLD.01
in experiments REF and BRP. Mixed layers exceeding 100 m occur in REF
around Greenland and in the east part of the Canadian Arctic Archipelago,
as well as in the western Labrador Sea and the Hudson Bay, in stark contrast
to observations. These biases compared to MIMOC are effectively reduced
in BRP. Besides, the maps confirm the excessive MLD decrease in the Arctic
basin shown in Fig. 2.3. On average, there is a switch from an overestimation
of the order of 15 m in REF to an underestimation of around 10 m in BRP with
respect to MIMOC.
The mean upper-ocean vertical temperature and salinity profiles in March
are plotted for all experiments in Fig. 2.5a and d. As for MLDs, the BRP effect
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Figure 2.5: Mean model temperature and salinity profiles in the Arctic basin (a, b),
Antarctic open ocean (c, d) and Antarctic shelves (e, f) areas, for March in the Northern
Hemisphere and for September in the Southern Hemisphere.
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Figure 2.5: continued.
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Figure 2.5: continued.
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is larger when the maximum distribution depth is greater, but their overall
shape remains largely unchanged, as would be a comparison with observed
data. The sea surface salinity (SSS) decreases by less than 0.05 psu on average
in the AB area in experiment BRP compared to REF. Salinity below 20 m tends
to marginally increase when the BRP is activated, as expected from the design
of the parameterization.
Sea surface temperature (SST) is forced to remain close to the freezing point
due to the presence of sea ice, itself strongly constrained by the atmospheric
forcing. In the subsurface, a warming of the water column is noted when
the BRP is activated. This is explained by the weaker vertical mixing, which
reduces the upward heat transfer in the ocean and therefore lowers the heat
losses to the atmosphere active in autumn and winter. The warming is maxi-
mum between 15 and 30 m and vanishes below 100 m. On average in the up-
per 100 m, the temperature is 0.02 ◦C higher in BRP than in REF from autumn
to spring. To a large extent, the difference persists in summer. The reason why
changes remain limited is the near freezing temperatures characterizing the
cold halocline in the Arctic Ocean, well visible in the upper 40 m of the mean
profile in Fig. 2.5a but extending deeper in certain areas. Such a subsurface
warming is also noticeable in the results of Nguyen et al. (2009).
As mentioned by Jin et al. (2012), the effects of the BRP on Arctic sea ice
are weak. The parameterization slightly enhances the oceanic heat flux at the
ice base, through a mechanism that will be described in more details for the
Southern Ocean, where the signal is stronger. In the Arctic, given the pre-
scribed atmospheric forcing used by the model, the change is too small to
influence markedly the sea ice cover. The latter is indeed nearly identical in
all experiments. Figures are shown for REF and BRP in Table 2.1.
Besides some similarities between our results and those of Nguyen et al.
(2009) and Jin et al. (2012), two important differences are also noted. First,
while the reductions in mixed layer thickness following the introduction of
the BRP are of the same order of magnitude, neither of those studies con-
cludes to an excessive MLD decrease. This is essentially due to their reference
experiment having positive biases in MLD compared to observations that are
clearly larger than ours. Second, the changes in vertical T/S profiles appear
much smaller in our results. This difference in ocean response is at least partly
explained by the higher background vertical diffusivity used in our model
setup (1.2 × 10−5 m/s2 against 1 × 10−6 m/s2, see also Section 2.4.3).
2.4.2 Southern Ocean
In the REF experiment, one prominent feature of the under-ice winter mixed
layer is the deep MLDs simulated in the Ross and Weddell Seas (Fig. 2.4f).
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Figure 2.6: Comparison of MEOP-CTD and model MLDs. The MLD.01 is shown in all
cases. Scatter plots of MEOP-CTD versus REF (a) and BRP (b) experiments, and maps
of differences REF - MEOP-CTD (c) and BRP - MEOP-CTD (d) in May. In the scatter
plots, a distinction is made between the points in the Antarctic open ocean and over
the Antarctic shelves, solid lines are least squares linear fits and the dashed line is the
diagonal.
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These reach 500 m along the ice shelves, which implies the destratification of
a significant fraction of the water column and the production of dense cold
and saline waters over the continental shelves. MLDs close to and locally
exceeding 200 m also occur along the coast of East Antarctica. Lower sea ice
formation rates imply lower MLDs in the Amundsen and Bellingshausen Seas
and around the northern tip of the Antarctic Peninsula. This MLD pattern is
most similar with other recent modeling studies (Petty et al., 2014; Holland
et al., 2014).
The agreement between model mixed layers and observations is relatively
good in the Antarctic open ocean area. The spatially-averaged model MLD.01
winter maximum is less than 10 m smaller than the MIMOC value of 100 m,
and it occurs one month later (Fig. 2.3c). This slight underestimation is con-
firmed by a comparison with the MEOP-CTD data (Fig. 2.6a and c). Over
the Antarctic continental shelves, where we have shown that the MIMOC
MLDs are unrealistic (Section 2.3), we consider only the seal-derived data.
In this area, the mean model MLD.01 reaches as much as 190 m in September
(Fig. 2.3e). Fig. 2.6a shows that it might still be underestimated on average
compared to reality. The map for May in Fig. 2.6c indicates that too shallow
MLDs occur along the coast of East Antarctica, but that the model mixed layer
is too deep in the Weddell Sea. No data is available in the Ross Sea. Finally,
the summer MLD problem is also present in the Southern Ocean, as well as
a strong positive bias in MLDs in the ACC in the Pacific and Atlantic Oceans
(Fig. 2.4e and f).
As in the Northern Hemisphere, including the BRP results in a significant
mixed layer shallowing in ice-covered areas. Again, the effects are more pro-
nounced for deeper brine distributions and for the turbocline depth (Fig. 2.3c
to f). The maximum value of the average TCD is indeed less than 50 m in all
experiments with the BRP, while it is not too different from MLD.01 in the ref-
erence experiment. In the Antarctic, MLD reductions are stronger in regions
where much sea ice forms, reaching there often more than 150 m for MLD.01
(Fig. 2.4f, g and h).
Given the relatively good mixed layer representation in the ice-covered
areas of the Southern Ocean in the REF experiment, the BRP inclusion de-
grades the model performance by yielding too shallow MLDs. The issue is
especially clear over the continental shelves. The spatially-averaged MLD.01
in the AS region decreases by almost 100 m in September for experiment BRP
(Fig. 2.3e). The reductions mostly occur in areas where the MLD was already
underestimated in REF, whereas the simulation is only partly improved in the
Weddell Sea (Fig. 2.6b and d). In AOO, for the same experiments, the MLD.01
diminishes by more than 20 m on average in September, leading to an under-
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estimation of the seasonal cycle maximum by more than 30 m with respect to
MIMOC. (Fig. 2.3c).
Consistently with the MLD changes, the BRP impacts on the mean vertical
salinity and temperature profiles in September are larger in the AS area than
in AOO (Fig. 2.5). The decrease in SSS is less than 0.01 psu in experiment BRP
compared to REF in AOO, while it is 0.03 psu in AS. The increase in salinity in
the subsurface between these two experiments reaches 0.01 psu at 60 m depth
in AOO and the same value at 300 m in AS. The difference becomes much
smaller in AOO below 200 m. The analysis of the mean response below 400 m
depth in AS becomes gradually less significant due to the diminishing number
of grid points participating in the average.
As in the Arctic, reduced vertical mixing in autumn and winter in simula-
tions with the BRP induces a warming of the water column, except at the sur-
face which remains at the freezing point. Changes are however larger due to
the presence of warmer water below the surface layer in the Southern Ocean.
The temperature is up to 0.1 ◦C higher in experiment BRP compared to REF at
60 m depth in AOO, while the difference is fairly constant at almost 0.15 ◦C in
the upper 400 m in AS. These changes, originating in MLD differences in the
winter season, are partly maintained in summer.
The link between sea ice-related surface processes and bottom ocean prop-
erties in the Antarctic has long been recognized (e.g., Goosse and Fichefet,
1999). Given the previous results, the inclusion of the BRP is expected to have
an influence on the cold and saline waters present on the continental shelves
around Antarctica. The bottom temperature indeed increases by more than
0.2 ◦C in the Weddell and Ross Seas and along the coast of East Antarctica,
and the bottom salinity by up to 0.03 psu in the Ross Sea (not shown). These
changes do not help reducing the model biases of deep ocean properties. The
Antarctic Bottom Water body also becomes warmer and saltier in experiment
BRP, but the length of our simulations does not allow us to be conclusive on
this matter.
The ocean changes caused by the introduction of the BRP are sufficient to
affect sea ice, through modifications of the oceanic heat flux at its base, in spite
of the prescribed atmospheric forcing. Reducing the vertical mixing has two
competing effects on this flux. On the one hand, less mixing tends to lower the
upward heat transfer from the ocean subsurface to the ice, thus reducing the
heat flux. On the other hand, smaller heat losses to the atmosphere in autumn
and winter have been shown to increase the upper-ocean temperature. Yet,
during winter, vertical mixing events, such as those induced by storms, are
able to transfer heat from this layer to the sea ice base (Jackson et al., 2012;
Zhang et al., 2013). This process is associated with a larger heat flux when the
subsurface is warmer, as in BRP.
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Figure 2.7: September sea ice thicknesses (a) and oceanic heat fluxes (c) in experiment
BRP, and differences with experiment REF (BRP - REF; b, d). Red (blue) areas in panels
(b) and (d) correspond to thicker (thinner) ice or higher (lower) heat flux in BRP.
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Looking at the heat flux maps in September for experiment BRP and at dif-
ferences with REF (Fig. 2.7c and d), we note that the first effect dominates in
coastal areas undergoing intense heat flux in the reference experiment. Else-
where, the second effect prevails, resulting in a higher heat flux when the BRP
is included. The combined influence of these changes and of ice advection pat-
terns explains the differences in sea ice thickness between experiments BRP
and REF (Fig. 2.7a and b). For instance, the smaller heat fluxes encountered
in the eastern Weddell Sea generate positive ice thickness anomalies that are
transported along the Filchner-Ronne Ice Shelf and the Antarctic Peninsula by
the cyclonic gyre existing in this region. Overall, sea ice is generally thicker
along the coast, by up to 0.2 m, while it is thinner in the open ocean, mainly
in the Pacific and Atlantic sectors, where the decrease reaches 0.2 m. Because
thinner ice retreats further south in summer, and because the shallower mixed
layer has a smaller inertia in winter, the seasonal cycle of ice extent is slightly
stronger in experiment BRP, by 0.6 × 106 km2 (Table 2.1). Nonetheless, for
both the thickness and the extent, the changes are insufficient to correct the
model errors compared to observations.
2.4.3 Limitations of the approach and simple refinement of the
parameterization
Field and numerical studies have shown that the salt rejected during intense
sea ice formation at the surface of a slowly moving lead mainly settles at the
base of the mixed layer, instead of being incorporated uniformly within it
(Smith and Morison, 1998; Morison and McPhee, 1998; Matsumura and Ha-
sumi, 2008; Jin et al., 2012). As a consequence, the mixed layer is made shal-
lower and more stratified. This provides a sound physical basis for the brine
rejection parameterization proposed by Nguyen et al. (2009).
It may therefore appear surprising that the introduction of the BRP does
not systematically provide a closer match between our model results and ob-
servations. In the Arctic, mixed layer depths are better simulated with a BRP
only around Greenland and in the east part of the Canadian Arctic
Archipelago, the western Labrador Sea and Hudson Bay. Anywhere else,
namely inside the Arctic Ocean and in the Antarctic, MLDs are excessively re-
duced in simulations with a BRP compared to climatologies and hydrographic
products. This is particularly obvious over the continental shelves around
Antarctica.
Another feature of interest in the model results is the enhanced gap that
appears when the BRP is activated between the MLDs computed from den-
sity threshold methods and the TCD. Under growing sea ice, vertical mixing
in the upper ocean is mainly due to convection caused by negative buoyancy
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fluxes linked to brine rejection. The BRP suppresses this effect, resulting in a
very low vertical mixing. This is immediately reflected in the depth of the tur-
bocline, the latter being by definition the layer of active mixing. By contrast,
as defined in this study, the MLD decreases only if restratification takes place.
The stratification visible close to the surface in vertical profiles in ice-covered
regions (Fig. 2.5) is a sign of an extremely shallow mixing layer, but is too weak
to diminish the MLDs as much as the TCD (Fig. 2.3). In a broader perspective,
the lack of vertical mixing would be problematic if NEMO was coupled to
a biogeochemical model. This would indeed impede vertical replenishment
of nutrients and strongly alter surface biogeochemical cycles (e.g., Vancop-
penolle et al., 2013; Smith et al., 2014).
Since the BRP can only reduce MLDs, whether the parameterization im-
proves the comparison with observations actually depends on the model mean
state. Consequently, an evaluation of the parameterization is inevitably linked
to the biases present in the standard version of the model. We have already
mentioned in Section 2.4.1 that poorly-represented or missing processes,
among which surface waves and Langmuir circulations, could explain short-
falls in simulated vertical mixing in open waters during summer (Huang et al.,
2014). The biases that we have pointed out in winter in simulations with a
BRP could hence also originate in the absence or misrepresentation of such
mixing sources. In particular, the NEMO TKE scheme includes parameter-
izations of near-inertial wave breaking and Langmuir turbulence, but they
require further testing and development (Calvert and Siddorn, 2013; Rodgers
et al., 2014), and potentially some adaptations in ice-covered oceans. More-
over, no submesoscale eddy parameterization is activated in our model con-
figuration, although the primary impact would anyway be a shoaling of the
mixed layer, especially in polar winter regions (Fox-Kemper et al., 2011).
The background vertical diffusivity is one key model parameter that could
as well influence our conclusions. This diffusivity is used to account for unre-
solved and otherwise unparameterized mixing processes. Lowering its value
has been shown to improve Arctic Ocean simulations, in models using both
the turbulence k-profile parameterization (Zhang and Steele, 2007; Nguyen
et al., 2009) or TKE mixing schemes (Komuro, 2014). As a test, the experi-
ments REF and BRP have been repeated with a tenfold reduction of the back-
ground vertical diffusivity poleward of 60◦ N and of 60◦ S. The reference value
(1.2 × 10−5 m/s2) was maintained between 50◦ N and 50◦ S, with linear tran-
sitions between the different sectors. While results are barely affected in the
Antarctic, the model mean state in the Arctic is indeed significantly impacted.
Under-ice mixed layers shoal rather uniformly. As a result, the regions where
the BRP improves the agreement with observations are more limited, and the
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MLDs underestimation in other regions is more pronounced. The behavior of
the parameterization itself is nonetheless unchanged.
In spite of the reservations expressed above about the attribution of bi-
ases to the BRP, it is doubtful that the parameterization can be applied in all
conditions to all the salt rejected by sea ice. This simplification, also used in
previous studies, totally suppresses the potential of brine rejections to deepen
the mixed layer. With the BRP turned on, their effect becomes on the contrary
to weakly restratify the mixed layer, which is unrealistic.
Firstly, although in the wintertime open waters undergo the highest heat
losses to the atmosphere and hence the highest freezing rates (Maykut, 1978),
only a fraction of the ice volume is formed in leads. The remaining fraction is
produced at much larger horizontal scales, in particular by bottom accretion
below the existing ice cover. As noted by Jin et al. (2012), the BRP becomes
unnecessary for such widespread salt input at the ocean surface, for which
the model vertical mixing scheme is likely to work properly. Identifying the
part of the brine that is rejected in a localized manner and has to be handled
with the BRP is, however, not easy. Using the BRP only for the salt rejected
in the open water fraction of the grid cell barely changes the model results
compared to the reference experiment (not shown). This is because openings
within the sea ice cover refreeze quickly, making the open water fraction and
the associated sea ice production very low.
Secondly, studies based on field observations and on model results have
shown that ice-water relative velocities higher than 5 cm s−1 prevent the for-
mation of salt plumes (Morison et al., 1992; Smith and Morison, 1993; Muench
et al., 1995; Kantha, 1995; Skyllingstad and Denbo, 2001). In that case, mixing
generated by shear turbulence dominates convective mixing. Additionally,
since the lead is moving, the brine is spread out at the ocean surface. The re-
jected salt simply mixes into the mixed layer and the application of a BRP is
not appropriate. This might explain why results are not as problematic in the
Arctic as below the faster-moving Antarctic sea ice.
Finally, it is not clear whether the BRP is valid for the very deep MLDs en-
countered over the Southern Ocean continental shelves. Although these pa-
rameterizations were at first developed for the Antarctic (Duffy and Caldeira,
1997; Duffy et al., 1999), it would be surprising that salt plumes generated by
narrow leads reach the mixed layer base situated several hundred meters be-
low the surface. Other types of convection schemes have been proposed to
address specifically the problem of deep convection (Kim and Stössel, 2001).
Applying such methods might yield better results than the BRP tested here in
deep mixed layer areas.
Among the three issues raised above, testing a parameterization includ-
ing a dependency on the ice-ocean relative velocity appears to be the most
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Figure 2.8: MLD.01s in model experiment BRPv, for March in the Arctic (a) and for
September in the Antarctic (b). Large dots, empty circles and small dots indicate areas
where the BRP applies to 100 %, more than 50 % and less than 50 % of the salt rejected
by sea ice, respectively. The BRP is not applied in areas without symbols.
straightforward and instructive. Accordingly, an additional experiment called
BRPv is performed, corresponding to the simulation BRP with the parameter-
ization only active for low velocities. In practice, the instantaneous ice-ocean
relative velocity is used to compute the fraction of the rejected salt that is han-
dled with the BRP. This fraction is 1 below 2.5 cm/s and 0 above 7.5 cm/s,
and increases linearly between these two values. The remaining salt fraction
is rejected in the top ocean layer. Results are shown in Fig. 2.8.
In the Arctic, the parameterization is applied in the same way as in the BRP
experiment in and north of the Canadian Arctic Archipelago, in Baffin Bay
and in sparse coastal sectors. Besides, between 50 % and 100 % of the rejected
salt is distributed vertically in most of the Arctic Ocean, where it allows to
recover MLDs that are closer to the MIMOC climatology. On average in the
AB area, the winter maximum of MLD.01 is still underestimated by 5 m in
BRPv with respect to MIMOC (not shown). The BRP finally does not apply
east of Greenland and in the Labrador Sea, where the model biases present in
the reference simulation therefore reappear. In the Antarctic, the BRP is only
applied in very limited coastal areas, and to less than 50 % of the rejected salt
in parts of the Weddell and Ross Seas. As a consequence, MLDs are much
less reduced in BRPv than in BRP, the best match with observations being
nevertheless still provided by REF.
Although this simple refinement of the BRP improves the simulated MLDs,
it also brings new significant sources of uncertainty. In particular, a proper be-
48 Brine rejection parameterizations
havior of the parameterization relies on a correct representation of both the
sea ice circulation and the ocean surface currents. Furthermore, the choice of
the velocity thresholds used to separate the different mixing regimes is rather
arbitrary. They could be considered as ad hoc model tuning parameters.
2.5 Conclusions
In this study, a brine rejection parameterization has been introduced in the
global ocean-sea ice model NEMO-LIM3. The aim of this parameterization is
to mimic the effects of small-scale convection associated with intense brine re-
jections in leads in winter, and to avoid excessive grid-scale mixing. The basic
principle is to distribute the salt rejected by sea ice according to a power-law
profile within the mixed layer, a greater fraction being deposited at its base
than at the surface. Model results were validated against two recently pub-
lished products, namely a mixed layer depth climatology and a hydrographic
dataset derived from seal-borne CTD sensors.
The main effect of the parameterization is to reduce significantly the mixed
layer depth in ice-covered areas. Salinity decreases at the surface and
marginally increases in the subsurface. Less heat is lost to the atmosphere in
autumn and winter, due to the reduced vertical mixing, inducing an increase
in upper-ocean temperature. In the Antarctic, the oceanic changes are large
enough as to impact the sea ice thickness, although the atmospheric forcing is
prescribed.
While mixed layer depths are locally in the Northern Hemisphere in better
agreement with observational estimates, the reduction in surface mixing is in
general too strong, hence degrading model results in most regions. Uncertain-
ties in the comparison to observations and inaccuracies in the representation
of other mixing processes prevent a definitive attribution of these biases to the
brine rejection parameterization itself. However, in the way it is first applied
here, all brine rejections from sea ice are unrealistically turned into a process
which restratifies the mixed layer, without any deepening effect left.
In reality, salt plumes are likely to occur only for low ice-ocean relative
velocities, otherwise shear-driven mixing is dominant over convection caused
by a moving brine source, and for the salt rejected in a localized manner, which
is not easy to identify in a model. Including a dependency on the relative
velocities has been tested and shown to yield clear improvements in the sim-
ulated mixed layer depths. Yet, this comes at the price of introducing new
poorly constrained parameters in the design of the parameterization. A more
explicit approach is possible and promising. Following Holland (2003), the
ice-ocean fluxes can be differentiated at the subgrid-scale across sea ice cate-
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gories and open water, and the oceanic conditions and mixing regimes below
each category can be represented. This is the subject of the next chapters.
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SPATIAL HETEROGENEITY OF
OCEAN SURFACE BOUNDARY
CONDITIONS UNDER SEA ICE
Abstract
The high heterogeneity of sea ice properties implies that its effects on
the ocean are spatially variable at horizontal scales as small as a few me-
ters. Previous studies have shown that taking this variability into account
in models could be required to simulate adequately mixed layer processes
and the upper ocean temperature and salinity structures. Although many
advanced sea ice models include a subgrid-scale ice thickness distribution,
potentially providing heterogeneous surface boundary conditions, the in-
formation is lost in the coupling with a unique ocean grid cell underneath.
The present chapter provides a thorough examination of boundary condi-
tions at the ocean surface in the NEMO-LIM model, which can be used as
a guideline for studies implementing subgrid-scale ocean vertical mixing
schemes. Freshwater, salt, solar heat and non-solar heat fluxes are exam-
ined, as well as the module of the surface stress. All of the thermohaline
fluxes vary considerably between the open water and ice fractions of grid
cells. To a lesser extent, this is also the case for the surface stress. More-
over, the salt fluxes in both hemispheres and the solar heat fluxes in the
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Arctic show a dependence on the ice thickness category, with more intense
fluxes for thinner ice, which promotes further subgrid-scale heterogeneity.
Our analysis also points out biases in the simulated open water fraction
and in the ice thickness distribution, which should be investigated in more
details in order to ensure that the latter is used to the best advantage.
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3.1 Introduction
The presence of sea ice at the polar oceans surface has numerous impacts on
their upper layer physics and biogeochemistry. Its high albedo compared to
seawater strongly reduces the amount of absorbed solar radiation, giving rise
to the well-known positive ice-albedo feedback (Curry et al., 1995). It consti-
tutes an efficient barrier for mass exchanges between the atmosphere and the
sea surface, inhibiting evaporation and preventing at least a fraction of pre-
cipitation from entering the ocean at the time when it falls. Owing to its low
thermal conductivity (Pringle et al., 2007), sea ice dampens the oceanic heat
losses to the atmosphere in winter. Because its salinity is lower than that of
the sea surface, and because it is transported by winds and currents, its for-
mation and melt are associated with buoyancy fluxes that influence the upper
ocean stratification, convective processes and eventually the global thermo-
haline circulation (e.g., Goosse and Fichefet, 1999). A compact sea ice cover
prevents the formation of waves and direct wind-generated turbulence in the
water column, but its relative motion with respect to the water is a source
of stress at the ocean surface. From a biogeochemical point of view, sea ice
modulates the gas exchanges at the atmosphere-ice-ocean interface, provides
a support for microbiological activity and chemistry, and acts to concentrate,
transport or release nutrients and substances like inorganic carbon (Vancop-
penolle et al., 2013).
The sea ice cover is a fundamentally heterogeneous medium. During sum-
mer, large open water areas can exist between the melting floes. A few percent
of the sea surface remain free of ice even at the core of the winter season, in
the form either of linear openings caused by divergence of the pack, known
as leads, or of polynyas created by strong winds or high oceanic heat supply.
The ice itself is a mixture of components ranging from thin new ice formed
in open water areas to ridges several meters thick resulting from deformation
inside the pack (Thorndike et al., 1975). While the most substantial differences
in surface conditions occur between ice-covered and ice-free areas, several of
the processes listed above also depend on the sea ice type, thickness and sur-
face state. As these vary significantly on small horizontal scales, so do their
effects on the underlying ocean and the atmosphere above.
It has long been recognized important to represent the subgrid-scale het-
erogeneity of ice thickness in order to accurately simulate the sea ice evolution
(Thorndike et al., 1975; Hibler, 1980). As a consequence, ice thickness distribu-
tions are included in most advanced models nowadays, among which CICE
(Los Alamos Sea Ice Model, Hunke et al., 2015) and PIOMAS (Pan-Arctic Ice-
Ocean Modeling and Assimilation System, Zhang and Rothrock, 2003). It al-
lows them to compute the open water fraction and the concentration of ice
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of various thicknesses based on thermodynamic and dynamic processes. The
implementation details and the impacts on model results are likewise inten-
sively studied (e.g., Massonnet et al., 2011; Komuro and Suzuki, 2013; Castro-
Morales et al., 2014; Hunke, 2014). However, the spatial heterogeneity in ocean
surface boundary conditions implied by this variability in ice properties has
been so far overlooked. This is explained by the fact that the various ice thick-
ness categories have to exchange information with a unique ocean grid cell
underneath, which requires the fluxes to be aggregated into single values.
Previous studies have nonetheless shown that taking the surface condi-
tions heterogeneity into account is necessary in order to adequately simulate
the ocean physics below sea ice. By comparing vertical mixing parameter-
izations commonly used in coarse resolution large-scale models with large
eddy simulations, Losch et al. (2006) have demonstrated that neglecting the
heterogeneous nature of buoyancy fluxes associated with a partial ice cover
leads to biases in the mixed layer depth and the upper ocean density struc-
ture. Brine rejection parameterizations have for instance been developed to
represent the impacts of intense convective mixing in winter leads (e.g., Duffy
and Caldeira, 1997; Nguyen et al., 2009, Chapter 2). Further studies have im-
plemented explicit separate vertical mixing computations in fractions of indi-
vidual grid cells corresponding to ice and to open water (Holland, 2003; Jin
et al., 2015).
Nevertheless, a detailed description of the heterogeneous ocean surface
boundary conditions under sea ice is still missing, to our knowledge. The
objective of the present chapter is therefore to fill in this gap. In addition to
leading to a better understanding of the spatial distribution of sea ice-ocean
interactions, this will be of great interest to help interpreting the results of
the above-mentioned studies. It will as well constitute the basis for a further
analysis of subgrid-scale mixing below sea ice (Chapter 4). Under-ice obser-
vations are still far too sparse to allow examining under-ice fluxes at large
scale and in all seasons. Our study will hence make use of the global ocean-
sea ice model NEMO-LIM, whose ice component includes a state-of-the-art
ice thickness distribution and in which the subgrid-scale heterogeneity of all
fluxes and of the stress provided at the ocean surface will be thoroughly in-
vestigated.
This chapter is organized as follows. The NEMO-LIM model setup is de-
scribed in Section 3.2, with a particular emphasis on the ocean surface bound-
ary condition aspects. The modeled mean sea ice state and ice thickness distri-
bution are documented in Section 3.3, because they constitute the background
for the simulation of heterogeneous boundary conditions. The latter are pre-
sented and discussed in Section 3.4. A summary of our findings is finally
given in Section 3.5.
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3.2 Model setup
3.2.1 Ocean-sea ice model NEMO-LIM
The ocean component of NEMO (Nucleus for European Modelling of the
Ocean) is a finite difference, hydrostatic, free surface, primitive equation
model fully described in Madec (2008). The ocean model’s version 3.5 is cou-
pled to the latest revision of the dynamic-thermodynamic sea ice model LIM
(Louvain-la-Neuve sea Ice Model), known as LIM3.5 (Vancoppenolle et al.,
2009b; Rousset et al., 2015). LIM includes an ice thickness distribution (ITD),
which allows to represent the subgrid-scale heterogeneity of ice thickness, en-
thalpy and salinity. The model configuration is very close to the one used in
Chapter 2. Three noticeable differences are listed hereafter, along with details
about the ocean surface boundary conditions (SBCs) and the experimental de-
sign.
First, compared to Chapter 2, we use a slightly updated version of LIM, in
which several minor heat conservation leaks have been fixed (Rousset et al.,
2015).
Second, the background diffusivity in the so-called TKE vertical mixing
scheme (for turbulent kinetic energy, Blanke and Delecluse, 1993; Madec, 2008)
has been lowered in the polar regions, following studies showing that it im-
proves Arctic Ocean simulations (Zhang and Steele, 2007; Nguyen et al., 2009;
Komuro, 2014). In practice, a tenfold reduction of the background vertical dif-
fusivity poleward of 60◦ N and of 60◦ S is implemented, whereas the reference
value (1.2 × 10−5 m/s2) is maintained between 50◦ N and 50◦ S. The transi-
tions between the different sectors are linear. Results are mostly unaffected in
the Antarctic, but simulated mixed layer depths (MLDs) in the Arctic Ocean
are reduced, leading to a better agreement with observations (Chapter 2).
Third, two artificial connections present in the standard version of LIM
between the ice-free and ice-covered fractions of grid cells have been removed.
Previously, ice was allowed to grow in the ice-free part of a grid cell only if
the surface heat loss was large enough as to cool the entire top oceanic cell
down to the freezing point. On the other hand, in the melting season, positive
surface heat fluxes in open water were not used to increase the temperature
of ocean cells in which ice was still present, but were rather transferred to the
sea ice base. These two processes provided an instantaneous link between the
ice-free and ice-covered parts of grid cells, and complicated the interpretation
of ocean surface fluxes in open water and below ice. Their removal leads
to smaller open water fractions in winter, but the combined effect on sea ice
thickness is weak. The code has been modified so that ice can grow in the
ice-free fraction of a grid cell as soon as the heat loss is sufficient to lower
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the temperature of the corresponding cell fraction to the freezing point, and
positive heat fluxes in open water simply increase the sea surface temperature
(SST).
In virtually all large-scale applications so far, the ITD in LIM has been used
with five ice thickness categories. The surface of each grid cell is thus sepa-
rated into six parts. The first one is the ice-free fraction, representing open wa-
ter and leads within the sea ice cover, and the remaining five correspond to the
ice thickness classes, each one having its own concentration. The upper thick-
ness limits for the first four categories are 0.63 m, 1.33 m, 2.25 m and 3.84 m,
while the fifth is unbounded. Transfers between the different categories are
caused by thermodynamic growth or melt and by the deformation processes
that the model accounts for, namely ridging and rafting (Vancoppenolle et al.,
2009b).
3.2.2 Ocean surface boundary conditions
Our aim here is examining the subgrid-scale heterogeneity of ocean SBCs as-
sociated with the ITD present in LIM. To this end, the surface thermohaline
fluxes and the module of the surface stress have been diagnosed separately
for the six fractions of each grid cell. On the one hand, the thermohaline fluxes
are the main drivers of SST and sea surface salinity (SSS) variations, and hence
of buoyancy changes at the ocean surface. We will look at the freshwater, salt
and heat fluxes, the latter being further split into its solar and non-solar com-
ponents. By convention, a positive flux is directed towards the ocean. The
surface stress is, on the other hand, driving turbulent mixing at the ocean sur-
face. In the TKE vertical mixing scheme used in our NEMO configuration,
its module sets the surface boundary condition on turbulent kinetic energy
(Madec, 2008). The SBCs also have effects on upper ocean currents, but the
impact of their heterogeneity is more complex and not discussed here.
It is important to mention that these subgrid-scale fluxes and stress are
merely diagnostics in this study. They are still aggregated across the six grid
cell fractions before being transmitted to the ocean model. All model features
detailed in this section are from Vancoppenolle et al. (2009b) and Rousset et al.
(2015) for the sea ice and from Madec (2008) for the ocean.
3.2.2.1 Freshwater and salt fluxes
To understand how freshwater fluxes affect the SSS in the model, it is worth
noting that our setup uses NEMO in its linear free surface formulation, with a
filtering term in the momentum equation to dampen the fast external gravity
waves (Roullet and Madec, 2000). This approach allows taking into account
3.2. Model setup 57
the mass flux due to freshwater input at the ocean surface in the momentum
equation. However, the linearization implies that the ocean volume is fixed
in time and that the thickness of the first ocean layer in particular is constant.
Consequently, the salinity concentration or dilution effect associated with neg-
ative or positive (according to the convention chosen above) freshwater fluxes
Ff w is achieved by turning them into virtual, or equivalent, salt fluxes Fs,v fol-
lowing:
Fs,v = −Ff wSss,
where Sss is the sea surface salinity. By comparison, in a non-linear free surface
context with variable volumes, such a virtual salt flux would not be necessary.
In that case, the thickness of the first ocean layer would adjust to the freshwa-
ter flux and the SSS change would arise from the concentration or dilution of
its unchanged salt content.
Freshwater fluxes in open water include evaporation and solid precipita-
tion. A fraction f β0 of all solid precipitation, with β = 0.6, reaches the open
water area f0, because winds blow some snow off the sea ice surface. In the
rare cases when the air temperature is high enough to allow liquid precipita-
tion over sea ice, these are supposed to percolate through the ice and reach
the oceanic grid cell surface uniformly. Concentrating liquid precipitation in
open water, in an attempt to mimic runoff from the ice, would indeed result
in extremely large freshwater fluxes when the ice-free area is small. Moreover,
a SSS restoring towards the PHC3 climatology (Polar Science Center Hydro-
graphic Climatology, Steele et al., 2001) is implemented as a damping term in
the surface freshwater budget, with a 310 days time scale for a 50 m mixed
layer. This term is likewise spread out uniformly at the surface. It is further-
more multiplied by the open water fraction f0, meaning that its magnitude is
reduced under sea ice, as in Chapter 2. Finally, although continental runoffs
are taken into account in the model, they are not included in the freshwater
fluxes examined here.
Since the pressure effect of sea ice is not included in our model configura-
tion, the formulation of ice-related processes implies small errors on the ocean
dynamics, but their consideration is beyond the scope of the present study
(e.g., Schmidt et al., 2004). As a concrete example of freshwater and salt ex-
changes between the ice and the ocean, the formation of sea ice at salinity Si
is associated in reality with a negative freshwater flux Fif w (out of the ocean)
and with a real salt flux Fis,r given by:
Fis,r = F
i
f wSi.
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This flux is also negative, meaning that a relatively weak amount of salt is
extracted from the ocean to be stored in the sea ice. The observed increase in
SSS following sea ice formation is due to the concurrent freshwater output,
whose concentration effect is included, as above, by means of a virtual salt
flux in the model. The total flux used to compute the SSS evolution is then:
Fis = F
i
s,r + F
i
s,v = F
i
f w(Si − Sss)
and is indeed positive for sea ice formation, since Fif w < 0 and Si < Sss.
Bottom growth, bottom melt, surface melt, snow-ice formation and formation
of new ice in open water are handled with such a combination of real and
virtual salt fluxes. The fluxes from each category and from open water are
readily attributed to the corresponding grid cell fractions.
Three additional sea ice and snow processes affect freshwater and salt
fluxes below each ice category. Firstly, the advanced halodynamics scheme
included in LIM allows a representation of brine entrapment and drainage,
and makes the sea ice salinity variable both in space and time. The rejection of
brine through gravity drainage and flushing is treated as pure, real salt fluxes
which are specific to each ice category. Secondly, the melt of snow accumu-
lated on sea ice induces a pure freshwater flux to the ocean, distinct for each
category. It is thus handled as a virtual salt flux in the computation of SSS.
At last, ridges simulated in LIM are assumed to have a porosity of 0.3. The
entrapped water volume is turned into ice with salinity Si = Sss, i.e. there is
no immediate brine rejection. The corresponding Fis is zero, showing that the
formation of porous ridges has no direct impact on the SSS. Subsequent brine
drainage occurs nonetheless and lowers the ridges salinity.
What we refer to as salt flux in the following sections is actually the combi-
nation of both real and virtual components, the latter accounting for the effects
of freshwater fluxes, which therefore do not need to be examined separately.
3.2.2.2 Heat fluxes
The solar radiation reaching the ocean surface is strongly reduced under sea
ice. The high ice albedo, which in the model depends on the state of the sur-
face, the ice thickness, the snow depth and the cloudiness, implies that a large
fraction of the radiation is reflected back to the atmosphere. The remaining
solar flux is totally absorbed by snow, if present. Without snow, the upper
ice layer absorbs a fraction of the net surface radiation, while the rest is trans-
mitted through the ice, where it attenuates exponentially with an attenuation
length equal to 1 m. The solar heat flux considered here is the amount of en-
ergy per unit time and area that eventually reaches the ice-ocean interface. It
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can vary significantly from one sea ice category to another, since they have dif-
ferent snow covers and, by definition, different thicknesses. Inside the ocean,
as parameterized in the model, 42 % of the surface flux, associated to wave-
lengths for which seawater is more transparent, penetrate the top few tens
of meters with a decreasing exponential profile and contribute to local heat-
ing. Because of a much shorter depth of extinction, the remaining 58 % are
absorbed in the first few meters.
The constituents of the non-solar heat flux at the ocean surface are very
distinct under sea ice and in the open water. Under ice, the major contribu-
tion is the sensible heat flux from the ocean to the ice Fw. Following McPhee
(1992), it is taken to be proportional to the difference between the sea surface
temperature Tss and the ice base temperature, corresponding to the freezing
point Tf r at the local salinity. It is also related to the module of the ice-ocean
relative velocity through the friction velocity u∗io, whose lower bound is fixed
here at 5 × 10−3 m s−1. We have:
Fw = ρwcwchu∗io(Tss − Tf r)
where ρw is the reference seawater density, cw the specific heat of seawater
and ch a heat transfer coefficient equal to 0.0057. Positive heat flux to the ice
Fw are negative contributions to the non-solar heat flux, with our convention.
They are identical for all ice categories, since the SST and SSS (hence Tf r) are
unique within one grid cell. The non-solar heat flux at the ice-ocean interface
also includes smaller terms originating from mass exchanges at temperatures
different from the SST, for instance from ice or snow melt, which can vary
from one category to another.
In the open water fraction of grid cells, the non-solar heat flux is made up
of the atmosphere-ocean longwave, sensible and latent heat fluxes, which are
computed from the classical CLIO bulk formulas described by Goosse (1997).
Smaller contributions come from the sensible heat of precipitation and from
the latent heat of solid precipitation. In conditions of sea ice formation, a frac-
tion of the non-solar flux is used to erode the ocean heat content and lower the
SST to the freezing point, while the remaining is compensated by the latent
heat released by seawater freezing. The first component can be non-negligible
in case oceanic heat is supplied from the subsurface (Haid and Timmermann,
2013). The second component does not lead to SST variations, and its effects
on the water column stability are through salt fluxes associated with ice for-
mation. In the following, we consider the first component only and refer to it
simply as the non-solar heat flux, although it might not be its usual definition.
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3.2.2.3 Surface stresses
Both the atmosphere-ocean and the ice-ocean stresses derive from quadratic
bulk formulas. The drag coefficients are 1 × 10−3 and 3 × 10−3, respectively.
The module of the ice-ocean stress is the same for all categories, since the
drag coefficient is taken as a constant. More recent parameterizations allow
this coefficient to be dependent on the sea ice state and therefore to evolve
spatially and temporally (Tsamados et al., 2014), and could be of interest to
refine the ice-ocean momentum exchange.
3.2.3 Experimental design
The model simulation is designed as follows. The initial temperature and
salinity fields are taken from the World Ocean Atlas 2001 (Conkright et al.,
2002), and the ocean-sea ice model is run from January 1948 until December
2014. Atmospheric forcing fields consist of a combination of NCEP/NCAR
daily reanalysis data of surface air temperature and wind speed (Kalnay et al.,
1996) with monthly climatologies of relative humidity (Trenberth et al., 1989),
cloudiness (Berliand and Strokina, 1980) and precipitation (Large and Yea-
ger, 2004). Continental runoff rates are prescribed from the climatological
dataset of Dai and Trenberth (2002). Heat fluxes at the atmosphere-ice and
atmosphere-ocean interfaces are parameterized as in Goosse (1997).
The ocean and sea ice models run over a common domain extending from
78◦ S to 90◦ N. This domain is discretized on the quasi-isotropic global tripo-
lar grid ORCA1, based on the semi-analytical method of Madec and Imbard
(1996), which has 1◦ resolution in the zonal direction. A z coordinate is used
on the vertical. The surface layer is 6 m thick. The thickness of the 46 layers
increases non-uniformly with depth, reaching 20 m at 100 m depth and 250 m
for the bottommost layer. The ocean model has a time step of 1 h and LIM is
called every six ocean time steps.
3.3 Results: sea ice
Results from our NEMO-LIM simulation are now examined, starting with the
overall state of the sea ice and the ITD. Except when compared to specific ob-
servational datasets, the last 20 years (1995-2014) of the outputs are analyzed.
In this section and the following, mean seasonal cycles of several model fields
averaged over the regions depicted in Fig. 3.1 and where sea ice concentration
exceeds 15 % are shown. The 15 % threshold is required to avoid including ar-
eas of very low ice concentrations in summer, where the considered fields tend
to depart very strongly from the values they have elsewhere. The selected ar-
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Table 3.1: Sea ice metrics in observations or reanalyses and as simulated by the model.
Sea ice extent is compared between 1983 and 2012 with passive microwave products
generated with the Bootstrap algorithm (Comiso, 2000). Arctic sea ice volume esti-
mates are from the PIOMAS reanalysis (Schweiger et al., 2011) over the 1983-2013 pe-
riod. The Antarctic sea ice volume trend is from the model reconstruction by Masson-
net et al. (2013) between 1980 and 2008.
Arctic Antarctic
Obs./reanalysis Model Obs./reanalysis Model
Max. monthly extent (106 km2) 15.5 17.1 19.2 20.8
Min. monthly extent (106 km2) 6.7 7.9 3.2 7.6
Trend extent (103 km2 year−1) -53 -56 +21 +28
Max. monthly volume (103 km3) 27.8 33.0 n/a 16.2
Min. monthly volume (103 km3) 11.2 17.4 n/a 4.7
Trend volume (km3 year−1) -346 -361 +36 ± 34 +60
eas are chosen so that the winter average values are typical of the inner sea ice
pack. The Arctic area includes the Arctic Ocean and the marginal seas, exclud-
ing the Barents Sea and with boundaries at Bering Strait, the northern limit of
the Canadian Arctic Archipelago (CAA) and Fram Strait. The Antarctic area
is based on a visual examination of the position of the simulated winter sea
ice edge. Additionally, several maps will be shown for February and July in
the Northern Hemisphere (NH) and for January and August in the Southern
Hemisphere (SH). These months have been found to be the most representa-
tive of the winter situation immediately prior to the sea ice extent maximum
(February and August) and of the summer season (July and January) for the
various fields that we examine.
3.3.1 Overall view
In Table 3.1, general sea ice metrics are given that allow to compare the model
results with observations.
Figure 3.1: Selected areas for the computation of mean seasonal cycles.
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Arctic sea ice extent is slightly overestimated compared to passive mi-
crowave products generated with the Bootstrap algorithm (Comiso, 2000).
The positive bias is larger in winter and is comprised between 1 and
2 × 106 km2 throughout the year. The declining trend over recent decades
is in excellent agreement with observational estimates. While absolute values
of ice volume appear significantly larger than the PIOMAS reanalysis using
data assimilation (Schweiger et al., 2011), the amplitude of its mean seasonal
cycle is very similar, as is its interannual trend. The differences in total volume
can be shown to originate from the CAA, whose representation by the model
is challenging at 1◦ resolution and where thick stagnant ice accumulates in
LIM.
The positive bias in sea ice extent in the Antarctic is larger than in the NH,
most importantly in summer when the observed extent is less than half the
simulated one. This seems to be caused by an inability to melt ice rapidly
enough during spring in the simulation. This issue was already present in
studies using older versions of LIM with a similar atmospheric forcing (Mas-
sonnet et al., 2011; Lecomte et al., 2013), but is absent in Rousset et al. (2015)
where another forcing formulation is used. The excessive summertime ice
cover is located mostly in the eastern Weddell Sea, and to a lesser degree in
the Ross and Amundsen Seas. This is the main discrepancy between model
results and available observations, which has to be kept in mind when ana-
lyzing other aspects of the simulation. Interestingly, the simulated trend in
Antarctic ice extent is comparable with satellite estimates, whereas the vol-
ume trend in LIM lies within the range provided by the model reconstruction
with data assimilation by Massonnet et al. (2013).
3.3.2 Ice thickness distribution
Mean seasonal cycles showing the behavior of the ITD in LIM are presented in
Fig. 3.2. In both hemispheres, the mean open water fraction falls very close to
zero in winter and peaks between 0.3 and 0.4 in summer. As a reminder, these
values are obtained from an averaging inside the sea ice pack and excluding
areas with less than 15 % concentration. The amplitude of the seasonal vari-
ations of ice categories fractions tends to decrease with increasing thickness.
This is more striking in the SH where the third category already has a very
weak seasonal cycle. The distribution across the different classes is also very
distinct in the Arctic and the Antarctic. In the former, all categories contribute
notably to the total sea ice concentration, while in the latter the first two ice
classes are clearly dominant, with a smaller contribution from the third one in
winter. A recent study has shown that having five categories in an ITD may
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Figure 3.2: Seasonal cycles of simulated fractions of grid cells covered by open wa-
ter/leads and by ice categories, averaged in the areas depicted in Fig. 3.1 and where
sea ice concentration exceeds 15 %, in the Arctic (left) and the Antarctic (right). The
upper bounds for the first four ice thickness categories are 0.63 m, 1.33 m, 2.25 m and
3.84 m. The fifth category is unbounded.
not be enough to provide an accurate representation of the Arctic sea ice cover
(Hunke, 2014). The issue is therefore likely even more critical in the SH.
Fig. 3.3 shows that the distribution among ice categories is extremely vari-
able in space. Thin ice forms as the freezing season begins, before being pro-
gressively replaced by thicker ice, either from thermodynamic growth or from
deformation processes. This evolution is visible in the mean seasonal cycles as
well. Starting in summer, the months of the maximum mean fraction of each
ice class are indeed exactly ordered according to their thickness.
In February in the NH, high concentrations in the first and second ice cate-
gories are confined along the sea ice edge and in the marginal seas and eastern
part of the Arctic basin, respectively. Most of the Arctic Ocean is occupied by
ice in the third thickness category, with large values in the fourth and fifth
ones north of Greenland and in the CAA. In July, extensive areas are still cov-
ered with ice in the third class, while the concentration of the first one has
increased in the central part of the basin as a result of melting of thicker ice.
The same transitions across categories can be observed in the SH. In winter,
thin ice is present in the northernmost regions, but also in coastal areas (mostly
in the Ross Sea and along the coast of East Antarctica), where strong offshore
winds transport ice northwards, creating polynyas and reducing the mean ice
thickness (e.g., Barthélemy et al., 2012; Nihashi and Ohshima, 2015). Thicker
ice in the inner sea ice pack is represented mostly by the second category,
and to a small extent by the third one in the Weddell, Bellingshausen and
Amundsen Seas. In summer, the open water fraction is more variable than in
the Arctic, with large values in the regions of thin winter ice, especially in the
Ross Sea polynya.
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Figure 3.3: Simulated fractions of grid cells covered by open water/leads and by ice
categories, for February and July in the Arctic and for January and August in the
Antarctic.
The large-scale validation of a modeled ITD is a complex task. Nonethe-
less, the measurements collected during Operation IceBridge campaigns pro-
vide a way to carry out a model-observation comparison in specific seas and
regions with sizes of the order of 500 km. Datasets obtained during airborne
surveys from an array of remote sensing platforms have been processed to re-
trieve sea ice freeboard and snow depth, from which ice thickness is derived
based on a hydrostatic balance assumption (Kurtz et al., 2013). Two separate
datasets are utilized here. The first one, which has been reprocessed very re-
cently, includes data collected mostly in the American side of the Arctic Ocean
from 2009 to 2013 in the months of March and April (Kurtz et al., 2015). The
second includes measurements from two campaigns in October of the years
2009 and 2010, primarily in the Weddell Sea (Kurtz et al., 2012).
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Figure 3.3: continued.
IceBridge data are given at 40 m resolution in the along-track direction. We
compute the observed ITD by constructing histograms with thickness ranges
corresponding to the LIM ice thickness categories. The simulated ITD is taken
as the five ice classes average concentrations. Because of this difference in
the way mean ITDs are computed, large spatial gradients in sea ice properties
could make the model-data comparison questionable. In order to minimize
the issue, the analysis is carried out in limited areas where the IceBridge data
coverage is high (Fig. 3.4). Three areas are selected in the Arctic: north of
Greenland and the CAA (NH-A, 84-87◦ N, 5-115◦ W), in the northern part of
the Canada Basin (NH-B, 81-84◦ N, 120-155◦ W) and north of Alaska (NH-C,
72-77◦ N, 140-170◦ W). The data from March and April are aggregated. In
the SH, a single area in the Weddell Sea is considered (SH-D, 68-73◦ S, 38-
53◦ W). Nevertheless, the retrieval of snow depth from the radar system for
the Antarctic region is still highly uncertain (Kurtz et al., 2013). As a conse-
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Figure 3.4: Ice thickness distribution in selected areas (delineated on the maps) in the
IceBridge dataset and in the model, averaged in March and April between 2009 and
2013 in the Arctic and in October between 2009 and 2010 in the Antarctic. The triangles
on the x-axis indicate the mean ice thickness in those areas. The three IceBridge curves
on the SH plot correspond to different hypotheses regarding the snow depth onto sea
ice (hs, see text for details). The numbers of IceBridge data points used in NH-A, NH-B,
NH-C and SH-D are 317 534, 55 069, 113 854 and 74 053, respectively.
quence, only sea ice freeboard is provided in the IceBridge dataset. We crudely
assume three uniform snow depths of 0.1, 0.3 and 0.5 m, to obtain an un-
certainty range in the ice thickness recovered from hydrostatic balance. The
range in snow depth is likely sufficiently wide to include a realistic estimate
(Lecomte et al., 2013). For points where the assumed snow thickness is larger
than the measured freeboard, it is reduced to be equal to the latter. In the end,
several tens of thousands thickness data points can be used in each region.
The ITDs derived from observations and from the model are shown in
Fig. 3.4. In the Arctic, the overall shape of the distribution is well reproduced,
exhibiting in each region a dominance of intermediate ice thicknesses over
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Figure 3.5: Probability density functions of the winter open water fraction, for the
Bootstrap (Comiso, 2000) and NASA Team (Cavalieri et al., 1996) satellite products
and for our model simulation, on average over the 2001-2010 period, for March in the
Arctic (left) and for September in the Antarctic (right).
thin and thick ice types. Yet, quantitatively, large differences occur with Ice-
Bridge estimates. In NH-A, the model lacks 50 % of the ice thicker than 3.84 m.
In the other two Arctic areas, the ice is too concentrated in the third category,
at the expense of almost all other ones in NH-B, or of only the thinner ones in
NH-C. The apparent good agreements between simulated and observed mean
thicknesses are therefore achieved through a representation of the ITD that is
reasonable but still displays clear biases. Errors up to 50 % in specific category
concentrations are indeed not uncommon. It is worth noting however that the
IceBridge ice thicknesses have a large uncertainty, of the order of 75 cm on
average in the NH areas considered (Kurtz et al., 2015).
In the SH, the absence of snow measurements prevents a detailed model-
observation comparison. Nonetheless, whatever the assumed snow depth, too
much ice lies in the second category, while ice above 2.25 m appears critically
missing from the modeled ITD. The processing of the IceBridge measurements
includes a filter designed to remove the data contaminated by icebergs (Kurtz
et al., 2012), which hence cannot explain this discrepancy. We note a nega-
tive bias in the simulated mean ice thickness in SH-D, that is specific to this
region. Except in a few coastal areas, LIM in this configuration actually overes-
timates the Antarctic sea ice thickness compared to the ASPeCt dataset based
on shipboard observations (Antarctic Sea ice Processes and Climate, Worby
et al., 2008), with a mean absolute error of 45 cm.
A comparison of the observed and simulated winter open water fractions
is finally presented in Fig. 3.5, over a common and longer period for both
hemispheres (2001-2010). Results are qualitatively insensitive to the chosen
winter months. A large spread exists between the probability density func-
tions obtained for the Bootstrap (Comiso, 2000) and NASA Team (Cavalieri
68 Ocean surface boundary conditions under sea ice
et al., 1996) algorithms, although they utilize the same passive microwave
datasets. These uncertainties in the observational estimates illustrate the dif-
ficulties to derive accurately low open water fractions from satellite measure-
ments. The differences between the two products are especially large in the
Antarctic, where the NASA Team algorithm yields much lower sea ice con-
centrations. In any case, the simulated open water fractions seem strongly
underestimated in winter in both hemispheres. This is related either to a lack
of ice divergence in the model, or to an excessively rapid closing of leads. The
bias likely reaches a few percent in the Arctic and is as large as 10 to 15 % in
the Antarctic if the NASA Team product is considered.
3.4 Results: ocean surface boundary conditions
The discussion in the previous section has demonstrated that the simulated
concentrations in open water and in ice thickness categories differ quantita-
tively from reality. In the detailed examination of SBCs that follows, we will
thus mostly focus on the thermohaline fluxes and surface stress for the six
parts of grid cells separately, regardless of their areal fraction. In other words,
the spatially averaged seasonal cycles are computed without weighting the
fields by the concentrations of the open water and ice categories, in order not
to be impacted by errors in the modeled ITD. The contribution of a specific
portion of the surface to the total flux or stress is also of interest to estimate to
which extent it participates in the forcing of the ocean. But these mean contri-
butions depend on the areal fractions of open water and ice categories, whose
representation in the simulation is uncertain. This aspect will consequently be
only briefly addressed in Section 3.4.4.
3.4.1 Salt fluxes
The mean seasonal cycles of salt fluxes are shown in Fig. 3.6 and the geo-
graphical distributions are presented in Fig. 3.7. In winter, the most intense
ice production rates take place in leads. Their salt fluxes are at least one order
of magnitude larger than those of any ice category. They reach almost 0.05 and
0.04 kg PSU m−2 s−1 on average in the Arctic and Antarctic, respectively. To
put these values in perspective, the growth of 1 m of ice at a salinity 30 PSU
fresher than the SSS over the course of one month corresponds to a salt flux of
0.01 kg PSU m−2 s−1, which would increase the salinity of a 50 m mixed layer
by 0.5 PSU. Fluxes of large magnitude are widespread across the Arctic basin
and their values tend to decrease towards lower latitudes and towards the sea
ice edge, where air is less cold. In the SH, the largest fluxes are essentially
found in a narrow band around the continent. Exceptions are the northern tip
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Figure 3.6: Seasonal cycles of simulated salt (left), solar heat (center) and non-solar
heat (right) fluxes in open water/leads and under ice categories, averaged in the areas
depicted in Fig. 3.1 and where sea ice concentration exceeds 15 %, in the Arctic (up-
per panels) and the Antarctic (lower panels). Positive fluxes are directed towards the
ocean. The solar heat fluxes in the Antarctic are very close to zero for all ice categories,
whereas the non-solar heat flux seasonal cycles are nearly identical for all categories.
of the Antarctic Peninsula, as well as a central part of the Ross Sea and an area
west of the Amery Ice Shelf, where sea ice production is counteracted by high
oceanic heat supply (see Fig. 3.9).
The freezing rate below existing ice is determined by the balance between
the oceanic and conductive heat fluxes. Since the latter is inversely related to
ice thickness while the former is identical for all categories, more ice forms
under the thinner classes. Other factors contributing to this relation include
a shallower depth of insulating snow on young thin ice and, in the Antarctic,
more frequent snow-ice formation for thin ice that cannot support a lot of
snow. Decreasing salt fluxes for categories of increasing thickness are indeed
visible in model results, but the relation breaks in the Arctic seasonal ice zone
and in the Antarctic for the fourth and fifth categories. In those regions, very
thick ice is only produced by ridging, which incorporates large amounts of
salt. The effect of later brine drainage is to yield positive salt fluxes, up to
0.02 kg PSU m−2 s−1 locally, even though such ridges may be so thick as to
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Figure 3.7: Simulated salt fluxes in open water/leads and under ice categories, for
February and July in the Arctic and for January and August in the Antarctic.
melt from below throughout the year. This process occurs, however, for very
small concentrations. Finally, for all categories and both hemispheres, sea ice
advected close to or across the ice edge is melting, hence freshening the ocean,
even during the coldest winter months.
In summer, the salt fluxes in the open water and leads are negligible. They
actually only comprise the effects of evaporation and precipitation, since no
explicit lateral melt is implemented in LIM. Besides, no runoff from the snow
and ice surface melt is assumed. This is a physical shortcoming of the model,
but determining the fraction of the meltwater that flows onto the ice surface
and reaches the open water is a non-trivial question. This is also related to the
representation of melt ponds, which are absent from this version of LIM but
have been examined recently (Lecomte et al., 2015).
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Figure 3.7: continued.
The larger absolute value of negative salt fluxes below ice during summer
compared to the positive fluxes in winter indicates than melting is more rapid
than freezing. Summer fluxes are of the order of -0.01 kg PSU m−2 s−1 in
the NH and -0.005 kg PSU m−2 s−1 in the SH. The differences among the ice
categories show that the melt rate varies from one to the other as well. Thin ice
loses its snow cover more rapidly, which increases its albedo and its surface
melt. In July in the Arctic, the ocean freshens almost twice as fast under the
first category than under the fifth. The peak in salt flux for the fifth ice class
in June is due to brine flushing favored by increasing ice temperatures and
meltwater input at the surface. The largest freshening occurs along the sea
ice edge, where air temperatures are high and where the ocean is strongly
warmed by solar radiation entering large open water areas.
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Figure 3.8: Simulated solar heat fluxes in open water/leads and under ice categories,
for July in the Arctic and for January in the Antarctic.
3.4.2 Heat fluxes
Simulated solar heat fluxes are shown in Figs 3.6 and 3.8. Their mean seasonal
cycle for the open water portion of grid cells is mostly driven by the strong
seasonality of insolation in polar regions. To a small extent, these cycles can
be modulated by changes in cloudiness, whose importance is clearly visible in
the spatial distribution. In the Arctic, solar radiation at the ocean surface is es-
sentially zero from October to February and peaks at 170 W m−2 in June. The
mean solar heat flux in the SH area that we have chosen for analysis (Fig. 3.1)
is close to zero only from May to July, because it extends to lower latitudes.
The maximum insolation of 190 W m−2 occurs in December.
As explained in Section 3.2.2.2, the amount of solar energy transmitted
through sea ice depends not only on its thickness, but also on the state of the
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snow cover and of the ice surface. In our simulation, Antarctic sea ice remains
snow-covered throughout summer, except the first category in limited areas
along the edge and in the Amundsen Sea. There, up to 25 W m−2 can be
transmitted through ice. Yet, on average, little solar radiation appears to reach
the Southern Ocean from the ice, although this claim could be affected by the
positive summer ice bias in the model.
The situation is different in the Arctic. Except very locally for the thick-
est ice, snow melts away during summertime. The peak in transmitted solar
heat results from both the changes in surface conditions and the general in-
crease in insolation. Expectedly, more radiation enters the ocean earlier in the
season through thinner ice. The maximum occurs in July with values of 28,
13 and 5 W m−2 on average for the first three categories, while being negli-
gible for the thickest two. This is slightly later than suggested by the results
of Arndt and Nicolaus (2014), whose observation-based estimates indicate a
maximum monthly mean solar heat flux under ice in June, with 96 % of the
annual input taking place between May and August. Using under-ice mea-
surements taken mainly in August 2011, Nicolaus et al. (2012) find a threefold
increase in transmitted solar radiation between first-year ice and multi-year
ice. The ratios between the solar heat flux in August under the first category
and the second, third and fourth ones are 3, 9 and 27, respectively. Under the
assumption that thicker ice is older, this might suggest too large a gradient in
transmitted solar energy in the model. Finally, energy budget measurements
of a melting ice floe 0.8 m thick north of Svalbard in July and August 2012 give
a transmitted heat flux through ice of 26 W m−2 (Hudson et al., 2013). Simu-
lated solar fluxes for the corresponding region and period range between 10
and 15 W m−2 for the second ice category, whose thickness interval (0.63 to
1.33 m) encompasses that of the observed floe. A better agreement is found
with the thinner first category, whose fluxes lie between 20 and 30 W m−2.
The mean seasonal cycles of non-solar heat fluxes are plotted in Fig. 3.6. As
mentioned in Section 3.2.2.2, differences among the sea ice categories can only
originate in heat fluxes associated with mass exchanges in the model. It turns
out that the fluxes for the different categories are practically indistinguishable,
meaning that the only significant contribution is the oceanic heat flux to the
ice base. Only the first category is therefore represented in the spatial distri-
butions shown in Fig. 3.9. In contrast to the solar component of the surface
heat flux, the non-solar part always acts to cool the ocean.
Seasonal changes in ocean-to-ice heat flux are mostly driven by SST vari-
ations, because the ice base temperature is fixed at the freezing point, which
does not vary much. Maxima (in absolute values) occur in both hemispheres
just after the peak in insolation, i.e. in July and August in the NH and in
January and February in the SH. The oceanic heat loss to the ice is around
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Figure 3.9: Simulated non-solar heat fluxes in open water/leads and under the first
ice category, for February and July in the Arctic and for January and August in the
Antarctic.
45 W m−2 on average during these months. As insolation vanishes and the
solar heat stored in the ocean decreases, the oceanic heat flux diminishes,
reaching minima of 3 W m−2 in April in the Arctic and 10 W m−2 in Novem-
ber in the Antarctic, on average. At those times, the ocean surface is main-
tained above the freezing point mainly due to entrainment of warmer water
from below. The very low value in the NH is consistent with the view that,
at least away from shallow bathymetric features, heating of the Arctic mixed
layer mostly originates in summer solar heating (Maykut and McPhee, 1995;
McPhee et al., 2003).
As shown in Fig. 3.9, strong spatial variations exist, which complicates
the comparison between the existing local observations and the simulated av-
erage values given above. Higher heat fluxes are encountered in winter in
peripheral regions where a longer ice-free season allows more solar energy to
enter the ocean (Hudson Bay, for instance) and along the ice edge where sea
ice is advected in warm waters. In summer, intense oceanic heat fluxes are
associated to large open water fractions and reach several hundreds W m−2
in low ice concentration areas.
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In the Arctic, the high mean summertime value of 45 W m−2 arises partly
from the large fluxes in the low ice concentration regions. Based on data col-
lected between 2002 and 2010 in the Transpolar Drift in the framework of the
North Pole Environmental Observatory, Stanton et al. (2012) obtained a lower
maximum ocean-to-ice heat flux of around 15 W m−2 from mid-July to the
end of August. In their energy budget analysis of a melting ice floe in the
Nansen Basin in July and August 2012, Hudson et al. (2013) found that the
oceanic turbulent heat flux provided, on average, 13 W m−2 of energy to the
ice. Measurements from the SHEBA study (Surface Heat Budget of the Arc-
tic Ocean) in 1997 and 1998 showed a heat flux as low as a few W m−2 from
October through June, followed by a steady increase reaching a peak value of
about 33 W m−2 in July (Perovich and Elder, 2002). Results from the AIDJEX
campaign (Arctic Ice Dynamics Joint Experiment) in 1975 in the Beaufort Sea
also found the heat flux from the ocean to the ice to be strongly seasonal, with
maximum values of 40 to 60 W m−2 in August (Maykut and McPhee, 1995).
A comparison with the synthesis by Krishfield and Perovich (2005) ultimately
confirms the good observation-model agreement, at least qualitatively, at the
scale of the Arctic basin (Fig. 5 in the above-mentioned reference).
Oceanic heat flux measurements are even rarer in the Antarctic. Obser-
vations collected during the Austral winter in 1994 in the Weddell Sea near
Maud Rise yielded fluxes between 25 and 35 W m−2 (McPhee et al., 1999).
Mixed layer turbulence data obtained during two wintertime drift stations in
August 2005 in the same region gave average fluxes of 13.8 and 28.0 W m−2
(Sirevaag et al., 2010). By comparing sea ice thickness observed using upward-
looking sonars with simulations of thermodynamic sea ice growth in the cen-
tral Weddell Sea, Behrendt et al. (2015) noted that the best consistency between
observations and model results was obtained for oceanic heat fluxes between
6 and 14 W m−2. Although the information is very limited, these values ap-
pear compatible with the mean seasonal cycle in Fig. 3.6 and with the spatial
distribution in Fig. 3.9.
The non-solar component of the surface heat budget is significantly differ-
ent in the open water compared to the ice-covered fraction of the grid cells.
The heat loss at the water surface depends on both the SST and the state of
the atmosphere. Minima are reached in summer, about at the same period
ocean-ice fluxes are at their maximum, in absolute value. The mean in the re-
gions considered for the computation of seasonal cycles is as low as -8 W m−2
in the Arctic and -30 W m−2 in the Antarctic. As already explained, during
the freezing season, the total heat loss from the ocean to the atmosphere is
used partly to cool the ocean and partly to compensate latent heat released by
sea ice production, and the flux considered here corresponds to the first com-
ponent only. Very low values simulated in the Antarctic in winter along the
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Figure 3.10: Seasonal cycles of simulated surface stress modules in open water/leads
and under ice, averaged in the areas depicted in Fig. 3.1 and where sea ice concentra-
tion exceeds 15 %, in the Arctic (left) and the Antarctic (right). The seasonal cycles are
identical for all ice categories.
coast of the Amundsen and Bellingshausen Seas and of most of East Antarc-
tica indicate that the ocean there is close to the freezing point and that al-
most all of the heat loss is used to form ice. On the contrary, large fluxes are
found in the Weddell Sea (< -200 W m−2) and in and west of the Ross Sea and
west of the Amery Ice Shelf (< -300 W m−2), which are the signs of a strong
energy supply from the subsurface. On average, the non-solar heat flux be-
comes higher over the course of the freezing season, as the deepening of the
mixed layer entrains larger amounts of heat, reaching -90 W m−2 in April in
the NH and -150 W m−2 in October in the SH. The increase is relatively steady
in the Antarctic, whereas in the Arctic, it first settles at an intermediate value
between -30 and -40 W m−2 from September to February. A more detailed
examination of its various components would be needed to fully understand
this behavior. The smaller value in the Arctic again point towards a lower heat
supply from the subsurface in that hemisphere.
3.4.3 Surface stresses
Simulated surface stress modules are shown in Figs 3.10 and 3.11. In open wa-
ter, it actually corresponds to the wind stress. As parameterized in LIM, the
ice-ocean stress is the same for all ice categories. Overall, surface stress is the
SBC variable that differs the least between ice and open water in the model.
Furthermore, it shows less seasonal variations than salt and heat fluxes. Max-
ima take place just after the sea ice extent minima, while minima occur a few
months before. In the Arctic, stresses are typically 0.02 N m−2 in magnitude
on average, and can be up to twice larger in the open water compared to the
ice-covered fraction of grid cells. In the Antarctic, the typical module of the
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Figure 3.11: Simulated surface stress modules in open water/leads and under ice, for
February and July in the Arctic and for January and August in the Antarctic.
surface stress is close to 0.045 N m−2. It is slightly larger for ice than for open
water and leads, which is made possible by the differences in drag coefficients
between the atmosphere-ice and atmosphere-ocean interfaces (1.3 × 10−3 and
1× 10−3, respectively) and which reflects the more mobile nature of Antarctic
sea ice compared to its Arctic counterpart.
In the Arctic, the spatial distribution of winter stresses in open water shows
that surface winds are weak within the sea ice zone. High values are only
found in peripheral seas outside the Arctic basin. Stresses are even smaller
under ice, exceeding 0.05 N m−2 only in the Barents Sea, around Greenland
and in the Bering Sea. Widespread areas of very low stresses along Siberia
and in the CAA indicate almost motionless ice in the model. In July, winds
appear to be weaker, mostly at lower latitudes, but the ice-ocean stresses start
increasing in the inner pack as a result of a loosening and weakening sea ice
cover. The Antarctic shares similarities with the NH, among which the low
winds, hence stresses in open water, in summer and in winter inside the sea
ice. Differences include the presence of strong coastal winds in winter, resem-
bling the katabatic winds existing in reality, which drive locally stresses up to
0.1 N m−2 in open water and are also visible in the under-ice fields. Much
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less ice is stationary along the coast than in the Arctic, reducing the regions
where stresses are close to zero to small embayments barely visible in Fig. 3.11
and to the area close to the Amery Ice Shelf. The fact that Antarctic sea ice
is thinner and not constrained in a basin implies that it is more tightly linked
to winds, which is why the open water and ice stress maps match better than
in the NH. Our results are in line with Goosse and Fichefet (1999), who had
already pointed out that the modifications of the stress at the ocean surface
induced by the internal ice forces have only a regional effect.
3.4.4 Integrated contributions
Although a specific fraction of a grid cell may have the largest fluxes, its net
contribution to sea surface changes depends on its area. Integrated contri-
butions of open water and leads and ice categories to the total mean fluxes
and stress seen by the ocean are thus given in Table 3.2 for the typical winter
and summer months that we have considered so far. This gives an insight
into their relative importance in the surface forcing of the ocean. With the
exception of the solar heat flux, the results described hereafter show that the
contribution of any ice category, even the thickest ones, can be dominant over
open water because of a much higher concentration.
Although winter leads have the largest salt fluxes due to intense ice
growth, they only contribute 3 % to the total flux in the Arctic, and 12 % in
the Antarctic, due to their very small concentrations. Associating these fluxes
to frazil ice formation in open water, these numbers suggest an model under-
estimation of the amount of ice produced in this way. In the Antarctic in par-
ticular, local observations indicate that possibly up to 50 % of the ice volume
originates from frazil (Wilchinsky et al., 2015, and references therein). In sum-
mer, the role of open water appears rather limited by weak freshwater fluxes,
but this could be underestimated since lateral melt and runoff from ice are
lacking in LIM. The salt budget is dominated in the NH by the first three cate-
gories, which combine non-negligible fluxes with high concentrations, and by
the first two in the SH, mainly because they are the only ones with significant
areas.
As suggested by previous results, almost all solar radiation reaches the ice-
covered Southern Ocean through open water. Only 1 % of the total energy is
supplied through the first sea ice category. During July in the Arctic, the aver-
age solar heat flux amounts to nearly 40 W m−2, among which 20 % originates
from radiation transmitted through the first three categories.
Since the non-solar heat flux and the surface stress are essentially the same
for all ice classes, differences among them result from different mean areal
coverage as well as distinct spatial distributions. Indeed, ice tends to be thin-
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ner in areas close to the edge where the oceanic heat flux is higher, which
explains the large contribution of the first category relative to its mean concen-
tration (particularly obvious in summer in the Antarctic). The non-solar heat
loss in open water and leads is less than 10 % of the total, except in January
in the SH where it reaches 28 %, mostly due to large open water fractions.
The link between mean concentrations and integrated contributions is even
stronger for the stress module. This is consistent with a smaller spatial vari-
ability and with a lesser difference between the ice categories and the open
water.
3.5 Conclusions
Sea ice being a fundamentally heterogeneous medium, its effects on the un-
derlying ocean are highly spatially variable as well. Although most advanced
sea ice models today attempt to represent the ice subgrid-scale heterogeneity
by means of ice thickness distributions, the information about the spatial vari-
ability of surface boundary conditions is lost in the process of coupling them
in a classic way to an ocean model. The present study is the first comprehen-
sive examination of the simulated heterogeneity of ocean surface boundary
conditions in an ocean-sea ice model including an ice thickness distribution,
namely NEMO-LIM. It is intended to serve as a guideline for the understand-
ing of small-scale ice-ocean processes, and in particular for the interpretation
of studies evaluating subgrid-scale ocean vertical mixing schemes under sea
ice. The heterogeneous nature of atmosphere-ice interactions is a related and
interesting question, that we have not addressed in this work.
The analysis of sea ice results in our simulation calls for two comments
about ice thickness distributions in general. First, a recent study has shown
that the commonly used number and boundaries of ice categories may not
be optimal for an accurate representation of Arctic sea ice (Hunke, 2014). We
have shown here that Antarctic sea ice is mostly confined in the two thinnest
ice categories. Therefore, it is likely that in the current configuration we do
not make the best use of the ice thickness distribution in the Southern Hemi-
sphere. The second comment concerns the simulated concentrations of ice
of given thickness ranges. A brief evaluation of NEMO-LIM results against
IceBridge observations has indicated errors up to 50 %, even when the mean
modeled thickness is close to the observational estimate. A closer analysis of
the origin of these errors, which could arise from biases in the large-scale sea
ice deformation patterns or in the thickness redistribution process, is needed.
Our study has confirmed and quantified the high spatial variability of
boundary conditions at the ocean surface in the sea ice zone in a model. While
a large seasonality and geographical variations exist, the following conclu-
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sions can be drawn. Unsurprisingly, the largest differences occur between the
open water/leads and ice-covered fractions of grid cells. Even though the var-
ious sea ice categories are usually associated with smaller fluxes, integrated
contributions (i.e. weighted by the concentrations) highlight their importance
in the overall forcing of the ocean. Winter salt fluxes due to brine rejection
during ice formation are up to an order of magnitude in leads than below the
ice. In summer, solar radiation can only penetrate the ocean through open
water in the Antarctic. The situation is only slightly different in the Arctic,
where some solar energy is transmitted through thin ice. Except in summer,
the ocean cooling by non-solar heat fluxes is several times larger in the open
water than under ice. Finally, as parameterized in the model, the module of
the surface stress is the same for all ice categories. It is up to 50 % smaller than
the wind stress in open water in the Arctic, whereas it is just a few percent
larger in the Antarctic where sea ice is more mobile. This variable is nonethe-
less much less spatially variable than thermohaline fluxes.
Salt and solar heat fluxes in the Arctic are furthermore dependent on the
ice thickness category. Thin ice forms and melts faster, which is visible in
the simulated salt fluxes in both hemispheres. In the Arctic, snow on top of
the ice melts in summer, allowing solar radiation to be transmitted through
the ice. This results in different amounts of solar heat flux reaching the ice-
ocean interface for different thickness categories. If this differential heating
could be properly taken into account, it could lead to an oceanic heat flux at
the ice base that would be larger for thinner ice. Faster melt of thin ice could
thereby enhance the ice-albedo feedback (e.g., Maykut and Perovich, 1987).
Moreover, Long et al. (2015) have demonstrated that representing the subgrid-
scale heterogeneity of shortwave radiation is required to simulate correctly the
primary productivity in sea ice-covered waters.
At this point, the obvious next step is to implement an ocean mixing
scheme that makes use of the subgrid-scale surface boundary condition vari-
ables, and no longer leaves them as mere diagnostics. The results presented
above suggest that effects on model results would mostly arise from differ-
ences in convection due to the highly heterogeneous buoyancy fluxes, the lat-
ter being, at low temperatures, tightly linked to salt fluxes. Such a scheme has
been developed, tested and evaluated in a parallel study (Chapter 4), which
revisits and generalizes the work of Holland (2003) and Jin et al. (2015).
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A MULTI-COLUMN VERTICAL
MIXING SCHEME TO PARAMETERIZE
THE HETEROGENEITY OF OCEANIC
CONDITIONS UNDER SEA ICE
Abstract
The heterogeneity of ocean surface conditions associated to a spatially
variable sea ice cover needs to be represented in models in order to repre-
sent adequately mixed layer processes and the upper ocean density struc-
ture. This study assesses the sensitivity of the ocean-sea ice model NEMO-
LIM to a subgrid-scale representation of ice-ocean interactions. The sea
ice component includes an ice thickness distribution, which provides het-
erogeneous surface buoyancy fluxes and stresses. A multi-column ocean
scheme is developed to take them explicitly into account, by comput-
ing convection and turbulent vertical mixing separately in the open wa-
ter/lead fraction of grid cells and below each ice thickness category. For
the first time in a three-dimensional simulation, the distinct temperature
and salinity profiles of the ocean columns are allowed to be maintained
over several time steps. It is shown that, if columns are laterally mixed
with homogenization time scales shorter than 10 h, subgrid-scale effects
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exist but the model mean state is practically unaffected. For longer mix-
ing time scales, in both hemispheres, the main impacts are reductions in
under-ice mean mixed layer depths and in the summer melt of sea ice,
following decreased oceanic heat flux at the ice base. Large changes in the
open water temperature in summer suggest that the scheme could trigger
important feedback processes in coupled simulations.
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4.1 Introduction
The sea ice covering the surface of polar oceans is an extremely heterogeneous
medium. Within a restricted region, areas of open water, thin newly-formed
ice, level ice a few meters thick or pressure ridges several meters thick may
be found (Thorndike et al., 1975). Because the insulating properties of ice
strongly depend on its thickness, the atmosphere-ice-ocean interactions are
highly spatially variable as well. The ice growth rate, which is associated to
brine rejections in the underlying ocean, decreases rapidly with thickness, es-
pecially for thin ice (Maykut, 1982). Furthermore, warming of the oceanic
mixed layer in summer results mostly from the absorption of solar radiation
in ice-free areas (Maykut and McPhee, 1995). The effects of sea ice on the
sea surface temperature and salinity, hence on upper ocean stratification and
mixing, are therefore variable at small horizontal scales. The mixed layer dy-
namics, on the other hand, is of crucial importance for the evolution of the
sea ice cover. Indeed, it determines the ice bottom boundary conditions, most
importantly influencing the ice energy balance through modulations of the
oceanic heat flux at the ice base.
Modeling studies have shown that representing the heterogeneous nature
of ocean surface boundary conditions under sea ice might be necessary to
achieve an adequate simulation of the upper ocean physics in polar regions
(Losch et al., 2006). Convective mixing related to intense brine rejections fol-
lowing ice formation is for instance likely to prevail only in open water or
thin ice areas, which may represent a small fraction of grid cells in large-scale
models. Brine rejection parameterizations have been developed to mimic such
processes (e.g., Nguyen et al., 2009), but their effect is to suppress convection
instead of making it localized (Chapter 2). They are consequently not able to
account for the entrainment of water from the upper pycnocline, while this
could constitute a significant component of the mixed layer heat budget (e.g.,
Polyakov et al., 2013; Close and Goosse, 2013). In the Arctic, a part of the solar
heat that is absorbed in summer is indeed stored in a near-surface tempera-
ture maximum below the mixed layer (e.g., Jackson et al., 2012; Timmermans,
2015). Besides, although they are largely insulated from the surface layer by
the strong halocline stratification (e.g., Toole et al., 2010; Shaw and Stanton,
2014), warm waters of Atlantic and Pacific origins are present at depth in the
Arctic Ocean. Because of the much weaker stratification, entrainment of heat
from below the mixed layer by localized convective mixing might be even
more important in the Southern Ocean (e.g., Gordon and Huber, 1984; Mar-
tinson, 1990; Wong and Riser, 2011).
In most advanced sea ice models nowadays, an ice thickness distribution
is used to represent the subgrid-scale variability of ice thickness, which has
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long proven crucial to simulate accurately the ice cover evolution (e.g., Hi-
bler, 1980). Heterogeneous ocean surface boundary conditions are therefore
available in such models. For example, in the coupled ocean-sea ice model
NEMO-LIM (see the next section for description), all surface variables show
a clearly distinct behavior in the open water fraction of grid cells compared
to the ice-covered one (Chapter 3). This includes freshwater, salt, solar heat
and non-solar heat fluxes and the surface stress. Salt and freshwater fluxes, as
well as the solar heat flux reaching the under-ice interface in the Arctic, fur-
ther show a strong dependency on ice thickness. However, the coupling with
a single ocean grid cell underneath requires the subgrid contributions from
the different fractions of the surface to be aggregated (Fig. 1.3). The informa-
tion about their heterogeneity is hence not utilized and potentially important
subgrid-scale ocean physics is not resolved. Such merging of subgrid-scale
fluxes amounts to assuming an instantaneous lateral mixing between the dif-
ferent parts of the ocean model columns. Although horizontal homogeniza-
tion definitely occurs, it is most likely not instantaneous in all situations.
Previous studies have investigated the implications of explicit subgrid-
scale vertical mixing schemes on ocean and sea ice simulations. By performing
the mixed layer calculations separately in six columns corresponding to five
ice thickness categories and to open water, Holland (2003) reproduced in a
one-dimensional ocean and sea ice model the warming and freshening of sum-
mertime leads observed during the SHEBA campaign (Surface Heat Budget of
the Arctic Ocean). In this study, the ice-covered columns were laterally mixed
every time step, while the mixing with the open water column occurred every
six hours. A large sensitivity to this homogenization time scale was under-
lined. Jin et al. (2015) implemented a two-column vertical mixing scheme in an
ocean-sea ice configuration of the Community Earth System Model (CESM).
The total salt flux resulting from ice growth was applied solely in one of the
two columns, and lateral mixing between them occurred at the end of each
time step. They noted strong effects on the simulated mixed layer depths only
when the salt column was reduced to a size much smaller than the actual lead
fraction. In the different context of heterogeneous ocean convection related to
unresolved eddies, Ilıcak et al. (2014) also developed a two-column scheme
with a homogenization at each time step. In contrast to the previous exam-
ples, changes in the depth of convective mixing between the columns were not
caused by heterogeneous surface fluxes, but rather by different initial stratifi-
cations in each of them. Strong assumptions were needed to set the relative
size of the two columns as well as the imposed spread in density profiles.
Our main objective in this study is to assess the impacts of a representa-
tion of subgrid-scale ice-ocean interactions on the NEMO-LIM model results.
For that purpose, an improved multi-column ocean mixing scheme has been
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developed for NEMO-LIM, based on and generalizing the studies described
above. Basically, it consists in dividing each ocean grid cell in several columns,
whose areas are imposed by the ice thickness distribution and the open water
fraction provided by the sea ice model. Those columns are forced at the sur-
face by available subgrid fluxes and vertical physics computations are done
separately in each of them (Fig. 1.3). The major novelty lies in the possibil-
ity to maintain different columns properties over several time steps. It is the
first time that this option is enabled in three-dimensional simulations. The
sensitivity to the columns homogenization time scale is evaluated, and model
results are analyzed in both polar regions.
This chapter is organized as follows. The NEMO-LIM model setup and the
multi-column ocean scheme are described in Section 4.2 and 4.3, respectively.
Results are presented and discussed in Section 4.4, starting with the hetero-
geneity of ocean surface boundary conditions in the reference simulation and
continuing with the ocean and sea ice changes in the sensitivity experiments.
A summary of our findings and concluding remarks are finally given in Sec-
tion 4.5.
4.2 Model description
The current study is based on the global ocean-sea ice model NEMO-LIM,
configured strictly in the same manner as in Chapter 3. Only the major model
features and configuration aspects are thus described here, while components
of importance to the multi-column scheme are presented in Section 4.3.2. A re-
vised version of the Louvain-la-Neuve sea Ice Model (LIM3.5, Vancoppenolle
et al., 2009b; Rousset et al., 2015) has been incorporated in version 3.5 of NEMO
(Nucleus for European Modelling of the Ocean, Madec, 2008). The ocean
component is a finite difference, hydrostatic, free surface, primitive equation
model, while LIM is a dynamic-thermodynamic sea ice model including an
ice thickness distribution (ITD) and an advanced halodynamics scheme. The
number of ice thickness categories Ncat is taken equal to five, with upper
bounds for the first four categories fixed at 0.63 m, 1.33 m, 2.25 m and 3.84 m.
The reference model simulation is initialized in January 1948 with climato-
logical temperature and salinity data from the World Ocean Atlas 2001
(Conkright et al., 2002) and is run until December 2014. The ocean-sea ice
coupled model is forced using the so-called CLIO formulation, by a combina-
tion of NCEP/NCAR daily air temperature and wind reanalysis data (Kalnay
et al., 1996) and of monthly climatologies for relative humidity, cloudiness,
precipitation and river runoffs. The ice-ocean coupling is thoroughly dis-
cussed in Chapter 3, whereas surface heat fluxes are parameterized as in
Goosse (1997). The sea surface salinity (SSS) restoring has a time scale of
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Table 4.1: List of symbols used in the text.
Symbol Description Value and/or unit
∆t Ocean time step 1 h
Ncat Number of ice categories 5
Ncol Number of ocean columns 6
Ff w Freshwater flux kg m−2 s−1
Fs Salt flux kg PSU m−2 s−1
Fsol Solar heat flux W m−2
Fnsol Non-solar heat flux W m−2
Fb Buoyancy flux m2 s−3
τ Surface stress module N m−2
N2 Square of the Brunt-Väisälä frequency s−2
Kz Vertical eddy diffusivity m2 s−1
f (n) Fractional area of column n -
fmix Mixing fraction in MCO#2 -
τhom Homogenization time scale in MCO#2 h
310 days for a 50 m mixed layer, but it is reduced under sea ice, proportion-
ally to the ice concentration, in order to avoid altering the ice-ocean interac-
tions. The ocean and sea ice models share the quasi-isotropic global tripolar
grid ORCA1, with a nominal 1◦ resolution in the zonal direction and 46 lay-
ers based on a z coordinate on the vertical, ranging from 6 m at the surface to
250 m at the bottom. The ocean model time step ∆t is 1 h. LIM is embedded
in the surface boundary condition (SBC) module of NEMO, which is called
every six time steps.
While the model skill in representing the ocean will be addressed when
we examine the sensitivity experiments results, a few comments about the
sea ice simulation are worthy. In the reference configuration, LIM tends to
overestimate the sea ice extent compared to observations (Chapter 3). The bias
in the Arctic ranges between between 1 and 2 × 106 km2 throughout the year.
In the Antarctic, the issue is most striking during the melting season, at the
end of which the simulated extent is more than twice the observed one. The
sea ice trends over the past decades, however, agree well in both hemispheres
with satellite products (for the extent, Comiso, 2000) and reanalysis estimates
(for the volume, Schweiger et al., 2011; Massonnet et al., 2013). NEMO-LIM
is an appropriate tool to study the effects of a subgrid-scale representation of
ice-ocean interactions, but this discrepancy between simulated and observed
sea ice extents has to be kept in mind when analyzing model results.
4.3 Multi-column ocean scheme
Our aim in this study is to develop a scheme in which the ocean vertical
physics is calculated separately below the open water and the Ncat ice thick-
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ness categories, in order to investigate the role of subgrid-scale ice-ocean in-
teractions. The ocean grid cells are therefore split into Ncol parts that we name
columns (with Ncol = Ncat + 1 = 6), and the scheme is referred to as multi-
column ocean (MCO). In this section, we first detail the modifications that are
needed in the SBC module. Some background about the other ocean model
components involved in the scheme is then presented, before describing the
two distinct versions of MCO that will be tested.
4.3.1 Surface boundary conditions
First of all, the MCO scheme requires to keep track of the SBC variables for
each column separately. We follow exactly the methodology presented in
Chapter 3, where additional details can be found. The code modifications are
straightforward and simply consist in saving the contributions of open water
and ice categories when they are calculated. They mostly take place in the
sea ice code. The salt, freshwater, solar heat and non-solar heat fluxes are di-
agnosed for each column, as well as the surface stress module. The latter is
however identical for all ice categories. Since NEMO is used here in a linear
free surface configuration, freshwater fluxes are turned into virtual salt fluxes
that, along with real salt fluxes from sea ice processes, affect the SSS evolution.
A second modification is needed in the SBC and ice modules to allow the
use of sea surface temperatures (SSTs) and SSSs specific to each oceanic col-
umn, instead of grid cell-average values. This further implies that the oceanic
heat flux at the ice base can vary from one category to the other, mostly be-
cause of SST differences, but also because the ice bottom is at the local freezing
point, which depends on the SSS.
4.3.2 Overview of relevant ocean model components
The MCO scheme requires substantial changes in the ocean model. The com-
ponents of the code that are involved in its implementation are reviewed in
Fig. 4.1. These are essentially the ones computing the vertical mixing and the
update of tracers. Other components, related in particular to ocean dynamics
and lateral mixing, are left untouched. Those only see the mean temperature
and salinity (T/S) fields and are not directly affected by MCO.
In our model configuration, turbulent vertical mixing is handled with the
so-called TKE scheme (Blanke and Delecluse, 1993; Madec, 2008). Turbulent
kinetic energy (TKE) is calculated from a prognostic equation. The vertical
eddy viscosity and diffusivity are then derived using diagnostic non-local tur-
bulent length scales. The TKE input at the surface is prescribed as a function
of the module of the surface stress τ, provided by the SBC module. Within
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the ocean, TKE is produced by vertical shear and destroyed by stratification,
which is represented by the square of the Brunt-Väisälä frequency N2. The
TKE evolution is further influenced by vertical diffusion and Kolmogorov dis-
sipation. Among the outputs of the TKE scheme, the most important one in
the context of MCO is the vertical eddy diffusivity Kz.
The part of the code most impacted by MCO is the tracer update, where the
changes in temperature and salinity from various processes are successively
taken into account. Advection, lateral mixing, runoffs and bottom bound-
ary layer processes are associated with tracer trends that will remain common
to all columns, while others will be computed separately within the MCO
schemes. These first include the application of surface fluxes (freshwater Ff w,
salt Fs and non-solar heat Fnsol). The penetrative solar radiation scheme used
in our configuration implies that the solar heat flux Fsol is not, strictly speak-
ing, a surface flux. Instead, it is exponentially absorbed in the first few tens
of meters of the ocean. We will nonetheless not make the distinction further
in the text. The effect of vertical mixing is then calculated, using the Kz mix-
ing coefficient from TKE. Finally, a non-penetrative convection scheme (NPC,
Madec et al., 1991) is applied to remove the static instabilities that may have
appeared in any of the ocean columns.
4.3.3 MCO#1
The main feature of the first version of the MCO scheme is to homogenize
the oceanic columns at the end of each time step. It follows in this respect
the work of Ilıcak et al. (2014) and Jin et al. (2015). Given the NEMO time-
stepping, the only differences in turbulent mixing that could arise across the
columns would be due to different surface stresses in open water/leads and
below ice categories. However, Chapter 3 has shown that the stress is the
SBC variable that shows the least variability at the subgrid scale. Therefore, in
MCO#1, the only mixing process that is computed separately in each column
is convection, which may present a strong heterogeneity as a result of the large
subgrid-scale variability of buoyancy fluxes.
The details of the implementation are illustrated in Fig. 4.1. The tracer
trends due to processes common to all columns are first calculated. These
trends are then updated in the Ncol columns using the specific thermohaline
fluxes provided for each of them by the SBC module. In contrast to the study
of Jin et al. (2015), where only a subgrid-scale repartition of salt fluxes is ac-
counted for, we deal with all surface fluxes and with their simulated distribu-
tion across the open water/leads and ice categories. Vertical mixing is then
computed, using however the same diffusivity Kz in each column. Note that,
as in the reference code, this mixing coefficient is calculated at the beginning
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of the time step and hence cannot be affected by the buoyancy fluxes applied
during the latter. Finally, the NPC convection scheme is called, yielding Ncol
T/S profiles at each grid point. The last step consists in the homogenization
of these profiles, which is done in a conservative way by weighting them by
the columns relative areas.
4.3.4 MCO#2
The principle of the second version of MCO is to allow the ocean columns to
be maintained over multiple time steps. In several aspects, it corresponds to a
three-dimensional generalization of the study by Holland (2003). A number of
technical issues need to be addressed and consequently make the implemen-
tation of MCO#2 much more complex than MCO#1. Furthermore, since the
differences in T/S fields among the columns can grow over time, the vertical
mixing scheme has now also to be called independently in each of them.
At the beginning of a time step, Ncol T/S profiles are available at each grid
point. The SBC module, including the sea ice model, receives SSTs and SSSs
that may differ across the columns. This means in particular that atmosphere-
ocean exchanges in open water are calculated with a specific SST. The heat
fluxes at the base of each ice category are likewise computed with distinct SSTs
and SSSs (hence freezing points). The sea ice integration is possibly associated
with shifts in the ITD and changes in the open water fraction, which induce
modifications of the column areas. As a consequence, a redistribution of T/S
profiles is required. It is handled in the following basic way. On the one hand,
the properties of columns of decreasing area are unchanged. On the other
hand, expanding ones are updated according to:
X(n)new =
f (n)old X
(n)
old + ( f
(n)
new − f (n)old )Xrds
f (n)new
,
where X(n) is the field considered and f (n) the fractional area of column n. The
field Xrds used in the redistribution corresponds to the average in the areas lost
by the decreasing columns:
Xrds =
∑Ncoln=1 max(0, f
(n)
old − f
(n)
new)X
(n)
old
∑Ncoln=1 max(0, f
(n)
old − f
(n)
new)
.
In the vertical mixing scheme, the production of TKE by shear is computed
only once, using velocities and a turbulent viscosity that are common to all
columns. This term is then used in the TKE evolution calculations that are
done separately in each column. These use distinct surface stress modules as
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boundary conditions in the ice-free and ice-covered parts of grid cells, as well
as stratifications specific to each column. This results in Ncol vertical diffusiv-
ity profiles Kz at each grid point. The profiles of TKE by column are trans-
ferred to the next time step in exactly the same way as the T/S fields. They
undergo in particular the same redistribution as described above. A final TKE
computation is done based on the mean surface stress and mean stratification,
in order to calculate the eddy viscosity for use in the ocean dynamics and in
the shear production.
The update of tracers is basically the same as in the MCO#1 case, ex-
cept that the turbulent vertical mixing coefficients can now differ among the
columns. Nonetheless, a major difference is that the T/S profiles are only par-
tially homogenized. More precisely, at each time step and for each oceanic
column, a fraction fmix of the profile is replaced by the average:
X(n)new = (1− fmix)X(n)old + fmixXave,
where the average Xave is simply:
Xave =
Ncol
∑
n=1
f (n)X(n)old .
This actually corresponds to a restoring towards the mean profile, with a time
scale τhom given by:
τhom =
∆t
fmix
,
with ∆t the ocean time step.
4.3.5 Sensitivity experiments
MCO#1 has no tunable parameter. The columns homogenization in that ver-
sion of the scheme is complete and has a fixed implicit time scale equal to the
ocean time step, i.e. 1 h in our model configuration. The only parameter in the
MCO#2 scheme is the homogenization time scale τhom between the columns.
This lateral mixing is most likely variable both in space and time, because it
depends on the columns distribution and on the ocean and sea ice dynam-
ics (see the discussion in Section 4.4.4). For the sake of simplicity, it is kept
constant in this study.
The set of sensitivity experiments conducted in this chapter is given in
Table 4.2. The REF and S1.1 experiments correspond to the reference code
without MCO scheme and to MCO#1, respectively. For MCO#2, a wide range
of homogenization time scales are tested, from 2 to 250 h, which are equivalent
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Table 4.2: List of sensitivity experiments.
Experiment MCO fmix τhom
REF no n/a n/a
S1.1 MCO#1 n/a ∼ 1 h
S2.2 MCO#2 0.5 2 h
S2.10 MCO#2 0.1 10 h
S2.50 MCO#2 0.02 50 h
S2.250 MCO#2 0.004 250 h
to mixing fractions from 0.5 to 0.004. All sensitivity tests begin in 1985 from
a restart of the REF simulation. They are run until end of 2014 and, unless
otherwise stated, their last 20 year outputs are analyzed. The 10 year spinup
is sufficient for the mixed layer and sea ice to adjust to the introduction of the
MCO schemes.
4.4 Results and discussion
The results of the reference and sensitivity experiments are now presented.
We first illustrate the heterogeneity of SBC across the columns, then examine
the impacts of MCO on the ocean properties and finally investigate feedbacks
on the sea ice itself. Several diagnostics consist of spatial averages, which
are computed in the areas represented in Fig. 4.2. The objective is to obtain
mean values that are representative of the inner sea ice pack and of regions
where significant changes occur in the ocean. The area chosen for the Arctic is
delineated by the 500 m isobath and by the 80◦N parallel in Fram Strait, hence
excluding the highly stratified continental shelves where little vertical mixing
occurs. Without an obvious physical northern boundary, the Antarctic area is
based on a visual examination of the simulated sea ice concentration, and is
chosen as to ensure that is is fully covered with ice in winter.
Figure 4.2: Selected areas for the computation of spatial averages.
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Figure 4.3: Seasonal cycles of the ocean surface buoyancy flux in each column in exper-
iment REF, averaged in the areas depicted in Fig. 4.2 and where sea ice concentration
exceeds 15 %, in the Arctic (left) and in the Antarctic (right).
4.4.1 Surface boundary conditions
A complete discussion of the modeled SBC heterogeneity across the columns
in NEMO-LIM is provided in Chapter 3. Only major results are recalled here.
Changes in the density structure of the ocean upper layer, which may lead
to convective mixing, are largely driven by the fluxes of salt, freshwater and
heat that influence the evolution of SST and SSS. These fluxes can be combined
into a single buoyancy flux Fb following:
Fb =
g
ρw
(
αT
cw
(Fsol + Fnsol)− βSF∗s
)
where g, ρw and cw are the gravitational acceleration (9.81 m s−2), reference
seawater density (1035 kg m−3) and specific heat (4000 J kg−1 K−1), respec-
tively. The thermal expansion and haline contraction coefficients αT and βS
are taken equal to 0.3 10−4 K−1 and 7.7 10−4 PSU−1, respectively, which are
typical values for the cold and fresh waters found in the polar oceans (Mar-
shall and Plumb, 2007). Finally, F∗s is the total salt flux made up of real com-
ponents from sea ice processes (Fs) and virtual components associated with
freshwater fluxes (Ff w).
The mean seasonal cycles of the simulated ocean surface buoyancy flux
for all columns are plotted in Fig. 4.3. Positive values indicate a gain of buoy-
ancy, leading to an increase in stratification. The averaging is computed with-
out weighting the fluxes by the column fractional areas. Furthermore, it only
takes into account regions where the sea ice concentration exceeds 15 %. This
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threshold is useful in order not to include low ice concentration areas where
the fluxes depart significantly from their inner ice pack values.
The most obvious features in Fig. 4.3 are the strong seasonality and the
stark contrast between the ice and open water/lead columns. Since at low
temperature the seawater density is mostly determined by salinity, the buoy-
ancy fluxes follow closely the seasonal cycles of salt fluxes. The intense ice
formation rates in leads in winter lead to large buoyancy losses associated
with brine rejections. These are at least one order of magnitude larger than
below ice. In summer, the strong warming of open water by solar radiation
yields positive buoyancy fluxes. These are however weaker than the fluxes
existing under melting ice due to the freshwater input at the ocean surface.
This is because ice lateral melt and runoff of meltwater from the ice to the
open water are not implemented in the model.
Differences among ice categories also exist. In winter, thin ice grows more
rapidly and therefore produces larger destabilizing salt fluxes. In summer, it
loses its thinner insulating snow cover earlier, hence melting more rapidly. In
the Arctic, penetration of solar radiation through thin ice categories also play
a minor role in strengthening their positive buoyancy fluxes. The peculiar
behavior of thickest ice categories in summer in the Arctic and in winter in
the Antarctic is due to the porosity of ridges in LIM. Large amount of salty
water are indeed entrapped when thick ice forms through ridging, and the
subsequent brine drainage gives rise to large salt fluxes below the thickest ice.
In LIM, the ocean-ice stress is the same for all ice categories. As shown
in Chapter 3, the surface stress is characterized by a much weaker seasonal-
ity than thermohaline fluxes, and does not differ much between the columns.
Still, on average in the Arctic, it is up to twice larger in open water compared
to ice. In the Antarctic on the other hand, the stress tends to be stronger below
ice and differs by less than 15 % in the ice-free fraction of grid cells.
By influencing ocean and sea ice (see the next sections), the introduction
of the MCO schemes implies feedbacks on the SBC variables, mostly on the
thermohaline fluxes. It turns out that this results in only slight quantitative
adjustments to the main picture described above, which remains fully valid.
These are therefore considered as second order effects that will only briefly be
addressed in the context of sea ice changes induced by MCO.
4.4.2 Ocean
The impacts of MCO on the ocean are presented in this section. We consider
first the subgrid-scale processes, and then examine what influence they have
on the mean fields.
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Figure 4.4: Difference between the convection depth in each oceanic column and the
mean mixed layer depth, in experiments S1.1 (left) and S2.50 (right), for February in
the Arctic and for August in the Antarctic.
4.4.2.1 Subgrid-scale processes
The difference between the depth of convection (CVD) in each column and the
mean mixed layer depth (MLD) in winter is shown in Fig. 4.4. As its name im-
plies, the CVD is the depth up to which the ocean column is homogenized by
the NPC algorithm in order to remove static instabilities. A single MLD value
is computed at each grid point from the mean density profile. It is defined in
the model as the depth where the density is 0.01 kg m−3 higher than in the
second level, at 10 m depth. The CVD - MLD difference maps are shown for
February in the Arctic and for August in the Antarctic. This is just before the
sea ice maximum, at a time when sea ice still forms in all regions but the ice
edge and when the spread between subgrid-scale fluxes is the largest. Exper-
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Figure 4.4: continued.
iments S1.1 and S2.50 are presented. This first one illustrates the effects of the
MCO#1 scheme, while the second is used to exemplify a situation in which
clear changes in the mean fields are obtained (see the next section).
In experiment S1.1, the deepest CVDs within the sea ice zone are close
to the MLD, suggesting that convective mixing due to surface fluxes (mostly
brine rejections) is a major process in the mixed layer deepening. Furthermore,
a gradient in CVD exists among the columns, which is readily explained by
the variability of ice growth rates, the latter being the most intense in leads
and decreasing with increasing sea ice thickness. An exception is the fifth ice
category in the Antarctic, whose concentration is nonetheless very low, due
to brine drainage from ridges as explained above. The differences of CVD be-
tween the columns also occur because a finite, weak stratification may exist
inside the mixed layer in the multi-column formalism. Indeed, whenever a
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single ice category melts, the mean profile resulting from the averaging of one
stratified column with others, possibly undergoing convection, will present
a weak stratification close to the surface. Only the most intense brine rejec-
tions will generate enough instability to overcome this stratification. Convec-
tion shallower than the MLD occur in two other cases. First, in both hemi-
spheres, the melting of ice advected towards warmer waters produces fresh-
water fluxes that inhibit convection, as is the case close to the ice edge. Second,
in the Antarctic, the Ross and Weddell Seas are characterized by relatively
small CVDs. In those regions, the very weak stratification at depth may how-
ever cause an overestimation of the MLD estimated using the density thresh-
old method.
The MCO#2 scheme allows differences in temperature and in salinity be-
tween the columns to accumulate over several time steps. As a consequence,
in experiment S2.50, convection is able to penetrate well below the mean MLD
for the columns with the strongest surface fluxes. This includes in both hemi-
spheres the column corresponding to leads, as well as the first (and to a lesser
extent the second) sea ice category in the Arctic. The effect related to saline,
newly formed ridges is again visible for the fifth category. In S2.50, north of
Greenland and the Canadian Arctic Archipelago (CAA), convection in leads
reaches depths more than 20 m larger than the mean MLD, while it can be up
to 50 m in many coastal regions along Antarctica. Changes in MLDs compared
to the reference experiment are smaller than these values (see Fig. 4.6). This
means that the MCO#2 scheme allows, in at least a fraction of the grid cells,
to entrain within the mixed layer waters from below, which would not have
been put in contact with the surface otherwise.
The T/S profiles in each column are plotted in Fig. 4.5. The sole experiment
S2.50 is considered here, since such profiles exist only in the MCO#2 scheme.
Winter profiles are for the same months as in Fig. 4.4, while summer results
are for July in the Northern Hemisphere (NH) and January in the Southern
Hemisphere (SH), when the subgrid-scale fluxes are the most representative
of the summer season.
The profile characteristics are fairly consistent for both hemispheres in
each season. Expectedly, the most visible differences are between the open
water/leads column and the ice ones. In winter, the column corresponding
to leads is more saline in the mixed layer, by 0.25 PSU down to around 25 m
in the Arctic and by 0.1 PSU down to 50 m in the Antarctic. This arises from
additional salt input at the surface, as well as from entrainment of saltier wa-
ter from below through deeper convection. A very slight salinity gradient
also exists among ice categories in the NH. The effect of deeper convective
mixing in leads has an impact on temperature profiles too. Vertical mixing of
warmer water from below the mixed layer with cold surface water results in
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Figure 4.5: Temperature and salinity profiles in each oceanic column in experiment
S2.50, averaged in the areas depicted in Fig. 4.2 and where sea ice concentration ex-
ceeds 15 %, for February and July in the Arctic and for January and August in the
Antarctic.
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Figure 4.5: continued.
a increase (decrease) in temperature above (below) the MLD. Differences are
nevertheless weak, of the order of 0.1 ◦C in the Antarctic and even smaller in
the Arctic.
Summer profiles feature temperatures well above the freezing point in
open water. The SST difference between open water and ice columns amounts
on average to 1 ◦C in the NH and to 0.75 ◦C in the SH. This is caused by the
absorption of around 150 W m−2 of solar energy in ice-free areas, only partly
balanced by non-solar heat losses less than 20 W m−2 in the Arctic and less
than 50 W m−2 in the Antarctic (Chapter 3). By contrast, the summer ocean-
to-ice heat flux maintains the under-ice water close to the freezing point. Nev-
ertheless, in the Arctic, the transmission of a fraction of incoming solar radia-
tion through thin, snow-free ice leads to SST differences of up to a few tenths
degrees between the thinnest and the thickest ice categories. This does not
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happen in the Antarctic, because ice remains covered with snow during sum-
mer, which absorbs all solar energy in the model. Salinity profiles indicate that
thin ice melts more rapidly, leading to a fresher ocean surface below the first
categories. Differences are of the order of a few tenths PSU and are confined
to the first few ocean levels. The highest SSSs are encountered in open water.
This contrasts with the examination of SHEBA data by Holland (2003), which
showed the surface of the lead to be several PSU fresher than the under-ice.
Absence of explicit lateral melt and of meltwater runoff from the ice surface
in LIM are responsible for this discrepancy.
An equivalent of Fig 4.4 for the summer season would show the same ab-
sence of convection in all columns. Fig. 4.5 indicates however that distinct
situations occur in open water and below ice. On the one hand, melting ice
has a cooling but freshening effect on the ocean surface. On the other hand, the
open water undergoes little salinity changes from surface fluxes, but warms
due to the absorption of solar radiation. In both cases, the water columns
become stable and vertical mixing is hampered.
4.4.2.2 Effects on mean fields
In this section we determine whether MCO has an impact on the ocean mean
state, beyond the subgrid-scale effects described above. MLDs could be af-
fected in two ways. First, the application of destabilizing surface fluxes in a
limited part of the grid cells, and the fact that the average of unstratified and
stratified profiles is stratified, could lead to a reduction in MLDs. Besides,
the deeper convection in some columns could weaken the stratification below
the MLD compared to the reference experiment, which could permit a greater
penetration of turbulent mixing and an increase in MLDs. As will be shown
here and in agreement with previous studies (Ilıcak et al., 2014; Jin et al., 2015),
the first effect is in general dominant in winter.
In the NH, the simulated MLDs are compared with the global upper ocean
MIMOC climatology (Monthly Isopycnal and Mixed layer Ocean Climatol-
ogy, Schmidtko et al., 2013). This product is based on individual conductivity-
temperature-depth (CTD) profiles from traditional shipboard data, but also
from automated ice-tethered profilers, which provide upper ocean observa-
tions of the ice-covered Arctic region in all seasons (Krishfield et al., 2008).
As shown in Fig. 4.6, experiment REF reproduces relatively well the MLDs in
the Arctic Ocean in winter. The main biases compared to the climatology are
too deep MLDs in areas around Greenland, in Hudson Bay and in the Sea of
Okhotsk, and a slight underestimation of MLDs in the Canada Basin.
On average in the Arctic area chosen for analysis (Fig. 4.2), the maximum
monthly MLD in MIMOC is 34 m. The corresponding values for all simula-
4.4. Results and discussion 103
Table 4.3: Monthly maximum of the average mixed layer depth in the areas depicted in
Fig. 4.2 and sea ice extent and volume monthly extrema, in the reference and sensitivity
experiments, in the Arctic (upper part) and in the Antarctic (lower part). The numbers
in brackets indicate the differences compared to the reference experiment.
Experiment REF S1.1 S2.2 S2.10 S2.50 S2.250
Arctic
Max. MLD (m) 34 34 (0) 35 (1) 35 (1) 33 (-1) 29 (-5)
Min. extent (106 km2) 7.0 7.0 (0.0) 7.0 (0.0) 7.2 (0.2) 7.7 (0.7) 8.5 (1.5)
Max. extent (106 km2) 16.8 16.8 (0.0) 16.8 (0.0) 16.8 (0.0) 16.9 (0.1) 17.0 (0.2)
Min. volume (103 km3) 14.7 14.7 (0.0) 14.8 (0.1) 15.2 (0.5) 16.8 (2.1) 19.3 (4.6)
Max. volume (103 km3) 30.8 30.8 (0.0) 30.9 (0.1) 31.1 (0.3) 32.0 (1.2) 33.3 (2.5)
Antarctic
Max. MLD (m) 79 78 (-1) 78 (-1) 76 (-3) 73 (-6) 69 (-10)
Min. extent (106 km2) 8.0 8.0 (0.0) 8.1 (0.1) 8.4 (0.4) 9.6 (1.6) 11.4 (3.4)
Max. extent (106 km2) 20.9 20.9 (0.0) 20.9 (0.0) 21.0 (0.1) 21.1 (0.2) 21.2 (0.3)
Min. volume (103 km3) 5.6 5.6 (0.0) 5.6 (0.0) 5.8 (0.2) 6.6 (1.0) 7.6 (2.0)
Max. volume (103 km3) 16.6 16.6 (0.0) 16.6 (0.0) 16.7 (0.1) 16.8 (0.2) 16.9 (0.3)
Figure 4.6: Mixed layer depths in the MIMOC climatology and in experiment REF, and
differences with experiments S1.1 and S2.50, for February in the Arctic and for August
in the Antarctic.
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Figure 4.6: continued.
tions are listed in Table 4.3. The good agreement with REF is noticeable. The
mean impact of MCO is weak, except for simulation S2.250 which exhibits
a maximum MLD reduction of 5 m. The small changes in that mean value
could result from the spatial averaging, but as far as experiment S1.1 is con-
cerned, Fig. 4.6 shows that MCO#1 has indeed nearly no impact. In S2.50 on
the contrary, MLDs generally decrease in the sea ice zone, up to 10 m north
of Greenland, but they show a tenuous increase in the Canada Basin. How-
ever, the changes are too small to offset the initial model biases. The largest
differences actually occur beyond the sea ice edge, in regions of much deeper
MLDs, likely because of weak modifications in the large-scale T/S fields.
Due to the lack of under-ice winter hydrographic observations close to
Antarctica, the MIMOC climatology severely underestimates MLDs on the
continental shelves (Chapter 2). Besides, measurements collected between
2004 and 2011 by CTD sensors carried by seals provide an extremely valuable
source of information about the hydrography of the Southern Ocean south of
the Antarctic Circumpolar Current. We thus use here the MEOP-CTD dataset
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Figure 4.7: Comparison of mixed layer depths in the MEOP-CTD dataset and in ex-
periment REF, for the period 2004-2011. Left: mixed layer depths difference in May.
Right: scatter plot of simulated versus observed mixed layers depths in the Antarctic
area depicted in Fig. 4.2; the solid line is a least squares linear fit and the dashed line is
the diagonal.
(Marine Mammals Exploring the Oceans Pole to Pole, Roquet et al., 2011,
2013), a calibrated compilation of T/S profiles collected by hundreds of instru-
mented seals, to evaluate our model results. In short, climatological MLDs are
obtained from the database by averaging, for each month and each ORCA1
grid point where they are available, the MLDs computed from the measured
profiles in the same way as they are estimated in NEMO. More details about
the model-data comparison can be found in Chapter 2. Out of the continental
shelves, the MLDs from MIMOC compare quite well with the ones calculated
from seal observations. Hence, the following analysis is only based on the
latter.
MLDs in experiment REF are evaluated against MEOP-CTD estimates in
Fig. 4.7. The map of differences is shown for the month of May, when mixed
layers become deeper and when the data coverage is still relatively good.
Overall, the model tends to underestimate MLDs. The issue is clearest along
the coast of East Antarctica, where the bias is locally up to 150 m. The only
location where significantly too deep mixed layers are modeled is the eastern
Weddell Sea. The scatter plot extends the evaluation to all months and cor-
roborates the above finding. Weddell Sea data points are clustered above the
diagonal. The correlation between simulated and observed MLDs is 0.38 and
the slope of the least square linear fit is 0.59, confirming the MLD underesti-
mation by the reference experiment.
As in the NH, the introduction of MCO schemes in NEMO reduces MLDs
in the Antarctic, with a larger impact for longer homogenization time scales.
On average, the MLD drops from 79 m in REF to 73 m in S2.50 (Table 4.3),
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whereas the changes are barely visible for S1.1 (Fig. 4.6). The decreases in
MLD appear more restricted to the ice-covered areas than in the Arctic. The
largest changes, of the order of 50 m in experiment S2.50, occur on the conti-
nental shelves, except in the Ross Sea. A comparison of S2.50 with the MEOP-
CTD dataset yields a correlation coefficient of 0.41 and a linear fit slope of 0.54.
This is consistent with a small improvement in the mean MLD representation
where measurements exist in the Weddell Sea, but with an exacerbated un-
derestimation elsewhere. The equivalent of Fig. 4.7 for this experiment looks
very similar to the one displayed for REF and is thus not shown. Since the
MEOP-CTD profiles are recorded during the quasi-vertical ascent of seals, it
is possible that the animals oversample the lead areas. Because of the large
differences in the depth of convection between the columns in MCO#2, such
a non-uniform sampling could have an influence on the model-observation
comparison.
The MCO effects on mean T/S fields are presented in Fig. 4.8. They are
negligible in S1.1 and small in all other simulations, so that the general shape
and properties of profiles remain mostly unaffected. Therefore, the differences
compared to the reference experiment are plotted, for the winter season. In
summer in both hemispheres, the most consistent signal is an increase in SSS
(not shown) that we attribute to a reduced sea ice melt (see the next section).
In the Antarctic, the temperature and salinity increase at a depth close to
the MLD, with magnitude depending of the homogenization time scale. This
is consistent with a shoaling of the mixed layer, which allows the warmer and
saltier water from below to get closer to the surface. The maximum warming
and salinity gain are of 0.1 ◦C and 0.02 PSU in experiment S2.50. The temper-
ature profiles also indicate a slight cooling at depth, which is explained by a
greater penetration of cold water due to deeper convection in leads. At the
surface, the presence of sea ice forces temperatures to remain at the freezing
point in all simulations.
In the Arctic, even qualitatively, the results depend much on the mixing
time scale. For experiments S2.2 and S2.10, only a weak cooling is present
down to 150 m. A warming in the upper layer, associated to a MLD shoal-
ing or to the entrainment of water from below, exists exclusively in S2.50 and
S2.250. The temperature differences at greater depths (below 150 m) likely
originates from changes in vertical mixing in remote areas, with impacts on
deep water masses. By all means, the changes are minimal, being at maxi-
mum of the order of 0.02 ◦C in experiment S2.50. Salinity profiles show the
same variety of behaviors, with a consistent increase close to the surface but
with a freshening below the mixed layer only in S2.2 and S2.10.
The MCO impacts on MLDs and on mean T/S profiles may appear weak,
especially in comparison to the subgrid-scale effects presented in the previous
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Figure 4.8: Differences in temperature and salinity profiles between the sensitivity and
REF experiments, averaged in the areas depicted in Fig. 4.2, for February in the Arctic
(upper panels) and for August in the Antarctic (lower panels).
section. This is because some of the subgrid-scale processes occur in columns
of very small extent. The most meaningful example is winter leads, whose
vertical mixing and hydrography are so peculiar. Their average concentration
in the model falls to less than 0.03 % in February in the Arctic and to less than
0.5 % in August in the Antarctic. A higher and more realistic simulated open
water fraction would strengthen the effects of MCO, by increasing the area of
the column with the strongest buoyancy fluxes and the deepest convection.
Additionally, the mean profiles considered so far mask regional changes that
are larger in magnitude. Spatial distributions of temperature and salinity dif-
ferences at 190 m between experiments S2.50 and REF are shown in Fig. 4.9 for
August in the Antarctic. While changes close to the surface are relatively uni-
form (not shown), complicated patterns exist at depth due to heterogeneities
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Figure 4.9: Differences in temperature (left) and salinity (right) at 190 m depth between
experiments S2.50 and REF, for August in the Antarctic.
in the MLD. The mean difference plotted in Fig. 4.8 is therefore not represen-
tative of all regions.
Especially in the Ross Sea, the cooling effect of MCO below the MLD is
clear, reaching up to 0.15 ◦C for the waters exiting the continental shelf. In the
Weddell Sea, higher temperatures are found close to the ice shelf where the
mixed layer is deeper than 190 m, while colder waters occupy the other ar-
eas. This is consistent with the one-dimensional effect described above based
on mean profiles. In absolute values, maximum differences are of the order
of 0.15 ◦C as well. Along the coast of East Antarctica, waters at 190 m depth
are warmer in S2.50 than in REF, which cannot always be explained by deep
MLDs as in the Weddell Sea. At 1◦ resolution, we do not expect an accu-
rate representation of the coastal currents. Nonetheless, changes in the zonal
ocean velocity (not shown) are a possible reason for the different model re-
sponse in that region. The salinity presents a more uniform increase along the
continent, up to 0.02 PSU in the three areas discussed above. These changes
induced by MCO are non-negligible when compared to the simulated inter-
annual variability at this depth around Antarctica, which is measured as the
standard deviation and is of the order of 0.3 ◦C for temperature and 0.05 PSU
for salinity. They are also significant when put into perspective with observed
decadal variations in the temperature of bottom water masses in the Weddell
Sea for example, which occur at rates close to 0.01 ◦C year−1 (e.g., Fahrbach
et al., 2004; Couldrey et al., 2013).
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4.4.3 Sea ice
The impacts of the MCO schemes on the sea ice cover are now investigated.
Maximum and minimum monthly ice extents and volumes are given for all
sensitivity experiments in Table 4.3. The overall effect of MCO is to increase
the ice extent and volume, mostly at the seasonal minimum. It is weak for ho-
mogenization time scale equal or shorter than 10 h, but becomes substantial
for S2.50 and S2.250. In those simulations, the minimum sea ice extent rises
by around 1 106 km2 in the Arctic. The increase is even larger in the SH, but
given the positive summer bias in Antarctic sea ice, the model results should
be treated with caution. In both hemispheres, the extent is only marginally
affected at the winter maximum. The Arctic sea ice volume changes are sim-
ilarly at their highest during summer, reaching for instance 2.1 103 km3 for
experiment S2.50, but approximately half of the signal persists during winter.
In the Antarctic, differences in volume occur mainly at the sea ice minimum
and amount to 1.0 103 km3 for S2.50.
Maps of sea ice concentration and thickness are shown in Fig. 4.10, for
experiments REF and S2.50, which is the first in which MCO has significant
effects, and for the months of February and August when the differences with
respect to the reference simulation are the largest. The average sea ice thick-
ness over the whole grid cell is plotted, i.e. sea ice 1 m thick at 50 % concen-
tration appears as 0.5 m thick in the figure. In other words, it corresponds to
the sea ice volume per unit area.
Sea ice concentration increases preferentially in peripheral areas where it
is low, whereas it is almost unchanged in the central Arctic basin and CAA,
and in the Weddell Sea. Differences are typically of the order of 10 %, but
exceed 15 % locally. The gains in ice thickness tend to be more widespread.
In the Arctic, ice gets 15 cm thicker almost everywhere and the increase is
up to 30 cm in the marginal ice zone. The thickening is at most 15 cm in the
Antarctic. Although the magnitude of the changes varies from one sensitivity
experiment to the other, the general patterns remain the same in all cases.
In order to understand the origin of the sea ice changes described so far, we
examine the non-solar part of the oceanic surface heat flux in experiments REF
and S2.50 (Fig. 4.11). In the ice-covered columns, this corresponds practically
to the heat transferred from the ocean to the ice base. In current ocean-sea ice
models, and in our reference simulation in particular, the oceanic heat flux is
common to all ice categories. With MCO#2, it can vary from one category to
another one, according to the specific ocean conditions underneath.
Considering first the subgrid-scale distribution in S2.50, Fig. 4.11 shows
that the heat flux at the ice base tends to be larger for thinner ice. In the
Antarctic, the differences are limited to the winter season and are of the or-
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Figure 4.10: Sea ice concentration (upper panels) and mean thickness (lower panels) in
experiment REF, and differences with experiment S2.50, for August in the Arctic and
for February in the Antarctic.
der of 5 W m−2 between the first and the third and fourth categories, which
is roughly 30 % in relative terms. The highest fluxes are caused by enhanced
vertical mixing that brings more oceanic heat to the surface. With its large
salt fluxes resulting from brine drainage, the fifth category behaves in a simi-
lar way as the first. The same processes occur in winter in the Arctic as well,
where the heat flux below the thinnest ice is more than twice as high as be-
low the thickest category. However, in contrast to the SH, the fluxes are also
heterogeneous in summer. At the maximum in August, the first, the second
and the other categories undergo fluxes of 27, 22 and around 20 W m−2, re-
spectively. This arises from differential penetration of solar radiation for the
different ice classes. On average, a maximum difference of 15 W m−2 in the
amount of energy reaching the ice-ocean interface indeed exists between the
first two categories (Chapter 3). The lateral mixing between the columns and
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Figure 4.10: continued.
the penetration of shortwave radiation inside the ocean imply that only a third
of this difference is reflected in the oceanic heat fluxes to the ice.
Comparing the oceanic heat fluxes between experiments REF and S2.50 is
also of interest. During winter in both hemispheres, the REF curve tend to fol-
low the S2.50 curve corresponding to the category in which most ice lies (third
in the NH and second in the SH), suggesting modest differences between both
simulations. In summer the signal is clear nonetheless: the fluxes in the MCO
experiment are systematically lower than in the reference simulation. The dif-
ference is between 5 and 10 W m−2 in the Arctic on average, but reaches as
much as 15 W m−2 in the Antarctic. The main source of heat to the ocean in
summer is the warming by solar radiation, which is maximum in open water.
Without an MCO scheme, the absorbed energy is immediately spread over
the whole grid cell. When MCO#2 is activated, the warming is concentrated
in the open water column. It reaches the under-ice only thanks to the column
homogenization, which is controlled by the mixing parameter fmix. This ex-
plains the lower ocean-to-ice heat fluxes, and consequently the reduced sea
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Figure 4.11: Seasonal cycles of non-solar heat flux at the ocean surface under ice (up-
per panels) and in open water/leads (lower panel) in experiments REF and S2.50. The
spatial averages are computed in the areas depicted in Fig. 4.2 and where sea ice con-
centration exceeds 15 %.
ice melt. This process also explains that the differences between MCO#2 and
REF are the largest where concentration is low, because it is where the amount
of solar energy entering the ocean is the highest.
Also shown in Fig. 4.11 are the non-solar heat fluxes at the surface of open
water/leads. When sea ice forms, this is actually not the total heat loss to
the atmosphere, but rather the flux needed to maintain the ocean close to the
freezing point. The additional term corresponding to the heat losses associ-
ated with the freezing of seawater has no impact on the SST. This is the reason
why it is not included in this diagnostics. Focusing on the surface boundary
condition for the ocean, the changes between experiments with or without
MCO are substantial. The heat losses are higher in winter because deeper
convection in leads brings more heat to the surface and in summer because
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Figure 4.12: Ice thickness distribution in experiments REF and S2.50, averaged in the
areas depicted in Fig. 4.2 and where sea ice concentration exceeds 15 %, for Febru-
ary and August in the Arctic and Antarctic. The value given for negative thicknesses
represents the open water/lead fraction.
the SST is higher in open water following solar warming. The differences can
reach several tens of W m−2 on average.
Given the high subgrid-scale variability of oceanic heat fluxes with MCO#2,
one may expect changes in the simulated ITD. The average concentration in
each category and the open water/lead fraction are presented in Fig. 4.12 for
winter and summer months, in the areas delineated in Fig. 4.2 and for sim-
ulations REF and S2.50. The mean ice thickness in a given category differs
much less between the two experiments than its concentration, and is hence
not shown in the figure. Although the differences are qualitatively well ex-
plained by the heterogeneity of heat fluxes discussed above, it turns out that
MCO has quantitatively little influence on the ITD. The concentration of thick
categories tend to increase, at the expense of the thinner ones that undergo
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higher heat fluxes, but the changes are at most a few percent. Attempts to
evaluate the modeled ITD against observations have shown errors up to 20 %
for some ice classes (Chapter 3), i.e. much larger than the differences between
the experiments analyzed here.
4.4.4 Discussion
The analysis of model results in the previous sections has shown their high
sensitivity to the homogenization time scale between the columns. In MCO#1,
in which complete homogenization takes place at each time step, i.e. every
hour in our configuration, some effects exist at the subgrid scale but the model
mean state is practically unchanged. This indicates that the heterogeneity in
surface fluxes due to the presence of sea ice is not sufficient to induce, over
one hour, very different oceanic regimes among the columns. A scheme like
MCO#2 is therefore required to test the model sensitivity to a possible shift be-
tween the columns that grows over a longer period, corresponding to several
time steps. Another strong motivation for MCO#2 is its ability to decouple the
homogenization time scale from the model time step, in case MCO principles
would have to be tested in different configurations.
Among the MCO#2 sensitivity experiments, it appears that impacts are rel-
atively weak for homogenization time scales up to 10 h in our setup, but that
they become substantial for longer values. Physically, the effects on the mean
fields start to occur in winter when the convection reaches depths greater than
the MLD in some of the columns. This process indeed allows waters from be-
low, whose properties differ significantly from the surface, to be entrained
within the mixed layer. While no convection occurs in summer, large-scale
changes in sea ice emerge when the homogenization is sufficiently slow to
let the solar radiation absorbed in open water be stored in the corresponding
column, thereby delaying its influence on the ice melt.
Since quantitatively the MCO impact strongly depends on how fast the
columns are homogenized, a physical estimation of the mixing time scale
would be highly valuable. This is however a complex problem, which is be-
yond the scope of the present study. The mixing between columns is very
likely variable in both space and time, depending first on their spatial distri-
bution and second on the ocean and ice dynamics.
The column distribution is related to the size of ice floes of different thick-
nesses and to how they are spread at the ocean surface. In a summer situation
where small floes are evenly distributed among areas of open water, differ-
ences in water properties could be limited to a very thin layer close to the
ice-ocean interface, while at greater depths, the large contact area between
the columns would prevent distinct ocean regimes. By contrast, in a polynya
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in which sea ice is blown away from the coast by winds, there may exist a
clear distinction between the ice-free portion of the area and the portion where
thicker ice accumulates, allowing separate ocean columns to develop. The floe
size distribution has long been recognized crucial for processes such as lateral
melting (e.g., Steele, 1992). Its explicit modeling is nevertheless just starting to
be considered for inclusion in large-scale operational forecast or climate mod-
els (Zhang et al., 2015; Horvat and Tziperman, 2015), which is promising for
the current application. In the same vein, a representation of the lead width
distribution could be important, as turbulent fluxes show a dependence on
the size of leads (Marcq and Weiss, 2012).
The second factor that could influence the mixing of ocean columns is the
ice-ocean relative velocities. If they are large, the heterogeneous surface fluxes
are not continuously applied on the same fractions of the water column. For
instance, a 300 m wide ice floe drifting at 10 cm s−1 needs less than one hour
to be moved away from the region it was initially occupying and thus to cover
another portion of the ocean surface. The model results indicate that such rel-
ative velocities are often encountered inside the Antarctic ice pack, while the
ice drift tends to be slower in the Arctic (not shown). Besides, the ice motion
induces vertical shear and turbulent mixing in the upper layers of the ocean
(Morison et al., 1992; Smith and Morison, 1993; Kantha, 1995; Skyllingstad and
Denbo, 2001), that tend to homogenize the oceanic columns quickly. Low rela-
tive velocities may thus be even more critical than the distribution of ice floes
in allowing large differences between the columns.
Although the discussion presented above is only qualitative, we suspect
that the homogenization time scale of 50 h used in experiment S2.50 might be
a high value in most conditions. The effects that we have examined in more
details in that simulation must hence probably be considered as an upper limit
for the impacts of a subgrid-scale representation of ice-ocean interactions. Ex-
periment S2.250 should even more clearly be seen as an idealized test case.
A direct estimation of the homogenization time scale from observations
would be extremely difficult to obtain. The needed data would include re-
peated and simultaneous CTD profiles performed under different types of ice
and in leads in a given area, in both the freezing and melting seasons, and for
different ice-ocean relative velocity regimes. This would have to be compared
to idealized, detailed processes studies in a model, in order to determine the
horizontal mixing rate that gives the best agreement with observations. Pa-
rameter estimation based on data assimilation could provide an alternative
(e.g., Massonnet et al., 2014). Given its impact on MLDs, the homogenization
time scale could be optimally estimated from the assimilation of under-ice hy-
drographic measurements. The obtained results could then guide the devel-
opment of empirical parameterizations for use in simulations without assim-
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ilation. Large eddy simulations of the sea ice-ocean system might be another
method to study the processes that modulate the horizontal mixing between
the oceanic columns.
Other model features play a role in our estimation of MCO effects. In ad-
dition to the uncertainty on the mixing time scale, the open water fraction and
the particular concentrations of ice of different thicknesses provided by the
ITD display clear biases, that have a significant influence on the quantitative
impact of MCO in our experiments. A short examination of the LIM results
against IceBridge datasets (Kurtz et al., 2013) has actually demonstrated errors
locally up to 20 % in the areal fractions of given ice categories. Compared to
passive microwave satellite products, it also appears that the model underes-
timates the amount of leads in winter (Chapter 3).
A further issue regarding an accurate simulation of open water in summer
is the lack of explicit lateral melt in LIM, whose adequate implementation
is conditioned upon a representation of the ice floe size distribution (Steele,
1992). Although it is implicitly accounted for through melt of thin ice in the
ITD (Bitz et al., 2001), it does not constitute a source of freshwater at the top
of the ice-free column, as it should be. The runoff from snow and surface
ice melt is a problem as well. Finally, Holland (2003) note that to achieve a
realistic representation of summer warming and freshening of the open water
surface, the latter must be embedded within the ice cover, in order to hinder
direct lateral mixing between the lead and the under-ice ocean system. This
is in line with the modeling results of Skyllingstad et al. (2005). However, it
raises technical difficulties in a full three-dimensional model and has not been
addressed here.
4.5 Conclusions
The sensitivity study presented in this chapter intended to examine the effects
of a representation of the heterogeneous nature of ocean-sea ice interactions
in the global model NEMO-LIM. A multi-column ocean scheme has been de-
veloped, in which the subgrid-scale surface boundary conditions related to
the ice thickness distribution present in LIM can be explicitly taken into ac-
count. While convection is always computed separately in open water and
under the ice categories, whether distinct temperature and salinity profiles
are allowed to be maintained over several time steps dictates if the model tur-
bulent mixing scheme has to be called individually in each column as well.
This distinction gives rise to two scheme versions that differ significantly in
complexity. Nonetheless, model computations relative to ocean dynamics and
lateral mixing are unmodified in both cases.
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Although it requires substantial modifications in the model, the multi-
column ocean scheme consists mostly in repeating several times the vertical
mixing and tracer update computations that are already done in the refer-
ence code. Since the TKE and NPC schemes are time-consuming portions of
the code, our developments significantly increase the model integration time.
MCO#1 and MCO#2 are respectively 1.4 and 2.2 times more demanding in
CPU time than the reference simulation. Optimization has not been a major
concern so far, but it is clear that both versions could benefit from reducing
the number of columns, possibly focusing on open water and thin and thick
ice classes only. Reducing the amount of output fields in MCO#2 would be
another simple source of performance improvement. Finally, the memory use
is also larger with MCO#2 due to several additional three-dimensional fields
that exist for all six columns (temperature, salinity, turbulent kinetic energy
and turbulent mixing coefficients).
By using the actual buoyancy fluxes and column areas provided by the sea
ice model, if lateral mixing occurs at each time step, there exists subgrid-scale
effects in ocean convection but large-scale impacts on the model mean state are
practically nonexistent. One option to artificially amplify the effect of subgrid-
scale fluxes is to apply the salt rejections in a column of arbitrarily small extent
as in Jin et al. (2015). We rather chose to maintain the columns over several
time steps. By doing so, we obtained a number of physically plausible effects.
The major ones are a reduction in mixed layer depths and an increase in sea
ice extent and volume at the seasonal minimum, themselves explained by de-
creases in the oceanic heat flux at the ice base. Mean temperature and salinity
profiles are only weakly affected. Nevertheless, in the Antarctic, changes of
up to 0.15 ◦C and 0.02 PSU are found at a few hundreds meters depth in the
Ross and Weddell Seas and along the coast of East Antarctica, which are key
areas for the formation of bottom waters. The length of our model runs is
however too short to evaluate the long-term effects of MCO on these water
masses. In the particular configuration used in our analysis, the multi-column
ocean scheme causes the model to underestimate mixed layer depths, mostly
in the Antarctic, and exacerbates the positive summer ice bias. The increase in
Southern Hemisphere summer sea ice would actually be beneficial with other
setups and forcing formulations, in which the Antarctic minimum extent is
often too low (e.g., Rousset et al., 2015).
We noted that significant effects on the ocean and sea ice start to appear
when the time scale of homogenization between the columns is of the order or
larger than 10 h. The large sensitivity to this time scale implies that additional
work is required to estimate the lateral mixing rate from a strong physical ba-
sis, and thereby to reach a robust implementation of the multi-column ocean
scheme and an precise quantitative evaluation of its impact. This is dependent
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on several other model features, among which an accurate representation of
the ice thickness distribution and of the open water fraction, floe size distri-
bution, lateral melting, runoff from the ice and embedment of leads within
the sea ice cover. Those are all topics which deserve additional research and
developments. Studying the impacts of the multi-column ocean scheme in
atmosphere-ice-ocean coupled simulations, or with models including a rep-
resentation of the biogeochemistry (e.g., Long et al., 2015), would be of high
interest as well.
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CONCLUSIONS
The main outcome of this thesis is a better understanding of small-scale, het-
erogeneous sea ice-ocean interactions and of how they can be represented in
large-scale models. To this end, a series of schemes of increasing complexity
have been developed, implemented and tested in the global ocean and sea ice
model NEMO-LIM. In this last chapter, we review the scientific questions that
were raised in the introduction of this work and sum up how we have con-
tributed to answer them. We also address the limitations of our approach and
present perspectives and future work.
5.1 Contributions of the thesis
5.1.1 Heterogeneous sea ice-ocean interactions
The first question that we aimed answering was: “What small-scale sea ice-
ocean processes are at play under an heterogeneous ice cover?”. We briefly
recall here the main processes that our analyses have revealed. They all origi-
nate from the small-scale spatial variability of sea ice properties, and from the
pronounced influence ice has on the underlying ocean.
In the cold and relatively fresh polar oceans, the surface fluxes of buoyancy
are largely determined by the freshwater and salt fluxes. The latter are, in turn,
strongly influenced by the formation and melt of sea ice. These processes are
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associated with brine rejections and inputs of nearly fresh meltwater, respec-
tively. In winter, larger freezing rates are found for thinner ice which supports
larger thermal conductive fluxes. Thin ice is also usually covered with less
insulating snow, strengthening this effect. The related destabilizing salt fluxes
result in more intense convective mixing in thin ice areas. Under-ice mixing
determines the vertical transfer of heat from the ocean subsurface to the ice
base. This heat may originate from the surface waters warmed by summer so-
lar radiation. It can come from deeper warm water masses as well, especially
in the Antarctic. We have shown that only the most intense brine rejections
are able to generate convection strong enough as to penetrate below the mixed
layer and to reach those water masses, thereby having a clear impact on the
mixed layer heat budget. In summer, a spatial variability exists in buoyancy
fluxes too, since thin ice melts faster because of its lower albedo.
In our analysis, expectedly, the largest winter differences in the vertical
mixing processes described above occur between the ice-free and ice-covered
areas. Compared to the under-ice, new ice growth is larger by more than one
order of magnitude in leads and polynyas, where no consolidated ice cover
insulates the ocean from the cold atmosphere above. Field observations and
numerical studies have however shown that localized brine rejections in a
slowly-moving lead result in a peculiar response of the upper ocean. Instead
of leading to convective mixing and a deep homogenization of the water col-
umn, these brines form plumes of salty water that sink towards the bottom of
the mixed layer, making it shallower and more stratified. The representation
of this process requires a particular treatment, which is further discussed in
the next sections.
The heterogeneity of the summer warming of surface waters by solar ra-
diation also has interesting consequences. Most of the energy is provided
through open waters, making them warmer than the ice-ocean interface,
which is constrained to remain close to the freezing point. Besides, our results
have shown that the influence of the energy absorbed in open water on the ice
bottom melting depends directly on the horizontal transfer of heat from the
ice-free areas to the ice-covered ones. Finally, the transfer of a fraction of the
incident solar radiation through thin, snow-free ice induces a thickness depen-
dence of the oceanic heat flux at the ice base. This occurs mostly in the Arctic
and can enhance the ice-albedo feedback through a faster melt of thinner ice.
The input of mechanical energy at the ocean surface differs according to
the presence or absence of sea ice. Without ice, the wind stress generates di-
rectly turbulent mixing in the upper ocean layer. With ice, this stress is re-
placed by the drag resulting from the relative motion between the uneven
under-ice surface and the water. In our model, a constant drag coefficient is
used, implying that the ice-ocean stress does not depend on the ice type. Fur-
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thermore, it appears in our simulation results that the energy input does not
vary as much as the thermohaline fluxes. The thick, compact Arctic sea ice
tends to reduce the surface stress, while the looser, faster-moving Antarctic
sea ice slightly increases it compared to the wind stress in open water. The
resulting differences in turbulent mixing are likely less important than the
heterogeneities in buoyancy fluxes.
5.1.2 Representation in models
The second question raised in this work was: “How can these subgrid-scale,
heterogeneous interactions be represented in large-scale sea ice-ocean mod-
els?”. We have first tested the simple, well-established brine rejection param-
eterizations (BRPs). Then, we have implemented the more complex multi-
column ocean (MCO) scheme to explicitly simulate heterogeneous sea ice-
ocean interactions and vertical mixing processes. We summarize here our
findings about these two methods.
BRPs have been developed in order to represent the effects of salt plumes
caused by localized brine rejection in winter leads. To achieve this goal, the
salt rejected during sea ice formation is incorporated within the mixed layer,
instead of being placed at the ocean surface. When including the Nguyen
et al. (2009) BRP formulation in NEMO-LIM, we noted strong decreases in
mixed layer depths (MLDs) in the sea ice zone. By comparing carefully the
model results with recent under-ice hydrographic products, we showed that,
in general, these reductions were too strong and that the model agreement
with observations was degraded. This is explained by the following three
issues.
First, only a fraction of the total rejected salt occurs in leads. According to
the model, this fraction is 3 % in February in the Arctic and 12 % in August
in the Antarctic. Given that there is too little open waters in winter in LIM,
these values might be underestimated. It is clear, however, that a significant
part of the ice is formed by bottom accretion below the existing ice cover. The
associated brine rejection occurs over large areas and should not be treated
with the BRP. Second, the existence of salt plumes is conditioned upon small
ice-ocean relative velocities. Otherwise the rejected brine is spread out at the
surface and shear turbulence is dominant over convective mixing, which pre-
vents the formation of plumes. Third, it is doubtful that salt plumes could
reach the mixed layer base when the latter is several hundreds meters deep,
as is the case over the Antarctic continental shelves. The poor model results
in that region when the BRP is included tend to confirm that it should not be
applied in that situation.
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In summary, it turns out that applying the BRP in all conditions to all the
salt rejected by sea ice is a serious oversimplification, which leads to a large
overestimation of its effects. By using it in that way, the sole effect of brine
rejections is to restratify the mixed layer, which is unrealistic. We interpret the
improvements obtained in earlier studies as error compensations. Even in the
case where the parameterization should be applied (i.e. for the salt rejected
by a slowly-moving lead in a shallow mixed layer), it must be pointed out
that the explicit upper ocean vertical mixing in the model is suppressed by
the BRP, instead of being made localized. The parameterization only attempts
to represent the impacts of the plumes on the salinity profiles, thereby missing
the potential effects on vertical transfers of heat or biogeochemical tracers.
More explicit methods are needed to circumvent some of the limitations of
the BRP. In this thesis, we developed and tested the so-called MCO scheme, in
which ocean vertical mixing is computed separately in the fractions of ocean
grid cells corresponding to open water and to the ice thickness categories of
LIM. This approach was inspired by the one-dimensional exploratory study of
Holland (2003) and can be seen as an oceanic extension of the subgrid-scale ice
thickness distribution (ITD) present in many advanced sea ice models nowa-
days. It allows to avoid loosing the information about the heterogeneity of
ocean surface fluxes provided by the ITD, to represent more accurately the het-
erogeneity of oceanic conditions under the different types of ice and in open
waters, and thereby to simulate the processes listed in the previous section.
In particular, and in contrary to BRPs, it does not suppress intense convective
mixing induced by brine rejections in leads, but represents it explicitly and
permits an evaluation of its effects on the upper ocean state.
Two versions of the MCO scheme have been tested. The main character-
istics of MCO#1 is to homogenize the columns properties at the end of each
time step. The vertical turbulent mixing cannot differ much between them,
hence only the convection algorithm is called separately. The simulation re-
sults show that, when using the actual surface buoyancy flux distribution pro-
vided by the sea ice model, some subgrid-scale effects are noted but the ocean
mean state is essentially unchanged. The reason is that, over one time step of
one hour, even the most destabilizing surface fluxes are not able to generate
convection penetrating below the mixed layer. In their study using a similar
subgrid-scale mixing scheme, Jin et al. (2015) artificially amplified its effect by
applying the salt rejections in a column of arbitrarily small extent. By contrast,
our conclusion is that impacts of such a scheme, if any, should result from the
persistence of the columns properties over periods longer than the model time
step.
This leads to the second version of MCO, which is actually the central con-
tribution of this thesis. In MCO#2, the temperature and salinity profiles of the
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oceanic columns are laterally mixed with a homogenization time scale that is
the scheme key parameter. This allows distinct profiles to be maintained over
more than one time step, that is time spans potentially as long as several days.
The need to handle separate vertical profiles at each grid point makes this
version of MCO much more complex than the previous one. The implementa-
tion of such a scheme in three-dimensional simulations constitutes a technical
achievement and a proof of concept. Furthermore, the possibility to decouple
the homogenization time scale from the model time step is a definite advan-
tage of MCO#2 over MCO#1.
From a physical point of view, MCO#2 requires that the model turbulent
mixing scheme is called individually in each column, in addition to the con-
vection scheme, because different stratifications may exist in the columns. In
addition to allowing an explicit representation of the distinct oceanic condi-
tions under sea ice, an important feature of MCO#2 is the ability to compute
the surface fluxes using specific sea surface temperature and salinity. For in-
stance, the atmosphere-ocean heat exchanges are calculated with the temper-
ature of open waters. In summer, it may differ significantly from the grid cell
average temperature that is normally used for the flux computations in cur-
rent models. Although it has not been implemented here, the same comment
is true for the lateral melt of ice floes. The ice-ocean exchanges are also derived
from sea surface properties specific to each sea ice category. In this study, we
have used the MCO#2 scheme in its full complexity, i.e. using all the available
surface fluxes and the maximum number of columns, corresponding to the
ITD in LIM. We only investigated the sensitivity of the results to changes in
the homogenization time scale. Additional experiments could be conducted
using this new tool in order to isolate and to study selected processes, as dis-
cussed in Section 5.2.
5.1.3 Large-scale influence
The last question asked in the introduction was (speaking of subgrid-scale ice-
ocean interactions): “Can we quantify their influence on the sea ice and un-
derlying ocean?”. We sum up our conclusions on this matter below. We first
focus on the BRP. Then, we comment on the effects of the MCO#2 scheme, and
on their dependence on the homogenization time scale and on other model
features.
Previous studies and our tests demonstrate that the inclusion of the BRP
results in a significant reduction of the MLDs under sea ice. But a close ex-
amination of model simulations lead us to identify clear limitations of the pa-
rameterization, described in the previous section. They indicate that the real
impact of salt plumes is much smaller than suggested by the standard BRP im-
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plementations. Regarding the role of the ice-ocean velocity in the existence of
plumes, we have proposed a refinement of the parameterization, in which the
latter is only active for low relative velocities. This modification comes at the
price of new sources of uncertainty, mainly regarding the velocity threshold to
use to disable the BRP, but it is an innovative way to enhance the physical re-
alism of the brine rejection scheme. Based on the value of 5 cm s−1 suggested
by the existing literature, the upgraded parameterization is used in limited
areas in and north of the Canadian Arctic Archipelago. The fact that model
results are improved in this experiment tend to show that salt plumes might
indeed not be found in other regions, and specifically not under Antarctic sea
ice. Considering moreover that the plumes are only associated to the salt re-
jected in narrow leads, the influence of this specific process is certainly much
more modest than previously estimated. While the BRP is not incompatible
with MCO, a combination of the two approaches does not seem particularly
useful.
As mentioned above, the impacts of the MCO#1 vertical mixing scheme
are practically nonexistent. With MCO#2, clear effects on the ocean and sea ice
start to appear when the time scale of homogenization between the columns
is of the order or longer than 10 h. The main ones include a decrease in MLDs
and an increase in sea ice extent and volume at the seasonal minimum, which
is explained by reductions in the oceanic heat flux at the ice base. On average
in the polar regions, temperature and salinity profiles are weakly impacted.
Yet, in the Antarctic, changes of larger magnitude are visible in areas known
for their key role in the formation of Antarctic Bottom Water, namely the Ross
and Weddell Seas and the coast of East Antarctica. This suggests possible
effects of our representation of subgrid-scale mixing on the global ocean cir-
culation, that we could however not investigate due to the short length of our
model runs. In summary, the subgrid-scale sea ice-ocean interactions have
potentially important impacts on the model results, but determining precisely
the magnitude of the induced changes is made difficult by their high sensitiv-
ity to the homogenization time scale.
Furthermore, we might have underestimated the warming and freshening
of summer leads in our analyses. On the one hand, the column correspond-
ing to open water most certainly lacked freshwater inputs at the surface in
summertime in our experiments, due to the absence of ice lateral melt and
meltwater runoff from the ice in LIM. An implementation of the former is
ultimately dependent on a floe size distribution. The fraction of meltwater re-
maining on top of the ice is not easy to estimate and is related to the existence
of melt ponds, which constitute another active research area (e.g., Lecomte
et al., 2015). On the other hand, in our three-dimensional simulations, we did
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not attempt to embed the summer leads within the ice cover, as recommended
by Holland (2003) to dampen their lateral mixing with the under-ice waters.
5.2 Limitations and perspectives
5.2.1 Parameterization of the MCO homogenization time scale
Developing a physically-based parameterization of the lateral mixing rate be-
tween the columns is the obvious follow-up that is needed in the context of
MCO. It is nevertheless a complex question, given that this homogenization
time scale is likely dependent on a great variety of factors. The constant value
used in this work for this parameter is certainly a strong approximation. As
a first example, a more intense mixing is expected when the contact areas be-
tween the columns is larger. This is related to the distribution of open water
and of ice floes of different thicknesses at the sea surface. Unfortunately, the
representation of the floe size distribution in models is today in its infancy.
In this vein, lasting coastal polynyas, in which open waters and ice-covered
areas are clearly separated, may for instance be associated to longer homog-
enization time scales, compared to leads within the sea ice pack. Secondly,
the development of distinct ocean columns is more likely to occur for small
ice-ocean relative velocities. In that case, the heterogeneous surface fluxes are
indeed applied over the same portions of the water column for a certain pe-
riod of time, and distinct oceanic mixing regimes may emerge. For large rela-
tive velocities, the vertical shear in the ocean and the related turbulent mixing
would on the other hand result in a rapid horizontal homogenization of the
upper ocean layer.
5.2.2 Ice thickness distributions
The implementation of MCO heavily relied on the ITD already present in LIM.
A quantitative assessment of the effects of subgrid-scale ice-ocean interactions
is conditioned upon a correct simulation of the areas of the columns, that is
the open water fraction and the concentrations of the ice thickness categories.
One outcome of the present study is that these variables are inaccurately rep-
resented in the current model version. Although to our knowledge no sys-
tematic study on that matter exists in the literature, this is probably the case
in other models as well. ITDs are today well established in advanced sea ice
models, but a more detailed examination of their results might now be needed
to ensure that they are used at the best of their capabilities. Firstly, problems
may arise from inadequate choices of the number and boundaries of the thick-
ness categories. This issue is likely even more pronounced in the Antarctic, be-
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cause of its thinner ice compared to the Arctic, for which the above-mentioned
parameters are usually calibrated. Testing the sensitivity of the simulation re-
sults to the selected ITD would be useful, even regardless of MCO. A second
source of errors lies in the modeled large-scale sea ice deformation patterns.
Finally, even given properly simulated dynamics, a correct representation of
the ITD and of the open water fraction depends on the thickness redistribution
algorithms and on the treatment of lead opening and closing in the model.
5.2.3 Computational costs
At this stage, running NEMO-LIM with the MCO scheme activated results in a
very substantial increase in required CPU time. A factor of 2.2 exists in the in-
tegration time between the reference code and the MCO#2 simulations, which
are the ones of greatest interest. This is because the vertical mixing and con-
vection algorithms are among the most demanding parts of the ocean model.
Optimization has not been a concern so far, thus we are confident that there is
much room for reductions of those additional costs. The first manner would
be simply not to output the variables existing in all six columns, in particular
the heavy three-dimensional temperature and salinity fields. Another method
would be to reduce the number of columns used in the scheme. This would
affect the model results, but using three columns corresponding to open wa-
ter, thin and thick ice could be enough to represent the main effects at a more
reasonable cost. A parameterization of the homogenization time scale could
also lead to the conclusion that MCO needs to be activated only in selected
regions, where this time scale is long and where the MCO effects are hence
the largest. Nevertheless, because of the parallelization of the code, it is not
straightforward to reduce the total integration time in that way. Finally, ad-
ditional model fields existing for the six columns increase the memory usage
when MCO#2 is turned on. Only a smaller number of columns would help
in this case, but the use of massively parallel computers to run the current
models means that high memory requirements are no longer a major issue.
5.2.4 Improvements of model results
The developments presented in this thesis, especially regarding MCO, provide
an extremely valuable tool to study the interactions between sea ice and the
underlying ocean in a modeling context. In addition, they enhance unques-
tionably the physical realism of the model. At this stage, it is not clear however
that including such a vertical mixing scheme would improve the simulation
results in any model configuration. In our experiments, MCO actually causes
an underestimation of MLDs and strengthens the positive summer sea ice ex-
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tent bias. By contrast, the increase in Antarctic summer sea ice extent would
be beneficial for other setups, in which the latter is often too low. A similar
comment can be made about the BRP. By design, this parameterization can
only reduce MLDs. Therefore, a better observation-model agreement follow-
ing the inclusion of the BRP fully depends on the initial model mean state.
In the way previous studies applied the BRP, our results indicate nonetheless
that the improvements were obtained for wrong reasons.
Taking into account the subgrid-scale surface fluxes is not the only way
to influence the mean state of the model. The simulated MLDs are affected
by a number of vertical mixing processes that are either absent or poorly-
represented in NEMO. These include, for instance, surface waves, near-inertial
wave breaking and Langmuir turbulence (e.g., Belcher et al., 2012; Huang
et al., 2012, 2014; Fer, 2014). These mixing sources, even when parameter-
ized in the model, require further testing and potentially some adaptations in
ice-covered oceans. Additional work in that field could reduce the need for
the background vertical diffusivity, which is now used to account for unre-
solved and unparameterized mixing processes, and which has been shown to
be an important model parameter in polar regions. Additionally, increasing
the model resolution is likely to have an impact on the simulated sea ice and
ocean. The 1◦ horizontal resolution used in this study is nowadays in the low
range for global oceanic circulation models. However, even in regional config-
urations reaching resolutions of the order of kilometers, the processes studied
here cannot be explicitly represented. This means that subgrid-scale schemes
like MCO will remain relevant for a wide range of applications.
5.2.5 Forcing formulation
Another factor strongly influencing the model mean state is the atmospheric
forcing formulation. In the previous three chapters, NEMO-LIM has been
driven by prescribed atmospheric fields, using the NCEP/NCAR reanalysis
and various climatologies. Although it has not been discussed so far, those
products suffer from known, and sometimes large, biases in polar regions,
which introduces significant forcing uncertainties in the analyses that we have
conducted. These uncertainties are particularly large in the Southern Ocean
(e.g., Bromwich et al., 2007; Vancoppenolle et al., 2011), but they are also sub-
stantial in the Arctic (e.g., Jakobson et al., 2012; Chaudhuri et al., 2014; Lindsay
et al., 2014). Using NEMO in a coupled framework with an interactive atmo-
sphere would not necessarily solve the issues concerning the accuracy of the
atmospheric fields provided to the ocean and sea ice models. It would, how-
ever, allow the simulation of feedbacks that were not permitted in our forced
configuration. The large changes noted for the open water temperature in
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summer indeed suggest that MCO might have a strong impact on air-water
fluxes. More generally, the heterogeneity of atmosphere-ice interactions is a
question related to the ice-ocean problem treated in this thesis, which deserves
interest as well.
5.2.6 Further perspectives
As configured in this study, the sea ice module is called every six ocean model
time steps, in order to save computational time. Short test experiments have
shown that this coupling frequency actually has an impact on the model re-
sults. The first-order, qualitative response to the introduction of the MCO
scheme is unchanged, but the feedbacks between the two components of the
ice-ocean system could be affected at short time scales. Investigating the in-
fluence of the choice of this technical parameter, also in reference simulations
without MCO, would be valuable in understanding the model behavior.
We have focused in this work on the oceanic heterogeneities induced by
the subgrid-scale variability in sea ice. In the ocean itself, mesoscale and sub-
mesoscale turbulent activity is another source of horizontal heterogeneity in
the mixed layer (e.g., Ilıcak et al., 2014; Couvelard et al., 2015). The situation
at the sea ice edge would be especially interesting to study, in this respect.
Very high resolutions simulations could be used to investigate the question,
while stochastic parameterizations could offer a promising way to represent
the effects of this subgrid-scale variability on vertical mixing processes.
The MCO tool developed in this thesis is one among several current re-
finements of the sea ice model LIM. Implementations of an upgraded snow
scheme including a representation of melt ponds (Lecomte et al., 2013, 2015),
of the new elasto-brittle rheology (Girard et al., 2011) and of a biogeochem-
istry component within the ice (e.g., Moreau et al., 2015) are other research
directions. As is also the case for these developments, a careful choice has
to be made regarding the processes that need to be included in the reference
version of the code. Priority has to be given to the ones having the largest im-
pact on both the results and the physics of the model, in order not to increase
disproportionately the complexity of the latter.
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BRP Brine Rejection Parameterization
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