We study long time behavior of a discrete time weakly interacting particle system, and the corresponding nonlinear Markov process in R d , described in terms of a general stochastic evolution equation. In a setting where the state space of the particles is compact such questions have been studied in previous works, however for the case of an unbounded state space very few results are available. Under suitable assumptions on the problem data we study several time asymptotic properties of the N -particle system and the associated nonlinear Markov chain. In particular we show that the evolution equation for the law of the nonlinear Markov chain has a unique fixed point and starting from an arbitrary initial condition convergence to the fixed point occurs at an exponential rate. The empirical measure µ N n of the N -particles at time n is shown to converge to the law µn of the nonlinear Markov process at time n, in the Wasserstein-1 distance, in L 1 , as N → ∞, uniformly in n. Several consequences of this uniform convergence are studied, including the interchangeability of the limits n → ∞ and N → ∞ and the propagation of chaos property at n = ∞. Rate of convergence of µ N n to µn is studied by establishing uniform in time polynomial and exponential probability concentration estimates.
Introduction
Stochastic dynamical systems that model the evolution of a large collection of weakly interacting particles have long been studied in statistical mechanics (cf. [30, 22] and references therein). In recent years such models have been considered in many other application areas as well, some examples include, chemical and biological systems( e.g. biological aggregation, chemotactic response dynamics [28, 29, 14] ), mathematical finance (e.g. mean field games [21, 8] , default clustering in large portfolios [16] ), social sciences (e.g. opinion dynamics models [11, 17] ), communication systems ([15, 1, 20] ) etc. Starting from the work of Sznitman [30] there has been an extensive body of work that studies law of large number behavior (Propagation of Chaos), central limit theory (normal fluctuations from the mean) and large deviation principles for such models. All of these results concern the behavior of the system over a finite time horizon. In many applications the time asymptotic behavior of the system is of central concern. For example, stability of a communication system, steady state aggregation and self organization in biological and chemical systems, long term consensus formation mechanisms in opinion dynamics modeling, particle based approximation methods for invariant measures all rely on a careful analysis of the time asymptotic behavior of such systems. Such behavior for special families of weakly interacting particle systems has been considered by several authors. In [12] the authors give general sufficient conditions for a family of discrete time systems for uniform in time exponential probability concentration estimates to hold. These conditions formulated in terms of Dobrushin's coefficient are not very restrictive when the state space of the particles is compact, however they are hard to verify for settings with an unbounded state space. In [7] a discrete time model with a compact state space for chemotactic cell response dynamics was studied. Several time asymptotic results, including uniform in time law of large numbers, exponential stability of the associated nonlinear Markov process and uniform in time convergence of a particle based simulation scheme, were established. For the setting of an unbounded state space and in continuous time, there have been several recent interesting works on granular media equations [25, 6, 9] which establish uniform in time propagation of chaos, time uniform convergence of simulation schemes and uniform in time exponential concentration estimates.
In the current work we consider a discrete time weakly interacting particle system and the corresponding nonlinear Markov process in R d , described in terms of a general stochastic evolution equation. Denoting by X i n ≡ X i,N n the state of the i-th particle (i = 1, ..., N ) at time instant n, the evolution is given as is the empirical measure of the particle values at time instant n, A is a d × d matrix, δ is a small parameter, {ǫ i n , i = 1, ..., N, n ≥ 1} is an i.i.d array of R m valued random variables with common probability law θ and f : R d ×P(R d )×R m → R d is a measurable function. Also, {X i 0 , i = 1, ..., N } are taken to be exchangeable with common distribution µ 0 . As will be seen in Section 3, the following nonlinear Markov chain will correspond to the N → ∞ limit of (1.1).
X n+1 = AX n + δf (X n , µ n , ǫ n+1 ), L(X n ) = µ n , n ∈ N 0 .
( 1.2) where throughout we denote by L(X) the probability distribution of a random variable X with values in some Polish space S. Under conditions on f, θ, δ and A we study several long time properties of the N -particle system and the associated nonlinear Markov chain. Our starting point is the evolution equation for the law of the nonlinear Markov chain given in (2.2). We show in Theorem 3.3 that under conditions, that include a Lipschitz property of f with the Wasserstein-1(W 1) distance on the space of probability measures (Assumptions 1 and 2), contractivity of A (Assumption 3) and δ being sufficiently small, (2.2) has a unique fixed point and starting from an arbitrary initial condition convergence to the fixed point occurs at an exponential rate. Using this result we next argue in Theorem 3.4 that under an additional integrability condition (Assumption 4), as N → ∞, the empirical measure µ N n of the N -particles at time n converges to the law µ n of the nonlinear Markov process at time n, in the W1 distance, in L 1 , uniformly in n. This result in particular shows that the W 1 distance between µ N n and the unique fixed point µ ∞ of (2.2) converges to zero as n → ∞ and N → ∞ in any order. This result is key in developing particle based numerical schemes for approximating the fixed point of the evolution equation (2.2) . We next show that under an irreducibility condition on the underlying Markovian dynamics (Assumption 5) the unique invariant measure Π N ∞ of the N -particle dynamics is µ ∞ -chaotic, namely as N → ∞, the projection of Π N ∞ on the first kcoordinates converges to µ ⊗k ∞ for every k ≥ 1. This propagation of chaos property all the way to n = ∞ crucially relies on the uniform in time convergence of µ N n to µ ∞ . The next three results study the rate of this uniform convergence by developing suitable probability concentration estimates. The first result (Theorem 3.7), under an assumption of polynomial moments on the initial data and noise sequence (Assumption 4) establishes a corresponding uniform in time polynomial concentration bound. The proof relies on an idea of restricting measures to a compact set and estimates on metric entropy introduced in [6] (see also [31] ). The basic idea is to first obtain a concentration bound for the W 1 distance between the truncated law and its corresponding empirical law in a compact ball of radius R along with an estimate on the contribution from the region outside the ball and finally optimize suitably over R. The last two results are concerned with exponential concentration. These impose much stronger integrability conditions on the problem data (Assumption 6). The first considers the setting where the initial random variables form a general exchangeable sequence and gives a concentration bound with an exponential decay rate of N 1 d+2 . The second result uses exponential concentration estimates for empirical measures of i.i.d. sequences based on transportation inequalities from [4, 5] (see also [13, 19, 18, 5, 6] ) and considers the setting where the initial data is i.i.d. In this case the concentration bound gives an exponential decay rate of order N .
The following notation will be used in this work. R d will denote the d dimensional Euclidean space with the usual Euclidean norm |.|. The set of natural numbers (resp. whole numbers) is denoted by N (resp. N 0 ). Cardinality of a finite set S is denoted by |S|. For a measurable space S, P(S) denotes the space of all probability measures on S. For x ∈ R d , δ x is the Dirac delta measure on R d that puts a unit mass at location x. The space of real valued bounded measurable functions on S is denoted as BM (S). Borel σ field on a metric space will be denoted as B(S). C b (S) denotes the space of all bounded and continuous functions f : S → R. The supremum norm of a function f : S → R is ||f || ∞ = sup x∈S |f (x)|. When S is a metric space, the Lipschitz seminorm of f is defined by ||f || 1 = sup x =y
where d is the metric on the space S. For a bounded Lipschitz function f on S we define ||f || BL := ||f || 1 + ||f || ∞ . Lip 1 (S) (resp. BL 1 (S) ) denotes the class of Lipschitz (resp. bounded Lipschitz) functions f : S → R with ||f || 1 (resp. ||f || BL ) bounded by 1. Occasionally we will suppress S from the notation and write Lip 1 and BL 1 when clear from the context. For a Polish space S, P(S) is equipped with the topology of weak convergence. A convenient metric metrizing this topology on P(S) is given as β(µ, γ) = sup{| f dµ − f dγ| : ||f || BL 1 ≤ 1} for µ, γ ∈ P(S). For a signed measure γ on R d , we define f, γ := f dγ whenever the integral makes sense. Let P 1 (R d ) be the space of µ ∈ P(R d ) such that
The space P 1 (R d ) will be equipped with the Wasserstein-1 distance that is defined as follows:
where the infimum is taken over all R d valued random variables X,Y defined on a common probability space and where the marginals of X, Y are respectively µ 0 and γ 0 . From KantorovichRubenstein duality (cf. [31] ) one sees the Wasserstein-1 is same as
For a signed measure µ on (S, B(S)), the total variation norm of µ is defined as |µ| T V := sup ||f ||∞≤1 f, µ . Convergence in distribution of a sequence {X n } n≥1 of S valued random variable to X will be written as X n ⇒ X.
for every permutation π on the N symbols {1, 2, ..., N }. Let {Y N i , i = 1, .., N } N ≥1 be a collection of S valued random variables, such that for every N ,
Denoting the marginal distribution on first k coordinates of ν N by ν k N , equation (1.4) says that, for every k ≥ 1, ν k N → ν ⊗k .
Model description
Recall the system of N interacting particles in R d introduced in (1.1). Throughout we will assume that {X i 0 , i = 1, ..., N } is exchangeable with common distribution µ 0 where µ 0 ∈ P 1 (R d ). Assumptions on f, θ, δ and A will be introduced shortly. Note that in the notation we have suppressed the dependence of the sequence {X i n } on N . Given ρ ∈ P(R d ) define a transition probability kernel With an abuse of notation we will also denote by P ρ the map from BM (R d ) to itself, defined as
Under Assumptions 1 and 2 introduced in the next section it will follow that, for ρ, µ ∈ P 1 (R d ), µP ρ ∈ P 1 (R d ) as well. Under these conditions, one can define Ψ :
Then the evolution of the law of the nonlinear Markov chain given in (1.2) is given by the equation
Using the above notation we see that ((
Main Results
Recall that {X i 0 , i = 1, ..., N } is assumed to be exchangeable with common distribution µ 0 where µ 0 ∈ P 1 (R d ). We now introduce our assumptions on the nonlinearity.
Note that the Assumption 1 implies that
where 
Our first result is a law of large numbers for µ N n as N → ∞. Note that under Assumptions 1 and 2, µ n ∈ P 1 (R d ) for all n ∈ N 0 . Theorem 3.1. Suppose Assumptions 1 and 2 hold and suppose that
for all n ≥ 0.
Remark 3.1. Note that Theorem 3.1 says that for all n ≥ 0
which in particular implies that µ N n → µ n in probability, in P(R d ) (with the topology of weak convergence) as N → ∞.
Next we state a "propagation of chaos" result which is an immediate consequence of Remark 3.1 and exchangeability of of {X i n } N i=1 . Corollary 3.2. Suppose Assumptions 1 and 2 hold. Then for any 
converges to µ ∞ as n → ∞, at an exponential rate.
Next, we study uniform in time (i.e n) convergence of µ N n to µ n as the number of particles N → ∞. For this, we will strengthen Assumptions 1 and 2 as follows.
Theorem 3.4. Suppose that Assumptions 3 and 4 hold. Also suppose that δ ∈ (0, a 0 ). Then 
The interchangeability of the limits given in Corollary 3.5 allows one to characterize the large N limit of the steady state behavior of the particle system. We need the following assumption on the Markov chain {X n (N )} n≥0 where recall X n (N ) := {X i n , i = 1, ..., N }. The assumption is essentially a communicability condition on the underlying Markovian dynamics.
Assumption 5. For every N ≥ 1, the Markov chain {X n (N )} n≥0 has at most one invariant measure.
Theorem 3.6. Suppose Assumptions 1, 2, 3 and 5 hold and suppose δ ∈ (0, a 0 ). Then for every N ∈ N, the Markov chain {X n (N )} n≥0 has a unique invariant measure Π N ∞ . Suppose in addition Assumption 4 holds. Then Π N ∞ is µ ∞ -chaotic, where µ ∞ is as in Theorem 3.3.
Theorem 3.4 gives conditions under which
The next three theorems show that under additional conditions, one can provide concentration bounds uniformly in n which give estimates on the rate of convergence. Recall the measure µ 0 introduced at the beginning of Section 2.
With α, σ 1 (α) defined in Assumption 4 and ω as in Assumption 3, let
Theorem 3.7. Suppose Assumptions 3 and 4 holds. Fix γ 0 ∈ (0, a 0 ) and suppose that δ ∈ (0, min{a
. Then there exists N 0 ∈ N 0 and C 1 ∈ (0, ∞) such that for all ε > 0, and for all n ≥ 0,
we have that ϑ > 1 and so the above theorem gives the following uniform concentration estimate: (ii) Under additional conditions on {X i,N 0 } one can give concentration bounds for the first term on the right side of the above inequality. For example, when {X
. such concentration bounds can be found in Theorem 2.7 of [6] . Also, although not pursued here, the bound obtained in Theorem 3.7 can be used to give an alternative proof of Theorem 3.4(2).
Next we obtain exponential concentration bounds. The bounds depend in particular on our assumptions on the initial condition. Our first result (Theorem 3.8) treats the case where the initial random vector has a general exchangeable distribution while the second result (Theorem 3.9) considers a more restrictive setting where the initial random vector is i.i.d. In the second case the probabilities will decay exponentially in N whereas in the first case the exponent will be some dimensional dependent power of N .
We start with our main assumption for Theorem 3.8.
(ii) There exists α ∈ (0, ∞) such that e α|x| µ 0 (dx) < ∞ and e αD 1 (z) θ(dz) < ∞.
Theorem 3.8. Suppose that Assumptions 3 and 6 hold. Fix γ 0 ∈ (0, a 0 ) and suppose that
Finally we consider the case where the initial distribution of the N particles is i.i.d. The proof relies on various estimates from [4, 5] .
Suppose that Assumptions 3 and 6 hold. Fix γ ∈ (0, 1 − e −ω ). Suppose that δ ∈ 0, 
where C 0 t is defined by the right side of (4.52) with ζ replaced by ζ 0 where ζ 0 is as in Corollary 4.12.
(ii) If Assumption 6 is strengthened to e αD 1 (z) 2 θ(dz) < ∞ for some α > 0 then one can strengthen the conclusion of Theorem 3.9 as follows: For δ sufficiently small there exist N 0 , a 1 , a 2 ∈ (0, ∞) and a nonincreasing function ς 2 : (0, ∞) → (0, ∞) such that ς 2 (t) ↓ 0 as t ↑ ∞ and for all ε > 0 and N ≥ N 0 ς 2 (ε)
Proofs
The following elementary lemma gives a basic moment bound that will be used in our analysis.
Proof of Theorem 3.1
Lemma 4.1. Suppose Assumptions 1 and 2 hold. Then, for every n ≥ 1,
In addition, if Assumption 3 holds and δ ∈ (0, a 0 ) then sup n≥1 M n < ∞.
Proof: We will only prove the second statement in the lemma. Proof of the first statement is similar. Note that, for n ≥ 1 and i = 1, .., N
Taking expectation in (4.1) and using independence between ǫ i n and {X j n−1 } N j=1 , we have
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The assumption on δ implies that γ := ||A|| + 2δσ ∈ (0, 1). A recursive application of (4.2) now shows that
The result follows.
Recall the map Ψ defined in (2.1).
Lemma 4.2. Under Assumptions 1 and 2, for every ǫ > 0 and n ≥ 1, there exists a compact set
Proof: Note that for any non-negative φ :
and
To get the desired result from above equalities it suffices to show that the family {X i,N n , i = 1, ..., N ; N ≥ 1} is uniformly integrable for every n ≥ 0. (4.5)
We will prove (4.5) by induction on n. Once more we suppress N from the super-script. Clearly by our assumptions {X i 0 , i = 1, ..., N ; N ≥ 1} is uniformly integrable. Now suppose that the Statement (4.5) holds for some n. Note that
From exchangeability it follows
Combining this with the induction hypothesis that {X i n , i = 1, ..., N ; N ≥ 1} is uniformly integrable, we see that fact that if {Z α , α ∈ Γ 1 } is a uniformly integrable family and {H β , β ∈ Γ 2 } is a collection of σ-fields where Γ 1 , Γ 2 are arbitrary index sets, then {E(Z α | H β ), (α, β) ∈ Γ 1 × Γ 2 } is a uniformly integrable family. Also from Assumptions 1 and 2 the families {D(ǫ i n+1 ); i ≥ 1}, {D 1 (ǫ i n+1 ); i ≥ 1} are uniformly integrable. These observations along with independence between {ǫ i n+1 , i = 1, .., N } and {X i n : i = 1, ..., N ; N ≥ 1} yield that the family {|X i n | : i = 1, ..., N ; N ≥ 1} is uniformly integrable. The result follows.
We now proceed to the proof of Theorem 3.1. We will argue via induction on n ≥ 0. By assumption (3.2) holds for n = 0. Assume now that it holds for some n > 0 . Note that,
Consider the last term in (4.7). Using Assumption 1 we see that if φ is Lipschitz then P µn φ is Lipschitz and ||P µn φ|| 1 ≤ (||A|| + δσ)||φ|| 1 . Thus, almost surely
Taking expectations we obtain,
Consider now the second term in (4.7). Using Assumption 1 again, we have,
Taking expectations we get
Now we consider the first term of the right hand side of (4.7). We will use Lemma 4.2. Fix ǫ > 0 and let K ǫ be a compact set in R d such that
We will now apply Lemma A.1 in the Appendix. Note that for any φ ∈ Lip
Thus with notation as in Lemma A.1
where we have denoted the restrictions of µ N n+1 and µ N n P µn to K ǫ by the same symbols. Using the above inequality in (4.10), we obtain
Using Lemma A.2 we see that the second term on the left hand side can be bounded by
. Combining this estimate with (4.7), (4.8) and (4.9) we now have
Sending N → ∞ in (4.12) and using induction hypothesis, we have lim sup
Since ǫ > 0 is arbitrary, the result follows.
Proof of Theorem 3.3
We begin with the following estimate.
Lemma 4.3. Under Assumptions 1,2 and 3
for any choice of µ 0 , γ 0 ∈ P 1 (R d ).
Proof:
Fix µ ∈ C(µ 0 , γ 0 ) and let (X 0 , Y 0 ) be R d × R d valued random variables with distribution µ. Also, let {ǫ n } n≥1 be an iid sequence of random variables with common law θ independent of (X 0 , Y 0 ). Define for n ≥ 0, 
Also,
= (e −ω + δσ)α n + δσβ n ,
where the second inequality in the display follows from Assumptions 1 and 3. Combining (4.13) and (4.14) we have
|x − y|µ(dxdy).
We now have, on taking infimum on the right hand side of the above display over all µ ∈ C(µ 0 , γ 0 ), that β n+1 ≤ (e −ω + 2δσ) n+1 β 0 . The result follows.
We now complete the proof of Theorem 3.3. Observe that under our assumption on δ, χ := e −ω + 2δσ ∈ (0, 1). The first part of the theorem now follows from Lemma 4.3 and Banach's fixed point theorem. Furthermore
Second part of the theorem is now immediate.
Proof of Theorem 3.4
We start with the following moment bound. Proof: By Holder's inequality, for any four nonnegative real numbers a 1 , a 2 , a 3 , a 4 , 
Taking expectations on both sides and applying (4.16), we have, from Assumption 4
where the last line in the display follows from Jensen's inequality:
Note that under our condition on δ
Thus sup
where κ 2 = 4 α c 1 . The result follows.
We now complete the proof of Theorem 3.4. Note that
It then follows using Lemma 4.3 that with χ = (e −ω + 2δσ), almost surely
Taking expectations,
Since a(α 0 ) 1/(1+α 0 ) → a 0 as α 0 → 0 and δ ∈ (0, a 0 ), we can find α 0 ∈ (0, α) such that δ ∈ (0, a(α 0 ) 1/(1+α 0 ) ). From Lemma 4.4 we then have that sup N ≥1 sup n≥1 E|X 1 n | 1+α 0 < ∞ and consequently the family {X i n , i = 1, ..., N, N ≥ 1, n ≥ 1} is uniformly integrable. Similar to the proof of Corollary 4.2 (cf. the argument below (4.6)) using (4.3) and (4.4) it follows that, for some compact Now for every k ≥ 1
when Lip 0 1 (R d ) is as introduced above (4.10). Applying Lemmas A.1 and A.2 as in the proof of Theorem 3.1 we now see that
where m ǫ = diam(K ǫ ). Thus
Given ε > 0, choose ǫ sufficiently small and N 0 sufficiently large such that ∀N ≥ N 0
Choose n 0 large enough so that ∀n ≥ n 0 , 2χ n ||µ 0 || 1 < ε 2 . Combining the above estimates we have ∀N ≥ N 0 , and n ≥ n 0 EW 1 (µ N n , µ n ) ≤ ε. This proves the first part of the theorem.
Second part is immediate from the first part and Theorem 3.1.
Proof of Corollary 3.5
Proof: Note that
Combining this with (4.21) we have
The result now follows on using Theorem 3.3.
Proof of Theorem 3.6
For N ≥ 1 and n ∈ N 0 , define Π N n ∈ P((R d ) N ) as
where {X i,N j , j ∈ N 0 , i = 1, .., N } are as defined in (1.1).
From Lemma 4.1 it folows that, for each N ≥ 1, the sequence {Π N n , n ≥ 1} is relatively compact and using Assumption 1 it is easy to see that any limit point of Π N n (as n → ∞) is an invariant measure of the Markov chain {X n (N )} n≥0 . Combining this with Assumption 5 we have that there exists a unique invariant measure Π N ∞ ∈ P((R d ) N ) for this Markov chain and, as n → ∞,
This proves the first part of the theorem.
N . In order to prove that Π N ∞ is µ ∞ -chaotic, it suffices to argue that (cf. [30] ) ν
We first argue that as n → ∞ 
Fix ǫ > 0. For every N ∈ N there exists n 0 (N ) ∈ N such that for all n ≥ n 0 (N )
where the first equality is from (4.26), the second uses (4.27) and the third is a consequence of Corollary 3.5. Since ǫ > 0 is arbitrary, we have (4.25) and the result follows.
Proof of Theorem 3.7
We will first develop a concentration bound for W 1 (µ N n , Ψ(µ N n−1 )) for each fixed n and then combine it with the estimate in (4.19) in order to obtain the desired result. The first step is carried out in the lemma below, the proof of which is given in Section 4.6.2.
Lemma 4.5. Suppose Assumptions 3 and 4 hold. Then, there exist a 1 , a 2 , a 3 ∈ (0, ∞) such that for all ε, R > 0 and n ∈ N,
We now complete the proof of Theorem 3.7 using the lemma.
We will make use of (4.19). Recall that χ = e −ω + 2δσ and by our assumption χ ∈ (0, 1). Let γ = 2σγ 0 . Note that γ < 1 − e −ω . Then
Let β = γε. Note that ϑ = 1−γ χ and from our choice of δ, ϑ > 1. Therefore
Thus from Lemma 4.5, for all N ≥ a 1 (
Using the above estimate in (4.28) Since ϑ > 1 we can find m 0 = m 0 (ϑ) ∈ N such that
. Then (4.30) holds for all such N, R. Let N 0 ≥ 1 be large enough so that for all N ≥ N 0
Then letting
we have for all N ≥ N 0
Proof of Lemma 4.5.
We now complete the proof of Lemma 4.5. The proof uses certain truncation ideas from [6] . Fix ε > 0. For µ ∈ P(R d ), R > 0 and ν 0 ∈ P(B R (0)), where B R (0) = {x ∈ R d : |x| ≤ R}, define µ R ∈ P(B R (0)) as
For N, n ∈ N and R > 0, let
be B R (0) valued random variables which, conditionally on F N n−1 are mutually independent and also independent of {X i,N n } N i=1 , and
It is easily checked that P (Y i n ∈ A | F N n−1 ) = P (Z i n ∈ A | F N n−1 ) for all A and conditionally on
Using triangle inequality we have
Consider first the middle term on the right side of (4.32). Recall Lip Since f ∈ Lip
So by the Azuma -Hoeffding inequality,
From Lemma A.1(b) we have the following estimate
Thus there exist k 1 , k 2 ∈ (0, ∞) such that for all n, N ∈ N, R > 0, ε > 0
For the first term in the right hand side of (4.32) we make use of the observation that if for
Using the definition of {Z i n } we see
The third term in (4.32) can be treated similarly. Indeed, note that
Thus using the bound for the right side of the first line in (4.39) we have that
Using (4.37), (4.39) and (4.40) in (4.32) we have
Letting k 3 = 3 d · 576k 1 , k 4 = 1/576 and k 5 = max{k 2 , 12B(α)}, we have that
This completes the proof of the lemma.
Proof of Theorem 3.8
We will proceed as in Section 4.6 by first first giving a concentration bound for W 1 (µ N n , Ψ(µ N n−1 )) for each fixed n and then combining it with (4.19) in order to obtain a uniform in n estimate. We begin by observing that from Assumption 6 it follows that there is a α 0 ∈ (0, α] and c 2 ∈ (0, ∞) such that for all α 1 ∈ [0, α 0 ] 
Proof. Note that for n ≥ 1
Using Holder's inequality and taking expectations, for all
where the last inequality is from Jensen's inequality. Thus for all
where by our assumption κ 1 = e −ω + 2δM ∈ (0, 1). Iterating the above inequality we have for all n ≥ 1
where the second inequality is a consequence of (4.41). The result follows.
The following lemma is proved in a manner similar to Lemma 4.5 so only a sketch is provided.
Lemma 4.7. There existã 1 ,ã 2 ,ã 3 ∈ (0, ∞) and, for each α 1 ∈ [0, α 0 ),B(α 1 ) ∈ [0, ∞) such that for all ε, R > 0 and n ∈ N,
Proof. From Lemma 4.6 we have that for
Next, as in the proof of Lemma 4.5, we will use (4.32). For the middle term on the right side of (4.32) we use the same bound as in (4.37). Now consider the first term in (4.32). From (4.38) we have that
From (4.42) it follows that for every
Applying Markov's inequality we now have for α 1 ∈ [0, α 0 )
The third term in (4.32) is bounded similarly. Indeed, as in (4.40) we get for α 1 ∈ [0, α)
Using (4.37), (4.44) and (4.45) in (4.32) we now have for α 1 ∈ [0, α 0 )
Thus with k 3 , k 4 as in the proof of Lemma 4.5 and k 5 = max{k 2 , 12} we have
We now complete the proof of Theorem 3.8.
Proof of Theorem 3.8.
Fix α 1 ∈ [0, α 0 ). Following the steps in the proof of (4.29), with ϑ, β as in Theorem 3.7, we have from Lemma 4.7, for all N ≥ã 1 ( 
.
This proves the theorem for the case d > 1. Finally for d = 1, with the same choice of
The result follows. In order to prove the theorem we will introduce an auxiliary sequence {Y
We will then employ results from [4] and [5] in order to give a uniform (in k) concentration bound for W 1 (η N k , µ k ), where η N k is the empirical measure
. Finally we will obtain the desired concentration estimate on W 1 (µ N k , µ k ) by making use of Lemma 4.8 below. We begin by introducing our auxiliary system. 
(4.47)
Note that for each n, {Y
The following lemma will give a useful relation between W 1 (η N n , µ n ) and W 1 (µ N n , µ n ). Lemma 4.8. Suppose Assumptions 3 and 6 hold. Let χ 2 = e −ω + 2δM . Then for every n ≥ 0 and N ≥ 1 
Now note that
Using triangle inequality Applying Lemma A.3 with
where χ 1 := e −ω + δM , we have
Simplifying (4.50) one gets
The result now follows by an application of triangle inequality.
Transportation inequalities.
Proof of Theorem 3.9 is based on certain results from [4] and [5] which we summarize in this section. We begin with the definition of a 'transportation inequality'. Recall that given µ, ν ∈ P(R d ), the relative entropy of ν with respect to µ is defined as
Definition 4.1. Let α : [0, ∞) → R be a convex, increasing left continuous function such that α(0) = 0. We say ν ∈ P(R d ) satisfies a α(T ) inequality if for allν ∈ P(R d ) The following result is established in [4] .
Theorem 4.9. Suppose that ν ∈ P(R d ) satisfies a α(T ) inequality and suppose that there is
where
ψ(x) = x log(2ℓ(x)), x ≥ 0 and c d is a positive scaler depending only on d.
The following result is from [5] .
Exponential Integrability.
Transportation inequalities presented in Section 4.8.2 require exponential integrability of the underlying measure. In this section we show that under Assumption 6 the desired integrability properties hold.
Lemma 4.11. Suppose that Assumption 6 holds and that δ ∈ (0,
Proof. The property that κ 1 ∈ (0, 1) is an immediate consequence of assumptions on δ. Let f n (α 1 ) := e α 1 |x| µ n (dx).
From (4.1) and the condition D(ǫ) ≤ M we have
Using Holder's inequality and taking exponentials we get
From Jensen's inequality we have ||µ n || 1 ≤ E|X n |. Applying Jensen's inequality again to the function x → exp{α 1 δM x} we have
Note that for any two non-decreasing, non-negative functions f, g on R and any π ∈ P(R),
Using this inequality in the above display yields the following recursion
Iterating the above inequality we have, for all n ≥ 0,
Thus using (4.41) we see
4.9. Uniform Concentration Bounds for {η N n }.
In this section we will give, using results of Sections 4.8.2 and 4.8.3, uniform concentration bounds for {η N n } n≥1 as N → ∞.
Lemma 4.12. Suppose that Assumption 6 holds and δ ∈ (0, (1) There exists a ζ 0 ∈ (0, ∞) such that
and for all n ∈ N 0 , µ n satisfies a α(T ) inequality with α as in (4.53) and with
(2) For all t > 0 and n ∈ N 0
where α 0 is defined by the right side in (4.53) with C replaced with C 0 , Γ 0 is defined by the right side of (4.51) with α * replaced by α * 0 and C 0 t is as in (4.52) with ζ replaced with ζ 0 . From Lemma 4.11 it follows that {µ n k , k ≥ 1} is tight. Suppose along a further subsequence µ n k converges to some measure µ 0 . Then sending k → ∞ along this subsequence in (4.58) and using Lemma 4.11 once again we arrive at a contradiction. This proves the first statement in (1). The second statement in (1) is an immediate consequence of Theorem 4.10.
(2) This is immediate from part (1) and Theorem 4.9. Thus recalling the expression for C 0 t in (4.52) we see that lim N →∞ sup t≥C 0 /2 Γ 0 (C 0 t , N ) = 0. Choose N 1 ∈ N such that for all N ≥ N 1 and t ≥ C 0 /2
Then for all N ≥ N 1 and t ≥ C 0 /2
where the second inequality follows on using the inequality Thus for all such N, t, A(N, t) ≤ exp(8B 2 log C 0 t ). Thus if additionally N ≥ 16B 2 B 1 log C 0 t t 2 , the right side of (4.60) is bounded above by exp(−B 1 N t 2 /2). The result follows. 4.9.1. Proof of Theorem 3.9.
In this section we complete the proof of Theorem 3.9.
Fix γ ∈ (0, 1 − e −w ). From (4.48), for any ε > 0, 
Also, from Lemma 4.12(3), for all N ≥ N 1 ,
Combining these estimates and letting N 2 = max{N 1 , L 3 } andς 1 (t) = max{1,
m 2 γ (t) }, we have for all N ≥ N 2ς1 (ε)
, we see that with ς * 1 (t) = max{1, 
The following is a discrete version of Gronwall's lemma.
Lemma A.3. Let {a i } ∞ i=0 , {b i } ∞ i=0 , {c i } ∞ i=0 be non-negative sequences. Suppose that a n ≤ b n + n−1 k=0 c k a k for all n ≥ 0. 
