mvlearn: Multiview Machine Learning in Python by Perry, Ronan et al.
mvlearn: Multiview Machine Learning in Python
Ronan Perry1, Gavin Mischler1, Richard Guo2, Theo Lee1, Alexander Chang1, Arman Koul1,
Cameron Franz2, and Joshua T. Vogelstein1,3,4 ∗
Abstract. As data are generated more and more from multiple disparate sources, multiview datasets, where each sample
has features in distinct views, have ballooned in recent years. However, no comprehensive package exists that
enables non-specialists to use these methods easily. mvlearn is a Python library which implements the leading
multiview machine learning methods. Its simple API closely follows that of scikit-learn for increased ease-
of-use. The package can be installed from Python Package Index (PyPI) or the conda package manager and is
released under the Apache 2.0 open-source license. The documentation, detailed tutorials, and all releases are
available at https://mvlearn.neurodata.io/.
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1 Introduction Multiview data, in which each sample is represented by multiple views of distinct
features, are often seen in real-world data, and related methods have grown in popularity. A view is
defined as a partition of the complete set of feature variables [1]. Depending on the domain, these views
may arise naturally from unique sources, or they may correspond to subsets of the same underlying
feature space. For example, a doctor may have an MRI scan, a CT scan, and the answers to a clinical
questionnaire for a diseased patient. However, classical methods for inference and analysis are often
poorly suited to account for multiple views of the same sample, since they cannot properly account
for complementing views that hold differing statistical properties [2]. To deal with this, many multiview
learning methods have been developed to take advantage of multiple data views and produce better
results in various tasks [3–6].
Although multiview learning techniques are increasingly utilized in literature, no open-source Python
package exists which implements an extensive variety of methods. The most relevant existing pack-
age, multiview [7], only includes 3 algorithms with an inconsistent API. mvlearn fills this gap with a
wide range of well-documented algorithms that address multiview learning in different areas, including
clustering, semi-supervised classification, supervised classification, and joint subspace learning. Addi-
tionally, mvlearn can be used to generate multiple views from a single original data matrix, expanding
the use-cases of multiview methods and potentially improving results over typical single-view methods
with this data [3, 8, 9]. mvlearn has been tested on Linux, Mac, and PC platforms, and adheres to
strong code quality principles. Continuous integration ensures compatibility with past versions, PEP8
style guidelines keep the source code clean, and unit tests provide over 90% code coverage at the time
of release. Table 1 summarizes the multiview algorithms implemented in mvlearn . The rest of this
paper describes the API design, main features, and examples of using the package.
2 API Design The API closely follows that of scikit-learn [20] to make the package accessi-
ble to those with even basic knowledge of machine learning in Python [21]. The main object type
in mvlearn is the estimator object, which is modeled after scikit-learn’s estimator. mvlearn
changes the familiar method fit(X,y) into a multiview equivalent, fit(Xs,y), where Xs is a list of
data matrices, corresponding to a set of views with matched samples (i.e. the ith row of each matrix
represents the features of the same ith sample across views). As in scikit-learn [20], classes
which make a prediction implement predict(Xs), or fit_predict(Xs,y) if the algorithm requires
them to be performed jointly, where the labels y are only used in supervised algorithms. Similarly, all
classes which transform views, such as all the embedding methods, implement transform(Xs,y) or
fit_transform(Xs).
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Module Algorithm [Reference]
Maximum
Views
Useful on
Constructed
Data from a
Single
Original View
Factorization Angle-based Joint and Individual
Variation Explained (AJIVE) [10]
2 7
Cluster MV K-Means [11] 2 3
Cluster MV Spherical K-Means [11] 2 3
Cluster MV Spectral Clustering [12] ≥ 2 3
Cluster Co-regularized MV Spectral Clustering [13] ≥ 2 3
Semi-supervised Co-training Classifier [14] 2 3
Embed Kernel CCA [4] 2 7
Embed Deep CCA [15] 2 7
Embed Generalized CCA [16] ≥ 2 7
Embed MV Multi-dimensional Scaling (MVMDS) [17] ≥ 2 7
Embed Omnibus Embed [18] ≥ 2 7
Embed Split Autoencoder [19] 2 7
Table 1: Multiview (MV) algorithms offered in mvlearn and their properties.
3 Library Overview To build a package that is useful across the spectrum of applications for multi-
view learning, mvlearn includes a wide breadth of method categories and ensures that each offers
enough depth so that users can select the algorithm that best suits their data. The package is organized
into the modules listed below which includes the multiview algorithms in Table 1 as well as various utility
and preprocessing functions. The modules’ summaries describe their use and fundamental application.
Factorization: mvlearn implements the Angle-based Joint and Individual Variation Explained
(AJIVE) algorithm [10], a newer variant of the JIVE algorithm [22]. This was originally developed
to deal with genomic data and characterize similarities and differences between datasets.
Cluster: mvlearn contains multiple algorithms for multiview clustering, which can better take
advantage of multiview data by using unsupervised adaptations of co-training [11–13]. Even
when the only apparent distinction between views is the data type of certain features, such as
categorical and continuous variables, multiview clustering has been very successful [5], making
these methods widely applicable to real-world data.
Semi-supervised: Semi-supervised classification (which includes fully-supervised classification
as a special case) is implemented with the co-training framework [14], which uses information
from complementary views of (potentially) partially labeled data to train a classification sys-
tem. If desired, the user can specify nearly any type of classifier for each view, specifically
any scikit-learn-compatible classifier which implements a predict_proba method.
Embed: mvlearn offers an extensive suite of algorithms for learning latent space embeddings
and joint representations of views. One category is canonical correlation analysis (CCA) meth-
ods, which learn transformations of two views such that the outputs are highly correlated. Many
software libraries include basic CCA, but mvlearn implements several more general variants,
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including Kernel CCA [4] (with several pre-specified kernel options), Deep CCA [15], and Gener-
alized CCA [16]. Several other methods for dimensionality reduction and joint subspace learning
are included as well, such as multiview multi-dimensional scaling [17], omnibus embedding [18],
and a split autoencoder [19], providing extensive functionality for learning common relationships
between views of multiview data.
Construct: Even if the user only has a single view of data, view-generation algorithms can allow
multiview methods to still be used effectively, and may improve results over single-view methods
[3, 8, 9].
Datasets and Plotting: A synthetic multiview data generator as well as a dataloader for the Mul-
tiple Features Dataset [23] in the UCI repository [24] are included. Also, plotting tools extend
matplotlib and seaborn to facilitate visualizing multiview data.
4 Code Examples Figure 1 provides an illustration of the performance of different CCA variants
implemented in mvlearn when the two views hold different relationships. The data were simulated
using the mvlearn GaussianMixture class. The first view was sampled from a two-dimensional
Gaussian and the second view was constructed by applying a noisy transformation to the first view. To
each view, two independent Gaussian noise dimensions were added. Three distinct transformations
were applied (each row) and the CCA variants were run in each case (columns 2-5). Each plot in
Figure 1 plots the first dimensions of the two views against one another, for both the raw views and the
learned CCA variant transformations as applied to held-out data. Using the different CCA options in the
package, the highly correlated (possibly nonlinear) latent relationship is uncovered in each case.
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Figure 1: Numerical illustration of data with two views (leftmost column) and embeddings using various
algorithms in the mvlearn package. Each plot in the first column shows the first dimension of view 1 vs. that
of view 2, where view 2 is generated from a noisy transformation applied to view 1. Each row corresponds to
view 2 data generated with the transformation listed on the y-axis. In columns 2-5, a different CCA variant is
fit to each set of data and transforms held-out data. Plotted are the first dimensions of each transformed view,
along with their Pearson correlation coefficient in the bottom right. Larger correlation indicates that the latent
relationship is better uncovered. The color of a sample is consistent across rows, illustrating how the feature
spaces are transformed.
Figure 2 demonstrates using mvlearn to estimate cluster assignments on six views of the Multiple
Features Dataset [23] available within the package against four true underlying classes. For compari-
son, results from the naïve approach of concatenating the views into a single matrix are shown as well.
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Multiview dimensionality reduction produces better visual cluster separation in two dimensions than
Principal Component Analysis (PCA) does, and multiview clustering achieves far superior clustering
accuracy using the full feature space than classical spectral clustering.
1 from mvlearn.datasets import load_UCImultifeature
2 from mvlearn.plotting import quick_visualize
3 from mvlearn.cluster import MultiviewSpectralClustering
4
5 # Load 4-class multiview data
6 Xs , y = load_UCImultifeature(select_labeled =[0,1,2,3])
7
8 # Use multiview multi -dimensional scaling to reduce 6 views to 2D
9 quick_visualize(Xs, labels=y, title="True Labels")
10
11 # Initialize multiview clustering object and estimate clusters
12 mv_clust = MultiviewSpectralClustering(n_clusters =4, random_state =42,
13 affinity="nearest_neighbors")
14 mv_labels = mv_clust.fit_predict(Xs)
15
16 # Plot predicted cluster labels over the 2D visualization
17 quick_visualize(Xs, labels=mv_labels , title="Predicted Clusters")
Multiview
Dimensionality Reduction and Clustering
Concatenated Single View
Dimensionality Reduction and Clustering
A) B)
Score: 0.962 Score: 0.703
Figure 2: Code snippet showing the use of mvlearn to analyze the Multiple Features Dataset. This dataset
consists of six views of handwritten digit images, such as a view of Fourier coefficients, a view of morphological
features, and others. Thus, in the code above, Xs is a list of six arrays. Although dimensionality reduction to 2D
was performed for easy visualization, cluster assignments were estimated using all the features in all six views. A)
2D plots of the six views after reducing dimensionality with MVMDS. Points are colored by true (left) and predicted
(right) clusters, achieving a homogeneity score of 0.962. B) Visualization of the six views after concatenating and
reducing dimensionality with PCA (code not shown). Clusters predicted with traditional spectral clustering achieve
a homogeneity score of 0.703. Full code for this demo is available in the tutorials of the documentation.
5 Conclusion mvlearn introduces an extensive collection of multiview learning tools, enabling any-
one to readily access and apply such methods to their data. As an open-source package, mvlearn
welcomes contributors to add new desired functionality to further increase its applicability and appeal.
As data are generated from more diverse sources and the use of machine learning extends to new
fields, multiview learning techniques will be more useful to effectively extract information from real-
world datasets. With these methods accessible to non-specialists, multiview learning algorithms will be
able to improve results in academic and industry applications of machine learning.
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