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INTRODUCTION 
The purpose of this paper is to investigate linear control processes which 
have a quadratic cost criterion when these processes occur in a real abstract 
Hilbert space. Kalman [l] initiated an investigation of this problem for 
Euclidean space and an excellent exposition of the theory for the finite- 
dimensional case can be found in Ref. [2]. Recent work on the problem 
in a Hilbert space setting has been done by Lukes and Russell [3], whose 
results are similar to those obtained in this paper. The treatment in Ref. [3] 
is partially based on Kalman’s approach in the finite-dimensional case and 
necessitates making certain assumptions which are dispensed with in this 
paper. 
This paper is divided into three parts. Part 1 considers the optimal control 
problem over finite intervals. In Part 2 a study is made of certain symmetric 
operators which occur in Part 1. This is done in order to consider the control 
problem over an infinite interval. Part 3 considers the problem of optimal 
control over the entire positive half-line. An interesting by-product of the 
study made in Part 3 is that if the control process can be optimized over 
an infinite interval and the cost functional is positive definite in the space 
variable, then the process generates a semigroup of operators which is 
exponentially stable, a result known to hold for the finite-dimensional case. 
In general the treatment given in this paper parallels that in Ref. [2], 
Chapter 3, Section 3.2, for finite-dimensional autonomous systems, although 
the technique of proof is considerably different, especially for the infinite 
interval. 
PRELIMINARY NOTATION AND ASSUMPTIONS 
1. Hi , i = 1, 2 will denote real Hilbert spaces. The inner product on Hi 
will be denoted by . and the norm by 1 . I. 
2. 5’(t) will stand for a semigroup of operators on HI which is of class C,, , 
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i.e., s(t) is strongly continuous on [0, 00) and S(O)x = x for all x in H1 . 
The infinitesmal generator A of s(t) is a closed linear operator whose domain 
is dense in Hi . Since s(t) is of class C,, its norm satisfies an estimate of the 
form 1 s(t)] < Mre wt. s*(t) and A* will denote, respectively, the adjoints 
of s(t) and A. Since Hi is a reflexive Banach space these operators have 
the same analytic and topological properties as s(t) and A. For a detailed 
description of the above properties of s(t) and A see Ref. [4]. 
3. B will be a bounded linear mapping from H, into HI, W will be a 
nonnegative self-adjoint endomorphism defined on HI, and U will be a 
self-adjoint positive definite isomorphism on Hz . Thus we may assume that 
there exist positive constants M, , Ms, and M4 such that M2 1 y I2 < 
UY-Y G%Iy12f orallyEH2andO< Wx~~<M~Ix[~forallx~H,. 
4. L,(I) will denote the collection of equivalence classes of measurable 
mappings from an interval I into H2 whose norms are square integrable 
functions. L,(I) is a real Hilbert space with an inner product defined by 
(u, v) = Jru(t) . v(t) dt (see, e.g., Ref. [5, p. 6071). If I C f and u ELM we 
shall assume u EL,(~) by extending u to a mapping a such that g(t) = u(t) 
on I and a(t) = 0 on f - I. The norm on L,(I) will be denoted by 11 *11. 
5. The symbol xE will denote the characteristic function of any Lebesgue 
measurable set on the real line. 
6. The adjoint of any linear operator Q will be denoted by Q*. The 
norms of all bounded operators Q on HI or H, will be denoted by 1 Q I. 
7. A self-adjoint endomorphism on HI or H, which is nonnegative, i.e., 
Qx . x > 0 for all x in the space, will be denoted by Q > 0. A sequence {QIz} 
of such mappings which satisfy the condition Q,, - Qnz > 0 (Q,,, - Q,, > 0) 
if 11 > m will be said to be monotone increasing (decreasing). 
1. STATEMENT OF THE PROBLEM 
Let x,, E HI and I be any right open-left closed interval whose closure 
is compact in [0, CO). The problem is to minimize the quadratic functional 
C(*, 1, x0) defined on L,(I) which is given by the expression 
(1) 
where I = [t,, tJ and 
xU(t) = x,(t, x,, , to) = S(t - t,,) x,, + s” S(t - S) Bu(s) ds. C-4 
to 
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DEFINITION 1. If the minimum value of the functional C(*, 1, x0) exists 
it shall be denoted by the symbol ~(1, xs). A u EL,(I) for which this minimum 
is attained will be denoted by u, and the corresponding solution of Eq. (2) 
by xm. The mappings u, and x, will be called, respectively, the optimal 
control and the optimal trajectory for C(., I, x,,). 
Remark 1. If u(t) = 0 on I = [to , tr), then x,(t) = s(t - &,)x0 and we 
may assume that C(U, 1, x0) satisfies the estimate 
where w > 0. 
Remark 2. If the lengths of the intervals 1r = [t, , ti) and Is = [&, , ii) 
are such that t, - t, < t1 - f,, then m(I, , x0) < m(I, , x0) for all x,, in Hi . 
Equality will hold if Ii and I, have the same length. 
Remark 3. Let u minimize C(*, I, x), where I = [t,, , ti) and t E I; then 
if It = [t, tl), u lr, minimizes the functional C(., It , xJt, x0 , to)). This is a 
consequence of the fact that equations (1) and (2) can be used to establish 
the equality C(U, 1, x0) = C(ti, I - It , x,,) + C(~S, It , xfi(t, x,, , to)) and hence 
the equality m(l, x0) = C(U; I - It , x0) + m(I, , x, , (t, x0 , to)). 
THEOREM 1. Let I = [to , tJ and x0 E HI ; then the functional C(., I, x0) 
attains its minimum at a unique point in L,(I) which satis$es the integral equation 
s 
t1 
z&(t) = - U-‘B” S*(s - t) Wx,(s) ds. (4) t 
Proof. Proof of Existence. Assume (C,} = {C(u, , I, x0)} is a bounded 
monotone decreasing sequence such that limn+ C, = min,,La(I) C(u, 1, x0). 
Such a minimum is guaranteed by Remark 1. Since the mappmg U satisfies 
M,~Y\~< Uy~yandM2>0,wehaveforeachn~/u,~~2,<I/M2(Uu,,u,)< 
C,/h& . Thus the sequence {u,} is bounded in L,(I). Since L,(I) is a Hilbert 
space there exists a subsequence (u,} _C (u,> which is weakly convergent in 
L,(I) to a limit G. Let x9 denote the solution of (2) which corresponds to ii. 
Because both Wand U are positive semidefinite operators, it follows that for 
each t E 1, WxG(t) * xE(t) < lim, Wx,,(t) * xuq(t) and ( Vii, U) < b,( Uu, , u,). 
Hence by Fatou’s lemma 
This proves that m(1, x,,) exists and is equal to C(@, 1, x,,). 
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Proof of Uniqueness. Uniqueness follows from the fact that by Assump- 
tion 3 W is a positive semidefinite operator and U is a positive definite 
operator and hence the functional C(*, I, x,,) is strictly convex in L,(I). 
Derivation of Equation (4). For any h EL,(I) we define the mapping 
t --t y(h, t) = j-’ ,.S(t - s) B/z(s) ds. 
$0 
Fix u EL,(I) and let h be arbitrary inL,(I). We form the difference 
C(u +h, I, xg) - C(u, I, x0) =C(u +h) - C(u) 
= s Wxu+&) - X,+&J dt +W(u +4, u + W I
- 
I 
WxJt) . xu(t) ds - (Uu, u). 
I 
From Eqs. (2) and (5) we see that x,+h(t) = xU(t) + y(h, t). Hence we can 
rewrite the above equation as 
C(u + h) - C(u) = 2 / W%,(t) . y(h, t) dt + 2( Uu, h) 
I 
(6) 
+ j- W(h, 4 - Y@, t) dt + < W h). 
I 
Because of Eq. (5) we see that the first two terms on the right side of (6) 
represent a continuous linear functional in h on L,(I) and the last two terms 
a continuous quadratic functional in h on L,(I). Hence from the theory of 
differential calculus on a Banach space (see, e.g., Refs. [6] or [7]) it follows 
that the functional C(*, I, x0) has at each point u EL,(I) a Frechet derivative 
C’(u) which also lies in L,(I) and that the inner product of this derivative 
with any point h in L,(I) is given by the expression 
(C’(u), h) = 2 j” WxJt) * y(h, t) dt + 2(Uu, h). (7) I 
We seek an explicit form for C’(u). Again making use of Eq. (5) we can write 
j-, Wx,(t) -Y@, t) d.s = s, If0 W4) * s(t - 4 B&l 4 dt 
= I I dt , x[t,.&) J%&) . s(t - 4 W) ds. (8) I 
505/9/2-10 
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Notice that since t,, < s < t 6 t, we can write ~[~,,~j(s) = x[s,t,](t). Applying 
Fubini’s theorem, whose justification is easily verified (see, e.g., Ref. [S]), 
to the right side of (8) and changing the order of integration we obtain 
= 
SI 
I ( tlB*S*(t - s) WxJt) dt . h(s)) ds. 
8 
Substitution of the extreme right side of (9) into (7) shows that for each s E I, 
C’(Y)(S) = 2 f’B*S*(t - s) K,(t) dt + 2&4(s). 
* 
(10) 
From the theory of differential calculus on a Banach space (see, e.g., 
Refs. [6] or [7]) the unique optimal control u,,, for the functional C(., I, x0) 
must satisfy the condition C’(u,,J = 0. Since Assumption 3 guarantees the 
existence of U-l it follows from Eq. (10) that urn must satisfy the integral 
equation 
t1 
u,(s) = -U-lB* 
I 
S*(t - s) Wxm(t) dt, 
s 
i.e., Eq. (4). This completes the proof of Theorem 1. 
From the form of Eq. (10) ‘t I is clear that C’(e) is a continuous mapping 
from L,(I) into itself. Thus it is natural to ask whether C’(e) also possesses 
a Frechet derivative at each point u in L,(I). This is indeed the case. To 
see this we consider any two points h and Ii in L,(I) and fix u. Making use 
of Eqs. (5) and (10) we form the difference 
CC’@ + h) - @(u), 6 
z.z 2 1, (,:‘B*S*(t - s) W(x,,+h(t) - q,(t)) dt . h(s)) ds + 2(Uh, I;> 
= 2 j- ds(s t1 B*S*(t - s) Wy(h, t) dt - Ys)) + XUh, 4. (11) 
I s 
Equation (11) can be rewritten in the form 
(C’(u + h) - C’(u), h) = 2 I, ds(,:’ Wy(h, t) . S(t - s) Bh(s) dt) 
+ 2P, 4. (12) 
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As was done in deriving Eq. (10) we apply Fubini’s theorem to the integral 
in (12) and change the order of integration to obtain 
(cyu + h) - C(u), Ii) = 2 / 
I 
dt ,:, Wy(h, t) - S(t - s) Bh(s) ds 
In the above equation we notice that by using Eq. (5) the integral can be 
expressed as 2 Jr Wy(h, t) . y(K, t) dt. Hence 
(C’(u + h) - C’(u), h) = 2 j-, Wy(h, t) . y($ t) ds + 2(Uh, h). (13) 
Equation (13) shows that C”(u) exists for each u in L,(I) and is a continuous 
symmetric bilinear functional defined on L,(I). Moreover, this functional is 
independent of u and satisfies the inequality 2( Uu, u) < (C”(U)U, u) for all 
u ~~~(1). Since by hypothesis U is a positive definite isomorphism on L,(I) 
so is C”(U). Thus we have the following corollary to Theorem 1: 
COROLLARY 1. The second Frechet derivative of the fun&mu1 C(*, I, x0) 
exists and is a positive dejTnite bilinear functional on L,(I) which can be represented 
as a symmetric isomorphism of L,(I) onto itself. 
COROLLARY 2. There exists otdy one point in L,(I) such that cl@, I, x0) = 0. 
Hence the integral equation (4) has a unique solution in L,(I). 
Proof. We know by Theorem 1 that the functional C(*, I, x0) assumes 
a unique minimum at u, in L,(I) and that C’(u,) = 0. Suppose there exists 
another point ti in L,(I) such that C’(a) = 0. Since by Eq. (10) C’(*, I, x0) is 
a linear mapping of L,(I) into itself it follows that for any 01 E [0, l] the 
vector oru, + (1 - (I~)G = u, also satisfies C’(u,) = 0. According to Corollary 
1, C”(., I, x0) is a constant positive definite isomorphism on L,(I). This 
implies that every point u, is a strict relative minimum of C(., I, x,,) (see, e.g., 
Ref. [6, p. 1001) which is impossible since u = u, is an absolute minimum 
for the functional. This proves the corollary. 
COROLLARY 3. Let a and b be scalars. If u,,, and v, are, respectively, 
optimal controls for the problems C(., I, x0) and C(*, I, x1), then au,,, + bv, 
is the optimal control for the problem C(., I, ax0 + bx,). 
Proof. The proof is a consequence of the fact that by Eq. (10) 
C’(au, + bv, , I, ax,, + bx,) = 0 if C’(u, , I, x0) = C’(v, , I, x0) = 0. Cor- 
ollary 2 then shows that au, + bv, must be the unique optimal control 
for the problem C(., I, ax, + bx,). 
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THEOREM 2. The equation for the optimal control of C(*, I, x0) can be 
written in the form 
u,(t) = - U-lB”K,(t) x,(t, xg , t,), (14) 
where for each t E I, K,(t) is a symmetric linear mapping from Hl into itself 
which is defined by the equation 
K,(t)x = j:’ S*(s - t) Wx,(s, x, t) ds. (15) 
Here x,(., x, t) denotes the optimal trajectory over the interval It = [t, tJ 
for the problem C(*, It , x). For each t in I and x in Hl the equality 
K,(t)x * x = m(I, , x) (16) 
holds. 
Proof. If we make use of Remark 3, then Eqs. (14) and (15) are merely 
a rewritten form of Eq. (4). The linearity of K,(t) is a consequence of 
Corollary 3 and the form of Eq. (15). If it can be shown that K,(t) is sym- 
metric then it will of necessity be continuous since it is defined for all x 
in Hl (see, e.g., Ref. [9, p. 2961). We proceed to show this. 
Let x,, and x1 be in Hl . Let t E [to , tl) and let u, and v, be the respective 
optimal controls for the functionals C(*, It , x,,) and C(*, It , x1). Then by (15) 
I 
$1 
K,(t) x0 . xl = Wx,(s, t, x ) - S(s - t) xl ds 
t 
f 
$1 zzz wx,(s, t, xo) - x,&, txl) ds t 
- s I’ (wx,(s, t, x0) . j: S(s - T) Bvm(~) dT) ds
I 
h zx wxm(s, t, q,) - x,(s, t, 4ds 1 
t1 - s s ds ’ B*S*(S - T) Wx,(s, t, x0) - vm(~) dr. (17) t t 
We apply Fubini’s theorem to the double integral on the right side of (17), 
change the order of integration, and observe that by Eq. (4) 
t1 -u-lu(T) = I B*S*(s - r) Wx,(s, 2, x0) ds. r 
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Thus (17) can be written 
K,(t) x0 * Xl = s I’ [n%,(s, 4 x0) - x,( ,t, Xl) + wr&) * %(Sll A* w 
Equation (18) shows that K,(t) is symmetric and that it satisfies (16) for 
all x in H1 . This completes the proof of Theorem 2. 
2. PROPERTIES OF THE MAPPINGS K,(t) 
PROPERTY 1. Ks(.) is monotonically decreasing on each bounded interval 
I = [to , tJ (see, e.g., #7 in the preliminary notation and assumptions). 
Proof. Property 1 is a consequence of the fact that by Theorem 2, 
Kt(t)x * x = m(It , x), and by Remark 2, m(I, x) < m(i; x) if ICf: Thus if 
to < t < t < t, , then [t; tl) = I, CI, = [t, tl) and K,(t) - K,(t) > 0. 
PROPERTY 2. On each jkite interval I, 1 Ks(*)I is uniformly bounded. 
Proof. Let I = [to, tJ. Since K,(t) is symmetric and nonnegative for 
each t in I it follows that 1 K,(t)1 = sup~,~,~ K,(t)x * x (see, e.g., Ref. [lo, 
p. 3231). According to the estimate obtained in Remark 1 and (16) we have 
K,(t)x . x < 
M4M12(ezwt1 - ezwto) 1x I2 
2w 
This establishes the property. 
PROPERTY 3. If t E [to , tl) = I and we define If = [t, tl) for all t E I, 
then for x jxed in H1 the,function t -+ m(I, , x) is continuous on I. 
Proof. Let t be iixed and 
(i) Assume {rn} is a sequence in I which is monotonically decreasing to t. 
Let I, = [T R , tl). Then by Property 1 above m(I, , x) = Ks(7,Jx * x < 
Ks(t)x . x = rn(I$ , x). Then as in the proof of existence in Theorem 1 we 
can show that limn+m m(In , x) = m(It , x). 
(ii) Assume {TV} C I is monotonically increasing to t and let I, = [T% , tl). 
Then by Property 1 and Eq. (16) m(In , x) > m(x, It). We construct the 
intervals [t, tl + Tn - t) = I,,‘. Utilizing Remark 2 again we see that 
m(I, , x) = m(In’, x) for each n. Let ti denote the optimal control such that 
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C(u; It , x) = 44 , ) x and xp the corresponding optimal trajectory. By 
Remark 3, the following inequality holds for each n and u in L,(I): 
Using Eq. (3) in Remark 1, we can choose the last term on the right side of 
(19) to be less than or equal to M4M12/2w(e2Wn - e2”) 1 xe(tr , x, t)12. This 
shows that lim,%+, m(l, , x) = m(l, , x). Parts (i) and (ii) and the monotone 
property of ICI(.) established in Property 1 show that t --f ~$1, , x) is con- 
tinuous on I. 
THEOREM 3. If I = [to , tJ, then the family of endomorphisms K1(.) is 
strongly continuous on H1 . 
Proof. By Property 2 we know that 1 K,(t)1 < M5 , where M, is a constant 
which depends only on W, the length of I, and the semigroup S(t). Using 
the fact that by Property 1, ICI(.) is a monotonically decreasing family of 
symmetric endomorphisms defined on H1 and the generalized Schwarz 
inequality (see, e.g., Ref. [9, p. 2621) we have for each x in H1 and t and t, 
with t < t‘, the inequality 
I(W) - KIW I4 = 
= KW) - wwx - VW) - ~,0M2 
-G W,(t) - K,(Q)x *xlE(W) - WYx * WI(t) - WN~I 
= [m(h , 4 - m(&, ~llWG(t) - WN2~ * VW) - WNxl 
< [m(4 , x) - m(x, IdI 8Ks I x 12. (20) 
Since by Property 3, t ---f m(x, It) is continuous on I, it follows from (20) 
that K1(*) is strongly continuous on I. 
3. CoNmo~ 0N THE INFINITE INTERVAL 
HYPOTHESIS A. Let I, = [0, t,) be a monotonically increasing sequence 
of intervals such that t, -+ co as n --+ CO. Hypothesis A assumes that for 
each x in H1 limn+m K1%(0)x . x = limn+m m(I, , x) < + co. 
Under Hypothesis A we shall develop a treatment of the control problem 
described by Eqs. (1) and (2) for the case when the interval is the entire 
positive line [0, o10). Before we proceed some notational changes will be made. 
Notation. From here on K,“(t) will be denoted by KJt) and [0, 00) by R+. 
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LEMMA 1. For each t E Rf the sequence of openztors {K,(t)} conwerges 
strongly to a symmetric endomorphism K und I K,(t)1 < I K I for all n and ‘t. 
Proof. Let x and y be in Hr . Using the generalized Schwarz inequality 
we have (K,(t)x * y)” < (K,(t) x . x)(K,,(t) y . y). Thus because of Hypoth- 
esis A sup” 1 K,(t)x * y ; < + co for each x, y in HI and t fixed. By the 
uniform boundedness principle (see, e.g., Ref. [8, p. 661) this implies that 
supn I K,(t)] < + co for each t in R+. Since K,(t) - K,(t) > 0 if n > m 
we can apply the theorem on p. 263 of Ref. [9] to prove that there exists 
a symmetric endomorphism K(t) on HI such that {K,(t)} converges strongly 
to K(t) as n tends to infinity. However, because of Remark 2 and Theorem 2, 
Eq. (16) it is easy to show that 
K(t)x . x = ;+c K,(t)x . x 
= !i+i K,(i)x . x = K(i)x * x for all x in HI . 
Thus K(t) is independent of t. Since K - K,(t) > 0 for all n and t it follows 
that ! K,(t)1 < 1 K) f or all n and t. This completes the proof of the lemma. 
THJXOREM 4. Assume that Hypothesis A holds and let K be the symmetric 
endomorphism of HI whose existence was established by Lemma 1. Then 
(a) There exists a semigroup T(t) of strongly continuous operators of 
class C,, on HI which is representable in the form 
T(t) x0 = x(t, x0) = S(t) x0 - 
I 
t S(t - s) BU-‘B*Kx(s, x0) u!s 
0 
= S(t) x0 - 
I 
’ S(t - s) BU-‘B*K(T(s) x0) ds 
0 
and has injinitesmul generator A - BU-‘B*K. 
(b) If 
xn(t, x0) = S(t) x0 - I 
’ S(t - s) BU-‘B*K,,(s) x,(s, x0) ds 
0 
then lim,,,, xn(t, x0) = x(t, x0) for every t E R+. 
(c) For each x0 in HI 
ii m(I, , x0) = !,s K,(O) x0 . x0 = Kx, . x0 
= f& ,: ( W + BU-lB*K) x(s, x0) . x(s, x0) dF. 
(21) 
(22) 
(23) 
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(d) The control u(t) = - U-lB*Kx(t, x,,), where x(t, x0) is defined by (21), 
optimizes the functional C(., Rf, x0) defined by Eq. (1). 
Proof of (a). Since S(t) is of class CO and BU-lB*K is a bounded operator 
there exists a semigroup T(t) of class CO with infinitesmal generator 
A - BU-lB*K (see, e.g., Ref. [4, Chapter XIII]). This semigroup can be 
represented in the form 
(24) 
where 
So(t)x = S(t)x and &(t)x = -j-” S(t - s) BlFB*KS,-,(s)x ds. 
0 
(25) 
By simple substitution T(t)x as represented by Eqs. (24) and (25) can be 
shown to satisfy Eq. (21). This proves (a) since a semigroup of class Co 
is uniquely determined by its infinitesmal generator (see, e.g., Ref. [4]). 
Proof of (b). First observe that 1 S(t)1 < M,ewt and that there exists a 
constant M6 such that j BlFB* 1 < M, . Let x0 be fixed and let 
xn(t) = x,(t, x0) and x(t) = x(t, x0). Then using (21) and (22) we can write 
I x&> - x(t)1 < 11 Mlew(t-s)Mo I K&)l I x,(s) - x(s)1 ds 
+ 11 MleW(t-s)M6 /(K,(s) - K) x(s)/ ds. (26) 
By Lemma 1, K,(s) converges strongly to K for each s E R+ and 
1 K,(s)1 < 1 K I and, by (a) above, x(t) is continuous on R+. Hence if 
s 
t MleU(t-s)M6 /(K,(s) - K) x(s)/ ds = qn(t), 
0 
we can see, using the Lebesgue dominated convergence theorem, that 
qn(t) -+ 0 as n + co for each t in R +. Thus using a modified version of 
Gronwall’s inequality (see, e.g., Ref. [ll, p. 37, Problem 11) we can show 
that the inequality (26) implies 
1 xn(t) - x(t)\ < qn( t) + 1: qn(s) e(MXM6K+w)(t-S) ds, 
where we have replaced I K,(s)1 in (26) by 1 K I. Again using the dominated 
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convergence theorem and the fact that Q~(s) --, 0 as n+ CO for all s E [0, t] 
we see that limn+m 1 xn(t) - x(t)1 = 0, which establishes part (b). 
Proof of(c). Notice that the optimal control corresponding to a solution of 
the problem C(*, 1, , x,,) is, by Eq. (14), given by u,(t) = - U-lB*K,(t) x,(t). 
Hence we can write 
We now prove that 8&(t) x,(t) converges pointwise on R+ to G(t). We 
form the inequality 
Since ) Km(t)/ < / K I for all t and K,(t) converges strongly to K for t fixed 
the inequality (30) shows that &x,(t) converges to G(t) on Rf. Thus 
Wxn(t) . x,(t) + U-lB*K,(t) sn(t) * B*&(t) xn(t) converges pointwise to 
Wx(t) * x(t) + U-lB*Kx(t) . B*&(t) on R+. The Lebesgue dominated 
convergence theorem can then be used to show that 
Fi s 1 (W +K,(s) BU-lB*K,(s)) X%(S) - x,(s02 
(31) 
= 
I 
1 (W + IGXFB*K) x(s) * x(s) ds 
for each t E R+. Hence on the basis of (31), Lemma 1, and Theorem 2, 
we have 
Kxo * x0 = Fir K,(O) x0 * x0 = /i*% m(In , x0) 
> f;i~ 1; ( W + KBU-lB*K) x(s) . x(s) ds. 
(32) 
Suppose strict inequality holds in (32). This would imply that for some n 
m(I* ? x0) >s ‘, (W + KBWB*K) x(s) . x(s) ds. (33) 0 
If ii(t) = - 7FB*Kx(t), then by (21) 
x(t) = S(t) x0 + 1: S(t - s) &i(s) ds. 
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Hence C(U; I, , x,,) < m(l, , x,,) = minWGLa C(u, I, , xc,), which is impossible. 
Thus equality holds in (30) and proves (c). 
Proof of(d). The proof of (d) is a consequence of Eq. (23). For if there 
exists a f such that C(ti, R+, x,,) < Kx,, * x0 then for some n it must be true 
that 
C(& In , xo) G C@, R+, xo) < %,(0)x,, . x,, = $4 , x,,), 
which is impossible. This completes the proof of (d). 
The following result can be found in Ref. [ 121. 
LEMMA 2. A necessary and su.cient condition that a strongly continuous 
semigroup T(t) of class Co defined on a Hilbert space H be exponentiah’y stable 
(i.e., 1 T(t)/ < Me+, where M 2 1 and 01 > 0) is that for each x in H the 
integral G 1 T(t)x I2 dt be convergent. 
Making use of this lemma, we can prove the following corollary to 
Theorem 4. 
COROLLARY 1. If W > 0 is an isomorphism on HI and Hypothesis A holds, 
then the semigroup defined by Eq. (21) is exponentially stable. This means the 
closed operator A - BiFB*K generates an exponentially stable semigroup. 
Proof. Since W is an isomorphism on HI , there exist positive constants 
M, and M, such that for all x in HI 
M, 1 x j2 < (W + KBU-‘B*K)x . x < M, 1 x 12. 
Because of (23) and since x(t) = x(t, x0) = T(t)xo , we can infer that 
G I T(t)xo I2 dt < + CO for each x0 in HI and application of Lemma 2 
establishes the corollary. 
COROLLARY 2. Let W > 0 be an isomorphism on HI , Hypothesis A hold, 
and x0 be in the domain of A; then the optimal trajectory, x,(t, x0), for the 
functional C(*, R+, x0) is ds&%rentiable and sati@es the d#erential equation 
jim(t, x0) = (A - BU-lB*K) x,(t, x0). (34) 
Proof. Since BU-lB*K is bounded and S(t) is a semigroup of class Co it 
follows that x0 in the domain of A implies x0 in the domain of A - BU-lB*K. 
Thus, since x,(t, x0) = T(t)xo , the derivative of x,(t, x0) exists and satisfies 
Eq. (34). This proves Corollary 2. 
A LINEAR CONTROL PROBLEM 359 
Another way of phrasing Corollary 2 is to say that if x0 is in the domain of A, 
then the optimal solution of C(*, R+, x,,) is a “strict solution,” i.e., it satisfies 
the differential equation 2 = Ax + Bu, where u(t) = - U-lB*Kx(t, x0), 
in addition to the integral equation (2). 
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