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Abstract
The theory of quantum jump trajectories provides a new framework for
understanding dynamical phase transitions in open systems. A candidate
for such transitions is the atom maser, which for certain parameters exhib-
its strong intermittency in the atom detection counts, and has a bistable
stationary state. Although previous numerical results suggested that the
"free energy" may not be a smooth function, we show that the atom detec-
tion counts satisfy a large deviations principle, and thereforewe deal with a
phase cross-over rather than a genuine phase transition. We argue however
that the latter occurs in the limit of infinite pumping rate. As a corollary,
we obtain the Central Limit Theorem for the counting process.
The proof relies on the analysis of a certain deformed generator whose
spectral bound is the limiting cumulant generating function. The latter
is shown to be smooth, so that a large deviations principle holds by the
Gärtner-Ellis Theorem. One of the main ingredients is the Krein-Rutman
Theorem which extends the Perron-Frobenius theory to a general class of
positive compact semigroups.
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1 Introduction
The last couple of decades havewitnessed a revolution in the experimental real-
isation of quantum systems [1]. Ultracold atomic gases are created and used
for the study of complex many body phenomena such as quantum phase trans-
itions [2] shedding light on open problems in condensed-matter physics [3].
Real quantum systems are "open" in the sense that they interact with their
environment, which leads to an irreversible loss of coherence and to energy
dissipation. In many cases, the dynamics can be well described by the Markov
approximation in which the environment possesses no memory and interacts
weakly with the system. The joint unitary evolution of the system and environ-
ment can be described through the input-output formalism [4] using quantum
stochastic calculus [5]. In this framework, theMarkov semigroup can be seen as
the average of a stochastic quantum trajectories arising from continuous-time
measurements performed in the environment. Since in many experiments the
system is not directly accessible, its (conditional) evolution is inferred from the
detection trajectories via stochastic Schrödinger (or filtering) equations [6, 7].
In [8] a new perspective was put forward, which looks at quantum jumps
from the viewpoint of non-equilibrium statistical mechanics [9]. Detection tra-
jectories are seen as "configurations" of a stochastic system, and large deviations
theory [10,11] is employed to study the dynamical phase transitions arising in this
way. Consider for simplicity the case of a counting measurement, which is dir-
ectly relevant for the model considered in this paper. The interesting scenarios
are that of a phase cross-over in which the counting trajectories show intermit-
tency between long active periods (many counts) and passive ones (few counts),
and that of phase coexistence where the counting process exhibit a mixture of
infinitely long trajectories of either type. In the latter case, the asymptotic cu-
mulant generating function (or "free energy") of the total counts process Λt is
singular at the origin, and the total counts do not obey a large deviations prin-
ciple (LDP). In contrast, in a phase cross-over an LDPmay hold but numerically
and practically there would be a strong resemblance to an actual phase trans-
ition.
For finite dimensional systems the counting process Λt satisfies an LDP
when the Markov dynamics is mixing, i.e. irreducible and aperiodic [12]. The
proof uses the Gärtner-Ellis theorem according to which it suffices to prove
the convergence of the cumulant generating function to a smooth limit. By the
Markov property, the former can be expressed in terms of a certain "deformed
generator" Ls, and the existence of the limit
lim
t→∞ 1t logE(esΛt) = limt→∞
1
t
log Tr(ρinetLs(1)) = λ(s)
follows from the spectral gap property ofLs, with λ(s) being the spectral bound
of Ls.
In this paper we investigate the existence of dynamical phase transitions
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for the atom maser, a well known quantum open system exhibiting interesting
properties such as bistability and sub-Poissonian statistics [13–15]. The maser
consists of a beam of excited atoms passing through a cavity with which they
interact according to the Jaynes-Cummings model. After the interaction the
atoms are measured in the standard basis and the trajectory of measurement
outcomes is recorded. For certain values of the interaction strength, the station-
ary mean photon number changes abruptly (cf. Figure 1), and the distribution
is bistable, having a low and a high energy "phase". The measurement traject-
ories alternate between periods of low and high ground state atoms counts (cf.
Figure 4), and its limiting moment generating function exhibits characteristic
phase separation lines (cf. Figure 5).
Our main result (Theorem 2) is that the counts process satisfies an LDP, and
therefore the atom maser does not have the non-analytic properties character-
istic of phase transitions, although it exhibits clear phase cross-over(s) which
become sharper with increasing pumping rate. As a corollary, we obtain the
Central Limit Theorem for the counting process, using a result of [16]. The
proof follows the line of [12], but the novelty here is the treatment of an infinite
dimensional system in continuous time dynamics. We use an L2-representation
[17, 18] of the semigroup generated by Ls and show that the corresponding
semigroup is compact. We then use the Krein-Rutman Theorem [19, 20] to es-
tablish the uniqueness and strict positivity of the eigevector of λ(s), and hence
the existence of the spectral gap. Some steps of the proof rely on a special feature
of the maser dynamics which allows us to restrict the attention to the commut-
ative invariant algebra of diagonal operators. However the line of the proof is
applicable to general infinite dimensional quantum Markov dynamics.
For recent work on quantum dynamical phase transitions we refer to [8,21–
24]. In particular, our investigation was motivated by the numerical results of
[25] indicating a possible non-analytic behaviour of λ(s). In [12] (see also [26]) a
large deviation principle is shown to hold for correlated states on quantum spin
chains; large deviations for quantum Markov semigroups are studied in [27].
Metastable behaviour in a different atom maser has been investigated in [28].
More broadly, there is a large body of large deviationswork in quantum systems
[29–34].
In Section 2 we introduce the background of our problem: the atom maser
and itsMarkov semigroup, the counting processes associated to the jump terms
in the Lindblad generator, the static and dynamical phase transitions and the
interplay between them, and the general setup of large deviations theory. In
Section 3 we formulate the large deviations results and give a point by point
outline of the proof. The details of the proof found in Section 4. The results of
a detailed numerical analysis are presented in Section 5, where we argue that
"phase transitions" does occur in the limit of very large pumping rate, at α ≈ 1
(second order), at α ≈ 6.66 and further points (first order).
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2 Background
In this section we introduce the setup of the atom maser dynamics, investigate
the counting process associated to the measurement of outgoing atoms, and
describe the basic elements of large deviations theory used in the paper.
2.1 Atom maser
In the atom maser, two-level atoms pass successively through a cavity and in-
teract resonantly with the electromagnetic field inside the cavity. The two-
level atoms are identically and independently prepared in the excited state,
and for simplicity we assume that only a single atom passes through the cav-
ity at any time. In addition, the cavity is also coupled to a thermal bath which
represents the interaction between the (non-ideal) cavity and the environment.
The combined effects of the interactions with the atoms and the environment
changes the state of the cavity whose time evolution is described by a quantum
Markov semigroup, in a certain coarse grained approximation described below;
see Refs. [18] and [17] for a mathematical overview, and [35] for the physical
derivation of the master equation. In this section we give an intuitive descrip-
tion of the dynamics starting with a simplified discrete time model, with an
emphasis on the statistics of measurements performed on the atoms.
The cavity is described by a one mode continuous variable systemwith Hil-
bert space h = `2(N) whose canonical basis vectors (|en〉)n>0 represent pure
states of fixed number of photons. Therefore, if |ψ〉 ∈ h is a pure state, the
photon number distribution of the cavity is given by |〈en,ψ〉|2. Mixed states are
described by density operators, i.e. trace-class operators ρ ∈ L1(h) which are
positive and normalised to have unit trace, and the observables are represen-
ted by self-adjoint elements of the von Neumann algebra of bounded operat-
ors B(h) whose predual is L1(h). Recall that the annihilation operator a on h is
defined by
a|en〉 =
{√
n|en−1〉 if n > 0
0 if n = 0
;
its adjoint is the creation operator a∗, andN = a∗a is the photon number operator
such that N|en〉 = n|en〉. The atom is modelled by a two-dimensional Hilbert
space C2 with standard orthonormal basis {|0〉, |1〉} consisting of the "ground"
and "excited" states. We denote by σ∗ and σ the corresponding raising and
lowering operators (i.e. σ∗|0〉 = |1〉 etc.). The interaction between an atom and
the cavity is described by the Jaynes-Cummings hamiltonian on C2 ⊗ h
Hint = −g(σ⊗ a∗ + σ∗ ⊗ a),
where g is the coupling constant which, for simplicity, is considered to be con-
stant across the cavity. The free hamiltonian is
Hfree = ω1⊗ a∗a+ωσ∗σ⊗ 1,
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where ω is the frequency of the resonant mode; however by passing to the in-
teraction picture the effect of the free evolution can be ignored. Therefore if
the interaction lasts for a time t0, the joint evolution is described by the unitary
operator U := exp(it0Hint) whose action on a product initial state is
U : |k〉 ⊗ |1〉 7→ cos(φ√k+ 1)|k〉 ⊗ |1〉+ sin(φ√k+ 1)|k+ 1〉 ⊗ |0〉,
where φ := t0g is the accumulated Rabi angle. If a measurement is performed on
the outgoing atom in the standard basis, then the cavity remains in state |k〉with
probability cos2(φ
√
k+ 1) or gains an excitationwith probability sin2(φ
√
k+ 1).
If we average over the outcomes, we obtain the cavity transfer operator T∗ :
L1(h)→ L1(h)
T∗(ρ) = K1ρK∗1 + K2ρK
∗
2 = K1(ρ) +K2(ρ) (1)
where the Kraus operators Ki are given by
K1 = a
∗ sin(φ
√
aa∗)√
aa∗
, K2 = cos(φ
√
aa∗),
and Ki are the corresponding jump operators on the level of density matrices.
Since each atom interactswith the cavity only once, the state of the cavity aftern
such interactions is given by ρ(n) = Tn∗ (ρ), which can be interpreted as a discrete
time quantumMarkov dynamics. Let us imagine that after the interaction, each
atom is measured in the standard basis and found to be either in the excited or
the ground state. The master dynamics can be unravelled according to these
events as follows
Tn∗ (ρ) =
∑
i=(i1,...,in)
Kin . . .Ki1(ρ) (2)
where each term of the sum represents the (unnormalised) state of the cavity
after a certain sequence i = (i1, . . . , in) ∈ {e,g}n of measurement outcomes,
whose probability is
P(i1, . . . , in) = Tr(Kin . . .Ki1(ρ)).
If Λn(i) := #{j : ij = g} denotes the number of ground state atoms detected up
to time n, we can use the previous relation to compute its moment generating
function
E
(
esΛn
)
=
∑
k>0
P (Λn = k) esk =
∑
i
esΛn(i)Tr(Kin . . .Ki1(ρ)) = Tr(T
n
∗s(ρ))
(3)
where
T∗s(ρ) = esK1(ρ) +K2(ρ)
is a "deformed" transfer operator, i.e. a completely positive but not trace pre-
serving map on L1(h). The relation (3) and its continuous time analogue (12)
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will be the key to analysing the large deviations properties of the counting pro-
cess in terms of spectral properties of operators such as Ts and Ls below.
To make the model more realistic we will pass to a continuous time descrip-
tion in which the incoming atoms are Poisson distributed in time with intensity
Nex, and the cavity is in contact with a thermal bath. If one ignores the details
of short term cavity evolution, the discrete time dynamics can be replaced by
coarse grained continuous time Lindblad (master) equation [36]
d
dtρ(t) = L∗(ρ(t)),
L∗(ρ) =
4∑
i=1
(
LiρL
∗
i −
1
2
{L∗iLi, ρ}
)
=
4∑
i=1
LiρL
∗
i + L
(0)
∗ (ρ) =
4∑
i=1
Ji(ρ) + L
(0)
∗ (ρ) (4)
with jump operators Li defined by
L1 =
√
Nexa
∗ sin(φ
√
aa∗)√
aa∗
, (5)
L2 =
√
Nex cos(φ
√
aa∗), (6)
L3 =
√
ν+ 1a, (7)
L4 =
√
νa∗. (8)
As before, the operators L1 and L2 are associated to the detection of an atom
in the ground and excited state, respectively. The emission and absorption of
photons due to contact with the bath is represented by operators L3 and L4, re-
spectively. The Heisenberg picture Lindbladian L is the generator of a strongly
continuous semigroup on B(h) (cf. [37] for an introduction to the general the-
ory.) This means that there exists a family (T(t))t>0 of maps on B(h) which
satisfy the semigroup property
T(t)T(s) = T(t+ s) for all t, s > 0,
T(0) = I,
such that t 7→ T(t)(X) is norm continuous for all X ∈ B(h). Moreover, T(t) is
completely positive and unit preserving for all t > 0. The generator L can be
recovered by
L(X) = lim
h↓0
1
h
(T(h)(X) − X) ,
for all X in the domain of L. Although no simple expression exists for the op-
erators T(t) in terms of the generator L, it is helpful to think of T(t) as the ex-
ponential of the generator
T(t)(X) = etL(X), (9)
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Figure 1: Mean photon number (black line) and photon number distribution
(background) in the stationary state ρss as function of α =
√
Nexφ
especially from the point of view of relating spectral properties of L to those
of T(t), e.g. spectral mapping theorems. By definition, equation (9) does hold for
analytic vectors of L which form a core of its domain (for details, see proof of
Lemma 4).
TheMarkov semigroup (T(t))t>0 has a unique stationary state ρss which has
diagonal density matrix in the Fock (photon number) basis with entries
ρss(n) := ρss(0)
n∏
k=1
(
ν
ν+ 1
+
Nex
ν+ 1
sin2(φ
√
k)
k
)
(10)
equal to the probabilities of finding n photons in the cavity, with ρss(0) taken
such that Tr(ρss) = 1. Moreover, the Markov semigroup is ergodic, in the sense
that any initial states ρ converges to the stationary state [38]
lim
t→∞T∗(t)(ρ) = ρss.
The dependence of the stationarymean photon number and photon number
distribution on the "pumping parameter" α :=
√
Nexφ is shown in Fig. 1, for
ν = 0.15 and Nex = 150. We note two interesting features in this figure: first,
there is a sharp change in the mean photon number at α ≈ 1 followed by less
pronounced jumps near α = 6.66 and α = 12. The other, related, feature to note
is that the photon number distribution has a single peak for most values of α
except in certain regions such as around the critical point α ≈ 6.66, where the
stationary state has two local maxima. We will come back to these aspects in
the next section.
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2.2 The counting process
To better understand the behaviour of the stationary state illustrated in Figure
1, we unravel the Markov semigroup T∗(t) with respect to the four counting
processes associated to the jump terms (5 - 8), each of them corresponding to a
counting measurement of the quantum output process. If ρ is the initial state
of the cavity, then ρ(t) := T∗(t) is the evolved state at time t which (in analogy
to Eq.(2)) can be seen as an average over all possible counting events in the
environment
ρ(t) := T∗(t) =
∑
k>0
4∑
i1,...ik=1
∫
. . .
∫
06t16···6tk6t
ρ(t; t1, i1 . . . , tk, ik)dt1 . . .dtk (11)
where the integrand
ρ(t; t1, i1, . . . , tk, ik) := e(t−tk)L
(0)
∗ Jik . . . e
(t2−t1)L
(0)
∗ Ji1e
t1L
(0)
∗ (ρ),
is the unnormalised state of the cavity given that detections of type i1, . . . , ik ∈
{1, 2, 3, 4} have occurred at times 0 6 t1 6 · · · 6 tk 6 t, and no other counting
events happened in the meantime. From the four counting processes we focus
on the first one associatedwith the detection of an atom in the ground state and
simultaneous absorption of a photon by the cavity. We denote by Λt the total
number of such atoms detected up to time t. Similarly to the discrete case, by
using the above unravelling we can show that the moment generating function
of Λt is given by
E
(
esΛt
)
= Tr (T∗s(t)(ρ)) = Tr (ρTs(t)(1)) . (12)
where (T∗s(t))t>0 is the completely positive semigroup on L1(h)with generator
L∗s(ρ) = esJ1(ρ) +
4∑
i=2
Jj(ρ) + L
(0)
∗ (ρ) = (e
s − 1)J1(ρ) + L∗(ρ), (13)
and (Ts(t))t>0 is the dual semigroup on B(H). Equation (12) plays a central
role in this paper; we will use it to formulate a large deviations principle for
the counting process Λt, and in particular, to relate the moment generating
function of Λt to the spectral properties of Ls. Note that Ls differs from the
Lindblad generator by the factor es multiplying the jump term associated to
the detection of a ground state atom. It is still the generator of a completely
positive semigroup, but it is no longer identity preserving, and therefore does
not represent a physical evolution except for s = 0.
The unravelling (11) allows for a classical interpretation of the cavity dy-
namics. Indeed, the semigroup generated by L (and Ls) leaves invariant the
commutative subalgebra N ⊂ B(h) generated by the number operator N, and
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Figure 2: The birth (blue) and death rates as functions of ϑ for different values of
α. The intersection points correspond to minima and maxima of the stationary
distribution.
the restriction of (T(t))t>0 to the diagonal algebra is the dynamical semigroup
of a classical birth-death process on the state space {0, 1, 2, . . . }, with rates
λ2k := Nex sin(φ
√
k+ 1)2 + ν(k+ 1), k > 0
µ2k := (ν+ 1)k, k > 1 (14)
and stationary distribution piss(n) = ρss(n). Figure 2 shows the birth and death
rates (minus the common factorνk) as functions of the parameter ϑ :=
√
(k+ 1)/Nexα
in the limitNex →∞. The intersection points correspond to minima and max-
ima of the stationary distribution [36] as suggested by the following argument.
For α < 1 the death rate is always larger than the birth rate and the distribution
is maximum at the vacuum state. For 1 < α < 4.6 there is a single non-trivial
intersection point such that the birth rate is larger to its left and smaller to its
right, and therefore corresponds to themaximumof the stationary distribution.
Similarly, when 4.6 < α < 7.8 the rates intersect in three points, the first and
last are located at local maxima while the middle point is a local minimum, so
we deal with a bimodal distribution. However, while this analysis clarifies the
emergence of multimodal distributions, it does not explain the sudden jump of
the mean photon number at α ≈ 6.66.
This feature can be intuitively understood by appealing to the effective po-
tential model [1]. If we think of the photon number as a continuous variable
and introduce a fictitious potential U defined by
ρss(n) = ρss(0)e−U(n), (15)
then the photon number distribution appears as the thermal equilibrium dis-
tribution of a particle moving in the potential U (with kB · T = 1), see Figure 3.
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Figure 3: Rescaled potentials U(n)/Nex as function of n/Nex, for various finite
Nex converge to a limit potential for Nex → ∞. For α < 1 the potential is min-
imum at zero; for 1 < α < 4.6 it has a unique minimum away from n = 0; for
4.6 < α < 7.8 there are two local minima which become equal at α ≈ 6.66.
When the potential has a single local minimum (for 0 < α < 4.6), the stationary
distribution is unimodal and concentrates around this point. The cavity state
fluctuates around the mean, andΛt increases steadily with average rate. When
there are two (or more) local minima of different height, the higher minimum
corresponds to a metastable phase from which the system eventually escapes
due to thermal fluctuations. The rate of return to the metastable phase is typic-
allymuch lower due to the larger potential barrier that needs to be climbed. The
point α ≈ 6.66where the two local minima are equal plays the role of a "phase
transition", and corresponds roughly to the point where themean photon num-
ber changes abruptly. Here the cavity spends long periods of time around the
two local maxima with rare but quick transitions between them. The change
from the low energy to the high energy mode is accompanied by a clear change
in the slope of the counting process Λt
E(Λt)
t
= Nex
∑
n
ρss(n) sin2(φ
√
n+ 1) = Nex
(∑
n
nρss(n) − ν
)
.
Unlike the "first order transition occurring atα = 6.66, a "second order trans-
ition occurs at α ≈ 1. Here the first derivative of the mean photon number has
a jump in the limit of Nex → ∞. This and the scaling of the potential U with
Nex will be discussed in section 5.
The statistics of the trajectories are therefore closely related to the dynamics
of the cavity and consequently with its stationary state. The next step is to think
of the time trajectories as "configurations" of stochastic system draw from ideas
in non-equilibrium statistical mechanics and large deviations theory to study
their phases and phase transitions.
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Figure 4: Sample trajectories for cavity state (top) and output pathsΛt (bottom)
with Nex = 50, corresponding to stationary state distribution (center) showing
large variance at α ≈ 1 (red) and bistability at α ≈ 6.66 (green)
2.3 Large deviations
The main result of this paper is the existence of a large deviations principle for
the counting process Λt introduced above. Such results have already been ob-
tained in the context of discrete time quantum Markov chains with finite di-
mensional systems [12], but the novelty here is that we consider a continuous
time Markov process with an infinite-dimensional system. The physical motiv-
ation lies in the new approach to the study of phase transitions for open systems
developed in [8,25]. Here the idea is to identify dynamical phase transitions of the
open system, by analysing the statistics of jump trajectories in the long time (sta-
tionary) regime. The trajectories play an analogous role to the configurations
of a statistical mechanics model at equilibrium. In this analogy, the parameter
s of the moment generating function (12) can be seen as a "field" which biases
the distribution of trajectories in the direction of active or passive trajectories
by effectively changing the probability of a trajectoryω := (i1, t1, . . . , in, tn) by
a factor exp(sΛt(ω)). When α is such that the stationary distribution is unim-
odal, the trajectories’ distribution changes smoothly from passive ones for s < 0
to active ones for s > 0. However, near α ≈ 6.66 (corresponding to the jump in
the mean photon number) there is a steep change in the counting rates around
s = 0. The active trajectories are associated to periods when the cavity is in the
higher, excited phase while the passive trajectories are connected to the lower
phase. Since the cavity makes very rare transitions between the phases, any
trajectory – when followed for long but finite periods of time – falls typically
into one of the two distinct categories (see Figure 4). Our goal is to investigate
whether this distinction survives the infinite time limit, inwhich casewewould
deal with a dynamical phase transition characterised by the non-analyticity of
a certain large deviations rate function. We will show that this is not the case,
but rather we deal with a cross-over behaviour; that is, the count rate does not
jump but has a very steep change around s = 0, which appears to become a
jump in the limit of infinite pumping rate Nex →∞ (see Section 5).
We will now briefly review some basic notions of large deviations needed
in the paper. We refer the reader to [10] for a complete reference; see [11] for a
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comprehensive overview and [39] for an introduction to large deviations in the
context of statistical mechanics. Large deviations is a framework for studying
rare events, more precisely events whose probabilities decay exponentially for
a sequence of probability distributions. A key result is the Gärtner-Ellis theorem,
which relates the rate of the exponential decay to the limiting behaviour of the
moment generating functions associated to the random variables.
Informally, a sequence (µn)n∈N of probability distributions on a topological
space (X,B) satisfies a large deviation principle (LDP) if there exists a function
I : X→ [0,∞] such that
µn(dx) ≈ e−nI(x)dx.
More rigorously, the function I is called a rate function if it is lower semicontinu-
ous (that is, its level sets {x ∈ X : I(x) 6 α} are closed); if in addition its level sets
are compact, we call it a good rate function. The domain of I is the set of points in
X for which I is finite. The limiting behaviour of the probability measures {µn}
is characterised in terms of asymptotic upper and lower bounds on the values
that µn assigns tomeasurable subsets Γ ∈ B. The sequence of probabilitymeas-
ures {µn} satisfies a large deviation principle with a rate function I (or shortly,
satisfies an LDP) if for all Γ ∈ B,
− inf
x∈Γ0
I(x) 6 lim inf
n→∞ 1n logµn(Γ) 6 lim supn→∞ 1n logµn(Γ) 6 − infx∈Γ¯ I(x). (16)
Our goal is to prove an LDP for the counting process Λt of the atom maser;
we will do this not by showing that Λt satisfies the above definition directly,
but by applying the Gärtner-Ellis theorem, which gives sufficient conditions on
the sequence of probability measures in order to satisfy an LDP.
Theorem 1 (Gärtner-Ellis theorem [10], pp. 44-55). Let (Zn)n∈N be a sequence
of randomvariables inRdwith lawsµn. Suppose that the (limiting) logarithmic
moment generating function
λ(s) = lim
n→∞ 1n logE
[
e〈ns,Zn〉
]
, s ∈ Rd
exists as an extended real number and is finite in a neighbourhood of the origin,
and let Λ∗ denote the Fenchel-Legendre transform of Λ, given by
λ∗(x) = sup
λ∈Rd
{〈s, x〉− λ(s)} .
IfΛ is an essentially smooth, lower semicontinuous function (e.g. Λ is differen-
tiable on Rd) then (Zn)n∈N satisfies a LDP with good rate function Λ∗.
The discrete index in the Gärtner-Ellis Theorem can be replaced by a con-
tinuous one with the obvious modifications in (16). By the Gärtner-Ellis The-
orem, Λt satisfies an LDP if the following limit exists and is a differentiable
function,
λ(s) := lim
t→∞ 1t logE
(
esΛt
)
= lim
t→∞ 1t logTr (ρTs(t)(1)) . (17)
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We will show that this is indeed true and λ(s) is spectral bound (i.e. the eigen-
valuewith the largest real part) of a certain generator Lswhich is closely related
toLs. An essential ingredient is the Krein-Rutman theorem, a generalisation of
the Perron-Frobenius Theorem to compact positive semigroups which ensures
that λ(s) is real, and under additional conditions, non-degenerate. In particu-
lar our analysis shows that λ(s) is smooth and its derivatives at s = 0 are the
limiting cumulants of Λt
lim
t→∞ 1tCk(Λt) =
dkλ(s)
dsk
∣∣∣∣
s=0
, k > 1,
the first two being the mean and the variance. Moreover the generator Ls has
a non-zero spectral gap; this spectral analysis is illustrated in Figure 5.
3 The main results
Our main results are the following Large Deviations and Central Limit theor-
ems. For reader’s convenience we outline the key steps of the proofs below,
followed by more technical details in the next section.
Theorem 2. The limit λ(s) in (17) exists, and is a smooth function of s equal to
the spectral bound of a certain semigroup generator L(d)s defined below. There-
fore the counting process Λt satisfies the large deviations principle with rate
function equal to the Legendre transform of λ(s). In particular the atom maser
does not exhibit dynamical phase transitions, but rather cross-over transitions
which become sharper as Nex increases.
Corollary 3. The counting process Λt satisfies the Central Limit Theorem
1
t
(Λt − t ·m) D−→ N(0,V),
where D denotes convergence in distribution and m and V are the mean and
variance
m =
dλ(s)
ds
∣∣∣∣
s=0
, V =
d2λ(s)
ds2
∣∣∣∣
s=0
.
Proof.
1. The operator
Ls(X) = ∆s(X) + L(X) = (e
s − 1)L∗1XL1 +
4∑
i=1
(
L∗iXLi −
1
2
{L∗iLi,X}
)
.
is the generator of a strongly continuous semigroup (Ts(t))t>0 of ∗-weakly
continuous CP maps Ts(t) on B(h), and has the same domain D(L) as
13
L. For s = 0 the semigroup reduces to the "physical" (master) semig-
roup (T(t))t>0 with generator L. The moment generating function of Λt
is given by
E
(
esΛt
)
= Tr (ρinTs(t)(1)) .
where ρin is the initial state of the cavity.
2. Define the following "representation" of (T(t))t>0 on L2(h). Let i be the
symmetric embedding
i : B(h)→ L2(h)
X 7→ ρ1/4ss Xρ1/4ss .
Then ( [18], Thm. 2.3) there exists a unique strongly continuous contrac-
tion semigroup (T(t))t>0 on L2(h) such that
T(t)(i(X)) = i(T(t)(X)), X ∈ B(h).
For every X ∈ D(L) the Hilbert-Schmidt operator i(X) belongs to the do-
main of the generator L of (T(t))t>0 ( [18], Prop. 3.2) and
L(i(X)) = i(L(X)), X ∈ D(L).
Because we deal with a reversible quantum Markov process L is a self-
adjoint operator on the Hilbert space L2(h). Moreover the set M(h) of
finite rank operators given by finitematriceswith respect to the Fock basis
form a core ( [18], Thm. 3.3) for L.
3. Similarly, we define the embedded version (Ts(t))t>0 of the semigroup
(Ts(t))t>0. This is a semigroup with generator Ls = L + δs, with δs a
bounded perturbation. The domain of Ls coincides with that of L and
Ls(i(X)) = i(Ls(X)).
4. The moment generating function of Λt can be expressed in terms of the
embedded semigroup as (see Lemma 4)
E(esΛt) = Tr(ρinTs(t)(1)) = Tr(ρ˜inTs(t)(ρ1/2ss )) = 〈ρ˜in, Ts(t)(ρ1/2ss )〉HS,
where ρ˜in := ρ−1/4ss ρinρ−1/4ss is assumed to belong to L2(h). This holds for
instance if ρin has a finite number of photons.
5. The semigroup (Ts(t))t>0 leaves invariant the subspace L2d(h) ⊂ L2(h) of
Hilbert-Schmidt operators which are diagonal in the Fock basis, and we
denote its restriction to this subspace by
(
T
(d)
s (t)
)
t>0
, and similarly for
the generator. Since ρss ∈ L2d(h) the moment generating function can be
expresses as
E(esΛt) = 〈ρ˜(d)in , T (d)s (t)(ρ1/2ss )〉HS
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with ρ˜(d)in denoting the diagonal of ρ˜in. The analogous restriction of (T(t))t>0
to the diagonal sub-algebra of B(h) can be identified with the transition
semigroup of the birth-death process on Nwith rates (14).
6. The restricted generator L(d) has compact resolvent, and
(
T (d)(t)
)
t>0 is
immediately compact (i.e. T (d)(t) is compact for all t > 0). Moreover, the
semigroup
(
T
(d)
s (t)
)
t>0
is also immediately compact.
7. The semigroup (T (d)s (t))t>0 is strictly positive, that is T (d)s (t)(D) > 0 for
all operators D > 0 in L2d(h) and t > 0.
8. Since (Ts(t))t>0 is compact and strictly positive, the Krein-Rutman the-
orem implies that the spectral radius of Ts(t) is an eigenvalue with strictly
positive right and left eigenvectors r(s) and l(s) [19, 20]. The spectral ra-
dius is equal to etλ(s) where λ(s) is the spectral bound of Ls, i.e. the ei-
genvalue with the largest real part. Using point 4. this implies that
E(esΛt) = 〈ρ˜in, Ts(t)(ρ1/2ss )〉HS
= etλ(s)
(
〈ρ˜in, r(s)〉HS〈l(s), ρ1/2ss 〉HS + o(t)
)
. (18)
Since r(s), l(s) > 0 and ρ˜in, ρ1/2ss > 0 the inner products are non-zero and
we obtain the limiting cumulant generating function
lim
t→∞ 1t logE(esΛt) = λ(s).
9. Using analytic perturbation theory, the spectral bound λ(s) is shown to
be a smooth function of s.
10. Using points 8. and 9., we apply the Gärtner-Ellis theorem to conclude
thatΛt satisfies the LD principle with rate function equal to the Legendre
transform of λ(s). In particular, the limiting cumulants of Λt can be com-
puted as derivatives of λ(s) at s = 0,
lim
t→∞ 1tCk(Λt) =
dkλ(s)
dsk
∣∣∣∣
s=0
.
11 Again by analytic perturbation theory, the spectral bound is analytic in the
neighbourhood of the origin of the complex plane. By the result of [16],
it follows that Λt satisfies the Central Limit Theorem.
4 Details of proof
Here we give point by point details on the steps of the proof.
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1. The strongly continuous semigroup (T(t))t>0 ofw∗-continuous, identity pre-
serving CP maps on B(h) was analysed in [17]. Since ∆s is bounded, by the
bounded perturbation theorem (cf. [37], Theorem III 1.3) the operator
Ls(X) = ∆s(X) + L(X)
is the generator of a strongly continuous semigroup (Ts(t))t>0, and has the
same domain D(Ls) = D(L).
2. Denote Ei,j := |ei〉〈ej| and Ei := |ei〉〈ei| the rank one "matrix elements". For
any X =
∑
jk xj,kEj,k in the domain, the explicit action of generator is [18]
L(X) = −
1
2
∑
j,k>0
(
λ2j + λ
2
k + µ
2
j + µ
2
k
)
xj,kEj,k
+
∑
j,k>0
√
λjλkµj+1µk+1 (xj+1,k+1Ej,k + xj,kEj+1,k+1) .
where the coefficients λn,µn are the rates of the associated birth-and-death pro-
cess (14). It can be directly checked that L is symmetric operator but proving
its selfadjointness is non-trivial and holds only under certain assumption about
λn,µn [18].
Point 4. is proved in the following lemma.
Lemma 4. The moment generating function ofΛs can be expressed in terms of
the embedded semigroup (Ts(t))t>0 as follows
E(esΛt) = Tr(ρinTs(t)(1)) = Tr(ρ˜inetLs(ρ1/2ss )) = 〈ρ˜in, Ts(t)(ρ1/2ss )〉H-S,
where ρ˜in := ρ−1/4ss ρinρ−1/4ss ∈ L2(h).
Proof. We first note that the linear spanM of the matrix units Ej,k are analytic
vectors for Ls, i.e. there exists a time T > 0 such that for all 0 6 t < T , the series∑
k>0
tkLks (x)
k!
, x ∈M.
converges in norm in B(h) and the limit is Ts(t)(x). The proof is similar to that
of Lemma 5.4 in [40] to which we refer for details. A similar statement holds
for the generator Ls on L2(h).
We now define the truncation
Xn = PnXPn,
of an arbitrary operator X ∈ B(h) to the finite dimensional space spanned by
the first n Fock basis vectors, whose orthogonal projection is Pn. Recall that the
action of Ts(t) = etLs and its predual semigroup are related by
Tr(etLs∗(ρ)X) = Tr(ρetLs(X)), ρ ∈ L1(h),X ∈ B(h)
16
where Ls∗ is the generator of (Ts∗(t))t>0. We want to show that
Tr(ρinetLs(1)) = Tr(ρ˜inetLs(ρ1/2ss )) (19)
for all t > 0. Partition the time t by writing t = t1 + . . . + tl where ti < T .
The main idea behind showing the above equality is by applying sequentially
the analyticity of finite-rank operators and weak-∗ continuity to ‘move over’
each element of the semigroup etiL to the trace-class operators and then the
Hilbert-Schmidt operators, and repeat this until the entire semigroup lives on
the other side. Using the projections Pn introduced above, we find that byweak-
∗ continuity and the semigroup property we have
Tr
(
ρine
(t1+...+tl)Ls(1)
)
= lim
n→∞Tr
(
ρine
t1Ls
(
Pne
(t2+...+tl)Ls(1)Pn
))
.
LetA := e(t2+...+tl)Ls(1) ∈ B(h) and A˜ := ρ1/4ss Aρ1/4ss ∈ L2(h) and define the
finite-rank truncationsAn = PnAPn, and A˜n = PnA˜Pn. SinceAn is an analytic
vector for Ls, we may express the RHS as a power series and thus we obtain
lim
n→∞Tr
ρin∑
k>0
tk1L
k
s
k!
(An)
 = lim
n→∞Tr
ρ−1/4ss ρinρ−1/4ss ∑
k>0
tk1L
k
s
k!
(A˜n)

by definition of the embedded generator Ls. Now A˜n is analytic for Ls so the
inner sum is equal to et1Ls(A˜n) and the limit may be written as
lim
n→∞Tr
(
ρ˜ine
t1Ls
(
A˜n
))
= lim
n→∞〈ρ˜in, et1Ls(A˜n)〉HS
= lim
n→∞〈et1L∗s(ρ˜in), A˜n〉HS
= 〈et1L∗s(ρ˜in), A˜〉HS.
The last equality follows from the fact that A˜n converges weakly to A˜ in L2(h).
Indeed for any positive τ ∈ L2(h) we have
〈τ,Pnρ1/4ss Aρ1/4ss Pn〉HS = Tr
(
τPnρ
1/4
ss Aρ
1/4
ss Pn
)
= Tr
(
ρ1/4ss τρ
1/4
ss PnAPn
)
→ Tr
(
ρ1/4ss τρ
1/4
ss A
)
;
taking into account that ρ1/4ss τρ1/4ss ∈ L1(h) by
Tr
(
ρ1/4ss τρ
1/4
ss
)
= Tr
(
ρ1/2ss τ
)
= 〈ρ1/2ss , τ〉HS <∞.
We now repeat the same argument for the term et2Ls , by defining B =
e(t3+...+tl)Ls(1), and B˜,Bn, B˜n as before. Then
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Tr(ρinetLs(1)) = Tr
(
ρ˜ine
t1Ls
(
ρ1/4ss e
(t2+...+tl)Ls(1)ρ1/4ss
))
= lim
n→∞Tr
(
et1Ls∗(ρ˜in)ρ
1/4
ss e
t2Ls (PnBPn) ρ
1/4
ss
)
= 〈e(t1+t2)Ls∗(ρ˜in), B˜〉HS
and after a finite number of steps we arrive at (19). This shows that the semig-
roup Ls on the Hilbert-Schmidt space gives rise to the desired expectation val-
ues.
Point 5. follows immediately from the definition of the generator Ls.
Point 6. is shown in the following lemma.
Lemma 5. The restricted generatorL(d) has compact resolvent, and
(
T (d)(t)
)
t>0
is immediately compact, i.e. T (d)(t) is compact for all t > 0. Moreover, the
semigroup
(
T
(d)
s (t)
)
t>0
is also immediately compact.
Proof. Let L(d) be the restriction of L to the subspace L2d(h) of diagonal Hilbert-
Schmidt operators with respect to the Fock basis. Its concrete action on a diag-
onal operator D =
∑
j>0 djEj is
L(D) = −
∑
j>0
(
λ2j + µ
2
j
)
djEj +
∑
j>0
λjµj+1 (dj+1Ej + djEj+1)
:= A(D) + B(D).
In order to establish that L(d) has compact resolvent, we extend a similar
argument used in [41] to our setting. Note that A is a selfadjoint operator with
(point) spectrum
σp(A) = {aj := −(λ
2
j + µ
2
j ) : j ∈ N}.
The resolvent operator R(z,A) = (A − zId)−1 is well defined whenever z /∈
σp(A) and is given by
(A− zId)−1(X) =
∑
j>0
(aj − z)
−1xjEj
Since |aj| → ∞ when j → ∞, R(z,A)(X) may be approximated in the L2-norm
by its finite-rank truncations
R(z,A)(X) = lim
N→∞
N∑
j=0
(aj − z)
−1xjEj, X ∈ N
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and so A has compact resolvent.
To show that L(d) = A+B itself has compact resolvent it is enough to show
that B is a relatively bounded perturbation of A ( [42] Thm. 3.17, p. 214). This
means showing that there exists a b > 0 such that
Tr (B(X)∗B(X)) 6 bTr (A(X)∗A(X)) for all X ∈ L2d(h)
Using the Cauchy-Schwarz inequality in the Hilbert space L2(h) such a bound
is readily found, and we may conclude that L has compact resolvent.
We now show that T (d)(t) is immediately compact. Since L(d) is self-adjoint,
we find that its resolvent operator R(z,L) satisfies the bound ( [42] Thm. 3.16,
p. 271)
‖R(iz,L)‖ 6 |Im(z)|−1 for all Im(z) 6= 0.
Therefore ( [37] Thm. II 4.20 p. 115) the semigroup (T (d)(t))t>0 is immediately
norm continuous. An immediately norm continuous semigroup whose gener-
ator has compact resolvent is immediately compact ( [37] Thm. 4.29, p. 119),
therefore the semigroup (T (d)(t))t>0 is immediately compact.
Similarly, the restriction L(d)s is the perturbation of the generator L(d)
L(d)s (D) = L
(d)(D) + δs(D),
δs(D) = (e
s − 1)Nex
∑
j>0
sin2(φ
√
j+ 1)
µj+1
λj
dj+1Ej
Since δs is bounded, the semigroup
(
T
(d)
s (t)
)
t>0
is also immediately compact,
cf. [37] Thm. III.1.16.
Point 7. We show first that the unperturbed semigroup (T(t))t>0 on L2d(h) is
strictly positive. Since any positiveD ∈ L2d(h) is of the formD =
∑
k dkEk with
dk > 0, it is enough to show that T (d)(t)(Ei) > 0. This is equivalent to
〈Ej, T (d)(t)(Ei)〉HS > 0, i, j ∈ N.
By using the technique of Lemma 4 we find
〈Ej, T (d)(t)(Ei)〉HS = Tr(EjT(d)(t)(Ei)) = Tr(EiT(d)∗ (t)(Ej))
where the right side is the probability Pj,i(t) of going from state j to i in time t,
for the associated birth and death process. This probability can be unravelled
as
Pt(j, i) =
∑
k>0
4∑
i1,...ik=1
∫
. . .
∫
06t16···6tk6t
pj,i(t; t1, i1 . . . , tk, ik)dt1 . . .dtk
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where
pj,i(t; t1, i1, . . . , tk, ik) := Tr
(
Ej · e(t−tk)L0Jik . . . Ji1et1L0(Ei)
)
,
is the probability density for the trajectory consisting of jumps of type i1, . . . ik
occurring at times 0 6 t1 · · · 6 tk 6 t, respectively. To show strict positivity,
we can restrict our attention to trajectories which exhibit only jumps of type 3
and 4 and connect the states j and i. Since the jump rates are strictly positive,
the probability of such a trajectory is strictly positive and therefore T(d)(t) and
T (d)(t) are strictly positive. The same argument can be repeated for the semig-
roup
(
T
(d)
s (t)
)
t>0
whose unravelling is
〈Ej, T (d)s (t)(Ei)〉HS =
∑
k>0
4∑
i1,...ik=1
∫
. . .
∫
06t···6tk6t
p
(s)
j,i (t; t1, i1 . . . , tk, ik)dt1 . . .dtk
where
p
(s)
j,i (t; t1, i1 . . . , tk, ik) = e
sn(1)pj,i(t; t1, i1, . . . , tk, ik),
with n(1) equal to the number of jumps of type 1.
Point 8. Recall that to establish the LDP for the counting processΛt it is enough
to show that the limit
lim
t→∞ 1t logE
(
esΛt
)
= lim
t→∞ 1t logTr(ρ˜inetLs(ρ1/2ss ))
exists and is a smooth function of s.
Since (T (d)s (t)) is an immediately compact semigroup, we have ( [37], Col.
IV.3.12) a spectral mapping theorem of the form
etσ(L
(d)
s ) = σ(T (d)s (t)) \ {0} , t > 0;
in particular, the spectral radius of T (d)s (t) is given by
rs(t) := r(T
(d)
s (t)) = e
tλ(s).
where λ(s) is the spectral bound of L(d)s ,i.e. the real part of the eigenvalue with
the largest real part. Since T (d)s (t) is compact and strictly positive, the Krein-
Rutman Theorem implies that λ(s) is a real eigenvalue with unique strictly pos-
itive right and left eigenvectors r(s) and l(s) such that 〈l(s)|r(s)〉 = 1 . In par-
ticular Ls has a spectral gap g(s) = λ(s) − Reλ1(s) and
T (d)s (t)(D) = e
tλ(s)|r(s)〉〈l(s)|+ R(t)
where the reminder term satisfies ‖R(t)‖ 6 Cet(λ(s)−g+) for some constant C
and  < g. Therefore (18) holds.
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(a) λ ′(s) (b) g(s)
Figure 5: λ ′(s) and the spectral gap g(s) of Ls as functions of s and α = φ/
√
Nex
(after Fig. 3 in [25]).
Point 9. To complete the proof we need to show that λ(s) is a differentiable func-
tion of s. This follows from analytic perturbation theory for the generator L(d)s ,
cf. [43] (Prop. 3.25, p. 141); any isolated eigenvalue (of finite multiplicity) and
its associated eigenprojection are analytic functions of s in some disc around
s = 0. Applied to the family of perturbations
L(d)s = L
(d) + δs,
we find that the spectral bound of λ(s) is an analytic function of s, and remains
isolated as a function of s.
5 Numerical analysis
The existence of a "phase transition" in the atom maser has been discussed in
several theoretical physics papers [13,25,36,44,45]. There is a general agreement
that if Nex is sufficiently large (for instance Nex ≈ 150 ), then "for all practical
purposes" we can consider that the mean photon number of the stationary state
has a jump at α ≈ 6.66 (see Figure 1) which matches up with a jump between
the left and right derivatives of λ(s) at s = 0, in the dynamical scenario (see Fig-
ure 5). However, the questionwhether we are dealingwith a "true" (dynamical)
phase transition or rather a steep but smooth cross-over was left open, and mo-
tivated this investigation. Having proved that the latter is the case, we would
like to briefly put the result in the context of a numerical analysis.
As the proof shows, dynamical phase transitions are intimately connected
with the closing of the spectral gap of the semigroup generator. Figure 5 shows
the close match between the behaviour of the first derivative of λ(s) and the
spectral gap g(s) := λ(s) − Reλ1(s). In particular, at first sight it would appear
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Figure 6: Phase boundaries at the s = 0,α ≈ 6.66 crossover with Nex = 75, 100
and 125.
that for α > 4.6 (the point where the stationary state becomes bistable), the
entire s = 0 line is a phase separation line. However, by zooming in a vertical
strip of size 10−7 in this region (see Figure 6), we find that the line separating the
phases is not perfectly vertical but crosses s = 0 at α ≈ 6.6 which corresponds
roughly to the transition point for the stationary state. Moreover, on this scale
it is clear that we deal with a steep but smooth transition between phases.
Figure 6 shows that the phase separation lines become sharper with larger
Nex, and a "true" phase transition emerges in infinite pumping rate limit. A sim-
ilar conclusion can be drawn by plotting the rescaled stationarymean 〈N〉/Nex,
cf. Figure 7. This can be intuitively understood by appealing to the effective
potential (15). As Nex increases the potential barrier becomes larger and two
stable phases emerge at the point where the local minima are equal. Indeed,
Figure 3 shows the plot of the rescaled potential U/Nex as a function of the
rescaled variable x = n/Nex, which approaches the (Nex independent) limit
v(x) = −
∫x
0
log[(ν+ sin2(α
√
y))/(ν+ 1)]dy
as it can be deduced from the formulas (10) and (15). Therefore, in the limit
of large pumping rate we deal with a particle in a fixed potential v(x) at in-
verse temperature 1/kT = Nex. At α ≈ 1 the dependence of the mean on
Nex switches from constant to linear behaviour as the minimum of the poten-
tial v(x)moves away from zero. When the two minima are at different heights,
the lower one becomes the stable and other one is metastable. Communication
between the phases becomes increasingly unlikely, with probability decreasing
exponentially with Nex. When the two minima are equal, we have two stable
states, and the corresponding value of α is the phase transition point for the
mean photon number.
More information about the dynamical phase transitions may be obtained
from the rest of the spectrumof the semigroup generator, shown in Figure 8. We
note several points of interest: firstly, at all "transition points" the spectral gap
closes; but at the second order transition pointα ≈ 1 the gap closes considerably
more slowly than at the other transition points α ≈ 6.66, . . .. Secondly, at α ≈
1 the spectrum becomes increasingly dense, in the sense that a fixed interval
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Figure 7: Rescaled stationary statemean photon numbers, 〈ρss〉/Nex for increas-
ing Nex, showing phase transition becomes sharp as Nex →∞.
contains an increasing number of eigenvalues as Nex increases.
Although the mean of the counting process Λt coincides with the mean of
the stationary state photon number distribution, as we show in Figure 9, this is
not the case with the respective variances. The critical point α ≈ 1, associated
with an increasing density of the spectrum of the generator and closing of the
spectral gap, also exhibits a change in the scaling of the cumulants with Nex
(for a more in-depth treatment of these numerical aspects, we refer the reader
to [46]).
6 Conclusions and outlook
Wehave studied the counting process associated to themeasurement of the out-
going atoms in the atom maser, and shown that this process satisfies the large
deviations principle. In particular, this means that the cross-over behaviour
observed in numerical simulations is not associated with the non-analyticity of
the limiting log-moment generating function, as one would expect for a genu-
ine phase transition. The rescaled counting process Λt/Nex does exhibit such
a transition in the limit of infinite rate Nex, as argued in the previous section
using the potential model, and illustrated in Figures 3, 6, and 7. In particular,
the transitions occurring at α ≈ 1 and α ≈ 6.66 are of different types, as seen
in the scaling of the moments as well as the behaviour of the spectrum at these
points.
As a corollary, we have showed that the counting process satisfies the central
limit theorem, which can be used to develop the statistical estimation theory of
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Figure 8: Spectrum of semigroup generator for Nex = 150, and behaviour of
‘spectral density’ (blue) and spectral gap (red) at the critical points α = 1 (top)
and α = 6.66 (bottom) as Nex increases.
Figure 9: Variance of stationary state (left) and variance of counting process
(right), rescaled by factors of N−1ex and N−1.6ex , respectively
local asymptotic normality [47].
The model we have investigated has the property that the stationary state is
diagonal in the Fock basis and all the jump operators leave the set of diagonal
states invariant. The large deviations problem could then be considered in the
framework of "classical" probability, as a property of the birth-death process
process associated to the cavity dynamics. Indeed, at one point our proof relies
on the restriction to the diagonal algebra for proving the strict positivity of the
dynamical semigroup. However, the steps of the proof are formulated in the
language of non-commutative probability theory and offer a general recipe for
other settings where no classical reduction is possible. An example would be
the atom maser where the outgoing atoms are measured in a different basis
than the standard one, thus breaking the invariance of the diagonal algebra.
In this case, using analytic perturbation theory one can show that the limiting
log-moment generating function λ(s) is smooth in a neighbourhood of s = 0
but we were not able to extend this to all s.
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The compactness of the Markov semigroup makes our model tractable as it
becomes essentialy finite dimensional, as the bath decay dominates the absorp-
tion due to the atom interaction. An interesting problem would be to explore
more general classes of infinite dimensional systems (e.g. continuous variables
or infinite spin chains) where a similar phenomenon holds. Another issue is
the general relation between the "static" transitions which refer to non-analytic
properties of the stationary state, and dynamic transitions which characterise
properties of the measurement process. As shown in [48] one can construct ex-
amples where the stationary state does not change while the system undergoes
a dynamical phase transition.
Finally, amore general large deviations setup can be consideredwhich takes
into account the correlations between the detection events rather than the total
number of counts [49].
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