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Machine learning methods are being explored in many areas of science, with the aim of finding
solution to problems that evade traditional scientific approaches due to their complexity. In general,
an order parameter capable of identifying two different phases of matter separated by a correspond-
ing phase transition is constructed based on symmetry arguments. This parameter measures the
degree of order as the phase transition proceeds. However, when the two distinct phases are highly
disordered it is not trivial to identify broken symmetries with which to find an order parameter.
This poses an excellent problem to be addressed using machine learning procedures. Room tem-
perature liquid water is hypothesized to be a supercritical liquid, with fluctuations of two different
molecular orders associated to two parent liquid phases, one with high density and another one
with low density. The validity of this hypothesis is linked to the existence of an order parameter
capable of identifying the two distinct liquid phases and their fluctuations. In this work we show
how two different machine learning procedures are capable of recognizing local order in liquid water.
We argue that when in order to learn relevant features from this complexity, an initial, physically
motivated preparation of the available data is as important as the quality of the data set, and that
machine learning can become a successful analysis tool only when coupled to high level physical
information.
I. INTRODUCTION
Perhaps the most important open debate about the
physics of water is the existence of a liquid-liquid phase
transition, hypothesized 25 years ago [1]. The existence
of this phase transition with a critical point at super-
cooled temperatures and high pressures provides a mech-
anism to explain some of the anomalous macroscopic
properties of water, such as the decrease of the heat ca-
pacity and the isothermal compressibility of water at am-
bient conditions upon heating [2] or the anomalous be-
havior of the density with temperature, reaching a max-
imum at 4◦C and showing a negative coefficient of ther-
mal expansion below this temperature into the super-
cooled regime [3]. In this picture, water molecules above
the critical temperature fluctuate between a low density,
enthalpy-favored environment with a highly tetrahedral
coordination and a high density, entropy-favored environ-
ment with highly distorted structures (we adopt the stan-
dard nomenclature low density/high density (LD/HD)
for the former/latter respectively). The ratio of the HD
to LD populations increases with temperature, yielding
a normal liquid behavior at high temperatures but an
anomalous behavior from the vicinity of ambient condi-
tions down in temperature into the supercooled region
[4], where the populations of the two types of molecules
becomes comparable.
Since it was proposed, this hypothesis has motivated
intensive experimental and computational investigations
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on the existence of a dual microscopic nature of wa-
ter. X-ray spectroscopy experiments have shown that
pre- and post-edge peaks, which characterize distorted
H-bonds and strong H-bonds respectively, have a distri-
bution whose temperature dependence agrees with the
above hypothesis [5]. Recently, novel X-ray experiments
observed a continuous transition between HD liquid and
LD liquid at ambient pressure and temperatures between
110 K and 130 K, agreeing with the hypothesis of a first
order liquid-liquid phase transition at elevated pressures
[6]. Molecular dynamics (MD) simulation studies of liq-
uid water also suggest this trend [7–9]. Furthermore,
recent studies [10, 11] show that the inherent structures
(IS) of MD trajectories of water, which are obtained by
relaxing the finite temperature structures to their cor-
responding potential energy minima, display a bimodal
distribution of the Local Structure Index (LSI) [12]. The
sizes of the modes of the distribution vary with temper-
ature and pressure of the finite temperature (unrelaxed)
simulation, supporting the hypothesis of the existence of
two molecular environments even at temperatures well
above the predicted critical temperature.
This prevaling view, however, has been heavily con-
tested. A lack of evidence of heterogeneity in simulations
[13–17] and experiments [14, 18] has been pointed out, at-
tributing the seemingly biphasic character to noncritical
thermal fluctuations. Over the past couple of decades
the community has been putting great effort into devel-
oping local order parameters for water. These capture
different properties such as packing, tetrahedral arrange-
ment and angular distribution of the first few neighboring
molecules [12, 19–21]. While the LSI is bimodal at the
IS, none of them has successfully shown the expected bi-
modality when evaluated at the finite temperature struc-
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2tures near ambient conditions.
Therefore the extraction of local order parameters in
liquid water presents an ideal problem to treat with ma-
chine learning due to its capability of unveiling infor-
mation from complex data. Recent studies have suc-
cessfully utilized machine learning in condensed mat-
ter physics to study structure and order: in Ref. [22]
a convolutional neural network was trained to success-
fully classify Monte Carlo-drawn configurations of two-
dimensional Ising models above and below the critical
point, and in Ref. [23] unsupervised learning was used
to construct an agnostic, data-driven definition of a hy-
drogen bond in ice, water and ammonia based only on
structural information. These developments prove that
machine learning can be used for phase identification as
well as for finding subtleties in the geometrical structure
of complex three-dimensional systems.
Inspired by these studies, in this paper we propose a
method for finding local order parameters with machine
learning which, if successful, will provide a more flexible
means to classify local structures of complex materials in
bulk but also in more challenging scenarios such as near
interfaces or at extreme thermodynamic conditions. We
then turn our attention to liquid water, where we employ
this machine learning methodology to study whether the
IS are truly revealing two types of molecular arrange-
ments based on local geometrical information. Finally
we discuss the effects of statistical fluctuations.
II. METHODS
A. Formalism
Let ~rt = (~r1,t, ~r2,t, · · · , ~rn,t) be the molecular (or
atomic) coordinates at simulation at step t [24]. In the
following, we drop the step index t and write it explicitly
when necessary. Let us define a feature vector ~xi = ~xi (~r)
of dimension D whose components contain information
about the geometry of molecule i and its environment.
In addition, a target value that characterizes the distinct
molecular environments needs to be provided in order to
perform supervised machine learning. Both the feature
vector and the target should be specified from educated
physical intuition. These two elements can then be com-
bined to train a machine learning algorithm and machine
learn a local order parameter O. A schematic represen-
tation of this procedure is shown in Fig. 1.
Let us now focus now on the procedure that will be
employed in the rest of this work to obtain the target
values. Assume that we know a local order parameter,
O˜i (~r), function of the molecular coordinates only, whose
probability distribution P (O˜(~r)) is bimodal, thereby al-
lowing to interpret each of the modes of the distribution
as a distinct class of local order. Based on this, one
could attempt to machine learn a function O(~xi) that
approximates the order parameter O˜i (~r). Notice that O
is an explicit function of the local features ~x only and
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FIG. 1. Machine learning local order parameter workflow.
Feature vectors describing the molecular environment and tar-
get values describing distinct molecular classes need to be
provided by physical intuition. The machine learning algo-
rithm learns from these data, allowing to characterize a new
molecular environment.
implicitly of the atomic coordinates ~r [25]. Alternatively,
instead of a continuous order parameter one could learn a
binary output function, with one output value for each of
the two peaks of the probability distribution P (O). With
an appropriate feature vector ~x, a machine learning algo-
rithm can find the desired approximate order parameter
O provided that the local features contain the necessary
information.
In order to bring this formalism to practice the follow-
ing aspects need to be properly regarded: (i) appropriate
sampling of the thermodynamic ensemble, (ii) feature set
choice that contains enough information to describe the
binary character of the molecular environment, and (iii) a
suitable machine learning model, training scheme and hy-
perparameter optimization. In the following we describe
how we approach each of those items.
B. Ensemble sampling with molecular dynamics
We performed a series of classical MD simulations in
the canonical (NVT) ensemble at ambient density (1.0
kg/l) and at seven different temperatures. We employed
the TTM3-F force field [26], which is a flexible and po-
larizable water model fitted to MP2/aug-cc-pVDZ cal-
culations of water clusters, yielding very good agree-
ment with experiment in the structure and the vibra-
tional spectra of liquid water at T = 298 K. Our simula-
tions were performed using a cubic periodic cell of length
L = 15.64 Ang containing 128 molecules. This cell al-
lows us to study correlations of up to ∼ 7.8 Ang, suffi-
cient for our study of local order in the . 6.0 Ang range.
We control the temperature by means of a Nose´-Hoover
thermostat [27, 28].
All of our MD productive runs are 50 ps long with a
Verlet integration step of 0.5 fs following 50 ps of equili-
bration. The simulations were performed with our own
MD code [29].
From each of those simulations 2000 snapshots were
relaxed using the conjugate gradient method [30], con-
verging the maximum atomic force below 5 meV/Ang.
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FIG. 1: Normalized histograms of the LSI evaluated at
finite temperature (solid lines) and at the inherent
structure (dashed lines). The simulation temperatures
range from 240 K (blue) to 370 K (red). A threshold
value of I0 = 0.13 Ang
2 separating the HD from the LD
target values is shown with a vertical dashed line.
LSI values for distorted coordination shells and high LSI
values for very regular coordination shells.
We calculate the inherent LSI, the LSI on the relaxed
atomic coordinates, at several di↵erent simulation tem-
peratures. The inherent LSI distribution in Fig. 1 shows
a bimodal character. As it can be seen in Fig. ?? this is
not the case for other suggested order parameters. The
inherent LSI distribution shows a decreasing LD popula-
tion with increasing temperature, and it has been argued
that each mode characterizes a distinct class of molec-
ular environment suggesting that the LSI at the IS is a
useful local order parameter[4, 9, 10]. Following these
studies we propose to use inherent structures of water to
characterize their corresponding finite temperature struc-
tures. Since the location of the maximum separating the
two peaks of P (I) does not change substantially with the
simulation temperature, we can apply a unique thresh-
old value I0 to separate the two modes, each represent-
ing their HD or LD character respectively (dashed lines
in Fig. 1). This provides a way to assign binary target
values of  1 or +1 to each data point enabling us to per-
form supervised machine learning. In this work we choose
the threshold value to be at the minimum between the
two modes of the distribution, I0 = 0.13 Ang
2, in agree-
ment with similar studies with TIP4P/Ice force field and
slightly below values I0 = 0.14 0.16 Ang2 obtained from
AIMD [10].
D. Molecular features and target values
From the atomic coordinates of the MD trajectories we
compute the local features of all the molecules in our
sample and aggregate them into feature vectors ~xi. In
this work we construct our feature vectors with the fol-
A B C D E
I y y y n n
II y y y n n
III y/n y/n y/n n n
IV y n n 6 n.n. y
V & VI y n n n y
VII y n y n n
TABLE I: Description of di↵erent local feature choices,
A-E. The entries with value “y/n” signify that that
feature was used for finite temperature structure
classification but not used for classification of inherent
structures. Entries with a numeric value followed by
“n.n.” up to how many nearest neighbors are included.
If “y” is specified, all of the features in that category
(see IID) are included.
lowing local geometrical quantities: (I) inverse volume
⇢, asphericity ⌘, number of sides s, edges e and ver-
tices v of the Voronoi cell of each molecule, determined
by the position of its O atom [31] (II) orientational and
translational tetrahedral order parameters q and Sk [18]
(III) local structure index I [11] (IV) 17 intermolecular
O-O distances (V) 5 O-O-O angles (VI) 6 O-H–O an-
gles (VII) Number of donated and accepted hydrogen
bonds (VIII) Number of hydrogen bond loops of lengths
3-12 that the i participates in [19] In order to evaluate
VII and VIII we are required to choose a H-bond defini-
tion. Here considered a standard geometrical definition
in which two molecules are hydrogen bonded if rOO < 3.5
Ang and \OaOdHd < 30  [32, 33], where the first condi-
tion ensures that the two molecules are within the first
coordination shell of the pair distribution function and
the second that the molecules are properly aligned to
form an H-bond.
In Table I are listed the feature selections we have uti-
lized in this study. They correspond order parameters
only, atomic coordinates only and a combination of both
types of features. We select di↵erent combinations of
these in order to assess which features are most relevant
to a successful description of the molecular environment.
E. Supervised machine learning order functions
Once the feature vectors ~xi and their corresponding
target values ⌧i are generated, we machine learn a lo-
cal order parameter ⌦˜ (~x). We use two di↵erent machine
learning algorithms for this task: a support vector ma-
chine (SVM) and a deep neural network (DNN). SVMs
[34] are a popular class of classification methods that op-
erate by finding an optimal hypersurface in the space of
features ~x that acts as boundary between two classes of
data points (see Fig. 3). The data points that define
the decision boundary are called support vectors and the
number of them is determined by the data and the al-
gorithm. In the case of perfectly linear separation two
FIG. 2. Normalized histograms of the LSI evaluated at fi-
nite temperature (solid lines) and at the inherent structure
(dashed lines). The simulation temperatures range from 240
K (blue) to 370 K (red). A threshold value of I0 = 0.13 Ang
2
separating the HD from the LD target values is shown with
a vertical dashed line.
C. Learning order from i herent structur s
The partition function of a classical liquid can be writ-
ten (up to a constant kinetic prefactor) as [31]
ZN ∼
∑
α
1
σα
e−βVα
∫
Rα
d3N~r e−β∆Vα(~r), (1)
where the sum runs over all the local minima of the po-
tential energy surface, α. Vα is the potential energy at
minimum α, and ∆αV (~r) = V (~r)−Vα is the energy dif-
ference above the l cal minimum α to which the system
configuration with coordinates ~r would relax. Each in-
tegral is performed over the coordinate space subvolume
Rα which is the coordinate relaxation basin of attrac-
tion of t e points ~rα. β = 1/kBT is the usual inverse
temperature and σα is a translational symmetry number
(in our case, since we have periodic boundary conditions,∑
α σσ = Nparticles). The coordinates at the local min-
ima of the potential energy are the IS a d they lay a
crucial role in our analysis as we shall see shortly.
The LSI is defined as
I =
1
Ns
Ns∑
j=i
(δj+1,j − 〈δ〉)2 (2)
where the sum is carried out over the Ns pairs of
molecules within a cutoff shell of radius rc = 3.7 Ang.
δj+1,j = rj+1−rj is the difference in radii of the shells oc-
cupied by molecules j and j+1, and 〈δ〉 = 1Ns
∑Ns
j=i δj+1,j
is the average radii difference. This quantity is designed
to easure the degree to which first and second H-bond
coordination sh lls in water are w ll-d fined, with low
LSI values for distorted coordination shells and high LSI
values for very regular coordination shells.
We calculate the inherent LSI, the LSI on the relaxed
atomic coordinates, at several different simulation tem-
peratures. While the finite temperature (FT) LSI dis-
tribution is unimodal, the inherent LSI distribution in
Fig. 2 shows a bimodal character. As it can be seen
in Fig. 3 this is not the case for other suggested order
parameters. The inherent LSI distribution shows a de-
creasing LD population with increasing temperature, and
it has been argued that each mode characterizes a dis-
tinct class of molecular environment suggesting that the
inherent LSI is a useful local order parameter[4, 10, 11].
Following these studies we propose to use inherent struc-
tures of water to characterize their corresponding finite
temperature structur s. Since the location of the maxi-
mum separating the two peaks of P (I) does not change
substantially with the simulation temperature, we can
apply a unique threshold value I0 to separate the two
modes, each representing heir HD or LD character re-
spectively (dashed lines in Fig. 2). This provides a way
to assign binary target values of −1 (HD) or +1 (LD)
to each data point, enabling us to perform supervised
machine learning. In this work we choose the threshol
value to be at the minimum between the two modes of
the distribution, I0 = 0.13 Ang
2, in agreement with sim-
ilar studies with TIP4P/Ice force field and slightly below
values I0 = 0.14− 0.16 Ang2 obtained from AIMD [11].
D. Molecular features and t rget values
From the atomic coordinates of the MD trajectories we
compute the local features of all the molecules in our
sample and aggregate them into feature vectors ~xi. In
this work we construct our feature vectors with the fol-
lowing local geometrical quantities: (I) invers volume
ρ, asphericity η, number of sides s, edges e and vertices
v of the Voronoi cell of each molecule, determined by
the position of its O atom [32], (II) orientational and
translational tetrahedral or r parameters q and Sk [19],
(III) local structure index I [12], (IV) 17 intermolecu-
lar O-O distances, (V) 5 O-O-O angles, (VI) 6 O-H–O
angles, (VII) number of donated and accepted H-bonds
and (VIII) number of H-bond loops of lengths 3-12 that
the i participates in [20]. In order to evaluate VII and
VIII we choose a standard geometrical definition of the
H-bond in which two molecules are hydrogen bonded if
rOO < 3.5 A g and ̂OaOdHd < 30◦ [33, 34]. The first
condition ensures that the two molecules are within the
first coordination shell of the pair distribution function
and the second that the molecules are properly aligned
to form an H-bond.
In order to identify which of these features are most
relevant to a successful description of the molecular en-
vironment, we select different combinations of them, iso-
lating local order parameters and Voronoi cell quantities
from the local H-bond network topology and from inter-
molecular distances and angles. The feature set choices
utilized in this study are listed in Table I.
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FIG. 3. From left to right: normalized histograms of Voronoi cell inverse volume, ρ, Voronoi cell asphericity, η, orientational
tetrahedral order parameter, q, and translational tetrahedral order parameter, Sk, evaluated at finite temperature (solid lines)
and at the inherent structure (dashed lines). The simulation temperatures range from 240 K (blue) to 370 K (red). No evident
bimodality is observed in these quantities at the IS or at finite temperature.
A B C D E
I y y y n n
II y y y n n
III y/n y/n y/n n n
IV y n n 6 n.n. y
V & VI y n n n y
VII & VIII y n y n n
TABLE I. Description of different local feature choices, A-E.
The features are grouped by category as follows: (I) molec-
ular Voronoi cell parameters, (II) tetrahedral order parame-
ters, (III) LSI, (IV) O-O distances, (V) O-O-O angles, (VI)
O-H–O angles, (VII) number of H-bonds and (VIII) number
of H-bond loops (see II D for further details). The entries
with value “y/n” signify that that feature was used for finite
temperature structure classification but not used for classifi-
cation of inherent structures. Entries with a numeric value
followed by “n.n.” denote up to how many nearest neighbors
are included. If “y” is specified, all of the features in that
category are included.
E. Order parameters from supervised machine
learning
Once the feature vectors ~xi and their corresponding
target values τi are generated, we machine learn a local
order parameter O (~x). We use two different machine
learning algorithms for this task: a support vector ma-
chine (SVM) and a deep neural network (DNN). SVMs
[35] are a popular class of classification methods that op-
erate by finding an optimal hypersurface in the space
of features ~x that acts as boundary between two classes
of data points (see Fig. 4) [36]. There are two hyper-
parameters in the SVM that require user tuning: the
box parameter C, which sets the scale of the penalty of
misclassified points during the training process (see Ap-
pendix A), and the radial basis function width, σ, which
determines the sharpness of the decision boundary in the
neighborhood of the support vectors (see Appendix A 1).
It is customary to train and test the SVM over a grid of
(C, σ) values in order to choose the one that maximizes
the classification accuracy
A = 1−M/Np, (3)
where M is the number of misclassified points and Np is
the total number of data points.
In a similar fashion to the SVM, supervised learn-
ing can be performed by means of deep neural networks
(DNN). These machine learning algorithms have revolu-
tionized the applications of machine learning in the re-
cent years in fields as diverse as image recognition, nat-
ural language processing, and many others. They can
learn highly nonlinear properties of the data with a rela-
tively low algorithmic complexity. There is no standard
or systematic procedure to choose a DNN architecture.
In general, a DNN with more layers has increased abil-
ity to perform complex nonlinear transformations of the
features. On the other hand, a DNN with more neu-
rons has higher number of degrees of freedom to perform
these nonlinear operations. While conceptually simpler,
one restriction of DNNs over SVMs is that they tend to
need a larger number of data points to be trained suc-
cessfully. Therefore we will need to be cautious about
our choices of network size and topology. We refer the
reader to Appendix B for more details on DNNs.
We developed the codes to perform the SVM analyses
with the MATLAB software package and the DNN were
implemented with the open source Tensorflow package
y(~x) = 0
FIG. 4. 2d illustration of a SVM with a nonlinear kernel.
It separates the two classes of data points (circles and dia-
monds) by finding the optimal decision hypersurface y(~x) = 0.
The dashed lines parallel to the decision surface represent the
margins, on which the support vectors lie (filled circles and
diamonds). When a point is misclassified, as the circle below
the surface, it incurs a penalty in the cost function.
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FIG. 5. Schematic representation of our feed-forward deep
neural network model for supervised learning local order pa-
rameters. The input nodes take feature vectors ~xi, which get
computed forward into the network, connecting with all other
features via nonlinear functions. The output layer contains as
many nodes as classes, outputting the predicted class.
[37]. Example codes can be found online [38]. In Ap-
pendices A and B we provide more details about these
methods for the interested reader.
III. RESULTS
A. Characterization of inherent structures
We begin by machine learning a local order param-
eter for inherent structures of liquid water. Note that
in this case there is no need of using machine learning
as we could directly calculate the inherent LSI from Eq.
(2) and apply the threshold manually as discussed above.
However, this will serve us as a proof of concept as well
as a test case to assess the effectiveness of our proce-
dure depending on the features we include in ~x. The
data set is comprised of feature vectors from all our sim-
ulation temperatures. We begin from N initp = 1792000
points, 256000 from each temperature. It can be seen
by the size of each mode of the histogram in Fig. 2
that our initial data set is unbalanced, meaning that
Np(τ = −1) 6= Np(τ = +1). In order to prevent arti-
ficially biasing the classifier toward the most populated
class (HD in our case), we balance the data set by ran-
domly discarding a large number of HD points. From the
balanced set, for SVM classification we randomly sam-
pled 20000 molecules from the remaining data for model
training, 20000 more for hyperparameter validation and
another 20000 for classification testing. In the case of
the DNN, the computationally efficient batch gradient
descent method allows to perform training with a signif-
icantly larger number of training points: 30000 points
were sampled for testing and all the remaining points
feature set choices A B C D E
A SVM 0.96 0.74 0.78 0.99 0.97
A DNN 0.97 0.82 0.82 0.99 0.98
TABLE II. Classification accuracies of a random mixture of
inherent structures from initial simulation temperatures rang-
ing between 240 K and 370 K obtained with a Support Vector
Machine and with a Deep Neural Network for several feature
choices.
were used for training. After multiple trials with several
DNN number of layers and layer sizes, we chose a net-
work with 4 hidden layers containing 80, 100, 200 and 75
neurons respectively (Fig. 5).
In Table II we show the classification accuracies of clas-
sification of inherent structures of water as obtained with
SVM and DNN. We first observe that both ML models
produce similar errors across feature set choices A-E. The
classification accuracy is 99% for features D, showing that
this method is able to identify very accurately to which
of the HD and LD modes of the LSI distribution any
given inherent structure belongs to if the only features in
~x are the first few intermolecular distances, which are the
quantities that enter the LSI formula Eq. (2). When ad-
ditional intermolecular distances and angles are included
in ~x, as in case E, the accuracy decreases slightly, but
both models still provide an excellent classification. If
the Voronoi cell information, tetrahedral order parame-
ters and H-bond network structure features are included
(case A), the accuracy decreases by about 1%. This is
due to the noise that additional features introduce, which
has a larger negative effect than the additional informa-
tion they may provide relative to features C. Both D and
E cases show that the introduction of additional features
with irrelevant information can decrease the classification
accuracy. In the case where intermolecular distances and
angles are not included in ~x, as in B and C, the accuracy
decreases to about 75% − 80%, showing that the tetra-
hedral order parameters, the single-molecule Voronoi cell
parameters and the local H-bond topology features to-
gether do not contain enough information to identify re-
liably which of the two modes of the inherent LSI distri-
bution a given molecule belongs to.
B. Characterization of finite temperature
structures
We now turn to the more challenging case of finite
temperature (FT) structures. We use the same proce-
dure as for the IS, with the only difference that the fea-
ture vectors ~x are constructed from FT structures. In
Table III we observe that this ML classification method
yields classification accuracies below 75% for all feature
set choices and for both ML models. The best results are
obtained for A, where all the features are included. It is
worth noting that, as opposed to the IS case, here the
algorithm benefits from the information provided from
6feature set choice A B C D E
A SVM 0.69 0.65 0.67 0.64 0.67
A DNN 0.74 0.65 0.63 0.64 0.69
TABLE III. Classification accuracies of a random mixture of
finite temperature structures from initial simulation temper-
atures ranging between 240 K and 370 K obtained with a
Support Vector Machine and with a Deep Neural Network for
several feature choices.
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FIG. 6. Classification accuracy of finite temperature struc-
tures for features A, training independently at each tempera-
ture a Support Vector Machine and a Deep Neural Network.
The accuracy decreases with temperature, suggesting that
thermal fluctuations are hindering the identification of the
molecular environments.
additional features, yielding a higher accuracy for larger
feature spaces. Very importantly, all feature set choices
yield a better classification than that provided solely by
the finite temperature LSI, which we find to give an ac-
curacy of 0.60. This proves that, despite the low overall
accuracy, the ML algorithm is benefiting from the in-
formation provided in the other features to improve the
classification accuracy relative to the FT LSI.
It is clear that this procedure struggles to accurately
map FT local features to their corresponding HD/LD
inherent LSI state. Formally, since inherent structures
are derived from FT structures by a relaxation procedure
R : ~r → ~r0, there should exist a one-to-one mapping from
finite temperature structures to inherent structures, and
therefore also to the inherent LSI. From Eq. (1), it is
clear that as the system temperature increases and the
structures start to oscillate around the inherent minima,
the potential energy also increases, causing the partition
function (and hence the free energy) to depart from that
of the inherent structures. Therefore it is expected that
the classification accuracy of our ML procedure would
decrease with the system temperature. In order to ver-
ify this hypothesis, we performed training and classifica-
tion independently at each temperature. As above, we
balance the data set to prevent heavily biased solutions,
keeping all LD data points and just as many HD points,
randomly discarding the rest. We do not aggregate now
the data from all temperatures, so in order to keep our
training set large enough we reduced the number of test
points use Ntest = max(8000, Nleft/4) for classification
testing and all the remaining for data points are used for
training. Indeed, in Fig. 6 we see that the classification
accuracy decreases systematically with the system tem-
perature, indicating that the local environment described
by ~xi becomes less informative about the HD/LD char-
acter of its IS as T increases. We note that since each
data set size is now significantly smaller, in order to avoid
an excessively complex model we reduced the number of
hidden layers in the DNN from four to two, with the first
one containing 80 neurons and the second one containing
30 neurons.
C. The effects of short time fluctuations
So far our analysis has been instantaneous: feature
vectors and target values were generated based on geo-
metrical properties of the environment of each molecule
in a single time point. In Fig. 7 we observe that the
amplitude of the short time fluctuations of the inher-
ent structure potential energies increase with tempera-
ture. Likewise, the inherent LSI as well as the compo-
nents of the feature vectors fluctuate very significantly in
timescales . 500 fs. It is therefore necessary to under-
stand whether these fluctuations are hindering the clas-
sification of the molecular geometries. First, we observe
that the FT LSIs of individual molecules are correlated
with their corresponding inherent LSIs. An example is
shown in Fig. 8 but this property holds for every molecule
(see Appendix C for more examples.) So there is clearly
a correspondence between FT structures and inherent
structures that the ML classifier, when applied to instan-
taneous local data, is not able to reveal.
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the simulation time for three different temperatures: 240 K
(top), 300 K (center), 370 K (bottom). The amplitude of the
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2. The trajectories of these two quantities are evidently correlated. This effect is more evident at low
temperatures where the inherent LSI fluctuations have smaller amplitude.
1. Short-time averaging
In order to suppress the noise introduced by the fast
fluctuations and capture the time correlations we per-
form time averages over a short time window of length
∆t of the molecular features, which we then include in
the feature vector ~x. In addition we also time average
the inherent LSI and generate new target values based
on these averages. It would be unphysical to take time
averages on a scale much larger than the intermolecular
vibrations as they are a main driver for structural tran-
sitions. In addition we note that the correlation function
of the fluctuation of number of H-bonds that any given
molecule forms has been reported to show a character-
istic fast decay time of 70 − 80 fs followed by a slower
decay in the 0.8− 0.9 ps range corresponding to H-bond
formation and rupture [39]. With this in mind, we time-
average over a ∆t of 100 fs and 250 fs, values slightly
above the periods of the librational modes of the water
molecule and the H-bond bending mode respectively.
We observe that training a DNN with time-averaged
features included in ~x increases the classification accu-
racy at low temperatures by about 5% where the in-
herent LSI fluctuates across the threshold I0 at longer
timescales, while at high temperatures the increase in ac-
curacy is minimal or not significant. However, when the
target values are constructed based on the time-averaged
inherent LSI, the classification accuracy increases at all
temperatures, with improvements ranging between 7%
and 10%. This demonstrates that the short timescale
fluctuations are a fundamental reason to the difficulty
of finding a one-to-one correspondence between local FT
structures and inherent structures. It is also possible
that time averaging over longer time windows would yield
higher classification accuracy, but it would become ques-
tionable whether one would be finding a local (in space
and in time) order parameter anymore as the time aver-
age would be taken at the vicinity of the H-bond lifetimes.
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2. Free energy and equilibrium two-state model
With the evidences accumulated above it is worth ask-
ing the following question: can the transitions between
the LD and HD inherent structures be understood in
thermodynamic grounds? Let us regard the inherent LSI
as an order parameter or a reaction coordinate and com-
pute the free energy associated to the inherent structures
along this coordinate. We call this quantity inherent free
energy and it is given by
F (I) = −kBT lnP (I) (4)
where I is the inherent LSI and T is the temperature of
the original simulation. This is the free energy one would
obtain from the partition function Eq. (1) with integrand
equal to 1. In Fig. 10 we show the inherent free energy
at three different temperatures as obtained from the LSI
distributions at the relaxed structures. We observe that
the minima of the LD LSI minimum goes down while the
8FIG. 10. Inherent free energy surface as a function of the LSI
for three different temperatures. The curves are obtained by
applying Eq. (4) to the inherent LSI histograms, setting T to
the corresponding simulation temperature.
HD LSI minimum goes up as T increases, clearly causing
a decrease of the LD population in favor of the HD-type
molecules.
To go beyond this qualitative statement, the equilib-
rium conditions of the inherent structures can be ob-
tained using a simple model for state transitions. De-
noting the population of LD and HD molecules with
nL = NLD/N and nH = NHD/N respectively and the
transition rates as rL→H = rLH and rH→L = rHL, the
rate equations of this two-state system are
dnL
dt
= rHLnH − rLHnL (5)
dnH
dt
= −dnL
dt
(6)
where the second equation is given by the conservation
condition nL +nH = 1. Eliminating he second rate equa-
tion we obtain
dnL
dt
= rHL − (rHL + rLH)nL. (7)
Imposing the equilibrium condition dnL/dt = 0 one ob-
tains the equilibrium population as
neqL =
rHL
rHL + rLH
. (8)
In order to make use of this equation a model for the
transition rates needs to be provided. Based on collision
theory [40], we propose a phenomenological Arrhenius-
type expression of the form r = νe−β∆E where ∆E is the
activation energy (i.e. the barrier height Emax − Emin)
and ν is the frequency of microscopic events that can lead
to a state transition in the system. Using this model in
Eq. (8) and assuming that the L → H and H → L are
driven by the same frequency ν we obtain
neqL =
1
1 + eβ(E
min
L −EminH )
. (9)
Notice that the equilibrium population does not depend
on ν or on the barrier height separating the two minima.
T (K) 240 300 360
∆ELH (meV) 18.54 39.80 55.98
nLSI 0.335 0.186 0.159
nFE 0.282 0.172 0.136
nLSI, optimal 0.309 0.159 0.136
TABLE IV. Populations of LD component as determined by
a LSI at the IS with value < I0 = 0.13 Ang, obtained from
imposing the equilibrium condition on the rate equations with
the energy minima from the free energy curve and populations
obtained from data adjusting the threshold I0 to minimize the
error relative to the FE estimate.
T (K) 240 300 360
r−1L\H,str (fs) 3270\1270 4190\818 4980\786
r−1L\H,bend (fs) 882\347 1143\237 1355\214
r−1L\H,libr (fs) 409\161 530\110 629\99
TABLE V. L\R inverse transition rates given by the the
Arrhenius model with event frequencies of three vibrational
modes in water: two slow intermolecular modes (H-bond
stretch, 1.5 THz and H-bond bend, 5.5 THz) and one in-
tramolecular mode (L1 libration, 11.9 THz).
In Table IV we show the difference between energy min-
ima at these three example temperatures and we compare
the populations predicted by Eq. (9), nFE to the popula-
tions obtained directly from the inherent LSI probability
distribution, nLSI. We observe a qualitative agreement
between the populations found from the distributions of
the LSI at the IS and from the two-state model. In ad-
dition, this model provides an alternative mechanism for
determining the threshold value I0: instead of using the
value that minimizes P (I) between the two maxima one
could choose an I0 that minimizes the squared-error in
the populations 1NT
∑
T (nLSI(T )−nFE(T ))2. This yields
a value of I = 0.143 Ang2. Finally, we note that an accu-
rate computation of the free energy would require much
larger data sets than those employed here so the conclu-
sions obtained from our free energy values are subject to
error due to finite sampling size.
There is no clear way to obtain the frequency of events
ν that regulates the transitions between the two inherent
free energy minima. It is reasonable to think that the in-
termolecular vibrations, responsible for distortion of the
H-bond network, are a main contributor to this transi-
tion. Setting ν to the vibrational frequencies of in water,
this Arrhenius model for the rates allows us to calculate
the time between state transitions, allowing us to have
an estimate of the transition timescales. The values in
Table V show that the time averages of Fig. 8 are per-
formed over potential libration-induced transitions but
not over the H-bond bend- and H-bond stretch-induced
transitions.
9IV. SUMMARY AND CONCLUSIONS
We proposed a method to characterize local order via
supervised machine learning. The classification is based
solely on the local geometrical features extracted from
simulation data. Intuition about the system is necessary
in order to choose feature vectors that describe appro-
priately the molecular environment as well as to design
appropriate target values for the training data. Once the
machine learning classifier is trained, it can be used de-
termine the type of local structure associated to a given
molecule and its environment, effectively providing a lo-
cal order parameter.
We demonstrate the validity of this method on inher-
ent structures of water. First, for each data point, we
choose its target value based on the instantaneous value
of the inherent LSI after an appropriate thresholding. By
selecting different groups of features, we observe that an
order parameter can be learnt to classify inherent struc-
tures with nearly perfect accuracy provided that the in-
termolecular distances of the first few neighbors are in-
cluded in the feature vectors. This proves that machine
learning methods combined with a physically motivated
feature set choice can be a very powerful tool for iden-
tification and characterization of local order in complex
environments.
We then explore the case of finite temperature struc-
tures, characterized by their corresponding inherent
structures. Here classification accuracies decrease to be-
low 75% for both of our machine learning models, chal-
lenging the prevailing view in which local order properties
can be attributed to molecules based on their inherent IS
[4, 10, 11, 41]. We argue that thermal effects are the main
contributor to the decrease in the accuracy of our ma-
chine learning models as the molecular structures depart
from the inherent structures increasingly with tempera-
ture. There are two pieces of evidence supporting this
claim. First, the classification accuracy decreases mono-
tonically with the simulation temperature, worsening by
over 11% between from lowest temperature (240 K) to
the highest (370 K). And second, introducing time aver-
ages of the FT features and the inherent LSI (and hence
the target values) improves the classification by approx-
imately 10%. Interestingly, this improvement is more
prominent at high temperatures, reducing the accuracy
gap between 240 K and 360 K to about 7%.
Finally we estimate the free energy along the inherent
LSI and write a phenomenological two-state equilibrium
model for the inherent structures. This allows us to es-
timate the transition rates between IS states associated
with different vibrational modes of water, providing us
with sensible choices of our time average windows. We
would like to note that it is likely that incorporating time
correlations in a more sophisticated manner, such as re-
current neural networks or hidden Markov models, could
further improve the identification of two classes of struc-
tures. We postpone the exploration of these ideas for
future work.
In the recent years machine learning methods have ex-
celled in image recognition, text translation, self-driving
vehicles and other technological applications. They are
often thought of as blackbox models with thousands of
adjustable parameters that can learn features from the
data but without providing understanding of the sys-
tem of interest or ability to generalize outside its training
data. It is primarily for these reasons that they have not
become common tools of choice in the physical sciences.
In this work we demonstrated that, on the contrary, ma-
chine learning can be a very insightful device only when
combined with scientific understanding of the problem
at hand. We expect a steep growth in the usage of these
methods as scientists in these disciplines become accus-
tomed to them.
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Appendix A: Support Vector Machine for binary
classification
Support vector machines [35] have been a popular
method for machine learning classification due to their
algorithmic simplicity and the ease of interpretation. In
this section we explain the basic formalism following [42].
Let ~xn = (xn,1, · · · , xn,D) with n = 1, · · · , Np be our
collection of data points in feature space and let τn ∈
{−1,+1} be a binary label that categorizes each point
that we call target value. The set {~xn, τn}Nn=1 is linearly
separable if there exists a hyperplane y (~x) ≡ ~w ·~x+b = 0
such that y (~xn) < 0 for points with τn = −1 and
y (~xn) > 0 for points with τn = +1. It is clear that a
data set is, in general, not linearly separable. On the
other hand, a curved surface that separates the data in
the D-dimensional feature space can always be found. A
convenient way of tackling the problem of finding such
surface is by formulating it as a linear separation prob-
lem in a higher dimensional auxiliary space. Letting the
decision boundary be now y (~x) ≡ ~w · ~φ (~x) + b = 0 where
~φ (~x) is a non-linear mapping from the space of features
to the auxiliary space, the margin is defined as the nor-
mal distance from closest point to the decision surface,
τny (~xn) /||~w||. The desired surface then maximizes the
margin over ~w, b and n. Taking advantage of the fact
that y (~x) is invariant under rescaling (~w, b)→ (α~w, αb),
the points closest to the surface can be set to satisfy
τny (~xn) = 1. This turns the problem of maximizing the
margin into maximizing 1/||~w||, which is in turn equiva-
lent to the quadratic programming problem of minimiz-
ing ||~w||2 under the constraints
τny (~xn) ≥ 1 (A1)
which ensure exact classification. Introducing the con-
straints via Lagrange multipliers ai we are left with the
Lagrangian function
Lhard = ||~w||2 −
N∑
n=1
an
(
τn
(
~w · ~φ (~xn)
))
(A2)
where the minus sign between the two terms denotes that
we are minimizing with respect to ~w and b and maximiz-
ing with respect to an. Defining the kernel function as
the scalar product in the auxiliary space
k (~x1, ~x2) = ~φ (~x1) · ~φ (~x2) (A3)
and setting to zero the derivatives with respect to ~w and
b, the Lagrangian can be rewritten in its dual represen-
tation
L˜hard =
Np∑
n=1
an
1− Np∑
m=1
amτmτmk (~xn, ~xm)
 (A4)
now subject to the constraints an ≥ 0 and
∑Np
n=1 anτn =
0. Notice that the Lagrangian now depends on the ker-
nel function and no longer on the explicit mapping to
the auxiliary space φ. In practice the user specifies a
kernel function, which may have adjustable hyperparam-
eters (this is the case of the RBF kernel described in
Appendix A 1). After the parameters an have been op-
timized, the decision boundary can be expressed as a
function of the kernel function as
y (~x) =
Np∑
n=1
anτnk (~xn, ~x) + b (A5)
This method provides a formalism to find a curved
decision boundary. The decision surface, however, is at
risk of being highly overfitted to the training data points
and hence be very uninformative about the structure of
the data distribution, achieving very limited predictive
power. The idea of soft margin relaxes the condition of
strict separability, finding a hypersurface that approx-
imately separates the data set while allowing for some
misclassified points. Defining the slack variables as
ζn =
{
0, if ~xn is correctly classified
|y (~xn)− τn|, otherwise
(A6)
the exact classification constraints (A1) are replaced with
τny (~xn) ≥ 1− ζn (A7)
Now we can include a penalty for misclassification into
the Lagrangian (A2), controlled by the box parameter C,
as well as the Lagrange multipliers µi for the constraints
ζi > 0, resulting in
Lsoft = ||~w||2 + C
Np∑
n=1
ζn
−
Np∑
n=1
an (τny (~xn)− 1 + ζn)−
Np∑
n=1
µnζn.
(A8)
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It can be shown that the soft margin Lagrangian can
also adopt a dual representation with the same functional
form as (A4) but subject to different constraints, namely
0 ≤ an ≤ C and
∑Np
n=1 anτn = 0. Now the Lagrange mul-
tipliers an need to be bounded below the user-specified
box parameter.
1. Gaussian kernel
One essential piece of the SVM is the kernel function.
When a non-linear kernel function is chosen, the decision
boundary, calculated via Eq. (A5), is a curved surface in
D-dimensional space. Gaussian kernels of the form
K(~x, ~x′) = exp
(
−‖~x− ~x
′‖2
2σ2
)
(A9)
are commonly used in a variety of machine learning algo-
rithms. This function contains a free (hyper)parameter:
the Gaussian width σ. If σ is small, the Gaussian de-
cays rapidly as ~x moves away from ~x′. On the other
hand, when σ is large, K varies slowly as ~x moves away
from ~x′. For this reason, small σ values can adjust the
surface better to the training data though at the risk of
overfitting and losing predictive power. A very large σ,
however, could make it difficult for the training algorithm
to properly fit the training data producing larger errors
and, in the worst case, convergence problems. For these
reasons, tuning σ properly is a crucial step during while
training this model.
Appendix B: Neural Networks for classification
Here we introduce the concepts of neuron and neural
network, show how they can be used for classification and
explain how the network is trained. We follow mostly the
notation in [43], where we point the interested reader for
an in-depth discussion.
A neuron is a unit that provides an output y for any
given input vector ~x. It contains weights w1, · · · , wD
associated to each input dimension and a bias parameter
b. The activation of the neuron given an input ~x is a
linear function given by
a =
∑
i
wi xi + b. (B1)
So the neuron can be seen as a linear function, which
could in turn be used to perform linear binary classifica-
tion if we regard the sign of a as to identify each class of
data points upon an appropriate selection of the weights
and the bias parameters. In addition, this can be general-
ized by introducing a (generally non-linear) activity func-
tion y (a). By choosing suitable activity functions such
as f(a) = 1/(1 + e−a) or f(a) = tanh(a) one can mimic
the biological behavior of a neuron, which propagates in-
formation by enabling an action potential whose value is
x1
x2
xD
wD
w2
w1
a
w0
b
y
FIG. 11. Graphical representation of one neuron. Activation
a is obtained from the features ~x by a linear mapping. The
activity is the output of the neuron, given by the nonlinear
function y(a).
bounded above and below. Interestingly, the virtue of
the abstract neuron presented here relies on two ideas:
the use of nonlinear activities and combination of multi-
ple neurons together in a feed-forward network topology
(see Fig. 5). Let us imagine a collection of l1 neurons,
each acting on the input data ~x of dimension D and with
output
~z(1)(~x) = f(w(1)~x+~b(1)) (B2)
where w(1) is a D × l1 matrix with rows containing the
weights corresponding to each neuron and ~b(1) is a 1× l1
vector containing the biases of all neurons. Now each
output unit ~z
(1)
i is a nonlinear function of the input data
~x. These output units can themselves be input to a new
set of l2 neurons, producing the output
~z(2)(~z(1)) = f(w(2)~z(1) +~b(2)) (B3)
By adding this second layer of neurons we obtain a non-
linear function acting on a nonlinear function of the input
data ~x. More layers can be added to systematically cre-
ate a more complex nonlinear function of the input ~x.
Proceeding with H hidden layers, z(hk), and terminating
this sequence with an output layer with linear activity,
we obtain
~y(~z(H)) = w(out)~z(H) +~b(out). (B4)
This formalism can tackle classification problems of great
complexity with nonlinearly separable data if the weights
and biases are properly adjusted. The number of such
adjustable parameters in the network is given by the sum
of the number of weight parameters and bias parameters
in the connections between adjacent layers. Denoting the
number of hidden layers by H and the number of units
in each layer by lk, we have
Np =
H∑
k=0
(lhk + 1)lhk+1 (B5)
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where k = 0 corresponds to the input layer and k =
H + 1 to the output layer. Notice that the output ~y is a
composition of functions
~y (~x) = · · · z(3)(z(2)(z(1)(~x))) (B6)
and therefore the output can be written as a function of ~x
with a parametric dependence on the biases and weights
of each layer.
Let us briefly discuss how the free parameters of the
network are optimized. To simplify the discussion, we
assume in the following that the output layer consists of
a single unit y with values between 0 and 1 and that the
target values for binary classification are tn = 0, 1. [44]
We define the error function
E = −
Np∑
n=1
[tn ln y (~xn) + (1− tn) ln(1− y (~xn))] (B7)
which is the relative entropy between the probability dis-
tribution generated by the network, (y, 1 − y) and the
“observed” probability distribution of the data (t, 1− t).
This is a function of all weights and biases in the network
and it is bounded by zero from below, corresponding to
perfectly matching network prediction with the observed
data. This error function can be minimized by “descend-
ing” it along the direction of the gradient. This requires
computing derivatives of this function with respect to
the network parameters. Luckily, since the output ~y is a
composition of analytically known functions
y (~x; {w, b}) = · · · z(2)(z(1)(~x; {w(1), b(1)}); {w(2), b(2)})
(B8)
derivatives can be readily calculated applying the chain
rule. This gradient can computed for each data point
n, allowing to adjust the weights and the biases a small
amount in the direction of descending gradient for ~xn.
Alternatively, in order to make this computation more
efficient, instead of computing the gradient at each data
point one can calculate these gradients for batches of data
points, averaging. This procedure is called batch gradient
descent, which we used in this work.
Appendix C: Time fluctuations of the LSI
We argued above that short time fluctuations are re-
sponsible (at least partly) of the difficulty of identify-
ing an instantaneous FT structure with its correspond-
ing low-LSI or high-LSI inherent structure, even if using
a very flexible pattern recognition device like a DNN.
The LSI plays a central role in our analysis since it is
our basis to define the target values for supervised ma-
chine learning. To show further evidence on our claim
about the correlation between the FT LSI and the in-
herent LSI discussed in III C, in Fig. 12 we show a LSI
trajectories of 3 example molecules at 3 different temper-
atures. In addition we show in Fig. 13 the histograms of
the inherent LSI as well as the histograms of the time-
averaged inherent LSI for our choices of ∆t = 100 fs
and 250 fs. The bimodal character vanishes upon aver-
aging, this effect being more pronounced at higher tem-
peratures. It is therefore no longer well defined to split
the distribution into two, one corresponding to each type
of molecular environment.
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FIG. 8: FT LSI (top) and inherent LSI (bottom) trajectories of 3 example molecules from MD simulations at
di↵erent temperatures: 240 K (left), 300 K (center), 360 K (right). The dashed lines show the threshold inherent
LSI value I0 = 0.13 Ang
2. The trajectories of these two quantities are evidently correlated. This e↵ect is more
evident at low temperatures where the inherent LSI fluctuations have smaller amplitude.
FIG. 9: Comparison of classification accuracies using
instantaneous features and targets (blue), time-averaged
features and instantaneous targets (red) and
time-averaged features and targets (green). Diamonds
and hexagons represent time averages with  t = 100 fs
and  t = 250 fs respectively.
FIG. 10: Inherent free energy surface as a function of
the LSI for three di↵erent simulation temperatures. The
curves are obtained from the LSI histograms.
T (K) 240 300 360
 ELH (meV) 18.54 39.80 55.98
nLSI 0.335 0.186 0.159
nFE 0.282 0.172 0.136
nLSI, optimal 0.309 0.159 0.136
TABLE IV: Populations of LD component as
determined by a LSI at the IS with value < I0 = 0.13
Ang, obtained from imposing the equilibrium condition
on the rate equations with the energy minima from the
free energy curve and populations obtained from data
adjusting the threshold I0 to minimize the error relative
to the FE estimate.
of the LSI at the IS and from the two-state model. In ad-
dition, this model provides an alternative mechanism for
determining the threshold value I0: instead of using the
value that minimizes P (I) between the two maxima one
could choose an I0 that minimizes the squared-error in
the populations 1NT
P
T (nLSI(T ) nFE(T ))2. This yields
a value of I = 0.143 Ang2. Finally, we note that an accu-
rate computation of the free energy would require much
larger data sets than those employed here so the conclu-
sions obtained from our free energy values are subject to
error.
There is no clear way to obtain the frequency of events
⌫ that regulates the transitions between the two inherent
free energy minima. It is reasonable to think that the in-
termolecular vibrations, responsible for distortion of the
H-bond network, are a main contributor to this transi-
tion. Setting ⌫ to the vibrational frequencies of in water,
this Arrhenius model for the rates allows us to calculate
the time between state transitions, allowing us to have
an estimate of the transition timescales. The values in
Table V show that the time averages of Fig. 8 are per-
formed over potential libration-induced transitions but
not over the H-bond bend- and H-bond stretch-induced
transitions.
FIG. 12. LSI trajectories at FT (top, blue), LSI at the IS (bottom, red) for 9 example molecules at 3 different temperatures:
240 K (left), 300 K (center), 360 K (right). The dashed lines show the threshold LSI value I0 = 0.13 Ang
2.
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FIG. 13. Histograms of instantaneous inherent LSI (solid black) and time averaged inherent LSI over 100 fs (dashed blue) and
250 fs (dashed-dotted red). The bimodal character of the probability distribution is disappears upon time averaging, revealing
that this bimodality is a short-time effect.
