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ABSTRACT OF THE DISSERTATION
Accurate Prediction Methods on Biomolecular Data
by
Md Abid Hasan
Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, December 2019
Dr. Stefano Lonardi, Chairperson
With the recent advancements in sequencing technologies, molecular biologists are
producing ever-increasing amounts of biomolecular data. Extracting useful information from
these massive data sets requires efficient and effective data mining and machine learning
methods. In this dissertation, we explore the use of supervised machine learning (ML) to
solve some challenging classification problems in molecular biology.
First, we devise an ML model for classifying cancer types from very sparse somatic
point mutation data. Accumulation of mutation and epigenetic modifications in somatic
cells results in various cancer. For this purpose, we propose a method called mClass for
efficient feature (gene) ranking that uses clustering, normalized mutual information and
logistic regression. We show that somatic mutation data has sufficient discriminative power
for cancer type classification.
Next, we address the problem of gene essentiality prediction in microbes. Essential
genes are significant to identify since their function is vital for the survival of the organism.
Our proposed deep learning architecture called DeeplyEssential exclusively uses features ex-
vii
tracted from the primary sequence of genes and their corresponding proteins, to maximize
the utility and practicality of the tool. DeeplyEssential achieved state-of-the-art perfor-
mance over previously proposed methods as well as expose and study a hidden performance
bias affected previous models.
Finally, we consider the problem of predicting the enhancer regions in the human
genome from chromatin data. Enhancers contribute to the transcription of target genes.
We propose a convolutional neural network framework named Epi2En that takes advantage
of epigenetic ChIP-seq data. Epi2En’s classification performance is not only very strong on
cross-validation experiments, but also when testing across different cell-lines.
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Chapter 1
Introduction
With the recent advancement in sequencing technologies and other modern tech-
nologies in the Life Sciences, one would be inclined to believe that Bioinformatics is a
relatively recent branch of research. However, the foundations of Bioinformatics were laid
in the early 1960s when the desktop computer was still a concept and DNA was yet to be
sequenced [50]. Since its beginning about 50 years ago, Bioinformatics has evolved through
many phases. As more genomic data was being produced and more computational power
was becoming available, scientists started to develop computational models for genomic
data analysis in silico. The path towards modern Bioinformatics was paved through the
advancement in molecular biology that allowed DNA manipulation and efficient software
development that helps analyze such genomic data. In the 1990s to 2000s Bioinformatics
research went through major improvements, especially due to advancement of sequencing
technologies and the increasing processing power available, which together led to historical
scientific achievements, like the completion of the Human Genome Project.
1
In recent years, these sequencing and processing technologies have continued to
improve, which has led to generation of massive amounts of sequencing data. According
to [30], the European Bioinformatics Institute (EMBL-EBI) that curates and analyses Life
Science data, stored about 120 petabytes of data by the end of 2016, which grew to 160
petabytes at the end of 2018. Figure 1.1 shows the increase in the amount of storage at
EMBL-EBI over the last few years. The EMBL-EBI databases includes resources like Ar-
rayExpress [4], BioSamples [31], ChEMBL [98], Ensembl [34], GWAS catalog [14], InterPro
[100], Pfam [39], PRIDE [110], RNACentral [133], SIFTS [35], UniProt [135] and many
more. These data resources include sequencing data, gene expression data, mass spectrom-
etry data, microarray data, protein data, among others. Figure 1.2 shows the exponential
growth of these databases by platform and by data resources. A significant amount of
research in Bioinformatics depends on the integration of multiple heterogeneous types of
data. The integration of various resources available in EMBL-EBI is shown in Figure 1.3
[29]. Being able to process such large interconnected datasets requires efficient data mining
techniques and vast amounts of computational power.
In the last few years, an increasing number of machine learning techniques have
being used for knowledge extraction in various areas of Bioinformatics [78]. Determining
the location and splicing structure of a gene, identifying the presence of regulatory elements,
predicting the 3D structure of proteins, are examples of many problems in Genomics where
machine learning has been successfully used. A variety of computational techniques have
been applied in systems biology, evolutionary biology, and biological text mining. A list of
2
Figure 1.1: Disk capacity, storing raw data including all backups and space reserved for
immediate future growth at EMBL-EBI (source [30])
machine learning methods in Bioinformatics includes Bayesian classifier, logistic regression,
support vector machine, random forests, k -nearest neighbor, k -means clustering, hierarchi-
cal clustering, as well as probabilistic graphical models (e.g., hidden Markov models) for
knowledge discovery and stochastic heuristics for optimization. Figure 1.4 (obtained from
[78]) illustrates some of the bioinformatics problems solved using machine learning methods.
When deep learning techniques became very popular for image classification (circa
2012), researchers started to explore their application in bioinformatics problems [99]. Be-
cause of its ability to extract valuable knowledge from big data, deep learning has become a
popular tool for research in bioinformatics. Conventional machine learning models heavily
depend on proper feature representation which requires domain expertise. Deep learning
models overcame this limitation due to their ability to identify complex interactions among
features without laborious pre-processing of the input data. Figure 1.5 illustrates the in-
crease in popularity of deep learning methods in the scientific literature.
3
Figure 1.2: Accumulation of data by data type (left); accumulation of data by data resource
(right) (source [30])
As we explore the possibility of using statistical and machine learning model effi-
ciently in bioinformatics research, we found that there are areas where a more accurate and
efficient application of such techniques are desirable. From the necessity of finding better
application and learning models, we have applied various machine learning techniques that
further improve the performance of the problems we tried to address in this thesis.
The overall theme of this dissertation is to build accurate prediction models for a
variety of biomolecular data. In Chapter 2 we explore the problem of cancer type classifica-
tion using somatic point mutation data. Our proposed method selects a significant subset
of the genes by employing normalized mutual information and uses a logistic regression as
the classifier.
In Chapter 3 we introduce a deep neural network (DNN) framework for the predic-
tion of essential genes across thirty bacterial species using only sequence data. Our model
makes minimal assumptions about the input data to carry out the prediction thus max-
imizing its practical application compared to the existing prediction model that requires
4
Figure 1.3: Dependencies between different databases and resources at EMBL-EBI, deter-
mined by the exchange of data (source [29])
more complex data such as structural and topological features. Special attention was given
to the “data leak” issue, that is the presence of copies of orthologous genes in the dataset
which causes hidden biases in the prediction model.
In Chapter 4 we explore the use of a convolutional neural network (CNN) for
the prediction of genome-wide enhancers (distal cis-regulatory elements), across multiple
human cell-lines, using twelve epigenetics markers. Due to the remote location relative
to the target gene(s), their functional complexity, and their lack of discriminating motifs
and evolutionary-conserved sequences, it is challenging to identify enhancer regions in the
genome. Our CNN based prediction model identifies complex interactions among the fea-
5
Figure 1.4: Application of machine learning techniques in Bioinformatics (source [78])
tures for an improved, more accurate enhancer region prediction than previously published
methods.
Finally, in Chapter 5 we present a supervised classifier for predicting stable/unstable
nucleosomes in P. falciparum. Due to the lack of ground truth, our model takes the pre-
diction output from ThIEF – that identifies genome-wide trajectories of epigenetics marks
[115]. For this prediction model, we have used features that are extracted from primary
DNA sequences and binding preferences of DNA to identify the dynamics of nucleosomes.
6
Figure 1.5: Deep learning article approximation based on the search results on
http://www.scopus.com with the two queries: ‘Deep learning’, ‘Deep learning’ AND ‘bio*’.
[99]
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Chapter 2
mClass: Cancer type classification
with somatic point mutation data
2.1 Introduction
Cancer is a complex disease that results from an accumulation of DNA mutations
and epigenetic modifications in somatic cells. Remarkable scientific progress has shed light
on almost every biological aspect of this disease. Despite this progress, cancer is still one
of the most challenging disease of our time with an increasing numbers of new cases and
resulting in 14.6% of all human death each year [131]. Not all tumors are cancerous and
not all cancers are the same. There is no single test that can diagnose cancer type with
perfect accuracy. The diagnosis process requires careful examination and extensive testing
to determine whether a person has cancer and which type. Traditional cancer diagnosis
method involves lab tests, genetic tests, tumor biopsies, etc. The effective differentiation
8
of cancers with similar histopathological appearance can indicate the most effective drug
treatment and increase survival rates (see, e.g., [53, 91, 55, 146]).
Technological advancements in sequencing technologies has resulted in a dramatic
increase in the quantity and quality of sequencing data related to cancer, now available in
databases such as The Cancer Genome Atlas [134] and the International Cancer Genome
Consortium [147]. These vast repositories provide genomic data from thousands of patients
across different cancer subtypes [3]. The abundance of this data has enabled researchers
to devise new statistical approaches for the accurate identification of cancer types and
subtypes. Cancer classification methods use gene expression data and/or somatic point
mutation such as copy number variation, translocations and small insertions and deletions.
Several methods have been proposed to accurately predict cancer types and subtypes (see,
e.g., [11, 24, 27, 146]). The classification of cancer based on the somatic point mutation
data can be challenging because of the high dimensionality and sparsity of the data. In
cancer patients only a few genes are mutated with high frequency, while most of the genes
have a low rate of mutation [79].
The literature on cancer classification methods is extensive. For instance, in [86]
the authors proposed a pan-cancer classification method based on gene expression data.
They used over nine thousand samples for 31 cancer types to train a method in which a
genetic algorithm carries out the gene selection and a nearest neighbor method is used as a
classifier.
The authors of [26] proposed to find discriminatory gene sets by measuring the
relevance of individual genes using mean and standard deviation of each sample to the class
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centroid. In [142] the authors introduced new scoring functions to design a stable gene
selection method. Their method scores genes based on the assumption that discriminatory
genes have different mean values across different classes, small intra-class variation and
relatively large inter-class variation.
The authors of [15] combined the clustering gene selection with statistical tests
such as T-test and F-test and the gene selection method proposed in [26] to deal the high
dimensionality in gene expression data. Genes are assigned to clusters if they are close to
the centroids after applying k-means clustering.
In [146], the authors proposed a deep neural network for the classification of mul-
tiple cancer types from somatic point mutation data, called DeepGene. To the best of our
knowledge, DeepGene is the state-of-the-art for multiple cancer classifications using somatic
point mutation data. DeepGene clusters genes based on mutation occurrence and uses a
sparse representation to index non-zero elements. The data is then fed into a fully connected
deep neural network that learns specific cancer types.
In this paper, we address the shortcomings of existing methods dealing with the
sparsity and high-dimensionality of somatic point mutation data by proposing an efficient
feature selection method based on information theory. A logistic regression model demon-
strates the effectiveness of our approach for cancer type classification. Although in a medical
setting the task of predicting cancer type from somatic point mutation data might not be
practical, here we investigate the fundamental question on whether somatic point mutation
data has sufficient discriminative power to allow for cancer type classification.
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2.2 Methods
Given m individuals affected by cancer, the input to our feature selection method
is composed of the class labels, i.e., the cancer type for the m individuals, and the mutation
frequency of all genes for the m individuals. Selected features are then fed into a classifier
as described below.
Let n be the number of human genes for which somatic point mutation data is
available. Let C ∈ {1 . . . l}m be the vector containing the class labels where l is the number
of cancer types, and let G ∈ {0 . . . k}m×n, k ∈ N be the matrix representing the number of
mutations observed in each gene (i.e., G(i, j) = k if gene i has k mutations in sample j).
The significance of a gene being involved in a particular type of cancer depend on
its mutation frequency. Genes with higher mutations are expected to be more relevant for
the causation of cancer [25]. In our method, we disregard genes that contain less than t%
mutations across all samples. This filtering step removes non-significant genes from further
consideration thus reduce the adverse impact of the data sparsity. Our feature selection
model has two steps. First, we cluster genes based on their pairwise similarity. Then, we
rank genes using a normalized mutual information criterion [43].
2.2.1 Gene clustering
Grouping similar genes into clusters allows our method to identify and eliminate
redundant genes within a cluster without compromising the efficiency of the feature selec-
tion. The reduction of data also reduces the complexity of downstream steps. Since G is a
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sparse matrix, we use the cosine similarity because of its good mathematical properties
on sparse vectors. Given two n-dimensional vectors X and Y the cosine similarity is de-
fined as
s(X,Y ) =
∑n
i=1XiYi√∑n
i=1X
2
i
√∑n
i=1 Y
2
i
where Xi and Yi are the i-th components of vector X and Y . Gene p is assigned to the
cluster of gene q if the cosine similarity between row vectors G[:, p] and G[:, q] is higher than
a predefined threshold e. According to this procedure, it is possible that the same gene
could end up in multiple clusters. To select unique genes out of these clusters, we rank
the genes based on mutation count and mutual information with the class label within the
cluster as described next.
2.2.2 Normalized mutual information
Our gene selection method relies on an information theoretic measure that evalu-
ates the predictive ability of each gene. Let X be a discrete random variable where each
event x ∈ X occurs with probability p(x). The entropy H(X) of variable X is the sum of
the information content of each discrete event weighted by the individual event probability,
that is H(X) = −∑x∈X p(x) log2 p(x).
Given two discrete random variables X and Y with joint probability p(x, y) and
marginal probabilities p(x) and p(y), the conditional entropy of variable Y conditioned
on variable X is defined as H(Y |X) = ∑x∈X,y∈Y p(x, y) log2(p(x)/p(x, y)). Similarly,
H(X|Y ) = ∑x∈X,y∈Y p(x, y) log2(p(y)/p(x, y)). We have that H(Y |X) = H(Y ) iff X and
Y are independent random variables. The mutual information I(X,Y ) is the gain of infor-
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mation about random variable X due to additional information from random variable Y ,
that is
I(X,Y ) = H(X)−H(X|Y ) =
∑
x∈X
∑
y∈Y
p(x, y) log2
(
p(x, y)
p(x)p(y)
)
Given a set F of features (the set of genes in G in this case) and class variables C,
the feature selection based on mutual information finds a subset S ⊂ F such that the mutual
information I(C, S) is maximized. In order to achieve that goal we use the Normalized
Mutual Information based Feature Selection (NMIFS) technique. NMIFS is a heuristic
algorithm that selects one feature at a time. NMIFS differs from other mutual information
based feature selection technique such as MIFS [7], MIFS-U [76] and mRMR [108] in that
it does not depend on the parameter used to control the redundancy penalization. Also
NMIFS does not assume that the random variables have uniform probability distribution.
Given features fi ∈ F − S and fs ∈ S we express the mutual information as
I(fi, fs) = H(fi)−H(fi|fs) = H(fs)−H(fs|fi) (2.1)
where H(fi) and H(fs) are the entropies and H(fi|fs) and H(fs|fi) are conditional en-
tropies.
The mutual information I(fi, fs) is non-negative, and attains its maximum at
min{H(fi), H(fs)}. We can define the normalized mutual information between fi and fs as
normI(fi, fs) =
I(fi, fs)
min{H(fi), H(fs)} (2.2)
The average normalized mutual information is a measure of redundancy between
fi and fs ∈ S for s = 1, . . . , |S| and it defined as
1
|S|
∑
fs∈S
normI(fi, fs)
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where |S| is the cardinality of subset S. Our gene selection criterion selects a gene fi ∈ F−S
that maximizes
J(C, fi) = I(C, fi)− 1|S|
∑
fs∈S
normI(fi, fs) (2.3)
where I(C, fi) is the mutual information between feature fi and class variable C.
2.2.3 Feature selection
A sketch of mClass’ algorithm is shown as Algorithm 1. The algorithm first deter-
mines the number of mutations of each gene from the input matrix G. Then it computes
the cosine similarity between all pairs of genes that have a mutation percentage across all
sample of at least t%. Genes are assigned to the same cluster when their similarity exceeds
threshold e. The process assigns each gene to one or more clusters. The top v genes from
each clusters are selected into a representative list R′.
Next, mClass collects the unique set of genes U from the representative set R′.
It then calculates the mutual information between all features/genes fi ∈ U and the class
variable C. To calculate Equation 2.2 and Equation 2.3 mClass discretizes the gene mutation
values into d equal-width bins. The gene fˆi which has the maximum mutual information
with the class variable C is selected as the first feature in S (S is the final set of ranked
genes). That gene is then removed from U . For all the other genes in U mClass first
calculates the normalized mutual information between all pair of genes in U and S using
Equation 2.2. A gene fi ∈ U is selected when it maximizes Equation 2.3. The gene is then
added to S and removed from U . This process is repeated until all genes are given a rank
in the ordered set S. Instead of deciding on a predefined number of features a priori to be
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used in the classifier, we select a variable number of genes in S based on their ability to
classify the data.
2.2.4 Cancer type classifier
As said, we employ a logistic regression (LG) multi-class classifier for a given
number of genes in the ranked set S. The linear model describes the probabilities describing
the possible outcome of a single trial using logistic function. Here we use a One-vs-Rest
(OvR) for the multi-class classification implementation with L2 regularization. For the
binary case, the L2-regularized logistic regression optimizes the following cost function
minimizew
∑
x,y
log(1 + exp(−wTx.y)) + λwTw) (2.4)
The objective is to find the feature weights (w) that minimizes the cost function
in Equation (2.4). Here x is the feature vector (genes) and y is the class label. The hyper-
parameter λ used to control the strength of regularization was left as the default value (as
defined by scikit-learn). As said, the classifier is fed the genes in S incrementally. To
determine the final set of features we select genes based on their ability to accurately classify
the dataset. The model decomposes the optimization problem in Equation (2.4) in a OvR
fashion so that the binary classifier can be trained on all classes.
2.3 Experimental Results
In this section, we describe the experimental setup, i.e., datasets and the parame-
ters used in the feature selection and classification, as well as other implementation details.
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Figure 2.1: mClass feature selection method
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Data preprocessing, feature selection and classification evaluation steps were implemented
in Python. All tested classifiers are available from the Python package scikit-learn.
2.3.1 Datasets
We used two cancer datasets to test mClass. The first dataset is a twelve-type can-
cer dataset from The Cancer Genome Atlas (TCGA) [134]. The dataset was assembled by
selecting the genes across all samples for all cancer types that contain mutations. Table 2.1
shows the basic statistics of each cancer type. Observe that the number of samples and
the number of mutations varies significantly across cancer types. After removing samples
that have less than five mutations across all genes, the dataset contained 3,151 samples and
23,236 genes. The second dataset from TCGA contains four cancer types, namely COAD,
SKCM, LAML and KIRC. It contains 1,043 samples with a total of 363,285 mutations
across 25,286 genes. Details about this dataset and the corresponding experimental results
are discussed in Section 2.3.5.
2.3.2 Parameters
mClass’ feature selection uses four parameters: the similarity measure thresh-
old e for the clustering step, the minimum mutation count threshold t to eliminate non-
informative genes, the number v of top genes selected from each cluster and the number of
bins d used for discretizing gene mutation values (see Algorithm 1).
In our experiments, parameter t was set to 1 which has the effect of disregarding
genes with less that 1% mutation across the samples. As said, the pairwise gene similarity
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Cancer type Number of samples Number of mutations
ACC 90 18,272
BLCA 130 37,948
BRCA 982 83,360
CESC 194 45,293
HNSC 279 49,264
KIRP 161 13,640
LGG 286 9,228
LUAD 230 68,270
PAAD 150 30,123
PRAD 332 11,802
STAD 289 130,050
UCS 57 10,129
Total 3,180 507,379
Table 2.1: Sample and mutation statistics for the twelve-type cancer dataset
is calculated using the cosine similarity measure and genes are assigned into same cluster
if the similarity between them is greater than the similarity threshold e. The algorithm
then selects the top v% genes from each cluster for gene ranking step. The values for
e, t, v and d were selected experimentally based on ability of the method to accurately
classify the datasets using the selected number of features. For instance, Table 2.2 shows
the classification accuracy of mClass+LG (mClass’s feature selection followed by logistic
regression) on the twelve-type cancer dataset, for various choices of e. Based on this analysis,
we selected e = 0.55. Similarly, we tested the values of v in the range 5%-25%, and we
obtained the highest classification accuracy with v = 10%. A similar experimental analysis
(not shown) indicated that d = 5 was the optimal choice for these datasets. Incidentally,
the same value of d was used in [17].
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2.3.3 Evaluation metrics and comparison with DeepGene
We have used the evaluation metrics introduced in [146] to compare the results.
All evaluation experiments were performed by randomly selecting 90% of the input data as
training data and 10% of the input as testing data. We compared the ten-fold cross vali-
dation accuracy of mClass+LG (mClass’s feature selection followed by logistic regression)
and testing accuracy against state-of-the-art DeepGene [146].
Similarity threshold (e) Classification Accuracy
0.50 0.708
0.55 0.718
0.60 0.715
0.65 0.715
0.70 0.715
0.75 0.715
Table 2.2: Classification accuracy of mClass+LG as a function of similarity threshold e on
the twelve-type cancer dataset
As said, mClass selects the optimal number of features in a forward selection
fashion. We compared mClass’ cross-validation results with with DeepGene, which employs
a convolutional neural network (CNN) as the classifier. The performance of DeepGene
was calculated in three different configuration: clustered gene filter and indexed sparsity
reduction, only cluster gene filter and only indexed sparsity reduction.
Method Cross-validation Accuracy
DeepGene (CGF + ISR) 0.655
DeepGene (CGF) 0.638
DeepGene (ISR) 0.649
mClass+LG 0.675
Table 2.3: Ten-fold cross validation accuracy for mClass+LG and DeepGene (three config-
urations) on the twelve-type cancer dataset
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The ten-fold cross-validation results between mClass and three configuration of
DeepGene on the twelve-type cancer dataset is shown in Table 2.3. Observe that the clas-
sification accuracy of mClass outperformed all three configurations of DeepGene proposed
in [146]. The classification accuracy of mClass is more than 3% higher than the best con-
figuration of DeepGene.
We also compared the testing accuracy of mClass with (i) the best configuration of
DeepGene and (2) LG on the full dataset (i.e., no feature selection). The logistic regression
classifier in mClass uses balanced weights to counter the imbalance in the number of samples
in the dataset. Using the forward feature selection technique described in Algorithm 1,
the testing accuracy of the classifier was measured by adding ranked gene one at a time.
Figure 2.2 shows the progression of forward feature selection. mClass obtains the best
testing accuracy (TP + TN)/(TP + TN + FP + FN) of 0.718 using a collection of top
3,676 genes which is 9.6% higher than the accuracy obtained by the best configuration of
DeepGene with an average precision TP/(TP+FP ) of 0.74, recall TP+(TP+FN) of 0.718
and F-Score (2 × precision × recall)/(precision + recall) of 0.711 as shown in Table 2.5.
Figure 2.3 illustrates the confusion matrix for the twelve-type cancer dataset. Observe that
with mClass + LG, false positives rate is highest for BRCA while BLCA has the highest
rate of false negatives. Table 2.4 summarizes the testing accuracy of these three methods.
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Figure 2.2: Classification accuracies as a function of the number of feature (genes) selected
Method Classification accuracy
Full dataset (no feature selection) 0.677
DeepGene (CGF+ISR) 0.655
mClass+LG 0.718
Table 2.4: Testing accuracies of mClass+LG, DeepGene and LG on full dataset (twelve-type
cancer dataset)
Cancer type Precision Recall F-Score Support
ACC 1.00 0.83 0.91 12
CESC 0.88 0.47 0.61 15
UCS 0.33 0.50 0.40 2
PAAD 0.80 0.92 0.86 13
KIRP 0.89 0.64 0.74 25
STAD 0.70 0.50 0.58 32
LGG 0.95 0.91 0.93 23
BLCA 0.67 0.38 0.48 16
HNSC 0.81 0.46 0.59 28
PRAD 0.68 0.78 0.73 50
LUAD 0.90 0.75 0.82 12
BRCA 0.62 0.88 0.71 88
Average/Total 0.74 0.72 0.71 316
Table 2.5: Classification results on twelve-type cancer dataset
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Figure 2.3: Normalized confusion matrix for the twelve-type cancer dataset
2.3.4 Testing other classifiers
As said, mClass+LG uses a logistic regression as the classifier for the cancer clas-
sification datasets. We have tested the classification accuracies of other classifiers following
mClass’ feature selection. We employed Support Vector Machine (SVM) both with the
linear and RBF kernel, k-nearest neighbor (KNN), Naive Bayes and Random Forest. All
the classifiers were available from the Python package scikit-learn.
To classify the data using SVM with the RBF kernel, we optimized the parameter
C and γ using 10-fold cross validation (keeping other parameters to default). The highest
accuracy was obtained with C = 2e2 and γ = 2e−5. We have used the same parameter C
for the linear kernel version of the SVM. The classification with KNN employed Euclidean
distance and Pearson correlation coefficient. The 10-fold cross validation showed an optimal
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Figure 2.4: Classification accuracy of mClass+LG, DeepGene and other classifiers applied
to the features selected by mClass
accuracy of 0.316 for Euclidean distance using a threshold of 3 and an accuracy of 0.436 with
the Pearson correlation coefficient using a neighborhood size of 4. The ensemble Random
Forest classifier’s employed a maximum of 1,000 trees in the forest. We set the minimum
number of samples required to split an internal node to 9. All other parameters were set to
default.
The performance of the various classifier is shown in Figure 2.4. The experimental
results show a significant advantage of LG over all other classifiers. mClass+LG achieves
(i) a 9.6% testing classification improvement over the best configuration of DeepGene (ii)
a 24.6% improvement over the linear kernel SVM, (iii) a 29.6% improvement over the RBF
kernel SVM, (iv) a 106.9% improvement over KNN with Euclidean distance, (v) a 64.6%
improvement over the KNN with Pearson correlation coefficient, (vi) a 83.6% improvement
over Naive Bayes and (vii) a 30.3% improvement over Random Forest.
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2.3.5 Experimental results on the four-type dataset
As mentioned above, we used a second dataset consisting four type of cancers,
namely COAD, SKCM, LAML and KIRC. After removing genes with less than 1% muta-
tions across all samples, the dimension of the dataset was reduced to 1043 × 25286. The
dataset contains 154 samples for COAD, 345 samples for SKCM, 158 samples for LAML
and 386 samples for KIRC. Total number of mutations in this dataset is 363,285. We used
the same parameter values for e, t, v and d as in the previous experiment. The 10-fold
cross-validation peaked with an accuracy score of 89.5% with 1,132 genes. For testing ac-
curacy, the dataset was divided into training and testing dataset of size 698 (67%) and
345 (33%), respectively. Using 1,132 features, mClass+LG achieves an accuracy of 87.5%
on this dataset. Table 2.6 shows the average precision and f1-score for each class in this
dataset. Figure 2.5 shows the normalized confusion matrix for our classifier. We could
not compare the performance of mClass with DeepGene on this second dataset because,
according to the authors, the data pre-processing code necessary to feed the training model
for DNN is not available anymore.
Cancer Type Precision Recall F-score Support
COAD 0.93 0.75 0.83 51
SKCM 0.97 0.88 0.92 101
LAML 0.65 0.98 0.79 56
KIRC 0.94 0.88 0.91 137
Avg/Total 0.90 0.87 0.88 345
Table 2.6: Testing accuracies on the four-type cancer dataset using mClass
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Figure 2.5: Normalized confusion matrix for the four-type cancer dataset
2.3.6 Comparisons of predicted genes
We compared the genes selected by mClass+LG using the 12-types dataset with
genes from Cancer Gene Census (CGC). At the time of writing the CGC database contains
719 genes. About 90% of these genes contain somatic mutations, 20% contain germline
mutation and 10% contain both types of mutations. We compared mClass’ selected genes
against the selection carried out by Mutsig 2.0, Mutsig CV [80], MutationAccessor [121]
and Muffin [25]. These latter methods predicts cancer genes by analyzing cancer somatic
mutation data from 18 types of cancer. We examined the top 100, 500 and 1000 genes
produced by these methods, and counted how many of these genes were annotated in the
CGC database.
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Figure 2.6: Number of CGC genes produced by mClass, Mutsig 2.0, Mutsig CV, Muta-
tionAccessor and Muffin in their top 100, 500 and 1000 selection
Figure 2.6 shows these counts for mClass, Mutsig 2.0, Mutsig CV, MutationAcces-
sor and Muffin. Observe that for the the top 100 genes, mClass identifies about 50% more
CGC genes than MutSig 2.0, MutSig CV and MutationAccessor. mClass identifies more
CGC genes than Mutsig 2.0, Mutsig CV and MutationAccessor for the 500 and 1000 case.
However, mClass falls short by 18% and 14% than Muffin in identifying CGC genes in top
500 and top 1000 genes. Although the purpose of mClass was not identifying driver genes,
it is remarkable that the top ranked genes selected by mClass contains a large proportion
of cancer driver genes.
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Chapter 3
DeeplyEssential: A Deep Neural
Network for Predicting Essential
Genes in Microbes
3.1 Introduction
Essential genes are those genes that are critical for the survival and reproduction
of an organism [69]. Since the disruption of essential genes induces the death of an organ-
ism, the identification of essential genes can provide targets for new antimicrobial/antibiotic
drugs [61, 28]. The set of essential genes is also critical for the creation of artificial self-
sustainable living cells with a minimal genome [68]. Essential genes have also been a cor-
nerstone in understanding the origin and evolution of organisms [73].
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The identification of essential genes via wet-lab experiments is labor intensive, ex-
pensive and time-consuming. Such experimental procedures include single gene knock-out
[20, 52], RNA interference, and transposon mutagenesis [123, 33]. Moreover, these exper-
imental approaches can produce contradicting results in [90]. With the recent advances
in high-throughput sequencing technology, computational methods for predicting essential
genes has become a reality. Some of the early prediction methods used comparative ap-
proaches by homology mapping, see, e.g., [102, 148]. With the introduction of large gene
database such as DEG, CEG, and OGEE [95, 143, 21], researchers designed more complex
prediction models using a wider set of features. These features can be broadly categorized
into (i) sequence features, i.e., codon frequency, GC content, gene length [104, 128, 145],
(ii) topological features, i.e., degree centrality, cluster coefficient [112, 1, 93, 23], and (iii)
functional features, i.e., homology, gene expression cellular localization, functional domain
and molecular properties [141, 22, 38, 107, 90]. More recent studies about 3D structure of
protein modeled as network can also be incorporated in topological features set [97, 44].
Sequence-based features can be directly obtained from the primary DNA sequence
of a gene and its corresponding protein sequence. Functional features such as network
topology require knowledge of protein-protein interaction network, e.g., STRING and Hu-
manNET [132, 63]. Gene expression and functional domain information can be obtained
from databases like PROSITE and PFAM [62, 46]. Some of the less studied bacterial species,
however, lack these functional and topological features, which prevents the use of classifiers
that rely on them. Sequence-based classifiers are the most practical methods because they
use a minimal amount of features.
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Several studies have been published on the problem of predicting essential genes
from their sequence. In [128], the authors developed a tool called ZUPLS that uses (i)
a Z-curve derived from the sequence, (ii) homology mapping and (iii) domain enrichment
score as features to predict essential genes in twelve prokaryotes after training the model
on two bacteria. Although ZUPLS worked well on cross-organism prediction, the limited
number of bacterial species used as training dataset cast doubts on the ability of ZUPLS to
generalize to more diverse bacterial species. In [87], the authors proposed a computational
method that employs PCA on features derived from the gene sequence, protein domains,
homologous and topological information. Among the studies that predict essential genes
across multiple bacterial species, [107] employed several genomic, physio-chemical and sub-
cellular localization features to predict gene essentiality across fourteen bacterial species.
In their work, the authors dealt with the redundancy in the dataset (i.e., homologous genes
shared by multiple bacterial genomes) by clustering genes based on their sequence similar-
ity. In [104], nucleotide, di-nucleotide, codon, and amino acid frequencies and codon usage
analysis were used for predicting essentiality in sixteen bacterial species. The authors used
CD-HIT [84] for homology detection in both essential and non-essential genes. In [103], the
authors identified essential genes in fifteen bacterial species using information theoretical
features, e.g., Kullback-Leibler divergence between the distribution of k-mers (k = 1, 2, 3),
conditional mutual information and entropy features. Although their work showed promis-
ing results for intra-organism and cross-organism predictions, the model performed rather
poorly when trained on the complete bacterial dataset. Recently, [90] showed the most
extensive prediction analysis of thirty-one bacterial species. The authors employed the fea-
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tures proposed in [107], with additional features such as transmembrane helices and Hurst
exponent. Their algorithm used a regularized feature selection method called least absolute
shrinkage and selection operator (Lasso) and used SVM as the classifier.
The latest work in gene essentiality prediction [5] uses network-based features and
Lasso for feature selection with Random Forest as the classifier. The authors used a recursive
feature extraction technique to compute 267 features in three different categories i.e. local
features such as degree, egonet features which refers to the node and the induced subgraph
formed by a node and all of its neighbors and regional features which is a combination
of local and egonet features. They also used fourteen network centrality measures as a
separate feature set for the essentiality prediction. Finally, they combined their network-
based features with the sequence based features in [90] and [128] for their prediction model.
For the models in [90], [5] and [128], the authors down-sampled non-essential genes to
balance the training set but did not realize that their dataset contained multiple copies of
homologous genes which created a “data leak” issue which biased their results (see below).
In this work we propose a feedforward deep neural network (DNN) calledDeeplyEssen-
tial that uses features derived solely from the primary gene sequence to identify essential
genes in bacterial species, thus maximizing its practical application compared to other pre-
dictors that require structural or topological features which might not be readily available.
To the best of our knowledge, this is the first time a deep neural network has been used for
gene essentiality prediction.
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3.2 Materials and Methods
Genetic data for thirty bacterial species were obtained from the database DEG,
which is a curated and comprehensive repository of experimentally-determined bacterial and
archaeal essential genes. Among the thirty bacterial species, nine are Gram-positive (GP)
and twenty-one are Gram-negative (GN). DEG provides the primary DNA sequence and
corresponding protein sequence for both essential and non-essential genes, as well as gene
functional annotations. We only considered protein-coding genes, i.e., we excluded RNA
genes, pseudogenes, and other non-coding genes. At the time of writing, DEG contained
28,876 essential protein-coding genes (of which 8,746 belonged to a GP species and 20,130
belonged to a GN species) and 209,026 non-essential protein-coding genes (of which 45,002
were GP and 164,024 were GN). Table 3.1 shows the basic statistics of the dataset. Observe
that the dataset is highly unbalanced: while species NC 000907 and NC 002771 have ap-
proximately the same number of essential and non-essential genes and bacteria NC 000908
has more essential genes than non-essential genes, for ten bacterial species less than 10% of
their genes are essential. In order to improve the performance of our classifier, we balanced
the dataset by downsampling non-essential genes.
3.2.1 Feature selection
As said, various intrinsic gene features, such as protein domains, protein-interaction
network data, etc. have been used for predicting gene essentiality [103, 87]. DeeplyEssen-
tial utilizes codon frequency, maximum relative synonymous codon usage (RCSU), codon
adaptation index (CAI), gene length and GC content. Along with these DNA-derived fea-
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Table 3.1: The thirty bacterial species used for our experiments (GP is Gram-positive, GN
is Gram-negative)
Accession GP/GN # Essential genes # Non-essential genes
NC 000907 GN 1284 1024
NC 000908 GP 762 188
NC 000913 GN 1810 14000
NC 000915 GN 646 2270
NC 000962 GP 4144 17586
NC 000964 GP 542 7808
NC 002163 GN 788 5602
NC 002505/002506 GN 1558 5886
NC 002516 GN 906 21266
NC 002745 GP 604 4562
NC 002771 GP 620 644
NC 003197 GN 460 8456
NC 004347 GN 804 2206
NC 004631 GN 1422 15822
NC 004663 GN 650 8906
NC 005966 GN 998 5188
NC 006351/006350 GN 1010 10444
NC 007297 GP 454 2674
NC 007795 GP 702 5082
NC 008463 GN 670 1920
NC 008601 GN 784 2658
NC 009009 GP 436 4104
NC 009511 GN 1070 8630
NC 010729 GN 1488 6870
NC 011375 GP 482 2354
NC 011916 GN 960 6448
NC 016776 GN 1094 7486
NC 016810 GN 706 8070
NC 016856 GN 210 10420
NC 007650/007651 GN 812 10452
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tures, DeeplyEssential also uses amino acid frequency and sequence length from the
protein sequences.
Codon frequency
Codon frequency has been recognized as an important feature for gene essentiality
prediction [90, 107]. Given the primary DNA sequence of a gene, its codon frequency is
computed by sliding a window of three nucleotides along the gene. The raw count of 43 = 64
codons is then normalized by the total number of genes. Observe in Figure 3.1 that the
codon frequency can be quite different in the two classes. For instance, codon AAA, GAA,
TGA, GAT, AAG, ATT and AGA had at least 30% difference in their normalized codon
frequency between essential and non-essential genes.
Gene length and GC content
Other distinguishing features for gene essentiality are gene length and GC content.
Figure 3.2 shows the distribution of gene length in GP, GN and complete dataset (GP+GN).
Observe that in the complete dataset and the GN dataset, genes have a similar average
length in the two classes, while in the GP dataset essential genes are on average longer than
non-essential genes. As said, the GC content is another informative feature of essentiality
prediction. Figure 3.3 shows the difference in distribution in GC content between two
classes. Observe that non-essential genes have higher GC content than essential genes.
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Figure 3.1: Normalized codon frequency of gene sequences in GP + GN dataset
Relative synonymous codon usage
Unbalanced synonymous codon usage is prevalent both in prokaryotes and eu-
karyotes [101]. The degree of bias varies among genes not only in different species but
also among genes in the same species. Differences in codon usage in one gene compared
to its surrounding genes may imply its foreign origin, different functional constraints or a
different regional mutation. As a result, examining codon usage helps to detect changes
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Figure 3.2: Distribution of gene lengths in datasets GP+GN, GN, GN
in evolutionary forces between genomes. Essential genes are critical for the survival of an
organism thus codon usage acts as a strong distinguishing feature. To calculate the relative
synonymous codon usage we compare the observed number of occurrence of each codon
to the expected number of occurrences (assuming that all synonymous codons have equal
probability). Given a synonymous codon i that has an n-fold degenerate amino acid, we
compute the relative synonymous codon usage (RCSU) as follows
RCSUi =
Xi
(1/n)
∑n
i=1Xi
where Xi is the number of occurrence of codon i, and n is 1, 2, 3, 4, or 6 (according to the
genetic code).
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Figure 3.3: GC content distribution in essential and non-essential gene sets in GP + GN
dataset
Codon adaptation index
The codon adaptation index (CAI) estimates the bias towards certain codons that
are more common in highly expressed genes [101]. The CAI is defined by the geometric
mean of the relative adaptedness statistics. The relative adaptedness for codon i is defined
on the relative frequency of the codon in a species-specific reference set of highly expressed
genes. Formally, the relative adaptedness is defined by
ri =
RCSUi
RCSUmax
=
Xi
Xmax
where RCSUmax and Xmax are corresponding RCSU and X value of the most frequently
used codon. The CAI for a gene is defined by
CAI =
(
L∏
i=1
ri
) 1
L
where L is the number of codons in the gene excluding methionine, tryptophan, and stop
codon. The value of CAI ranges from zero to one, where zero indicates no bias and higher
values indicating a higher proportion of the most abundant codons.
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Protein sequence features
Another informative set of features used for the prediction of gene essentiality
are those derived from the corresponding protein sequences. Previous studies have used
frequency of rare amino acids, and the number of codons that are one-third base mutations
removed from the stop codons [90]. DeeplyEssential only uses amino acids frequencies
and the lengths of the protein sequences.
Combining all the features
Given the primary DNA sequence of a gene, we generate 43 = 64 values for the
codon frequency, and one value for the GC content, gene length, CAI and RCSUmax. From
the protein sequence, we compute the amino acid frequency vector (20 components), and
one value for the protein length. The total number of features used by DeeplyEssential
is 89.
3.2.2 Multi-layer perceptron
Multi-layer perceptron (MLP) consists of multiple layers of computational units
where the information flows in the forward direction, from input nodes through hidden
nodes to the output nodes without any cycles [124]. MLP networks have been used suc-
cessfully for several molecular biology problems, see, e.g. [85, 126, 47]. The architecture of
DeeplyEssential is composed of an input layer, multiple hidden layers, and an output
layer. The output layer encodes the probability of a gene to be essential. The addition
of dropout layer makes the network less sensitive to noise in the training and increase its
ability to generalize by randomly assigns zero weights to a fraction of the neurons [129].
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Let −→x = (x1, · · · , xn)T be the input to the MLP. Let vector y denotes the output
of the ith hidden layer. The output yi depends on the input in the previous layer as follows
yi = a(W ix(i−1) + b(i−1))
where a is the activation function, b is the bias and W is the weight matrix for each
edge in the network. During training, the network learns the weights W and the bias b.
DeeplyEssential uses a rectified linear unit (ReLU) in each neuron in the hidden layers.
ReLU is an element-wise operation that clamps all negative values to zero.
In the output layer DeeplyEssential uses a sigmoid as the activation function
to perform discrete classification
y =
1
1 + e−x
The loss function is binary cross-entropy defined by
M∑
c=1
yˆo,c log(po,c)
where M is the number of classes (two in our case), yˆ is the binary indicator if class
label c is the correct classification for observation o, and p is the predicted probability
observation o is of class c. Figure 3.4 illustrates the architecture of the neural network used
in DeeplyEssential.
3.3 Results and Discussion
3.3.1 Classifier design and evaluation
As mentioned in Section 2.1, the number of non-essential genes is significantly
larger than the number of essential genes. To address this imbalance in the training set
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Figure 3.4: The architecture of the neural network used in DeeplyEssential
and allow for unbiased learning, we randomly down-sample non-essential genes. In [145],
the authors showed that balancing the dataset did not negatively influence the prediction
of gene essentiality.
Model hyper-parameters
Recall that each gene (and its corresponding protein) is represented by 89 features
in the input layer. The deep learning architecture of DeeplyEssential was determined by
running extensive experiments on the training data over a wide range of hyper-parameters.
The number of hidden layers, the number of nodes in each of the hidden layers, the batch
size, the dropout rate and the type of optimizer were selected by optimizing the performance
of the classifier. Table 3.2 lists the range of hyper-parameter considered and the values of
the hyper-parameter selected for the final architecture of DeeplyEssential.
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Table 3.2: Hyperparameters for DeeplyEssential
Parameters Range Selected Parameter
# hidden layers [2 - 8] 6
# nodes [32, 64, 128, 512, 1024, 2048] 128, 256, 512, 1024, 1024, 1024
dropout rate [0.1 - 0.5] 0.3
epochs – 100 (early stopping)
optimizer sgd, adam, adadelta, RMSProp adadelta
Observe in Figure 3.4 that the final fully-connected layer reduces the 1024 di-
mensional vector to a two-dimensional vector corresponding to the two prediction classes
(essential/non-essential). The sigmoid activation function forces the output of the two neu-
rons in the output layer to sum to one. Thus their output value represents the probability
of each class. Among the available optimizer in Table 3.2, we chose adadelta because of
its superior performance. Adadelta is parameter-free, thus we do not need to define the
learning rate. The training was run for 100 epochs with early stopping criteria.
We trained DeeplyEssential on three datasets, namely GP, GN, and GP+GN
(see Section 2.1 and Section 3.2). For each dataset, 80% data is used for training, 10% data
for validation and 10% data for testing. The random selection was repeated ten times, i.e.,
ten-fold cross-validation was performed to complete the inference.
Evaluation metrics
The tools described in [90], [107], [104] and [103] are currently unavailable. We
ran DeeplyEssential on the datasets used in the corresponding papers, and compared
DeeplyEssential’s classification metrics to the published metrics.
We evaluated the performance of DeeplyEssential using the Area Under the
Curve (AUC) of the Receiver Operating characteristic Curve (ROC). ROC plot represents
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Table 3.3: Basic statistics for GP, GN, and GP+GN (balanced and unbalanced)
Dataset # Training Samples # Validation Samples # Test Samples
GP 7,065 883 884
GN 14,364 1,795 1,797
GP+GN (bal) 21,432 2,678 2,680
GP+GN (unbal) 90,571 11,321 11,322
the trade-off between sensitivity and specificity for all possible thresholds. Although our pri-
mary evaluation measure is the AUC score, we report the following additional performance
measures
Sensitivity(Sn) =
TP
(TP + FN)
Specificity(Sp) =
TN
(FP + TN)
PPV =
TP
(TP + FP )
Accuracy =
(TP + TN)
(TP + FN + TN + FP )
where TP , TN , FP and FN represent the number of true positives, true negatives, false
positives, and false negatives, respectively.
All experiments were carried out a Titan GTX 1080 Ti GPU, running Keras 2.1.5.
3.3.2 Gene essentiality prediction
We collected essential and non-essential gene for thirty bacterial species as de-
scribed in Section 2.1 into three datasets, namely GP, GN, and GP+GN. After re-balancing
the dataset by down-sampling non-essential genes, we extracted the features for each gene
as explained in Section 2.2. Table 3.3 shows the basic statistics for each dataset.
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Table 3.4: Training classification performance of DeeplyEssential on GP, GN, GP+GN
Metric GP GN GP+GN
AUC 0.838 0.823 0.842
Sensitivity 0.741 0.784 0.801
Specificity 0.758 0.708 0.721
PPV 0.774 0.722 0.749
Accuracy 0.749 0.745 0.762
Table 3.4 shows the training classification performance of DeeplyEssential, av-
eraged over ten repetitions. The violin plot in Figure 3.5 shows the distribution of AUCs
across the ten repetitions of the experiment, which appears very stable. The receiver oper-
ator curves (ROC) are shown in Figure 3.7. DeeplyEssential yielded an area under the
curve of 0.838, 0.829 and 0.842 for GP, GN, and GP+GN on average, respectively. The
ROC curve also indicates the relation between the number of training samples and stability
in model performance. Observe that DeeplyEssential’s performance was more stable on
the GP+GN dataset than the GP dataset (which contains the smallest number of samples).
Also the precision-recall curves shows the ability of our model to yield low false positive
rate and low false negative rate across all dataset consistently.
3.3.3 Comparison with down-sampling methods
As said in Section 3.2, the gene essentiality dataset is highly unbalanced. It
is well-known that class imbalance can negatively affect the performance of a classifier
[144]. To quantify how class imbalance affects the performance of our classifier we trained
DeeplyEssential on the full (unbalanced) dataset that has 322.6% more non-essential
genes than essential genes. Figure 3.6 shows that the sensitivity and Positive Predictive
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Figure 3.5: Violin plot of DeeplyEssential’s AUC across ten experiments on the GP,
GN, GP+GN datasets
Table 3.5: Comparing the performance of DeeplyEssential on down-sampled dataset
against methods that solely use sequence features; numbers in boldface indicate the best
performance
Method # features AUC Sensitivity PPV
Liu et al. 2017 40 0.794 0.715 0.243
Azhagesan et al. 2018 267 0.838 0.754 0.321
ZUPLS 274 0.705 0.663 0.255
DeeplyEssential 89 0.842 0.801 0.749
Value (PPV) of the classifier trained on unbalanced data are much worse than the balanced
dataset. As said, some of the existing methods use down-sampling to address this prob-
lem. Both Liu et al. 2017 [90] and Azhagesan et al. 2018 [5] randomly down-sampled the
majority class data to match the size of the minority class. DeeplyEssential also uses
this approach. Table 3.5 shows the performance DeeplyEssential compared to the two
published methods that use down-sampling. Observe that DeeplyEssential achieves the
best AUC, sensitivity, and PPV.
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Figure 3.6: Comparing the prediction performance of DeeplyEssential when trained on
balanced or unbalanced GP+GN dataset
3.3.4 Identification of “data leak” in the gene essentiality prediction
Bacteria are unicellular organisms with a relatively small set of genes. Across
bacterial species, a significant fraction of genes is conserved because they perform similar
fundamental biological functions. These conserved genes are quite similar at the sequence
level. All published methods rely on a dataset containing multiple bacteria on which genes
have been labeled essential or non-essential. Let x and y be two homologous genes, i.e., x
and y have a very similar sequence. If x is used on the training and y if used for testing, this
introduces a bias, or a “data leak”. Training examples and testing examples are supposed
to be distinct, and in this hypothetical scenario, they are not.
To quantify the effect of the data leak issue, we clustered the set of all genes
across the thirty bacterial species using OrthoMCL [83]. OrthoMCL is a popular method
for clustering orthologous, homologous and paralog proteins which use reciprocal best hit
alignment to detect potential in-paralog/recent paralog pair, and reciprocal alignments best
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Figure 3.7: DeeplyEssential’s ROC and AUPR curves on GP, GN, GP+GN
hits across any two genomes to identify potential ortholog pairs. A similarity graph is then
generated based on the proteins that are interlinked. To split large clusters, a Markov
Clustering algorithm (MCL) is then invoked [136]. Inside MCL clusters, weights between
each pair of proteins are normalized to correct for evolutionary differences.
As said, OrthoMCL produces a list of clusters where each cluster consists of genes
that have been determined to be orthologous. To quantify the effect of gene sequence similar-
ity on the prediction performance, we created a dataset where no gene from a single cluster
can end up in both the training set and the testing set. The modified dataset contains 11,168
training samples, 2,798 validation samples, and 4,270 testing samples. The prediction was
repeated ten times. Table 3.6 shows the clustering step heavily influences DeeplyEssen-
tial’s prediction performance: AUC decreased by more than 7% (on average), while the
accuracy decreased by 6.9% (along with a significant decrease in all performance measures).
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Figure 3.8: Effect of “data leak” on DeeplyEssential’s prediction performance
Table 3.6: Comparing the effect of clustering on the prediction performance of
DeeplyEssential on the GP+GN dataset
Metric Non-clustered Clustered Difference (%)
AUC 0.842 0.786 7.12%
Sensitivity 0.801 0.780 2.69%
Specificity 0.721 0.646 11.60%
PPV 0.749 0.688 8.86%
Accuracy 0.762 0.713 6.87%
Figure 3.8 shows the difference in performance before and after clustering. While the AUCs
were stable across experiments, sensitivity, specificity, and PPV varied largely across exper-
iments for the clustered dataset.
3.3.5 Comparison with methods that cluster orthologous genes
Some published studies have addressed the data leak issue by identifying homolo-
gous genes using sequence similarity metrics. In [103], the authors used the Kullback-Leibler
divergence (KLD) to measure the distance between k-mer distribution (for k = 1, 2, 3) ob-
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Table 3.7: Comparing the performance of DeeplyEssential and Ning et al and Nigatu
et al on their respective datasets [104], [103]; numbers in boldface indicate the best perfor-
mance
Method Clustering method AUC
Ning et al 2014 CD-HIT 0.758
DeeplyEssential OrthoMCL 0.818
Nigatu et al 2017 Kullback-Leibler divergence 0.650
DeeplyEssential OrthoMCL 0.840
tained from sequences. In [104], the authors used CD-HIT to remove redundancy in the
training data and improve the generalization ability of their model. As explained in the pre-
vious section, DeeplyEssential uses OrthoMCL to cluster homologous genes to prevent
similar genes to appear in both training and testing dataset. Table 3.7 shows the perfor-
mance comparison of DeeplyEssential with [104] and [103] on their respective datasets.
Observe that in both cases DeeplyEssential achieves the best predictive per-
formance. As said, although each of these two approaches uses a distinct method to find
orthologous genes, the use of the same dataset for the experiments ensures a fair comparison.
3.3.6 Feature importance
DeeplyEssential uses exclusively sequence-based features and yet produces higher
prediction performance. Unlike other machine learning classifiers, the DNN architecture
does not readily provide any insight about the feature set that contributed maximally to-
wards the prediction performance. To understand the impact of a feature on the predictive
performance, we carried out an ablation study which removes the feature(s) from the input
and observes the performance difference to determine the importance of a feature. However,
this type of study is not very informative in the presence of highly correlated features. In
this case, the absence of a feature can be compensated by another feature which is highly
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correlated with the former feature. To address this issue, we first computed the pairwise
Pearson correlation among all input features. Figure 3.9 illustrate the heatmap of the
pairwise correlation. Each axis shows the indices of the features: indexes 0–65 contains
DNA specific feature, index 68–89 contains protein specific features. GC content, CAI and
RSCUmax have a negative correlation with all other features. There were nineteen pair of
features showing a correlation higher than 0.9 (in absolute value). For our ablation study,
we either removed one feature at a time (if uncorrelated) or one of the 19 feature pairs to
test the performance changes on the GP + GN dataset using 5-fold cross-validation. We
measured the difference in AUC and ordered the features based on their impact in decreasing
the predictive performance (Figure 4.7). Observe that codon TTT caused the highest AUC
decrease (3.5%) while AGA, TTC, CGT, CGA, gene length, protein length, GC content,
CAI, amino acids K, L, R, W, Y, C, G, E, F, and pairs of correlated features CCG+CGC,
TAA+TTA, gene length+L, D, and protein length+T induced 2.5% –3% AUC decrease.
Our finding that gene and protein length are highly informative features for essentiality
prediction reconfirm their prominence, as illustrated in other sequence-based methods, e.g.,
[90] and [128]. Moreover, it is well-known that in essential genes within the functional
category related to information storage and process, encoded amino acids K, L and subcat-
egories of encoded amino acids C, G, E, F are preferentially suited at the leading strand
where these are responsible for energy production and conversion, carbohydrate transport
and other essential metabolic processes [88].
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Figure 3.9: Pairwise correlation among all features; features 0–65 are DNA specific feature;
features 68–89 are protein specific features
3.3.7 Discussion
A large number of structural and functional features have been used for gene
essentiality prediction, i.e. producibility, choke points, load scores, damages, degree of cen-
trality, clustering coefficient, closeness centrality, betweenness centrality, gene expression,
phyletic retention, among others. These features cannot be obtained from the gene se-
quences and are often not available for many bacterial species. To maximize its practical
utility, DeeplyEssential uses exclusively features derived directly from the sequence.
Previous works have addressed the high imbalance of the training dataset by ei-
ther down-sampling non-essential genes or by clustering orthologous genes across species.
In order to make a meaningful and fair comparison, we compared DeeplyEssential’s
performance to both approaches. In fact, our experiments showed that DeeplyEssential
has better predictive performance both on down-sampled and clustered datasets. On the
down-sampled dataset used in [90], DeeplyEssential demonstrated an improvement of
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Figure 3.10: Changes in AUC predictive performance due to the removal of a feature or
pairs of correlated features
12.8% in AUC compared to [90]. In addition, DeeplyEssential produced significantly
better sensitivity and precision than the three methods in Table 3.5, achieving 6.2% im-
proved sensitivity and 137.4% improved precision compare to [5]. If one uses all the 597
features in the prediction model in [5], then this latter method achieves 1.7% improved AUC
compared to DeeplyEssential. We believe that collecting this very large amount of fea-
tures from multiple databases does not warrant the additional (minor) benefit in predictive
performance. DeeplyEssential also achieved better performance on clustered datasets.
Table 3.7 shows 7.9% and 29.2% improved AUC compared to [104] and [103], respectively.
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As an alternative to the proposed approach that uses a carefully selected set of
features as input, one could consider training a CNN-based network that uses exclusively
one hot encoding of the DNA and protein sequence as input. One hot encoding is a process
that converts categorical variables into a form that is convenient for the prediction by
machine learning models. We expect that the limited size of the available training data
would be insufficient to allow for CNN to extract relevant features. As a consequence, the
CNN-based classifier would not be as accurate compared to the architecture proposed here.
3.4 Conclusion
We proposed a deep neural network architecture called DeeplyEssential to pre-
dict gene essentiality in microbes. DeeplyEssential makes a minimal assumption about
the input data (i.e, it only uses the gene sequence), thus maximizing its practical application
compared to other predictors that require structural or topological features which might
not be readily available. Extensive experiments show that DeeplyEssential has better
predictive performance than existing prediction tools. We believe that DeeplyEssential
could be further improved if more annotated bacterial data was available, making it an
essential tool for drug discovery and synthetic biology experiments in microbes.
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Chapter 4
Epi2En: A Convolutional Neural
Network for Genome-wide
Enhancer Prediction
4.1 Introduction
Enhancers are distal cis-regulatory elements that affect the cellular transcriptome
by controlling gene expression [12, 106, 16, 13, 113]. Unlike promoters which serve as anchor
points for recruiting protein complexes needed for transcription (e.g., transcription factors),
enhancers are positioned 20kb or further away from their target gene(s); sometimes they
are located on a different chromosome. Enhancers are known to interact with their target
gene(s) through promoter-enhancer looping [125, 57, 66, 37]. In order to ensure devel-
opmental robustness, some genes involved in these processes contain multiple enhancers
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with overlapping functions and their functional mechanisms appear to be independent of
their target gene location [111]. In evolutionary biology, enhancers and other cis-regulatory
elements that produce phenotypical changes have been investigated to understand devel-
opmental differences across species. Genetic variation in non-coding regions, especially
enhancers, represents the primary basis in many human genetic diseases which are driven
by dysregulation of gene expression [49]. Despite extensive studies on the identification
of enhancers, their complex functional properties across cell-lines and tissue-types, their
low evolutionary conservation, and their variable motif composition, makes it analytically
challenging to systematically and precisely identify them.
Initial efforts in identifying enhancers were based on sequence conservation because
of the negative evolutionary selection pressure on regulatory sequences [117, 137, 105, 139,
92]. This approach is however unreliable since studies showed that mammalian regulatory
elements show low conservation among different species and consequently they cannot be
effectively characterized based on orthologous regions [138]. Recent advancements in high-
throughput sequencing technologies have allowed researchers to collect experimental data
on proximal and distal cis-regulatory elements and their interactions. These identification
methods either rely on detected binding sites for transcription factors and other DNA-
binding proteins (ChIP-Seq) or the presence of open chromatin (DNase-Seq).
Several supervised and unsupervised machine learning methods had been devel-
oped for genome-wide enhancer predictions based on either ChIP-Seq or DNase-Seq data.
For instance, ChromHMM utilizes a hidden Markov model and leverages a clustering of
genome-wide profiles in multiple cell-lines to assign chromatin states [41]. Segway is an-
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other unsupervised method that produces a segmentation of the genome based on dynamic
Bayesian networks [59]. Several supervised methods for predicting enhancers have been pro-
posed in the literature. CSI-ANN uses an artificial neural network [48], ChromaGenSVM
combines genetic algorithms with support vector machines [45], REFCS uses random forests
[119] and DELTA uses adaptive boosting [94]. More recently, the authors of [72] proposed
a model with three-component (DEEP-ENCODE, DEEP-FANTOM5, and DEEP-VISTA)
for predicting enhancers using (i) histone marks from the ENCODE cell-lines, (ii) tissue-
specific sequence characteristics from FANTOM5 experiments and (iii) sequence features
derived from developmental enhancers from the VISTA database. DEEP-ENCODE uses
eleven histone tail modifications and 351 sequence characteristics as input features. It com-
bines four ensemble models that are trained on four cell-line and contains a total of 4, 000
classifiers to predict enhancers. PEDLA is a deep learning-based algorithm for enhancer
prediction that uses 1,114-dimensional features including histone modifications, transcrip-
tion factors and co-factors, chromatin accessibility, CpG islands, evolutionary conservation,
sequence signatures and occupancy of transcription factor binding sites. [89].
Although the use of machine learning has significantly improved the accuracy of
enhancer prediction, published methods suffer from a few shortcomings. For instance, some
of these methods are trained on a small number of samples which could lead to over-fitting
and does not allow the model to generalize. In fact, the lack of generalization is still a
significant issue for enhancer prediction tools. Most of these methods are highly dependent
on the specific cell-line or tissue, while the number of tissues in mammals reaches in the
hundreds. In addition to histone marks, some methods require the integration of additional
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data from various other sources like the DNase I hypersensitivity site (DHS) extracted from
DNase-Seq data [10] and/or DHS data combined with transcription factor binding sites
motifs extracted from databases like HOCOMOCO [75]. The integration of heterogeneous
data types is tedious and time-consuming and often these additional data are not available
for all cell-lines of interest.
To address these issues we have developed a convolutional neural network called
Epi2En that can predict enhancer regions across multiple cell lines exclusively based on
chromatin data (histone marks and CTCF). To the best of our knowledge, Epi2En is the
first use of a convolutional neural network for enhancer prediction.
4.2 Materials and Methods
4.2.1 Labeled data
Epi2En was trained on three human cell-lines, namely Gm12878, H1-hesc, and
Hep-g2. Two additional cell-line data, namely K562 and Hela-S3, were used exclusively for
testing. Enhancer regions were generated as it was done in DEEP-ENCODE and PEDLA.
The absence of a genome-wide set of experimentally-verified enhancers across different cell-
lines justified this choice.
Briefly, PEDLA considers a region to be an enhancer based on the presence of
specific histone marks across cell-lines. PEDLA non-enhancers set (negative examples)
contains 10% promoters and 90% random genomic regions that are not annotated as either
enhancers or promoters.
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DEEP-ENCODE instead considers a region to be an enhancer based on the binding
of proteins like CTCF and Pol2, as well as DNase data and FAIR arrays. An unsupervised
clustering algorithm is used to label enhancers according to their functional annotations
described by 25 states. The final set of enhancers is then selected based on the regions with
the highest confidence. Since DEEP-ENCODE does not provide non-enhancers regions,
we used random genomic regions not labeled as enhancers. We generated these negative
examples based on the distribution of the lengths of enhancer and non-enhancer regions
across all cell-line data. (see, e.g., Figure 4.2 for Gm12878)
In the rest of the manuscript, we will refer to the DEEP-ENCODE enhancers as
DE and will refer to the PEDLA enhancers as PE. Table 4.1 summarizes the basic statistics
of the DE dataset and PE dataset. Observe that DE contains a much higher number of
enhancers. Irrespective on the dataset we always used a 1:10 positive/negative ratio to train
Epi2En, unless otherwise specified. Hela-S3 and K562 cell-line data were collected from
PEDLA and used for independent testing of Epi2En. To understand the potential overlap
between these two datasets, we declared an enhancer region in DE to match an enhancer
region in PE if the corresponding intervals overlapped by at least 1bp. The Venn diagram
in Figure 4.1 shows the number of common matching intervals.
4.2.2 Features
Our feature data includes (1) architectural protein CTCF, (2) enhancer-specific
histone marks H3k4me1 and H3k27ac, (3) activating histone marks H3k9ac, H3k4me2 and
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Figure 4.1: Venn diagram for the enhancer regions in the PE dataset (blue) and DE dataset
(pink). Gm12878 cell-line (left), H1-hesc cell-line (middle) and Hep-g2 cell-line (right)
Table 4.1: Training/Testing data statistics
Dataset Source Cell-line # enhancers # non-enhancers
DE DEEP-ENCODE
Gm12878 19,362 185,244
H1-hesc 8,092 711,680
Hep-g2 13,977 369,259
PE PEDLA
Gm12878 8,578 85,789
H1-hesc 5,870 320,131
Hep-g2 8,952 89,529
Hela-S3 6,692 66,929
K562 13,423 134,239
H3k4me3, (4) repressive histone marks H3k27me3 and H3k9me3, (5) active gene body and
elongation histone marks H3k36me3, H4k20me1, and H3k79me2 and (6) histone variant
H2A.Z in nucleosomes. According to [16] and [109] histones at enhancers regions are dec-
orated with specific marks such as H3k4me1 and H3k27ac but not limited to only these
modifications. H3k4me3 has been shown as a prominent feature of active promoter but
also detectable at active enhancers bound by RNA Pol II. H3k4me2 is present in both
enhancers and promoters. H3k9ac is an acetylation mark that also has been detected at en-
hancers. Other histone modifications, i.e. H3k9me3 and H3k79me3, have been detected at
putative enhancers and poised enhancers. H3K36me3, H4K20me1, and H3K79me2 are as-
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Figure 4.2: Distribution of enhancer/non-enhancer length in Gm12878 cell-line (DE
dataset). The length of a few enhancer/non-enhancer reaches about 10kbp (not shown
here)
sociated with actively transcribed regions, active and accessible regions and transcriptional
transition regions, respectively. Finally, nucleosomes have varying degrees of stability (see,
e.g., [115]). Variant H2A.Z increases the thermal mobility of nucleosomes on the DNA
template and facilitates transcription factors binding events. Their presence of H2A.Z in
active/poised enhancer and promoter regions of multiple cell-lines is supported by several
studies [120, 6, 32, 60, 65, 67, 74]. Feature data were obtained from the ENCODE reposi-
tory [36]. ChIP-Seq data for histone marks are represented as the average read count after
mapping the reads to the reference genome.
As shown in Figure 4.2, the length of genomic regions associated with positive and
negative examples varies substantially. To fit the features on these variable-length regions
into a uniform-length vector to be fed into the network, we divided each region into a fixed
number of bins b. Each positive and negative example is represented by a 12 × b matrix
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Figure 4.3: Converting epigenetic peaks into the input matrix for Epi2En.
where each row represents an epigenetic marker and each column represents the average
signal intensity of each epigenetic marker in that bin. Figure 4.3 illustrates the construction
of an input matrix for one particular sample. To choose the optimal value for b, we tested
Epi2En with several choices of the number of bins, namely b = {5, 10, 15, 20}. For each
choice of b we computed the difference in Epi2En’s performance on the training and testing
set. A small difference indicates that that model is stable. According to experiments on
b = [10, 15] seems to minimize the difference of both GM (geometric mean of sensitivity
and specificity) and precision between the training set and testing set (see Figure 4.4). In
all experiments below, we used b = 10.
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Figure 4.4: The log difference in variance of GM and precision between training and testing
for several choices of the number of bin b (x axis)
4.2.3 Convolutional neural network framework
Convolutional neural networks (CNN) were first popularized by [81] and have since
extensively used in a wide variety of applications. In this work, we have used a 1-D CNN for
the classification of enhancer regions using the Keras framework. Recall that our training
set contains Nsamp samples in paired form (Xi, yi), where Xi are matrices of size Nf × b
and yi ∈ {0, 1} for i ∈ {1, · · · , Nsamp}. The architecture of Epi2En is composed of several
layers (Figure 4.5) as explained below.
Convolution
In the first layer, we used a 1-D CNN with Nout filters each of length k. This CNN
performs a sliding window operation across all bin positions, which produces an output
feature map of size Nout× (b− k+ 1). Each sliding window operation applies Nout different
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Figure 4.5: The architecture of the neural network in Epi2En.
filters on k consecutive input bins from start position ps = 1 to (b − k + 1). In Figure 4.5
the rectangles illustrates a sliding window with k = 3 (ps = 1 for the red rectangle, ps = 6
for the green rectangle). Given an input matrix X of size Nf × b and a feature map Z,
Zps,i is generated from the p
th
s sliding neighborhood window and the i
th hidden filter, where
ps ∈ {1, · · · , b− k + 1} and i ∈ {1, · · · , Nout}, as follows.
Zps,i = Bi +
Nf∑
j=1
k∑
r=1
Wi,j,rXj,ps+r−1
where matrix W (size Nout×Nf × k) and B (size Nout× 1) are the trainable parameters of
the convolution layer. We finally applied the rectified linear unit function (ReLU), which is
an element-wise operation that clamps all negative values to zero.
Pooling and Dropout
We used max-pooling on the convolution layer to learn from the features. Max-
pooling selects the maximum values in a certain range which forms a smaller representation
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of a larger region for a given sample. Max-pooling was applied on an input Z of size
Nout × a = b − k + 1. With a pooling size of m, the output V of this layer is of size
Nout × b amc. Entry Vi,q of this output layer was computed as follows.
Vi,q = max
m
j=1Zi,m(q−1)+j
where q ∈ {1, · · · , ba/mc} and i ∈ {1, · · · , Nout}.
The grey rectangle in Figure 4.5 shows the results of a max-pooling operation on
the feature map where m = 2. A dropout layer [130] randomly zeros the input to the next
layer during training with a chosen probability of 0.25. The dropout layer regularizes the
network and prevents over-fitting.
Feed-forward neural network
The learned regions from the max-pool layers were then fed into a multi-layered
perceptron (MLP) to learn the mapping of input features to enhancer/non-enhancer labels.
The fully connected layers have alternating linear and non-linear layers. Each layer learns
to map its input to a hidden feature space. The output yi depends on the input from the
(i− 1)th layer as follows
yi = a(wix(i−1) +B(i−1))
where a is the activation function, B is the bias and w is the weight matrix for each edge in
the network. Epi2En uses softmax as the activation function at the output layer to perform
discrete classification, thus
y =
[
exp(x1)∑
c exp(xc)
· · · exp(xC)∑
c exp(xc)
]T
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where C encodes the two class types. The output f(xi)c of each node c in the output layer
represent the probability f(xi)c = p(c|xi) that input sample xi belongs to class type c. The
loss function is binary cross-entropy, defined by
M∑
c=1
yˆo,clog(po,c)
where M = 2 is the number of classes, yˆo,c is the binary indicator (which takes value one if
class label c is the correct classification for observation o otherwise), and p is the predicted
probability observation that o belongs to class c.
We used stochastic gradient descent (SDG) to train our model via back-propagation
[9]. Given a set of training samples, instead of calculating the true gradient of the objective
using all training samples, SGD calculates the gradient per sample and updates accordingly
on each training sample. To counter the class imbalance problem during training, we as-
signed empirically decided weights associated with each class (i.e. for the minority class the
weight was assigned to 0.65).
4.3 Experimental results
4.3.1 Model design and parameter
As said, Epi2En utilizes a convolutional neural network to predicts enhancers
regions using epigenetic data. For each cell-line, positive and negative examples were divided
into three sets: 80% of the data is used for training, 10% is used for the validation and
10% is used for testing. Recall that each region is represented by a feature matrix of size
12× 10. The architecture of Epi2En was determined by running extensive cross-validation
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Table 4.2: Hyper-parameter values for Epi2En
Hyper-parameters Selected values
#1D convolution layers 3
Convolution layer filter size 128, 64, 64
Convolution layer kernel size 3, 3, 3
Maxpool layer pool size 2
Dropout rate 0.25
# fully connected layers 3
Fully connected layer filter sizes 128, 64, 32
Activation functions relu, softmax
epochs 100 (early stopping)
Loss function binary cross entropy
Optimizer SGD
experiments over a wide range of hyper-parameters. The number of convolution layers, the
batch size, the dropout rate, the filter and kernel sizes, the number of fully connected layers
and the number of nodes in each layer and the type of optimizer were selected by optimizing
the performance of the classifier. Table 4.2 shows the parameters that were chosen for the
Epi2En.
All experiments were carried out on a Titan GTX 1080 Ti GPU, running Keras
2.1.5. The training was run for 100 epochs with early stopping criteria.
The performance of the model was evaluated by computing (1) accuracy = (TP +
TN)/(TP+TN+FP+FN) where TP , TN , FP and FN indicates true positives, true nega-
tives, false positives and false negatives, respectively, (2) GM =
√
sensitivity × specificity
is the geometric mean of sensitivity and specificity, where sensitivity = TP/(TP + FN)
and specificity = TN/(TN + FP ) and (3) F1 = 2/(1/recall + 1/precision) is the har-
monic mean of recall (sensitivity) and precision = TP/(TP + FP ). We used 10-fold cross
validation to obtain estimates of these performance indicators.
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4.3.2 Performance evaluation
To evaluate the performance of our model, we performed a cross-validation analysis
on the cell-line-specific dataset from the two sources described above (Table 4.1). For both
DE and PE dataset, we sampled the non-enhancer set to match the 1 to 10 positive to
negative ratio.
After the hyper-parameter optimization described above, we performed the ten-
fold cross validation on each cell-line. On average Epi2En achieved 99.97% accuracy, 99.87%
GM (99.99% sensitivity, 99.74% specificity), 99.86% F1-score and 99.97% precision on the
Gm12878 cell-line (PE dataset). On the H1-hesc cell-line (PE data) Epi2En achieved
99.90% accuracy, 99.71% GM and 99.94% precision. On the Hep-g2 cell-line (PE data)
Epi2En achieved 99.94% accuracy, 99.81% GM and 99.96% precision. The cross-validation
performance of Epi2En was equally high on DE datasets. Epi2En produced >99% accu-
racy, >99% GM and >99% precision across all DE cell-lines.
Figure 4.6 shows the learning profile from one of the cell-lines for the gradual
performance of the model across many epochs on training and validation dataset. The
figure shows a similar learning profile between the training and validation set across many
epochs which implies that the model is not over-fitting.
To gain insights about the importance of each of the twelve epigenetic features on
the prediction capability of Epi2En, we performed an ablation test to evaluate how the
absence of each feature would affect the model’s performance. Figure 4.7 shows the change
in the AUC score due to the absence of each feature. The highest drop in performance is
due to the removal of H3k27ac, which is an active enhancer marker known to be associated
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Table 4.3: Performance comparison of Epi2En against PEDLA and DEEP-ENCODE on
PE and DE dataset (GM is the geometric mean of sensitivity and specificity)
Dataset Cell-line Method Accuracy GM F1-score Precision
PE
Gm12878
PEDLA 95.11% 97.30% 77.44% 63.18%
Epi2En 99.97% 99.87% 99.86% 99.97%
H1-hesc
PEDLA 97.65% 96.97% 88.31% 81.69%
Epi2En 99.90% 99.71% 99.49% 99.94%
Hep-g2
PEDLA 94.64% 97.00% 76.26% 61.64%
Epi2En 99.94% 99.81% 99.71% 99.96%
DE
Gm12878
DEEP-ENCODE 94.36% 90.73% 73.35% 64.25%
Epi2En 99.94% 99.85% 99.70% 99.97%
H1-hesc
DEEP-ENCODE 92.46% 83.64% 64.17% 56.47%
Epi2En 99.89% 99.63% 99.33% 99.93%
Hep-g2
DEEP-ENCODE 94.31% 88.83% 71.98% 64.69%
Epi2En 99.93% 99.76% 99.65% 99.95%
Figure 4.6: Learning profile (accuracy and loss function) of Epi2En during training on the
Gm12878 (left), H1-hesc (middle), and Hep-g2 (right) cell-lines (DE dataset)
with active/poised enhancers. Previous study has demonstrated that histone modifications
H3k27ac and H3k4me1 are deposited at nucleosomes flanking enhancer elements [16].
4.3.3 Comparison of Epi2En with existing methods
We primarily compared the performance of Epi2En with two state-of-the-art
methods, namely PEDLA and DEEP-ENCODE. Five additional methods were tested be-
low. Table 4.3 shows the performance comparison between Epi2En, PEDLA and DEEP-
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Figure 4.7: ROC and Accuracy ablation analysis on the twelve features used by Epi2En
on Gm12878 cell-line data (DE dataset)
ENCODE. Across all measures Epi2En outperformed both PEDLA and DEEP-ENCODE
on their respective datasets using optimal settings.
We also evaluated the performance of Epi2En against PEDLA and DEEP-ENCODE
on the basis of class-imbalance. In these experiments, we produced a 1:p ratio between
positive and negative examples for p = 1, 2, . . . , 9. For each value of p we evaluated the
performance of the three methods via cross-validation. These experiments were performed
on H1-hesc cell-line. Figure 4.8 shows the performance comparison between Epi2En and
PEDLA and DEEP-ENCODE for several choices of p. Observe that Epi2En consistently
outperformed Epi2En and PEDLA across all values of p.
We finally compared the cross-validation performance of Epi2En with other su-
pervised and unsupervised methods mentioned earlier. On the H1-hesc cell-line RFECS,
CSI-ANN, DELTA, DEEP-ENCODE and PEDLA made 75,691, 30,173, 112,044, 17,960
and 20,686 enhancer predictions, respectively. ChromHMM and Segway made 26,869 and
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Figure 4.8: Comparing the performance of Epi2En, PEDLA and DEEP-ENCODE for
several choices of the ratio of positive vs negative examples on H1-hesc cell-line data
Table 4.4: Performance comparison of Epi2En with other existing method on H1-hesc
cell-line dataset
REFCS CSI-ANN DELTA ChromHMM Segway PEDLA DEEP-ENCODE Epi2En
Accuracy 93.67% 95.58% 87.78% 94.03% 91.01% 97.65% 92.46% 99.91%
Sensitivity 64.19% 65.50% 73.56% 37.67% 12.89% 96.16% 74.32% 99.95%
Specificity 97.89% 98.63% 89.84% 99.75% 98.94% 97.80% 94.13% 99.94%
GM 79.26% 80.34% 81.29% 61.30% 35.71% 96.97% 83.64% 99.71%
F1-score 71.71% 73.06% 60.40% 53.74% 20.90% 88.31% 64.52% 99.49%
131,689 predictions, respectively. Epi2En trained on ground-truth data from PEDLA made
26,348 enhancer predictions. All methods used the parameter, structure, and thresholds pro-
vided in their respective studies. The experimental results for RFECS, CSI-ANN, DELTA,
DEEP-ENCODE, and PEDLA were collected from the respective literature. Table 4.4
summarizes the performance of all methods on H1-hesc enhancer predictions.
4.3.4 Experiments across cell-lines
To illustrate the generalization ability of Epi2En, we evaluated the predictive
performance of our method using available cell-line data in various ways. First, we trained
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Figure 4.9: Training Epi2En on one cell-line (y-axis) and testing Epi2En on another cell-
line (x-axis) on the DE dataset. Accuracy (left), and geometric mean of sensitivity and
specificity (right)
Epi2En on the data for one cell-line and tested it on another cell-line. Figure 4.9 shows
the accuracy and the geometric mean (GM) of sensitivity and specificity for all choices of
train/test on three cell-lines (DE dataset). Observe that the performance of Epi2En varies
greatly depending on the particular combination of testing/training, suggesting that some
pair of cell-lines are more similar than others. For example, Epi2En trained on Gm12878
can predict enhancer regions in Hep-g2 cell line with high accuracy and vice versa. Instead,
the performance of Epi2En trained on Hep-g2 is relatively poorly on H1-hesc and vice
versa.
Next, we performed a series of experiments in which we predicted enhancer regions
for a particular cell-line using a model trained on the other two cell-lines. Table 4.5 and
Figure 4.10 shows the average testing performance for the three cell-lines (DE dataset).
Epi2En produced an average AUC of 0.813, 0.61, 0.942 when testing on Gm12878, H1-
hesc, and Hep-g2, respectively. Epi2En also produced a very high accuracy and precision
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Figure 4.10: Epi2En performance on leave-one-out experiments (DE dataset).
Table 4.5: Leave-one-out analysis on both DE and PE datasets
Dataset Train Test ROC Sensitivity Specificity GM F1-score Accuracy Precision
DE
Gm12878 + H1-hesc Hep-g2 0.942 0.992 0.728 0.849 0.812 0.962 0.967
Gm12878 + Hep-g2 H1-hesc 0.61 0.905 0.655 0.77 0.343 0.894 0.983
Hep-g2 + H1-hesc Gm12878 0.813 0.963 0.837 0.897 0.725 0.952 0.986
PE
Gm12878 + H1-hesc Hep-g2 0.936 0.989 0.819 0.9 0.853 0.973 0.981
Gm12878 + Hep-g2 H1-hesc 0.591 0.899 0.647 0.763 0.301 0..897 0.985
Hep-g2 + H1-hesc Gm12878 0.836 0.967 0.935 0.951 0.786 0.965 0.995
across all tested cell-lines. Figure 4.11 shows the AUC curve for the same leave-one-out
experiments. Observe that the performance on H1-hesc is considerably worse than the two
other cell-lines. Figure 4.12 shows the AUC curves for these experiments on the PE dataset.
Both figures show similar predictive performances.
Finally, we have measured the predictive performance of Epi2En on two additional
cell-line, namely Hela-S3 and K562. Genome-wide ChIP-Seq data for these cell-lines were
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Figure 4.11: AUC curve for the leave-one-out experiments on the DE dataset. (left) train
on GM12878 and H1-hesc, test on Hep-g2; (middle) train on GM12878 and Hep-g2, test
on H1-hesc; (right) train on H1-hesc and Hep-g2, test on GM12878. The experiments were
repeated five times.
Figure 4.12: AUC curve for the leave-one-out experiments on the PE dataset. (left) train
on GM12878 and H1-hesc, test on Hep-g2; (middle) train on GM12878 and Hep-g2, test
on H1-hesc; (right) train on H1-hesc and Hep-g2, test on GM12878. The experiments were
repeated five times.
downloaded from the ENCODE project. We trained our model on the three cell-lines
(Gm12878, H1-hesc and Hep-g2) and tested on Hela-S3 and K562 and the enhancer list for
both these cell-lines were obtained from PEDLA. Table 4.6 shows Epi2En’s performance
on Hela-S3 and K562. Observe that the combined model predicts the enhancers regions
with more than 90% accuracy in Hela-S3 and more than 87% accuracy for K562, with more
than 92% precision rate.
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Table 4.6: Prediction performance of Epi2En on Hela-S3 and K562, based on training on
Gm12878, H1-hesc and Hep-g2; GM is the geometric mean of sensitivity and specificity
Test Accuracy GM F1-score Precision
Hela-S3 90.06% 66.87% 53.18% 92.87%
K562 87.26% 53.44% 31.05% 92.86%
Figure 4.13: AUC curve of testing on Hela-S3 (left) and K562 (right) with the model trained
on Gm12878, H1-hesc and Hep-g2 (DE datase). The experiments were repeated five times.
An additional validation marker was available for the K562 cell line in the DE
dataset, namely genome-wide p300 binding sites. Enhancer regions are known to be en-
riched of p300 binding sites (see, e.g., [58]). In order to compute this enrichment, (i) we
selected an arbitrary 2Mbp window on chromosome 1, (ii) we generated 10,000 random re-
gions in this window according to the distribution of enhancer length as in Figure 4.2, (iii)
we ran Epi2En on the twelve epigenetic markers for these 10,000 regions, (iv) we computed
the fraction of predicted-positive regions that overlapped with p300 binding sites. Over
five iteration of this experiment, we observed an average of 56.89% predicted-positive re-
gions overlapping with a p300 binding site. In comparison, a classifier that predicts positives
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with probability 1/10 generated predicted-positive regions that on average overlapped with
38.78% of the p300 binding sites.
4.4 Discussion and Conclusions
We introduced a convolutional neural network called Epi2En that can predict
enhancer regions across multiple cell lines exclusively based on chromatin data, namely
histone marks and CTCF, which are most common epigenetic features available across cell-
lines. The dependency of Epi2En from only twelve epigenetic features enables our tool to
be used in the widest set of cell-lines and tissue type.
Our extensive cross-validation experimental results show that Epi2En achieves
excellent predictive accuracy, and it outperforms existing state-of-the-art methods. The
performance of Epi2En across cell-lines is, however, not as impressive. Although Epi2En
was superior to the other methods across cell-lines, there still is room for improvement
towards building a truly general model for predicting enhancer regions across cell-lines and
tissue-types. Even more ambitiously, based on the evidence of highly conserved general
mechanisms of epigenetic regulation in mammals [42, 64], Epi2En could represent the first
building block in predicting enhancers across species.
Epi2En can be readily extendable with the availability of more data from more
cell-lines. Similar to any machine learning method, Epi2En’s performance is highly de-
pendent on the availability of training data. Epi2En would also be easy to extend to
incorporate additional features resulting from new biological insights into their relevance in
enhancer prediction. For instance, conformation capture data, such as Hi-C or ChIA-PET
73
are likely to improve the prediction of enhancer [127, 54]. All these additional data could
enhance the generalization capability of Epi2En, moving towards the goal of achieving a
truly general prediction tool for enhancers.
To the best of our knowledge, Epi2En is the first use of a convolutional neural
network for enhancer prediction. The principle architecture of Epi2En is not only limited to
predict enhancer regions. With properly prepared feature data, our model could be adopted
for the prediction of other functional elements/domains such as promoter, insulator, and
repressors.
74
Chapter 5
Classification of Stable/Unstable
Nucleosome Sequences in
Plasmodium falciparum
5.1 Introduction
Advancements in high-throughput DNA sequencing technology has enabled life
scientists to carry out increasingly large-scale experiments. In genomics and epigenetics, it
is relatively common to run multiple genome-wide experiments: for example, one can use
ChIP-Seq/MNase-Seq/FAIRE-Seq/NOMe-Seq to obtain nucleosome levels or specific his-
tone tail post-translational modifications (e.g., methylation, acetylation, phosphorylation,
ubiquitination) at different cell types/tissues (which allows to understand cell type-specific
marks), or at different time points for a particular cell process cycle (which allows to explore
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Q1
Q2
Q3
Q4
Figure 5.1: An illustration of the problem of aligning epigenetic features on four maps
Q1, Q2, Q3, Q4; the input is a set of locations for the feature of interest (e.g., CHiP-seq
peaks for nucleosome or specific histone marks) illustrated as circles here; the output is an
assignment of features to trajectories, in a way that most parsimoniously explain the data;
dotted circles indicate gaps or “missing features”
the dynamics of epigenetic marks). The ENCODE project [40], modENCODE [51, 122],
phychENCODE [2], and the NIH Roadmap Epigenomics Project [8] are notable examples
of these efforts. Similar comparative analysis of epigenetic marks could be carried out for
a set of closely related organisms (e.g., human-chimp) if the correspondences between the
genomes are known (e.g., using liftover by [71]).
Epigenetic maps are usually obtained by (i) sequencing a DNA sample enriched
for a feature of interest, (ii) mapping short reads to the reference genome and (iii) run-
ning a peak-calling algorithm (e.g., MACS/MACS2 [149], NOrMAL [116], Puffin [114]).
ThIEF:LP answers the fundamental question on how to compare multiple genome-wide
epigenetic maps, when features are expected to shift or be missing. The model allows the
possibility of the nucleosome of physically sliding along the genome or compensate for the
noise in the peak detection process. In the example in Figure 5.1, the objective is to align
four maps. Circles represent features to align; dashed circle mark the gap; trajectories are
indicated with solid lines, which represent the most “likely” explanation of the data.
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ThIEF:LP compares epigenetic maps by aligning them in a similar way the DNA
sequences are aligned. It arranges multiple nucleosome/feature maps on top of each other,
with the objective to build a trajectory for each individual nucleosomes/feature across time
points or cell types, in a way that a total cost (i.e., total “traveled distance” in the case
of nucleosomes) is minimized. Such a set of trajectories are called an alignment. Simi-
lar to multiple sequence alignment ThIEF:LP allow “insertion” or “deletions” of nucleo-
somes/features at specific time points or cell types. For instance, Figure 5.2 illustrates the
output of ThIEF:LP in the IGV browser for a region of chromosome 10 of P. falciparum.
ThIEF:LP aligned eight nucleosome maps over multiple time points, where each trajectory
is assigned a unique ID, using alternating colors. Observe that in some trajectories (e.g.,
the one with ID 10 4546), nucleosomes are stable, while in others (e.g., the one with ID
10 4547) nucleosomes are evicted then bind later to the same location. We should note
that it not easy to tag individual nucleosomes and image them under microscopes (see,
e.g., [140]), so there is no way with current technology to obtain the “true” trajectories
of nucleosomes genome-wide. Due to the lack of “ground-truth” about trajectories that
would allow us to objectively evaluate the efficiency of ThIEF:LP, in this work, we de-
cided to demonstrate the utility of ThIEF:LP by developing a supervised classifier that
can accurately predict the position of stable and unstable nucleosomes from the primary
DNA sequences. A nucleosome is defined as stable when it appears in approximately the
same position in the genome at all time points of an experiment. A nucleosome is defined
unstable when it appears approximately the same position in at most half of the time points
of an experiment.
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5.2 Finding trajectories of epigenetic marks with ThIEF:LP
An epigenetic map Q = {f1, . . . , fn} is defined as a set of n epigenetic features fi,
where a feature could be a nucleosome or a specific histone mark. Each feature f ∈ Q is
described by vector f = (µ, a1, . . . , al) where µ is the genomic coordinate of f in the genome
(e.g., chromosome number and position in the chromosome) and each aj , j = 1, . . . , l is an
attribute of that feature (e.g., confidence score of a nucleosome, strength of a histone mark,
p-value, peak width, “fuzziness” of a nucleosome, etc.). For convenience, it is assumed that
features in Q are ordered by their position µ.
Given k epigenetic maps Q1, Q2, . . . , Qk, the goal is to align them so that the total
alignment cost is minimized. For instance when k = 2, we either match feature f ∈ Q1 to a
feature g ∈ Q2 so that we minimize a cost ∆(f, g) (e.g., some distance between the vectors
f = (µf , af1 , . . . , a
f
l ) and g = (µ
g, ag1, . . . , a
g
l )) or report that feature f ∈ Q1 has no match in
Q2 (insertion/deletion). In this latter case we will say that we have an alignment gap. For
k maps, the cost function is ∆(q1, q2, . . . , qk) where qi is a feature in the i-th map. Note
that ∆(q1, q2, . . . , qk) is supposed to be defined for all combinations of q1, q2, . . . , qk.
While the framework allows features with l ≥ 0 attributes, the paper only uses
the genomic coordinate (i.e., l = 0). In that case ∆(q1, q2, . . . , qk) is simply the absolute
deviation, i.e., the sum of absolute distance between the coordinate of each feature and the
mean of those k coordinates.
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Figure 5.2: IGV snapshot of nucleosomes (red and blue rectangles - 147bps long) in region
[742,356-747,829] of chromosome 10 of P. falciparum at eight time points; ThIEF assigns
nucleosomes to trajectories which can be identified by an integer ID (zoom in to see them),
and displayed in alternating colors
5.2.1 ThIEF:LP
ThIEF:LP casts the alignment problem as a weighted k-partite matching problem.
Our problem is slightly more general than the k-partite matching problem because we need
to deal with gaps. First ThIEF:LP builds a hyper-graph H = (V,E), where each vertex
v ∈ V represent a genomic feature, and an hyper-edge e ∈ E connects a subset of vertices
(i.e., e ⊆ V ) representing a possible alignment. By construction, the graph is k-partite: each
hyper-edge contains at most one vertex from each partition (feature map). Hyper-edges can
skip a partition to model gaps in the alignment.
We build the graph H iteratively. First, we create edges between the nodes in the
first two maps (according to the criteria below), then extend them as hyper-edges to the
other maps. Given a current (hyper)edge e ∈ E, in order to limit the size of H we extend it
to a vertex v in the new partition only if (i) v has a position within [−δ,+δ] of the position
of the hyper-edge (computed as the average of the position of the nodes that belong to e)
and (ii) it does not cross other hyper-edges.
79
Once H is built, we solve the weighted k-partite matching via an integer linear
program (ILP) [18], as follows:
minimize
|E|∑
i=1
wixi
subject to
∑
i∈Sj
xi = 1 j = 1, . . . , |V |
xi ∈ {0, 1} i = 1, . . . , |E|
where binary variable xi is associated to hyper-edge ei ∈ E, Sj is the set of hyper-edges
incident to node vj ∈ V , and weight wi is the absolute deviation of hyper-edge ei, i.e., the
sum of absolute distance between the coordinate of each feature in ei and their mean.
The integer program is relaxed to a linear program by allowing each variable to
take values in the interval [0, 1]. The linear program is solved using the off-the-shelf solver
GLPK [96].
5.3 Detecting stable and unstable nucleosomes
As an example of application of ThIEF, we analyzed eight nucleosome maps from
a study on the human malaria parasite [70]. In this study, synchronized P. falciparum
parasites were collected at eight different stages of intra-erythrocytic development with five
hour intervals (T5-T40). The eight samples were digested to enrich for nucleosome-bound
DNA using the MNase protocol, then the digested samples were paired-end sequenced on an
Illumina sequencing instrument. Raw reads provided by [70] were mapped to P. falciparum
3D7 genome v13.0 (available from www.plasmoDB.org) using Bowtie2 [77] allowing a max-
imum of one mismatch per read. Reads that mapped to multiple locations in the genome,
reads that were PCR duplicates, and reads that mapped to ribosomal RNA or transfer RNA
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were discarded. The final datasets contained about 409 M mapped paired-end reads, with
an average read length of 100 bp.
We usedPuFFIN [114] to generate nucleosomes positions (for all eight time points)
from the aligned reads. Then, we used ThIEF:LP to produce nucleosome trajectories by
solving 14 independent optimization problems (one for each chromosome of P. falciparum).
PuFFIN detected a total of 770,238 nucleosomes, with an average of 96,280 nucleosomes
per time point. Nucleosome positions were consistent with the one reported in [70].
ThIEF:LP reported a total of 141,363 trajectories (average of 10,097 trajectories
for chromosome). A trajectory generated by ThIEF:LP was considered stable if it contained
nucleosomes at each time point (i.e., no missing nucleosomes). Trajectories with no more
than four nucleosomes (out of eight) were considered as unstable (i.e., at least three missing
nucleosomes). According to this definition we detected 43,122 stable trajectories (about
31% of the total) and 50,783 unstable trajectories (about 36% of the total). Trajectories
that were not stable or unstable were not used in the experiments (about 33% of the total).
Chromosomes by chromosomes, the percentage of stable trajectories ranged from 33.23%
to 35.39% of the total number of trajectories. The percentage of unstable trajectories
for all chromosomes ranged from 33.5% to 40.4%. The distribution of stable and unstable
trajectories along the P. falciparum chromosomes is shown in Figure 5.3. Observe that there
are regions devoid of stable nucleosomes, and regions very enriched for unstable nucleosomes
(e.g., the telomere of chromosome 13).
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Figure 5.3: Distribution of stable (TOP) and unstable (BOTTOM) nucleosome trajectories
along the 14 human malaria chromosomes (counts in a sliding window of 50Kbp)
5.4 A classifier for stable and unstable nucleosomes binding
sites
First, we extracted the binding sites from the genome of P. falciparum for each
trajectory. For each trajectory t labeled stable or unstable, we computed the average posi-
tion of the nucleosomes in t, then selected 147 bp centered at that position from the malaria
genome. Recall that a nucleosome consists of approximately 146-147 bp of DNA wrapped
in superhelical turns around a histone octamer complex. Using this procedure we produced
a training set composed of 43,122 147bp-long sequences representing stable nucleosomes,
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and 50,783 147bp-long sequences representing unstable nucleosomes. We chose a Support
Vector Machine (SVM) with radial basis function (RBF) kernel as our binary classifier.
We explored many features to use in the classification, including k-mer distributions for
2 ≤ k ≤ 5 and other physico-chemical properties of DNA (e.g., purine-pyrimidine, amino-
keto, strong-weak H-bond). By running an extensive set of cross-validation experiments we
determined that the five features described next were the most informative.
The first four features were obtained from the 3-mer distribution. For each se-
quence we collected its 3-mer frequencies, then computed the eigenvalues of four 4 × 4
matrices corresponding to 3-mers that have a middle nucleotide being A, C, G, and T, re-
spectively. We represented each matrix with its leading eigenvalue, for a total of four
features. The fifth feature was the DNA stability ∆G which is expressed by in terms of free
energies of di-nucleotide stacks ∆GKL, as described in [118]. The stability ∆G is measured
by
∆G =
x2GC
4
[∑
A
∆GKL +
∑
B
∆GKL −
∑
C
∆GKL
]
+
xGC
2
[
1
2
∑
C
∆GKL −
∑
B
∆GKL
]
+
1
4
∑
B
∆GKL (5.1)
whereA = {GG,CC,GC,CG}, B = {AA, TT,AT, TA} and C = {GA,AG,CT, TC,GT, TG,
CA,AC}; ∆GKL is the standard melting free energy parameter where di-nucleotide stacks
are calculated from stacking free energy parameters ∆GSTKL. Table 5.1 lists the value of
∆GSTKL and ∆GKL, obtained from [118]. We z-normalized the feature vectors before train-
ing the SVM.
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KL A T G C
A -1.11 -1.34 -1.06 -1.81
T -0.19 -1.11 -0.55 -1.43
G -1.43 -1.81 -1.44 -2.17
C -0.55 -1.06 -0.91 -1.44
KL A T G C
A -1.04 -1.27 -1.29 -2.04
T -0.12 -1.04 -0.78 -1.66
G -1.66 -2.04 -1.97 -2.70
C -0.78 -1.29 -1.44 -1.97
Table 5.1: (LEFT) Stacking free energy parameters ∆GSTKL, (RIGHT) Standard melting
free energy parameters ∆GKL
Table 5.2 shows the classification results (precision, accuracy, recall, and area
under the ROC curve) when training the SVM on the DNA binding sites of stable/unstable
trajectories for even-numbered chromosomes of P. falciparum, and testing it on the odd-
numbered chromosomes, for several choices of the penalty parameter C and kernel parameter
γ in libSVM [19]. If TP, FP, TN and FN are true positive, false positive, true negative,
and false negative, respectively, precision is defined as TP/(TP + FP ), accuracy is (TP +
TN)/(TP + TN + FP + FN), recall is TP/(TP + FN), and the F-Score (also known as
the F1-score) is (2 precision recall)/(precision + recall). Observe that the SVM classifier
makes a prediction for 66%-70% of tested nucleosome binding sites, and the precision of the
prediction is very high. In 91%-95% of the predictions, the classifier can correctly determine
solely from the DNA sequence whether the nucleosome will be stable or unstable. This is a
surprisingly remarkable result.
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γ C precision accuracy recall F-score AUC
0.5 2 91.32% 79.60% 70.50% 0.795687 0.905418
0.5 8 92.48% 79.18% 68.64% 0.787988 0.908831
2 0.125 92.40% 79.97% 70.23% 0.798028 0.91509
2 0.5 92.59% 79.37% 68.91% 0.79015 0.913866
2 2 93.23% 79.28% 68.19% 0.787704 0.91498
8 0.03125 95.17% 80.32% 68.55% 0.797005 0.924962
8 0.125 94.08% 79.33% 67.58% 0.786582 0.921428
8 0.5 93.95% 79.14% 67.32% 0.784348 0.919447
32 0.007812 96.31% 79.79% 66.70% 0.788176 0.926078
32 0.03125 96.10% 79.39% 66.11% 0.7833 0.929091
32 0.125 94.65% 79.27% 67.00% 0.784592 0.92311
128 0.125 94.72% 79.23% 66.88% 0.78399 0.923386
512 0.125 94.71% 79.03% 66.51% 0.781401 0.923546
2048 0.03125 95.26% 79.04% 66.10% 0.780456 0.926556
8192 0.03125 94.99% 79.07% 66.36% 0.781336 0.925219
Table 5.2: Classification results on the stable/unstable dataset for P. falciparum, by training
the SVM on the odd-numbered chromosomes, and testing on the even-numbered chromo-
somes; AUC is the area under the ROC curve
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Chapter 6
Conclusions
In this dissertation we showed how machine learning techniques can solve a few
selected problems in the analysis of genomics data. We proposed a normalized mutual
information-based gene ranking technique (mClass) that uses sparse somatic point muta-
tion data for the classification of multiple cancer types. We have implemented a deep neural
network architecture (DeeplyEssential) for the prediction of essential genes in microbes.
We proposed a convolutional neural network framework (Epi2En) for genome-wide identi-
fication of enhancer regions across multiple human cell lines. Finally we built a prediction
model to identify the dynamics of nucleosomes using DNA primary sequence and DNA
binding preferences. Even though our proposed models produced state-of-the-art perfor-
mances, we believe the further improvements are achievable by the availability of additional
training data and new advances in machine learning.
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