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In this paper we put together a Parallel Logic Programming schema and a heuristic
search strategy in order to solve constraint satisfaction problems. The idea is to introduce
heuristic information in the construction of logic programs in order to improve the
performance. The experimental results show that logic programs can be designed that
exhibit parallelism, and that the use of heuristic information translates into speedup in
obtaining answers.
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The aim of this paper is to propose a strategy for problem solving that combines parallelism
and heuristic search. Parallelism will be exploited by means of the  !"#  model that we
proposed [Var95b] for evaluating logic programs in parallel. As other models described in the
literature [Con83, War90, Kal91, Pon95, She96], this model can exploit three of the most
important sources of parallelism that the language of logic can express, namely $ 
	, 
%&"
	 '(%) and #	
	. On the
other hand, we choose the 

 ') constraint satisfaction problem to deal
with in this work. This is a NP-hard problem that has given rise to a high research effort, so a
large number of solutions have been proposed. Among these solutions, we can found the
application of almost every artificial intelligence technique, for instance constraint logic
programming [Hen92], neural nets [Ado90], machine learning [Zwe92], genetic algorithms
[Cor97] and heuristic search [Sad96]. Maybe, the last two ones being the most frequently
used. Within the scope of this work, we consider the variable and value ordering heuristics
proposed in [Sad96] for  problems. These heuristics will be used to guide the construction
of logic programs for solving  problems, in order for these programs to be efficiently
evaluated in parallel. As we will see, these programs exhibit all of the three types of
parallelism above commented, and can be improved with the assistance of heuristics.
The remainder of the paper is organized as follows: in Section 2 we introduce the
 !"#  process model for parallel evaluation of logic programs. Section 3 defines the 
problem as it is considered in this paper. Section 4 describes the logic programming approach
that we propose for  problems. Section 5 summarises the variable and value ordering
heuristics proposed in [Sad96] and shows how they can be used in the construction of logic
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programs. Section 6 outlines the characteristics of the simulator tool that we have used for
obtaining experimental results. Section 7 presents some experimental results that clarify the
performance of our approach. Finally, in Section 8 we present the conclusions of the work.
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We have proposed a new model for exploiting (% with $  parallelism in which
computations are represented by %&"#$  trees. Figure 1 depicts the tree expanded by our
model when the query  is evaluated with respect to the program given by the
set of facts 	


. The literals within a query are
evaluated according to a partial ordering; we assume that for the former query the ordering is
first  and then . Therefore, one %&" process is created first for solving the
query. This process generates one $  process for solving  which in its turn generates,
in parallel, three %&"
processes associated respectively with the three clauses of the program
that solve the literal. In this case, these processes produce the identity solution. This solution,
previously composed with the label of the edge, gives a solution to the father $  node. This
node sends the three solutions to the root %&" node, which creates two parallel $ 
processes
(one from the two solutions with the variable  instantiated to the constant 
, and the other
one from the third answer with the variable instantiated to the constant ) to compute
solutions of  compatible with those computed for . That is, two processes are
generated to solve instances of : 
 and . The first one returns the solution
, whereas the second finishes with negative result. Finally at the root node we have two
answers to the query.
The main feature of our proposed model is that the duplication of processes is avoided, in
contrast to other models, such as those proposed in [Kal91, Gup92], which would generate
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Figure 1
two processes for solving 
 in the former example, one from each solution of the literal
 with the variable  instantiated to the value 
. In order to achieve that in an efficient
way, we have developed a strategy for partial solutions management. In the example at hand,
this strategy permits us to link two solutions of , 
 and 
, to
the process generated for solving 
, thus avoiding its duplication. This is achieved by
means of two data structures: a "
!

'"!) to codify the partial order among the
literals of a query in order to exploit
 (%, and a 			
 
 	
 & '&) to
represent the partial solutions as well as the $  process identifiers that computed these partial
solutions. Figure 2 shows the
"! (a) and the & (b) generated from the query at the root
node of the %&"#$  tree of Figure 1. Moreover, Figure 2c shows the application of the


(&!, to the node  of the &. This node indicates that the $  process
labelled by
  
 finished with a positive answer. The function (&! is in charge of
computing solutions to the query by joining the partial solutions spread over the &
Our model can exploit #	
'
	
	) parallelism, as is shown
in [Var96b]; this is a secondary source of parallelism that has to do with both %&"
and $  in
the presence of non determinism. Given two literals with common variables, it consists of
starting the evaluation of one instance of the second literal '	) to compute compatible
solutions with one solution of the first ') as soon as this solution appears In our
example, if producer/consumer parallelism is exploited, as the literal  has multiple
solutions, we can start exploring  as soon as we have a new value  from a
solution to  Therefore, as we can see in Figure 2b, the process  
 is created
as soon as the first solution to the literal  with the variable  instantiated to the value

 is obtained. When the second one appears, it has only to be linked to the process identifier
 
. Producer/consumer parallelism is interesting in non deterministic programs.
Furthermore, in the presence of infinite relations, it maintains the completeness of the system.
As pointed out in [Kal91], exploitation of this parallelism was the point of departure for the
 -".-/$ 
		
0
' 0) Exploitation of this class of parallelism was also one of
our starting goals.
For further details about the process model, in particular about the "! and the &, we
refer to the interested reader to other works as [Var94, 95a, b, 96a, b].
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In this section we introduce the  problem we are considering along the paper. The job shop
requires scheduling a set of jobs +, on a set of physical resources +  ,. Each job
 consists of a set of tasks + , to be sequentially scheduled, and each task has a single
resource requirement. We assume that there are a release date of all jobs and a due date
between which all the tasks have to be performed. Each task has a fixed duration  and a
start time 	 whose value has to be selected. The domain of possible start times of the tasks is
initially constrained by the release and due dates.
Therefore, there are two non-unary constraints of the problem: 
		 and

 		. Precedence constraints defined by the sequential routings of the tasks
within a job translate into linear inequalities of the type: 	 +  ≤ 		 (i.e. 	 before 		).
Capacity constraints that restrict the use of each resource to only one task at a time translate
into disjunctive constraints of the form: 	 +  ≤ 		 ∨
		 + 	 ≤ 	
(i.e. two tasks that use
the same resource can not overlap).
The objective is to come up with a feasible solution as fast as possible, a solution being a
vector of start times, one for each task, such that starting at these times all the tasks end
without exceeding the due date and all the constraints are satisfied.
None of the simplifying assumptions are required by the approach that will be discussed:
jobs usually have different release and due dates, tasks within a job can have different
duration, several resource requirements, and several alternatives for each of these
requirements.
Figure 3 depicts an example with three jobs +
,
 and four physical resources
+  
  ,. It is assumed that the tasks of the first two jobs have duration of two time units,
whereas the tasks of the third one have duration of three time units. The release time is 0 and
the due date is 10. Label  represents a precedence constraint and label 1 represents a
capacity constraint. Start time values constrained by the release and due dates and the duration
time of tasks are represented as intervals. For instance [0,4] represents all start times between
time 0 and time 4, as allowed by the time granularity, namely {0,1,2,3,4}. Table 1 shows one
of the solutions of the problem instance depicted if Figure 3.
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In this section we show how the job shop scheduling problem can be represented in the
language of logic by means of a set of clauses, and how these clauses can be determined in
order to exploit parallelism. Firstly, for each task we define a single literal having a solution
for each of the possible start times. So, for instance, the task  will be defined by the ground
instances '2) '3)
 '4)
 '5)
 '6). Moreover, each one of the constraints will be
defined by means of binary relations: one binary relation for each of the precedence
constraints and two binary relations for each of the capacity constraints, for instance
'77
)8/'7)
'7
)7

≥
79
C1 C2
C3
C4
t11   R1
[0,4]
t12   R2
[2,6]
t13   R3
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t22   R4
[2,6]
t23   R3
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P3 P4
t31   R1
[0,4]
t32   R3
[3,7]
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It is clear that an instantiation of the whole set of variables appearing in constraints making
true each of them represents a solution of the problem. It is also clear that, in general, there are
a big number of variables shared by two or more literals, and that every constraint literal has a
lot of solutions, so it makes sense to organize the evaluation of the constraint literals under
(%. In order to do that, in this work we propose a strategy that consists of two steps: firstly,
an 
	
 is computed from the 	

; and then,
from the independent constraint tree, a logic program that can be annotated for evaluation
under (% is determined. An independent constraint tree is a tree representing a partial
ordering for the evaluation of the whole set of constraint literals under (%; and the constraint
dependency graph is an undirected graph representing the variable dependencies among the
constraint literals. Figure 4a depicts the constraint dependency graph for the problem of Figure
3. The independent constraint tree is not unique for a given constraint dependency graph;
Figure 4b shows an independent constraint tree determined from the graph of Figure 4a.
In order to compute an independent constraint tree from a constraint dependency graph, we
	
 independent constraint tree (: constraints dependency graph);
calculate 	
 such that every  contains only one constraint of  that is
independent of every constraint contained in the remainder s; each of the s of  is a
leaf of the independent constraint tree;
calculate  as the set of constraints of not belonging to any ;
	  is not unitary 
for each  in  determine  to contain the constraints of  adjacent only to some of
the constraints in , if   is not empty, update  by removing the constraints in ,
update  also by removing  and inserting ,  is the label of the father node of ;
											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select  and  of  and determine  to contain the constraints of  that are
adjacent only to constraints in  and  and that are not adjacent to any constraint of
the remainder s of ;  

update  by removing the constraints of , remove  and  of , insert  in the
independent constraint tree as the father of the nodes  and 
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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Figure 5
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Figure 4
propose the algorithm of Figure 5. This algorithm first tries to obtaining a set as big as
possible of independent constraints, these constraints are the leaves of the tree. Then, a search
for constraints dependent of only one or two computed nodes is repeated in order to
determining the remaining nodes of the tree. As we can observe, there are several non
deterministic actions that have to be solved by means of heuristics.
Now, from the independent constraints tree a logic program is determined. This program is
not unique for a given tree, but distinct programs can be derived with different sizes in the
clauses, so giving rise to different granularity levels of the processes generated during
program evaluation. For instance, from the tree depicted in Figure 4b at least the following
two programs can be determined (here the facts and the constraint relations are not
represented).
"	
p1p3c2(X11,X12,X21,X22):-p1(X11,X12), p3(X21,X22), c2(X21,X12).
c3p5c5(X13,X23,X31,X32):-c3(X13,X23), p5(X31,X32), c5(X32,X23).
c3p5c5c4(X13,X23,X31,X32) c3p5c5(X13,X23,X31,X32), c4(X13,X32).
p1p3c2c3p5c5c4p2(X11,X12,X21,X22,X13,X23,X31,X32):-
p1p3c2(X11,X12,X21,X22), c3p5c5c4(X13,X23,X31,X32), p2(X12,X13).
p1p3c2c3p5c5c4p2c1(X11,X12,X21,X22,X13,X23,X31,X32):-
p1p3c2c3p5c5c4p2(X11,X12,X21,X22,X13,X23,X31,X32), c1(X11,X31).
all(X11,X12,X13,X21,X22,X23,X31,X32):-
p1p3c2c3p5c5c4p2c1(X11,X12,X21,X22,X13,X23,X31,X32), p4(X22,X23).
_2
p1p3c2(X11,X12,X21,X22):-p1(X11,X12), p3(X21,X22), c2(X21,X12).
c4c5(X23,X32,X13):-c4(X13,X32),c5(X32,X23).
c3p5c4c5(X13,X23,X31,X32):-c3(X13,X23), p5(X31,X32), c4c5(X23,X32,X13).
p2c1p4(X12,X13,X11,X31,X22,X23):-p2(X12,X13),c1(X11,X31), p4(X22,X23).
all(X11,X12,X13,X21,X22,X23,X31,X32):-
p1p3c2(X11,X12,X21,X22), c3p5c4c5(X13,X23,X31,X32),
p2c1p4(X12,X13,X11,X31,X22,X23).
#
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As we have pointed out in the introduction, one of the original contributions of this work will
be the utilization of heuristic information in the construction stage of logic programs for
solving  problems. Our purpose is to incorporate the variable and value ordering heuristics
proposed by Norman Sadeh and Mark S. Fox in [Sad96]. These heuristics are based on a
probabilistic model of the search space. A probabilistic framework is introduced that accounts
for the chance that a given value will be assigned to a variable and the chances that values
assigned to different variables conflict with each other.
The heuristics are evaluated from the profile demands of the tasks for the resources. In
particular the :
  and the 
  values are considered. The
individual demand "' ;) of a task  for a resource   at time ;
 is simply computed by
adding the probabilities σ'τ) of the resource   is demanded by the task  at some time
within the interval <;/93;=
The individual demand is an estimation of the reliance of a
task on the availability of a resource. Consider, for example, the initial search state depicted in
Figure 3. As the task 
 has five possible start times or reservations, and assuming that there
is no reason to believe that one reservation is more likely to be selected than another, each
reservation is assigned an equal probability to be selected, in this case 1/5. Given that the task

 has duration of 2 time units, this task will demand to the resource  
 at time 4 if its start
time is either 3 or 4. So, the individual demand of the task 
 for resource  
 at time 4 is
estimated as "
' 
6)*σ
'5)9σ
'6)*4#>
 On the other hand, the aggregate demand
"' τ) for a resource is obtained by adding the individual demands of all tasks over the
time. Table 2 shows the individual demands of all ten tasks of the problem, as well as the
aggregate demands for all four resources.
From the aggregate demand of a resource a contention peak is identified. This is an interval
of the aggregate demand of duration equal to the average duration of all the tasks with the
highest demand. Table 2 shows the contention peaks of all the four resources. Then, the task
with the largest contribution to the contention peak of a resource is determined as the most
critical and therefore it is selected first for reservation. This is the heuristic of variable
ordering referred in [Sad96] as $  
 '$
  	
  ). This heuristic can be
introduced in the construction of the independent constraint tree by inserting as leaves of the
tree those constraints that involve tasks with large contribution to the corresponding
contention peaks.
On the other hand, the value ordering heuristic proposed in [Sad96] is also computed from
the profile demands for the resources. Given a task  that demands the resource  , the
heuristic consists of estimating the 	::
 
 
 	:	
The survivability of a
reservation 〈	*;〉 is the probability that the reservation will not conflict with the resource
requirements of other tasks, that is, the probability that none of the other tasks require the
resource during the interval <;;9/3=. When the task demands are for only one resource,
this probability can be estimated as [Sad96]
Interv. 0 1 2 3 4 5 6 7 8 9 10
D11(R1,T) 0.2 0.4 0.4 0.4 0.4 0.2
D31(R1,T) 0.2 0.4 0.6 0.6 0.4 0.2 0.2
Daggr(R1,T) 0.4 0.8 1 1 0.8 0.4 0.2
D12(R2,T) 0.2 0.4 0.4 0.4 0.4 0.2
D21(R2,T) 0.2 0.4 0.4 0.4 0.4 0.2
Daggr(R2,T) 0.2 0.4 0.6 0.8 0.8 0.6 0.4 0.2
D13(R3,T) 0.2 0.4 0.4 0.4 0.4 0.2
D23(R3,T) 0.2 0.4 0.4 0.4 0.4 0.2
D32(R3,T) 0.2 0.4 0.6 0.6 0.6 0.4 0.2
Daggr(R3,T) 0.2 0.8 1.4 1.4 1.4 1.2 0.6
D22(R4,T) 0.2 0.4 0.4 0.4 0.2
Daggr(R4,T) 0.2 0.4 0.4 0.4 0.2
Table 2
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where  stands for the average duration of the tasks, 'τ) is the number of tasks that can
demand the resource   at time τ and %?@''τ)) represents the average value of function 'τ)
in the interval <;;9/3=. Table 3 shows the survivability of all the reservations possible for
all ten tasks of the problem.
As it looks clear, the value ordering heuristic consist of trying first the reservations with
large values of its survivability. This heuristic can be easily introduced in the construction of
the logic programs for the JSS problem by means of the ordering of declaration of ground
literals that define each of the tasks: literals with large values are declared first. In particular,
we will use the values of the survivability of the reservations in the initial state of the search
process. So, during the program evaluation, reservations with high survivability will be used
first under the assumption that they are more likely to be present within a solution of the
whole problem.
For a depth study of these heuristics, as well as for further refinements, we refer to the
interested reader to [Sad96].
'
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In order to evaluate logic programs and to study their performance, we have developed a
simulator of our interpretation model that emulates the evolution of the set of processes
generated on an arbitrary number of processors. The scheduling policy of the processes is
based on priorities that are proportional to the waiting time of the processes in the ready to run
queue. After evaluation of a query with respect to a logic program, the simulator permits to lay
out the process tree and the Gantt chart of the processes generated for solving the query. This
information permits studying the amount of parallelism that is exploited during the evaluation
of the programs, and so it allows us to evaluate the quality of the logic programs from the
point of view of its parallel evaluation.
In order to simplify the switching context task, the atomic operations of the processes are
assumed to be “not too small”, and the quantum of time assigned to a process for execution is
the time of its next atomic operation. These atomic operations, as well as the structure of the
processes, %&" and $ , are represented in Figures 6a and 6b respectively. The procedure
	
(DFL)
generate an OR process for each
literal with no predecessors in
the DFL;(*)
 new answers can arrive from
the descendants OR processes 

		;
	;(*)
;
send to the parent OR process the
answer  (*)

	
(literal)
for each clause of the program which
conclussion unifies with the literal
generate an AND process to solve its
body;(*)
 new answers can arrive from the
descendants AND processes 

wait-for-answer;
process-answer;(*)
;
send to the parent AND process the
answer  (*)

a) b)
Figure 6. (*) atomic operations
	 of the %&" processes consist of taking an answer from its input queue and
make all the work to process it. That is, joining the answer with the answers to the previous
literals of the query, generating all the necessary processes for solving the successor literals of
the query, and finally sending the new solutions to the query to the father $  process. In the
case of the $  processes, the 	 procedure is very simple, it only consists of
sending each answer of its input queue to the father %&" process. So we could consider the
processing of several answers as an atomic operation, in order to assign a similar quantum of
processor time to both, %&" and $  processes.
The current release of the simulator is built on KappaPC 2.3 object oriented environment,
and so it has some limitations mainly due to the limited number of active instances that the
tool can manage at a given time. As a consequence, the simulator often spends an
unacceptable amount of time when evaluates very big programs. So, in order to reduce the
number of instances generated during a simulation session, we introduce the following
transformation in logic programs for solving  problems. Instead of defining each of the
tasks by means of a relation with as many ground instances as possible reservations, we define
a relation for each of the constraints having one ground instance for each compatible join of
solutions of the pair of tasks involved. Now, the ordering among the constraint ground
instances is made in base to the product of survivability values of tasks ground instances
involved. For example, as we had the clause '77
)8/'7)
'7
)7

≥
79, and
solutions '3) and 
'5) are compatibles with each other, having these reservations
probabilities 0.73 and 0.63 respectively as shown in Table 3, we declare the ground instance
'35) with a probability 0.74*0.63=0.46. Table 4 shows the corresponding ground instances
to all ten constraints, declared in the order established by their probability values.
As we can see in Table 4, a number of ground instances contributing to the solution of
Table 1 arise next to the beginning of the relation, but some other do not. So it would be
interesting to design a strategy for determining the independent constraint trees that include in
the leaves those literals whose good instances arise close to the beginning of the relation. We
have pointed out in section 5 that the variable ordering heuristic could be incorporated in our
strategy by inserting as leaves of the tree those constraints with a large contribution to the
contention peak of the aggregate demand. In the example, the constraint involving tasks with
the largest contribution to the corresponding contention peaks is '77
) as we can see in
Table 2 (tasks  and 
). Then, following the heuristic, we have to put the literal '77
)
as a leaf of the tree, as done in the tree of Figure 4b. In this case, this heuristic seems to work
Interv. 0 1 2 3 4 5 6 7 8 9 10
t11 0.73 0.54 0.44 0.54
t12 0.63 0.63 0.73 0.95 1
t13 0.41 0.3 0.3 0.35 0.53
t21 1 0.95 0.73 0.63 0.63
t22 1 1 1 1 1
t23 0.41 0.3 0.3 0.35 0.53
t31 0.59 0.51 0.51 0.59 0.73
t32 0.71 0.35 0.26 0.26 0.35
Table 3
well because the ground instance '25) that contributes to the solution of Table 1 arises at
the first position of the relation as shown in Table 4.
(
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In this section we include some experimental results showing, on one hand, the amount of
parallelism that can be exploited in solving  problems; and on the other hand, the speedup
that the variable and value ordering heuristics produce in obtaining answers.
As we can see from the logic programs determined by solving the problem of Figure 1 (for
example the Program_2 of Section 4 including the ground instances of Table 4), they exhibit
all types of parallelism that our model can exploit; namely, OR parallelism, independent AND
parallelism and producer/consumer parallelism. The importance of the first two ones was
widely proclaimed in the literature, so, we start showing an example in order to make clear the
improvement introduced by the producer/consumer parallelism. We consider the Program_2
but only four ground instances of each of the ten constraints of Table 4, including those
instances that contribute to the solution of Table 1, declared at the beginning of the relation.
Figure 7 depicts the Gantt charts of the processes generated to solving the query
	, when the producer/consumer parallelism is
exploited (Figure 7a) and when it is not exploited (Figure 7b). As we can observe, in the first
case there is a large displacement of many CPU intervals of the processes towards starting
execution time. As a consequence, the time of answer is lower in the first case than in the
second one.
'77
) 
'7
7) '7
7

) '7

7
) '77
)
p1(0,6). 0.73
p1(0,5). 0.69
p1(1,6). 0.54
p1(4,6). 0.54
p1(0,4). 0.53
p1(1,5). 0.51
p1(0,2). 0.46
p1(0,3). 0.46
p1(3,6). 0.44
p1(2,6). 0.44
p1(2,5). 0.42
 	

p1(1,4). 0.39
p1(1,3). 0.34
p1(2,4). 0.32
p2(6,8). 0.53
 	


p2(4,8). 0.39
p2(3,8). 0.33
p2(2,8). 0.33
p2(5,7). 0.33
p2(2,4). 0.26
p2(4,7). 0.26
p2(2,7). 0.22
p2(3,7). 0.22
p2(4,6). 0.22
p2(2,5). 0.19
p2(2,6). 0.19
p2(3,5). 0.19
p2(3,6). 0.19
 
	


p3(0,3). 1.00
p3(0,4). 1.00
p3(0,5). 1.00
p3(0,6). 1.00
p3(1,3). 0.95
p3(1,4). 0.95
p3(1,5). 0.95
p3(1,6). 0.95
p3(2,4). 0.73
p3(2,5). 0.73
p3(2,6). 0.73
p3(3,5). 0.63
p3(3,6). 0.63
p3(4,6). 0.63
p4(2,8). 0.53
p4(3,8). 0.53
p4(4,8). 0.53
p4(5,8). 0.53
p4(6,8). 0.53
p4(2,4). 0.41
p4(3,7). 0.35
p4(5,7). 0.35
p4(2,7). 0.35
p4(4,7). 0.35
p4(3,5). 0.30
p4(3,6). 0.30
p4(2,5). 0.30
 	


p4(4,6). 0.30
 
	

p5(4,7). 0.26
p5(0,7). 0.21
p5(3,7). 0.21
p5(0,4). 0.21
p5(2,7). 0.18
p5(1,4). 0.18
p5(1,7). 0.18
p5(3,6). 0.15
p5(0,5). 0.15
p5(0,6). 0.15
p5(1,6). 0.13
p5(1,5). 0.13
p5(2,5). 0.13
p5(2,6). 0.13
'77) 
'7
7
) '77
) '77
) '7
7
)
c1(0,4). 0.53
c1(0,3). 0.43
c1(1,4). 0.39
c1(0,2). 0.37
c1(2,4). 0.32
c1(1,3). 0.32
c1(4,0). 0.32
c1(4,1). 0.28

	

c2(0,6). 1.00

	

c2(1,6). 0.95
c2(1,5). 0.90
c2(0,4). 0.73
c2(2,6). 0.73
c2(2,5). 0.69
c2(1,4). 0.69
c2(0,2). 0.63
c2(0,3). 0.63
c2(3,6). 0.63
c2(4,6). 0.63
c2(1,3). 0.60
c2(3,5). 0.60
c2(2,4). 0.53
c2(4,2). 0.40
c3(4,8). 0.22
c3(8,4). 0.22
c3(6,8). 0.16
c3(5,8). 0.16
c3(8,5). 0.16
	

c3(7,4). 0.14
c3(4,7). 0.14
c3(6,4). 0.12
c3(4,6). 0.12
c3(7,5). 0.11
c3(5,7). 0.11
	

c4(7,3). 0.25
c4(6,3). 0.21
c4(8,4). 0.19
c4(4,7). 0.14
c4(8,5). 0.14
c4(7,4). 0.12
c4(4,6). 0.11
c4(5,7). 0.11
c5(3,8). 0.38
c5(3,7). 0.25
	

c5(4,8). 0.19
c5(7,4). 0.14
c5(5,8). 0.14
c5(4,7). 0.12
c5(6,4). 0.11
c5(7,5). 0.11
Table 4
Now, in order to clarify the importance of the ordering among the ground instances of the
constraint literals, the same program is evaluated, but now moving the ground instances that
contribute to the solution at the end of the respective relations. In this case, the time of the
answer is 5519 units, which is larger than the time produced in the execution of Figure 7a,
where the ground instances contributing to the solution were placed to the beginning of all ten
relations. This result makes it clear the importance of a good ordering among the ground
instances in order to obtain the answers as quick as possible. Now, we consider the whole
program, that is, the Program_2 and all the ground instances of Table 4. In order to clarify the
performance of the value ordering heuristic, we simulate the evaluation of the program, first
keeping the ordering of Table 4 among the ground instances produced by the heuristic, and
then with the inverse ordering. Table 5 shows the arrival time of all twelve answers, as well as
the average time. As we can see, the ground instances ordering produced by the heuristics
translates into an important speedup.
Finally, in Figure 8 we present some results showing the improvement on performance
when the number of processors increases. Figure 8a shows the evolution of first answer time,
average answer time and total execution time when the number of processors varies form 1 to
8. As we can observe, the time of the first answer, that is usually the most significant
parameter, decreases quickly with the number of processors until a number of processors is
reached, in this case 4, that exploits all the parallelism that the problem instance exhibit. On
the other hand, Figure 8b shows the speedup obtained by increasing the number of processors.
In any case, we consider the Program_2 with all ground instances ordered by the heuristic as
shown in Table 4.
Proc1
Proc2
Proc3
Proc1
Proc2
Proc3
a) with producer/consumer parallelism. The time of
       answer is 855 units
b) without producer/consumer parallelism. The time
       of answer is 6244 units
Figure 7. Gantt charts of two simulations for solving the same problem on three processors
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In this work, a new strategy for problem solving that combines parallel logic programming
and heuristics for guide the search is proposed. The experimental results show that logic
programming can express the parallelism that constraint satisfaction problems exhibit, and
that heuristics can help to design these programs in order to improve performance.
Nevertheless, in order to obtain more reliable results, experimentation with bigger problem
instances would be necessary, for example with the benchmarks proposed in [Sad96]. In order
to do that, we are developing a more powerful tool capable of simulating bigger programs in a
reasonable amount of time. We expect that simulation studies will allow us to improve the
strategy of designing heuristic programs that can be further executed on a real parallel
machine in order to compare the results with other approaches.
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Table 5. Results of simulation of Program_2 on a number of 4 processors
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