Abstract-The Unified Model (UM) code supports simulation of weather, climate and earth system processes. It is primarily developed by the UK Met Office, but in recent years a wider community of users and developers have grown around the code. Here we present results from the optimisation work carried out by the UK National Centre for Atmospheric Science (NCAS) for a high resolution configuration (N512 ≈ 25km) on the UK ARCHER supercomputer, a Cray XC-30. On ARCHER, we use Cray Performance Analysis Tools (CrayPAT) to analyse the performance of UM and then Cray Reveal to identify and parallelise serial loops using OpenMP directives. We compare performance of the optimised version at a range of scales, and with a range of optimisations, including altered MPI rank placement, and addition of OpenMP directives. It is seen that improvements in MPI configuration yield performance improvements of between 5 and 12%, and the added OpenMP directives yield an additional 5-16% speedup. We also identify further code optimisations which could yield yet greater improvement in performance. We note that speedup gained using addition of OpenMP directives does not result in improved performance on the IBM Power platform where much of the code has been developed. This suggests that performance gains on future heterogeneous architectures will be hard to port. Nonetheless, it is clear that the investment of months in analysis and optimisation has yielded performance gains that correspond to the saving of tens of millions of core-hours on current climate projects.
INTRODUCTION
The Unified Model (UM) is a simulation code which has been designed to support both predicting weather and projecting and understanding climate. It represents more than two decades of development and evolution by the UK Met Office and collaborators. During this time regular upgrades added both improved science and better performance. The UM can be configured in a range of modes, from single-column through to global mode, and with a range of horizontal and vertical resolutions. The active use of this Memory (in TB) 90 318. 5 10 use of OpenMP directives can make speed ups of in excess of 20% on a Cray XC-30 for some configurations of the UM.
The version of the UM discussed here is an evolution (GA6, V8.6) of the HadGEM3 global atmosphere configuration which includes a sophisticated land surface sub-model, JULES [2] . Most of the integration time is taken up by the atmospheric dynamical core. The original UM hydrostatic dynamical core of the UM described in [3] was replaced in 2002 with the New Dynamics [4] . The New Dynamics, a non-hydrostatic, semi-implicit, semi-Lagrangian scheme was used until late 2014 in operational numerical weather prediction and climate science configurations. Over the last year, variants of the model have progressively seen their dynamical cores replaced with the Even New Dynamics(ENDgame) scheme [5] , [6] . The ENDgame scheme itself is described in [7] , with further scientific analysis of the performance and comparisons with the New Dynamics in [8] . The results presented here are the first analysis of the computational performance of an ENDgame climate configuration to appear in the open literature.
In the UM, processes are discretized on a horizontal latitude-longitudinal grid, and over the years the gridspacing has decreased, resulting in more simulated grid points and larger computational domains. This march to higher resolution has enabled more complex process interactions, and significantly improved scientific outcomes.
The code itself is mainly FORTRAN with a few calls to ANSI C routines, and can be run on any platform, but at anything except low resolution, requires a supercomputer.
The primary versions of the shared UM code are currently maintained on an IBM Power 755 [9] supercomputer at the Met Office (MONSooN, to be replaced by a Cray XC-40 in late 2015), and codes are typically ported from that environment onto target platforms. In November 2011, the UM was ported to the HERMIT (Cray XE6) supercomputer at HLRS in Germany and optimised for the N512 highresolution configuration (≈25 km grid spacing) as part of a large simulation campaign (UPSCALE, [10] ). Here we discuss a new port from the MONSooN environment onto the ARCHER platform, which is aimed at extending and improving the UPSCALE optimisations.
ARCHER is a Cray XC-30, deployed at the Edinburgh Parallel Computing Centre (EPCC) as the national computing facility for environmental and engineering science.
ARCHER has Intel Ivy-Bridge compute nodes [11] and an Aries interconnect [12] . In what follows we examine perfor- [13] . We assume that the UM standard jobs will be used for performance analysis unless otherwise stated.
PERFORMANCE MEASUREMENT
In measuring the performance of UM models, we will use the number of model years simulated per day (M year ) as a metric.
where T model is the time taken for modelling 5 model days.
In this paper, a model year is assumed to be 360 days long and T model is measured from the total wallclock time (T wallclock in seconds) and the initial setup time ( T initial in seconds) of a 5 model day run.
For global climate modelling, M year is the most useful metric and will be compared against the number of physical cores n core used. The cost in core-hours of simulating a model year (C) can be evaluated as follows
In this paper, C will be scaled by 1/1000 for ease of representation and 1 C will represent 1000 core-hours or a kilo core-hours.
Performance tuning parameters
Bit reproducibility is a requirement for climate modelling and is strictly enforced in all the runs. The following Cray We can do an exhaustive search to find the optimal processor decomposition that can be used. This is very expensive and on the Cray XC30 we find that the peak performance of high resolution jobs has weak dependence on the decomposition. In further studies, we try to use a decomposition that is proportional to the number of columns and rows of a job (as listed in There are many other parameters that can be tuned and are dependent on the resolution and how the physics of the model is setup. Finding all the optimal setting for the UM jobs is beyond the scope of this paper.
Threading
In the UM, parallelisation is achieved through message passing and threads. Symmetric multi threading (SMT) is supported in MONSooN and achieves significant speedup for the UM. ARCHER (Intel Ivy bridge) supports hyperthreading(HT) which can be enabled by using the '-j' option in aprun. '-j 2' enables 2 hardware threads per PE as shown below.
aprun -n 24 -j 2 UM.exe
Enabling HT (or SMT) increases the number of processing elements (PEs) available per node. This enables the UM to run with twice the number of MPI tasks or threads. Table   3 shows the performance of HT and SMT on ARCHER and
MONSooN respectively for a N96 job. The performance is measured using only 2 threads per MPI task and the number of MPI tasks is doubled when SMT or HT is enabled.
While SMT shows a speedup of up to 30% and shows good scaling up to 256 cores, the speedup achieved from using HT is ≈ 16% but the speedup vanishes as the number of cores are increased to 384. For high resolution jobs that run on thousands of cores, we see that HT slows the UM.
So in all our model runs, HT is disabled and the UM is run with 12 MPI tasks and two threads per node by default on ARCHER. For MONSooN, SMT is enabled and 32 MPI tasks and two threads are used per node by default. Tables 4 and 5 show the performance scaling of the UM jobs at three different resolutions on ARCHER and MONSooN respectively. Performance is measured as number of model years simulated in a day (M year ) and the cost in core-hours per model year( C). The UM scales to M year ≈ 3 with 128 and 192 cores on On ARCHER, the UM scales to 768 cores. Using 3 times the number of cores as on MONSooN, ARCHER has a peak performance that is 1.4 times than that on MONSooN. Figure 2 shows the scaling of the N216 job on ARCHER 
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PERFORMANCE ANALYSIS
Profiling the application is the first step in analyzing the performance and understanding the bottlenecks. Cray Performance Analysis Tool (CrayPAT) [16] is used to profile the UM on ARCHER. Using CrayPAT, we can also profile a specific user defined function such as IO, SHMEM and more. For the UM which has a flat profile, we use the automated program analysis. This analyses the UM performance and identifies interesting areas/functions that should be instrumented.
In this analysis, we will use the N96 job running on a sin- 
MPI rank reorder
The N 96 1 job runs on a single node and does not include any off node communication. The N512 jobs run on more than 72 nodes and require message passing between nodes.
For ARCHER, the off node communications are significantly more expensive when compared to intra node communications.
The ETC profile represents the message passing overheads and increases from 10% on N 96 1 to 42% on N 512 73 .
For N512, ETC increases by 13% as the number of nodes is increased from 73 to 241. Also ETC consumes more the half of the total CPU time when scaled to 241 nodes. We can deduce that message passing between nodes is the most significant bottleneck for scaling of high resolution models.
CrayPAT can be configured to detect the MPI grid and the MPI communication pattern used. Based on this it suggests several MPI rank orders that will reduce off node traffic and increase the MPI bandwidth. On ARCHER the MPI ranks can be reordered by setting the environment variable MPICH RANK REORDER METHOD to 3 and specifying the rank order in MPICH RANK ORDER file.
MPICH RANK REORDER METHOD is set by default to 2, which is symmetric multiprocessing (SMP) style placement. For the N512 job, CrayPAT suggests a different grid order that is based on nearest neighbor communications. This rank order is generated using a utility called grid order. For example, a N512 job running with 24(EW ) × 36(N S) PE decomposition, CrayPAT recommends the rank order generated by the following command.
grid order − R − P − c 4, 1 − g 24, 36
Here -R refers to row-major order, -m the maximum rank count, and -N the number of ranks per node. Refer to [16] for the details of the options used. We will refer to this rank reorder as GRID. which is a shared resource. In measuring speedup of the order of 10%, the measurements become unreliable as the shared file system performance is noisy .
Load imbalance
Another important metric is the load balance of the appli- ecution by CrayPAT can easily be attached to Cray Reveal to identify the profile of loops. This will help us in prioritizing the loops that consume more CPU time.
The tool also shows the compiler optimizations that have been applied. Even though this tool is user friendly, it requires knowledge of OpenMP to resolve conflicts, race conditions and scoping issues. It works only with the Cray compiling environment. This tool does not provide support for parallel regions, task based parallelism, barrier, critical or atomic regions.
UM -Reveal on ARCHER
UM has a flat profile and has thousands of loops that can be parallelised. Parallelising all these loops is beyond the scope of this paper. As a case study, 2389 serial loops are Bit reproducibility is enforced to test for correctness of
OpenMP directives. OpenMP threads. The fall in speedup for N512 job compared to N96, is due to additional MPI overheads. For both N96 and N512 jobs, the speedup increases by more than 3 times as the number of threads are trebled. This is a significant improvement and can be further improved by adding OpenMP directives to thousands of other serial loops. MONSooN. Table 7 shows the performance scaling of UM jobs when the number of threads is increased on MONSooN.
UM -Reveal on MONSooN
On MONSooN, U M Reveal does not result in significant speedup and when 8 threads are used, U M Reveal slows the performance by 14.3%. Even though OpenMP provides a standard and portable way for implementing thread based parallelism, the performance improvements are not portable and depend on the hardware architecture. One major difference we found is that ARCHER has a unified L3 cache whereas MONSooN does not. This may be the reason for the significant difference in performance. Since MONSooN is being replaced by a Cray XC40 machine, this is not investigated further.
Related work
The performance of the UM is dependent not only on threads and MPI processes, but also on the resolution, the physics and the algorithms used. This requires careful modelling of UM performance to study the impact of all these contributing factors. Researchers have modelled the performance of the UM to study scalability with increased resolution and core counts [17] , [18] . Historically the UM has been ported by the Met Office to different architectures, for example Cray T3E, NEC SX-6 , NEC SX-8, IBM Power 6 and Power 7 [19] . They studied components that affect the scalability and found IO and the Helmhotz solver to be the biggest obstacles to UM scaling. Also these components interact with each other to a different extent and this makes model performance evaluation difficult.
Researchers at the Australian National University have developed efficient profiling methodology and scalability analysis of the UM at different resolutions [20] . They have identified that the high resolution N512 L70 job scales up to 2048 cores but is affected by load imbalance and MPI communications. On an Intel Sandy Bridge based cluster, they identified that hybrid OpenMP/MPI will provide the best opportunity for optimisations. These findings are based on UM version 7.5 (New Dynamics) released in 2010 and we see similar trends as discussed in this paper.
Met Office researchers have studied the scaling of high resolution jobs on a IBM Power 6 and an Intel Nehalem cluster (Juropa). They found that the scaling can be improved by using IO servers, OpenMP and identified further scope for improvement [21] . This study reports ≈ 6% speedup achieved using 2 OpenMP threads and SMT. Also the GungHo project [22] which is research collaboration between the Met Office, NERC funded researchers and STFC Daresbury strongly supports introducing thread based parallelism to improve scalability by reducing the cost of MPI communications. Also they emphasise the need to exploit thread parallelism that will be available in future exascale machines. The OpenMP optimisations we have discussed in this paper make good strides in improving the thread parallelism of UM.
As part of the UPSCALE project, Tom Edwards at Cray studied the performance of the UM (version 8.0, N512 L80, New Dynamics) on HERMIT, a Cray XE6 machine [23] .
In his report, the UM was also optimised by reordeing the ranks so that the IO servers are placed in separate dedicated nodes. This and other optimisations resulted in 39% improvement in runtime performance of the UM for 14% increase in number of cores. This reports also suggests the need to extend OpenMP based thread parallelism which severely affects the scaling of the UM.
In [24] , the authors prescribe that the MPI ranks should be reordered to match the application communication pattern with the underlying hardware. Also [25] found MPI reordering to be a promising optimisation for unstructured CFD code. In [26] , the researchers studied the performance of a simple shallow water model on a Cray XE6 machine (HECTOR). They suggest that MPI ranks should be mapped to physical cores such that the off-node data transfer volume in a nearest neighbour communication can be reduced. This is in agreement with the our findings based on the performance of the UM on ARCHER, a Cray XC30 machine. 
CONCLUSION
We have analysed of the performance of the UM at three different resolutions on ARCHER using CrayPAT tools and Reordering the MPI ranks using GRID rank order speed up the UM by up to 12% compared to default SMP rank order.
Using Cray Reveal, new OpenMP directives are added to the UM that results in improved speedup of up to 16% on ARCHER whereas it slows the performance on MONSooN.
These performance optimisations have resulted in savings of tens of millions of core-hours in current climate projects.
We can further improve the UM performance by allowing both threads to make MPI calls and by adding OpenMP directives to loops that can be parallelised.
For high resolution (N512) jobs, thread imbalance increases from 66% to 79% as the number of nodes is increased from 73 to 241(as shown in figure 8 ). This is because only thread0 is involved in message passing. The imbalance can be reduced by allowing both threads to make MPI calls.
This requires not only using a thread-safe MPI implementation [33] , but also careful coding to ensure data consistency and avoid race conditions. Exploring this beyond the scope of this paper. Even though we parallelised 2389 serial loops using Cray Reveal, there are thousands of loops that can still be parallelised. Also parrallel regions can be added to reduce threading overheads. This will further improve the scaling and efficiency of the UM performance.
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