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I. INTRODUCTION 
Let u be a subharmonic function in the finite plane and p(eC) the cor- 
responding generalized positive mass distribution defined for Bore1 sets e 
of the finite c-plane [l, 21. Let O,(U) denote the maximum of u on 1 z 1 = r. 
Then adapting from Arsove [3, pp. 529-5321, we write some definitions of a 
subharmonic function. 
DEFINITION 1. By the genus of a mass distribution p(eC) we mean the 
least nonnegative integer q for which the integral s: r-g-l +(r) converges, 
where p(r) = p[I 5 1 --c Y]. 
DEFINITION 2. By the exponent of convergence of p we mean the greatest 
lower bound p1 of K > 0 for which the integral s: Y-Vp(z) converges. 
DEFINITION 3. By the order of u we mean the quantity p(u) defined in 
~(24) = lim+Fp [log a,(u)/log r]. 
Thus by application of Arsove [3, Theorem 7, 121, we find p1 - 1 < q 2 
p1 5 p(u) and the following representation of u exists. 
If u is a subharmonic function of finite order, having positive mass distri- 
bution of genus q, then to each 6 > 0 there corresponds a harmonic polyno- 
mial h of degree not exceeding p(u) such that 
where E denotes the finite [-plane, U(0, 8) denotes some neighborhood 
of the origin, and E(z/&‘, q) denotes the Weierstrass kernel such that 
-WG q) = R [G + 4 (z/5)” + .*. + + (-z/5)0 + log I 1 - z/5 I] a 
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For p a mass distribution of finite genus q and vanishing on some U(0, 6) 
we shall refer to J E(z/<, q) dp(eC) as the canonical integral for p. 
Let f(z) be an integral function, with negative zeros of order less than 1 
such thatf(0) = 1. Then Valiron’s theorem [4] states: 
THEOREM 1. The conditions 
&f(r) - AT cosec np rp (r-+?A>O) 
and 
are equivalent. 
Moreover Boas’ theorem [5] 
THEOREM 2. The conditions 
n(r) N A@ 
shows; 
andfor 0 < 6 < 1 
logf(r) - AT cosec rp rp 
I 
r 
x-i-o{log (f(- x) 1 - TT cot wu n(x)} dx 
0 
are equivalent. 
N nA(p - CJ)-’ cosec 7rp cosec ?IU sin ~(p - u) rp-O 
In this paper we shall study some equivalence properties related to the 
above Theorems 1 and 2 for a subharmonic function. 
Let G(Z) be a function regular for 0 < 1 z 1 < 00 and satisfying the follow- 
ing conditions: 
(a) G(z) # 0 for 0 -=c 1 z / < m, G(Y) > 0 for all r > 0, and 
(- 1)” rG(reiZ) 2 0 f or all r > N, if N is selected sufficiently large, 
(b) ~-1 = o(G(z)) and G(z) = o(z*) as x + 0, 
(c) Z* = o(G(z)) and G(x) = o(.++l) as z --+a, where q is some non- 
negative integer. 
The main theorem of this paper is as follows: 
THEOREM 3. Let u(.z) be the canonical integral of a subharmonic function 
of Jinite order, having the mass distribution ,u(e) of genus q defined for Bore1 sets e 
on the negative real axis. Then 
(A) (a) liztrf u(r)/(- 1)~ G(r) = A < 00, A > 0, 
(b) 1” U(- t) dt < f  Q or all o2 > u1 > N if N is selected sufficiently 
01 
1 1 urge f  or an arbitrary positive number E, 
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(B) j: U(- t) dt N - rrA, 
(C) 4~) - (- 1)” AG(r), 
(D) p(r) N (- l)a n--l/IT G(r&) 
are equivalent to each other, where p(r) = p[t < r] for r > 0 and 
Lr(-t)=(-l)q+lt-l[U(--)T~+?iiL(f)R1--]. (1.1) G( tezx) 
If  q < p < q + 1 and 01 is a real number, the-n the integral s,” tp-“-“(log t)” dt 
converges when k = 2 and diverges when k = 1. And since 
i 
I 
i 
& (log t)l-” for a#1 
t-l(log 2)-a dt = 
log (1% t) f 07 a?=1 
the integral Jr t-l (log t)” dt converges when 01 < - 1 and diverges 012 - 1. 
Therefore, from the dejinitions of G(z) and the genus of u we can set 
i 
zP(log .+, q < p < q + 1, ol; real, (1)’ 
G(z) = zp(log .++I 
I 
,p=q,or+l>O or p=q+l,(~++<O, (2)’ 
.zq log (log 2). (3)’ 
For simplicity, we shall treat only the case (1)‘. Other cases are obtained 
analogously. Thus, applying Theorem 3 to the case (1)’ we obtain directly: 
COROLLARY 1. Under the hypotheses of Theorem 3, the conditions 
(A’) 
liR>f (- l)q r-P(log r)-a u(r) = h < 03, A > 0, 
s 
” (- l)q t-‘-P(log t)+[u( - t) sin prr - rp(t) cos prr] dt < E for all 
01 
o2 > ~7~ > N if N is selected su$iciently large for an arbitrary positive 
number E, 
P’) Jb; (- 1) q+l t-I-P[u(- t) .r{eipn[log (te*n)]-a} 
+ rp(t) R(e-ipn[log (tei*)]-“}I dt - ---A, 
(C’) U(Y) - (- 1)q A+(log rp, 
(D’) p(r) N (- l)qa-W (log r)a sin pn 
are equivalent to each other. 
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II. PROOF OF (A)-+(B) 
From the hypotheses we have 
u(z) = 1% RE(- z/t, q) dt. (2.1) 
0 
Moreover from the hypothesis of genus q, J-” t-g-2 p(t) dt converges. There- 
fore, if r is selected sufficiently large for an arbitrary positive number E, then 
we obtain 
Therefore 
p(t) = o(t*+l). 
Hence, with u(x) of (2.1) we write 
(2.2) 
w(z) = I m E(- z/t, 4 4(t) (2.3) 0 
where the logarithm takes a branch which is zero at z = 0. The function 
w(z) is regular in the region ( arg x ( < n and written in the form 
W(Z) = j* E( - q’t, q) d&) =- je p(t) d-R- Ht, 4) 
0 0 
= (- 1)” .zQ+l 
s 
; ,,+r;‘; z) dt. 
The following lemma is useful. 
LEMMA 1. For w(x) of (2.3) we have 
s 
+n w(reie) 
-* R (- 1)Q r%w 
d6’ = 27~ j: $! dt. 
The case q = 0 is due to Jensen-Nevanlinna [6, 71. 
PROOF. By an elementary calculation, we have 
s R & df-l = G $- tan-r [s tan $) 
= tan-1 ( 
KW + 41 tan (VW 
(1 + [(t - r)/(t + r)] tan2 (e/2)} 1 
(2.4) 
V-5) 
Q-6) 
where 1 tan-l x ] -=c ~-r/2. 
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Therefore, changing the order of the integration, we get for x = reio and 
E > 0, 
+?Z 
s s 
34t) 
R tQ+‘(t + x) 
dt dtI = 271 ‘-’ pL(t) dt o to+1 * (2.7) --x tir-~.tZT+E 
And for n > 6 > 0, 
n-6 
i s 
r+r 
hm w(t) dt dtI = 2n * CL(t>& 
a-10 --x+6 T--E R tg+yt + x) 5 T--i t”+l 
(2.8) 
As R{z-*W(Z)} is L-integrable in 0 in the interval [- 7rTT, rr] on 1 z ( = r, we 
obtain (2.5) from (2.7) and (2.8). 
LEMMA 2. Let 
liz$f u(Y)/( - I)* G(r) < ~0. 
PROOF. If we set 
L(r) = j; ‘$dt + r j” ‘$dt, 
(2.9) 
(2.10) 
then from (2.4) we obtain 
rq 
(- I)” U(T) 2 - L(r). 
2 
Therefore, for a sequence {r%} of I such that limlz+co u(y,J/(- 1)‘~ G(r,) < 03 
(2.11) 
(2.12) 
exist. On the other hand, if 1 z j > r, then R(z/t + z) 2 0. Since 
d&C= tr(r2 - t2) sin 0 
de t+z (t2 + 2tr cos e + fy 
for x = rei8 , 
R(x/t + z) decreases monotonously for t > r when 6’ increases or decreases 
monotonously from 0 to f n on 1 t 1 = r. 
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Thus, using Lemma 1, we have for x = yei and r 2 -i 
2 27r L(r). (2.13) 
By (2.11) and (2.12), (2.13) shows that 
(2.14) 
Next, by making use of (2.2), we find for / arg x 1 < r 
and hence a result by Bowen and Macintyre [8, p. 1201 shows that for 
x zz yei0 
Hence from (2.12) we have 
(2.16) 
(2.17) 
Therefore, from (2.14), (2.17), and (c) we obtain (2.10). 
Let w(z) = u(z) + is(z), defining 
w(reiin) = &7&r) (2.18) 
where double signs take both upper or lower signs. Moreover, if we set 
(2.19) 
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then S(z) is regular in ] arg x / <P and 
U&) = (- I)* [ .,,g’z - +&‘“] . (2.20) 
Evidently Ur(re*i’“) are L-integrable in a interval [0, 001 of T. If we set 
N(p) = k 1: Ul(peid) cos -$ d+, 
n 
then for z = pet+ 
Therefore, by using Lemma 2, we have 
lim inf r-lp N(r) = +- < 00. (2.21) r-+m 
-- 
Next, since S(Y) is real, S(z) = ~(2) for 1 arg z 1 <P. Therefore, from 
(2.18) we obtain U(- t) = U1(tei*) = U1(te-i”). Hence, if we assume (A), 
then the earlier results of the author [9, lo], show that 
and 
lim 
s 
rU(--t)dt= -d, 
T- 0 
$5 +)/G(r) = (- 1)q A, 
(2.22) 
(2.23) 
exist. Therefore from the hypothesis (A), (a) (of Theorem 3) we find 
A = A,. 
III. PROOF OF (B)+(C) AND (B)-+(A) 
By using Cauchy’s integral for #(a) = w(z)/( - 1)” zG(x), we have for z in D 
(3-l) 
where the integral is taken in the positive sense of C. From (2.13) and (2.16), 
for x = r, rr < r < R 
IS fn t,h(Reie) 8=--rc Re”O - ,. dReis 1 * 
24 
and 
(3.3) 
Substituting (3.3) in (3.2), and using (c), we obtain 
and by the definition of (b) the integral on / 5 1 = r1 tends to zero as rr -+ 0. 
Hence from (3.1) 
w(T) = (- lP+l 
G(r) = s 
w rU(- t) dt. 
0 t+r 
By applying the method of Boas [5], we have 
s mru(-t)&N-TJj 0 t+r 
Thus the proof is completed. 
IV. PROOF OF (C) -+ (D) 
As a generalization of a lemma by M. Heins [6, Lemma l] we have 
LEMMA 3. Let (C) be satisjed and E be a bounded set in the z-plane which 
has a positive distance from the negative real axis. Then 
(4.1) 
uniformly for x E E. 
PROOF. Let D be a bounded domain in the z-plane which has a positive 
distance from the negative real axis and which includes a part of the positive 
real axis and the set E. Then for z E D, there exist positive numbers 
S(0 < 6 < v) and S’(0 < 6’ < 1) such that 
I t + l-27 I 2 y  (t + r / z I) 2 y  (t + r). 
Therefore, we get 
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Using the same method for the form of G(z) found in [9], apparently 
1 G(rz) ~/G(Y) is bounded for z E D and 1 < r < 00. Hence if we write 
then F,(z) is regular for z E D and 1 F,(z) 1 is bounded for z E D und 
1 < Y < 03. Moreover, from (C), limr+ca F,(z) = 0 for all real z in D. Hence, 
by using a convergence theorem of Vitali we obtain that Fr(z) converges 
uniformly when r tends to infinity for z E D. Let P(z) denote the limiting 
function. Then F(z) is regular for .a ED and equal to zero for all real .a in D. 
Hence we find F(z) = 0 for z E D. Thus the proof is completed. 
Next, let rr - A, = cos-l (- r/t), min (A,, 8) = S,, and max (S,, 7) = S,. 
Then from (2.6) we obtain for z = reie 
n-q m 
!y s Is 
34t) 
li tg+yt + z) dt d9 + n-8 0 
On the other hand, Re+%u(reie) is L-integrable for B in [- r, ~1. Hence 
n 
f I 
w(rP) 
n--6 R (- l)g rqeipe de K O (‘1 L(r)s 
In the same way, we find the upper bound of the left-hand side of (4.3) in 
the interval (- r, - 7~ + 6). Therefore, from the hypothesis, we have 
s li~+~uP Q)00 L(r) = o(S). (4.4) 
Hence, from Lemmas 1 and 3, and (4.3), we have 
. E ‘CL(t)&=lirn A 
k G(r) s o tg+l -$ r+m G(T) --n RG(f) --x ,2,,dB* (4.5) 
Next, by using Cauchy’s integral for a-@G(z), we get 
2 S, (- 1)” tq+l 
r TG(tein) dt = 
s 
+* G(reie) 
--n r-” eige de* (4.6) 
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Therefore from (4.5) and (4.6) 
1 = lim (- l)* A 
r-tm 7T .I^  
V. PROOF OF (D) -+ (C) 
Let D be the region 1 arg z 1 < rr, rr < 1 z 1 < R, and C be its boundary. 
Then, by using Cauchy’s integral for y(z) = AX-Q G(z), we obtain for z in D 
where the integration is taken in the positive sense of the contour. By the 
definition of G(z), the integrals on 1 5 ( = rr and ( 5 ( = R tend to zero 
respectively as rl + 0 and R -+ 00, and G(t@) = G(te-t”). Therefore 
v(z) = (- 1)” AZ 
1 
m 
rri 
TG(@) dt 
0 tg+yt + z) *  
If we set K(z) = (- z)-” w(z) - v(z), then for z in 1 arg z 1 I 7~ - 6 
(0 < 6 <T), 1 t + z 1 2 [(sin S)/Z] (t + I z I). Hence for 1 z ) = r 
1 p(t) - (- 1)~ A-l ~G(tt+) I dt 
Hence ) U(Y) - (- 1)” AG(r) I I O(~Q) + E I U(Y) I. Therefore from (c) we 
obtain (C). 
VI. PROOF OF (C) -+ (B) 
Consider the integral s+(z) d z on the contour C. The integral along the 
circle 1 z / = rr tends to zero as ri --f 0, and the integral along the circle 
1 z 1 = R is JT,” iw(z)/(- 1)~ G(z) d0. By application of (4.1), we find 
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and for (2.16) and (4.4) we have 
The imaginary part of the integral on the cut is 
f 
R 
2i U(- t) dt. 
0 
(6.2) 
(6.3) 
Thus from (6.1), (6.2), and (6.3), we obtain the condition (B). 
VII. REMARK 
In virtue of the proof of Section V and Theorem 3, we can generalize a 
theorem of Nevanlinna [7, p. 2211, that is : 
THEOREM 4. Let w(z) be a fun&ion defined in Section II. Suppose that 
one of the conditions (A), (B), and (0) k satisfied. Then for 1 arg z 1 I r - 6 
(0 < 6 < 7-r) 
uniformly. 
li+iz=(-l)*A 
In particular, in Theorem 4 we can set 
G(x) = zp(log z)oL, Q<P<QSL OL real. (7.1) 
Hence we obtain 
COROLLARY 2. Let w(z) be a function defined in Section II. Suppose that 
one of the conditions (A’), (B’), and (D’) is satisfied. Thenfor 1 arg z 1 < 7r -8 
(0 < s < 7r) 
44 
uniformly. 
!E zp (log z)* 
= (- 1)q h 
If we use the previous method [9] for U(Z) which is a subharmonic function 
of order less than 1 in 1 z 1 < m, then we obtain the following generalization 
of [9, Theorems 3 and 51. 
THEOREM 5. Let u(z) be a subharmonic function of order less than 
1 in 1 z 1 < 03. Suppose that q = 0 and 
lim+tup M(r)/G(r) = OL < 0). (7.2) 
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Furthermore ;f one of the conditions, (e) jzf U,( - t) dt < E for all c2 > u1 > N 
if N is selected suficiently large for an arbitrary positive number E, 
(m) j,” U,( - t) dt exists, (n) sr U,(- t)+ dt < 03, is satisfied where 
Ud- t) = f [m(t) 7 & + v(t) R &] ) 
then 01 2 0, 
p+z M(r)/G(r) = a (7.3) 
andifor>O, 
cL(4 -a.37 -% G(rein). (7.4) 
Moreover, we obtain 
THEOREM 6. Let u(z) be a subharmonic function of order less than 
1 in 1 x 1 < 03. Suppose that 03 > 01 > 0 and one of the conditions (e), (m), and 
(n) is satis$ed. Then the conditions (7.3) and (7.4) are equivalent. 
PROOF. By Theorem 5, (7.3) + (7.4) is obvious. Next, applying the 
equivalent properties that (A), (C), and (D) are equivalent to each other in 
Theorem 3 and using [9, Proof of Theorem 3 and 51, we have (7.4) ---f (7.3). 
In particular, if we set U3(- t) = [m(t) sin pr - VP(t) cos p7;l/tP+l(log t) 
(0 < p < 1, 01 is real), we get 
COROLLARY 3. Let u(z) be a subharmonic function of order less than 
1 in 1 x ) < 03. Suppose that one of the conditions (p) ci U,(- t) dt < E for 
all a’2 > aI > N if N is selected su@iently large for an arbitrary positive 
number E, (q) s,” U3(t) dt exists, (r) s,* U,(- t)+ dt < 03, is satisfied. Then the 
conditions 
and 
are equivalent. 
M(r) - ArP (log r)O, h>O 
P(Y) - X7r1rP (log Y>, sin 6~ 
1. RAD~, T. Subharmonic functions, Berlin, 1937. 
2. TRANSUE, W. R. Representation of subharmonic functions in the neighborhood 
of a point. Am. J. Math. 65, 335-340 (1943). 
3. ARSOVE, M. G. Functions of potential type. Trans. Am. Math. Sot. 75, 526-551 
(1953). 
4. VALIRON, G. Sur un thCorkme de M. Wiman. Opuscula Math. A. Wiman Dedicata. 
pp. l-12 (1930). 
SUBHARMONIC FUNCTIONS 29 
5. BOAS, R. P. Entire functions with negative zeros. Can. 3’. Math. 5, 179-184 (1953). 
6. HEINS, M. H. Entire functions with bounded minimum modulus: Subharmonic 
function analogous. Ann. &futh. 49, 299-213 (1948). 
7. NEVANLINNA, R. Eindeutige analytische Funktionen. Berlin, 1936. 
8. BOWEN, N. A., AND MACINTYRE, A. J. Some theorems on integral functions with 
negative zeros. Trans. Am. Math. Sot. 70, 114-126 (1951). 
9. ITa, J. Asymptotic properties of subharmonic functions of order less than one. 
Proc. Am. Math. Sot. 9, 419-428 (1958). 
10. ITo, J. Asymptotic properties of subharmonic and analytic functions. PYOC. Am. 
Math. Sot. 9,763-772( 1948). 
