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Abstract—In this paper, we consider a multiuser uplink status
update system, where a monitor aims to timely collect randomly
generated status updates from multiple end nodes through a
shared wireless channel. We adopt the recently proposed metric,
termed age of information (AoI), to quantify the information
timeliness and freshness. Due to the random generation of the
status updates at the end node side, the monitor only grasps
a partial knowledge of the arrivals of status updates. Under
such a practical scenario, we aim to address a fundamental
multiuser scheduling problem: how to schedule the end nodes
to minimize the network-wide AoI? To resolve this problem, we
formulate it as a partially observable Markov decision process
(POMDP), and develop a dynamic programming (DP) algorithm
to obtain the optimal multiuser scheduling policy. By noting that
the DP algorithm is only computationally tractable for small-
scale network setups, we further design a low-complexity myopic
policy, which only optimizes the one-step expected reward.
Simulation results show that the performance of the proposed
myopic policy is very close to that under the DP algorithm and
better than the state-of-the-art benchmarking scheme.
I. INTRODUCTION
The information freshness becomes an increasingly impor-
tant performance metric in this era of the Internet of Things
(IoT), since various IoT services, such as remote monitoring
and control, require the information to be delivered as timely
as possible [1], [2]. To quantify the information freshness
and timeliness, the age of information (AoI) metric, which
is defined as the time elapsed since the generation time of
the latest received status update at the destination, has been
investigated in [3]–[7]. Early work (e.g., [4]–[10]) on the AoI
focused on the single-user systems, while recent work (e.g.,
[11]–[17]) shifted to the more practical multi-user systems,
i.e., broadcast systems and multiuser uplink systems, where
the AoI not only depends on the single-user behavior but also
depends on the interaction of different users.
In broadcast systems, scheduling problems for minimizing
the network-wide AoI were investigated in [11]–[14]. Ref-
erence [11] focused on the “generate-at-will” status update
arrival model, where the status update arrivals can be generated
once a user is scheduled for the reception. In particular,
reference [11] developed three low-complexity scheduling
policies, i.e., a randomized policy, a max-weight policy, a
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Whittle’s index policy, and analyzed their performance bounds.
Reference [12] extended the work in [11] by considering the
nonorthogonal multiple access. On the other hand, considering
event-triggered measurements where the status update arrivals
are stochastic, reference [13] derive a universal lower bound
of scheduling policies, and developed a stationary randomized
policy and a max-weight policy. Reference [14] considered
both “generate-at-will” and stochastic status update arrival
models with no buffer at the end node, and designed Whittle’s
index policies as well as structural Markov decision process
(MDP) algorithms.
In multiuser uplink systems, scheduling problems for the
AoI minimization is more challenging than that in broad-
cast systems, especially when the status update arrivals are
stochastic. This is because, in the multiuser uplink systems, the
monitor may not know whether a new status update arrives at
the end node side. Most existing work assumed that each end
node uses additional feedback overhead to report the status
update arrivals so that the monitor has complete knowledge
on their status update arrivals [15], [16]. Such feedback would
lead to considerable overhead and thus make the corresponding
scheduling policies hard to implement in practice.
To overcome this problem, in this paper, we consider the
status update in a multiuser uplink system with stochastic
status update arrivals, but without assuming the fully observ-
able status update arrivals at the monitor. On the contrary, we
assume that there are no extra feedback channels for reporting
status update arrivals. Hence, the monitor can only obtain the
status update arrival knowledge of one end node, only when
the said end node is scheduled to transmit and the transmission
is successful. This practical consideration would lead to the
partial knowledge of status update arrivals. Under this realistic
situation, we aim to minimize the expected weighted-sum
AoI (EWSAoI) of all end nodes by developing a multiuser
scheduling policy. Note that the consideration of partial knowl-
edge of status update arrivals renders additional difficulties
in modeling and tackling the scheduling problem for AoI
minimization in the concerned multiuser uplink system.
The main contributions of this paper are summarized as
follows: We formulate the considered scheduling problem as
a partially observable Markov decision process (POMDP).
Specifically, the belief states characterize the partially observ-
able status update arrivals at the end nodes. We design a dy-
namic programming (DP) algorithm to find the optimal policy
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of our POMDP problem. To further reduce the computational
complexity of resolving the formulated POMDP, we propose a
low-complexity myopic policy that only optimizes the one-step
expected reward. Simulation results show that the performance
of myopic policy is close to that of optimal policy obtained
by the DP algorithm, and both of them are superior to the
baseline algorithm utilizing no knowledge of status update
arrivals. To the best knowledge of the authors, this is the
first work towards designing an information-freshness-oriented
multiuser scheduling policy under partial system information
by applying the POMDP.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we first describe the system model consid-
ered, and then formulate the network-wide AoI minimization
problem.
A. System Model
As depicted in Fig. 1, we consider a multiuser uplink system
with K end nodes reporting their latest status updates to
a common monitor via a shared channel. We identify the
K end nodes by means of the index set K , {1, 2, . . . ,
K}. Time is equally divided into time slot and T is the
time-horizon of the discrete-time system. In each time slot
t ∈ {1, 2, · · · , T}, a new status update arrives at the end
node k as a Bernoulli stochastic arrival, where the Bernoulli
stochastic process is independent and identically distributed
over time and independent across different end nodes, and
the arrival rate/probability at end node i ∈ K is denoted
by λi. At the beginning of each time slot, the monitor will
schedule one end node to transmit its up-to-date status update.
The transmission of the end nodes to the monitor is error-
prone, that is, the transmission for end node i has a successful
probability of pi and an error probability of 1− pi.
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Fig. 1. The multiuser uplink system with stochastic arrivals of status updates.
B. Local Age
Each end node is assumed to only maintain one up-to-date
status update in the buffer and drop the other stale status
updates, which ensures the single status update stored in the
buffer is freshest. The local age at end node i ∈ K is denoted
by zti , which measures the freshness of the status update in the
buffer at end node i. The evolution of zti is given as follows:
zt+1i =
{
zti + 1, No arrval in time slot t,
1, Status update arrival in time slot t.
(1)
The evolution (1) can be interpreted as follows: The local age
at end node i will increase by 1 if there are no new status
update arrivals. Otherwise, if there is a new status update
arrivals, the local age will be re-set to 1.
Reporting all the local ages to the monitor renders a large
amount of extra overhead, which is hard to realize in practice.
For practical implementations, we consider that the local age
of end node i in time slot t to be observed at the monitor
only when the end node i is scheduled to transmit in time slot
t and the transmission is successful. This is because that the
received status update contains the time-stamp of the latest
status update at end node i.
C. AoI Minimization with Partial Knowledge of Arrivals
In this paper, we use the AoI metric to quantify the
information freshness. The AoI of end node i ∈ K, denoted by
hti, will be set to the local age of end node i, if the end node
i is scheduled and its transmission is successful. Otherwise,
the AoI of end node i will increase by 1. The AoI evolution
can be mathematically expressed as follows:
ht+1i =
{
zti + 1, Scheduled and received,
hti + 1, Otherwise.
(2)
Note that, since the local age increases when there is no
new status update arrival, the monitor schedules the end node
without new status update arrival will not reduce the AoI.
Moreover, without loss of generality, we assume that there is
a status update arrival for each end node at the beginning of
the first time slot.
In this context, the monitor is only aware of the local
age of an end node that is scheduled and its transmission
is successful. This leads to partial observation of the system
information at the monitor. Under partial knowledge of status
update arrivals at the end node side, we aim to find a
scheduling policy pi that minimizes the EWSAoI, which can
be formulated as the following optimization problem:
(P1) : min
pi
1
TK
E
[
T∑
t=1
K∑
i=1
ωih
t
i
∣∣∣∣∣pi
]
, (3)
where ωi ∈ (0,∞) is the importance weight of end node i.
The expectation is taken over all system dynamics.
III. POMDP FORMULATION
To solve the problem (P1), we reformulate it as a POMDP,
where powerful analytical tools of POMDPs can be leveraged
to resolve the formulated problem. We present the formulated
POMDP as follows:
1) States: For the analytical tractability, we assume that
the AoI and the local age are both upper bounded
by D, and thus both of them take values from the
set D , {1, 2, . . . , D}. We denote the state of end
node i ∈ K in time slot t by sti , [hti, zti ], where
hti ∈ D is its instantaneous AoI at the monitor and
zti ∈ D is its local age. Then, we denote the state
of the POMDP in time slot t by st , [ht, zt], where
ht , [ht1, ht2, . . . , htK ] ∈ DK represents the AoI of all
end nodes, and zt , [zt1, zt2, . . . , ztK ] ∈ DK represents
the local age of all end nodes. Denote by S the space
of all possible states.
2) Actions: We denote the action of the POMDP in time
slot t by at , [at1, at2, . . . , atK ], where ati ∈ A , {0, 1}
indicates whether end node i is scheduled to transmit
or not in time slot t. If end node i is scheduled, then
ati = 1; otherwise, a
t
i = 0. In the single-antenna system
considered, the monitor can only schedule at most one
end node in each time slot, and thus we have
∑K
i=1 a
t
i ≤
1. Denote by A the space of all possible actions.
3) Observations: The observations of the POMDP at the
monitor consists of the fully observed AoI and partially
observed local age of all end nodes. Specifically, if end
node i is scheduled and its transmission is successful,
its local age can be accurately observed. Otherwise,
there is no observation of its local age. We denote the
observation of the POMDP in time slot t by ot ,
[o11, ot2, . . . , otK ], where oti , [hti, zˆti ], hti ∈ D is the
observed AoI of end node i, and zˆti ∈ {D, X} is the
observation of zti . Note that X means no observation of
the local age of an end node, caused by its unsuccessful
transmission or not being scheduled. Denote by O the
space of all possible observations.
4) Belief States: We denote the belief state of the POMDP
in time slot t by It , [ht,bt], where bt represents a
probability distribution over all zt ∈ Z . We define the
distribution vector as bt , [bt(zt1), bt(zt2), . . . , bt(zt|Z|)],
satisfying bt(zt) ∈ [0, 1] and ∑zt∈Z bt(zt) = 1, where
|Z| is the cardinality of Z . Note that although in
general belief states of a POMDP represent probability
distributions over all st ∈ S, in our problem ht is
fully observable, i.e., its belief state update is always
deterministic given ht−1, at−1 and ot−1. Denote by I
the space of all possible belief states.
5) State Transition Function and Observation Function:
Since the belief state update of ht is deterministic, we
only need to define the state transition function and
observation function of zt. The state transition function
is defined as Pr(zt+1|zt) = ∏Ki=1 Pr(zt+1i |zti), giving
the conditional probability of landing in state zt+1
given state zt. For each end node i ∈ K, we have
Pr(zt+1i |zti) =
1− λi, if z
t+1
i = z
t
i + 1,
λi, if zt+1i = 1,
0, otherwise.
(4)
The observation function is defined as Pr(ot|zt, at) =∏K
i=1 Pr(o
t
i|zti , ati), giving the conditional probability of
making observation ot given state zt and action at. If
end node i is scheduled, then
Pr(oti|zti , 1) =

pi, if zˆti = z
t
i ,
1− pi, if zˆti = X,
0, otherwise.
(5)
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Fig. 2. An illustration of belief states, actions, observations and the update
of belief states.
If end node i is not scheduled, then Pr(oti|zti , 0) = 1 if
zˆti = X , and Pr(oti|zti , 0) = 0 otherwise.
6) Belief State Update: In our POMDP, the monitor keeps
belief states rather than knowing actual states. In time
slot t, belief state It is a sufficient statistic for a given
history {I1, a1, o1, a2, o2, . . . , at−1, ot−1}, consisting of
two parts: ht and bt. For each ht+1i in h
t+1, when given
It, at and ot, it can be updated as follows:
ht+1i =
{
zˆti + 1, if a
t
i = 1 and zˆ
t
i 6= X,
hti + 1, if a
t
i = 0 or zˆ
t
i = X.
(6)
As shown in (6), the update of ht is deterministic. Then,
when given the same condition, for each bt+1(zt+1) in
bt+1, it can be updated as follows:
bt+1(zt+1) = η
∑
zt∈Z
Pr(ot|zt, at)Pr(zt+1|zt)bt(zt), (7)
where η = 1/
∑
zt+1∈Z
∑
zt∈Z{Pr(ot|zt, at)
Pr(zt+1|zt)bt(zt)} is a normalizing factor. We represent
the update of ht in (6) and the update of bt in (7) by
the update function It+1 = f(It, at, ot), of which the
inputs are It, at and ot, and the output is It+1.
7) Reward: The expected immediate reward at belief state
It is defined as the weighted sum of the Aol of all
end nodes in time slot t, i.e., R(It) ,
∑K
i=1 ωih
t
i. The
EWSAoI in (3) can be evaluated by
1
TK
E
[
T∑
t=1
R(It)
∣∣∣∣∣ I1,pi
]
, (8)
where I1 is a given initial belief state.
8) Policy: In the above equation, pi is a given policy defined
as pi = [pi1, pi2, . . . , piT ], where pit is a mapping from
the belief space I to the action space A, i.e., decides
which action at should be taken when the POMDP is
in belief state It. Our aim is to find the optimal policy
that minimizes the average reward in (8), i.e.,
pi∗ = argmin
pi
1
TK
E
[
T∑
t=1
R(It)
∣∣∣∣∣ I1,pi
]
. (9)
To clearly illustrate the proposed POMDP formulation, we
depict belief states, actions, observations, and the update of
belief states in Fig. 2. The figure shows that actions are chosen
based on belief states, and observations are made after actions
taken. In addition, it shows that the belief state in next time
slot is related to the belief state in current time slot through
the update function f(It, at, ot).
IV. POLICY DESIGN FOR THE FORMULATED POMDP
In this section, we first propose a DP algorithm to find the
optimal policy of the formulated POMDP problem and then
devise a myopic policy with low-complexity and near-optimal
performance.
A. Dynamic Programming for the Optimal Policy
We follow [18] and resort to the DP framework for finding
the optimal policy of the POMDP formulated in the previous
section. The DP method solves complex problems by breaking
them down into a sequence of simpler sub-problems and then
recursively combining solutions of sub-problems. It is worth
mentioning that the space of belief states of the POMDP is
countable for any given initial belief state I1. We denote the
finite set of belief states in time slot t by It. The expected
total reward of ∀It ∈ It can be denoted by the inner product
bt ·V(It), where V(It) , [vIt(zt1), vIt(zt2), . . . , vIt(zt|Z|)] is a
|Z| dimensional vector by recalling that the belief state update
of ht is always deterministic. Note that bt · V(It) includes
rewards from time slot t onward. Then, we have the following
DP algorithm.
Algorithm 1 The DP Algorithm
1: Initialization: Set t = T and V∗(IT ) = R(IT )1|Z| for
∀IT ∈ IT , where 1|Z| is a vector with |Z| entries equal
to 1.
2: Backward Induction: Set t = t−1. Compute pi∗(It) and
V∗(It) for ∀It ∈ It.
pi∗(It) = argmin
at∈A
∑
zt∈Z
bt(zt)
[
R(It) +
∑
ot∈O
ϑ×
Pr(ot|zt, at)
∑
zt+1∈Z
Pr(zt+1|zt)v∗It+1(zt+1)
]
,
(10)
∀It+1 ∈ It+1, where ϑ = 1 if f(It, at, ot) = It+1, and
ϑ = 0 otherwise.
v∗It(z
t) =R(It) +
∑
ot∈O
ϑ Pr(ot|zt, pi∗(It))×∑
zt+1∈Z
Pr(zt+1|zt)v∗It+1(zt+1),
(11)
∀It+1 ∈ It+1, for ∀zt ∈ Z .
3: Stopping Rule: If t = 1, stop.
The recursion simplifies the evaluation and optimization of
V∗(I1) over T time slots into a sequence of T − 1 one-step
computations. As shown in (11), in each step, the value of
v∗It(z
t) equals the immediate reward plus the expected total
reward over the remaining time slots. The optimal policy pi∗
is defined as pi∗,t : It → pi∗(It) for ∀It ∈ It. In particular,
(b1 ·V∗(I1))/(TK) is the minimal EWSAoI given the initial
belief state I1.
The DP algorithm represents an effective solution to find
the optimal policy. However, the recursion is computationally
prohibitive due to the following two reasons. First, the upper
bound D tends to be large in real systems. Second, the di-
mension of the probability distribution bt grows exponentially
with the number of end nodes. Thus, it is crucial to find a low-
complexity and near-optimal policy.
B. A Myopic Policy
Recall that in our problem, the local age of each end node
evolves independently. As such, we can make the monitor
maintain separate probability distributions for the local age of
each end node. These distributions are sufficient statistics for
the POMDP. Let Bt = [bt1,b
t
2 . . . ,b
t
K ] denote the separate
distributions, where bti = [bti(1), bti(2), . . . , bti(D)] is the
distribution for the local age of end node i. Then, we can
express the belief state as It , [ht,Bt].
We now can propose a myopic policy that minimizes the
expected reward of the next time slot, also known as a one-
step expected reward. Given It for the POMDP, if action at
is chosen in time slot t, the one-step expected reward of the
system is given by
Rˆ(It, at) =
K∑
i=1
ωi
[
(1− ati)(hti + 1)+
ati
(
pi
∑
zti∈D
bti(z
t
i)(z
t
i + 1) + (1− pi)(hti + 1)
)]
.
(12)
For the scheduled end node, its expected AoI in next time slot
is
∑
zti∈D b
t
i(z
t
i)(z
t
i +1) with probability pi and (h
t
i+1) with
probability (1−pi). For unscheduled end nodes, their expected
AoI in the next time slot is (hti + 1). The myopic policy for
belief state It can be obtained by p˜i
∗(It) = argmin
at∈A
Rˆ(It, at).
Then, the myopic policy p˜i∗ is defined as p˜i∗,t : It → p˜i∗(It).
Compared with the optimal policy, the myopic policy is easier
to implement. Not only Bt reduces the dimension of bt from
DK to KD, growing linearly with the number of end nodes,
but also the myopic policy only relies on the one-step expected
reward instead of the expected total reward. The proposed
myopic policy is formally described in Algorithm 2.
V. PERFORMANCE EVALUATION
In this section, we first introduce the model of successful
transmission probability and then verify and evaluate the
proposed DP and myopic policies via simulations. Finally,
we compare the proposed myopic policy against two baseline
algorithms.
A. Successful Transmission Probability Model
The small-scale fading from the end node i in time slot t
to the monitor is denoted by gti , which is assumed to be an
exponential random variable with a mean of 1. The large-
scale fading is written by d−τi , where di is the distance
from the end node i to the monitor and τ is the path-loss
factor. The additive white Gaussian noise (AWGN) follows
a complex Gaussian distribution CN (0, σ2). The achievable
rate is expressed by ri = log2
(
d−τi g
t
iP/σ
2 + 1
)
, where the
Algorithm 2 The Myopic Policy
1: Initialization: Set t = 1 and give initial belief state I1.
For each end node i ∈ K, the monitor maintains its AoI
hti and a probability distribution b
t
i for local age.
2: Obtain the Myopic Policy: In time slot t, the monitor
chooses action a˜t by a˜
t = argmin
at∈A
Rˆ(It, at).
3: Update the Belief State: After taking action a˜t, the
monitor makes observation ot. Then, the monitor updates
hti of each end node by (6) and b
t
i of each end node by
bt+1i (z
t+1
i ) =η
′ ∑
zti∈D
Pr(oti|zti , a˜ti)Pr(zt+1i |zti)bti(zti),
for ∀zt+1i ∈ D, where
η′ = 1/
∑
zt+1i ∈D
∑
zti∈D
{Pr(oti|zti , a˜ti)Pr(zt+1i |zti)bti(zti)}
is a normalizing factor.
4: Stopping Rule: If t = T , stop. Otherwise, set t = t + 1
and go to step 2.
transmit power is denoted by P , and the signal-to-noise ratio
(SNR) is calculated by SNR = d−τi P/σ
2. If the achievable
rate is below the threshold rth, the wireless transmission
is deemed to be unsuccessful. Consequently, the successful
transmission probability can be expressed by
pi = 1− Pr (ri < rth) = 1− Pr
(
gti < σ
2dτi (
2rth − 1
P
)
(a)
= exp
(
−σ
2dτi (2
rth − 1)
P
) ,
(13)
where step (a) follows by the cumulative density function
(CDF) of the exponential random variable with a unit mean.
B. Algorithm Verification and Evaluation
In Fig. 3, we compare the analytical results obtained
by applying the proposed algorithms and simulation results
achieved by Monto Carlo simulations of the proposed policies.
To verify and evaluate the performance, we carry out 106
experiments for each simulation result. The comparison is
under the following parameter setting: The maximal AoI/local
age is set as D = 8. The time horizon is set as T = 25. The
number of end nodes is set as K = 2. The status update arrival
rate is set as λ = 0.4 for all end nodes. The distance from the
end node to monitor is set as d = 5m for all end nodes. The
path-loss factor is set as τ = 2. The weight of importance
is set as ω = 1 for all end nodes. The threshold is set as
rth = 1/bps/Hz. For both the optimal and myopic policies,
Fig. 3 shows that the analytical results perfectly match their
simulation counterparts, which verifies the correctness of our
POMDP formulation and algorithm development.
In Fig. 4, we compare the performance of myopic policy
with that of the optimal one obtained by the DP algorithm,
for different maximal AoI/local age D. The parameter setting
is the same as that in Fig. 3, except D. Fig. 4 shows that the
25 26 27 28 29 30 31 32
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Fig. 3. Analytical results v.s. simulation results, K = 2, D = 8.
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Fig. 4. Proposed myopic policy v.s. proposed DP, K = 2.
performance of the myopic policy can approach that of the
DP algorithm, especially when D is small. However, when D
is large, there is a small performance gap between the myopic
policy and the DP algorithm. Fig. 4 shows that the proposed
myopic policy can achieve near-optimal performance.
C. Comparison with Baseline Algorithms
We compare the proposed myopic algorithm with two state-
of-the-art baseline algorithms, described as follows:
1) MDP Algorithm: For a fully observable status update
arrives at the end node, we compare the proposed myopic
policy with the low-complexity and sub-optimal algorithm
proposed in [17], which assumed complete knowledge of
status update arrivals. We refer to the algorithm in [17] as
“MDP” hereafter.
2) MaxAoI Algorithm: For the case with no observations of
status update arrivals, we compare the proposed myopic policy
with the algorithm that always schedules the end node with
maximal AoI to transmit in each time slot, which does not
need any knowledge of status update arrivals and only relies
on AoI available at the monitor. We refer to this algorithm as
“MaxAoI” hereafter.
In Fig. 5, we compare the myopic policy with MDP and
MaxAoI algorithms. The simulation parameter setting is the
same as that in Fig. 3, except T = 106 and D = 30. Since
MDP algorithm has a perfect knowledge of status update
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Fig. 5. Proposed myopic policy v.s. baseline algorithms, D = 30.
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Fig. 6. Proposed myopic policy v.s. baseline algorithms, D = 30,K = 5.
arrivals, there is a gap between the myopic policy and MDP
algorithm. The MaxAoI policy does not utilize any knowledge
of status update arrivals, thus it has the worst performance
among three algorithms. Also, Fig. 5 shows that the gap
between our myopic policy and the MDP algorithm becomes
larger as the number of end nodes increases. This is because
the gain of full observable status update arrival is augmented
as the number of end nodes increases.
In Fig. 6, we evaluate the asymptotic performance of the
myopic policy, MDP, and MaxAoI algorithms, versus the
packet arrival rate. The simulation parameter setting is the
same as that in Fig. 3, except T = 106, D = 30, K = 5,
and λ. Fig. 6 shows that as the status update arrival rate
increases, the performance of these three algorithms turns
to converge. This is because, for large status update arrival
rates, the importance of status update arrival knowledge for
minimizing the EWSAoI is marginal. For the extreme case
with λ = 1, the considered system will be equivalent to the
“generate-at-will” model, where the AoI is not affected by the
status update arrival knowledge.
VI. CONCLUSIONS
We investigated the information-freshness-oriented schedul-
ing in the multiuser uplink system with the partial observation
of status update arrivals at the end nodes. We modeled and
tackled this problem by formulating it as a partially observable
Markov decision process (POMDP). For small-scale network
settings, we proposed a dynamic programming (DP) algorithm
to find the optimal policy. For large-scale network settings, we
devised a myopic policy with low-complexity and near-optimal
performance. Simulation results showed that the myopic policy
has a better performance than that of the algorithm that always
schedules the end node with the maximal AoI, and approaches
the performance of DP-based optimal policy. Moreover, sim-
ulation results indicated that the role of status update arrival
knowledge in minimizing AoI becomes insignificant when the
status update arrival rate is large.
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