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INTRODUCTION 
IN THIS paper we study some connections between topology and P-L analysis. The general 
setting is an infinite cyclic cover 2-M of simplicial complexes. Once an inner product has 
been placed on the cochain space of M, and lifted to A?, we can construct a combinatorial 
Laplacian, 0 =66* +6*6, where 6 is the coboundary operator and 6* its adjoint. We say a 
cochain o is harmonic if q w=O, and denote by %‘(A$ the space of all harmonic i- 
cochains. The goal of this paper is to investigate the topological information contained in 
the space &‘*(A.?) of all harmonic cochains on A?. Unlike the case of a compact manifold, 
there is no isomorphism between &‘*(A?) and the simplicial cohomology of k. Moreover, 
since #*(A?) is the space of all harmonic cochains, not just those satisfying some growth 
condition at infinity, we cannot usefully integrate by parts and thus there are no Hodge-de 
Rham-type theorems. In particular, a harmonic cochain need not even be closed, i.e. 0 o = 0 
does not imply 6w=O. 
To recapture such facts one would need to restrict attention to the space of harmonic 
cochains on G which are in L*. That is, we say o is in L* if (w, o) (co where ( , ) is the 
inner product used to define S*. If o is an L* harmonic cochain then one can integrate by 
parts to conclude 6w =0 and 6*0 = 0 just as for harmonic cochains on a compact manifold. 
Much work has been done on a relationship between L* harmonic cochains and the 
topology of M and k, both in the P-L and in the Riemannian categories. In this regard we 
should mention Cheeger’s work on L* harmonic cochains on singular spaces [3] and 
Dodziuk’s L* de Rham theorem for covering spaces [4]. For an overview of the subject see 
[S] and the references therein. 
One motivating discovery for this study was that X”(a) is finite dimensional if and 
only if H”(A?, IX), the pth simplicial cohomology of 3, is finite dimensional. With this 
information we investigate further and find a surprising formula for the Euler characteristic 
of fi in terms of the dimensions of P”(i$. In addition we find a formula for the 
Reidemeister torsion of M in terms of the action of the covering transformations on 
A?*(@). Before stating these results precisely we will place them in historical context. 
The simplest, and best known, connection between topology and P-L analysis is the 
theorem which goes back to Euler which states that if M is a compact simplicial complex of 
dimension n then the quantity 
x(M) = i (- 1)’ (number of i-simplices) 
i=O 
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the Euler characteristic of M, is invariant under subdivision of the triangulation. Of course, 
more is true-x(M) is a topological invariant. The Betti numbers, dim HP(M, (w), which are 
more precise invariants, can be calculated in a purely combinatorial fashion from a 
knowledge of the boundary operator. They too are topological invariants and are therefore 
invariant under subdivision of the triangulation. 
In 1935 Franz and Reidemeister introduced another combinatorial invariant, i.e. one 
that is invariant under subdivision of the triangulation, the torsion of a simplicial complex 
[8, 121 (now called the Reidemeister torsion or R-torsion). Given a covering space A? of the 
complex M, the R-torsion is a way of recording information about how the action of the 
boundary operator “fits together” with the action of the covering transformations (all this 
will be explained in detail in Section 3). In particular, if our covering is an infinite cyclic 
cover then the Reidemeister torsion is a rational function in a single variable, which we will 
denote by t(S), which is defined up to multiplication by +s’. 
Given an infinite cyclic cover and a generator t of the group of deck transformations one 
can also study the relationship between the action of the boundary operator and the action 
of t by means of the Lefschetz zeta-function of t, c(s), where 
I;(s) = io0 Det(s- c* IHi){- l)‘. 
In this formula (s-t* JHt) is the induced action of s-t* on the real cohomology of the 
covering space 8. It is clear from this formula that to define c(s) we must require the 
cohomology of h? to be finite dimensional. The same is true for T(S). 
It is a pleasing, and intriguing, theorem of Milnor [9] that in the case of an infinite cyclic 
cover with finite dimensional cohomology these two functions are equal. That is 
i(s) = r(s) (mod + si). 
In [l 1 J, in order to relocate Reidemeister torsion from the realm of combinatorial 
topology into the realm of analysis, Ray and Singer observed that the torsion could be 
expressed in terms of the determinant of the Laplacian acting on cochains (they conjectured 
that the formula would still hold if the Laplacian were acting instead on smooth differential 
forms and this conjecture was proven in [23 and [lo]). More precisely, if there is an inner 
product on the space of cochains of M then we can define the combinatorial Laplacian Cl, 
acting on p-cochains. We then have 
THEOREM 4.12. [ 1 l] For every s with IsI = 1 
Ir(s)12 =
( 
volume (C,,,) * 
volume (CA ) 
where q i.s is the Laplacian on i-cochains on 
ifio (Det Cli,,)i(- I)‘+ ’
fi restricted to the kernel of (s-r*) (or 
equivalently the Laplacian on M acting on i-cochains with values in a twisted bundle) and 
volume (C,,,) (volume (C,,,,)) is the volume of the standard basis of the odd dimensional 
cochains (even dimensional cochains), i.e. the basis dual to the simplices of M, in the chosen 
inner product. Ray and Singer proved this theorem in the case when the inner product was 
chosen to make the simplices orthonormal but the same proof results in the more general 
statement. Nonetheless, we include a proof in Section 4. 
This paper began as an attempt to find an analogue of Milnor’s theorem using the 
Laplacian as the basic ingredient (as in Ray and Singer’s formula) rather than the boundary 
operator. That is, an expression for the Reidemeister torsion in terms of the action of the 
deck transformation on harmonic cochains on A? rather than cohomology. 
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This is a non-trivial task as, unlike the case of a compact manifold, there is no direct 
relationship between harmonic p-cochains on $ and HP(fi, 5X). Moreover, if ti is a smooth 
manifold (of dimension > 1) the space of harmonic forms is infinite dimensional and the 
author is unaware of any method of interpreting Det (s-t*) in this case as a sensible finite 
number. 
Thus we restrict ourselves to the P-L category. Even there, since the space of harmonic 
cochains is very sensitive to the triangulation, it is not clear that the space of harmonic 
cochains is at all related to topology, and in particular is finite dimensional when desired. 
However, the latter problem is overcome with the following theorem 
THEOREM 4.3. Let %‘“(A?) be the space of harmonic p-cochains on I@. Then 
dim X”(G) < co *dim HP(a, 0%) <co. 
Thus whenever H*(@, !R) is finite dimensional, so that T(S) can be defined, X*(G) is also 
finite dimensional. Although we will not be concerned with L2 cochains in this paper, as an 
immediate corollary we obtain: 
COROLLARY 4.9. For every p the following are equivalent. 
(i) G has a non-zero L2 harmonic p-cochain 
(ii) n? has a non-zero harmonic p-cochain of compact support 
(iii) dim HP(a, Iw)= cc 
With Theorem 4.3 in mind, the original question of this study is answered by the 
following result. 
THEOREM 3.6 (ii). Suppose H*(fi, R) isjnite dimensional. Then for any s with IsI = 1 
Ir(s)12 = iflo (Det(s - t*)X8,&i(- l)” ’ 
Moreover, by comparison of various coefficients of s we learn 
THEOREM 3.4 (i). For every p, dim Zp(A?f) is even g$nite. 
We also deduce an unexpected formula for x(M). 
THEOREM 3.6 (i). Ijdim H*(G, R) is finite then 
x(I?)=t (-l)idimHi(a,[W)=i (-l)“r~dimX’(i\i) 
i=O i=O 
This formula is surprising, even in the simplest possible case, namely when fi is the real 
line [w. Taking ti = Iw we find 
X([W)=dim Ho@)-dim H’(R)= l-O= I 
On the other hand, X0@) and X’(lw), both in the combinatorial and the Riemannian 
categories, have dimension 2 (i.e. in the Riemannian case with the standard metric 
X”O(IW)=span { 1, x} and .%“(IW)=span {dx, xdx}). Thus the right hand side of the above 
formula is 
as predicted. 
-4 dim Z”(R)+f dim X’(M)=f(2)= 1 
416 R’obin Forman 
In some ways the most interest result of this paper may be the observation that on an 
infinite cyclic cover there are precise connections between topology and the space of all 
harmonic cochains. 
In Section 2 of this paper, before we specialize to the case of the Laplacian, we arrive at 
some general results which relate the determinant of any difference operator to the action of 
the deck transformation on the solution space of the operator (see Theorems 2.1, 2.2 and 
Corollaries 2.3-2.6). The most interesting is probably the following 
COROLLARY 2.6. Suppose 0’ is a difference operator on sections ofa bundle (withfiber Cm) 
over fi. Suppose further that 0’ commutes with t* (where t generates the group of deck 
transformations) and multiplication by any element in V(m, C). If 0’ has a jnite dimensional 
solution space then there is an integer r so that for any 8 and 4 in GL(m, C) 
Det dl kernel (8 - 1’) 
Det D( kcmcl(+-t*) 
’ DeW - t* )~kcmcl(~:) 
Det(dJ--t*)lk,rne,~,_, 
The left hand side can be interpreted as the determinant of a difference operator on the 
compact manifold M = a/t. This result (and the others in Section 2) relates the action of any 
difference operator (satisfying some geometric conditions) and the action of the deck 
transformation. Thus the determinant of any such operator (not just the Laplacian) 
contains topological information. This idea is in the spirit of Atiyah and Bott’s gen- 
eralization of the Lefschetz fixed point theorem [l]. For some analogous (but weaker) 
results about determinants of general elliptic partial differential operators in the smooth 
case see [7]. 
The paper is organized as follows. In Section 1 we introduce the notion of ration- 
ally related endomorphisms, the tool we use in later sections to relate the quantities 
Det Al kernel(~) and Det BIkeme, for two endomorphisms A and B of some vector space. In 
Section 2 we interpret the results of Section 1 in the realm of covering spaces and difference 
operators. It is in this section that we prove theorems relating the action of a difference 
operator on a covering space to the action of the deck transformations. In Section 3 we 
specialize to the case of the Laplacian and prove our main theorems concerning the 
connections between the space of harmonic cochains and topology. Some facts about the 
Laplacian and harmonic cochains are stated in Section 3 without proof. These proofs are 
supplied in Section 4 in which the geometric and analytic properties of the combinatorial 
Laplacian are discussed. 
1. RATIONAL RELATED ENDOMORPHISMS 
In this section we let V denote a (possibly infinite dimensional) complex topological 
vector space and E the space of linear endomorphisms of I/. Let A and B be two elements of 
E which have finite dimensional kernels (which we denote by K(A) and K(B)). Suppose 
further that A maps K(B) to itself and B maps K(A) to itself (for example, this is true if A and 
B commute). Our goal is to relate Det AJKcS, and Det BI,(,,. It is clear that one of these is 
zero if and only if the other is zero. 
Our method is to consider one-parameter families of such pairs. The necessary facts are 
supplied by the following three lemmas. 
LEMMA 1.1. Let Y be a vector space equipped with a positive definite norm 1 1 and let X be 
afinite dimensional vector space. Let A and B be non-zero linear maps from X to Y such that 
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Kernel (A) = Kernel (B). Define RPillN and R,,, by 
lAxI 
R IAxl 
MAX = .~tz!, (A) JBxl 
Then 0 < R,iN I R,,x < CO. 
Proof: (i) First suppose Kernel (A)= {O}. Let 
s,= (xeX( (Bxl= I}. 
Then S, is compact (and is homeomorphic to a sphere). The function xdJAxl is positive and 
continuous on SB and thus achieves its minimum and maximum. Therefore 
0~ inf (Ax1 = R,,,,N 
XESB 
03 > sup (AxI = R,,, 
xss. 
(ii) Now suppose Kernel (A) # {O> and let K1 be a complementary subspace of X. Then 
any xEX-Kernel (A) can be written in a unique way as x=x0+x1 with x,EKernel (A) and 
x,EK’ with x1 #O. Thus (Ax(= (Ax,1 and (Bxl= (Bx,( and the lemma follows by applying 
case (i) to the space K’. 
Before moving on, we will pause for some useful definitions. Let Y be a topological 
vector space and let Z(t) be a one-parameter family of subspaces. 
DEFINITION. Thefamily Z(t) is Ck (or analytic) at to ifZ(t) has afamily ofbases {zi(t)} such 
that each zi(t) is Ck (or analytic) at to. 
We will soon need to consider families which are not continuous, and thus we need to 
introduce a weaker notion. 
DEFINITION. Zf Z(t) isjnite dimensionalfor all t, say Z(t) is almost-continuous ifthere is a 
continuous family offnite dimensional subspaces z(t) such that for all t 
Z(t)3Z(t) 
LEMMA 1.2. For t~[0, 1 J, let A(t) and B(t) be continuous one-parameter familes of linear 
maps of a topological vector space Y to itself Suppose that for te[O, I] Kernel (A(t)) and 
Kernel (B(t)) are continuous and satisfy 
(i) For t #O Kernel (A(t))nKernel (B(t))= (0). 
(ii) For t~[0, I] A(t) maps Kernel (B(t)) to itself and B(t) maps Kernel (A(t)) to itself. 
(iii) For te[O, I] Kernel A(t) @Kernel B(t) is almost-continuous. 
Then for r~(0, l] 
Det A@)IKernel~B~t~~ 
Det ~(%cmci~A~r~~ 
is bounded uniformly away from 0 and 00. 
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Proof Let {ur(t), . . , u,(t)] and {wt(t), . . . , w.(t)) be continuous families of bases of 
Kernel (A(t)) and Kernel (B(t)), resp., and K(r) a continuous family of subspaces uch that for 
all tE[O, l] 
K(t) 3 Kernel (A(t)) 0 Kernel (B(t)). 
Put any continuous family of positive definite norms on A*K(t) and consider the two linear 
maps on A*K(t) defined by 
(i) A* A(t) [x, A . . . A xk]=A(t)xl A . . . A A(t)xk 
(ii) L,Jx, A . . A Xk] =Q(t) A LIZ(t) A . . . A U,(t) A X1 A . . A Xk 
for any x1 A . A x,~A*fC(t). These two maps have the same kernel for all c, namely the 
span of all k-planes which intersect Kernel (,4(r)). Therefore, applying Lemma 1.1 for each 
value of t, there are constants c and d such that for every t~(0, l] 
\A(r)w,(r) A . . A &b’n(dl 
occ<,Ul(t) A . . . A U,(t) A W,(t) A . . . A W,(t)] 
<d<m. 
Similarly there are constants E and dso that for every t~(0, l] 
I&+,(t) A . . . A B(t) 4,(t)\ 
Ott’< [u,(t) 4 . . . A U,,,(t) A WI(t) A . . . A W”(t)1 <d<W. 
Therefore 
Det A(t) Kernel(B(r)) = iA(tb’,@) A . . . A A(t)%(t)i b,(t) A . . . A %,(t)i 
Det B(t) Kernel(A(r)) b,(t) A . . . A &@)I IBW,(t) A . . A B(tMOl 
is bounded away from 0 and co if and only if the following ratio is bounded away from 0 
and ZC. 
ICI(t) A . . A U,,,(f) A WI(t) A . . . A W,(t)\ (U,(t) A . . A U,(t)j III,(t) A . . . A U,,,(t)1 
jr%-,(t) A . A W,(t)1 \Ul(t) A . A U,,,(t) A W,(t) A . . . A W,(t)( = [W,(t) A . . A W,(t)(’ 
But this is clearly bounded away from 0 and 00. 
Lastly, we need a method for determining if a family is almost-continuous. 
LEMMA 1.3. For te@, let K,(t) and K,(t) befamilies of subspaces of a topological vector 
space Y which are analytic at t = 0. Furthermore, assume that for t near 0, t # 0 
K,(t)nK,(t)= (0). 
Then K l(t) @ K2(t) is almost-continuous near t = 0. 
Proof Let {t’t(t), . . , , u,(t)] and {wt(t), . . . , w,(t)} be analytic bases of K,(t) and K,(t) 
such that 
u,(O) = w,(O), . . . 9 u,(O) = w,(O) 
where r = dim (K,(O) n K,(O)). If r = 0 then K,(t)@ K,(c) is continuous. Otherwise, to prove 
that K,(t)OK,(t) is almost continuous, we will construct a continuous family K(t) such that 
for all t 
W)~~,@)O~,(t). 
We will do this by giving a basis for K(c). Begin with the family of vectors 
B,(r)={u,(r), - . . 9 Ut), w,+l(G. . . 3 w,(t)). 
DIFFERENCE OPERATORS, COVERING SPACES AND DETERMINANTS 419 
This set is linearly independent for c near 0. Define a vector G,(c) by 
‘,(‘)=$ 
[ 
w,(c)- f Ui(t)Ui(t)- f bi(t)Wi(C) 
i=l i=r+l 1 
where the ai’s and hi’s are polynomials of degree <k- 1, G,(O) exists and 
%(O) 4 span B,(O). 
This defines G, uniquely. The existence of such ui’s, b,‘s and k follow from analyticity and the 
fact that 
w,(r) 4 span B,(r) 
for t # 0. Let 
B,- I= {W))uBAO 
Then B,_,(c) is a continuous family of vectors which are linearly independent for t near 0 
and for all t 
span B,- I(r)x span {G), . . , 40, w,(t), . . . , w,(t)). 
Define Ej(c) inductively for j = r - 1, r - 2, . . . , 1, i.e. 
Wj(t)-i$l Ui(C)Ui(t)- t bi(t)wi(t)- i ~i(t)Gj(t) 
i=r+l i=j+l 1 
where the ai’s, hi’s, q’s are polynomials of degree G k - 1, Gj(0) exists and 
~j(t) # span B,(t). 
Then define 
Bj- I(t)= (~j(t)} U Bj(C). 
For each j, Bj is a continuous family of vectors which are linearly independent for t near 0 
and for all c 
span Bj 2 span (ur(t), . . . , I,, wj+ I(t), . . , w,(t)}. 
Thus the set B,(t) is continuous and linearly independent for c near 0 and satisfies 
span B,(t) = K r(t) 0 K,(t). 
Now let K(t)=span B,(t). 0 
We are now ready for our main definition. Let V be a topological vector space, E the 
space of linear maps from V to itself and CC, E] the space of continuous maps from @ to E. 
Definition. Say that ,4(x) and B(x) are rationally refuted, for A(x), B(x)E[@, E], if the 
following four conditions hold: 
(i) For x4 outside of some finite set {x,, . . . , x,}, K(A(x)) and K(B(x)) are finite 
dimensional and vary continuously. 
(ii) For each x$(x,, . . . , xk} A(x) maps K(B(x)) to itself and B(x) maps K(A(x)) to itself. 
(iii) At every x${x,, . . . , xk) K(A(x))@K(B(x)) is almost-continuous. 
(iv) There are rational functionsf(x) and g(x) so that for x$1x,, . . , xk} f(x)=Det 
A(x)I K(B(r)) and g(x) = Det B(x)l,,,,,,, . 
Example. The following general setting will provide most of the examples of this paper. 
Let V be the vector space of all linear combinations of a collection ~Uj}js,. Use this 
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collection to identify V with C” and endow Y with the product topology. Suppose that B(x) 
is a polynomial with values in E and that for x4(x1, . . . , xL} K@(x)) is n-dimensional. 
Suppose further that there are rational functions Pij, i= 1, . . . , n, ~EJ so that 
1 I L Wj span K@(x)) for x$(x1,. . . , xk>. i=l,...,n 
Let A be an element of E which preserves K@(x)) for all x. If K(A) is finite dimensional and 
is preserved by each B(x) then A and B(x) are rationally related. To prove this one need only 
note that if we express A as a matrix with respect o the basis {Uj} then every row of A has 
only finitely many non-zero entries. This allows one to conclude that Det AJK(B(xjJ is a 
rational function. 
As an example of the above situation, let V be the vector space of all infinite sequence 
s={. . .,s-~,s-~,s,,,s~,s~, . . .}.DefineE(x)by(B(x)s),=s,+,-xs,,wheres,isthekth 
entry in the sequence s. Let vi denote the sequence with a 1 in thejth slot and O’s elsewhere, 
so that s = Csjuj. Then, for x # 0, K@?(x)) is one dimensional and is spanned by T xjuj. 
j=-m 
Let A be the map defined by 
(As), = i AiSk+i 
i=p 
for some Ai, p < i 6 q with A, # 0 # A,. Then A commutes with each B(x) and has a finite 
dimensional kernel. Thus A and B(x) are rationally related. 
Now let A(x) and B(x) be any rationally related pair where K(A(x)) and K@(x)) 
vary continuously for x$ {xi, . . . , xk}. Consider f(x) = Det A(x)l,,,,,,, and g(x)= 
Det B(x)lK,,,,,,. Since A(x) and B(x) are rationally relatedf and g are rational functions. 
Furthermore, their poles must be contained in the set {xi, . . . , xk). The zeros off and g 
which are not in the set {x,, . . . , xk} must occur simultaneously, i.e. for x$(x,, . . . , xk}: 
f(x) = 0 t* K(A(x)) n K@(x)) # Oc* g(x) = 0 
In fact, more is true. At any such zero the order of the zero is the same for bothf(x) and g(x). 
This is the main theorem of this section. 
THEOREM 1.4. If A(x) and B(x) ure rationally related and K(A(x)) and K@(x)) vary 
continuouslyfor x outside of the set {x1, . . . , xk), then there is a non-zero constant c E C and 
integers rl , . . . ,rksuchthatforx${x,,...,x,} 
Det A(x)l,wx,, = c(x -x1)1’ . . .(x - xkp Det ~(xh,,,,,, 
Proof: The ratio of the two determinants is a rational function which is finite and non- 
zero for any x +! {xi, . . . , xk} such that K(A(x)) n K@(x)) = (0). Moreover if x is any point 
with x$(x1,. . , xk 1 and K(A(x)) n K(B(x) # (0) then we know from Lemma 1.2 that the 
ratio remains bounded away from 0 and cc and thus x can be neither a zero nor a pole. 
Therefore the ratio is a rational function with all poles and zeroes lying in the set 
ix,, . . . , xk} and hence must be of the form c(x - xi))’ (x -x2)‘* . . (x - xl,)‘“. 
Examples. The rest of this paper will be concerned with examples, so we will content 
ourselves here with a very simple one. Let A and B be two linear maps which commute and 
have finite dimensional kernels with trivial intersection. Consider the rationally related pair 
of A and xB. The kernel of xB, K(xB), is constant and equal to K(B) for x # 0, so by 
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Theorem 1.4, there is some non-zero CE C and reZ so that 
Det A IKtxB) = cx’ Det xBlxo, 
for x # 0. In fact, it is easy to see that c = Det A lx(a) 
Det BIKo, 
and r = - dimension of K(A). 
Remark. Lemma 1.2 remains valid if A and B have infinite dimensional kernels as long as 
Al KEBBI and Bl~erne~ CA) have well-defined eterminants. In this case it is unreasonable to 
assume that the determinants are rational functions. Thus the ratio of determinants is only 
determined up to multiplication by a function of the form ehCx). If we knew, however, that 
the ratio had exponential growth of order less than 1, so that no such exponential functions 
could appear, then Theorem 1.4 would still be true. Lemmas 6 and 7 of [6] are a special case 
of this result. In that paper, instead of the essentially topological approach used here to 
show that there are no spurious zeroes or poles, the authors prove that the two determin- 
ants have the same number of vanishing derivatives at each point. Although seemingly more 
natural, such a proof is extremely difficult to carry out, even in the special case of [6]. 
2. DIFFERENCE OPERATORS AND COVERING SPACES 
Let G be a finite set. That is, G consists of a finite collection of elements, which we will 
call nodes, { u1 , . . . , o,}. By a bundle F over G we mean the space {vi, . . . , u,} x F for 
some finite dimensional complex vector space F, and a section of F is a choice of a vector in 
F for each node. We denote a section by {f(u,), . . . ,f(u”)) whereS(z+) is the vector in F 
associated to Vi. 
The sections of F form a vector space with the operations defined by 
(cf+ 9) t”i) = cf(ui) + C7t0i) 
for all complex numbers c and sections f and g. 
Dqfinition: A difirence operator is a linear map on the space of sections of F. 
Let 6 be a covering space of G. That is, 6 is a set of nodes with a surjective map 
rr: 6-r G. Furthermore, G’ comes equipped with a group l-I of covering transformations 
t:i? + G’ which satisfy 7~ = nt. We require that for any x and y in G’ such that x(x) = n(y) 
there is a t E II with t(x) = y. Note that 6 need not be finite. 
We can lift the bundle F to the bundle F over C? which has the same fiber F. For each 
t E ll we get a map t* on sections of F defined by (t*f)(u) =f(tu). We also have a map rr* 
which takes sections of F to sections of f defined by (elf) =f(nv). An important 
relationship between these two actions is the following: 
If {ti} generate the group of covering transformations then 
Qkernel (1 - t:) = Image (z*) 
We are now ready to define the main ingredient of this paper. 
Definition. If D is a difference operator on G and 0’ is a difference operator on CC? we say 
that b is a lft of D if 
(i) Et* = t*d for every t El7 
(ii) n*D = fin*. 
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We now discuss two applications of Theorem 1.4 in this context. In what follows we will 
restrict our attention to cyclic covers, that is where II is rl cyclic group, and t will denote a 
generarator of II. The first application will be to study variations of the operator, and the 
second will be to “twist” the bundle F. In both cases we relate the determinant of a difference 
operator on G to the action of t* on the kernel of a difference operator on 6. 
(I) Let D(x) and E(x) be difference operator valued polynomials on G and G, respect- 
ively, so that for each x E: C E(x) is a lift of D(x). Let 6’ be a linear subspace of the space of 
sections of f which is preserved by t* and E(x) for all x and let W = (n*)- ’ (kernel 
(1 - t*) n 6’). For example, if @ is the space of all sections of F, then W is the space of all 
sections of F. Suppose that the kernel of b(x) restricted to I@ is finite dimensional and varies 
analytically for x 4 {xi, . . . , x,} and at such x (K@(x)) n 6) 0 K(l - t*) is almost con- 
tinuous. Suppose further that Det( 1 - t*) JK(E(xljn g is a rational function. Then d/c and 
(1 - t*)lg are rationally related and thus, by Theorem 1.4 there exists constants CE @ and 
II,. . ., r,,, E Z such that 
Det @x)I,,,_,.,,~ = c(x -x1)1’ . . . (x - x,,,)‘~ Det(l - t*)I,,D,xrjnti 
Moreover D(, = [(n*)-‘dl _ K,l rjn+7t*]IW for any D. Therefore Det D(x)J, = Det 
fi (x)IK(l-r*)nti. Combining this with the formula above yields: 
THEOREM 2.1. With all notation as above 
Det 0(x)1,+, = c(x - x1)‘! . . .(x - x,,,)‘~ Det(1 - t*)(K(D(x,, ci n ’ 
We note that, as promised, the left hand side is the determinant of an operator on G, 
while the right hand side is expressed in terms of the action oft* on the solution space of 0’ 
on 6. 




Consider the operator D(x) acting on complex-valued functions j= (&,,fi ,f2 ,f3) where 
[O(?ofl (ci) = 2fi-,fi- 1 -.y.fi+ 1 
Note that i. i + 1 and i - 1 are taken mod 4. 6 is a line 
. . . -.-. -.- .-. -.- .-.- . 
a-2 a-1 q) fi 1 4 i& 
One lift 6 of D is provided by 
(d(x) f, (i&) = 25-J_ 1 - XJ, 1 
and tCi = t7i+4. In c’ the subscripts are, of course, not taken mod 4. 
Let I? be the space of all complex-valued functions on 6. Then W is the space of all 
complex-valued functions on G. For x # 0, any Je K(&x)) is determined byf(v’,) andT(v,). 
Moreover, it is clear that after fixingT(&,) andT(iv’,), eachf(&) becomes a rational function of 
x. Thus, Det(l - t*) (Kcb,x,) is a rational function and by Theorem 2.1 there is some non- 
constant c E C and r E E so that 
Det D(x) = CX’ Det(l - t*),&,,,. 
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In fact, straightforward calculation yields that 
Det D(x) = - x4 + 2x2 - 16.x + 15 
Det (1 - r*)(K(~(xJj= - x -4(-x4+2x2- 16x+ 15) 
so that c = - 1 and I = 4. 
It is often possible to say something about the unknown constants knowing only one 
side of the equation. In particular, in this example it is clear that cc # Det D(0) # 0. Thus, if 
we had known ony the formula for Det(l - f*)IKc~cx,, we could have concluded that r = 4. 
(II) Now we examine the effects of twisting the bundle F. Although this is a more 
sophisticated idea than varying the operator, in many situations it is more natural. As a 
consequence, the results in this section take on a simpler appearance. 
To twist F by an (invertible) automorphism 8 in the t direction we consider not the 
action of (1 - t*) on sections, of F’but (0 - t*). Suppose 8 commutes with D. Choose a basis 
I fi . F,), modulo the covering transformations, of the nodes of G’ and define a map rr$ 
&&’ sections of F to sections of f by 
(7ce*f)(t’~i) = e’f(n(V’i)) 
It is now true that 
Kernel (0 - t*)= Image n,*. 
We define D,, the action of D on sections of the twisted bundle, by 
DBf= (n,*)-’ 6 n,*$ 
Then Det D, = Det fiIK,B-r.j. To study this determinant we will vary the twisting. 
Let 4 be any other endomorphism of F which commutes with D and consider the 
operator (zQ + (1 - z)4 - t*). This has a smoothly varying kernel (given by the image of 
7c:0 + (i --_,@) as long as z0 + (1 - .z)b is invertible, i.e. as long as z # (- i./( 1 - i)) for 3, an 
eigenvalue of $0- ‘. Moreover, the kernel of (20 + (1 - z)4 - t*) is given (with respect o the 
basis ii;,, . . . , F, )) by rational functions and thus (following the discussion of the example 
in Section 1) the operators 0’ and (ze + (1 - z)4 - t*) are rationally related. Applying 
Theorem 1.4 we find: 
THEOREM 2.2. If 8 and 4 are endomorphisms which commute with D then there is a non-zero 
CEC and r,, . . , r,EZ so that 
for 
Det D ‘R’,I_ill=C(z+jjlil).i...(z+~)‘mDet(rH+(~-z)~-~*)l~,~, 
all z such that det(z8 + (1 - z)$) # 0, where A,, . . . , El,,, are the eigenvalues of 04-l. 
Special cases are: (I) Setting 4 = 0 we can conclude 
COROLLARY 2.3. If 0 is an automorphism of F which commutes with D then there is a non- 
zero c E @ and an r E Z so that for every z # 0 
Det D,, = CZ' Det (ze - t*)j,(~) 
(2) Setting 4 = I we can conclude 
If 6, is an endomorphism of F which commutes with D, then there is a non-zero c E @ and 
r,, . . . r,,,EZ’ so that 
Det D_ ~,+,,_=,=c(z+~~‘...(z+~~Det(ze+(l-z)-c*)lx(ii, 
where i., , . . . , i., are the eigenvalues of 0. 
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Dividing this equality for z = 1 by the corresponding equality for z = 0 (assuming the 
two sides are non-zero when z = 0) yields 
COROLLARY 2.4. If 6 is an automorphism of F which commutes with D then there are 
rl,. . ., r,,, E Z so that 
Det D, 
- = n; . . . I.‘,” 
Det@ - t*Nxt;, 
Det D, Det(1 - WKco,l 
(2.1) 
If 0 is unitary then 
Pet DA -= IDW - t*)lKc6,1 
Pet &I IDW - t*)lKtijl 
More generally we have 
COROLLARY 2.5. If 6 and do are unitary automorphisms of F which commute with D, then 
IDet DoI = Pet (0 - t*)lKci,l 
IDet D.+I Pet@ - t*)l,(gJ 
Furthermore, if D commutes with all unitary maps then we must have, in equation (2.1), 
rI = . . . = rm. Thus we have the following corollary. 
COROLLARY 2.6. If D commutes with all unitary automorphisms, then there is an r E Z so 
that for any endomorphisms 13 and # 
’ Det (0 - t*)IKc;, 
Det (4 - t*)lK& 
3. REIDEMEISTER TORSION AND THE LAPLACIAN 
In this section we arrive at the original motivation for this study, namely the relation- 
ship between Reidemeister Torsion and harmonic cochains. We begin by setting the scene. 
Let A4 be a finite simplicial complex. Denote by P(M) the space of p-cochains (the 
complex vector space of linear maps from the p-chains of M to the complex numbers). The 
cochain complex C*(M) comes equipped with a coboundary operator 6. For each p, 6 maps 
CP(M) to Cp+’ (M) by 6w(r) = w(at) for every p + l-chain r and p-cochain w, where 8 is 
the usual boundary operator. 
Suppose fi : M is a covering with II the group of deck transformations. Then we can 
also consider P(G). For 0 < p < dim M this is an infinite dimensional complex vector 
space. However, the group II also acts on C*(n?) by t*w(r)= w(t5) for ten, WE Cp(A?) and 
<EC,,(G). Thus Cp(A?) is a module over the group algebra cl-l. For each simplex in M 
choose a single simplex s‘ of G which lies over s (so that n(s) = s). These chosen lifts provide 
a basis for s,(a), and thus a dual basis for C*(G), as CI’I modules. 
If H* (M, a=) is a finite dimensional vector space then we can define the Reidemeister 
torsion of the covering as follows (we follow [9]): Denote by c the basis we chose above for 
c=,(G) = CO(G) + Cl(G) + C”(A?) + . . . as a cII module and c’ the chosen basis for 
P”“(fi). Order the elements in c {cl, c2, c3, . . . } and those in c’ {c;, c;, c;, . . . }. Now 
choose a basis {b,, b,, . . . ) for the image of the map 6 from Codd to C”‘“, and a set 
{xl, xi, . . . } of elements in Codd so that 6x: = b,. Similarly choose {b;, b;, . . . } a basis for 
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the image of 6 in Codd and (x, , x2, . . . } elements in C”‘” so that 6xi = bf. The bls and xls 
together provide a new basis, modulo torsion, of the @l-I module C”‘“. That is, for every 
w E C”‘” there is somefe @II so thatfw is in the span of the hi’s and xis. Similarly, the hi’s 
and xi’s provide a basis, modulo torsion, of Codd. Thus there are matrices X and X’ (with 
coefficients in @II) so that 
The Reidemeister torsion T is now defined (as an element in @II) by 
Det X 
===X’. 
Note that T does not depend on our choices of the b;s, b;‘s, Xi’s or xl’s, but does depend 
on our choice of c and c’. Varying our choice of a lift of a simplex of M has the effect of 
multiplying a column of either X or X’ by an element of II. Varying the ordering of the 
bases c and c’ can multiply T by - 1. Thus T is only defined up to k II. 
One can get a complex number for 7 by choosing a representation of II. Given a 
representation, det 7 is well-defined up to multiplication by det ( f ll). If the representation 
is unitary, then (det 71 is well-defined. It is common in the literature to define 7 to be 
logldet 7t( as we have defined it. For the basic properties of 7 one can consult [9]. 
Now we specialize to the case in which lI is infinite cyclic. Let t be a generator of II. 
Then 7 is a rational function oft, which we will emphasize with the notation 7(t), which is 
defined up to multiplication by f t’. 
One can also study the map t by means of its Lefschetz eta function c(s) which is defined 
by 
i(s) = ie0 (Det(s - t*)Hi)(-l)’ 
where n is the dimension of M, and (s - t*)Hi denotes the induced action of (s - t*) on 
H’(A?, (lZ) (where s is multiplication by the scalar s). From Milnor we learn 
THEOREM 3.1. ([93) Zf H’(fi, C) is finite dimensional so that 7 and [ are defined, then 
7(s) = C(s) (mod + si) 
Our goal is to derive a similar equality with i(s) replaced by a function involving the 
action of t not on cohomology but on the space of harmonic cochains. Thus we need to 
introduce the idea of a combinatorial Laplacian. 
Suppose we are given on Hermitian inner product on each CP(M). Then we can define 
6*, the adjoint of 6, as an operator on C*(M) by (Jw,, w1 ) = (w,,, 6* wl) for all 
w,gCP(M) and W,EC P+l M) We can then define Cl, the combinatorial laplacian on ( . 
cochains by 
c3 =66*+6*6. 
Note that 0 preserves each Cp(M) and 0 is Hermitian with respect o the inner product. 
We denote the restriction of 0 to CP(M) by Cl,. 
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To put 0 ~ into the framework of the difference operators studied in Section 2 we need to 
specify a set of nodes. The set of nodes, which we will denote by G,, will be the p-simplices of 
M. We observe that p-cochains are simply sections of G, x @ over G,. 
Let 6, denote the set of p-simplices of 6. Then t acts on 6, in the obvious way, making 
eP an infinite cyclic cover of G,. 
The Laplacian 0, can thus be interpreted as a difference operator on G,. All that 
remains is to lift 0 p to an operator fiP on 6,. However, we require that the resulting lift is 
geometric in the sense that aP also arises from an inner product. More precisely, we say that 
an inner product ( , ) on compactly supported elements of Cp(M) is local if for each 
compactly supported o there is a compact set S so that (0, r~) = 0 if support (q) n S = @. 
We then call njp geometric if there is a local inner product on compactly supported 
cochains so that restricted to compactly supported cochains 8, = 66* + 6* 6 (where 6* is 
the adjoint of 6 with respect o the inner product). 
Geometric lifts 8, of Cl, are not difficult to construct. In particular, we will prove in 
Section 4 that any 0, has infinitely many distinct geometric lifts. 
Example. The simplest inner product on C*(M) is that which makes the co-simplices 
orthonormal. One can also put an inner product on compactly supported elements of 
C*(a) such that the co-simplices of M are ortho-normal. The resulting laplacian on M is a 
geometric lift of the laplacian on M. 
Cochains WE C!(M) such that q lw = 0, and cochains weCp(M) such that a,w = 0 
will be called harmonic cochains. The vector spaces of harmonic p-cochains on M and M will 
be denoted by 2 p ( M ) and 3’ p ( Ii?), respectively. It is a classical theorem that 2 p ( M ) is 
canonically isomorphic to H “( M, C). Namely, 0 w = 0 implies 6w = 0 so w represents a 
cohomology class, and in fact it is not hard to see that there is exactly one harmonic cochain 
in each cohomology class. Such facts are definitely not true for non-compact manifolds such 
as it?. In particular, X’(M) is extremely sensitive to the triangulation. 
In their paper [ll] Ray and Singer observed that the Reidemeister torsion r can be 
defined in terms of 0 acting on sections of a twisted bundle. Denote by cl,,, the action of 
ap on the kernel of (s - t*)ICP(~). With these operators we have 
THEOREM 4.12. ([ll]) IfIs\ = 1 then 
where c = {co, cl, c2, . . .} and c’ = { cb, c;, c;, . . .] are the standard bases of Pve”( M) 
and Codd ( M ), volume(c) = (co A cr A c2 A . . ) c-0 A Cl A (‘2 A . .)I’2 and 
volume (c’) = (CL A c’, A c; A . . . , cb A cl A c; A . . . ,)1’2. (We have used the fact that 
an inner product on C*(M) induces an inner product on Ak C* (M ) for every li.) 
As this formulation is somewhat different from that of Ray and Singer a proof is 
presented in Section 4. 
As a corollary we have 
COROLLARY 3.2. There exist complex constants CQ, CI,, . , ctk with lug/ = 1 and an 
integer y so that 
ifio (Det (s - c*),,)~(- I)’ = ~(~9 j$l (s) ( ~~m~~~)2 io0 (Dct QJ(- l)‘+ I
J 
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Proo$ From Theorem 4.12 we know that the ratio of fi (Det(s - t*)HI)2c- l)’ and 
i=O 
ifio Pet q i,s)i(- l)‘+’ is a rational function which has absolute value 1 
when IsI = 1. Thus the ratio must be of the form aosy fi 
We will now use the results of Section 2 to express Det U p,s in terms of the action oft on 
Xp( A?). We first need to know that this space is finite dimensional, and this follows from: 
THEOREM 4.3. For any geometric lijii d of El, Zp( A.?) isjinite dimensional if and only if 
H p ( a, C ) is jinite dimensional. 
The proof is postponed until Section 4. Recall that it is necessary for H “( A?, C) to be 
finite dimensional in order to define T so this theorem shows that demanding the finite 
dimensionality of Z”(A) is not at all a restriction. Note that Theorem 4.3 is false for 
coverings which are not infinite cyclic. For example, if M is a Riemann surface of genus 
g 2 1 and h? is the universal cover of M then Z * (A?) is infinite dimensional even though 
n;i is homotopic to a point. 
Now according to Corollary 2.3 of Section 2 (let 4 = 1) we know 
THEOREM 3.3. Suppose dim JP”( A?) < co. Then there is a non-zero c E @ and an r E Z so 
that 
Det q ,,, = cs’Det(s - t*),,(a) (3.1) 
Let us consider this statement more closely before moving onward. The right hand side, and 
thus the left hand side, is of the form 9 aisi for some - co < 1 I m < co with a, # 0 and 
i=I 
a,,, # 0. However, we can be more precise. Namely, we must have a, = a_ i. This follows 
immediately from: 
LEMMA 4.10. For all p and s 
Det II,,, = Det Cl, r-, 
The proof is given in Section 4. Now going back to equation (3.1) we see that (by the 
previous lemma) the left hand side is equal to 
iL!,~ji”i+ao+i~laiSi 
The right hand side is equal to 
Cs’(sdp + . . . + (- I)dp(Dett*j,,,(d,)) 
where d, = dim A?~( A?). It is clear that Det t* 1 ,# ‘, a) # 0 (since t * has a trivial kernel). This 
allows us to conclude, comparing the two expressions, that 21= d, (so that d, is even), 
r = - 1, and /Det t* I,npc~j I = 1. Summarizing, we have 
THEOREM 3.4. For any p, let d, = dim X “( A?), where Zp is the kernel of any geometric 
lift 8, of the Laplace operator 0, associated to any Hermitian inner product. Then 
(i) d, is even 
(ii) lDetr*I,,(~, )=I 
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(iii) There is a non-zero c E @ so that for all s 
Det II,., = cs-cliZ)dpDet(s - f*)xP,g, 
Remark. If the Hermitian inner product on Cp( M, C) is the Hermitian extension of a 
real inner product on Cp( M, R) then Det Cl,,, must be real when s is real. In this case we 
must have 
Det t* (Jt”P(~J = 1 
and the constant c in statement (iii) must be real. 
The formula of Ray and Singer can now be used to express the Reidemeister torsion in 
terms of the action oft on X’P( fi). More precisely, from Theorem 3.4 we find that there is a 
constant j.? so that 
ioo (Det q li,l)‘(- i)‘+’ 
whereX= i (-l)‘+’ i 
i=O 
Idi. Combining this with Corollary 3.2 and Theorem 3.1 we find 
x symx fJo (Det(s - t*)IX,(dj)i(-l)‘+’ 
Letting s approach 0, the left hand side approaches fi (Det ( - t* ) 18i)2(- ’ )‘. This is a 
i=O 
finite, non-zero real number (since (Det (t *) I,,, # 0 for each i as t * has a trivial kernel). As s 
approaches 0 the right hand side approaches 
= li_Tao8( 22:;) jJIl (- .j)s’-Xifio(Det(- r*)l,Wpi(~J)i(-l)‘+’ 
Again the product of determinants is finite and non-zero since Det ( t*)(.*,,,aj is non-zero 
for each i. Thus we must have y = x. Furthermore, taking absolute values (and using 
)a01 = 1 and IDet(t*)(,,(d,( = 1) we find 
Letting s go to 03, the left hand side is asymptotic to sZ~(fi), where 
x( fi) = the Euler Characteristic of $ = i (- 1 )‘dim H’( a) 
i=O 
As s goes to 00 the right hand side is asymptotic to 
(3.2) 
where x, as before, is defined to be 
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Taking absolute values of this last equality yields 
(3.3) 
Multiplying (3.2) by (3.3) we arrive at 
We now prove that the right hand side is equal to 1 (and thus (/lI( volume (c’)/ 
volume ( c))~ = 1). 
LEMMA 3.8. fi (Det(- t*)JHi)(-r)’ = + 1 
i=O 
Proof: From Milnor’s Theorem, Theorem 3.1 we know that 
ino(Det(s - c*)I~~)(-~)’ 
is a representative of r(s). Applying Theorem 3.1 to the other generator of the group of deck 
transformations we find that 
fi (Det(s-’ - (t*)-l)IHi)‘-l)’ 
is also a representative of r(s). Thus there is an integer 1 so that 
ifio (Det(s- ’ - (t*)- l)I,,i)(- l)’ = + s1 fi (Det(s - I* 
i=O 
)I”‘)(_ l’l 
= +s’ ( ifjo (Detsh)‘- ‘)I) 
X ( ifio Pet( - t*)lHIYell’) 
n 
x iuo (Det(s- ’ - (t*)- ’ IHt)(- l)’ 
Therefore, we learn that 
and 
I= - i (- I)-‘dimHi = - *(II?) 
i=O 
ino(Det( - t*)l,,)‘-“’ = + 1. 
Summarizing what we have learned. 
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THEOREM 3.6. Suppose dim H * (A?) < x. Then for any inner product on C*(M) and any 
geometric lft d of the Laplacian 3 on M 
(i) X(ti)=i$,,(- l,‘dimHi(W)=ii,,(- l)‘+‘idimz’(a) 
(ii) For Js] = 1 the following are equal 
IT(S = ifio (Det(s - t*)JHi)‘- l)’ * 
=(te;:>1( i&(DetQ~)i’-“‘+l) 
= inO(Det(s - t*)Ix,cG*i))i(-l)‘+’ 
4. LAPLACIANS ON INFINITE CYCLIC COVERS 
In this section we provide proofs of the necessary facts about Laplacians on infinite 
cyclic covers and thus fill the remaining gaps of the previous section. All notation 
introduced earlier will remain in effect. 
The crucial objects, as explained in section 3, are Laplacians which, on the one hand, are 
lifts of Laplacians on the base manifold and, on the other hand, are geometric. Recall that a 
Laplacian 21 on a is geometric if there is a local inner product on compactly supported 
cochains on A so that, restricted to compactly supported cochains, 
Our first goal will be to show that such operators are not uncommon. 
Recall that an inner product ( , ) on compactly supported elements of C* (A?) is local if 
for every compactly supported p-cochain o there is a compact set S c G, such that (w, 9 ) 
= 0 for any p-cochain q with support (q) n S = 0. Such an inner product induces an 
adjoint operator 8* on compactly supported cochains and thus a Laplacian 0 = s’*S 
+ 6s’ on compactly support cochains. Furthermore, a extends in a natural way to a 
difference operator on all cochains (i.e. not necessarily compactly supported). This can be 
seen as follows. Choose a lift S in cP of each node s in G,. Define a compactly supported 
function p on cP by p(s) = 1 if s is the chosen lift of a node of G, and 0 otherwise. For m E Z 
define p, = t (t *)‘p. For any p-cochain o on &? define 6 o by 
i= -m 
(nw)(s) = lim (~~(P,w))(s) 
m-m 
for s E G,. The limit exists for every w and s, in fact for every w and s the right hand side is 
constant for m large enough, and gives the original value of 0 w if w is compactly 
supported. 
Suppose further that (,) is t-equivariant, i.e. for every pair of compactly supported 
cochains w and rl ( w, r~ ) = ( t * w, t * q ). Then ( , ) and a induce a Laplacian 0 on M in 
two different fashions. First, we can define an inner product on C * ( M) by setting, for w and 
9 in C*(M) 
(WV> = (P’I*w,x*‘l) 
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where p is the function defined in the previous paragraph and IL* is the map on cochains 
induced from rr: h? + M. This inner product induces an adjoint 6* and thus a Laplacian Z O 
= 6*6 + 66*. Second we can define difference operators D, and D, by 
D, = lim (rr*)-‘F*Gp,,,x*, D, = lim (rr*)-166;cpmrr* 
m+m m-cc 
and a Laplacian 0 1 = D, + D, (so that 0 1 = (n*)- 1 f? TT*). 
These two approaches lead to the same operator, i.e. 0, = 0 1. In fact, D, = 6*S and 
D, = 66*. To show this we will need the following lemma. 
LEMMA 4.1. For any weC*(M) 
lim G;cp,lc*o = 7t*6*0. 
m-m 




= (x*6*0, v) 
m-m 
The left hand side is equal to 
where we have used the fact that ( , ) is local so if 6 has compact support then ( r, 0) is well- 
defined for all 5 (not necessarily of compact support). The right hand side is equal to 
J, ((t*)ipr*fD,q) = (pn*6*0, f o’rl) i= -a 
= ( c?*w, (x*)- l (J, @*Jig)) 
= (m*,-l( i$_ct*)ic%) 
= p7c*o, T (t*)i6q ( i= -m > 
as desired. We have used the fact that 6 commutes with rr* and t*. 
Now, using the lemma we see 
D, = lim (n*)-‘6;C6p,rt* = lim (x*)-‘g*p,,,x*6 = 6*6 
In-+* “-+a 
Here, we have used the fact that 7c* commutes with 6 as well as the observation that 6 is 
well-defined on non-compactly cochains so that lim ~*GP,,, = lim s;‘p,6. Similarly 
m-r, m-m 
D, = 66*. 
Summarizing q = q O = 0 1 is the lapiacian induced by an inner product. Moreover, 
G = ( TC*)- 1 fi IC* so fi is a lift of 0. Furthermore, n is induced by the inner product (, ) 
so r] is a geometric lift. It is easy to see that any inner product on C*(M) arises in this 
fashion from infinitely many different inner products on C*(a). Thus we have proven 
THEOREM 4.2. Any Laplacian 0 on M has injinitely many distinct geometric lifts 0 to h?. 
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Suppose M, = a/( 1 - t”) is a finite subcover of A?. Then 0 and (,) induce q i,, and 
(,), on M, with the result that Cl, is a geometric lift of 0 to M,. 
THEOREM 4.3. If n is a geometric lif of 0, then for all p 
dim%‘“(a) < co ifand only ifdimHP(A?) < co. 
Proof: The proof is divided into five lemmas. 
LEMMA 4.4. dim Yp( A?) = co ifand only zfthere exists a non-zero harmonic p-cochain w 
with compact support. 
Proof of Lemma 4.4. The “if” direction is clear since w has compact support implies 
Urk)*oIkPZ are linearly independent. 
The “only if” direction: Suppose dim Hp( A?) = co. Let S c G, be a finite set with the 
following property: 
G, - S can be partitioned into two sets Go and G1 so that for every x E 6, and 
hcCP(l\;i), (nh)(x) depends only on hlGOuS or hlGLuS. In other words, for every 
g,h~CP(n?)suchthatg(y)=Oforeveryy~GouSandh(y)=Oforeveryy~G’uSand 
every x E cp then either ( m g)(x) = 0 or ( i? h)(x) = 0. 
Such an S always exists. This can be seen as follows. Choose any r-invariant distance 
function d on Gz with the property that d(x, t&y) -, CD as (k) + 00 for all x and y in G,. For 
every x E G,, ( 0 h)(x) depends only on the value of h at finitely many nodes. Thus there 
exists a finite number r so that if d(x, y) > r then (0 h)(x) is independent of h(y). Choose S 
so that 6, - S can be partitioned into two subsets Go and G’ with z.cy;so, d(x, y)9r. 
(See Fig. 1.) 
Suppose w is a harmonic p-cochain which restricts to 0 on S. Define & by 
Then 3 is harmonic. 
O(x) = 
i 
w(x) for XEGOUS 
0 for XEG’ 
Let k be the number of nodes in S. Choose n large enough so that Snt”S = 4 and 
.H’ p( A? ) restricted to the bounded component of A? - (S u r” S) has dimension > 2k. There 
must be some WE Xp( @) such that u is 0 on S u t”S but is not 0 between them. Extending 
tr) by 0 outside S u t”S results in the desired harmonic form of compact support. 
LEMMA 4.5. If w is a non-zero harmonic p-cochain with compact support then a~ represents 
a non-trivial class in H p( fi). 
Proof of Lemma 4.5. o is a harmonic cochain with compact support so 6w = 0 and 
fi*o = 0. Thus, in particular, o does represent a class in Hp( A?). We will now see that this 
class cannot be trivial. 
Fig. I 
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Suppose o = 6q, so that 6*Sq = 0. Let S c G,_ I be a finite set with the following 
property: 
CPp-I - S can be partitioned into two sets Go and G’ so that for every BECK- ‘(A?), 
ueCp(A?) and v~C~_.~(A?)bh(u) and Oh(c) depend only on h/co,s or hlG,L,s. 
Such an Scan be constructed as in the proof of Lemma 4.4. Let k be the number of nodes 
in S. Let S1 c cP be the set of all simplices of G, whose boundary intersects S. 
Choose n > 2k + 1 large enough so that the bounded component of 
6, - (t-“S’u t”S’), which we will now denote by B’, contains the support of (t’)*o for 
r=l,2,..., 2k + 1. Denote the bounded component of cp-, - (t-“Su t”S) by B. Since 
6~ has compact support, 6q, t* (dq), . . . , ( t*)2k + ’ (6~) are linearly independent and 
span{q,t*q,. . . , (t*)2k+1 q] has dimension 2k + 1. Therefore there are constants 
2k + 1 
a,, . . . 3 02k + 1 not all zero so that q = 1 q((t*)‘q) restricts to 0 on f-“S u t”S. Extend 
i=O 
3 by 0 outside of B. Then S*Se = 0 but ;i has compact support so 
2k + 1 
but { (t*)‘o} FEZ are linearly independent, so we have reached a contradiction. Thus o 
cannot be exact. 
LEMMA 4.6. If dim HP(G) = ~13 then there is a closed, non-exact p-cochain 4 with 
compact supporr. 
Proof of Lemma 4.6. If dim Hp( Q) = ix) then there exists an infinite dimensional vector 
space of closed, non-exact p-cochains. Now follow the proof of Lemma 4.4. 
LEMMA 4.7. If 9 is a non-exact p-cochain with compact support then there is an N so that 
for any set of constunts { Ci 1, 1 i 1 2 N 
is not exact. 
ij=q+ C Ci(t*)'r] 
Iii 2 N 
Proof of Lemma 4.7. Choose S and S’ as in Lemma 4.5. Let k be the the number of nodes 
in S. Choose n so that B’, the bounded component of Gp - {t -“S’ u PS’ j, contains the 
support of (t*)‘q for i = 0, I, 2, . . . , 2k. Choose N large enough so that for each i with 
Jil>Nandj=O, l,..., 2k the support of (~*)~+jq lies in an unbounded component of 
(I?,- {t -“S’ u t”S’}. For constants (ci}, /iI 2 N, define q as above. 
2k 
Suppose that q = 60. Then for some a,, . , uZk not all zero 1 a,(t*)‘U restricts to 0 on 
,=” 
t-“S u PS. Define a (p - I)-cochain e by 
0 outside of cp,-, - (t-“S u t”Si 
i$o a,(r*,ie elsewhere. 
Then t? has compact support and 
so= fy a,(f*)$ 
i=O 
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Let P(t*) be a formal inverse of 2 a,([*)‘. i.e. 
i=O 
P(t*)= &t’ _1 (i 1 
= [a,(r*)‘(l +t,+,a;‘t* + . . . +a2ra;‘(t*)2k-‘)]-’ 
= a, -‘(t*)-‘(1 -ua,+,u;‘t* + . . . ) 
Since ehas compact support, P(t*)&is well-defined and we find 
q = P(t*) 5 ai( = P(t*)i%= c?(P(t*)@ 
i=O 
Thus q is exact. This is a contradiction so rj cannot be exact. 
LEMMA 4.8 If there exists a closed, non-exact p-cochain q with compact support then 
there exists an N such that for all k > 2N there is a harmonic p-cochain wk with 
(1 - (~*)~)w, = 0 while (1 - (t*)‘)mk # 0 for N < 1 < k - N. 
Proof of Lemma 4.8. Choose N as in Lemma 4.7. For k > 2N, consider uk = ,x tk$. 
Then qk is the lift of a cochain & on G/(1 - tk) (i.e. rjk = n*(&)). fi/(l - t’) is F”,orn- 
pact manifold and Qk is closed so there is a unique harmonic form ok in the same 
cohomology class as qk. Moreover, qk is not exact so ok # 0. Thus n*(ok) is a harmonic 
form on $ which satisfies (1 - (t*)k)ok = 0. Furthermore, qk - ok = St for some 
(p - 1)-cochain 5. Suppose that (1 -(t*)‘) wk = 0 for some N I 1-c k - N. Then we would 
have (1 - (t*)‘)qk = 6(1 - (t*)‘)t. But (1 - (t*)‘)qk is of the form 
and thus cannot be exact (by Lemma 4.7). Therefore (1 - (~*)‘)a~ # 0. 
Proof of Theorem 4.3. Suppose dim /P”(G) = Co. Then by Lemma 4.4 there is a 
harmonic form w with compact support and thus by Lemma 4.5 o represents a non-trivial 
cohomology class. The same is true for (t*)‘w for every i. Furthermore ((t*)‘~}~~z are linear 
independent as harmonic forms and thus are linearly independent as cohomology classes 
since any finite linear combination is also a nonzero harmonic cochain with compact 
support and thus by Lemma 4.5 must represent a non-trivial cohomology class. Therefore 
dim HP(M) = cc. 
Now suppose dim HP(~) = co. By Lemma 4.6 there is a closed, non-exact p-cochain 
with compact support, and thus by Lemma 4.8 there is an N so that for every k > 2N there 
exists a harmonic form mk with (1 - (t*)‘)~, = 0 and (1 - (t*)‘)o, # 0 for N < I < k - N. 
Thus, for example, aZN, We,,,, oqN, . . . are ‘linearly independent harmonic forms, for 
suppose C aiwiN = 0 with a, # 0, then, applying (1 - (,*)‘I- ‘jN) to both sides we learn that 
i=Z 
a I (1 -(f*)‘r-l’N)O rN = 0 which cannot be. Therefore dim Yp(fi) = co. 
Although we are not concerned with L*-harmonic cochains in this paper, it seems 
worthwhile to stop here for a comment. A cochain o is said to be in L* if (w,o) < co. The 
inner product was defined originally only for compactly supported cochains, so we are 
using the definition 
<w,~) = lim <P~WP~W) 
In-m 
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where the pm’s are the cut-off functions defined in the introduction to this section. As an 
immediate corollary to Theorem 4.3 we have: 
COROLLARY 4.9. If 6 is a geometric li$t of D then for all p the following are equivalent. 
(i) G has a non-zero L2 harmonic p-cochain 
(ii) It? has a non-zero harmonic p-cochain of compact support 
(iii) dim HP(M, R) = co 
Proof That (ii) and (iii) are equivalent follows from Theorem 4.3 and Lemma 4.4. That 
(ii) implies (i) is clear. All we need to see is that (i) implies (iii). 
Suppose dim HP(M, IR) < co. By Theorem 4.3 
dim HJ’(M, R) < 00 =-dim X’“(6) < co 
Therefore, if weX’p(I& then span ((t*)‘a} is finite dimensional and preserved by t*. Thus 
some finite linear combination of the (t*)‘w’s is an eigenvector of t*. But this is clearly 
impossible if w is in L’. Thus there is no Lz harmonic p-cochain. 
Now we move on to the study of Det Cl,,, = Det fiPp(KCs_,.j. Our first goal is to show 
that Det q ,,, = Det cl p,s-f. This is done with the aid of the following lemma. 
LEMMA 4.10. If Js[ = 1 then 6plK(s-,*j is diagonalizable with all real eigenvalues. 
Therefore, in particular, if (s[ = 1 Det 0 p,s is real. 
Proof It is enough to prove this lemma for a dense set of s’s on the unit circle. We will 
prove it for s of the form s0 = e2ni(p’q) with p and q integers. 
Let M, = G/(1 - tq). Then M, is compact and t acts on M, making a q-cyclic cover of 
M. Let 0 p denote the lift of q p to M,. Then, with respect o some inner product, 0 p = 6*6 
+ SS* so 0; is hermitian. Thus Cl, is diagonalizable with all real-eigenvalues. Further- 
more, 04, commutes with the action of (s,,- t*) on p-cochains on M,, and therefore 
q flplK,so-1*) is diagonalizable with all real eigenvalues. 
The kernel of (sO -t*) acting on p-cochains on 6 is exactly the set {IC*O} for o in the 
kernel of (sO - t*) acting on p-cochains on M,. Moreover, for such w, n*( 0 po) = fi ,(n*o). 
Thus 
fiplK(so-,‘) = C~*~4plK,s”-,.,~~*~-111,~,,-,*, 
and figlK,so-lej is diagonalizable with all real eigenvalues. 
With this lemma we can now prove Lemma 4.11. 
LEMMA 4.11. For all p and s 
Det IJ,,, = Det Cl,,;-, 
ProoJ We know from the discussion in Section 3 that Det q !,,, is of the form f a$. 
i=l 
Moreover, we know from Lemma 4.10 that for IsI = 1 
Det II,,, = Det q ,,, 
Thus, for )sJ = 1 
Det q p., = Det q lp.s- , 
The two sides are meromorphic functions of s which are equal on the unit circle and hence 
must be equal for all s. 
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Our last task is to derive the formula of Ray and Singer which expresses the Re- 
idemeister Torsion of M in terms of the functions Det a,,,. 
Let c’={ci,,... , cii} denote the i-cosimplices of M. By volume (c’) we mean the 
number (cf A . . . A cii, c’; A . . . A c~~)I’~, where we have used the fact that an inner 
product on C’(M) induces an inner product on A*C’(M). As before we write c = u ci and 
i even 
c’ = u ci. We define volume(c) = j-J volume (c’), volume (c’) = n volume (c’). Now 
i odd i even i odd 
define a rational function D(s) by 
D(s) = (:2:)))2 ifil (det q li,s)i(-1)‘f’ 
We are now prepared to state the desired formula. 
THEOREM 4.12. ([ll]) For any s with (sj = 1 
IW12 = D(s) 
Proof. It is enough to prove this statement for s of the form s0 = e2ni(piq’ with p and q 
integers and with T(S) and D(s) non-zero and nonsingular at sO. 
Recall the definition of r(s). We choose bases (modulo Cn) consisting of lifts 
c = {c,, . . . , c~} c Ceven(A?) and c’ = {cb, . . . , c;} c Codd(fi) of the standard bases of 
Cc”“(M) and Codd(M). Then for any bases (modulo @n) fb,, . . . , b,} and {bb, . . . , b:} of 
the image of 6 in C”“” and Codd, respectively, and {x0, . . . , x,}, {xb, . . . , XL} with 6x, = bi 
and Sx; = bi we have 
r(t) = 
b. A . . . A b, A X0 A . . . A X, Cb A . . . A C; 
CO A . . . A Ck -bbA . . . A b; A Xb A . . . A X; 
where we have written the b’s and x’s as linear combinations (with co-efficients in Cx) of 
the c’s. 
To find r(s) for some s E @ we mod out everything by (s - t). Thus, on the chain level the 
important space becomes C,(fi, @n)/(s - t). On the cochain level we are interested in the 
dual space CJ’(G) n K(s - t*). That is, if o is an element in (C,(fi, @n)/(s - t))* and 5 is a 
representative of a class in C,fi, @x)/(s - t) then 
r*o(t) = w(@ = o(s5) = so(~) 
Thus (s - r*)o = 0. Moreover any p-cochain in Cp(G) n K(s - t*) induces a well-defined 
element in (C,(G, Cn)/(s - r))*‘. 
To study K(s, - r*) for s0 of the form e Zni(plq) we do not need to work on A?. Instead we 
can lift from M to M, = A?/( 1 - P). The bases c and c’ of C*(G, @n) induce bases cq and cb 
of C*(M,, @n) which in turn induce bases Fs and ?i of CP(Mq) n K(s” - r*), where for each 
q-1 
WE cq (or cb) define OEC, (or 15;) by W = 1 (s))i(c*)i~. Then Cq and Z; are the dual bases in 
i=O 
(C,(fi,)/(s - r))* to the basis consisting of the lifts of the simplices of M. For any bases 
(b,,, . . . , b,} of K(s, - r*) n Image (6) n Ceve”(Mq) and {bb, . . . , b:} of 
K(s,-r*) n Image (6) n Codd(Mq) and {x0, . . . , x,} and {XL, . . . , xi} in K(s, n r*) 
n Ceven(Mq) and K( so n t*) n Codd(M,), respectively, with 6xi = bi and 6x: = bi we have 
T(So) = 
b, A . . . A b, A x0 A . . . A X, & A . . . A c; 
c?, A . . . A Ek bbr\ . . . Ab:AX;A . . . AX;’ 
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The inner product on C*(M,) can be used to simplify this formula. With respect o this 
inner product 0 = 66* + 6*6, and Cl, 6, and so - t* pairwise commute. Thus there is an 
orthono~al basis fb,, . . . , &,) of Beven(sO) = K(s, - t*) n Image (6) n Ccvc”(Mq) con- 
6*b, 
sisting of eigenvectors of Cl. Say 0 bj = lib,. Then we can let xi = 7. These xi’s are 
orthogonal with lx;1 = 1i-1’2. Similarly, choose (bb, . . . , b:} to be an orthonormal basis of 
K(s, - t*) n Image(a) A Codd(Mq) with Cl bf = pLibi and Xi = 
6*b’. 
---J. Calculating with these 
Pci 
bases we find 
Ir(so)l = 
volume (b, A . . . A b, A x0 A . . . A x,) volume (2) 
volume {&, A . . . A b: A xb A . . . A xi] * volume (?) 
nl? volume (7) =i* 
Vf volume (2) 
Moreover, D(s,) is non-zero and nonsingular so 
K(s, - t*). Thus we have that 
there are no harmonic cochains in 
C?(M,) n K(so - t*) = (K(s, - t*) n Image (6) n CP(Mq)) 
Q(K(s,- t*) n Image (b*) u CP(Mq)) 
Furthermore, 
K(sO - t*) n Image(P) n CP(Mq) = d*(K(s, - t*) n Image (6) n CP+ ‘(M,)) 
Therefore, 
so 
$$Det OilK(so-t*))i’-l)i*’ = ifiO(Det •il~~~~O>)i(-l)‘c’ (Det n~+,I,~+~,,,)i’-“‘+’ 
= iQ (Det UijBi(so))if-ll’* ’ if! (Det iJil~itso))fi-l”-l” 
= ifil (Det q ilBi,so))(-‘)‘+’ = Det n’Bc’c”(sO) 
Det q I ~~~~~~~ 
(4.2) 
For some of the equalities we used the fact that B”(so) = 0. 
To place these calculations back in the realm of h? we note that 
Det ailK<so-t*) = Det fiilR(sa-C)* (4.3) 
As a last step we note that because of the periodicity we can see that volume(Z) on M, is 
equal to 4. volume (c) on M. Similarly volume (2) = 4. volume (c’). Thus 
volume (7) volume (c’) 
volume (c) = volume (c) 
Combining (4.1), (4.2), (4.3) and (4.4) yields the theorem. 
(4.4) 
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