In quantum mechanics performing a measurement is an invasive process which generally disturbs the system. Due to this phenomenon, there exist incompatible quantum measurements, i.e., measurements that cannot be simultaneously performed on a single copy of the system. It is then natural to ask what the most incompatible quantum measurements are. To answer this question, several measures have been proposed to quantify how incompatible a set of measurements is, however their properties are not well-understood. In this work, we develop a general framework that encompasses all the commonly used measures of incompatibility based on robustness to noise. Moreover, we propose several conditions that a measure of incompatibility should satisfy, and investigate whether the existing measures comply with them. We find that some of the widely used measures do not fulfil these basic requirements. We also show that when looking for the most incompatible pairs of measurements, we obtain different answers depending on the exact measure. For one of the measures, we analytically prove that projective measurements onto two mutually unbiased bases are among the most incompatible pairs in every dimension. However, for some of the remaining measures we find that some peculiar measurements turn out to be even more incompatible.
I. INTRODUCTION
It is well-known that the concept of a measurement in quantum physics challenges our everyday intuition. In a classical theory objects have properties, whether we look at them or not, and a measurement simply reveals to us their pre-existing values. In quantum mechanics, on the other hand, performing a measurement is an invasive process, which necessarily disturbs the state (except for some special cases). Moreover, even if we have complete knowledge about the system, we can only predict the probabilities of different outcomes, which can be computed using the Born rule. An intriguing consequence of the quantum formalism is the existence of measurements that are incompatible, i.e., that cannot be measured simultaneously given only one copy of the system. The best known example consists of the position and momentum of a quantum mechanical particle, which cannot be measured simultaneously with arbitrary precision.
In this work we study the incompatibility of measurements with a finite number of outcomes. These measurements assign to each physical state ρ a discrete probability distribution {p a (ρ)} a , whose elements we interpret as the probability of outcome a on the state ρ. We say that two measurements are compatible (or jointly measurable) if there exists a single measurement, referred to as the parent measurement, that is able to universally replace the two [1, 2] . More specifically, on any state the outcome probabilities of both measurements can be recovered from the outcome probabilities of the parent measurement. Therefore, the two measurements can be performed simultaneously by performing the parent measurement. If such a parent measurement does not exist, we say that the measurements are incompatible (or not jointly measurable). We remark here that other notions of compatibility, such as commutativity, non-disturbance and coexistence, are also used in the literature [1, 3] ; let us for completeness briefly explain how they are related. Commutativity of a measurement pair implies non-disturbance, which in turn implies joint measurability, which then implies coexistence. Moreover, it is known that none of the converse implications hold in general, therefore these notions are strictly distinct [4] . In this work we focus solely on the notion of joint measurability, because the existence (or not) of a parent measurement has a clear operational meaning. Therefore, throughout the present paper we use the terms "(in)compatibility" and "(non-)joint measurability" interchangeably. It is important to notice that whenever two measurements are compatible, they cannot be used to produce quantum advantage in tasks like Bell nonlocality [5] or Einstein-Podolsky-Rosen steering [6, 7] . Moreover, it was recently shown that joint measurability is equivalent to a specific notion of classicality, namely, preparation non-contextuality [8] . Hence, one may think of compatible measurements as "classical" and therefore it is of fundamental importance to characterise and understand the structure of incompatible measurements.
What is particularly important is to go beyond the dichotomy of compatible and incompatible measurements, and quantify to what extent a pair of measurements is incompatible. A natural framework for this quantification, often used in the literature, is to define measures based on robustness to noise. Briefly speaking, robustness-based measures of incompatibility quantify the minimal amount of noise that needs to be added to a pair of measurements to make them compatible. The more noise is required, the more incompatible the measurements are. Note that measures of this type are directly relevant to experiments, because in real-world implementations measurements are always noisy, due to inevitable experimental imperfections.
Robustness-based measures are also natural measures of incompatibility in the context of resource theories [9, 10] . Here one considers a set of "free" objects (compatible measurements) and quantify the usefulness of "resource" objects (incompatible measurements) by so-called resource monotones. While in this work we do not develop a full resource theory of incompatibility, we note that robustness-based measures are good candidates for resource monotones if they satisfy certain natural properties. In resource theories one defines "free operations" that do not create resource (that is, do not map compatible measurements to incompatible ones). Properly defined resource monotones should then be monotonic under such free operations. Once measures with the desired properties are found, the question "what are the most incompatible pairs of measurements?" is well-defined with respect to each of these measures.
Several robustness-based measures have been proposed in the literature (see Ref. [11] for an introduction), the essential difference between them being the assumed noise model. Nevertheless, some basic properties of these measures have not been determined and little effort has been dedicated to understanding the similarities and differences among them. In this work we make the following contributions to fill this gap.
• We develop a framework in which a robustness-based measure can be defined with respect to an arbitrary noise model. We identify the minimum assumptions on the noise model that ensure that the resulting measure satisfies some basic requirements, i.e., we provide an explicit connection between the properties of the noise model and the desired properties of the measure.
• We apply our framework to study five measures already introduced in the literature in a unified fashion. By giving explicit counterexamples we show that some widely used measures do not satisfy certain natural properties motivated by resource theories.
• We show that when looking for the most incompatible pairs, we obtain different answers depending on the specific measure of incompatibility. For one of the measures we analytically prove that mutually unbiased bases are among the most incompatible pairs of measurements in every dimension. For three other measures we can explicitly show that, for dimensions larger than two, mutually unbiased bases are not among the most incompatible pairs. Our study for the last measure is inconclusive.
In Section II we define incompatibility robustness in a fashion that is independent of the specific noise model, introduce the natural properties that the measures should desirably satisfy and relate them to the properties of the noise model, formulate the notion of most incompatible measurement pairs, and discuss the measures' semidefinite programming formulation and how to use this formulation to derive bounds on them. Then in Section III we introduce the five measures already used in the literature, illustrate them on a simple example, analyse their relevant properties, and derive new bounds on each of them. At the end of this section we discuss the relations between the measures, apply our results to compute all the different measures for mutually unbiased bases, then summarise the main results in a compact form. In Section IV we address the question of the most incompatible pairs of measurements under the five measures. Finally, in Section V we summarise the new findings and pose some important open questions arising from our work.
We note here that the notion of incompatibility naturally generalises to more than two measurements, but for simplicity in the main text we restrict ourselves to pairs of measurements. For a formal treatment of larger sets of measurements, and results regarding them, we refer the interested reader to Appendix E.
II. DEFINITIONS AND BASIC PROPERTIES
In this section we formalise the main definitions and concepts outlined in the introduction. We give a mathematically precise definition of (in)compatibility and of robustness-based measures for an arbitrary noise model. Then we specify a few natural properties the measures should satisfy, and give concrete conditions on the noise model under which these are automatically fulfilled. We also rigorously formulate the notion of "most incompatible measurements", and discuss how to efficiently search for them. Finally, we introduce the notion of semidefinite programming, and how to use it to derive bounds on robustness-based measures.
A. Incompatible measurements
Throughout this paper we analyse the most general model of quantum measurements, positive operator valued measures (POVMs). For this model, we establish that the physical system lives on a d-dimensional Hilbert space, H C d . The relevant objects are all elements of the set of linear operators on this space, B(C d ). The state of the system is described by a positive semidefinite operator with unit trace, denoted by ρ. A POVM with n outcomes is a set of n positive semidefinite operators, {A a } n a=1 , such that n a=1 A a = 1, where 1 is the identity operator. The probability of observing outcome a is given by the Born rule, p a (ρ) = tr(A a ρ). In the following, we will use the terms "measurement" and "POVM" interchangeably.
We will often refer to the following three important classes of POVMs. Rank-one POVMs are measurements whose elements are rank-one operators, A a ∝ |ϕ a ϕ a |, where |ϕ a ϕ a | is the projector onto |ϕ a ∈ C d . Note that such measurements cannot have fewer elements than the dimension of the Hilbert space, that is, n d with the above notation. Projective measurements are POVMs whose elements are projectors. Note that such measurements cannot have more non-zero elements than the dimension of the Hilbert space. Since the set of measurements with n outcomes acting on dimension d is a convex set, we will talk about extremal POVMs (in the convex geometry sense). Recall that every POVM can be written as a convex combination of extremal POVMs and these have been extensively studied in Ref. [12] .
The ability to recover the outcome probabilities of two POVMs on any state from the statistics of a single measurement is referred to as joint measurability and can be formulated in the following way. This definition captures the idea that the parent measurement provides a joint outcome distribution of the two initial measurements on every state. It is worth pointing out that the notion of joint measurability in which the parent POVM is allowed an arbitrary (finite) outcome set and arbitrary classical post-processing turns out to be equivalent to the one above (see e.g., Ref. [11, Section 3.1] ).
We note that a parent POVM is not necessarily unique for a fixed pair of measurements [13] . It is clear that in order to recover the outcome probabilities of A and B, one only needs to measure G and add up the relevant probabilities (in the following we sometimes drop the outcome indices to refer to the POVMs, when it does not lead to confusion; this notation is to be understood as A = {A a } n A a=1 ). A simple example of a jointly measurable pair is the trivial measurement pair, {
. In fact any POVM pair with pairwise commuting measurement operators, [A a , B b ] = 0 for all a and b, is jointly measurable. This can be seen by employing the parent POVM G with elements G ab = A a B b , which is guaranteed to be positive in this case. Note that commutativity becomes necessary and sufficient if one of the two measurements is projective, see Ref. [13, Proposition 8] for a proof.
If a parent POVM does not exist, we say that A and B are not jointly measurable (or incompatible). A standard example of incompatible d-outcome measurement pairs in dimension d 2 is a pair of projective measurements onto two mutually unbiased bases (MUBs) [14] . These consist of rank-one projectors A MUB = {|ϕ a ϕ a |} , such that all the pairwise overlaps (moduli of inner products) are uniform: | ϕ a |ψ b | = 1/ √ d for all a, b. As these measurements are projective and non-commuting, they are incompatible.
In the following we will denote the set of POVM pairs with outcome numbers n A and n B in dimension d by POVM
, and its elements by (A, B). Note that POVM pairs inherit the convex structure of POVMs (denoted by POVM n d ), therefore convex combinations of them are well-defined. For the subset corresponding to jointly measurable pairs, we will use the notation JM
, but drop the indices whenever it does not lead to confusion. Note that the set JM
: it is straightforward to verify that if
That is, taking convex combinations preserves joint measurability.
B. Incompatibility robustness
In order to talk about noisy measurements, we define what we mean by a noise model.
, where P is the set of all subsets, that maps every POVM A ∈ POVM n d to a subset of all n-outcome POVMs in dimension d, that is, N : A → N A ⊆ POVM n d . We will refer to N A as the noise set of A under this noise model. Given a noise model, we can define noisy versions of POVMs as convex combinations of POVMs with elements of their corresponding noise sets. Specifically, if M ∈ N A and η ∈ [0, 1], then a noisy version of A with visibility η is the POVM
Noise models will be crucial for our analysis, as different noise models give rise to different measures of incompatibility. Initially, for a unified treatment of robustness based measures, we will discuss properties that do not depend on the precise choice of the noise model, and only introduce explicit choices in Section III, where we analyse the five specific measures.
In order to apply it to incompatibility, we extend the concept of a noise model to pairs of measurements: in this case, the noise model N is a map N : POVM
. Note that the set N A,B may actually depend on the measurements A and B, and not simply on their dimension or number of outcomes (whenever the map N is not constant). The simplest example of a noise model is
b=1 )}, that maps every POVM pair to the one-element set containing only the trivial measurement pair. On the other end of the spectrum, the largest possible choice of the noise model is
, mapping every POVM pair to the set of all POVM pairs. We will now define a measure of incompatibility corresponding to an arbitrary noise model. To ensure that the measure is well-defined, we require that the map N is such that for every pair (A, B) the noise set N A,B contains at least one jointly measurable pair. For any such noise model, one can define an incompatibility robustness measure for pairs of POVMs, i.e., the maximal visibility at which the noisy pair is still compatible. 
This definition has a clear geometric interpretation, see Fig. 1 . Note that regardless of the choice of the noise model, η * A,B = 1 if and only if A and B are jointly measurable, and that under this definition the lower η * A,B is, the more incompatible the measurements are.
There are several other requirements one might impose on the noise model. Let us briefly discuss some of these and explain what their consequences are.
If we assume that for every pair (A, B), the noise set N A,B is closed, we are guaranteed that the supremum is achieved, i.e., there exists an optimal noise pair. In this case the supremum in Eq. (2) can be replaced by a maximum.
If we assume that for every pair (A, B), the noise set N A,B is convex, we are guaranteed to find a decomposition of the form given in Eq. (2) for any η ∈ [0, η * A,B ). It suffices to find a noise pair (M , N ) and a visibility η η such that
Such (M , N ) and η are guaranteed to exist, since η < η *
which is again guaranteed to exist by our fundamental assumption on the noise model. From the convexity of JM it follows that taking the convex combination of Eq. (3) with weight η/η and Eq. (4) with weight
FIG. 1. Schematic representation of a generic incompatibility robustness measure for a noise model which maps to closed and convex sets. Note that in general the noise set NA,B need not be contained in the jointly measurable set JM. One can also easily infer that the optimal noise pair (M, N ) must lie on the boundary of NA,B and that the optimal noisy pair η * Another property one might require from the noise set is covariance with respect to unitaries. Intuitively, this means that if two pairs of measurements are related by a unitary, then so should be their respective noise sets. More specifically, if (A, B) and (A , B ) satisfy
for all outcomes a and b and for some fixed unitary U , then
This property is sufficient to ensure that the resulting incompatibility robustness measure is unitarily invariant, i.e. η * A,B = η * A ,B . Finally, one might require that for every choice of (A, B) the corresponding noise set N A,B is invariant under unitaries, i.e.,
for every unitary U . An advantage of this property is that if we assume that the noise set is convex, then we can average over the Haar measure on unitary matrices, which leads to a noise pair whose every element is proportional to the identity operator. We will use this property in Section II D to derive non-trivial lower bounds on the resulting incompatibility measure. The last two properties are clearly related. Indeed, if the noise set does not depend on the pair (A, B) beyond the dimension and the outcome numbers (the map N is constant), they turn out to be equivalent. However, in full generality these two properties are independent, i.e., we can have one without the other. To conclude let us simply state that all the measures considered in this work satisfy all the requirements stated above.
In Section III, we will replace the star in η under such operations. This is well-motivated from the resource theoretic point of view, allowing for a partial order of measurement pairs based on their incompatibility robustness. Consider an operation Φ : (A, B) → Φ(A, B), that maps every POVM pair to another POVM pair, not necessarily preserving the dimension or the outcome numbers. We say that this operation is joint measurability-preserving if for all (A, B) ∈ JM we have that Φ(A, B) ∈ JM. It is desirable that our measures are non-decreasing under such operations, that is, η * Φ(A,B) η * A,B for every joint measurability-preserving operation Φ. If this inequality holds for every (A, B) we say that η * is monotonic under Φ. Whenever the joint measurability-preserving operation Φ is linear, a simple property of the noise model N implies monotonicity, namely, Φ(N A,B ) ⊆ N Φ(A,B) for all (A, B). To see this, consider a measurement pair (A, B) and its corresponding noise set N A,B . Following from Definition 3, we have that
for some (M, N ) ∈ N A,B . Applying Φ to the left-hand side, we obtain
as Φ is joint measurability-preserving. Whenever Φ(N A,B ) ⊆ N Φ (A,B) , the left-hand side of Eq. (10) is a noisy version of Φ(A, B) with visibility η * A,B , which implies that η * Φ(A,B) η * A,B . Therefore, if the image of the noise set under Φ is contained in the noise set of the image for every measurement pair, then η * based on this noise model is monotonic under Φ. In many cases, the stronger property Φ(N A,B ) = N Φ(A,B) holds for all (A, B), and then we say that the noise model is invariant under Φ.
In this paper we will consider two natural classes of joint measurability-preserving operations, which are transformations of the measurement outputs and inputs. The first class acts on the outputs of the measurements and is therefore called post-processings. The second class, on the other hand, acts on the inputs (quantum states) of the measurements, and is accordingly called pre-processings (see Figs 2 and 3, respectively). Post-processings amount to recording the outcome of the measurement and then applying a response function to it. It can therefore be formulated in the following way.
and {β(a |a)} a is a probability distribution for every a ∈ {1, 2, . . . , n A }. A post-processing is called deterministic if all the probability distributions {β(a |a)} a are deterministic. If such a post-processing decreases the number of outcomes, it is referred to as coarse-graining or binning, e.g., the operation mapping the POVM {A 1 , A 2 , A 3 } to {A 1 , A 2 + A 3 }. What is important is that every POVM can be obtained by coarse-graining a rank-one POVM with potentially more outcomes.
Note that post-processings preserve the dimension but might change the outcome number. For pairs (A, B) the operation
is joint measurability-preserving (note that the post-processings applied to A and B are independent): assume that (A, B) ∈ JM with parent POVM G. Then it is straightforward to verify that
The second class, pre-processings, amounts to first applying a quantum channel to the measured state and then performing the measurement. Denoting the channel acting on the state by Λ † (the dual of the channel Λ), we arrive at the following definition.
and Λ : We note here that in many physical scenarios it is required from the quantum channel (and hence from the dual channel) to be completely positive. For our formal treatment this requirement is not necessary, although all the positive unital maps appearing in this work are also completely positive.
A well-known example of pre-processings is the one in Naimark's dilation theorem. This states that for every
V is a (completely) positive unital map. That is, every POVM can be obtained by pre-processing a projective measurement acting on a potentially higher dimensional Hilbert space.
Note that pre-processings preserve the outcome number but might change the dimension. For pairs (A, B) the operation
is joint measurability-preserving (in contrast to the case of post-processing, here there is just a single pre-processing applied to both A and B): assume that (A, B) ∈ JM with parent POVM G. Then it is straightforward to verify that (A Λ , B Λ ) ∈ JM with parent POVM G Λ . Note also that an incompatibility measure that is monotonic under pre-processings necessarily satisfies unitary invariance, as already mentioned in Ref. [15, Section C] .
Finally, let us consider another natural operation that preserves joint-measurability, although it is of a different flavour than pre-and post-processings. Namely, recall that taking convex combinations preserves joint measurability, that is, for any It is easy to see that this condition holds whenever the noise model satisfies the simple property that, using the above notation, for any 
. Taking a convex combination of these two relations with coefficients 1 − p and p, respectively, results in η *
All the noise models considered in this paper satisfy the requirement stated above and therefore the corresponding measures are non-decreasing under convex combinations.
A stronger property that is often desired is joint concavity, which using the above notation reads η
(note that throughout this paper we will write "concavity" and "convexity" instead of "joint concavity" and "joint convexity", for simplicity). However, what one naturally deduces by looking at the noise model turns out to be slightly different. More specifically, if the noise set is convex for every pair and the noise model is a constant map we may conclude that the inverse of the measure is convex, i.e., 1/η * A p ,B p
, similarly to the proof in Ref. [16, Proposition 2] . It is easy to see that the concavity of η * implies that 1/η * is convex [17, Eq. (3.11) ], but the converse does not hold in general. In fact, in Appendix A, using an explicit counterexample, we show that none of the measures studied in this paper are concave. It is common to use the measure t * = 1/η * − 1 instead of η * because it is easy to prove its convexity, and it also has the appealing property that it vanishes for every (A, B) ∈ JM (a property referred to as faithfulness in Ref. [18] -also note that in [19] , faithfulness, post-processing monotonicity and convexity were postulated as natural properties of any measure of incompatibility). Moreover, whenever η * is monotonic under pre-or post-processings, then so is t * (with opposite relation in the inequality defining monotonicity). Nevertheless, in the following we will study η * since it suits our purposes better and it is easily interconvertible with t * .
In Section III, we will investigate the properties introduced above for each specific measure. As all these measures are quasi-concave and none of them are concave, we will only explicitly address pre-and post-processing monotonicity of η * , and convexity of the corresponding inverse measure, t * .
D. Most incompatible measurements
For any given measure of incompatibility, one can ask what the most incompatible pairs of POVMs are. To make this question well-defined, we introduce the following quantity.
Definition 6. Given a measure of incompatibility, η * , we define χ * (d; n A , n B ) to be its lowest possible value for dimension d and outcome numbers n A and n B .
The minimum in this definition is justified, as the set POVM
is closed and bounded. For a fixed measure this definition yields a real number from the range [0, 1] for all positive integers d, n A , n B . Sometimes, however, we might be interested in less detailed information. We might just ask the question "what are the most incompatible measurement pairs in dimension d?", regardless of the outcome numbers, leading to the quantity
where the infimum is taken over positive integers and it is not clear whether χ * (d) is achieved for any finite n A and n B . Alternatively, we might only fix the outcome numbers, leading to χ * (n A , n B ), or fix neither the dimension nor the outcome numbers, leading to χ * . One might wonder whether a non-trivial lower bound on χ * can be derived based only on the previously assumed property of the noise model, namely, that for every POVM pair the corresponding noise set contains at least one jointly measurable pair, but this turns out not to be the case. For every pair of incompatible measurements (A, B) we can choose the noise set to contain a single jointly measurable pair with the property that the interior of the line segment connecting (A, B) and the noise pair lies outside the jointly measurable set. Clearly, in this case η * A,B = 0 for all incompatible pairs (A, B), and η * defined through this construction is just the indicator function of joint measurability.
However, a mild additional assumption on the noise model allows us to get a non-trivial lower bound on χ * . Suppose that for every incompatible pair (A, B) there exists a valid noise pair (M, N ) such that the measurement operators of A commute with those of N and similarly the measurement operators of B commute with those of M . Then, the POVM given by
is a valid parent POVM for , and we conclude that χ * 1 2 . Clearly, the above condition is fulfilled whenever we are guaranteed to find a noise pair where all the elements are proportional to the identity (a direct consequence of the unitary invariance property discussed in Section II B). This is the case for all the measures that we study.
To make the search for the most incompatible pairs of measurements efficient, it is crucial to identify operations under which the measure is monotonic, as it significantly shrinks the set over which we need to optimise. Specifically, if we want to compute χ * (d; n A , n B ) and we deal with a measure that is non-decreasing under convex combinations, we only need to consider pairs of extremal measurements. If our goal is to compute χ * (d), i.e., we do not care about the number of outcomes, and our measure is monotonic under post-processings, we do not need to consider measurement pairs that are post-processings of another pair. Since every POVM can be written as a post-processing (coarsegraining) of some rank-one POVM with possibly more outcomes, for post-processing monotonic measures the value χ * (d) can be found by searching only over rank-one measurements. Similarly, if we aim to compute χ * (n A , n B ), i.e., we do not care about the dimension, and our measure is monotonic under pre-processings, we do not need to consider measurement pairs that are pre-processings of another pair. Due to Naimark's dilation theorem, every POVM can be obtained by pre-processing a projective measurement that possibly acts on a higher dimensional space, therefore projective measurements achieve χ * (n A , n B ) for pre-processing monotonic measures.
E. Semidefinite programming
It is clear from Eq. (2) that incompatibility robustness measures are defined through an optimisation problem. The class of optimisation problems that arises in our case is called semidefinite programming and can be seen as a generalisation of linear programming [17] . A semidefinite program (SDP) is an optimisation problem whose optimisation variables are matrices, and whose objective function and constraints are linear functions of these variables. The constraints can be either matrix equalities or matrix inequalities (recall that for matrices the inequality A B is equivalent to A − B being a positive semidefinite matrix). For every SDP, later referred to as the primal, another SDP, called the dual, can be defined such that its solution bounds the primal one. In this paper the primal SDP is a maximisation problem and the dual SDP is a minimisation problem whose solution upper bounds the primal solution. In all the examples that we study in this work, the solutions of these two SDPs in fact coincide, as we will see in Section III A 1. Thanks to this feature, it is possible to efficiently solve such SDPs on a computer, which gives us a tool to study incompatibility robustness measures numerically. This tool we often employed using the MATLAB computing environment together with the YALMIP [20] , SDPT3 [21] and MOSEK [22] optimisation toolboxes. However, the main objective of our work is to study these measures analytically. In order to do so, we find feasible points for the SDPs, that is, assignments of variables that satisfy all the constraints, but that are not necessarily optimal. By finding feasible points for the primal and dual problems, we obtain lower and upper bounds, respectively, on the value of the optimisation problem. In the next two sections we introduce objects that will come in useful for finding such feasible points.
Lower bounds
Feasible points for the primal SDP lead to lower bounds on the incompatibility robustness. For a fixed pair (A, B) feasible points correspond to a noise pair (M, N ), a visibility η, and a parent POVM G for η · (A, B)
all of these satisfying the constraints of the SDP. That is, the noise pair should satisfy (M, N ) ∈ N A,B , and the visibility must be in the range η ∈ [0, 1]. Crucially, the parent POVM G should give ηA + (1 − η)M and ηB + (1 − η)N as marginals (which also guarantees its proper normalisation), and all its measurement operators should be positive semidefinite. In order to find feasible parent POVMs satisfying these properties, we introduce an ansatz solution. This ansatz encompasses all possible choices of the parent POVM elements that are linear combinations of the elements of A and B, their square-roots, and products thereof, such that the normalisation of the parent POVM is ensured. Namely, let
for some real parameters α b , β b , γ ab and δ. It is clear then that ab G ab ∝ 1.
In this construction the anticommutator term plays a crucial role. When the measurement operators of the two POVMs commute, i.e., we have A a B b = B b A a for all a and b, the anticommutator is guaranteed to be positive semidefinite. We can therefore set G ab = 1 2 {A a , B b }, which is a valid parent POVM for A and B. For non-commuting measurement operators, however, the anticommutator might have some negative eigenvalues for which the remaining terms are supposed to compensate. Note that the same construction for parent POVMs has recently been used in Ref. [23] .
For a pair of rank-one POVMs checking the positivity of Eq. (16) becomes analytically tractable: in this case we can write the operator as a direct sum of an operator acting on the two-dimensional subspace spanned by the eigenvectors of A a and B b , and a multiple of the identity on the orthogonal subspace (which is non-trivial for d 3). This allows us to explicitly compute the eigenvalues and check positivity. For this reason, for our methods to work efficiently and provide tight bounds, it is extremely important that the measure we study is monotonic under post-processings. This is because in this case it is enough to look at rank-one POVMs in order to find the most incompatible pairs, and the robustness of any POVM pair can be bounded by the robustness of their rank-one decompositions.
Note that computing the marginals of the POVM in Eq. (16) is also easy in general, except for the terms multiplying the parameter δ. However, for most constructions we will choose δ = 0, and only include this term in a special (albeit very important) case.
As an example, let us present a known result initially presented for pairs in Ref. [24] and then generalised to arbitrary number of measurements [11, 25, 26] . The idea is to try to perform two measurements simultaneously by duplicating the input state and then feeding each measurement with one of the copies. By virtue of the no-cloning theorem, the duplication process cannot be perfect. Thanks to a duality between perfect measurements on noisy states and noisy measurements on perfect states, one can obtain a parent POVM from this procedure
which is indeed of the form (16) . The positivity of G ab defined in this way follows straightforwardly from the fact
0 (we assume that tr A a tr B b > 0; the other cases are trivial). This parent POVM gives rise to a universal lower bound on some measures, see Eq. (26).
Upper bounds
In order to derive upper bounds on incompatibility robustness measures, we need to find feasible points for the dual SDPs. These SDPs have a similar structure for all the different measures that we study in this work, and therefore some quantities will often appear in the upper bounds. For this reason, we define them here:
where Sp(M ) is the spectrum of the operator M (note that A a + B b is always positive semidefinite). It is easy to see that f 2 and the inequality is saturated if and only if both measurements are projective. We will also need the following four quantities:
Note that g d = g r = g p = 2/d whenever both measurements are rank-one projective.
F. Example
We will compute all the studied incompatibility robustness measures for a pair of rank-one projective qubit measurements parametrised as
where σ z and σ x are the Pauli Z and X matrices, θ ∈ [0, π/4] and a, b = 1, 2. Note that we choose the angle θ to be half of the angle between the Bloch vectors of the two measurements. For this pair of rank-one projective measurements, we can compute the different parameters defined in Eqs (18) and (19) , namely, f = 2, λ = 1 + cos θ,
, and g jm = 1 − cos θ. In the following, when discussing any measure of incompatibility for this pair, we will use η * θ as a shorthand for η * A(θ),B(θ) . We will also make use of the following compact notation to write down the primal and dual variables:
where the elements G ab , X a and Y b are 2 × 2 Hermitian matrices.
III. FIVE RELEVANT MEASURES
In this section we introduce five different explicit noise models, which give rise to five different robustness-based measures of incompatibility that are commonly used in the literature. For each measure we write down both the primal and the dual SDPs, analyse their desired properties, illustrate their computation on a pair of rank-one projective qubit measurements, and derive explicit lower and upper bounds on them. A compact summary of the main results can be found at the end of this section in Table I. A. Incompatibility depolarising robustness
Definition and properties
In this case the noise model is defined by the map
The noise set depends on the specific measurements, which makes this measure different than all the other measures considered in this work. It has been investigated in many works [15, 23, 25, [27] [28] [29] , often in relation with Einstein-Podolsky-Rosen steering. This specific type of noise has also been considered in scenarios different from incompatibility [30] . The physical motivation is as follows: take a depolarising quantum channel Λ † η (.), which acts on states as Λ † η (ρ) = ηρ + (1 − η) tr(ρ)1/d, that is, by mixing them with white noise. If we measure a system that has undergone such an evolution, we obtain the outcome probabilities
is the dual of the depolarising channel, which leads precisely to the type of noise set defined in Eq. (22) .
The corresponding incompatibility robustness, as introduced in Definition 3, can be computed via the SDPs
where in the following the first formulation will be referred to as the primal, and the second as the dual. The primal variables G ab and η are simply the measurement operators of the parent POVM and the visibility, respectively. The dual variables X a and Y b are Lagrange multipliers corresponding to the primal equality constraints. Note that the normalisation of G is not enforced as it follows from the other constraints. For an explicit derivation of the dual problem, see Ref.
[29, Appendix A]. Slater's theorem states that whenever a strictly feasible point (a point satisfying all the constraints strictly) exists for either the primal or the dual, the duality gap is zero, thus the primal and dual solutions coincide [17] . In this case, we can take X a = Y b = δ 1, which is a strictly feasible point of the dual for sufficiently large δ. Thus, the theorem applies and justifies the equality between the two problems in Eq. (23) . Similar arguments apply to all pairs of primal-dual SDPs that we discuss in this work. As the noise set N 
This value is plotted in Fig. 4 together with the other measures. For completeness and later reference, we give optimal solutions to both the primal and the dual stated in Eq. (23)
and (X, Y ) = 1 4(cos θ + sin θ)
where we have used the notation introduced in Eq. (21).
Lower bound
As mentioned before, a lower bound on η d is already known [11, [24] [25] [26] . The parent POVM given in Eq. (17) is indeed a feasible point for the primal in Eq. (23) together with
For a pair (A, B) of rank-one measurements in dimension d 2, this bound can be improved. Let us introduce a feasible point for the primal in Eq. (23) with G of the form (16) , where
For a proof that this leads to valid measurement operators G ab and for a measurement-dependent refinement we refer the reader to Appendix C 1 a. This construction gives a lower bound on η d for all pairs of rank-one measurements. However, since the measure is monotonic under post-processings, the bound is actually universal, i.e., for an arbitrary pair (A, B) of measurements in dimension d we have
Importantly, this bound turns out to be strictly better than Eq. (26), which was the best lower bound known so far.
Upper bound
Following the idea used in Ref. [29] , we provide a valid assignment of the dual variables X a and Y b for the dual problem given in Eq. (23) to get an upper bound on η d , namely,
where f and λ are defined in Eq. (18) 
where the last equality makes clear that this upper bound is non-trivial whenever f > λ (since f > g d from Appendix E 3 a). In the following we always implicitly assume that this condition is satisfied when we discuss the various upper bounds.
B. Incompatibility random robustness
Definition and properties
a single element containing the trivial measurement, i.e., the measurement generating a uniform distribution of outcomes regardless of the state. It has been investigated in many works [7, 23, 26, 33] , and also in the framework of general probabilistic theories [34, 35] . The corresponding incompatibility robustness, as introduced in Definition 3, can be computed via the SDPs
Note that the normalisation of G is not enforced as it follows from the other constraints. As the noise set N r A,B defined in Eq. (31) is invariant under pre-processings (recall that pre-processings are unital), it follows from Section II C that η r is monotonic under pre-processings. Moreover, as this set is also convex and independent of the specific form of A and B (the map N r is constant), we know from Section II C that 1/η r is convex. However, this measure is not monotonic under non outcome number-preserving post-processings, see Appendix A for a counterexample.
Example
For rank-one projective measurements η d and η r coincide, therefore
Lower bound
As η r is not monotonic under post-processings, we cannot use a solution for rank-one measurements as in Section III A 3 to deduce a general lower bound. Thus, we consider an arbitrary pair (A, B) of measurements in dimension d and we introduce a feasible point for the primal in Eq. (32) with G of the form (16) , where
from which we obtain the bound
The positivity of this parent POVM follows from
where the last inequality is due to A 
Upper bound
In the case of η r we choose the dual variables as
where f and λ are defined in Eq. (18) and g r in Eq. (19) . Here we implicitly assume that f = g r , but one can show that the equality f = g r holds if and only if all POVM elements of A and B are proportional to 1, in which case the pair is trivially compatible (see Appendix E 3 a). The resulting upper bound is given by
C. Incompatibility probabilistic robustness
Definition and properties
where {p a } a and {q b } b are probability distributions. This measure has been investigated in many works [11, 15, 24, 26, [35] [36] [37] [38] , and also in the framework of general probabilistic theories [39, 40] . The corresponding incompatibility robustness, as introduced in Definition 3, can be computed via the SDPs
Note that, in order to make the problem linear in its variables, we have introduced sub-normalised probability
Note also that the normalisation of G and the constraint η 1 are not enforced as they follow from the other constraints. As the noise set N (23) and (32) . By duality, the constraints of the dual in Eq. (40) are then tighter than the ones in Eq. (23) 
As the noise set N p A,B defined in Eq. (39) is invariant under pre-and post-processings (by unitality and linearity, respectively), it follows from Section II C that η p is monotonic under pre-and post-processings. Moreover, as this set is also convex and independent of the specific form of A and B (the map N p is constant), we know from Section II C that 1/η p is convex. Thus, η p is the first measure that satisfies all the properties introduced in Section II except for concavity.
Example
The dual feasible points from Section III A 2 satisfy the additional trace constraints of the dual given in Eq. (40) . Thus, the measures η d and η p coincide on this family of measurements:
Note, however, that η d and η p differ in general, even for rank-one projective measurement pairs (see Section IV C for an explicit example).
Lower bound
Since the noise set N 
Upper bound
In the case of η p we choose the dual variables as
where f and λ are defined in Eq. (18) and g p in Eq. (19) . Here we implicitly assume that f = g p , but one can show that the equality f = g p holds if and only if all POVM elements of A and B are proportional to 1, in which case the pair is trivially compatible (see Appendix E 3 a). The resulting upper bound is given by
D. Incompatibility jointly measurable robustness
Definition and properties
the set of jointly measurable pairs of POVMs with n A and n B outcomes in dimension d. To the best of our knowledge, this measure has only been considered in Ref.
[33, Section II C].
Note that the noise POVMs do not explicitly appear in the primal problem, since optimising over jointly measurable pairs is equivalent to optimising over the parent measurement, here denoted by H. To make the problem linear in its variables, we have introduced a sub-normalised parent POVM of the noise,H = (1 − η)H. Note also that the constraint η 1 is not enforced as it follows from summing up one of the marginal constraints.
In analogy with η p , the measure η jm also satisfies the properties introduced in Section II, namely monotonicity under pre-and post-processings, and convexity of the inverse.
Example
The value of this measure for a pair of rank-one projective qubit measurements is strictly higher than for the previous measures, whenever the pair is incompatible. Specifically,
This value is plotted in Fig. 4 together with the other measures. Interestingly, even for such a simple example the primal problem given in Eq. (45) admits multiple optimal solutions. More specifically, we obtain a continuous one-parameter family, which reads
, where r = η jm θ (s + cos θ) − s (47) and s is a free parameter taken from the interval [0, 1] to ensure the positivity of the elements of H. Different values of s correspond to applying noise along different axes: for s = 0 the noise only affects the X direction, while for s = 1 it only affects the Z direction. A feasible optimal point for the dual given in Eq. (45) reads
, and N = 1 1 + cos θ + sin θ 1.
Lower bound
Let us consider a pair (A, B) of rank-one measurements in dimension d. Finding a feasible point for the primal in Eq. (45) is not an easy task, as we have to find two parent POVMs at once. For G ab , we make the same choice as for η d , i.e., Eq. (27) in Section III A 3. We choose the subnormalised noise POVMH to be of the form (16) with 
which leads to
Details about this specific point can be found in Appendix C 4 together with a measurement-dependent refinement. As η jm is monotonic under post-processings, this bound on pairs of rank-one measurements extends to all pairs of measurements in dimension d.
Upper bound
Consider the following feasible point for the dual given in Eq. (45):
, and
where f and λ are defined in Eq. (18) and g jm in Eq. (19) . Here we implicitly assume that f = g jm , but one can show that the equality f = g jm holds if and only if all POVM elements of A and B are proportional to 1, in which case the pair is trivially compatible (see Appendix E 3 a). The above feasible point immediately implies that
E. Incompatibility generalised robustness
Definition and properties
the set of all POVM pairs with n A and n B outcomes, respectively, in dimension d. To the best of our knowledge, this measure was first introduced in Ref. [16] and studied further in Refs [7, 28, 33, 41] . Recently, it was given an operational meaning through state discrimination tasks [42] [43] [44] . The corresponding incompatibility robustness, as introduced in Definition 3, can be computed via the SDPs
Note that in the primal, the noise POVMs do not appear, because we can explicitly solve for these variables, which gives rise to matrix inequalities instead of equalities for the marginals. These looser constraints give us additional freedom and allow us to employ operator inequalities. Note also that the constraint η 1 is not enforced as it follows from summing up one of the marginal constraints. The constraints in the primal in Eq. (54) are looser than in the primal in Eq. (45), because the noise set is larger for all measurement pairs. In turn, the feasible set of the dual problem shrinks, as the dual constraints X a 0 and Y b 0 are tighter than X a + Y b 0.
In analogy with η p and η jm , the measure η g also satisfies the properties we introduced in Section II, namely monotonicity under pre-and post-processings, and convexity of the inverse.
Example
The value of this measure for the running example is even higher than for the previous measures, specifically
This value is plotted in Fig. 4 together with the other measures. A feasible point for the primal in Eq. (54) reads
, where r = 1 − sin θ + (
and for the dual,
Lower bound
For a pair (A, B) of rank-one measurements in dimension d, let us introduce a feasible point for the primal in Eq. (54) with G of the form (16) , where
so that we obtain the bound
A proof of feasibility of this specific point is given below. For more details, see Appendix C 5 which also contains a measurement-dependent refinement. As η g is monotonic under post-processings, this bound on pairs of rank-one measurements extends to all pairs of measurements in dimension d.
The novelty in Eq. (58), as compared to the parent POVMs used for the other measures, is the fact that δ is nonzero. What enables us to introduce this term is the extra freedom in the primal in Eq. (54), namely, the inequalities in the marginal constraints instead of equalities, which allows us to analyse the marginals for non-zero δ.
For the proof of feasibility, we write the parent POVM defined by the coefficients in Eq. (58) as
Since A a and B b are rank-one, we can write A a = tr(A a )P a and B b = tr(B b )Q b for some P a = |ϕ a ϕ a | and Q b = |ψ b ψ b |. Therefore, we can rewrite (60) as
which shows that G is a valid POVM. Next we should compute its marginals. The first one reads
where the terms are ordered as in Eq. (60) for clarity. Moreover, we have that for every |ξ ,
where we used the Cauchy-Schwarz inequality. Therefore,
A a , which together with tr(A a )1 A a enables us to lower bound the marginal (62), namely,
By symmetry of Eq. (60) the same conclusion holds for the second marginal, which shows that the point defined in Eqs (58) and (59) is indeed feasible.
Upper bound
Consider the following feasible point for the dual given in Eq. (54):
where f and λ are defined in Eq. (18) . This immediately implies that
F. Relations between the measures
Certain inclusions between the noise sets defined in Eqs (22), (31), (39), (44), and (53), imply an ordering of the measures. More specifically, from
we conclude that
for every pair (A, B). It turns out that η d and η r are incomparable (see Appendix A for an example). A more detailed analysis allows us to prove that some of the inequalities given in Eq. (68) are in fact strict. Specifically, in Appendix B we derive improved relations between η d and η jm , η d and η g , and η r and η g , which imply that for a pair of incompatible measurements (A, B) the separations between these measures are strict, i.e., η 
G. Mutually unbiased bases
We have mentioned earlier that mutually unbiased bases constitute a standard example of a pair of incompatible measurements on a d-dimensional system. Indeed, they might seem like natural candidates for the most incompatible pair of measurements in dimension d. In this section we show that for a pair of MUBs all the previously introduced measures can be computed analytically. The specific values we obtain will be compared against the findings of Section IV, in which we look for the most incompatible pairs of measurements.
For a pair (A MUB , B MUB ) of projective measurements onto two MUBs in dimension d (see Section II A), we will use η * MUB (d) as a shorthand for η * A MUB ,B MUB . Note that although in higher dimensions not all pairs of MUBs are unitarily equivalent, they nevertheless give the same value for all the measures studied in this work. Hence, for these measures the quantity η * MUB (d) turns out to be well-defined. In dimension d = 2 a pair of MUB measurements is a special case of the example introduced in Section II F, corresponding to θ = π/4. Therefore Eqs (24) , (46) , and (55) imply that
For a pair of projective measurements onto two MUBs in dimension d 3, the parameters given in Eqs (18) and (19) 
, and g jm = 0. It turns out that for MUBs the upper bounds given in Eqs (30), (52), and (66) are actually tight. Therefore, the only missing component is a feasible point for the primal.
For η d and η r our feasible solution consists of
and
This parent POVM, inspired by Ref. [32, Section IV] , is of the form of Eq. (16) . The positivity of these operators can be confirmed using the techniques presented in Appendix C and let us stress that the proof crucially relies on the fact that the bases are mutually unbiased. For η p we must explicitly include the weights and we choose them to be uniform p a = q b = 1/d for all a, b. This assignment saturates the upper bound given in Eq. (30) , which implies that
For η g we use the same parent POVM, but the more flexible form of noise allows for higher visibility:
For η jm we must supplement our solution with a sub-normalised parent POVM of the noise pair
which has already been used in Ref. [42] , and is of the form of Eq. (46), respectively, which implies that for all d 3, we have
Note that the value η g MUB (d) was already derived in [16] . Also notice that Eq. (75) together with Eq. (59) implies that MUBs are among the most incompatible measurement pairs with respect to η g in every dimension.
H. Summary
In Table I we give a compact summary of the results for the differents robustness-based measures of incompatibility: definition of the noise sets, properties introduced in Section II C, lower and upper bounds, and value for a specific example of two projective measurements onto MUBs (see Section III G). In Fig. 4 we plot the values of η * θ achieved by a pair of rank-one projective measurements acting on a qubit.
IV. MOST INCOMPATIBLE PAIRS OF MEASUREMENTS
In this section, we address the question of the most incompatible measurement pairs in dimension d, for all the measures introduced in Section III. Perhaps surprisingly, we find that the answer depends on which incompatibility measure we consider. We have already seen that projective measurements onto a pair of mutually unbiased bases are among the most incompatible pairs under η g in every dimension. On the other hand, for the measures η d and η p we give explicit constructions of pairs which are more incompatible than MUBs for any dimension d 3. For η jm , our study is inconclusive, and we do not find measurements that are more incompatible than MUBs in any dimension. First we discuss the special case of η r , then we solve the qubit case for all the measures, and finally we discuss higher dimensions.
Form of the noise
Post Pre Cvx Lower bound MUB value Upper bound (18) and (19) for definitions. Table I ) for a pair of rank-one projective measurements on a qubit such that the angle between the Bloch vectors of these measurements equals 2θ; see Eq. (20) . Note that the rightmost point where θ = π/4 corresponds to qubit MUBs, which demonstrates the fact that MUBs are the most incompatible rank-one projective qubit measurements under all these measures. From bottom to top, the curves are η d = η r = η p from Eq. (24), then η jm from Eq. (46), and finally η g from Eq. (55). Although η d , η r , and η p coincide in this case, this is not the case in general.
FIG. 4. The value of all the different measures (see

A. Incompatibility random robustness
Recall that in order to find the most incompatible measurement pair in dimension d regardless of the outcome numbers, it is enough to consider rank-one POVMs if the measure in consideration is monotonic under post-processings. As we see from Table I , this is not the case for η r , which, at first glance, makes this problem hard to tackle. However, what turns out is that for this measure the answer is trivial. Consider a pair of measurements (A, B) and increase artificially the number of outcomes by adding zero POVM elements to both measurements. Let us add these elements one-by-one, and denote the POVM pair at step i by (A i , B i ). In Appendix C 2 b we show that if λ < 2 and 2(λ−1) < f , we have
where f and λ are defined in Eq. (18) . It is then clear that whenever f = 2 and λ < 2 (e.g., any pair of rank-one projective measurements onto two bases that do not have any eigenvectors in common), this limit reaches In the rest of this section, we will not discuss this measure anymore. However, recall that for pairs of rank-one projective measurements η r coincides with η d , and therefore some of the results later in this section also apply to this measure.
B. Qubit case
In Section III G we have shown that for a pair of mutually unbiased bases all the incompatibility measures can be computed analytically. What is special in the case of d = 2 is that these values coincide with the universal lower bounds (see Table I ). This means that pairs of projective measurements onto MUBs are among the most incompatible pairs under η d , η p , η jm , and η g in dimension d = 2. Formally, using the notation introduced in Section II D, we have that
For η d , this was known for pairs of two-outcome POVMs [29, Appendix G] . It is important to point out that there exist other pairs of measurements reaching these minimal values: from the upper bounds given in Appendix E 3 b, it is clear that any rank-one POVM pair such that A a = |a a| and the Bloch vectors of B lie in the xy-plane of the Bloch sphere gives rise to the same value as MUBs. As an example, one might choose A a = |a a| and B as a trine measurement in the xy-plane.
In Appendix E 4, we extend this result to triplets of qubit measurements. In this case, we show that triplets of projective measurements onto MUBs are among the most incompatible measurements under η d , η p , η jm , and
Also note that the value of χ d (2) (respectively its equivalent for three measurements) has interesting consequences for Einstein-Podolsky-Rosen steering. This is because joint measurability is intimately linked to this notion [6, 7] , as the depolarising map in η d can be equivalently applied to the state we wish to steer, due to its self-duality. We refer to Ref. [29, Appendix F] for details on this connection and only mention here that our results show that in a steering scenario with two (respectively three) measurements and an isotropic state of local dimension two, POVMs do not provide any advantage over projective measurements.
C. Higher dimensions
In the previous section we have seen that in dimension d = 2 pairs of projective measurements onto two MUBs are among the most incompatible pairs of measurements under η d , η p , η jm , and η g . Starting from dimension d = 3, the picture changes dramatically. To show this, we plot the (numerical) value of these four measures for a particular one-parameter path of rank-one projective measurements in dimension three, see Fig. 5 . It is evident from this plot that, contrary to the qubit case, MUBs do not achieve the lowest value of the incompatibility robustness under η d and η p . Instead, the lowest value among rank-one projective measurements is reached by other bases, which we have found through an extensive numerical search among pairs of rank-one projective measurements, using a parametrisation of unitary matrices in dimension three [45] . In this section we only look at rank-one projective measurements. Due to the unitary invariance of all the measures we assume without loss of generality that the first measurement corresponds to the computational basis A a = |a a|, so that we only need to specify the second measurement B.
For η d , the optimum is reached, among others, by
Note that it is simply a pair of qubit MUBs on a two-dimensional subspace together with a trivial third outcome on the orthogonal subspace. The incompatibility depolarising robustness of this pair, η Table IV] .
For η p , the optimum is reached, among others, by
which gives η p dev ≈ 0.6813, showing a slight deviation from η p MUB (3) ≈ 0.6830. For η jm , the numerical search did not yield an improvement on the MUB value, and for η g we already have an analytical proof that MUBs are among the most incompatible pairs in every dimension.
Dimension d 4
For η d , the qubit MUB structure found in dimension d = 3 has several natural generalisations in higher dimensions. The general idea is to divide the Hilbert space into orthogonal subspaces of various dimensions, and define the measurements as either MUBs or trivial measurements on the different subspaces. Among these, we found numerically that the most incompatible construction is to define a pair of qubit MUBs on a two-dimensional subspace, while on the orthogonal subspace the remaining measurement operators turn out to be irrelevant. For simplicity, we choose trivial measurements on the orthogonal subspace, that is, A a = |a a| and B b = |b b| for a, b 3, while {A 1 , A 2 } and {B 1 , B 2 } is a pair of MUBs on the qubit subspace. For this construction, we get a lower bound in Eq. (C13) and an upper bound in Eq. (C23), which give the same value and therefore the incompatibility depolarising robustness of this pair is
In Fig. 6 we plot the improvement over MUBs that this construction achieves. In particular, it is worth stressing that, in contrast to a pair of MUBs, this construction exhibits the same asymptotic scaling as the lower bound derived in Section III A 3. More specifically, expanding the right-hand side of Eq. (28) gives
The reason why this pair performs so well is the fact that the two measurements are highly incompatible on the qubit subspace, while the noise is spread uniformly over the entire space. Note that an analogous structure has been found while searching for the quantum state whose nonlocal statistics are the most robust to white noise [46] . Supported by the optimisation in dimension d = 3 together with one billion random instances in dimensions d = 4 and d = 5, and the asymptotic scalings, we conjecture that this pair is among the most incompatible pairs of rank-one projective measurements under η d for all dimensions. For general pairs of measurements we leave the question open. For η p , fixing MUBs on a qubit subspace no longer determines the incompatibility robustness any more, as the noise can now be adjusted to have different weights on the different subspaces. In fact the construction that uses trivial measurements on the orthogonal subspace does not surpass the d-dimensional MUB value any more. However, employing some other rank-one projective measurements on the orthogonal subspace gives rise to measurements that outperform MUBs. In even dimensions, by decomposing the space into many qubit subspaces and by having MUBs on each of them, we can reach again the value of Eq. (80). For instance in dimension d = 4 this means
The parent POVM is then the same as for η d whereas the construction of the dual variables is explained in Appendix C 1 b. Our conjecture on η d then translates straightforwardly to η p in even dimensions as η d η p . In odd dimensions, this construction is not applicable. We conjecture that in dimension d = 3 the pair defined in Eq. (79) is among the most incompatible pairs of projective measurements under η p . In higher odd dimensions, taking this pair on a qutrit subspace together with MUBs on all remaining qubit subspaces always outperforms MUBs (see Fig. 6 ). As there might be some more involved construction giving a lower value, we leave the question of the lowest value of η p open for odd dimensions higher that d = 5. Note nonetheless that with one billion random pairs of rank-one measurements in dimension d = 5 we were not able to surpass it.
For η jm , encouraged by the optimisation in dimension d = 3 and the one billion random sampling in dimensions d = 4 and d = 5, we conjecture that pairs of MUBs in any dimension cannot be outperformed by any pair of rank-one projective measurements.
Regarding η g , the incompatibility generalised robustness of a pair of MUBs is precisely the universal lower bound that we derived in Eq. (59). This means that MUBs are among the most incompatible pairs among all pairs of measurements in dimension d, regardless of the number of outcomes. Formally, using the notation introduced in Section II D, this means that (75)), the lowest value we found for η p (that is, Eq. (80) for even dimensions and numerical results based on an analytical construction described in the main text for odd dimensions), the lowest value we found for η d (Eq. (80)), and the lower bound (28).
V. CONCLUSIONS
In this work we develop a unified framework to study various robustness-based measures of incompatibility of quantum measurements. We find that some of the widely used measures do not satisfy some natural properties, which means that one should be cautious when dealing with them. In particular, they are not suitable for constructing a resource theory of incompatibility. Moreover, we find that the most incompatible measurement pair depends on the exact measure that we use, even when all the addressed natural properties are satisfied. We are able to show that for one of the measures a pair of rank-one projective measurements onto mutually unbased bases is among the most incompatible pairs, but also that this is not the case for some other measures. Our work shows that the different measures exhibit genuinely different properties and we conclude that despite a substantial effort dedicated to the topic, our understanding is still rather limited.
One natural future direction arising from our work would be to obtain a complete characterisation of the most incompatible measurement pairs in all scenarios for all the measures. We expect, however, that this might be rather difficult, so one might start by restricting the task to natural scenarios, e.g., d = n A = n B or even just searching over rank-one projective measurements.
Many results in this paper can be straightforwardly extended to the case of more than two measurements. We refer to Appendix E for the SDP formulations of the various measures, the upper bounds and a few lower bounds. This could serve as a good starting point for future research.
A last promising research direction arising from our work concerns the possibility of constructing a resource theory of incompatibility. Are some of the existing measures suitable as resource monotones? Are there some additional conditions that one should require? What is the most general class of operations that preserves joint measurability? Answering these questions will help us to understand how to quantify and classify incompatibility in a meaningful and operational manner.
For these the value η 
In [47] , jointly measurable pairs of two-outcome qubit measurements are fully characterised. From this, we can compute
from which the convexity of 1/η d is immediately negated as
Note that the non-concavity of η d follows from the non-convexity of 1/η d .
Counterexample 3. The measure η r is not monotonic under post-processings.
Consider a pair (A, B) of qubit MUBs measurements, as given in Eq. (A1). Let us create a new three-outcome measurement A β by the post-processing
(A8) The incompatibility random robustness of A β and B is lower than 1/ √ 2, which can be seen by the feasible point for the dual in (32) 
which gives rise to
Counterexample 4. The measures η d and η r are incomparable.
Using Ref. [47] and the pair of measurements (A 0 , B 0 ) defined in Eq. (A5), one gets
To get the other direction, we consider a pair of two-outcome measurements in dimension d = 3, namely, 
With this example, the concavity of all five measures studied in the main text is negated, that is,
as one can confirm by solving the respective SDPs up to machine precision.
is jointly measurable for
Clearly, if we apply the post-processings β R and β S to the noise pair given in Eq. (B4), we will obtain the noise pair given in Eq. (B3) for the same value of . Since post-processings preserve joint measurability we deduce that
In order to tighten the inequality (B1) between η d and η g , we take the optimal point for the primal for η d in Eq. (23), and construct from it a feasible point for the primal for η g in Eq. (54). Specifically, we use tr(A a )1 A a and tr(B b )1 B b to obtain
and a similar relation for B b . These together imply that
In order to tighten the inequality (B1) between η r and η g , we take the optimal point for the primal for η r in Eq. (32), and construct from it a feasible point for the primal for η g in Eq. (54). Specifically, we use 1 A a and 1 B b to obtain
Note that all the above improved relations are saturated by pairs of MUBs in dimension two, see Section III G.
Appendix C: Bounds on the different measures
In this Appendix we provide details about various bounds that we introduce in the main text, namely Eqs (28), (30) , (50), and (59). Moreover, we provide measurement-dependent refinements of the lower bounds and we generalise the upper bound on η d , η r , and η p for certain classes of measurements with some specific structures. We will use the ansatz defined in Eq. (16) 
where the proportionality constant is fixed by the normalisation, and we introduced the new parametersα ab andβ ab that now depend on both indices. Clearly, the operator is non-trivial only on the subspace spanned by the eigenvectors of A a and B b , which allows us to compute its spectrum. The eigenvalues of (C1) are then
together with γ ab when d 3.
Incompatibility depolarising robustness a. Lower bound
For a pair (A, B) of rank-one measurements, an ansatz of the form (C1) that is easy to analyse is defined bỹ α ab = x tr B b ,β ab = x tr A a , and γ ab = y tr A a tr B b , so that 
For x −1 the second constraint is tighter with the minus sign which gives
For a fixed c ab this defines a half-plane in the (x, y) plane. Taking the intersection of all the half-planes corresponding to c ab ∈ [0, 1] yields the region of (x, y) for x −1 which is allowed for all possible measurements. To explicitly characterise the region we maximise the right-hand side of Eq. (C5) over c ab ∈ [0, 1] for every fixed value of x −1. Since the expression is a quadratic function of c ab the maximum is achieved at c ab = (1 + x)/2 if this value lies in the range [0, 1] or at one of the endpoints c ab = 0, c ab = 1. A straightforward case-by-case analysis yields the allowed region for x −1.
For x −1 the tighter constraint reads
and the same procedure leads to the allowed region for x −1. Combining the two results gives the overall allowed region:
over which we want to maximise the objective function of the primal in Eq. (23) , that is,
Since the right-hand side increases as y decreases, the maximum is reached on the boundary of the allowed region. Then we can plug y with equality in Eq. (C7) into the function (C8) and differentiate the resulting single variable function with respect to x to obtain the following optimal assignment:
which corresponds to the feasible point presented in Eq. (28) of the main text. It is easy to check that this choice of x and y saturates Eq. (C5) for a particular value of c ab , which we refer to as the critical overlap
Note that this coincides with the MUB overlap only in dimension d = 2.
There is an easy way to refine this bound in a measurement-dependent way: instead of requiring that Eq. (C5) holds for all values c ab ∈ [0, 1], we only require that it holds for the values that appear for the specific pair of rank-one measurements we consider. Imposing fewer constraints means that we are optimising over a larger region, so we might hope to reach a higher value of the objective function.
If we only care about a finite number of overlaps c ab , the lower boundary of the relevant region is piecewise linear (see Fig. 7 ). If one of the overlaps equals the critical one, the bound cannot be improved, so in the following we assume that none of the overlaps equals the critical one. It turns out that to determine the optimal assignment of x and y we only need to know the value of the largest overlap that is smaller than the critical one, which we denote by c 
so that the measurement-dependent refinement of Eq. (28) reads
What is particularly interesting about this bound is that whenever c d − tends to 0 and c d + tends to 1, the bound tends to 1, i.e., these conditions are strong enough to ensure that the measurements are almost compatible. This is clearly the case for for identical measurements, that is, for A = B, for which the bound equals 1.
If none of the overlaps is greater than the critical one, the optimal assignment is given by x = c 
which turns out to be the correct value, see Eq. (C23) for a matching upper bound. 
b. Upper bound for embeddings in higher dimensions
Here we investigate how the upper bound on η d is affected by the following procedure, which we refer to as embedding. Consider a pair (Â,B) of rank-one projective measurements in dimension d i and create a new pair (A, B) in dimension d f d i as follows:
where (M, N ) is a pair of rank-one projective measurements acting on a
We derive an upper bound on η . This can be explained by observing that as d f increases the noise gets spread out over the entire space and its weight on the subspace relevant for the measurements (Â,B) decreases. Note that the bound shows no dependence on the second pair of measurements (M, N ).
Let us introduce the following ansatz for the dual in Eq. (23):
The scalar constraint of the dual in Eq. (23) reads
which can be further simplified using the rank-one projective assumption to
It is easy to see that the constraints γ 0, α + γ β, and 2α βλ 
Plugging these back into Eq. (C16) and requiring that the inequality is saturated allows us to deduce that
To see that this corresponds to a non-negative value of β note that λ 2 implies that . In all cases shown in this table, this bound is tight as there exists a parent POVM reaching exactly the same value. Such a parent is not given in this paper. As they provide upper bounds on the lowest value achievable by η d , they can be compared to Table IV in Ref. [28] .
Incompatibility random robustness a. Lower bound
For a pair of rank-one measurements, it is possible to refine the ansatz defined in Eq. (34) by tuning the relative weight of the anticommutator, but this does not lead to any general bound on η r as this measure is not monotonic under post-processings.
b. Upper bound with addition of zero outcomes
Here we show how to tighten the upper bound introduced in Section III B 4 in the presence of zero POVM elements, which we then use in Section IV A. We consider a pair (A, B) of measurements that contain zero POVM elements. Without loss of generality we can assume that the first POVM elements are non-zero. Then, for simplicity, we assume that n A = n B = n f and that the number of non-zero elements of A and B is the same and we denote it by n i . The other cases, namely, n A = n B or the number of non-zero elements of A and B being different, can be treated in a similar manner. Therefore we are left with two POVMs with the same number n f of outcomes such that A a = 0 if 1 a n i A a = 0 if n i + 1 a n f and
Recall that we consider pairs of rank-one projective measurements (A, B) whose d i first outcomes live in the first 
it clearly satisfies all constraints of the dual for η p given in Eq. (40), including the trace constraint by symmetry. This implies that for the specific block structure of Eq. 
Incompatibility jointly measurable robustness
For this measure, we combine the results of Section C 1 a with the relation between η d and η jm obtained in Eq. (B7). Specifically, in the primal in Eq. (45), the parent POVM G ab will be exactly the one we used for η d in Eq. (27) of the main text, that is, Eq. (C3) with x and y given in Eq. (C9), while the parent POVM H ab will be of the form given in (C1) withα ab = −x tr B b ,β ab = −x tr A a , and γ ab = y tr A a tr B b , so that 
Then we aim at maximising under the constraint that the operators H ab of Eq. (C34) are positive. Since the only difference between Eq. (C34) and Eq. (C3) is the sign of the middle term, the allowed region corresponds to the reflection about x = 0 of the allowed region given in Eq. (C7). An analysis very similar to the one detailed in Section C 1 a can be done in order to show that the optimal point is reached for
which corresponds to the feasible point presented in Eq. (50) of the main text. Note that, similarly to the case of η d , these values of x and y correspond to a critical overlap:
To obtain a measurement-dependent refinement of the universal bound given in Eq. (50), we follow the approach described in Section C 1 a, i.e., we maximise over a larger region determined by the values of c ab present in the specific measurement pair we consider. In an analogous manner we introduce c 
where η d,low
A,B was defined in Eq. (C12). Note that the optimisations of the two parent POVMs appearing in the primal given in Eq. (45) were performed separately. A better bound could in principle be obtained by optimising over both POVMs at the same time, but we leave this task open for future work.
Incompatibility generalised robustness
For a pair (A, B) of rank-one measurements, an ansatz of the form (C1) that is easy to analyse is defined bỹ α ab = (x + yc 
The goal is to maximise this η in the positivity region of all G ab . Then a similar analysis to that of η d leads to the maximum η = (1 + 1/ √ d)/2 achieved by the point x = 1/(2 √ d) and y = √ d/2 presented in Eq. (58). As before to obtain a measurement-dependent refinement we define the critical overlap c .
Contrary to the measurement-dependent bounds on η d and η jm , namely, Eqs (C12) and (C38), whenever c g − tends to 0 and c g + tends to 1, this bound tends to (3d + 1)/(4d) = 1. This is due to the fact that the ansatz given in Eq. (C40) For these measures, the properties discussed in Sections II B and II C can also be naturally generalised to larger sets of measurements, together with the corresponding properties of the noise models N. Then it is straightforward to see that the general measures satisfy the same properties as the ones discussed for pairs in Section III. These general versions can also be formulated as SDPs, and in the remainder of this Appendix we present these SDP formulations and provide lower and upper bounds on the measures.
SDP
Here we write the formulations of all the measures introduced in the main text as SDPs. 
