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There is significant uncertainty in assessing the structural health and capabilities
of a marine structure during both service life and after sustaining damage. Design-
stage marine structural engineering models offer limited information on the as-
built structure’s health during service life. Despite copious amounts of data pro-
vided by structural monitoring techniques, synthesizing these different data types
to update the design-stage models remains challenging. A novel decision sup-
port graph was created by extending a parametrically encoded Bayesian network
(BN) data fusion framework to influence diagrams for Data to Decision (D2D).
The D2D framework combines observational and sensor through-life data to up-
date the design-stage models. Once updated, these models provide predictions of
future structural health and safety, decision support for inspection timing and ex-
tent, and decision support to emergency response teams for survival and mission
objective satisfaction strategies.
To demonstrate the effectiveness of the BN parametrically encoded data fusion,
a lognormal probabilistic fatigue initiation model was developed for a series of
large stiffened metallic grillages; grillages consist of identical fatigue-critical de-
tails typical of vessel and platform structures. Monte-Carlo simulations were used
to compare the BN’s prognosis with the synthetic data. Evidence for inference in-
cludes data acquired from visual inspection, operating conditions, and an innova-
tive stand-alone mechanical strain sensor, the Strain Amplification Sensor (SAS),
developed as a part of this work. Results demonstrated that the BN produces
better estimates for fatigue crack initiation through addition of various pieces of
evidence. Successful prognosis led to the adaptation of the network to provide
inspection guidance, and to aid in decision-making given a damaged marine struc-
ture.
xii
CHAPTER 1
Introduction
Ninety percent of world trade by value is carried by the international shipping industry. And
despite being the oldest form of cargo transport, it is still the most cost-effective method,
measured by cargo weight per distance traveled. This is partially owing to the immense
size of modern vessels which are often greater than 1000 feet long. Their immense size
enables the movement of cargo with economies of scale unmatched by other methods of
transport. The combination of exceptional length and increasingly lightweight structures
produced with high tensile strength steel leads to some particular challenges in structural
reliability. Recently, the MOL Comfort, a 1037 ft.-long container ship launched in 2008
had a catastrophic hull structural failure just five years into its expected forty-year life
cycle, figure 1.1. Events like the Comfort disaster serve as a reminder that there is still a
knowledge gap that needs to be addressed.
The problem of sensing, performing model updating, and determining the condition
analysis of marine structures has been well studied over the past decade Salvino and Col-
lette (2009). The ability to process the large amounts of data generated by monitoring
systems and intelligently update models continues to be an active area of development for
the marine community. One of first investigations was presented by Guedes Soares and
Garbatov (1999), where a time variant formulation for reliability assessment updated by
repair and accounting for corrosion and fatigue was developed. More recently, several
authors have proposed frameworks for interpreting monitoring data and updating underly-
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Figure 1.1: MOL Comfort broken in half of the coast of Yemen, June 17, 2013, gCaptain
(2014)
ing performance models. Salvino, Farrar, Lynch, and Brady (2009) proposed a multi-tier
framework for integrating monitoring data readings and prediction models for naval ves-
sels. Extending the initial work of Salvino et al. (2009) a data-to-decision framework has
recently been presented for marine structures Collette and Lynch (2013).
Using Bayesian inference to build a multivariate PDF, Zrate, Caicedo, Yu, and Ziehl
(2012) presented a framework to update and predict crack length as a function of the num-
ber of cycles in structural elements subjected to fatigue. Crack length prognosis in this
model is for a specific test specimen and the updating technique heavily relies on an accu-
rate posterior stress intensity factor. Similarly, Straub (2009) proposed a Dynamic Bayesian
Network (DBN) to characterize the stochastic deterioration process and determine the re-
liability of structural elements from updating with propagated crack lengths. Also using
Bayesian analysis, Meulen and Hageman (2013) predicted fatigue accumulation using data
from Fatigue Damage Sensor (FDS)s. FDSs consist of a notched sensing foil mounted to a
base foil which is either spot welded or glued to the location in consideration. It has been
shown that through visual inspection of the sensing foil’s crack propagation that an accurate
stress time history is recorded within the sensor and ultimately has been used to predict fa-
2
tigue lifetime estimates within 20% of those produced by traditional strain sensors and rain
flow counting methods. Stull, Earls, and Koutsourelakis (2011) developed a general com-
putational framework to enable model-based hull structural monitoring using large scale
and scope condition assessment problems. Similarly, by combining BNs and structural re-
liability methods Straub and Der Kiureghian (2010) created a computational framework for
reliability and risk analysis of engineering structures for application to decision support in
near-real-time under evolving information.
Further application of BNs in the realm of Risk Based Inspection for fatigue damages
has been completed by Goyet, Rouhan, L’Haridon, and Gomes (2011) who introduced a
Probabilistic System Approach including economical optimization of the Floating Produc-
tion Storage and Offloading (FPSO) service life based on a hierarchical model of the hull
and used BNs to propagate probabilities from component level to the system level.
Heredia-Zavoni, Silva-Gonzalez, and Montes-Iturrizaga (2008) presented a general frame-
work for integrity management of offshore steel structures allowing for the risk based plan-
ning of inspection and maintenance activities accounting for both deterioration and dam-
age processes using a BN for decision-making. The proposed Risk Based Inspection (RBI)
framework combines damage processes and uses a threshold acceptable total system fail-
ure probability to dictate optimal inspection points. Sorensen (2011) explored the use of
Bayesian pre-posterior decision theory to evaluate deterioration from various sources be-
ing monitored and inspected. Further supporting the use of BNs in application to RBIs of
vessel structural health, Tammer and Kaminski (2013) reviewed the use of this methodol-
ogy for determining the inspection scope, and inspection intervals of FPSOs in application
to fatigue related degradation, determining it to have an inevitable role in future decision-
making. Although there has been application of Bayesian statistics for evaluation of struc-
tural health and inspection periodicity, use of BNs and Influence Diagram (ID)s for synthe-
sis of multiple data types for structural health model updating and decision-making has not
been explored. Leveraging data fusion–the process of integrating multiple stochastic data
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types and sources representing the same real-world object into a consistent, accurate, and
useful representation Klein (2007)–is presently being overlooked.
While collecting data to analyze the structural degradation of a vessel is challenging
during its life-cycle, it is an even greater challenge in the moments after an incident. Vessel
crews are required to respond rapidly to address the damage state, and, if possible, mitigate
the risk of losing the vessel. Assuring vessel stability is typically the primary concern as
capsize inevitably leads to sinking. Next most important, and often strongly coupled to sta-
bility, is the structural state. Loss of structural integrity as was observed in the case of the
MOL Comfort also leads to an inevitable loss of the ship. In the case of the grounding of
the HMS Nottingham, shoring of the forward engine room bulkhead maintained the vessel
stability and ultimately saved the ship. Damaged compartments were flooded and subse-
quently sealed, leaving the crew with very limited data for subsequent decision-making.
The ability to fuse post-damage visually inspected structural data gathered with significant
uncertainty for decision support does not currently exist. Further, a rapidly deployable
sensor to measure strain on damaged or undamaged components to aid in post-damage
assessment, also, does not exist.
Using DBNs, data synthesis can be performed in real-time. Presently, Damage Control
System (DCS)s are designed to pass information to the crew in the event of fire or flooding,
however, their extension to decision support systems to ensure the safety and operational
stability of modern ships is limited Calabrese, Corallo, Margherita, and Zizzari (2012).
These systems primarily address stability Bole (2007) and there is a lack of investigation
into support for a damaged vessel’s route planning. A hybrid Knowledge-based Decision
Support System (KDSS) was presented by Calabrese et al. (2012) for management of crew
endangering events. Pollution prevention and risk were investigated by Balmat, Lafont,
Maifret, and Pessel (2011) using a fuzzy logic approach. To manage stability in the event of
flooding Hu, Ma, and Ji (2013) presented a M-H Method-Based Decision Support System
(MHDSS) to provide real-time decision-making assistance. Present work does not address
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a vessel’s structure in DCS decision support strategies and a D2D framework does not exist.
1.1 Motivation
From design, to as-built, to in-service, a vessel’s structural condition becomes increasingly
less certain. Damage to the ship’s structure during its service-life further compounds this
uncertainty. Not only is an accurate understanding of a vessel’s structure critical to its
operational safety, it can also expand its operational capabilities and yield cost-reducing
maintenance decisions. Service life extension and deployment directly rely upon an ac-
curate understanding of the state of structural health. Further, in the event of damage,
accurate structural assessment is critical to the decision-making that ensues in the moments
after the event and up until the vessel is repaired. Decisions presently are made with limited
information pertaining to the present and future vessel state.
Our ability to sense and record structural performance characteristic data has improved
dramatically over the past several decades by using new sensor and data acquisition systems
Wang, Lynch, and Sohn (2014). These new systems afford the user with high accuracy and
sampling rates; however, we are left with a plethora of data but remain thirsty for informa-
tion Collette and Lynch (2013). Additionally, these new sensing systems are not well suited
for application to details within the expansively located set of watertight compartments that
make up a marine structure. Thus, we are left with two major challenges. First, develop
a framework to interpret and synthesize data related to structural reliability characteristics
of a vessel during its operation. This framework should ideally be capable of accurate
updating with evidence that need not be acquired by the monitoring systems unsuitable
for marine application. Second, should the framework require updating with evidence that
cannot be ascertained from physical, visual observation, develop a sensing method that
provides data to the framework for more accurate updating while being compatible with
the marine structure’s particular configuration and operating requirements.
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1.2 Research Overview
Using the BN framework, a data fusion approach is developed to interpret the evidence
observed from a deteriorating ship. Deterioration can be characterized as that which occurs
during the normal operational profile throughout the life cycle or that which occurs much
more rapidly after the vessel’s structure has undergone significant damage. Common-cause
failures and fleet operation enable the network technique to be adapted to either deteriora-
tion case.
During evaluation of the updating power from visually observable permanent set, it
was discovered that for the pressure regime in which permanent set is not experienced, that
there lacks sufficient model updating power. This led to the development of a measurement
instrument, SAS, that can record the maximum experienced strain on a marine structure
with minimal installation and operational requirements.
1.3 Research Contribution
In this dissertation, a framework for interpreting evidence acquired with uncertainty from
different observations to produce a more accurate understanding of underlying design-stage
engineering models has been proposed. Considered evidence comprises only of physical
observation and a novel strain gauge invented herein for marine structural monitoring. The
more accurate engineering models produced for assessing structural reliability are lever-
aged during the vessel’s service life for inspection decision-making and post-damage for
route planning decision-making. Structural reliability focused on fatigue life characteristics
are used in both the route planning method, damaged state, and in the risk based inspection
approach as a proxy for safety. The fatigue approach was based on both stress life (S-N)
and fracture mechanics. The primary contributions of this thesis can be summarized as:
1. A fleet-wide structural monitoring data fusion D2D technique is developed utilizing
parametrically encoded BNs to synthesize distinct physical structural observation
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and sensor input for structural reliability prognosis and maintenance decision sup-
port. This framework represents the first time successful data fusion has been shown.
Leveraging common-cause failures such as corrosion or cyclic loading, it is possi-
ble to synthesize observation of the resulting degradation mechanisms for one vessel
and across vessels operating in a fleet. Static BNs for each vessel within the fleet
are established at both the present point in time from which evidence is acquired and
a future point at which inspection is being considered. Using Monte Carlo simu-
lated data as evidence to varying numbers of ships within the fleet, for those ships
which evidence is not provided, the updating accuracy is assessed and demonstrated
significant updating power and data synthesis capability.
2. A D2D data fusion framework is developed which produces real-time decision-making
support for route planning after sustaining damage. This fusion framework repre-
sents the first post-damage decision support tool accounting for structural integrity.
Amalgamating the before damage structural state with both operating conditions and
post-damage assessment from the rapidly deployable strain gauge invented and de-
veloped herein, the novel data fusion technique is extended for real-time decision
support. The BN framework is extended from static to dynamic; and by addition of
decision and utility nodes creates a Dynamic Influence Diagram (DID). Evidence
is provided from physical observation of deterioration by way of crack growth, with
measurement uncertainty, and the strain gauge data. Data fusion capabilities are
demonstrated from common-cause visually observable failures and by way of multi-
ship synthesis.
3. Invention and testing of SAS for integration into the above-mentioned frameworks
Groden and Collette (2016b). The SAS is the first completely 3D printable strain
gauge. It is mechanical, stand-alone, cost-effective, rapidly deployable, non-destructive
and capable of recording real-time and maximum experienced strain about multiple
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axes with optical data output requiring no electrical input or data acquisition system.
The same characteristics that make SAS well suited to the shipboard environment are
also valuable in the fabrication process in the shipyard. SAS was tested to measure
residual stress and distortion during and after weld processes benchmarked against
conventional piezoelectric strain gauges.
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CHAPTER 2
Background of Bayesian Methods
2.1 Introduction
The data synthesis framework explored throughout this body of work relies upon BNs
and their extension to IDs as a decision support tool. This chapter aims to introduce BNs,
their construction, updating approaches, extension to Influence Diagrams, and finally utility
function construction which Influence Diagrams heavily rely upon.
2.2 Bayesian Networks
A BN is a probabilistic graphical model representing a set of random variables and their
conditional dependencies via a Directed Acyclic Graph (DAG) compactly encoding full
joint probability distributions Kjaerulff and Madsen (2008). Random variables are repre-
sented by nodes connected by edges indicating the flow and direction of conditional depen-
dence. The causal relationship between variables represented by nodes is easily ascertained
from the graph. Figure 2.1 demonstrates a simple BN model to determine the probability of
being late for work. It can be seen that being late for work is dependent upon the probability
of missing the bus, rising late, alarm clock failure, and oversleeping.
Each node contains a Conditional Probability Table (CPT) including the probabilities
that the random variable represented by the node assumes each of its possible states given
9
Figure 2.1: BN example
all combinations of its parent nodes. For example, the alarm clock failure and oversleeping
are parent nodes to getting up late.
Example CPTs for the network are provided in tables 2.1 through 2.5.
Alarm Clock Failure
Yes 0.5
No 0.5
Table 2.1: Oversleeping CPT
Oversleeping
Yes 0.1
No 0.9
Table 2.2: Alarm Clock Failure CPT
BNs are fundamentally based on Bayes’ theorem which include likelihood, prior, and
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Rising Late
Oversleeping Alarm Clock Failure Yes No
Yes No 0.9 0.1
Yes Yes 1 0
No No 0.05 0.95
No Yes 0.8 0.2
Table 2.3: Rising Late CPT
Rising Late
Missing Bus Yes No
Yes 0.7 0.2
No 0.3 0.8
Table 2.4: Missing Bus CPT
Missing Bus
Late for Work Yes No
Yes 0.9 0.3
No 0.1 0.7
Table 2.5: Late for Work CPT
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conditional probabilities to produce the posterior probability.
P (A|B) = P (B|A)P (A)
P (B)
(2.1)
Using the chain rule, equation 2.2, we can find the probability density function for any
random variable for an assumed state using the defined conditional probability tables. If
we consider random variables A and B to be parent nodes to variable C we can find a
probability density function for any state of C.
P (An, ..., A1) = P (An|An−1, ..., A1) ∗ P (An−1, ..., A1) (2.2)
P (C) =
∑
B
∑
A
P (A,B)P (B|A)P (A) (2.3)
2.3 Bayesian Inference
Realizing the utility of a BN requires inference. Inference of a BN is an NP-hard prob-
lem Cooper (1990) with many solution algorithms. This work utilizes the HUGIN Expert
software package which employs the junction tree algorithm, one of the most widely used
exact inference algorithms developed by Jensen, Lauritzen, and Olesen (1990) and Lau-
ritzen and Spiegelhalter (1988). Using message passing derived from the network structure
the junction tree algorithm achieves efficient inference over large networks. Madsen and
Jensen (1999) go into great depth describing the construction of the junction tree algorithm
which can be concisely explained by the following steps:
1. Moralize the graph. A moral graph is one without directed edges. All directed edges
are thereby changed to undirected. Additionally, if an edge does not already connect
a set of parents, an undirected edge is added between them.
2. Create clusters. This step is known as triangulation and produces the structure which
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Figure 2.2: Simple BN
can be used for propagation for all information scenarios. By determining the node
with minimum weight, its neighbors and itself become a cluster. Once the cluster is
identified, the node with minimum weight is removed and process is repeated until
no nodes remain. A node’s weight is defined as the number of edges that need to be
added to its neighbors to ensure that a complete subgraph is created. A subgraph is
one in which every pair of distinct nodes is connected by an edge. Finally, a subgraph
must not be contained in any larger complete subgraph.
3. Creation of a junction tree. All clusters that are a subset of another cluster are re-
moved from the list of clusters. The remaining clusters (n) are then connected by
(n − 1) edges governed by coinciding subsets. A subset between two clusters is re-
quired to establish an edge. Separators are established as common subsets between
the clusters. Each edge between clusters includes an intermediate separator chosen
as the largest subset between the adjacent clusters.
4. Propagation in junction tree. By message passing between clusters, evidence is col-
lected and distributed throughout the framework. Marginal distributions for each
node are established by using the the cluster’s potential and assembly of incoming
messages. Thereby the posterior distribution of each node is determined.
Propagation is the most involved on the steps and the HUGIN Software relies on the so
called HUGIN architecture which is very time efficient Jensen et al. (1990). To understand
how this works we will consider a simple BN as depicted in figure 2.2.
The junction tree of the above BN can be seen in figure 2.3 where the rectangular node
is the separator and the two ovular nodes are clusters. We will denote the cluster comprising
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Figure 2.3: Simple BN’s junction tree
of a and b as cluster x and the cluster comprising of b and c as y; the separator comprising
of b will be denoted as separator s. A potential field is defined as a function over a set of
variables where an instantiation of these variables is mapped to a non-negative number. To
establish the basis for message passing between the clusters x and y we must establish the
potential tables, which are defined as:
ψx = P (B|A)P (A) (2.4)
ψy = P (C|B) (2.5)
If evidence is observed on one of the random variables, we must account for this in the
potential tables. For example, if evidence is observed on either node b or node c, we must
update the cluster, x and the potential s accordingly. These can be obtained:
ψ∗x = ψx
φ∗s
φs
(2.6)
φ∗s =
∑
w/s
ψy (2.7)
Where ∗s indicate updated potentials. Updated probabilities can then be found from
their associated clusters:
P (A) =
∑
B
ψ∗x (2.8)
P (B) =
∑
C
ψ∗y (2.9)
14
P (C) =
∑
B
ψ∗y (2.10)
Message passing within a junction tree requires the collection of evidence and the dis-
tribution of evidence, which are done in separate steps. Clusters may only send a message
after they have received messages from all of their neighbors. The passed separator poten-
tials are combined with the potentials of clusters to which they are passed. Their combina-
tion can then be passed onward until the message reaches the cluster containing the random
variable being queried. Full propagation is completed after this collection and distribution
of evidence is performed. For queries on random variables other than the initial, the joint
probability distribution on the cluster containing the variable can be found by joining its
incoming messages and the cluster’s potential.
The difficulty in solving the junction tree algorithm can be characterized by the size of
the conditional probability tables on each of the random variable nodes which grow expo-
nentially with the number of parents, the number and length of each cycle in the junction
tree graph and the use of continuous or discrete random variable nodes. This is because
evaluation of the junction tree requires the computation of the posterior probability distri-
butions for all random variable nodes given the evidence, the probability of the evidence
set, and the joint probability distributions.
2.4 Bayesian Networks to Interpret Structural Monitor-
ing Data
2.4.1 Bayesian Network Construction
The BN in figure 2.4 is called a diverging connection. This means that evidence from either
child node may be transmitted through the parent so long as the state of the parent is not
known. If both edges were reversed, the connection would be converging and evidence
can only be transmitted if ∆S or a descendant is the variable on which it was observed. If
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one edge were reversed, the connection would be serial. Here evidence can be transmitted
unless the state of ∆S is known. By using diverging connections, data synthesis is readily
facilitated for underlying characteristics using probabilistically dependent observations. It
is important to recognize that data flow from evidence within a BN is therefore not governed
by the direction of the edges. The connection type and location of the evidence observed
within the DAG structure govern the flow of data through the network. Edge direction only
indicates causality.
The goal of the BNs within this work are to develop revised parameter estimates of the
independent variables from the structural models being encoded. A parametric encoding
technique was used within this work. Parametric encoding requires far fewer observations
than non-parametric methods in order to accurately estimate the underlying distribution
James, Witten, Hastie, and Tibshirani (2013). Additionally, the variable ranges modeled
by parametric encoding are larger, increasing the considered space. Inspection evidence
is provided to the network to update the independent structural model parameters through
inference; a more accurate representation of the reliability model is realized for prognosis
and decision support.
2.4.2 Structural Health Monitoring Data Synthesis
BNs afford the user with great flexibility in data synthesis and forecast updating from obser-
vations with and without certainty. Bayes’ rule provides the basis to determine the degree
of belief in a hypothesis based on the considered evidence. Providing a BN with evidence
and performing inference produces a set of posterior probability distributions for the re-
lated variables. These posterior distributions represent hypothesis beliefs for the applied
evidence and can be used to reassess the distributions for the nodes on which evidence is
applied. Thus, if a considered structural degradation mechanism is considered a child node
of some set of structural characteristics, when evidence is observed and provided to the net-
work’s degradation node, the structural characteristics’ distribution driving the degradation
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Figure 2.4: BN demonstrating structural reliability prognosis capability
is updated to better reflect the present state of the vessel’s structure. Some of these char-
acteristics are time-invariant which improves the prognosis of the framework significantly.
Figure 2.4 depicts this phenomenon simply. The stress range probability distribution gov-
erning fatigue crack length is time-invariant. Observation of the fatigue crack length at the
first timestep produces, through inference, an updated distribution for ∆S, which yields a
more accurate prognosis of crack length at the future timestep given a number of expected
cycles of stress.
Revised parameter estimates can be achieved through updating with one observed piece
of evidence such as crack length or can be updating with multiple pieces of evidence, as
can be seen in figure 2.5. Permanent set is a result of the extreme stress placed on a
member. Thus, there is causality from the underlying stress range distribution and the
observed permanent set. Using inference once again, the distribution of the stress range
is updated, but with both pieces of evidence to further improve the underlying actual in-
service stress distribution. Thereby, the BN framework serves as a tool for synthesizing
pieces of evidence with uncertainty.
2.5 Dynamic Bayesian Networks
Adapting the BN framework to model a dynamic system requires a special class of BNs
called DBNs. Dynamic systems operating with real-time feedback require adaptation of
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Figure 2.5: BN demonstrating structural reliability prognosis capability with data synthesis
from permanent set and fatigue crack length
the conventional DAG to produce relevant information. A DBN interprets multiple past
static networks and as time progresses, adds new networks for each time slice.
Each timestep’s static network relates random variables to their adjacent timestep static
networks. Links between variables to adjacent time-slices are know as temporal links. The
interface of a time-slice is considered the set of variables that have parents in the previous
time-slice. For example, in figure 2.6, variables a and b are both considered a part of the
interface and the edges which connect them are temporal links.
This depicted representation is known as unrolling the dynamic model for the desired
number of timesteps. For a given point in time a DBN is static as it consists of a discrete
set of static networks representing all past time slices and future points in time for which
a prognosis is desired. Once the network is unrolled, conventional inference approaches
such as junction tree may be applied. Within this work the HUGIN Expert engine is based
upon an unrolling technique with junction tree inference.
After unrolling, smoothing, filtering, and prediction are solved with inference algo-
rithms such as the junction tree. Smoothing is the process of querying about the state of
the system at a previous timestep given evidence about the system at the current timestep,
filtering is the process of querying about the state of the system at the current time, and pre-
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Figure 2.6: Dynamic BN time slice model
diction is the process of querying about the state of the system at a future timestep Kjaerulff
and Madsen (2008), Shachter (1988), Tatman and Shachter (1990). Figure 2.6 depicts the
unrolling of a basic DBN and the relationships with smoothing and prediction. Alterna-
tive inference techniques are available that can solve a DBN analytically. When all of the
CPTs are linear Gaussian, Bayesian linear regression Carlin, Louis, and Carlin (2009) or a
Kalman filter can be utilized for an analytical solution Kalman (1960). Additionally, more
advanced methods providing ”online inference” that can solve DBNs efficiently for many
timesteps using constant memory were introduced by Murphy (2002). Should the number
of network timesteps become intractable for the unrolling technique, Murphy’s method can
be employed.
As was demonstrated in section 2.4.2, the BN framework allows for data synthesis and
input of inspection evidence for more accurate prognosis. For situations where evidence
is observed in real-time, such as post-damage states, a DBN is well suited to capture and
synthesize the data. By modeling crack growth parameters and crack growth itself within a
DBN framework, evidence can be applied when it is observed and subsequent predictions
can be updated in real-time.
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Figure 2.7: Example Influence Diagram
2.6 Influence Diagrams
Through the addition of utility functions and decision nodes, it is possible to use BNs as a
decision support tool. Networks augmented with the utility and decision nodes are known
as IDs and are compact representations of a joint expected utility function. The solution
to a decision problem is a matter of determining the strategy that will provide the high-
est expected utility value to the decision maker Kjaerulff and Madsen (2008). Therefore,
construction of a utility function accurately representing the value of the potential strate-
gies is critical to the effectiveness of the ID’s ability to provide decision support. An ID
is a BN augmented with utility functions and decision nodes represented by diamond and
rectangular shapes respectively, figure 2.7.
To properly construct an influence diagram, it is important to recognize that they model
a decision scenario with a fixed sequence of decisions and a single decision maker. Edge
direction is critical to the model and the sequence being considered, namely:
• Any time an edge places a decision node as a child, the nodes serving as its parents
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must be known prior to making the decision
• When an edge places a decision node as a parent of a random variable node, this as
per conventional BN construction indicates probabilistic dependence
• Edges placed into a utility node again indicate functional dependence
Similar to a BN, IDs rely on the chain rule for finding the expected utility as can be
seen below. This demonstrates that an ID is a high level specification language for decision
trees and a representation of a joint expected utility function.
EU(ai) =
∑
j
U(ai, hj)P (hj|) (2.11)
Strategies are encoded by the potential states of each BN decision node. Utility func-
tions provide a utility value for each combination of related node states. Once the max-
imum expected utility value is determined, the corresponding strategy states are selected
and presented as the optimal decision given the evidence provided.
a∗ = argmaxEU(a) (2.12)
Where a∗ is the option which maximizes the expected utility and a is a decision belonging
to the set of possible options A.
To solve an influence diagram, the
∑−max −∑−rule is used. This works by first
eliminating the decision variables by maximization and then eliminating the chance vari-
ables by summation. One decision is solved at a time, thus, the network is effectively
rolled-back and collapsed. Where UD is a universe of decision variables and UC is a uni-
verse of random variables. D1 through Dn are the decisions existing within the framework
and EU is the expected utility. ∆ˆ is the optimal strategy which consists of one optimal
policy for each decision. x0 is the set of variables observed initially, xi is the set of vari-
ables observed after Di and before Dn+1 and xn is the set of variables never observed or
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observed after Dn.
EU(∆ˆ) =
∑
x0
maxD1
∑
x1
maxDn · · ·
∑
xn
EU(UD, UC) (2.13)
The results of this method provide the user with a set of optimal policies given all com-
binations of evidence and a set of expected values for decisions made given any combina-
tion of evidence. Both of these can be particularly useful. In the case of decision-making
in a disaster situation requiring rapid computation, the set of optimal policies can simply
be parsed given the evidence data. This is of course assuming that the utility function and
network structure were established prior to the event and adequately model the preferences
of the situation. Expected utility values for chosen decisions are useful when determining
the utility function construction and the network structure as a whole. For differing util-
ity function constructions and weights, the distribution of expected value can be observed
across all decision combination and the network behavior can be more rapidly understood.
Iterating through tuning parameters and configurations can be performed more effectively
by using these values as indicators.
2.7 Utility Function Construction
In order to construct an ID that serves to support decision-making, it is necessary to create
a utility function that accurately represents the decision maker’s preferences. Preferences
are captured in a utility function which assigns a value to represent a given state of each
attribute affecting utility. For models with more than one attribute, multi-attribute utility
theory needs to be considered. If uncertainty is present in the attribute domains, there are
additional characteristics of the utility function that need to be evaluated for independence.
In this body of work all of the utility functions are developed as a part of an Influ-
ence Diagram which is based upon a BN, thus, all attributes that are a part of the utility
have uncertainty. Additionally, in all cases within these network structures utilities are
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evaluated with multiple attributes. Therefore, it is necessary to consider rules governing
multi-attribute preferences under uncertainty. Within utility theory, these characteristics
pose the most mathematically complex type to consider and also the most restrictive in
construction nature.
Utility function independence conditions include preferential independence, utility in-
dependence, and additive independence in order of increasing rigor. For sets of additive
independence, preferential independence, and utility independence assumptions among the
attributes Xi; i = 1, ..., n, imply a utility function of the form:
U(X1, X2, ...Xn) = f(u1(x1), u2(x2), ...un(xn)) (2.14)
Where xi is a specific amount of Xi, f is a scalar valued function and ui is a utility
function over Xi, Keeney and Raiffa (1993).
Preferential independence is the most basic of the independence conditions and can be
defined as follows. Two attributes, X1 and X2, are preferentially independent of a third
attribute, X3, if the preference between the outcomes < x1, x2, x3 > and < x′1, x
′
2, x3 >
does not depend on the particular value x3 of attribute X3, Russell, Norvig, and Davis
(2010).
Utility independence is slightly more restrictive than preferential independence with an
extension to lotteries. For utility functions validity assurance with uncertainty in attribute
domains this extension to lotteries is critical. Two attributes, X1 and X2, are utility inde-
pendent if the preference between lotteries on attribute X1 is independent of the particular
values of the attribute X2.
Finally, additive independence is the most restrictive of independence conditions. Two
attributes X1 and X2 are additive independent if the paired preference comparison of any
two lotteries, defined by two joint probability distributions on X1 by X2 depends on their
marginal distributions.
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There are three types of multi-attribute continuous utility function: additive, multiplica-
tive, and multilinear. Multilinear utility functions are a generalization of both the additive
and multiplicative utility functions. If some attributes are independent in preference inter-
action while other attributes have dependence in preference, the multilinear is well suited.
Additive utility is the simplest but also is the most restrictive of forms assuming that
there is no interaction in preference between the attributes. In other words, the utility of one
attribute is independent of all other attributes. Additive utility functions can be used iff both
additive independence and preferential independence conditions are satisfied. Additive
independence assures that for a loss of some number of utility units on one attribute and
equivalent gain on another, the resulting utility remains unchanged. The general form of
additive utility is below where k is a single attribute weighting constant. One equation is
needed per attribute to solve weighting terms via a set of simultaneous equations.
U(x) =
∑
kiUi(xi) (2.15)
Multiplicative utility can be used iff preferential independence and utility independence
conditions are satisfied. Its general form can be seen in equation 2.16.
U(x) =
1
K
(Π[KkiUi(xi) + 1]− 1) (2.16)
With the weighting factors satisfying:
1 +K = Π(1 +Kki) (2.17)
K is a normalizing constant which scales U(x) from 0 to 1. ki remains the single
attribute scaling constant. Multilinear’s form is a combination of multiplicative and addi-
tive with dependent attributes being multiplied and all sets of independent attributes being
added.
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2.8 Conclusions
The BN framework presented serves as the basis for data fusion within this body of work.
Data fusion produces more accurate information. Accurate information to the decision
maker is important but even more so is a method for information interpretation accounting
for the decision maker’s preferences. Decision support is possible via augmentation of the
BN framework with utility and decision nodes.
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CHAPTER 3
Fusing Fleet In-Service Measurements Using
Bayesian Networks
3.1 Introduction
Readiness, reliability, remaining service life, and the potential for service life extension are
all critical factors in managing a fleet of vessels. Changes in the economic climate, tech-
nology developments increasing the procurement costs, and operational constraints all can
result in the need to extend a vessel beyond its initial design service life. Readiness and
reliability are critical to military operations and of significant cost consequence to commer-
cial shipping. Understanding the health and state of individual vessels and the fleet they
comprise is critical to making service life extensions decisions, maintenance decisions, and
ultimately deployment. Decisions presently are made with limited information pertain-
ing to the present and future vessel state. This section explores a BN approach to fusing
in-service failure records to update underlying degradation models and provide enhanced
estimates of future vessel states for extension to inspection extent decision support.
Our ability to sense and gather data related to the operating conditions and vessel health
has recently increased. The development of monitoring systems that measure proxies for
structural health has led to an abundance of data. Identifying and interpreting data to pro-
duce meaningful information is key. We have quickly realized that the challenge lies less
in data acquisition; it is rather in the production of meaningful information and hence im-
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proved decisions from the data. Given the current challenge of turning monitoring data into
improved decisions, it is difficult to convince ship owners to place a plethora of sensors and
data acquisitions systems onboard. Fortunately, vessels provide a number of innate prox-
ies for structural health degradation that can be taken from the physical record on the ship
itself. Two of such indicators are observed permanent set and initiated cracks from struc-
tural fatigue. The utility of this data has not been as extensively explored in the research
community to date.
Furthermore, fusion (definition provided in Chapter 1) of different types of measure-
ments relating to degradation processes has not yet been demonstrated in the literature.
However, as many degradation mechanisms share common underlying processes (e.g. ves-
sel loading) the ability to infer common-cause failures appears attractive. Additionally,
many companies and governments operate small fleets of similar vessels which could also
allow for intra-fleet vessel fusion of data. If we can effectively synthesize data across fail-
ure modes and vessel fleets, we can reduce the need for complex sensor arrays. If this data
is from visually detectable sources, sensor arrays could be reduced even further. Within
the following section an exploration of synthesizing visually observable deterioration with
a BN framework is presented.
3.2 Literature Review
The following was largely taken from Groden and Collette (2016a) which is under review
and is entirely the work of the author. Using condition assessment techniques to perform
model updating has been investigated over recent years Salvino and Collette (2009). Sev-
eral authors have proposed frameworks for interpreting monitoring data and updating un-
derlying performance models. Salvino et al. (2009) proposed a multi-tier framework for
integrating monitoring data readings and prediction models for naval vessels. The ability
to process the large amount of data generated by monitoring systems and to intelligently
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update models continues to be an active area of development for the marine community.
Extending the initial work of Salvino et al. (2009) a data-to-decision framework has re-
cently been presented for marine structures by Collette and Lynch (2013). Stull et al. (2011)
developed a general computational framework to enable model-based hull structural health
monitoring using large scale and scope condition assessment problems. Concurrent ad-
vances in lifetime reliability frameworks show promise for future life prediction if updated
probabilistic models can be generated Ayyub, Stambaugh, McAllister, de Souza, and Webb
(2015). However, efficient means of integrating through-life models with inspection data
are still lacking.
Extensions of lifecycle and inspection monitoring approaches originally developed for
civil engineering applications have also been recently reported. Frangopol and Soliman
(2016) presented an approach for reliability updating of fatigue life on aluminum vessels.
Similarly, inspection scheduling and short-term routing have also been optimized using up-
dated reliability frameworks Dong and Frangopol (2015), Dec, Frangopol, and Zhu (2012).
In a similar vein, Zrate et al. (2012) presented a framework to update and predict crack
length as a function of the number of cycles in structural elements subjected to fatigue.
Meulen and Hageman (2013) used Bayesian analysis to predict fatigue accumulation
using data from FDS a notched sensing foil which records site-specific fatigue damage.
While these models have shown promise in including monitoring data to update design-
stage predictions, the fusion of data between failure modes and the use of visual inspection
results remain relatively unexplored.
BNs are an attractive technology for such fusion as they allow common-cause failures to
be explicitly modeled. By combining BNs with degradation models, Straub (2009) created
a computational framework multi-timestep data fusion of fatigue damage processes. This
model has been further explored and efficient inference methods have been developed for
low-probability events Zhu and Collette (2015), and marine applications.
This previous work has presented probabilistic frameworks for RBI of marine struc-
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tures, evaluated BN topology for inspection intervals, and updated structural performance
models with monitoring data. However, efforts to fuse common-cause failures in the BN, or
infer over a broad class of failures on multiple similar platforms have not been attempted.
The BN model presented in this work demonstrates the data fusion and updating capability
that can be realized from fatigue failures, and permanent set. A fatigue failure is consid-
ered the initiation of a fatigue crack regardless of crack length (e.g. S-N approach). The
fatigue capacity of the structure is modeled using a probabilistic lognormal model, which
allows for efficient prediction of the probabilities of fatigue failures occurring over time
Zhu, Groden, and Collette (2013). Hughes’ permanent set model is used, which semi-
empirically relates pressure to an approximate permanent set Hughes, Paik, and Beghin
(2010). Hughes’ permanent set method solves for permanent set resulting from a specified
pressure. In the current work, a spline curve is fitted to the result of Hughes’ model to
solve for pressure given an observed permanent set. The BN model is updated based on
observed failures, including crack initiation and permanent set. These failures are then used
to create, through Bayesian inference, posterior distributions which more closely match the
observed failures than the design-stage estimates. A range of studies, including varying
load profiles and updating at different points in the service life are completed. Different
types of inspection data- fatigue failures alone, permanent set alone, and the combination
of the two are examined. The ability of the network to update the uninspected ships at the
present point in time and update for prognosis for all vessels is demonstrated.
This section will proceed by giving a brief overview of the fatigue, probabilistic loading,
and permanent set models. Then the formulation of a BN built from these models will be
presented. The resulting network’s ability to more accurately predict the structural health
at present and future points in time is then investigated with and without imposed evidence.
Different combinations of evidence and the number of vessels inspected will be explored.
Finally, extension to using the more accurate updated model to inform inspection extent
decision-making is investigated.
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3.3 Framework Methodology
The overall methodology used includes probabilistic models of loading, fatigue failures,
and permanent set in a stiffened grillage. These individual probabilistic models are in-
tegrated parametrically through a BN, which allows compact expression of conditional
dependence between the different failure modes. This network is then used to interpret
in-service failure histories, which are presented as evidence to the network. By performing
Bayesian inference, the network can then update the underlying probabilistic models to
better agree with the in-service observations. Monte-Carlo simulation is conducted to test
and validate the network.
3.3.1 S-N Crack Initiation Model
Marine structures are inherently susceptible to fatigue failures. Cyclic stresses originat-
ing from wave induced sagging and hogging motions, though significantly less than that
required for yielding, can cause crack initiation and growth. Without repair, these cracks
grow and can cause fracture potentially resulting in catastrophic failure. Fatigue crack initi-
ation, propagation, and ultimate failure is dependent upon the material properties, geometry
of considered location, number of stress cycles, and the stress range of each cycle.
Areas surrounding weld joints are particularly susceptible to fatigue crack initiation
and Fricke (2003) provides an overview of the current approaches. For marine strength
predictions which require analysis of high-cycle fatigue, the stress-life (S-N) approach is
the most suitable option. S is the stress range and N is the number of stress cycles. S −N
curves provide a life expectancy, or cycles to failure, for a given material over variable or
constant amplitude cyclic loading.
This nominal stress method does not include stress concentration factors and requires
testing of a similar structural configuration for each location requiring fatigue life charac-
terization. S-N curves are established through laboratory coupon testing where specimens
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are placed in sinusoidal loading until failure. Each specimen failure produces a single
point on the S-N plot indicating some number number of cycles sustained until failure.
Since coupons do not all fail at the same number of cycles for the same stress amplitude, a
probability distribution is formed. When plotted on lognormal axes, the S−N relationship
is lognormal.
Owing to uncertainties in material properties, manufacturing geometry, and surface
conditions, the design S −N curve is conservative to ensure the majority of details exceed
the design life. Vessel operating conditions and detail characteristics often deviate from
the design considerations and produce undesirable fatigue life expectancy. Interpretation
of inspection and monitoring data makes it possible to update the design S − N curve to
better match what is being observed on the operating structure. Should the S − N curve
be shifted such that the expected fatigue life is unacceptable, more frequent inspection or
repair can be evaluated to prevent premature fatigue failure.
The fatigue capacity model used was presented previously by Collette (2011). The
fatigue initiation model employs the traditional S − N fatigue life approach where it is
possible to predict the fatigue life of a particular detail under cyclic stress:
N =
A
(∆σ)m
(3.1)
In this equationN is the number of cycles to failure, ∆σ is the equivalent stress range acting
on the fatigue location, and A and m are experimentally determined constants. Equation
3.1 is only relevant to constant amplitude loading. Vessel operation often cannot be char-
acterized by constant amplitude loading; varying sea states, cargo loads and position, and
high operating speeds all contribute to loading variable amplitude cyclic loading of the hull
structure.
To determine the fatigue life under non-constant loading, a cumulative damage ap-
proach must be adopted. The Palmgren-Miner cumulative damage rule is most commonly
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used and can be applied to the basic S-N relationship Shigley (1989). For a discrete num-
ber of stress ranges, k, summation of the ratio of cycles sustained within each stress range
to the number of cycles to failure for that range, a linear accumulation of damage is real-
ized. Dcr is the experimentally determined cumulative damage index and within this work
considered to be one, meaning that when Dcr is greater than or equal to one, the consid-
ered detail will sustain fatigue failure. Ni is the number of cycles to failure for a given
stress range and ni is the number of cycles experienced at that stress. The Palmgren-Miner
cumulative damage rule can be expressed as:
Dcr = Σ
ni
Ni
(3.2)
Combining equations 3.1 and 3.2, we obtain an expression for the fatigue initiation life N
with the inclusion of the stress uncertainty factor kf .
N =
ADcr
kmf (∆σ)
m
(3.3)
Since both equations 3.1 and 3.2 include experimentally determined coefficients with
significant experimental scatter, the fatigue problem has significant investigation into prob-
abilistic modeling. Therefore, the as-built vessel details have large amounts of scatter about
the design S-N curve, thus, a stochastic approach to the fatigue life is necessary.
In this model, it is assumed that A, Dcr, and kf all follow a lognormal distribution
with ∆σ and m constant. The lognormal distribution is dependent upon shape and scale
parameters ζ and λ respectively. Assuming the stochastic variables follow lognormal dis-
tributions, the lognormal distribution of N will follow a lognormal distribution with the
following parameters:
λ = λDcr + λA −m
(
λkf + ln(∆(σ))
)
(3.4)
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ζ =
√
ζ2Dcr + ζ
2
A + (mζkf )
2 (3.5)
The lognormal distribution has the following probability density function and has pre-
viously been shown to be a reasonable fit for ship-like structures fatigue data Collette and
Incecik (2006):
p(x) =
1
ζ
√
2pix
exp
(
− (ln(x)− λ)
2
2ζ2
)
(3.6)
Under these assumptions, it can be shown that N also follows a lognormal distribution.
With this distribution, an analytical solution to the crack initiation reliability problem is
available without resorting to methods such as First Order Reliability Method (FORM).
Importantly, both the instantaneous probability and the cumulative probability of a crack
occurring at any point in time corresponding to a number of stress cycles can be readily
determined and used in an updating framework.
This model is extended via an efficient formula, based upon the binomial distribution,
for forecasting the expected number of fatigue cracks over time in grillage-type structures
with multiple identical fatigue-prone detail is as follows:
P (n) =
d!
n!(d− n)!
[
(1− p)(d−n)pn] (3.7)
P (n) is the probability of n cracks occurring at an instant in time, d is the number of details
on the considered grillage, and p is the probability of a crack occurring at an instant in time
associated with a number of experienced stress cycles from equation 3.3.
3.3.2 Probabilistic Loading
The loading for both fatigue failures and permanent set is common; in this work only lateral
pressure is considered. The BN parametrically encodes a probabilistic pressure distribution
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for application to the permanent set and fatigue models. The stresses considered in the fa-
tigue model are directly proportional to the pressure described by a two-parameter Weibull
distribution; independence is assumed between successive pressure peaks. A Weibull dis-
tribution was chosen for its ease of modeling different lifetime data through modification of
the scale and shape parameters. Modification of the shape parameter, β, provides models
with either infant mortality or failures increasing over time. A scale parameter, α, dictates
the range for which the distribution is defined. The Probability Density Function (PDF)
and Cumulative Distribution Function (CDF) of the Weibull distribution are given by:
f(x) =
β
α
(
x
α
)β−1
e−(x/α)
β
(3.8)
F (x) = 1− e−(x/α)β (3.9)
An equivalent constant amplitude stress range can be determined by taking expected
moments of the Weibull pressure distribution and used with the fatigue model presented
previously. While the Weibull distribution will govern the fatigue damage process, per-
manent set is governed instead by the extreme pressure experienced during the entire op-
erational lifecycle of the asset. If the individual loads follow a Weibull distribution, the
highest load out of n repeated samples will approach a Gumbel extreme value distribution
as n grows Gumbel (2004). Gumbel distributions are used to model the distribution of
the maximum or minimum of a number of samples of various distributions, in this case
Weibull. The PDF and CDF of the Gumbel distribution are given by:
f(x) =
1
σ
exp
(
− x− xn
σ
− exp
(
− x− xn
σ
))
(3.10)
F (x) = exp
(
− exp
(
− x− xn
σ
))
(3.11)
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Soares and Teixeira (2000) proposed an approximate formulation to determine the pa-
rameters of the extreme value Gumbel distribution from the underlying Weibull distribution
given a number of cycles, n:
xn = a(ln(n))
1/β (3.12)
σ =
a
β
(ln(n))1/(β−1) (3.13)
These relationships are used to find the Gumbel distribution’s scale and shape parame-
ters that correlate to the Gumbel distribution’s extreme values, which provide distributions
for the permanent set and fatigue models.
3.3.3 Permanent Set Model
Ship shell structures consist of stiffened plates, and longitudinal and transverse frames.
When the pressure exerted on the external shell exceeds the elastic limit, the plate deforms
permanently, known as permanent set. The ultimate pressure a plate can withstand is far
greater than that experienced causing the onset of permanent set. Permanent set of plates
is a common phenomenon and is of little concern except for protection against blast and
collision and in serviceability requirements. Since many hull shell structures experience
permanent set during operation, it is a conveniently available measure of an approximate
maximum experienced pressure on the hull; permanent set serves as a record of the highest
experienced load.
Visual inspection can quickly determine the permanent set of a plate and the highest
load experienced can be determined and used as network evidence for updating. The onset
of yield, however, does not represent the pressure limit for the plate. If permanent set is
modeled with the Gumbel extreme value distribution then the individual pressure loads
which cause fatigue damage will follow the associated Weibull distribution. Therefore,
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from observation of permanent set, it is possible to obtain a probability density function for
cyclic stress ranges from external shell pressures.
From measurement of permanent set plate dishing, the associated stress exerted on the
plate needs to be determined. There does not exist a closed form analytical solution to
relating permanent set to an applied uniform pressure because it is dependent upon elasto-
platic behavior. The semi-empirical Hughes’ method Hughes et al. (2010) was used to
model permanent set. Hughes developed this method to provide designers with the ap-
proximate load required to experience a specified amount of permanent set for a uniformly
distributed pressure as there is no analytical closed-form solution to this relationship. The
basis for this method is shown in equation 3.15 which relates the load parameter Q, per-
manent deflection of the plate wp, the plate characteristics including its dimensions and
material characteristics, and the uniform pressure. Using the relationship in equation 3.14,
the pressure associated with a permanent set and load parameter can be found.
P =
σ2yQ
E
(3.14)
Q = Qy + T (Rw)
(
∆Q0(β,
a
b
) + ∆Q1(β,
a
b
)Rw
)
(3.15)
β =
b
t
√
σy
E
(3.16)
Qy =
2√
(1− ν + ν2)β4
(
1 + 1.46
b
a
1.87)
(3.17)
−∆Q0 =
1 + 3.24β0.0687 b
a
1.389√
(1− ν + ν2)β4 (3.18)
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−∆Q1 = 1.92
b
a
1.86
β0.94
(3.19)
∆Rw =
wp
wp0
(3.20)
wp0
t
=
β2
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√
(1− ν + ν2) (3.21)
T (Rw) = (1− (1−Rw)3)0.33, Rw ≤ 1 (3.22)
A nondimensional plate slenderness ratio, β, is used to characterize all four plate parame-
ters: stiffener spacing, thickness, yield stress, and Young’s modulus. The ratio of perma-
nent set, wp, to the edge hinge value, wp0, provides a nondimensional measure of set Rw.
QY is the initial yielding load for which permanent set commences. The load parameter,
Q, has two regimes. The first is defined by QY which is non-linear, and the second being
linearly proportional defined by ∆Q0 and ∆Q1, producing a hockey-stick relationship as
can be seen in Figure 3.1. ∆Q1 is the increase of load above QY which would cause edge
hinges in an infinitely long plate (Hughes 2010). ∆Q1 provides the further increment in
the load parameter at the end of the transition zone. The notch upswing in the hockey stick
trend is a result of the yielding eventually penetrating completely through the plate thick-
ness and resulting in a fully plastic hinge. In the case of marine shell structures bounded
by constraining structural elements on all sides, plastic hinges form on each side.
3.4 Proposed Framework
The goal of the BN in this work is to develop estimates for future fatigue cracking and
extension to decision support for the scope and interval of inspections through an infer-
ence approach based on observed failures. Failures include both those in relation to fatigue
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Figure 3.1: Permanent set versus pressure from Hughes’ model showing two regimes of
response
38
crack initiation and permanent set. The considered BN can be seen in figure 3.2. In this
approach the BN encodes discrete possible values of the log scale parameter, λ, of the log-
normal distributions governing fatigue failure in equations 3.1 through 3.3, and the Gumbel
distribution scale and shape parameters for the pressure distribution in equations 3.12 and
3.13. This technique is known as parametric encoding as opposed to a conventional, direct
encoding where the discrete probability bins are established within the nodes according to
their respective distributions. In this work, the ability to update the shape parameter of
the lognormal distribution was considered in addition to the scale parameter, comprising
the mean A ∗ Dcr, mean kf , and the standard deviation A ∗ Dcr, standard deviation kf
respectively.
Figure 3.2: Proposed fatigue and set-updating network for observations on multiple ships
Three bins were designated for each of the root nodes. Each combination of parent node
bins represents a reliability model encoded within the network. This model represents 81
potential reliability models that could describe the as-built ship. The grillage node was
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given 100 statistically identical fatigue-prone details. Each detail follows the lognormal
life distribution given previously, but represents a different draw from that distribution.
Uniform non-informative priors were assumed for the initial network, indicating no prior
preference for any of the 81 potential reliability models. Network discretization and bin
boundaries are shown in table 3.1 below.
Variable Probable Range Number of States Interval Boundaries
Crack Initiation 0-100 101 0 : 1 : 100
Permanent Set (mm) 0-12.8 9 0 : 1.6 :∞
Pressure Weibull α 0.9-1.1 3 0, 0.9, 1.1,∞
Pressure Weibull β 0.071-0.21 3 0, 0.071, 0.21,∞
Mean A ∗Dcr 1.6 ∗ 1011 − 2.88 ∗ 1011 3 0, 1.6 ∗ 1011, 2.8 ∗ 1011,∞
Mean kf 0.9-1.1 3 0, 0.9, 1.1,∞
Table 3.1: Fleet Fatigue Network Dicretization
By supplying in-service failure statistics to the network in the form of the number of
details that have cracked and experienced permanent set, it is possible to update the under-
lying variables, synthesize the data, and thereby refine the crack initiation prediction.
Updating this networks was accomplished by:
1. With uniform prior distributions on the parent nodes, provide evidence on either
fatigue or permanent set on the observed vessel nodes. Each node represents one
ship.
2. Evaluate the posterior distributions of the unobserved vessel crack initiation at the
present and future timesteps.
Alternative network configurations were considered and evaluated. As will be dis-
cussed in the following section, difficulty was realized in reducing the error in the updated
standard deviation. In order to attempt to increase the ability of the network to converge
on a distribution with a correct standard deviation, the shape parameters for the lognormal
distributions were added, as can be seen in figure 3.3. However, the addition of the shape
parameter did not materially impact the updating power and these results are not presented.
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It was found that the updating power of the BN with a combined A and Dcr node had sig-
nificantly better updating power than treating these nodes separately. This finding is not
surprising given that these variables are directly coupled within equation 3.3 as factors of
the numerator.
Figure 3.3: Proposed fatigue and set-updating network for observations on multiple ships
This enlarged network with each of the parent nodes including three bins resulted in
a total of 729 reliability models for the network to evaluate and choose from. This is
significantly larger and therefore more challenging than the network without the shape pa-
rameters, however, it was expected that the addition of the shape parameters would improve
the ability to tune the resulting posterior distribution to better fit the underlying reliability
model. The number of reliability models can be found by the number of bins within the
parent nodes raised to the number of parent nodes. In this case, 36 = 729. The results
indicated that with shape parameters included, the network results from evidence updating
were nearly identical to those without the shape parameters.
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To explain why the inclusion of shape parameters did not benefit the updating power
of the network, an investigation into the effect of the shape parameter values on crack
initiation probability distributions was conducted. Figure 3.4 displays the results. Given
the network architecture encodes these parent node variable each with three bins, their
selected values are based upon the bin number. Each set of three bars along the x-axis
represents the selection of a bin value for the three nodes while the other variable bins are
held constant within the first bin. For example when the shape parameter value is equal to
two, the first bar in the series of three represents the probability of no cracks initiating given
the shape parameter node of kf is set to a value in the second bin while the other random
variable nodes are held constant with values lying in the first bin. The last bar in each set
of three shows the probability of no cracks initiating when both A ∗ Dcr and kf bins are
set to the value indicated on the x-axis. Thereby we are able to observe the effect on the
crack initiation probability from changing values on the shape parameter nodes for A ∗Dcr
and kf individually and together. Also displayed are scale value selections to compare to
the relative change with shape values. Evaluating the differences in probabilities, it can be
gathered that the effect of changing shape parameter values is small relative to the effect
of changing scale parameter values. Thereby we can conclude that the network does not
benefit from the addition of the shape parameter random variable nodes because they offer
a limited influence on the crack initiation probability relative to the means. For a nine time
increase in the number of reliability models encoded by inclusion of the shape parameters,
a lesser updating influence is observed when compared to the scale parameters.
3.5 Case Study
3.5.1 Considered Structure
To serve as a proof of concept test case, a simple yet applicable structural component was
needed. The structure considered for use within the models presented herein is from a 5415
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Figure 3.4: Evaluation of the effects of the shape parameter random variable nodes included
in the network architecture.
hull midship section, figure 3.5, Ashe (2009) . The highlighted details correspond to a two
dimensional view of the chosen grillage. Figure 3.6 depicts a three dimensional view of a
typical shell grillage. This particular grillage was chosen for consideration because of its
location on the midship section puts it on the waterline, the area most likely to provide visu-
ally observable permanent set from wave impact loads. Table 3.2 provides the dimensions
for the grillage components. Of particular importance is the distance between transverse
frames and stiffener frame spacing. These dimensions are critical to relating permanent set
to the stress experienced on the shell plate.
Web Thickness 4.8
Web Height 12.07
Flange Thickness 5.3
Flange Width 101
Plate Thickness 6.35
Stiffener Spacing 400
Transverse Frame Spacing 1,905
Table 3.2: Panel dimensions (mm)
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Figure 3.5: Hull 5415 Section 10 longitudinal scantlings Ashe (2009)
Figure 3.6: Typical stiffened panel, Paik (2003)
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For simplicity, the grillage was modeled with 100 similar fatigue prone details. De-
tails were chosen as the junctions between stiffener and transverse frames. These locations
are most likely to experience fatigue cracking due to stress concentration from geometric
discontinuities, residual stresses from welding, and micro flaws along the weld line. Geo-
metric discontinuities include those inherent to the overall geometry of welding pieces at
hard angles, and the notch effect at the location of weld filler material.
Assuming uniform pressure on the hull shell, the stress at these detail locations is calcu-
lated by dividing the grillage into equally sized T-panel elements, figure 3.7. This combines
sections of the outer shell with the web and flange. Now, the elements can be treated as
fixed-fixed beams with uniform loading to compute the maximum stress experienced on
the cross section.
Figure 3.7: Grillage T-panel subdivision, Devine (2014)
3.6 Fleet Wide Support
The BN outlined in (figure 3.3) was tested using synthetic inspection data. The synthetic
inspection data was generated via Monte Carlo simulation of permanent set and fatigue
crack initiation models presented in the previous section. Five hypothetical ships were
simulated from a larger fleet of vessels subject to low-cycle fatigue. The Monte Carlo
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seeds and distribution parameters were identical for all result cases shown below. The
simulated data was generated at two timesteps. The present timestep at which the initial
inspection results would be provided as evidence to the network was 3 ∗ 104 stress cycles.
Additionally, a future timestep of 5 ∗ 104 stress cycles was simulated, so that the future
structural performance predicted by the network could be compared to the simulation. Over
the simulated five ships, an average of 23 initiated cracks out of 100 possible details were
simulated in the synthetic data with a standard deviation of 5 cracks; Monte Carlo simulated
data for permanent set and fatigue crack initiation can be seen in table 3.3. A cumulative
probability distribution is displayed for one of the vessel crack imitation nodes prior to any
asserted evidence and with uniform prior distributions across the root nodes in figure 3.8 As
23% cracking is high level of damage, the number of cycles at inspection for one case, or
the present timestep, was reduced to 1∗104 so that fewer cracks would be present. Extreme
value Gumbel distributions were also generated for the inspection timestep to simulate a
level of permanent set in the plating. The CDF of three of the nine potential Gumble
distributions for the three levels of the Weibull scale and three levels of the Weibull shape
parameters are compared to the plating permanent set equation in figure 3.9.
Ship 1 2 3 4 5
No. of initiated cracks 19 21 26 24 27
Permanent Set (mm) 0.4 1.5 1.1 0.8 0.2
Table 3.3: Monte Carlo Simulated Data Set
Several different evaluations of the network were made. First, the network as presented
in figure 3.2 was tested. Then, parent node bin sizes were varied to examine the effects on
updating power. Additionally, the inspection point in time is made earlier in the lifecycle
to evaluate the network’s ability to update with limited data. An analysis of the network
updating power for each of the provided evidence sets is investigated for both the present
and future points in time.
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Figure 3.8: Cumulative probability distribution for a vessel crack initiation node with uni-
form distributions across the root nodes
Figure 3.9: Gumbel extreme pressure distribution CDFs vs. plating permanent set - extreme
low, mean, and extreme high combinations
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3.6.1 Initial Fatigue Network Updating
Figure 3.2 displays the evaluated BN representing 81 potential reliability models, and table
3.4 provides the results for all three combinations of applied evidence. The first two data
rows in table 3.4 cover the situation with no evidence. The “synthetic data” row represents
the raw data from the Monte Carlo simulation of damage. The “design prior” row represents
the predicted value of cracking from the BN without evidence, with the uniform prior on
all the root nodes of the network. The columns in the table indicate the mean and standard
deviation of the cracks either observed or predicted at two different times - the time of the
inspection, and a future timestep at 1.6 times the number of fatigue cycle as the inspection
timestep. Over the five ships that had simulated inspections, an average of 23 initiated
cracks were observed with a standard deviation of 5 cracks. This compares to a prediction
of 20 cracks, and a higher standard deviation of 19 cracks. Permanent set was observed in
the lowest bin for each of the five ships.
The final three rows in the table present the the results from the network after providing
different evidence sets - sets a, b, and c. For set a, only the number of observed fatigue
cracks was updated. For set b, only the permanent set observations were provided to the
network. For set c, both sets of data were provided for the network. After the evidence
was provided, the network re-forecasts the predicted number of cracks at both the present
time (representing ships in the same fleet that were not inspected) and the future time
(representing all ships in the fleet in the future). For both the design prior and all three
evidence sets, the percentage error from the Monte Carlo (simulated truth) data is listed in
parentheses after the value.
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Evidence
Case
Time of Inspection, no. of Cracks (% error)
Present Future
Mean Std Dev Mean Std Dev
Synthetic Data 23 5 39 5
Design Prior 20 (14%) 19 (285%) 33 (16%) 25 ( 400%)
1a) Fatigue 23 (1%) 5 (8%) 42 (7%) 6 (14%)
1b) Perm Set 8 (64%) 12 (130%) 16 (58%) 17 (244%)
1c)
Fatigue, Perm
Set 23 (1%) 4 (12%) 41 (4%) 5 (4%)
Table 3.4: Results of updating with scale parameter parent nodes and five ships of simulated
Monte Carlo evidence. The presented case represents the uninspected ships at present point
in time and future is for all vessels.
3.6.2 Fatigue Network Updating with Parent Node Bin Sizes Increased
by 50%
To evaluate the network’s ability to model and update a larger space of potential true relia-
bility models, the BN’s parent node bin sizes were increased in size by 50%. Increased bin
size nodes include the scale parameters for the fatigue distribution and the scale and shape
parameters of the Weibull distribution. This impacts both the fatigue damage and the level
of permanent set that will be observed. The three curves, as shown in figure 3.10, depict
the extreme pressure values, Gumbel distributions similar to figure 3.9. By increasing the
bin size by 50% for the scale and shape parameters of the Weibull distribution, the asso-
ciated Gumbel distributions cover a greater range over the extreme pressure values. The
plotted Gumbel distributions are representative of three of the nine possible scale and shape
parameter combinations, the lowest of each, the highest of each, and their mean values.
Applying the same Monte Carlo simulated evidence, the results can be seen in table 3.5.
Note that while the Monte Carlo simulation remains the same as in table 3.4, the design
prior changes as now the bins in the network cover a larger range of potential values. The
same three sets of evidence a, b, and c, were provided here as in table 3.4, and the results
are listed in the last three rows of the table.
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Figure 3.10: Gumbel extreme pressure distributions with 50% increase in bin sizes
Evidence
Case
Time of Inspection, no. of Cracks (% error)
Present Future
Mean Std Dev Mean Std Dev
Synthetic Data 23 5 39 5
Design Prior 27 (19%) 28 (454%) 38 (1%) 32 ( 544%)
2a) Fatigue 24 (4%) 5 (5%) 42 (9%) 6 (22%)
2b) Perm Set 9 (61%) 16 (211%) 15 (61%) 21 (319%)
2c)
Fatigue, Perm
Set 23 (0%) 4 (10%) 41 (4%) 6 (20%)
Table 3.5: Results of updating with scale parameters and 50% increase in parent nodes
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3.6.3 Updating the Original Network with Lower Deterioration
If the inspection takes place early in the vessel’s lifecycle when few details have cracked,
or if the vessel is deteriorating at a much slower rate than anticipated, the network would
encounter data starvation. Few details would have initiated cracking, and permanent set
would be minimal. To test this case, the same Monte Carlo seeds and governing parameter
values are used; however, the first inspection is performed at 1∗104, resulting in an average
of four cracks with a standard deviation of two. The results of updating in this case can
be seen in table 3.6. Note that the future timestep was kept the same, and now represents
five times as many cycles as the initial inspection time. Thus, in this table the extrapolation
required for the future time is also much larger. The same three evidence sets, a, b, and c,
were used for the updating.
Evidence
Case
Time of Inspection, no. of Cracks (% error)
Present Future
Mean Std Dev Mean Std Dev
Synthetic Data 4 2 39 5
Design Prior 4 (4%) 7 (231%) 33 (16%) 25 ( 400%)
3a) Fatigue 4 (10%) 2 (1%) 45 (16%) 8 (59%)
3b) Perm Set 2 (41%) 5 (135%) 24 (39%) 22 (333%)
3c)
Fatigue, Perm
Set 4 (12%) 2 (0%) 44 (12%) 8 (57%)
Table 3.6: Results of updating with original size scale parameter parent nodes and a starved
evidence set
Tables 3.4, 3.5, and 3.6 show the power of the BN approach to fuse data and make
improved predictions. Across all tables, the future cracking prediction for updated case “c”
shows significant improvement in the prediction - normally lowering both the mean error
and the standard deviation error, and always lowering at least one significantly. Interest-
ingly, the network formulation with a design prior estimate leads to relatively large standard
deviations in the predicted cracking levels. This is a result of the network effectively av-
eraging over 81 equally-likely reliability models. The uniform prior here was taken as the
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most conservative and challenging assumption. It would be interesting to further explore
the network with informative priors, perhaps with stronger belief near the mean values
of the reliability parameters. In all cases, providing evidence to the network dramatically
reduced this standard deviation error.
In all cases, we can clearly see the BN’s ability to fuse data. In tables 3.4-3.6, rows
1c, 2c, and 3c, contain at least two of the best estimates for the present and future mean
or standard deviation. Thus, half of all best estimated values occur when evidence from
both permanent set and fatigue is provided. Modeling over a 50% larger space of reliability
models, table 3.5, demonstrates that the data fusion capability of the network is nearly
unaffected with the future standard deviation being the only estimate with increased error.
When starving the network of evidence, as shown in Table 3.6, it is observed that although
a combination of data provided yields slightly less incremental updating power, updating
with both fatigue and permanent set produced the best estimates in all but the present mean
value.
Fatigue evidence alone compared to permanent set evidence alone consistently demon-
strated superior updating accuracy. Providing evidence on the desired and evaluated vari-
able will always have greater evidence value than a proxy variable. Additionally, permanent
set is a very imprecise measurement. A single set value is related to a whole range of ex-
treme pressure values. For the lower pressure values where visible set doesn’t occur, the
evidence provided to the network is of limited value. Despite the shortcomings of set as an
indicator of load, set is an easily observable non-destructive measurement. The addition of
set reduces the standard deviation error in both present and future points in time in all three
tables. When combined with fatigue evidence, it not only reduces the standard deviation
error, but also the mean error.
In all but table 3.5, the design prior error was greater for the forecasted mean and stan-
dard deviation than the present case. However, updating the network with combined data
produced errors that were better or equal one third of the time and significantly worse for
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the future prediction’s standard deviation in the starved data set. Examining the improve-
ment from the design priors to the combined evidence case, we can conclude that updating
power of synthesized data is greater for future time prognosis than for updating the model
to the present point in time.
By providing synthetic evidence from five ships to this network, the network was able
to reduce both the mean and standard deviation of the error in predicting future cracking.
Fusing multiple data sources, including even imprecise permanent set data, often but not
always outperformed single-source updating. In general, the positive performance of this
approach was not significantly impacted by either the size of discretization bins or changes
in the amount of data observed.
3.6.4 Updating the Original Network with Varying Numbers of Ves-
sels
The following was largely taken from Groden, Liu, and Collette (2016) and is entirely the
work of the author with the assistance of Mr. Yan Liu for data collection. With vessels op-
erating on different deployment schedules and operational states, it is worth investigating
the ability to leverage data from fewer than five ships. All of the above investigated updat-
ing was done with five vessels. If fewer ships are inspected or if only one ship is inspected,
would the framework still be capable of synthesizing inspection data with a meaningful
reduction in the state of the reliability’s uncertainty model? In addition, does the nature of
the inspection data contribute to the synthesis capability, i.e. observation of deterioration
mechanisms indicative of minimal to no health degradation? These questions are the next
worth answering in the development of the BN data synthesis framework.
The same Monte Carlo simulated data and timesteps were used to evaluate the network
with fewer ships. Each set of three rows in the table 3.7 present the the results from the
network after providing different evidence sets - sets a, b, and c. For set a, only the number
of observed fatigue cracks was updated. For set b, only the permanent set observations
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Evidence
Case
Time of Inspection, no. of Cracks (% error)
Present Future
Mean Std Dev Mean Std Dev
Synthetic Data 23 5 39 5
Design Prior 20 (14%) 19 (285%) 33 (16%) 25 ( 400%)
1a) Fatigue 19 (16%) 5 (10%) 37 (6%) 7 (43%)
1b) Perm Set 15 (34%) 17 (239%) 27 (32%) 23 (360%)
1c)
Fatigue, Perm
Set 19 (17%) 5 (10%) 37 (7%) 7 (43%)
2a) Fatigue 20 (12%) 5 (3%) 38 (2%) 6 (23%)
2b) Perm Set 12 (46%) 15 (202%) 23 (42%) 21 (323%)
2c)
Fatigue, Perm
Set 20 (13%) 5 (3%) 38 (3%) 6 (23%)
3a) Fatigue 22 (5%) 5 (6%) 40 (3%) 6 (15%)
3b) Perm Set 11 (54%) 14 (173%) 20 (49%) 20 (293%)
3c)
Fatigue, Perm
Set 22 (5%) 5 (8%) 40 (2%) 6 (11%)
4a) Fatigue 22 (3%) 5 (8%) 41 (4%) 6 (12%)
4b) Perm Set 9 (60%) 12 (150%) 18 (54%) 18 (267%)
4c)
Fatigue, Perm
Set 22 (3%) 4 (11%) 40 (3%) 5 (6%)
5a) Fatigue 23(1%) 5 (8%) 42 (7%) 6 (14%)
5b) Perm Set 8 (64%) 12 (130%) 16(58%) 17 (244%)
5c)
Fatigue, Perm
Set 23 (1%) 4 (12%) 41 (4%) 5 (4%)
Table 3.7: Results of updating with evidence sets from one through five ships. Row num-
bers indicate the number of ships that were inspected
were provided to the network. For set c, both sets of data were provided for the network.
After the evidence was provided, the network re-forecasts the predicted number of cracks at
both the present time (representing ships in the same fleet that were not inspected) and the
future time (representing all ships in the fleet in the future). For both the design prior and
all three evidence sets, the percentage error from the Monte Carlo (simulated truth) data
is listed in parentheses after the value. The number in the leftmost column represents the
number of ships that evidence was observed on, or the number of ships that were inspected.
In all cases, ships were inspected for both permanent set and fatigue crack initiation.
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Effective data synthesis of fatigue evidence and permanent set evidence can be seen
across all cases. The updated set with the least error is with five ships and both fatigue and
permanent set evidence. As the number of ships on which evidence is provided increases,
the error for mean and standard deviation in general decreases.
The effectiveness of evidence proposed to the network is measured by its ability to
predict and reflect the structural state of fatigue crack initiation. Thus, fatigue crack ev-
idence will always be the most powerful at reducing error. As the number of inspected
ships increases, updating with permanent set alone actually increases the mean error while
decreasing the error in standard deviation. When synthesized with the fatigue evidence, the
future standard deviation error is consistently less or the same as the case where fatigue evi-
dence is provided alone. Despite the relatively high error in standard deviation for updating
with permanent set alone, its diminishing error with more inspected ships is suspected as
the reason for its ability to produce the most accurate update and prognosis when combined
with fatigue for five ships.
The law of diminishing marginal returns applies to the number of inspected ships. If
inspecting less than three ships, fatigue evidence alone is observed to produce the most
accurate update. However, for three through five ships, the additional inspection of perma-
nent set is able to reduce the standard deviation prognosis error that fatigue updating alone
is unable to accomplish.
In all the presented results the number of ships inspected for fatigue is the same as
that for permanent set. Given fatigue’s inability to reduce the standard deviation prognosis
error, which is remedied when synthesized with permanent set for greater than or equal to
three ships of inspected evidence, updating power of evidence from inspections that did not
include both fatigue and permanent set were investigated. Evaluating cases where fatigue
initiation was only inspected on one ship while permanent set was inspected on one through
five ships demonstrated that permanent set evidence alone in greater quantity is unable to
reduce the error. This is particularly interesting. Despite the fact that fatigue evidence
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does not improve, the updating power with a greater number of inspected ships, evidence
is necessary to reap the benefit of additional permanent set inspections.
When the framework, figure 3.4 presented herein was first conceived it was expected
that the most difficult updating case would be when minimal structural deterioration occurs,
i.e. few initiated cracks and little to no permanent set. However, previously presented re-
sults indicated this did not pose a more difficult updating case. Herein we observe that data
starvation and limited updating accuracy are experienced when fewer ships are inspected.
Data starvation is proportional to the number of pieces of evidence, not the nature of the
evidence.
3.6.5 Alternative Network Configurations
Prior to developing the networks presented above, a slightly different network architecture
was conceived, figure 3.11. This network was designed with a slightly less intuitive updat-
ing strategy. By averaging the posterior distributions of applied individual evidence cases
and providing the averages as priors, it was thought to be fusing the evidence from multiple
ships operating in a fleet. Updating this original network was accomplished by doing the
following:
1. With uniform prior distributions on the parent nodes, provide evidence on either
fatigue or permanent set on the nodes for the present timestep.
2. Find the posterior distributions of the parent nodes governing the underlying reliabil-
ity model.
3. Store the posterior distributions.
4. Initialize the network again with uniform parent node distributions.
5. For each additional ship on which evidence was observed, repeat the above steps.
6. Take an average of the posterior parent node distributions over their respective bins.
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7. Apply the average posterior distributions to the original network replacing the uni-
form prior distributions.
8. Solve the posterior distributions for crack initiation at both present and prior loca-
tions.
Figure 3.11: Proposed fatigue and permanent set updating network for observations on
multiple ships
The key difference between the updating schemes and network architectures is that in
the initial framework, the parent node’s posterior distributions were averaged for each piece
of evidence and averages of the posteriors were provided as priors. This updating scheme
was later discovered to produce results that deviated somewhat from those produced by
figures 3.3, and 3.2. After contemplating the results of the networks, it was decided that
the architecture presented in figure 3.11 was not representative of the multiple ship or fleet
wide case that a model was being sought. This modeling approach is better suited as a
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representation of similar vessels built at different yards with sources for their materials
(sister ships).
3.7 Inspection Extent Support
This section is taken from Groden and Collette (2015) and is entirely the work of the au-
thor. A natural extension of better structural prognosis and understanding of the underlying
deterioration model is to inform inspection decision-making. The Bayesian framework
augmented with decision and utility nodes creates an ID to determine the optimal number
of details to inspect for fatigue crack initiation in the present and future inspection points.
The present and future nodes are characterized by the number of stress cycles experienced.
This affords the ID the ability to provide decision support for an inspection at any point in
the vessel’s life cycle, figure 3.12.
The utility function was developed and constructed to account for the cost associated
with each inspected detail, the cost of an initiated crack, and the cost of failing to inspect a
detail which was in fact cracked. Equation 3.23 outlines the structure of the utility function.
Additive construction was chosen as HUGIN treats utility functions on the same DAG
additively.
U(δ, γ, τ) = p(δ, γ, τ, x) +
(
δ − γ
δ
)
∗ α +
(
δ − τ
δ
)
∗ β (3.23)
Where δ is the number of total details on the grillage, γ is the number of expected
cracks, τ is the number of inspections, and α and β are weighting parameters. The first
factor, p, represents the hypergeometric distribution whose probability density function is
presented in equation 3.24. The second and third factors account for the cost of cracking
and detail inspection respectively.
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Figure 3.12: Proposed inspection extent decision support network fusing fatigue and per-
manent set observations on multiple ships
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p(δ, γ, τ) =
(
γ
x
)(
δ−γ
τ−x
)(
δ
τ
) (3.24)
A hypergeometric distribution is a no replacement extension of the geometric distri-
bution. Here x is the number of successes for which the probability is being calculated.
For this model, x is determined as the lesser value between the number of cracks and the
number of inspected details. This represents discovery of the maximum number of cracks
for a given number of inspections and some number of actual details which have cracked.
An additional component to this logic placed on the utility function is, if the number of in-
spections is less than the number of cracks, the utility function value is zero. This ensures
inspection for a number of details greater than or equal to the number of locations that have
cracked.
The decision nodes encode inspection extent strategies for ranges of detail sets. It
is assumed that details that have been inspected in the present inspection will either be
repaired or do not require inspection in the next successive inspection.
The same Monte Carlo simulated data set was provided to the network for testing as
in the prior section. The most accurate updating case was used, table 3.4 row 1c. Table
3.7 provides the optimal policies and their results. The utility function weighting terms
are provided in the first column followed by the optimal number of details to be inspected
in the present and future cases. The % of total inspected locations compares the total
number of inspected details to two complete inspections, or 200 inspection points, which is
the conventional technique. The last column provides the expected percent of total cracks
found using the prescribed policies. This value was calculated based on a probability of
finding a crack that is dependent upon the number of details which remain as undiscovered
cracks, equation 3.25.
Cd% =
If ∗ Cf − Cd1
100− (Ip ∗ Cp/100) (3.25)
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Where Cd% is the expected percent of cracks that were discovered after both inspec-
tions, Ip and If are the number of details inspected during the present and future points of
inspection, Cp and Cf are the number of cracks that exist in the present and future points
in time, and Cd1 is the number of cracks expected to be found during the first inspection
after inspecting the optimal, prescribed, number of locations.
Within table 3.7, the effects of changing utility function parameters is evaluated. α
weights the cost of a crack occurring, and β the cost of each detail that is inspected. Both
weighting terms are used to provide some relative weight to the cost a crack occurring and
being undiscovered, as represented by the hypergeometric distribution term. In all cases,
between 66% and 73% of cracks that occur are discovered. That is despite inspections
which are only, at most, 70% of the conventional complete inspection. The utility function
behaves as expected with case 2 producing the greatest inspection extent at 70% when
the weighting term on crack occurrence is increased, α = 3. When the weighting term
on the inspection extent is increased to three in case 3 the inspection extent, as expected,
decreases. Interestingly, the case with the highest utility is third, where the ratio between
the number of discovered cracks to total inspection extent is the highest. Therefore, the
tuning of the utility function and its composition are critical to the strategy suggestion and
further investigation of parameter sensitivity is necessary.
No. Details Inspected Results
Case Utility Fcn. Present Future % of total inspected % of cracks found
1 α = β = 1 50 50 50% 69%
2 α = 3 60 80 70% 73%
3 β = 3 40 50 45% 66%
Table 3.8: Inspection policies for updating with evidence from five ships using the same
Monte Carlo evidence and network as evaluated in row 5c table 3.7. Varying the utility
function construction produced modified policies as expected.
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3.8 Conclusion
An approach to update the structural performance and reliability models of marine struc-
tures has been presented and evaluated for varying numbers of inspected vessels within a
fleet. Using only physical observations including permanent set and fatigue crack initiation,
bayesian updating was performed on a parametrically encoded framework. The updating
power of the network was evaluated for one through five inspected ships with different ev-
idence combinations. Effective data fusion of permanent set and fatigue crack initiation
was observed reducing error to a greater extent than either piece of evidence alone. The
network demonstrated its ability to quickly converge on a more accurate prognosis and
underlying model without requiring many inspected vessels. Error in standard deviation
of the prognosis was observed to benefit the most from an increasing number of inspected
vessels and fatigue crack initiation evidence was shown to reduce error more significantly
than permanent set.
This approach can be modified to include the addition of evidence beyond that which
is physically observed and would likely provide greater updating power and decreased
overall error. The accuracy of sensing systems compared to visually observed deterioration
would likely significantly reduce the number of vessels needed to be inspected for the
same updated accuracy. Future work can modify the model to provide additional strategy
suggestions in the form of inspection timing. Additional, investigation of the sensitivity to
the utility function weighting parameters should be further explored. Finally, investigation
of updating techniques to reduce standard deviation error can also be completed.
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CHAPTER 4
A Strain Sensing Solution for the Maritime
Industry
4.1 Introduction
Sensor arrays are a fundamental part of monitoring the health of a structure. A num-
ber of different types of sensors can be employed depending on the particular application.
Strain gauges, accelerometers, and temperature and acoustic emission sensors are the most
commonly used for structural health monitoring. The monitoring location and data re-
quirements are the most critical to sensor type and technology selection. Considerations
for environmental conditions such as noise, humidity, isolation, and the presence of poten-
tially explosive gasses all influence sensor technology selection. Depending on the location
being monitored, the preferences and requirements for key sensor characteristics such as
range, sensitivity, accuracy, stability, repeatability, and static and dynamic characteristics
can vary. Across all structural health monitoring applications, the sensor system must be
able to take measurements without doing any harm or damage to the system it monitors. In
addition, sensor arrays need to be able to operate for extended periods of time reliably and
without human intervention.
Structural degradation and resulting reliability are critical pieces of information. Strain
gauges are widely used in marine, civil and aerospace applications for structural moni-
toring purposes Gagliardi, Salza, Avino, Ferraro, and De Natale (2010). Commercially
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available strain gauges have limitations when used to monitor a marine structure. The most
common strain gauge uses piezoelectric circuits applied to the material being measured
which requires a central amplifier along with power and data cables to for support. Ex-
tension of conventional piezoelectric capabilities relying on energy harvesting and wireless
data transmission are in development but are challenging to implement on a large marine
structure divided by watertight compartments. Monitoring locations confined by metallic
enclosures necessitates the sensor to be truly stand-alone. Additionally, while managing
damage situations, a rapidly deployable sensing option would be of benefit; this capability
presently does not exist.
Many sensing methods for monitoring structural degradation have been proposed. Tech-
nology is moving from wired, conventional, piezoelectric strain gauges towards wireless
nodes with data transmission and stored energy to wireless nodes with energy harvesting
capabilities Kane, Peckens, and Lynch (2014). Remote wind turbine blade monitoring
Kristensen and Forskningscenter Riso (2002) demonstrated that wired conventional strain
gauges would be sufficient for damage detection. However, routing of data and power ca-
bles down the blades’ internal structure is necessary and installation of such a system after
final turbine assembly would be difficult. Even for bridges, which are large static structures
easily instrumented post construction, wired systems are expensive to implement Yi, Li,
and Gu (2010). The wireless transmission systems’ energy expenditure limits the longevity
of devices with stored energy. Haksoo Choi, Sukwon Choi, and Hojung Cha (2008) pro-
posed a cost-effective wireless transmission that uses multi-hop data transmission between
nodes to mitigate this energy tax. Furthering the development of a truly stand-alone strain
sensor, McCullagh, Galchev, Peterson, Gordenker, Zhang, Lynch, and Najafi (2014) pro-
posed a vibration harvesting method for long term monitoring of bridges. These advances
move sensing technology closer to a cost-effective sensor network that one day could be
implemented on a marine structure.
Strain sensors are applied on structural detail locations that are infrequently the same.
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Ideally, sensors would be manufactured with characteristics for the specific monitoring
location. Additive manufacturing provides a cost-effective method to produce dissimilar
parts each batch. Recent advances in additive manufacturing technology have enabled con-
struction with increasing repeatability and accuracy Bak (2003) Bogue (2013) extending
the utility of additive manufacturing from rapid prototyping to an approaching viable op-
tion for large scale production. Stereolithography is a additive manufacturing technique
proposed in the late 1980s. Many alternative approaches have been proposed and devel-
oped since. In the past ten years there have been significant advances in photoinitiated
polymerization Yagci, Jockusch, and Turro (2010), which have provided stereolithography
the highest fabrication accuracy Melchels, Feijen, and Grijpma (2010). With increasing ad-
ditive manufacturing capabilities and the U.S. Navy evaluating its use on board vessels for
replacement part construction, the strain sensing solution presented herein was developed
using stereolithography as the manufacturing technique.
In Chapter 3, it was recognized that permanent set’s extreme stress was not sufficient
to update the reliability model accurately. A method of stress distribution data collection
with greater resolution would be required without necessarily providing perfect or com-
plete data. Thus, a patented stand-alone mechanical strain gauge that optically records
strain in real-time is presented within. First, the design considerations and overview of the
development of the 3D-printed manufacturing technique are discussed, followed by sensor
calibration, repeatability testing, manufacturing variability testing, and a weld test. In the
weld test, the Strain Amplification Sensor (SAS) is evaluated for its ability to provide real-
time deformation measurement. Finally, future work extending the SAS technology and
conclusions are discussed.
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4.2 Design of the Strain Amplification Sensor
4.2.1 Design Objectives
A sensor well suited for the marine environment was determined to have the following
characteristics:
• Stand-alone - be capable of operating without requiring wired transmission of data
to a central Data Acquisition System (DAQ) and be free of power and data cable
requirements
• Intrinsically safe - many marine environments, especially offshore oil operations,
require systems to be intrinsically safe as they must operate in environments with
potentially explosive gases
• Cost-effective - marine structures are large with many locations on which data should
be collected, each sensor must be inexpensive enough to provide a cost-effective
solution for the entire vessel
• Easily adaptable - many measurement locations are dissimilar, necessitating a sensor
that can be easily modified for each location’s requirements
• Non-destructive installation and removal
• Capable of rapid installation and removal
• Strain time history recording
This list is for both structural monitoring during the vessel’s life cycle and for sensor de-
ployment post-damage.
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Figure 4.1: PPSS principle overview. Left and right towers with the sensor arm between.
4.2.2 Preliminary Solution: The Passive Peak Strain Sensor
The novel solutions presented within this chapter are entirely the work of the author. Re-
search assistants Kaihua Zhang, Allison Ward, and Jiaxi Chen were vital to the prototype
development and testing presented herein.
The first solution invented within this body of work is called the Passive Peak Strain
sensor (PPSS). The PPSS is a 3D printed, plastic assembly with only mechanical methods
to record strain. The PPSS records maximum strain through a sensor arm progressing down
a pyramid-like geometry as strain is imposed between the sensor arm’s mounted location
and the pyramid; both points being fixed to the surface of the material for which strain is
being measured.
The PPSS sensor operates off of basic physical properties. When the length between
the two fixed elements increases large enough such that the sensor arm is free to fall to the
next shelf, the pretension in the sensor arm forces it to do so; the resting position of the
sensor arm providing no internal stress is in the location resting on the lowest step, figure
4.1. Thus the maximum deflection is recorded by the location of the sensor arm’s position
on the steps. The configuration displayed only records the maximum strain due to tensile
loads.
Given the maximum change in length and the initial distance between the two points
fixed to the material, using equations 4.1 through 4.3 the maximum stress experienced can
be found on the specimen.
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ηmax =
∆Lmax
L
(4.1)
ηmax =
σmax
E
(4.2)
σmax =
∆Lmax ∗ E
L
(4.3)
During the design of the PPSS, there were a couple of considerations regarded as key to
its success. First and foremost is the ability to accurately fix the two towers the correct
distance from one another on the material being monitored. Next, the step’s end points
needed to be incremented such that each step ended a distance successively further from
the pivot point and mounting location of the sensor arm. Otherwise, steps may be missed in
entirety as the sensor arm passes downwards as the towers are pulled apart, or some steps
may hold greater value of observed stress than others. Ideally, each step’s seated location
of the sensor arm correlates to a predetermined and linearly increasing value of observed
strain.
Limitations associated with 3D printing technology were at the forefront in PPSS de-
sign constraints. The machine used to manufacture the PPSS was only capable of printing
with a resolution accuracy of 50 µm. The minimum overall length of the PPSS and step
increments were determined based off of this limitation. Additionally, due to the additive
nature of 3D printing, structural scaffolding needed to be printed between surfaces on the
same vertical axis. Scaffolding was to be cut away in the final manufacturing process’ step.
This necessity resulted in the design of a jig instead of manufacturing the PPSS as one unit.
Finally, in order for the sensor arm to fall down each successive step it was manufactured
in the final step’s resting position, resulting in pretensioning when placed on the first step.
This, in effect, created a cantilever beam bending problem with limited ability to calculate
the effective shortening of the sensor arm due to non-linear deflection when an end force
was imposed. Therefore it was decided that the arm would be manufactured over nearly its
entire length as rigidly as possible except at the pivot point, which also serves to provide
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Figure 4.2: PPSS isometric overview. Again with left and right towers with the sensor arm
between.
pretensioning to the arm. Figure 4.1 depicts this concept as can be seen on the right hand
side of the sensor arm, there is no vertical ’T’ component. An isometric view of sensor arm
and assembly can be seen in figure 4.2.
Early design iterations quickly realized that there was no way to print the unit as one
part due to the structural scaffolding. Since the part was to be printed such that the end
of the steps were upward facing to ensure highest accuracy in printing resolution, there
would need to be scaffolding built on top of the steps extending to the other tower on
which the sensor arm is mounted. At the end of the manufacturing process scaffolding is
to be cut away, which would leave burrs on the stair ends. This was unacceptable consid-
ering the stair ends needed to be manufactured with an accuracy of 50 µm. Burrs would
create lengthened stairs by arbitrary amounts and cutting them away could produce divots
deviating too significantly from the 50 µms. Thus, it was determined that a jig needed to
encapsulate the two towers and fix them during adhesion to the monitored surface. First jig
iterations called for an exterior shell that was to be printed around both towers and provide
exit pins for release of the jig once bonding was completed. However, it was found that
3D printing is not capable of printing two parts, i.e. jig and tower, less than 50 µm from
one another without melding them into one. The final design utilized two alignment rails
manufactured on a breakaway jig to the stair tower. The sensor arm tower has rail receiv-
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Figure 4.3: Cutaway jig assembly utilizing a 3-point bending configuration for easy re-
moval after installation.
Figure 4.4: Jig rail interface (left) and jig stair tower mounting (right).
ing channels that allow the two towers to be accurately placed. A side view of its design
can be seen in figure 4.3. The six slots of material voided in the I-beam jig horizontal
components serve to aid cut away and in effect create a 3-point bending scenario when a
force is applied in the middle of the jig, easing removal. The alignment rail interface posed
an interesting problem in that it was necessary for the rails aligning the sensor towers be
accurately aligned to within 50 µm, however, when printing the female component 50 µm
larger than the male, the rails would not seat into the sensor tower. Figure 4.4 depicts this
seating arrangement and tolerance adaptation.
The other end of the jig assembly and its connection to the stair tower are depicted in
figure 4.4. Note that the sensor arm is manufactured in this position, resting on the last stair.
Figure 4.5 is an isometric 3D view of the entire sensor arm, stair tower, and cut away jig.
In order to measure stress in increments of 40 MPa on aluminum, the PPSS had a required
minimum overall length of 10 cm. The length is directly proportional to print accuracy and
the material’s young’s modulus. Figure 4.6 shows the corresponding principle dimensions
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Figure 4.5: Complete PPSS assembly with cut away jig.
Figure 4.6: Principle dimensions (mm) of PPSS for measurement of 40 MPa increments
on aluminum.
in millimeters.
The PPSS final prototype design was tested on a Mark-10 Pull Tester, figure 4.7. Using
a thin strip of aluminum as the test material, PPSS was mounted on the device and put in
tensile strain. It was found that the poor dimensional tolerances of PPSS manufacturing
processes limited its ability to respond in a reliable manner to strain. In addition, the
mechanism’s sensitivity to out of plane bending was significant.
It was realized through this process that a different solution type would be needed to ac-
curately and repeatedly measure strain using a 3D printed mechanism. First, some method
of amplifying strain motion would be necessary, as 3D printing tolerances were not capa-
ble of discerning motions less than the best achievable tolerances. This led to to the Strain
Amplification Sensor described in the next section.
71
Figure 4.7: Mark 10 Pull Tester
4.2.3 Final Design Solution: The Strain Amplification Sensor
4.2.3.1 Design
The 3D printer’s unsatisfactory resolution capabilities limited the PPSS’s ability to record
strain with a high level of accuracy. Realizing that features could not be additively manu-
factured on the order of the displacement experienced due to strain, it was determined that
amplifying the motion would be necessary.
Using a series of levers to amplify strain displacements, the SAS is a 3D printable
assembly using only mechanical methods to record strain, figure 4.8. The SAS records
strain in both tension and compression through a sensor arm that activates a series of three
amplifying lever arms. Because it is purely mechanical, it is intrinsically safe. In real-time
the SAS responds to strain observed on the measurement material and displays the reading
on the sensor face. This means that SAS is stand-alone and does not require a power or
data acquisition system.
SAS operates by measuring the change in displacement between two mounting loca-
tions. A rigid, cantilevered beam extends from one side to the other. As the material being
measured deforms, the rigid bar places force on the other side of the SAS assembly. This
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force is translated to motion of a mechanical system and the mechanical reaction divided
by the known distance over which the cantilevered bar spans produces the basis for strain
measurement.
By being 3D printable, the SAS can easily be tuned to different sensitivities and de-
tection ranges. Present testing is based upon magnetic attachment of the SAS. Magnetic
attachment affords the user rapid installation and removal. 3D printing each sensor allows
for tuning with respect to not only the detection and measurement of strain, but also for the
mounting configuration. The SAS’s base can be modified and adapted to the contours of
any surface or mounted between two nearby positions on a structure that are not necessarily
continuous.
Figure 4.8: 3D model of SAS (¬ Sector Base Plate ­ Magnet ® Long Sensor Arm ¯
Sensor Arm Base Plate ° Actuator Arm ± Pointing lever ²Measurement Pointer)
The principle dimensions of the version of SAS tested are presented in table 4.1.
To transform displacement due to strain into a visually observable phenomena, signifi-
cant amplification of the underlying motion needs to take place. SAS achieves this in two
ways. For each of its three levers, the fulcrum is placed closer to the lever end on which the
excitation is being received, making the opposing end of the lever move over a larger dis-
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Length Overall 123 mm
Width 84 mm
Height 14 mm
Table 4.1: SAS principal dimensions of the version evaluated herein
tance proportional to the relative distance between the end points and the fulcrum. Second,
the attachment location of the second lever arm to the third and final lever arm induces op-
posing relative motion between the second lever arm and the third. This interaction further
amplifies the motion providing a total amplification on the order of thousands of times.
As the distance between the two base plates increases or decreases, the lever amplifica-
tion system is activated. Figure 4.9 demonstrates the lever system reaction to a decreasing
distance between the two base plates or a compressive force. The arrows indicate the mov-
ing directions of each individual part. The actuator arm and pointing lever move towards
the system while the measurement pointer moves away from system. Conversely, when the
distance between two base plates increases, the actuator arm and pointer move away from
system while the measurement pointer moves towards system. That is to say, the actuator
and pointer move in the same direction opposite of the measurement pointer’s movement.
4.3 Testing and Evaluation
4.3.1 Evaluation of the 3D Printed Assembly
With 3D printing technology still maturing, much time was spent realizing something close
to the CAD models in material form. Resolution capabilities for stereolithography were
found to be significantly poorer than those advertised across the industry. In addition, fea-
ture accuracy was found to decrease with smaller feature sizes. Stereolithogrpahy prints in
layers, which makes printing rounded shapes such as pins and holes somewhat challenging.
The majority of the prototyping man hours were spend iterating through variations of the
true dimensions until CAD input dimensions produced parts that were within dimensional
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Figure 4.9: SAS movement illustration, initially in tension and showing movement as com-
pression begins
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tolerance.
SAS comprises of two mechanical joint types, pin to hole, and pin to slot, figure 4.10.
Both connection types require snug but smooth interfaces. If SAS’s mechanism causes
too much internal stress, it seizes. And failure to transmit motion through connections
dramatically reduces the sensitivity and accuracy of the design. Prior to print iteration,
SAS was unable to detect a change from tension to compression or vice versa of less than
6 µm; after prototype iteration, this transition gap became nominal.
To further reduce internal stresses, each of the levers was balanced about its point of
rotation. Balance was accomplished by adding counter weights in the form of half spheres
for longer levers and placing lightening holes on the longer side of shorter levers.
Figure 4.10: Pin and slot connections (left) and pin and hole connections (right)
It was found that a significant source of error in early designs rested on the deflection of
the long sensor arm, both along its length and local to the driving pin at its end. To mitigate
this deflection problem topology optimization was conducted on the cantilevered beam or
sensor arm to reduce the deflection from vertical orientation of the end located pin used to
drive the mechanism.
In total, more than 30 unique prototypes were needed to realize the sensor as it was
tested in the following sections. SAS was manufactured using the material with character-
istics outlined in table 4.2. The 3D printer used was the 3D System Viper. Its specifications
can be seen in table 4.3.
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ASTM Method Property Description Metric English
D638M Tensile Modulus 2,100 MPa 305,000 psi
D638M Tensile Strength at Break 44.9 MPa 6,500 psi
D638M Elongation to Break 6.1% 6.1%
D790M Flexural Strength 74.3 MPa 10,770 psi
D790M Flexural Modulus 2,200 MPa 329,000 psi
D2240 Hardness (Shore D) 85 85
D256A Izod Impact (Notched) 0.23 J/cm 0.46 ft lb/in
D570-98 Water Absorption 0.7% 0.7%
E831-05 C.T.E. -40◦C-0◦C (-40◦F 32◦F) 74.1 µm/m-◦C 41.2µin/in-◦F
E831-05 C.T.E. 0◦C-50◦C (32◦F 122◦F) 96.3 µm/m-◦C 53.6 µin/in-◦F
E831-05 C.T.E. 50◦C-100◦C (122◦F 212◦F) 141.8 µm/m-◦C 78.9 µin/in-◦F
E831-05 C.T.E. 100◦C-150◦C (212◦F 302◦F) 182 µm/m-◦C 101.3 µin/in-◦F
D150-98 Dielectric Constant 60 Hz 3.16 3.16
D150-98 Dielectric Constant 1 KHz 3.12 3.12
D150-98 Dielectric Constant 1 MHz 2.94 2.94
D149-97a Dielectric Strength 14.89 kV/mm 378 V/mil
E1545-00 Tg 49◦C 120◦F
D648 HDT @ 0.46 MPa (66 psi) 59◦C 138◦F
D648 HDT @ 1.82 MPa (264 psi) 50◦C 122◦F
Table 4.2: 3D printed material’s mechanical and thermal/electrical properties ((D638M) to
(D570-98) are mechanical properties. (E831-05) to (D648) are thermal/electrical proper-
ties.)
Equipment Max Build Extents Layer Thickness Min Feature Size
3D Systems Viper 5”×5”×2.5” .001” .002”
Table 4.3: 3D printer technical specifications
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4.3.2 Test Apparatuses
The objectives of the battery of tests that were performed included: characterizing SAS’s
behavior by determining its response to incrementally increasing strain, which serves as
calibration, determining the repeatability of the measurements recorded by SAS and their
accuracy, and finally, determining the differences in SAS’s performance between different
3D printed batches.
Before testing the entire SAS assembly, the amplification mechanism was isolated and
evaluated. Using a P-603 Piezo Movement Actuator from Physik Instrument (PI), material
strain displacement was simulated from both tension and compression, figure 4.11.
Figure 4.11: Plan view of P-603 Piezo Actuator. 2014. Technical Note of P-603 PiezoMove
OEM Flexure-Guided, Lever-Amplified Actuators. Physik Instrument(PI). Germany
This test bed served as the basis for calibration, repeatability testing, and manufacture
deviation evaluation between batches.
From the plan view depicted in figure 4.11 of the P-603 piezo actuator, the basis for
driving SAS can be gathered. Fixing the left screw holes to a surface, the moving part
on the right side pulls or pushes the SAS’s sensor arm to simulate material tension or
compression. An aluminum base plate was used to connect the SAS mechanism to the left
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side while another aluminum base was used to fix the driving side to a 3D printed driving
bar on the left side. Figure 4.13 shows the SAS mounted. A 3D printed driving bar was
chosen as opposed to extending the aluminum base to drive the mechanism to ensure proper
simulation of the internal stresses between all joints, including the cantilevered beam.
LABVIEW was used to activate the piezo motor, through a E-709 Digital Piezo Con-
troller. The time between cycle repetition can be set in LABVIEW program. By com-
manding ”MOV 1 1” or ”MVR 1 1” in write buffer, the piezo actuator moved to a specific
position or moved continuously with specific steps and timesteps. This served as the basis
for command inputs for all testing completed on this device.
Figure 4.12 is the flowchart of testing process based on piezo actuator. LABVIEW
receives input commands and transfers them to piezo controller which can control the piezo
actuator’s movement. The piezo controller and piezo actuator make up a feedback system
to implement precise movement.
After evaluating the amplification mechanism alone on the piezo actuator, an assembled
SAS was tested on a pull tester. An aluminum test specimen was placed in the jaws of the
pull tester device and SAS along with a conventional piezo electric wheatstone bridge were
place in the center of the specimen, figure 4.14.This test set-up allowed for testing of the
entire SAS mechanism and sensor arm system in tensile stress.
4.3.2.1 SAS Calibration
To calibrate the SAS, the piezo motor was given commands to move the mechanism at
increments on the order of < 1 µm. Time between each step was varied and the sensor’s
response to variation in time between induced motion was evaluated.
While testing with several different steps, it was discovered that if the step was too
small or too large, SAS would react in an unpredictable manner. For the version of SAS
tested, if step sizes were smaller than 0.4 µm, negligible movement resulted from SAS
and over many of such steps, significant variability in cumulative motion would result.
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Figure 4.12: Flowchart for piezo actuator based test
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Figure 4.13: SAS with aluminum base on piezo actuator (¬ Short Sensor Arm ­ Alu-
minum Base
Figure 4.14: SAS on pull tester
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This is because, for this sensor configuration, 0.4 µm is less than the minimum detectable
movement. Inability to control the rate of motor motion resulted in SAS variability for
larger step sizes. The motor motion rate is akin to a shock loading and not representative
of gradual strain experienced during welding or on a ship, except for slamming conditions.
For larger steps, 1 µm - 2.5 µm, the high rate of the applied displacement would result in
SAS passing the correct position and rebounding back to a location of lesser representative
value. With this in mind, calibration step sizes were evaluated between 0.2 µm to 2.5 µm.
Finally it was found that 0.6 µm was most suitable for calibration.
When operating on a perfectly flat plate and installed with proper alignment SAS is
a mechanical system with one degree of freedom: translation of the long sensor arm to-
wards or away from the mechanism side. Thus, the device’s natural frequency is entirely
dependent upon the principle dimensions and build material. The rebounding effect and
sensitivity described herein are specific to the SAS configuration being tested. Revising
SAS for different ranges of sensitivities, rebounding characterization would need to be
re-evaluated. Thereby, it would be possible to avoid this phenomenon given an objective
measurement strain rate range. Strain rate ranges would need to be characterized for each
application, e.g., hull girder bending, welding processes, and salvage operations. SAS
could be designed to minimize rebounding for a given range of strain rate.
For all of the tests performed below including calibration SAS experienced some stick-
ing in the mechanism’s range of movement. Sticking is defined as the mechanism failing
to react to a change in input displacement for one increment. Applying another increment
of displacement would result in a reaction that represents the total input displacement over
the past two inputs. This effectively meant SAS would ”catch up” and again correctly rep-
resent the input displacement. The frequency of this occurrence over all test data points
was approximately 5%.
Using 0.6 µm as the movement step, five complete passes through tension and com-
pression ranges were conducted, figure 4.15. During each step, the pointer rotation angle
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had been recorded in terms of commanded displacement. Plotting the data and fitting with
a 4th order polynomial function, the relation between displacement and pointer angle was
acquired, figure 4.15. By dividing displacement by the sensor arm’s length, the relation
between rotation angle with strain is determined.
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Figure 4.15: Calibration of the SAS mechanism on the piezo motor at 0.6µm step sizes
(θ = −4E−5δ4 + 0.0016δ3 + 0.0138δ2 + 1.0056δ − 0.1977, R2 = 0.9981)
This polynomial provides the basis for measurement of strain using SAS. For an ob-
served pointer angle and known distance between the two sensor bases (or length of the
sensor arm) with strain being:
η =
∆L
L
(4.4)
where ∆l is the material length change undergoing tension or compression and l is the
original length between two SAS base plates, ∆l can be solved for given an observed SAS
pointer angle reading.
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4.3.3 Repeatability
The repeatability of the results obtained during calibration was examined. Over time, the
SAS’s mechanical system could be subjected to wear and the measurements could deviate
from those at the beginning of its life-cycle. To simulate cyclic deterioration, a total of
50 cyclic stress cycles were induced on the piezo motor test bed. At every 10th cycle the
measurement accuracy of SAS was evaluated. Figure 4.16 displays the measurements from
SAS at every 10th cycle. SAS consistently is within 5% error from the values measured
during calibration.
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Figure 4.16: Repeatability test over 50 cycles
As can be seen in figure 4.17, the measurement’s standard deviation tends to decrease
as the number of cycles increases. This is likely because there is something of a break-
in period for the 3D printed plastic. Rough edges are smoothed with repeated passes. It
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is expected that over time the standard deviation will continue to decrease asymptotically
before increasing at some point when the mechanism begins to deteriorate.
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Figure 4.17: Standard deviation of the considered cycle
4.3.3.1 Manufacturing Variability
Since SAS is 3D printed, it is necessary to examine the variation between prints. Four
SASs were printed in the same batch and compared. The variability for each SAS after 50
cycles was evaluated.
Figure 4.18 shows the standard deviation of the repeatability test for the four sensors.
The results show that three sensors are close in their standard deviation while one is sig-
nificantly different. This may be attributed to the manufacturing tolerances which are +/-
0.05 mm. This pin tolerance range is sufficiently large to induce a loose or tight pin-hole
connection.
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Figure 4.18: Manufacturing variability standard deviation results
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4.3.4 Pull Tester Validation
The complete SAS assembly was tested on the pull tester in tensile stress to validate the
calibration conducted on the piezo motor. SAS measurements were compared to data from
two perpendicular strain gauges accompanied by a 1/4 wheatstone bridge configuration,
figure 4.19. Perpendicular strain gauges can offset the temperature influence and wheat-
stone bridge is capable of measuring small resistance change in strain gauges. A strong
agreement between the measurements was observed. The average difference in measure-
ment was 5%.
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Figure 4.19: Pull tester result
4.3.5 Weld Trial
Weld distortion during fabrication processes can result in significant misalignment of ship-
building assemblies Mandal and Biswas (2011). Assembly or grand block misalignment
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rework is a significant cost during shipbuilding Huang, Harbison, Kvidahl, Niolet, Walks,
Christein, Smitherman, Phillippi, Dong, DeCan, Caccese, Blomquist, Kihl, Wong, Sin-
field, Nappi, Gardner, Wong, Bjornson, and Manuel (2016). Welders and fabricators need
to leave their workstations and bring blow torches and sledge hammers to the issue location
and force the fit. By placing SAS adjacent to a weld, stresses that the material experiences
are measured in in real-time. Additionally, the residual stress from the weld can be deter-
mined. This information can translate to procedural changes and quality control checks that
reduce the likelihood of misalignment in the dry-dock and overall rework from weld defor-
mation. To determine if SAS would be capable of strain measurements during welding, a
weld trial was conducted.
Two 1/4 inch thick, 12 inch-across square low carbon steel plates were butt tig welded
together with a single pass. Two perpendicular strain gauges with 1/4 Wheatstone bridge
were placed at the center of one of the plates. The SAS’s sensor arm was centered over
top and served as the locator for the rest of the sensor mechanism’s installation. Given its
proximity to the weld (6 inches), a copper bar was fixed beneath the plate and adjacent
to the weld location to help reduce the heat transferred to SAS during the weld process.
Figure 4.20 shows the installation setup.
SAS reacted in real-time during the welding process and cool down. Figure 4.21 shows
a time lapse of the movement while the weld bead was being laid and thereafter. Dur-
ing welding, the assembly compressed along the weld axis and SAS’s measurement cor-
responded. During cooling, the material’s internal compression decreased, and the SAS
measured the reduction of stress. SAS remarkably followed the entire strain change pro-
cess and made it visibly observable without requiring external power, computer, or data
acquisition system.
Figure 4.22 compares the SAS measurement and the Wheatstone bridge measurement
from the cool down process. SAS and the Wheatstone bridge measurements have similar
trends, but with different slopes. This is likely attributed to the difference in measurement
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Figure 4.20: Welding preparation (¬ Steel Plate ­ Protection Wall ® Light and Camera ¯
SAS ° Aluminum Bar ± Copper Bar)
characteristics of the two sensor types. An extensiometer would be a better suited bench-
mark for SAS as it is measuring the strain a 10 cm distance, whereas the Wheatstone bridge
is measuring strain over a displacement distance of less than 1 cm. In addition, SAS is more
susceptible to changes in material topography resulting from deformation. Significant out
of plane deformation of the tested plates certainly contributed to the discrepancy.
4.3.6 U.S.C.G. RBM Installation
Measurement data from the SAS costs significantly less to acquire than a conventional
strain gauge but is less accurate, making its data well suited for updating the marine struc-
tural reliability data synthesis framework capable of interpreting imprecise data. Using
permanent set as a sensor for maximum experienced pressure is effective should the max-
imum pressure experienced yield permanent set. If pressure values remain on the lower
regime of the hockey stick trend, permanent set does not have the sensitivity to deduce the
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Figure 4.21: SAS movement during welding test (the first row indicates pointer was mov-
ing clockwise and steel was compressing during welding; the second row shows pointer
was moving back counterclockwise which means steel was relaxing during the cool down
process.
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Figure 4.22: Distortion due to welding as measured from the piezoelectric strain gauges
and SAS during cool down.
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maximum pressure. The SAS effectively fills in this lower maximum pressure data gap.
Contributing to the low data acquisition cost is the simplicity of installation and data acqui-
sition; figure 4.23 depicts the conventional system and support equipment on the left and
the complete SAS system on the right.
Figure 4.23: Equipment caparison, conventional system to the left and SAS to the right
On October 13th, 2014 at Cape Disappointment, Oregon, a U.S. Coast Guard Response
Boat-Medium (45RBM) was instrumented with three Strain Amplification Sensors. The
45RBMs are designed to operate safely in seas up to 12 feet with 50 knot winds with
100 tons of displacement in tow load. There is concern for the structural integrity of the
vessel operating in seas over 8 feet. Of particular concern is the bow region which sustains
significant stresses in slamming when operating in higher sea states.
In collaboration with Professor Jerry Lynch’s group and as a part of a Naval Engineer-
ing Education Center project, the sensors were mounted in the auxiliary machinery com-
partment alongside a string potentiometer measuring displacement between frames. Two
SASs were mounted on the shell plating between the stiffeners and one was mounted on a
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cantilever bridge spanning two frames, figure 4.24.
The three sensors were identical except for a hole location on the actuator arm which
provided an increased or decreased 30% range of strain amplification from the standard
sensor. Since a larger displacement was expected to be experienced over the span between
the frames, the lower amplification was placed on the bridge while the 30% increased am-
plification and baseline were placed on the shell plate. Designs for augmentation of the
SAS to record maximum experienced strain existed at the time of testing, however, fur-
ther iterations in prototype manufacturing were necessary to realize a functional prototype.
Thus, a camera was mounted with all three sensors in the frame of view and video was
recorded throughout testing. Review of the footage to examine the location of the pointer
arm on the measurement face was then completed to determine an approximate experienced
strain. Unfortunately, the material used for the string potentiometer proved to stretch itself
and resulted in imprecise comparison data. However, based on the successful bench test
and weld test, it is likely SAS’s data would perform with similar reliability as experienced
in the lab environment.
It was determined that SAS could successfully operate on-board a marine structure dur-
ing operation. SAS’s ability to properly measure strain was not confirmed; however, it
was discovered that increased amplification would be necessary to observe strain on the
particular details being monitored. This has been achieved with subsequent SAS designs
producing amplification on the order of 6000 times in comparison with the 300 time ampli-
fication design tested on the RBM.
4.4 Conclusion
The patented SAS is the world’s first 3D-printable strain gauge. SAS provides real-time
strain measurement with tunable sensitivity, measurement range, and attachment orienta-
tion. SAS is stand-alone; it requires no energy source for operation, can be rapidly installed
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Figure 4.24: SAS installation on side shell and cantilever bridge between frames 8 and 9
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using magnets, and is intrinsically safe. SAS is a cost-effective solution for monitoring
large vessel structures or residual stresses during welding processes. The above presented
calibration, repeatability testing, and manufacturing variability testing all demonstrate that
the SAS, in a small footprint, can accurately and repeatedly measure strain measurement
on the order of single microstrain.
Future work will further evaluate the reaction of SAS to significant topology changes
on the material being measured, temperature compensation, a robust mechanical maximum
value recording technique and a mechanical time history recording capability.
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CHAPTER 5
Fusing Structural Damage Measurements for
Route Planning Decision Support
5.1 Introduction
Assessing and managing a damaged ship is one of the most man power intensive activities
onboard. As modern ships continue to reduce manning, optimal decision-making in the
event of damage is critical. As was demonstrated in Chapter 3, fusing data with signifi-
cant uncertainty can be accomplished within BN frameworks. Extension of static BNs to
DBNs generates the basis for modeling a dynamic system, and further extension to an ID
yields dynamic decision support in the form of a DID. Chapter 4 presented SAS, a tool
that can be deployed rapidly for framework updating with relevant evidence. Combining
the rapid data collection capability of SAS with an interpretive and data fusion enabling
framework produces a real-time decision support tool. Real-time decision support is par-
ticularly relevant to situations after vessels sustain damage. Very limited application of
data fusion frameworks and decision support tools has taken place within the realm of ma-
rine DCS. Post-damage decisions are presently made with a very limited understanding of
the structural state of the vessel as well as the decision’s effect on the future state of the
structure.
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5.2 Literature Review
A range of damage support tools exist to analyze ship stability post-damage. These tools
provide the user with strategies to prolong the eventual loss of stability and predict the
time until instability occurs. Stability loss usually leads to vessel capsize or sinking. Thus,
an evacuation plan can be developed from the tool’s prognosis. However, unlike stabil-
ity, the structural failure mode and amount of time available to evacuate the ship may not
be predicted easily and may lead to indecision (Bole 2007). Additionally, emergency re-
sponse crews often have limited access to information pertaining to the vessel’s structural
state and, therefore, are unable to make informed decisions that range from abandonment,
stabilization activity, structural reinforcement, or changing course.
Modern ship complexity and limited manning requires the use of a DCS to aid crew in
the event of an accident or hazardous situation. For events such as fire, flooding, chemical
contamination, or threats to critical systems, the DCS aims to provide crew with situa-
tional awareness and recommendations for counteractions and reconfiguration. Santos and
Soares (2011) identified that survivability can be best determined from the damage condi-
tion, loading condition, sea state at the time of accident, and location of damage in three
axes. The location and type of damage, and sea state require stochastic descriptors. Thus,
combining problem identification and action planning while accounting for uncertainty is
necessary to provide this information. However, there has been very limited application of
decision support and expert systems to DCSs to ensure the safety and operational stability
of modern ships Calabrese et al. (2012). Of the systems in place, most address stability
but fail to consider structural integrity and the compounding effect the loss of structural
integrity can have on stability Bole (2007). Further, there is a lack of investigation into
decision-making or support thereof for a damaged vessel’s route planning.
Calabrese et al. (2012) presented a hybrid KDSS integrated into a DCS for identifica-
tion and management of events that could result in vessel damage or the endangerment of
the crew. A decision-making system was proposed by Balmat et al. (2011) using a fuzzy
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approach to evaluate the maritime risk to safety at sea, and more particularly pollution pre-
vention. For flooding decision support, Hu et al. (2013) presented an M-H (Ma Kun and
Hu Li-fen, family names of the method’s developers) method-based decision support sys-
tem (MHDSS) to evaluate survivability and provide real-time decision-making assistance.
However, none of these works consider the vessel’s structure in DCS decision support
strategies. This work introduces a DID for course selection post-damage decision sup-
port. This preliminary network fuses data from a novel 3D printable strain gauge, the SAS,
that can be rapidly deployed to critical locations on the structure, and visually inspected
measurements of crack growth. Optimal decision policies for both speed and heading are
produced to advance the vessel towards a target line.
There has been limited but successful implementation of DBNs and IDs in the realm
of deterioration and route planning. Strauss and Frangopol (2013) introduced a DBN that
leverages a structure akin to a DID in order to produce an algorithm for optimal risk-based
planning of inspection. Lou, Yin, and Li (2011) proposed the only other application of BNs
to path planning–an interactive DID framework with communication capabilities, called
Com-I-DIDs, focused on the communication and coordination of cooperative agents in a
dynamic environment. However, this work does not apply to a single agent system where
the agent aims to maximize its own utility as is the case of a damaged ship.
A BN framework allows for data synthesis and input of inspection evidence for more
accurate prognosis. Chapter 3 demonstrated the ability of the framework to effectively fuse
data gathered with uncertainty and demonstrated the framework’s ability to provide deci-
sion support based upon the updated, more accurate models. By extending this framework
to a DID, it is capable of providing decision support in real-time. The 3D printable SAS
has been tested and proven to be a rapidly deployable, robust, and inexpensive alternative
to piezo-electric conventional strain gauges. Uniting evidence from the SAS and crack
length with a DID (DBN augmented with utility and decision nodes) produces the basis for
damage state decision support strategies.
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The DID model presented in this work demonstrates the routing decision support from
evidence provided by the SAS measuring extreme stresses and visually inspected crack
propagation. The fatigue crack propagation is modeled using Paris’ law. The vertical bend-
ing moments that are experienced based on speed and heading decisions follow Jensen’s
method Pedersen and Jensen (2009). Extreme vertical bending distributions are based on
Mansour’s upcrossing analysis Mansour (1994). The BN model is instantiated for each
timestep where a heading or speed decision is made and evidence including stress from the
SAS, and crack length are fused through Bayesian inference. Routing choices based on
evidence from both the SAS and visually inspected crack length are evaluated together and
separately. The network’s ability to adapt the aggressiveness of the chosen route provided
evidence is demonstrated.
This section will proceed by giving a brief overview of the fatigue model, probabilistic
loading, as well as of network structure. The network’s ability to fuse extreme stresses from
the SAS and crack propagation measurement for better routing decisions is investigated and
compared to routing policies without evidence. Examples that impose evidence for strain
gauges, and fatigue crack propagation, individually and in combination, will be shown
followed by a discussion of the results and conclusions.
5.3 Proposed Framework
The framework includes the use of a probabilistic extreme vertical bending moment model,
a deterministic vertical bending moment model based upon a chosen heading and speed,
a deterministic crack growth model, and an additive utility function. These models are
integrated into a BN framework and coupled with the utility functions and decision nodes
to produce an ID. With network instantiations at timesteps for each inspection or routing
decision point, a DID is created. Bayesian inference is performed at each timestep to inter-
pret evidence of crack growth and SAS maximum strain measurement to provide optimal
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routing decision policies.
5.3.1 Fatigue Crack Growth Model
The deterministic fatigue model used herein is the Paris-Erdogan law for crack growth,
Stephens and Fuchs (2001). The stress is assumed to be homogeneous and uniaxial with
constant cyclic stress range S. Stresses are intensified at the crack tip. Based on linear
elasticity theory, a stress intensity factor,
√
pix, is introduced where x is half the crack
length. The crack modeled herein is located on the center of a deck plate.
∆x = C(
√
pixS)m (5.1)
C and m are experimentally determined constants and considered to be 8.47 ∗ 10−14
and 3.5 respectively. If the crack length increment is considered small compared to the
variation of x(m/S), ∆x can be idealized to the differential quotient dx/dn where n is the
number of cycles. Thus, equation 5.1, becomes a differential equation where x and n can
be separated, resulting in equation 5.2 Ditlevsen and Madsen (1996).
X(n) =
[
(1− m
2
)C ∗ pim/2Smn+X1−m/21
](1−m/2)−1
(5.2)
Where X1 is the initial crack length.
5.3.2 Vertical Bending Moment Models
Two models for VBM were used. A deterministic model produces the RMS VBM value
for a chosen speed and heading, and a stochastic model determines the extreme vertical
bending moment distribution. Combining these two models in the BN framework provides
a synthesized expected crack length from a chosen heading and speed with or without
evidence from the present or prior crack lengths and extreme strain values produced by the
SAS.
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Assuming a short period of time, ocean waves can be modeled as a stationary Gaus-
sian process with zero mean Mansour (1994). Given a linear marine structure, the load
process is also Gaussian and the extreme load distribution can be found using methods
such as upcrossing analysis and order statistics. For the case of a narrow-band process,
Mansour recommended use of the upcrossing analysis due to its ease and accuracy. The
corresponding equations are shown below.
F (x) = exp
(
− υ0Te
−0.5
(
x−ms√
m0
)2)
(5.3)
υ0 =
N
T
(5.4)
Where ms is the still water bending moment,
√
mo is the RMS wave bending moment,
T is the considered period, and N is the number of wave moment peaks in the period T .
Equation 5.3 produces the extreme bending moment cumulative density function distribu-
tion which is encoded as a prior distribution in the network.
Since the network aims to provide support for heading and speed decisions, it is neces-
sary to understand the implication of a chosen heading and speed on stress and ultimately
safety through the resulting crack growth provided by equation 5.2. Sorensen (2011) pro-
vided a closed form semi-analytical method that produces both frequency response func-
tions and standard deviations for the wave-induced bending moment for mono-hull ships.
The method assumes a homogeneously loaded box-shaped vessel and yields the basis for
the frequency response function by using linear strip theory. Correction factors for speed,
block coefficient, and oblique seas are then added. The resulting standard deviation of the
wave-induced bending moment amidships is:
s2m = (Fv(Fn)FCb(Cb))
2
∫ ∞
0
Φ2M(ω)S(ω)dω ∗ |cosβ|1/3 (5.5)
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Where Fv, FCb , ΦM , and S(ω) are the speed correction, block coefficient correction
for values less than or equal to one, the frequency response function, and the frequency
dependent wave spectrum respectively. Waves are modeled by a Person-Moskowitz (ISSC)
wave spectrum. The appended cosine term is the oblique seas correction.
5.3.3 Dynamic Influence Diagrams
Dynamic systems operating with real-time feedback require adaptation of the conventional
static BN to produce relevant information. A BN is a probabilistic graphical model repre-
senting a set of random variables and their conditional dependencies via a DAG compactly
encoding full joint probability distributions Kjaerulff and Madsen (2008). A DBN inter-
prets past static networks instantiated for each instance in time and adds new networks for
each future time slice. This representation is known as unrolling the dynamic model for the
desired number of timesteps. For a given point in time, a DBN is static as it consists of a
discrete set of static networks representing all past time slices and future points in time for
which a prognosis is desired.
Through the addition of utility functions and decision nodes, it is possible to use BNs as
a decision support tool. Networks augmented with the utility functions and decision nodes
are known as IDs and are compact representations of a joint expected utility function. The
solution to a decision problem is a matter of determining the strategy that will provide the
highest utility value to the decision maker. Therefore, construction of a utility function
accurately representing the value of the potential strategies is critical to the effectiveness of
the influence diagram’s ability to provide decision support. Similar to a BN, IDs rely on the
chain rule for finding the expected utility for each action, a, in determination of P (hj|),
with  as evidence, and h hypothesis.
EU(ai) =
∑
j
U(ai, hj)P (hj|) (5.6)
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Utility functions provide a utility value for each combination of related node states. Af-
ter performing inference with the provided evidence, the maximum expected utility value is
determined and the corresponding strategy states are selected and presented as the optimal
decision given the evidence provided.
5.3.4 Framework Construction
Using a BN topology to produce path planning support requires careful construction to
minimize likelihood of intractable results. Should each timestep require exact knowledge
of the position of the vessel, all prior decisions for speed and heading would need to be
known. If the location’s exactness is loosened and the navigable area is covered by a grid
discretization, the prior location and last speed and heading decision are still necessary
pieces of information. This method still becomes increasingly intractable as the number of
timesteps increases. This is because the number of states for each location node is required
to be the number of grid bins by the number of heading angles by the number of speeds; and
sufficient discretization of the navigable area requires on the order of hundreds of location
bins.
Figure 5.1 depicts the initially conceived and intractable DID conceived for route plan-
ning. Initially, the network was aimed at path planning to a specific point instead of a line
of safety. To do this, the network needs to be aware of the vessel’s location. Location
awareness requires knowledge of every prior heading and speed decision made since the
initial starting position was established. Thus, the following network was constructed to
represent such a model. Intractability was created by the edges entering utility functions.
Each utility function requires the knowledge of all prior decisions made for both heading
and speed and edges are placed accordingly. Therefore, the number of dimensions within
the utility function increases exponentially over time. This network also included crack
growth parameters which were later rolled in to the random crack variable a. It was real-
ized that the utility function construction would need to be such that it is independent of
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prior decisions. This led to the line of safety objective which is discussed below. Since the
position of the vessel relative to the line of safety does not affect the associated value for
speed and heading decision-making, this construct was recognized as tractable.
Figure 5.1: Route planning DID with location dependent utility functions.
Since equation 5.5’s method accounts for both speed and heading in VBM calculations,
both were initially considered as decision nodes. Two problems arose with this construc-
tion. First, the HUGIN engine uses a greedy search algorithm to evaluate the DID which
suffers from sometimes inaccurate policy selection. Of particular challenge to the greedy
algorithm, which aims to maximize its gains on each search layer, is a utility function
with two decision nodes to be determined simultaneously. This made results unclear as
to whether the algorithm had converged upon a global or local optimum. Additional runs
were not sufficient to determine optimality as the solution would often get stuck at local
optima and require insertion of evidence to shift the search. Removal of evidence to yield
the same conditions prior to its application would often lead to different optima locations.
Second, it was discovered that the trade space between speed and heading governed by
equation 5.5’s VBM formulation always favored reducing the aggressiveness of the heading
over reducing speed to lower the VBM. In other words, within the operational profile of the
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tanker, the fastest speed it can travel should always be chosen and adjustment to heading
should be used to control the experienced VBM.
The partials of RMS VBM with respect to speed and heading can be easily ascertained
from figure 5.2 and we can gather that the heading angle contributes twice as much to the
RMS VBM as does the speed per degree and knot respectively. The final plot shows the
relationship between speed, heading, and advancement towards the target. In this case we
can see speed contributes more than heading to advancement. Since speed has half the ef-
fect on the VBM’s RMS value when compared to heading, and contributes to advancement
more significantly, it is always in the best interest of the operator to maximize speed and
toggle heading until the maximum allowable RMS VBM value is reached.
By removing utility function dependence upon location, the network was constructed
in a manner that does not require knowledge of location at each timestep. This is possible
because the objective is to pass through a line of safety, figure 5.5, and consideration is not
given to the vessel’s particular point of crossing, i.e. motion parallel to the line of safety.
In addition, the proximity to the line of safety does not effect the utility.
The software, Hugin Researcher, used to solve the DID assumes additive utilities be-
tween the timesteps. To remain consistent within the boundaries of a timestep, the utility
function was also constructed as an additive function. Expected utilities from different
timesteps are summed to determine the optimal decision within a DID. The utility function
can be seen in equation 5.7 with weighting parameters as factors on the two components. It
was constructed to account for the diminishing safety as the crack length increases, a, rel-
ative to a critical length of 4000 mm, and the cost of the route relative to most expeditious
option, advancement.
U(speed, heading, a) = Safety(a) ∗ α + Advancement(speed, heading) ∗ β (5.7)
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Figure 5.2: RMS VBM vs. speed and heading for Mansour’s tanker in two dimensions
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The safety function is governed by a exponentially decaying curve, equation 5.8. Al-
ternative linear and sigmoidal functions were considered; however, since safety diminishes
at an increasing rate with crack growth, this was thought to be the most suitable represen-
tation. Critical crack length was assumed to be 4000 mm. Within the network, only the
crack length bin can be used to evaluate the utility function. Thus, instead of using 4000
mm and the actual crack length, their corresponding bins are used as input into the safety
function.
Safety(crackbin) = crackbinCritical2 −
[
crackbin
crackbinCritical
]2
(5.8)
Advancement is governed by a linear function–the ratio of advancement for a given
speed and heading to the range between the maximum and minimum possible advancement.
Maximum advancement for the chosen speed is at an 81 degree heading and the minimum
at 0 degrees, equation 5.9. Figure 5.3 displays the advancement relationship over a range
of speeds and headings.
Advancement(speed, heading) =
cos(heading)speed− cos(81)speedMax
cos(0)speedMax− cos(81)speedMin (5.9)
Thus, the BN graph naturally falls out from the utility function construction to produce
edges from the heading decision nodes depicted as rectangles to the utility function, a
diamond, figure 5.4. The VBM function node is dependent upon the chosen speed and
heading following equation 5.5. RMS VBM in addition to a prior crack length and an
error term produce a distribution for the crack length. From one timestep to the next,
temporal links from an error term carry a belief in conditions being more or less severe
than modeled. Larger stress cycles, a greater number of stress cycles between timesteps,
material resistance to fatigue crack propagation, or any other factor that may cause the crack
propagation rate to deviate from the encoded model, is accounted for via updating of the
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Figure 5.3: Display of the utility function advancement term over a range of speeds and
headings.
error node. Both crack length and SAS measurements are as a result of the environmental
conditions and therefore are children to the error term. Temporal links are between crack
length and error nodes. All elliptical nodes are random variables except for the VBM node
which is a function node.
Initially, the error node follows a normal distribution and the crack length follows a
right-skewed Gumbel continuous random variable with scale = 0.35. Table 5.1 displays
the discretization of the network nodes. Error values are multiplied by the crack length
bin and VBM value to shift their distributions accordingly. The network is very sensitive
to the discretization technique used for crack growth. This sensitivity is due to the utility
function’s dependence upon the crack bin number and not the underlying crack length,
and the network’s ability to recognize differences in crack growth for heading choices. To
achieve encoding that would best discriminate between possible crack lengths within the
constructs of the network, the best fit polynomial function of an ordered list of all possible
crack lengths for the decision combinations encoded was used as the interval boundary
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function.
Variable Probable Range Number of States Interval Boundaries
a (mm) 3000-40000 50 0, 3008 + 12bin− 0.25bin2 + 3.7e− 03bin3,∞
SAS (MPa) 45-450 50 0, 45(450/45)bin/50,∞
Error 0.6-1.4 9 0, 0.6 : 0.1,∞
Heading (degrees) 0-81 10 0 : 9 : 81
Table 5.1: Route Planning Network Dicretization
Figure 5.4: Route planning DID with location independent utility functions. The diamond
nodes are utility functions, rectangles are decision nodes, and ellipses are random variables.
The network construction shown in figure 5.4 is the version that was finally chosen
and found to be tractable. Speed was removed from network encoding as was the specific
location of the vessel. A line of safety objective was introduced instead which allows for
tractable computation for decision support of route planning.
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5.4 Case Study
5.4.1 Considered Vessel
The tanker from Mansour (1994) was used as the considered ship operating in a storm and
after sustaining damage. Damage was assumed to degrade the midship’s moment of inertia
to 80% of the intact condition and the operating speed was fixed at 10 knots. Table 5.2
provides particulars for the vessel and storm operating conditions.
Length (m) 232.6
Depth (m) 16.6
Beam (m) 32.1
Draft (m) 12.2
Block Coefficient (Cb) 0.82
Still Water Bending Moment (SWBM) (MN-m) 1814.8
Crack distance from N.A. (m) 7.5
Wave Height (m) 6.1
Wave Period (s) 12
Table 5.2: Considered Vessel and operating conditions
The detail being monitored for crack growth was located 6.1 meters from the vessels
neutral axis and was subjected to in plane cyclic stresses governed by equation 5.5’s VBM
formulation.
5.4.2 Real-Time Route Planning Decision Support
The BN outlined previously (figure 5.1) was tested using simulated evidence sets of fatigue
crack growth and SAS readings. Five network timestep initiations were considered where
each timestep was 90 minutes. In all cases, the vessel’s objective was to pass a line of safety
running perpendicular to the direction of the sea, as shown in figure 5.5. Optimal decisions
are produced with and without evidence. When evidence is provided on crack length or
SAS nodes, it is required that the decisions prior to the evidence timestep be made. In all
cases, the decisions made are those that maximize expected utility.
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Figure 5.5: Objective diagram
First the network was evaluated without evidence from the SAS or the crack growth
length , table 5.3. Next, the network was evaluated with evidence from both crack mea-
surements and SAS measurements in combination and separately. Evidence was provided
on each timestep after the previous timestep’s heading decision was made. To evaluate the
reaction of the decision-making to either high or low measurements of the crack length and
SAS, consistent high and low pieces of evidence were provided at all timesteps. For crack
length, a ”high” piece of evidence is a crack that is longer than the mean. A ”high” SAS
piece of evidence is a measurement indicating an extreme stress higher than the mean. Ev-
idence was selected based on the posterior distributions from the prior timestep decisions.
At the 0th timestep, the damage has just occurred and it is not reasonable to expect evi-
dence from the crack length or SAS to be available. Thus, all routes are the same initially
regardless of the evidence set.
Tables 5.3 and 5.4 and figure 5.6 show the results for updating with evidence that was
selected to be the bin furthest from the mean and with a probability of greater than or equal
to 10%.
Evidence was also provided in the bin adjacent to the posterior mean values from prior
decisions to evaluate whether there would be a shift in the optimal policy even with evi-
dence that is not significantly different from that which is most likely, tables 5.5, 5.6, and
figure 5.7.
Adjusting the utility function weighting parameters to increase the weight on the ad-
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Evidence timestep
Type
Set 0 1 2 3 4
1) No Evidence - - - - -
High
2) SAS (MPa) - 95 82 86 99
3)Crack Length (mm) - 3058 3104 3128 3150
4) SAS (MPa) - 95 86 86 99
Crack Length (mm) - 3058 3077 3095 3157
Low
5) SAS (MPa) - 78 86 82 90
6) Crack Length (mm) - 3014 3014 3048 3135
7) SAS (MPa) - 78 86 82 90
Crack Length (mm) - 3014 3037 3058 3112
Table 5.3: Evidence values from both SAS and crack length individually and in combina-
tion with evidence in bins with a greater than or equal to 10% posterior probability. Utility
values α = β = 1
Course Result
Evidence Set Crack Length (mm) Advancement (NM)
1) 3107 49
2) 3053 41
3) 3053 41
4) 3040 38
5) 3384 65
6) 3622 72
7) 3765 78
Table 5.4: Resulting mean crack lengths and advancement distances towards the line of
safety for optimal heading selection given combinations of updating with evidence from
both SAS and crack length individually and in combination with evidence in bins with a
greater than or equal to 10% posterior probability. Utility values α = β = 1.
112
Figure 5.6: Courses from updating with evidence from both SAS and crack length individ-
ually and in combination with evidence in bins with a greater than or equal to 10% posterior
probability. Utility values α = β = 1
Evidence timestep
Type
Set 0 1 2 3 4
1) No Evidence - - - - -
High
2) SAS (MPa) - 90 95 82 95
3)Crack Length (mm) - 3037 3068 3095 3135
4) SAS (MPa) - 90 95 99 99
Crack Length (mm) - 3037 3077 3128 3177
Low
5) SAS (MPa) - 82 86 90 82
6) Crack Length(mm) - 3014 3026 3068 3120
7) SAS (MPa) - 82 82 82 90
Crack Length (mm) - 3014 3048 3058 3128
Table 5.5: Evidence values from both SAS and crack length individually and in combina-
tion with evidence in bins adjacent to the mean posterior bin. Utility values α = β = 1.
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Course Result
Evidence Set Crack Length (mm) Advancement (NM)
1) 3107 49
2) 3066 44
3) 3107 49
4) 3053 41
5) 3507 69
6) 3259 59
7) 3561 71
Table 5.6: Resulting mean crack lengths and advancement distances towards the line of
safety for optimal heading selection given combinations of updating with evidence from
both SAS and crack length individually and in combination with evidence in bins adjacent
to the mean posterior bin. Utility values α = β = 1.
Figure 5.7: Courses from updating with evidence from both SAS and crack length individ-
ually and in combination with evidence in bins adjacent to the mean posterior bin. Utility
values α = β = 1
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vancement term with β = 1.2, the results were evaluated with evidence in bins that were
the furthest from the mean and were again greater than or equal to 10%. Optimal poli-
cies without evidence are dependent upon the utility function. These results can be seen in
figure 5.8.
Figure 5.8: Courses from updating with evidence from both SAS and crack length indi-
vidually and in combination with evidence in bins with a greater than or equal to 10%
posterior probability. The utility function placed greater weight on the advancement term
with α = 1, β = 1.2.
In the event of damage, the optimal heading towards a line of safety is never one that
is direct when the ship is operating in anything but calm seas. Without any evidence and
immediately following the occurrence of damage, the optimal heading for the both utility
functions with α = 1, β = 1 and α = 1, β = 1.2, is 63 degrees.
In all results, it was observed that high or low crack length and SAS measurements in-
fluenced heading directness individually and together, demonstrating effective data fusion.
A trade space is evidence from tables 5.4, and 5.6 where greater crack length is observed
with greater advancement and vice-versa. In all cases, the fusion of the crack measurement
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data and SAS measurement data produced more suitable courses than with evidence from
either crack length or SAS alone. Evidence from greater than 10% posterior probability and
adjacent to the mean show that the greater the distance from the mean of the provided evi-
dence, the greater the network reaction in the form of optimal heading selection. Evidence
sets adjacent to the mean were consistently less volatile when compared to the no evidence
case than those sets with greater than or equal to 10% posterior probability. This means
that the most direct and least direct paths were observed in the 10% posterior evidence sets.
The network’s tunability with utility function construction using α and β was demon-
strated when β was adjusted to be 1.2 instead of 1. In figure 5.8 all courses are more
aggressive than those with the same sets of evidence in figure 5.6. When the utility func-
tion weight was greater on the advancement term with an increased β, an interesting phe-
nomenon occurred when updating with low measurements. Because the network decisions
provided a course that resulted in significant crack growth, to satisfy the increased weight
on advancement, the course for the 4th timestep was more conservative than that provided
without evidence.
5.5 Conclusions
An approach to provide damage decision support to course headings accounting for struc-
tural degradation in the form of crack propagation was presented. DID updating was per-
formed using visual crack length inspection with uncertainty and SAS measurement of
extreme stresses. Five timesteps at two hours each were evaluated. By providing synthetic
evidence, both close to and far from the mean, the optimal courses were shown to become
more or less direct. The ability to fuse the SAS and crack length evidence was demon-
strated, as the most direct and least direct courses were observed with both sets of evidence
provided. The ability to tune the optimal route was shown by varying the utility function
weights.
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The results presented herein demonstrate the ability of a DID to provide real-time dam-
age decision support accounting for structural health and fusing multiple pieces of evi-
dence. This approach could easily be scaled to include other degradation modes and addi-
tional pieces of structural health evidence. Extension of this approach could provide crew
with much needed damage decision support surrounding the structural reliability and its
effect on optimal course selection.
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CHAPTER 6
Conclusions
6.1 Summary
The objective of this body of work was to provide a method for interpreting evidence of
structural degradation gathered with uncertainty for structural reliability model updating
and decision support. Marine structures operate in a harsh environment and fatigue life es-
timates are subject to significant uncertainty. Visual evidence from common-cause degra-
dation mechanisms such as fatigue crack initiation are imperfect and incomplete. When
integrated into a data to decision framework capable of fusing and interpreting uncertain
data, the resulting information was demonstrated to be of greater value than the sum of the
parts. The novel Bayesian network based data fusion frameworks developed within this
body of work provide decision makers with information on the structural health of the ves-
sel during its lifecycle as well as after sustaining damage from an incident. In both cases
the frameworks were demonstrated to provide both more accurate prognoses and decision
support.
Beyond fusion of visual degradation cues, integrating data from sensing instrumenta-
tion further increases the updated model’s accuracy and the produced information’s value.
During the development of the novel Bayesian network fusion framework, it was recog-
nized that the state of the art strain sensing options were not being adopted by the marine
community due to incompatibilities surrounding data acquisition and energy storage. Rout-
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ing power and data acquisition cables through these spaces is cost prohibitive. Wireless
solutions struggle with signal passage through the watertight spaces. The Strain Amplifi-
cation Sensor, a cost-effective stand-alone solution, was invented and developed herein as
a sensing solution for marine structures. Its data is of use to both data fusion frameworks
developed: through life degradation assessment for inspections and post-damage path plan-
ning.
Two case studies were conducted using simulated data to validate the proposed frame-
works. In the case of the fleet fatigue model, posterior probability distribution characteris-
tics were compared to the true values from the simulated data. It was discovered that data
from permanent set and fatigue crack initiation were capable of being fused to produce
more accurate updated models. For the route planning model, validity of the results was
ascertained from comparison of the different produced policies reconciled with the nature
of the evidence. Successful fusion of data from the Strain Amplification Sensor and crack
length was observed to produce more suitable course policies. Both case studies’ results
indicated successful data fusion and decision support capabilities.
Testing of the SAS was performed for calibration, repeatability, and manufacturing
variability assessment. In environment tests were also conducted onboard a U.S.C.G. RBM
and during a laboratory welding process. The SAS design configuration tested was 123mm
x 84mm x 14mm and was found capable of detecting displacements on the order of 1 µm.
Repeatability testing was conducted over 50 cycles and indicated that SAS’s variability
and accuracy and repeatability increased with the number of cycles. For the five sensors
3D printed in a batch and evaluated for manufacturing variability, the deviations between
measurements were sufficiently low. While onboard the U.S.C.G. RBM, SAS successfully
demonstrated its ability to function on a marine structure. Weld process testing proved
SAS capable of visually displaying, in real-time and without power or a data acquisition
system, the strain experienced due to weld distortion. Testing to this point has demonstrated
that the SAS is capable of suitably reliable and accurate measurement needed for fatigue
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assessment onboard marine vessels and for weld distortion characterization during vessel
fabrication.
6.2 Contributions
A novel framework capable of not only data fusion, but also data to decision support has
been presented and developed herein. Data gathered from only visual observations during
inspection has been demonstrated to provide effective updating to the data fusion frame-
work to increase the accuracy of the underlying reliability model for decision support. The
framework was demonstrated to provide decision support for inspection extent as well as
route planning after damage, both of which are novel solutions themselves. To supplement
the visual updating data available to the network, a novel strain gauge, the Strain Amplifi-
cation Sensor was invented as a cost-effective sensing technology for marine structures.
6.3 Recommendations for Future Work
The fleet fusion framework should be extended to model the structure on a more global
sense. Model construction and demonstration to this point has been focused on a single
grillage. Observed deterioration on the port side of ship can be fused with observations on
the starboard for example. Both port and starboard structures are subject to the same cyclic
loads which are the primary driver of structural fatigue. Since a single grillage is a poor
litmus test of an entire ship’s degradation state, the increased modeling scale would provide
better updating accuracy and thereby increased inspection decision support credibility.
The accuracy of the updated network’s within could potentially be improved via dif-
ferent post processing techniques. It would be worth considering dropping structural relia-
bility model combinations with the lowest posterior probabilities after asserting evidence.
Though the most probable states would remain the same, the shape of the distribution would
change proportional to the number of dropped combinations (bins). This could effectively
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reduce the standard deviation error that was difficult to reduce throughout this body of
work.
A significant difficultly with the route planning framework lies with the size of CPTs
growing exponentially with the timestep number if the network is encoding the position
of the vessel. Instead a line of safety objective was introduced that did not require the
knowledge of the vessel position for decision-making. If the navigable space was modeled
with obstacles or an objective point were included, the location of the vessel would need to
be encoded. If a framework existed where CPTs can be populated in real-time based upon
prior decision, the CPT exponential growth problem could be alleviated, paving the way
for route planning inclusive of position encoding. Additionally, the framework solution
algorithm should have inference search algorithms capable of handling multiple decision
nodes with edges into a single utility function. The greedy algorithm used was incapable
of considering more than one decision node into each utility function without converging
on local optimums. A framework including these capabilities would be an extension to this
work that could greatly increase the utility of the route planning fusion framework.
All data fusion network testing was conducted with simulated data. Further validation
with data acquired from either laboratory testing or real world vessels should be completed.
Laboratory testing could be from a grillage as was examined in a case study presented
herein, or another coupled structure with understood fatigue properties. The challenge in
getting real world data is the level of required detail. Conventional inspection logs do not
provide adequate details about the structural condition.
The Strain Amplification Sensor requires further testing to prove its operational enve-
lope and capabilities. Evaluation for temperature changes and across a spectrum of strain
rates have not yet been conducted. Additionally, the effect of humidity on the measure-
ment accuracy and repeatability have not yet been evaluated. Finally, extensions to record
the strain time history and the maximum experienced values should be further explored.
Conceptual designs exist and are feasible but have not yet been protected.
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