Provably Efficient Imitation Learning from Observation Alone by Sun, Wen et al.
Provably Efficient Imitation Learning from Observation Alone
Wen Sun 1 Anirudh Vemula 1 Byron Boots 2 J. Andrew Bagnell 3
Abstract
We study Imitation Learning (IL) from Observa-
tions alone (ILFO) in large-scale MDPs. While
most IL algorithms rely on an expert to directly
provide actions to the learner, in this setting the
expert only supplies sequences of observations.
We design a new model-free algorithm for ILFO,
Forward Adversarial Imitation Learning (FAIL),
which learns a sequence of time-dependent poli-
cies by minimizing an Integral Probability Metric
between the observation distributions of the expert
policy and the learner. FAIL is the first provably
efficient algorithm in ILFO setting, which learns
a near-optimal policy with a number of samples
that is polynomial in all relevant parameters but
independent of the number of unique observations.
The resulting theory extends the domain of prov-
ably sample efficient learning algorithms beyond
existing results, which typically only consider tab-
ular reinforcement learning settings or settings
that require access to a near-optimal reset distri-
bution. We also investigate the extension of FAIL
in a model-based setting. Finally we demonstrate
the efficacy of FAIL on multiple OpenAI Gym
control tasks.
1. Introduction
Imitation Learning (IL) is a sample efficient approach to
policy optimization (Ross et al., 2011; Ross & Bagnell,
2014; Sun et al., 2017) that has been extensively used in
real applications, including Natural Language Processing
(Daume´ III et al., 2009; Chang et al., 2015b;a), game playing
(Silver et al., 2016; Hester et al., 2017), system identification
(Venkatraman et al., 2015; Sun et al., 2016), and robotics
control tasks (Pan et al., 2018). Most previous IL work con-
siders settings where an expert can directly provide action
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signals. In these settings, a general strategy is to directly
learn a policy that maps from state to action, via supervised
learning approaches (e.g., DAgger (Ross et al., 2011), Ag-
greVaTe (Ross & Bagnell, 2014), THOR (Sun et al., 2018a),
Behaviour Cloning (Syed & Schapire, 2010)). Another
popular strategy is to learn a policy by minimizing some
divergence between the policy’s state-action distribution and
the expert’s state-action distribution. Popular divergences
include Forward KL (i.e., Behaviour Cloning), Jensen Shan-
non Divergence (e.g., GAIL (Ho & Ermon, 2016)).
Here, we consider a more challenging IL setting, where
experts’ demonstrations consist only of observations, no
action or reward signals are available to the learner, and no
reset is allowed (e.g., a robot learns a task by just watching
an expert performing the task). We call this setting Imita-
tion Learning from Observations alone (ILFO). Under this
setting, without access to expert actions, approaches like
DAgger, AggreVaTe, GAIL, and Behaviour Cloning by defi-
nition cannot work. Although recently several model-based
approaches, which learn an inverse model that predicts the
actions taken by an expert (Torabi et al., 2018; Edwards
et al., 2018) based on successive observations, have been
proposed, these approaches can suffer from covariate shift
(Ross et al., 2011). While we wish to train a predictor that
can infer an expert’s actions accurately under the expert’s
observation distribution, we do not have access to actions
generated by the expert conditioned on the expert’s obser-
vation (See Section 6 for a more detailed discussion). An
alternative strategy is to handcraft cost functions that use
some distance metric to penalize deviation from the experts’
trajectories (e.g., Liu et al. (2018); Peng et al. (2018)), which
is then optimized by Reinforcement Learning (RL). These
methods typically involve hand-designed cost functions that
sometimes require prior task-specific knowledge (Peng et al.,
2018). The quality of the learned policy is therefore com-
pletely dependent on the hand-designed costs which could
be widely different from the true cost. Ideally, we would
like to learn a policy that minimizes the unknown true cost
function of the underlying MDP.
In this work, we explicitly consider learning near-optimal
policies in a sample and computationally efficient manner.
Specifically, we focus on large-scale MDPs where the num-
ber of unique observations is extremely large (e.g., high-
dimensional observations such as raw-pixel images). Such
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Imitation Learning from Observation
large-scale MDP settings immediately exclude most existing
sample efficient RL algorithms, which are often designed
for small tabular MDPs, whose sample complexities have
a polynomial dependency on the number of observations
and hence cannot scale well. To solve large-scale MDPs,
we need to design algorithms that leverage function approx-
imation for generalization. Specifically, we are interested
in algorithms with the following three properties: (1) near-
optimal performance guarantees, i.e., we want to search for
a policy whose performance is close to the expert’s in terms
of the expected total cost of the underlying MDP (and not
a hand-designed cost function); (2) sample efficiency, we
require sample complexity that scales polynomially with
respect to all relevant parameters (e.g., horizon, number
of actions, statistical complexity of function approxima-
tors) except the cardinality of the observation space—hence
excluding PAC RL algorithms designed for small tabular
MDPs; (3) computational efficiency: we rely on the no-
tion of oracle-efficiency (Agarwal et al., 2014) and require
the number of efficient oracle calls to scale polynomially—
thereby excluding recently proposed algorithms for Con-
textual Decision Processes which are not computationally
efficient (Jiang et al., 2016; Sun et al., 2018b). To the best
of our knowledge, the desiderata above requires designing
new algorithms.
With access to experts’ trajectories of observations we in-
troduce a model-free algorithm, called Forward Adversarial
Imitation Learning (FAIL), that decomposes ILFO into
H independent two-player min-max games, where H is
the horizon length. We aim to learn a sequence of time-
dependent policies from h = 1 to H , where at any time
step h, the policy pih is learned such that the generated ob-
servation distribution at time step h + 1, conditioned on
pi1, . . . , pih−1 being fixed, matches the expert’s observation
distribution at time step h+ 1, in terms of an Integral Proba-
bility Metric (IPM) (Mu¨ller et al., 1997). IPM is a family of
divergences that can be understood as using a set of discrim-
inators to distinguish two distributions (e.g., Wasserstein
distance is one such special instance). We analyze the sam-
ple complexity of FAIL and show that FAIL can learn a
near-optimal policy in sample complexity that does not ex-
plicitly depend on the cardinality of observation space, but
rather only depends on the complexity measure of the pol-
icy class and the discriminator class. Hence FAIL satisfies
the above mentioned three properties. The resulting theory
extends the domain of provably sample efficient learning
algorithms beyond existing results, which typically only
consider tabular reinforcement learning settings (e.g., Dann
& Brunskill (2015)) or settings that require access to a near-
optimal reset distribution (e.g., Kakade & Langford (2002);
Bagnell et al. (2004); Munos & Szepesva´ri (2008)). We also
demonstrate that learning under ILFO can be exponentially
more sample efficient than pure RL.We also study FAIL un-
der three specific settings: (1) Lipschitz continuous MDPs,
(2) Interactive ILFO where one can query the expert at any
time during training, and (3) state abstraction. Finally, we
demonstrate the efficacy of FAIL on multiple continuous
control tasks.
2. Preliminaries
We consider an episodic finite horizon Decision Process
that consists of {Xh}Hh=1,A, c,H, ρ, P , where Xh for h ∈
[H] is a time-dependent observation space,1 A is a discrete
action space such that |A| = K ∈ N+, H is the horizon.
We assume the cost function c : XH → R is only defined
at the last time step H (e.g., sparse cost), and ρ ∈ ∆(X1) is
the initial observation distribution, and P is the transition
model i.e., P : Xh × A → ∆(Xh+1) for h ∈ [H − 1].
Note that here we assume the cost function only depends
on observations. We assume that Xh for all h ∈ [H] is
discrete, but |Xh| is extremely large and hence any sample
complexity that has polynomial dependency on |Xh| should
be considered as sample inefficient, i.e., one cannot afford
to visit every unique observation. We assume that the cost
is bounded, i.e., for any sequence of observations, cH ≤ 1
(e.g., zero-one loss at the end of each episode). For a time-
dependent policy pi = {pi1, . . . , piH} with pih : Xh →
∆(A), the value function V pih : Xh → [0, 1] is defined as:
V pih (xh) = E [c(xH)|ai ∼ pii(·|xi), xi+1 ∼ Pxi,ai ] ,
and state-action function Qpih (xh, ah) is defined as
Qpih (xh, ah) = Exh+1∼Pxh,ah
[
V pih+1(xh+1)
]
with
V piH (x) = c(x). We denote µ
pi
h as the distribution
over Xh at time step h following pi. Given H policy classes
{Π1, . . . ,ΠH}, the goal is to learn a pi = {pi1, . . . , piH}
with pih ∈ Πh, which minimizes the expected cost:
J(pi) = E [c(xH)|ah ∼ pih(·|xh), xh+1 ∼ P (·|xh, ah)] .
Denote Fh ⊆ {f : Xh → R} for h ∈ [H]. We define
a Bellman Operator Γh associated with the expert pi?h at
time step h as Γh : Fh+1 → {f : Xh → R}where for any
xh ∈ Xh, f ∈ Fh+1,
(Γhf) (xh) , Eah∼pi?h(·|xh),xh+1∼Pxh,ah [f(xh+1)] .
Notation For a function f : X → R, we denote ‖f‖∞ =
supx∈X |f(x)|, ‖f‖L as the Lipschitz constant: ‖f‖L =
supx1,x2,x1 6=x2(f(x1) − f(x2))/d(x1, x2), with d : X ×
X → R+ being the metric in space X .2 We consider a
1we use the term observation throughout the paper instead of
the term state as one would normally use in defining MDPs, for the
purpose of sharply distinguishing our setting from tabular MDPs
where X has very small number of states.
2A metric d (e.g., Euclidean distance) satisfies the following
conditions: d(x, y) ≥ 0, d(x, y) = 0 iff x = y, d(x, y) = d(y, x)
and d satisfies triangle inequality.
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Reproducing Kernel Hilbert Space (RKHS)H defined with
a positive definite kernel k : X × X → [0, 1] such that
H is the span of {k(x, ·) : x ∈ X}, and we have f(x) =
〈f, k(x, ·)〉, with 〈k(x1, ·), k(x2, ·)〉 , k(x1, x2). For any
f ∈ H, we define ‖f‖2H = 〈f, f〉. We denote U(A) as a
uniform distribution over action set A. For N ∈ N+, we
denote [N ] , {1, 2, . . . , N}.
Integral Probability Metrics (IPM) (Mu¨ller, 1997) is a
family of distance measures on distributions: given two
distributions P1 and P2 over X , and a function class F
containing real-value functions f : X → R and symmetric
(e.g., ∀f ∈ F , we have −f ∈ F), IPM is defined as:
sup
f∈F
(Ex∼P1 [f(x)]− Ex∼P2 [f(x)]) . (1)
By choosing different class of functions F , various popular
distances can be obtained. For instance, IPM with F = {f :
‖f‖∞ ≤ 1} recovers Total Variation distance, IPM with
F = {f : ‖f‖L ≤ 1} recovers Wasserstein distance, and
IPM with F = {f : ‖f‖H ≤ 1} with RKHS H reveals
maximum mean discrepancy (MMD).
2.1. Assumptions
We first assume access to a Cost-Sensitive oracle and to a
Linear Programming oracle.
Cost-Sensitive Oracle The Cost-Sensitive (CS) oracle
takes a class of classifiers Π , {pi : X → ∆(A)}, a
dataset consisting of pairs of feature x and cost vector
c ∈ RK , i.e., D = {xi, ci}Ni=1, as inputs, and outputs a
classifier that minimizes the average expected classification
cost:
∑N
i=1 pi(·|xi)>ci/N .
Efficient cost sensitive classifiers exist (e.g., Beygelzimer
et al. (2005)) and are widely used in sequential decision mak-
ing tasks (e.g., Agarwal et al. (2014); Chang et al. (2015b)).
Linear Programming Oracle A Linear Programming
(LP) oracle takes a class of functions G as inputs, op-
timizes a linear functional with respect to g ∈ G:
ming∈G
∑N
i=1 αig(xi).
When G is in RKHS with bounded norm, the linear func-
tional becomes maxg:‖g‖≤c〈g,
∑n
i=1 αiφ(xi)〉, from which
one can obtain the closed-form solution. Another example
is when G consists of all functions with bounded Lipschitiz
constant, i.e., G = {g : ‖g‖L ≤ c} for c ∈ R+, Sriperum-
budur et al. (2012) showed that maxg∈G
∑n
i=1 αig(xi) can
be solved by Linear Programming with n many constraints,
one for each pair (αi, xi). In Appendix E, we provide a new
reduction to Linear Programming for G = {g : ‖g‖L ≤
c1, ‖g‖∞ ≤ c2} for c1, c2 ∈ R+.
The second assumption is related to the richness of the
function class. We simply consider a time-dependent policy
class Πh and Fh for h ∈ [H], and we assume realizability:
Assumption 2.1 (Realizability and Capacity of Function
Class). We assume Πh and Fh contains pi?h and V ?h , i.e.,
pi?h ∈ Πh and V ?h ∈ Fh, ∀h ∈ [H]. Further assume that for
all h, Fh is symmetric, and Πh and Fh is finite in size.
Note that we assume Πh and Fh to be discrete (but could
be extremely large) for analysis simplicity. As we will show
later, our bound scales only logarithmically with respect to
the size of function class.
3. Algorithm
Our algorithm, Forward Adversarial Imitation Learning
(FAIL), aims to learn a sequence of policies pi =
{pi1, . . . , piH} such that its value J(pi) is close to J(pi?).
Note that J(pi) ≈ J(pi?) does not necessarily mean that
the state distribution of pi is close to pi?. FAIL learns a
sequence of policies with this property in a forward training
manner. The algorithm learns pii starting from i = 1. When
learning pii, the algorithm fixes {pi1, . . . , pii−1}, and solves
a min-max game to compute pii; it then proceeds to time
step i+ 1. At a high level, FAIL decomposes a sequential
learning problem into H-many independent two-player min-
max games, where each game can be solved efficiently via
no-regret online learning. Below, we first consider how to
learn pih conditioned on {pi1, . . . , pih−1} being fixed. We
then present FAIL by chaining H min-max games together.
3.1. Learning One Step Policy via a Min-Max Game
Throughout this section, we assume {pi1, . . . , pih−1} are
learned already and fixed. The sequence of policies
{pi1, . . . , pih−1} for h ≥ 2 determines a distribution νh ∈
∆(Xh) over observation space Xh at time step h. Also
expert policy pi? naturally induces a sequence of obser-
vation distributions µ?h ∈ ∆(Xh) for h ∈ [H]. The
problem we consider in this section is to learn a policy
pih ∈ Πh, such that the resulting observation distribution
from {pi1, . . . , pih−1, pih} at time step h+ 1 is close to the
expert’s observation distribution µ?h+1 at time step h+ 1.
We consider the following IPM minimization problem.
Given the distribution νh ∈ ∆(Xh), and a policy pi ∈ Πh,
via the Markov property, we have the observation distri-
bution at time step h + 1 conditioned on νh and pi as
νh+1(x) ,
∑
xh,ah
νh(xh)pi(ah|xh)P (x|xh, ah) for any
x ∈ Xh+1. Recall that the expert observation distribution
at time step h+ 1 is denoted as µ?h+1. The IPM with Fh+1
between νh+1 and µ?h+1 is defined as:
dFh+1(pi|νh, µ?h+1)
, max
f∈Fh+1
(
Ex∼νh+1 [f(x)]− Ex∼µ?h+1 [f(x)]
)
.
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Algorithm 1 Min-Max Game (D?,D,Π,F , T )
1: Initialize pi0 ∈ Π
2: for n = 1 to T do
3: fn = arg maxf∈F u(pin, f) (LP Oracle)
4: un = u(pin, fn)
5: pin+1 = arg minpi∈Π
∑n
t=1 u(pi, f
t) + φ(pi) (Regu-
larized CS Oracle)
6: end for
7: Output: pin
?
with n? = arg minn∈[T ] un
Note that dFh+1(pi|νh, µ?h+1) is parameterized by pi, and
our goal is to minimize dFh+1(pi|νh, µ?h+1) with respect to
pi over Πh. However, dFh+1(pi|νh, µ?h+1) is not measur-
able directly as we do not have access to µ?h+1 but only
samples from µ?h+1. To estimate dFh+1 , we draw a dataset
D = {(xih, aih, xih+1)}Ni=1 such that xih ∼ νh, aih ∼ U(A),
xih+1 ∼ P (·|xih, aih), together with observation set resulting
from expertD? = {x˜ih+1}N
′
i=1
iid∼ µ?h+1, we form the follow-
ing empirical estimation of dFh+1 for any pi, via importance
weighting (recall aih ∼ U(A)):
d̂Fh+1(pi|νh, µ?h+1) , (2)
max
f∈Fh+1
 1
N
N∑
i=1
pi(aih|xih)
1/K
f(xih+1)−
1
N ′
N ′∑
i=1
f(x˜ih+1)
 ,
where recall that K = |A| and the importance weight
Kpi(aih|xih) is used to account for the fact that we draw ac-
tions uniformly from A but want to evaluate pi. Though due
to the max operator, d̂Fh+1(pi|νh, µ?h+1) is not an unbiased
estimate of dFh+1(pi|νh, µ?h+1), in Appendix A, we show
that d̂Fh+1 indeed is a good approximation of dFh+1 via
an application of the standard Bernstein’s inequality and a
union bound over Fh+1. Hence we can approximately mini-
mize d̂Fh+1 with respect to pi: minpi∈Π d̂Fh+1(pi|νh, µ?h+1),
resulting in a two-player min-max game. Intuitively, we
can think of pi as a generator, such that, conditioned on νh,
it generates next-step samples xh+1 that are similar to the
expert samples from µ?h+1, via fooling discriminators Fh+1.
Note that the above formulation is a two-player game, with
the utility function for pi and f defined as:
u(pi, f) ,
∑N
i=1Kpi(a
i
h|xih)f(xih+1)/N −
∑N ′
i=1 f(x˜
i
h+1)/N
′.
(3)
Algorithm 1 solves the minmax game minpi maxf u(pi, f)
using no-regret online update on both f and pi. At it-
eration n, player f plays the best-response via fn =
arg maxf u(pi
n, f) (Line 3) and player pi plays the Follow-
the-Regularized Leader (FTRL) (Shalev-Shwartz et al.,
2012) as pin+1 =
∑n
t=1 u(pi, f
t) + φ(pi) with φ being con-
vex regularization (Line 5). Note that other no-regret online
learning algorithms (e.g., replacing FTRL by incremental
online learning algorithms like OGD (Zinkevich, 2003) can
also be used to approximately optimize the above min-max
formulation. After the end of Algorithm 1, we output a
policy pi among all computed policies {pii}Ti=1 such that
d̂Fh+1(pi|νn, µ?n+1) is minimized (Line 7).
Regarding the computation efficiency of Algorithm 1, the
best response computation on f in Line 3 can be computed
by a call to the LP Oracle, while FTRL on pi can be imple-
mented by a call to the regularized CS Oracle. Regarding
the statistical performance, we have the following theorem:
Theorem 3.1. Given  ∈ (0, 1], δ ∈ (0, 1], set T =
Θ
(
4K2
2
)
, N = N ′ = Θ
(
K log(|Πh||Fh+1|/δ)
2
)
, Algo-
rithm 1 outputs pi such that with probability at least 1− δ,∣∣∣∣dFh+1(pi|νh, µ?h+1)− minpi′∈Πh dFh+1(pi′|νh, µ?h+1)
∣∣∣∣ ≤ O().
The proof of the above theorem is included in Appendix A,
which combines standard min-max theorem and uniform
convergence analysis. The above theorem essentially shows
that Algorithm 1 successfully finds a policy pi whose result-
ing IPM is close to the smallest possible IPM one could
achieve if one had access to dFh+1(pi|νh, µ?h+1) directly, up
to  error. Intuitively, from Theorem 3.1, we can see that if
νh—the observation distribution resulting from fixed poli-
cies {pi1, . . . , pih−1}, is similar to µ?h, then we guarantee
to learn a policy pi, such that the new sequence of policies
{pi1, . . . , pih−1, pi} will generate a new distribution νh+1
that is close to µ?h+1, in terms of IPM with Fh+1. The
algorithm introduced below is based on this intuition.
3.2. Forward Adversarial Imitation Learning
Theorem 3.1 indicates that conditioned on {pi1, . . . , pih−1}
being fixed, Algorithm 1 finds a policy pi ∈ Πh such that it
approximately minimizes the divergence—measured under
IPM with Fh+1, between the observation distribution νh+1
resulting from {pi1, . . . , pih−1, pi}, and the corresponding
distribution µ?h+1 from expert.
With Algorithm 1 as the building block, we now intro-
duce our model-free algorithm—Forward Adversarial Im-
itation Learning (FAIL) in Algorithm 2. Algorithm 2
integrates Algorithm 1 into the Forward Training frame-
work (Ross & Bagnell, 2010), by decomposing the se-
quential learning problem into H many independent dis-
tribution matching problems where each one is solved us-
ing Algorithm 1 independently. Every time step h, FAIL
assumes that pi1, . . . , pih−1 have been correctly learned in
the sense that the resulting observation distribution νh from
{pi1, . . . , pih−1} is close to µ?h from expert. Therefore, FAIL
is only required to focus on learning pih correctly condi-
tioned on {pi1, . . . , pih−1} being fixed, such that vh+1 is
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Algorithm 2 FAIL({Πh}h, {Fh}h, , n, n′, T )
1: Set pi = ∅
2: for h = 1 to H − 1 do
3: Extract expert’s data at h+ 1: D˜ = {x˜ih+1}n
′
i=1
4: D = ∅
5: for i = 1 to n do
6: Reset x(i)1 ∼ ρ
7: Execute pi = {pi1, . . . , pih−1} to generate state xih
8: Execute aih ∼ U(A) to generate xih+1 and add
(xih, a
i
h, x
i
h+1) to D
9: end for
10: Set pih to be the return of Algorithm 1 with inputs(
D˜,D,Πh,Fh+1, T
)
11: Append pih to pi
12: end for
close to µ?h+1, in terms of the IPM with Fh+1. Intuitively,
when one has a strong class of discriminators, and the two-
player game in each time step is solved near optimally, then
by induction from h = 1 toH , FAIL should be able to learn
a sequence of policies such that νh is close to µ?h for all
h ∈ [H] (for the base case, we simply have ν1 = µ?1 = ρ).
3.3. Analysis of Algorithm 2
The performance of FAIL crucially depends on the capacity
of the discriminators. Intuitively, discriminators that are
too strong cause overfitting (unless one has extremely large
number of samples). Conversely, discriminators that are
too weak will not be able to distinguish νh from µ?h. This
dilemma was studied in the Generative Adversarial Network
(GAN) literature already by Arora et al. (2017). Below we
study this tradeoff explicitly in IL.
To quantify the power of discriminator class Fh for all h,
we use inherent Bellman Error (IBE) with respect to pi?:
be = max
h
(
max
g∈Fh+1
min
f∈Fh
‖f − Γhg‖∞
)
. (4)
The Inherent Bellman Error is commonly used in approx-
imate value iteration literature (Munos, 2005; Munos &
Szepesva´ri, 2008; Lazaric et al., 2016) and policy evalua-
tion literature (Sutton, 1988). It measures the worst possible
projection error when projecting Γhg to function space Fh.
Intuitively increasing the capacity of Fh reduces be.
Using a restricted function class F potentially introduces
be, hence one may tend to set Fh to be infinitely pow-
erful discriminator class such as function class consist-
ing of all bounded functions {f : ‖f‖∞ ≤ c} (recall
IPM becomes total variation in this case). However, using
Fh , {f : ‖f‖∞ ≤ c} makes efficient learning impossible.
The following proposition excludes the possibility of sample
efficiency with discriminator class being {f : ‖f‖∞ ≤ c}.
Theorem 3.2 (Infinite Capacity F does not generalize).
There exists a MDP with H = 2, a policy set Π = {pi,pi′},
an expert policy pi? with pi = pi? (i.e., Π is realizable),
such that for datasets D? = {x˜i2}Mi=1 with x˜i2 ∼ µ?2,
D = {xi2}Mi=1 with xi2 ∼ µpi2 , and D′ = {x′(i)2 }Mi=1 with
x
′(i)
2 ∼ µpi
′
2 , as long as M = O(log(|X |)), we must have:
lim
|X |→∞
P(D? ∩ D = ∅) = 1, lim
|X |→∞
P(D? ∩ D′ = ∅) = 1.
Namely, denote Dˆ as the empirical distribution of a dataset
D by assigning probability 1/|D| to any sample, we have:
lim
|X |→∞
‖Dˆ? − Dˆ‖1 = 2, lim|X |→∞ ‖Dˆ
? − Dˆ′‖1 = 2.
The above theorem shows by just looking at the samples gen-
erated from pi and pi′, and comparing them to the samples
generated from the expert policy pi? using {f : ‖f‖∞ ≤ c}
(IPM becomes Total variation here), we cannot distinguish
pi from pi′, as they both look similar to pi?, i.e., none of
the three datasets overlap with each other, resulting the
TV distances between the empirical distributions become
constants, unless the sample size scales Ω(poly(|X |)).
Theorem 3.2 suggests that one should explicitly regular-
ize discriminator class so that it has finite capacity (e.g.,
bounded VC or Rademacher Complexity). The restricted
discriminator class F has been widely used in practice as
well such as learning generative models (i.e., Wasserstain
GANs (Arjovsky et al., 2017)). Denote |Π| = maxh |Πh|
and |F| = maxh |Fh|. The following theorem shows that
the learned time-dependent policies pi’s performance is
close to the expert’s performance:
Theorem 3.3 (Sample Complexity of FAIL). Under As-
sumption 2.1, for any , δ ∈ (0, 1], set T = Θ(K2 ),
n = n′ = Θ(K log(|Π||F|H/δ)2 ), with probability at least
1− δ, FAIL (Algorithm 2) outputs pi, such that,
J(pi)− J(pi?) ≤ H2′be +H2,
by using O˜
(
HK
2 log
(
|Π||F|
δ
))
3 many trajectories with an
average inherent Bellman Error ′be:
′be , max
h
max
g∈Fh+1
min
f∈Fh
Ex∼(µpih+µ?h)/2[|f(x)− (Γhg)(x)|].
Note that the average inherent Bellman error ′be defined
above is averaged over the state distribution of the learned
policy pi and the state distribution of the expert, which is
guaranteed to be smaller than the classic inherent Bellman
error used in RL literature (i.e., (4)) which uses infinity
3In O˜, we drop log terms that does not dependent on
|Π| or |F|. In Θ we drop constants that do not depend on
H,K, |X |, |Π|, |F|, 1/, 1/δ. Details can be found in Appendix.
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norm over X . The proof of Theorem 3.3 is included in Ap-
pendix C. Regarding computational complexity of Algo-
rithm 2, we can see that it requires polynomial number of
calls (with respect to parameters H,K, 1/) to the efficient
oracles (Regularized CS oracle and LP oracle). Since our
analysis only uses uniform convergence analysis and stan-
dard concentration inequalities, extension to continuous Π
and F with complexity measure such as VC-dimension,
Rademacher complexity, and covering number is standard.
We give an example in Section 5.1.
4. The Gap Between ILFO and RL
To quantify the gap between RL and ILFO, below we
present an exponential separation between ILFO and RL in
terms of sample complexity to learn a near-optimal policy.
We assume that the expert policy is optimal.
Proposition 4.1 (Exponential Separation Between RL and
ILFO). Fix H ∈ N+ and  ∈ (0,√1/8). There exists a
family of MDP with deterministic dynamics, with horizonH ,
2H − 1 many states, two different actions, such that for any
RL algorithm, the probability of outputting a policy pˆi with
J(pˆi) ≤ J(pi?) +  after collecting T trajectories is at most
2/3 for all T ≤ O(2H/2). On the other hand, for the same
MDP, given one trajectory of observations {x˜h}Hh=1 from
the expert policy pi?, there exists an algorithm that deter-
ministically outputs pi? after collecting O(H) trajectories.
Proposition 4.1 shows having access to expert’s trajectories
of observations allows us to efficiently solve some MDPs
that are otherwise provably intractable for any RL algo-
rithm (i.e., requiring exponentially many trajectories to find
a near optimal policy). This kind of exponential gap pre-
viously was studied in the interactive imitation learning
setting where the expert also provides action signals (Sun
et al., 2017) and one can query the expert’s action at any
time step during training. To the best of our knowledge, this
is the first exponential gap in terms of sample efficiency
between ILFO and RL. Note that our theorem applies to a
specific family of purposefully designed MDPs, which is
standard for proving information-theoretical lower bounds.
5. Case Study
In this section, we study three settings where inherent Bell-
man Error will disappear even under restricted discriminator
class : (1) Lipschitz Continuous MDPs (e.g., (Kakade et al.,
2003)), (2) Interactive Imitation Learning from Observation
where expert is available to query during training, and (3)
state abstraction.
5.1. Lipschitz Continuous MDPs
We consider a setting where cost functions, dynamics and
pi?h are Lipschitz continuous in metric space (X , d):
‖P (·|x, a)− P (·|x′, a)‖1 ≤ LP d(x, x′),
‖pi?h(·|x)− pi?h(·|x′)‖1 ≤ Lpid(x, x′),
for the known metric d and Lipschitz constants LP , Lpi.
Under this condition, the Bellman operator with respect
to pi? is Lipschitz continuous in the metric space (X , d):
|Γhf(x1)− Γhf(x2)| ≤ (‖f‖∞(LP + Lpi))d(x1, x2),
where we applied Holder’s inequality. Hence, we can design
the function class Fh for all h ∈ [H] as follows:
Fh = {f : ‖f‖L ≤ (LP + Lpi), ‖f‖∞ ≤ 1}, (5)
which will give us be = 0 and V ?h ∈ Fh due to the as-
sumption on the cost function. Namely Fh is the class of
functions with bounded Lipschitz constant and bounded
value. This class of functions is widely used in practice for
learning generative models (e.g., Wasserstain GAN). Note
that this setting was also studied in (Munos & Szepesva´ri,
2008) for the Fitted Value Iteration algorithm.
Denote L , LP + Lpi. For F = {f : ‖f‖L ≤
L, ‖f‖∞ ≤ 1} we show that we can evaluate the empirical
IPM supf∈F
(∑N
i=1 f(xi)/N −
∑N ′
i=1 f(x
′
i)/N
′
)
by re-
ducing it to Linear Programming, of which the details are de-
ferred to Appendix E. Regarding the generalization ability,
note that our function classF is a subset of all functions with
bounded Lipschitz constant, i.e., F ⊂ {f : ‖f‖L ≤ L}.
The Rademacher complexity for bounded Lipschitz func-
tion class grows in the order of O(N−1/cov(X )) (e.g., see
(Luxburg & Bousquet, 2004; Sriperumbudur et al., 2012)),
with cov(X ) being the covering dimension of the metric
space (X , d).4 Extending Theorem 3.3 to Lipschitz continu-
ous MDPs, we have the following corollary.
Corollary 5.1 (Sample Complexity of FAIL for Lipschitz
Continuous MDPs). With the above set up on Lipschitz
continuous MDP andFh for h ∈ [H] (5), given , δ ∈ (0, 1],
set T = Θ(K2 ), n = n
′ = Θ˜(K(LK)
cov(X) log(|Π|/δ)
2+cov(X) ), then
with probability at least 1− δ, FAIL (Algorithm 2) outputs
a policy with J(pi) − J(pi?) ≤ O(H2) using at most
O˜
(
HK(KL)cov(X)
(2+cov(X)) log
(
|Π|
δ
))
many trajectories.
The proof of the above corollary is deferred to Appendix F
which uses a standard covering number argument over Fh
with norm ‖ · ‖∞. Note that we get rid of IBE here and
hence as the number of sample grows, FAIL approaches to
the global optimality. Though the bound has an exponen-
tial dependency on the covering dimension, note that the
4Covering dimension is defined as cov(X ) ,
infd>0{N(X ) ≤ −d, ∀ > 0}, where N(X ) is the size
of the minimum -net of metric space (X ,D).
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covering dimension cov(X ) is completely dependent on the
underlying metric space (X , d) and could be much smaller
than the real dimension of X . Note that the above theorem
also serves an example regarding how we can extend Theo-
rem 3.3 to settings where F contains infinitely many func-
tions but with bounded statistical complexity (similar tech-
niques can be used for Π as well).
5.2. Interactive Imitation Learning from Observations
We can avoid IBE in an interactive learning setting, where
we assume that we can query expert during training. But
different from previous interactive imitation learning setting
such as AggreVaTe, LOLS (Ross & Bagnell, 2014; Chang
et al., 2015b), and DAgger (Ross et al., 2011), here we do
not assume that expert provides actions nor cost signals.
Given any observation x, we simply ask expert to take over
for just one step, and observe the observation at the next step,
i.e., x′ ∼ P (·|x, a) with a ∼ pi?(·|x). Note that compared
to the non-interactive setting, interactive setting assumes a
much stronger access to expert. In this setting, we can use
arbitrary class of discriminators with bounded complexity.
Due to space limit, we defer the detailed description of the
interactive version of FAIL (Algorithm 5) to Appendix G.
The following theorem states that we can avoid IBE:
Theorem 5.2. Under Assumption 2.1 and the existence of
an interactive expert, for any  ∈ (0, 1] and δ ∈ (0, 1], set
T = Θ(K2 ), n = Θ(
K log(|Π||F|H)/δ
2 ), with probability at
least 1− δ, Algorithm 5) outputs a policy pi such that:
J(pi)− J(pi?) ≤ H,
by using at most O˜
(
HK
2 log
(
|Π||F|
δ
))
many trajectories.
Compare to the non-interactive setting, we get rid of IBE,
at the cost of a much stronger expert.
5.3. State Abstraction
Denote φ : X → S as the abstraction that maps X to a
discrete set S. We assume that the abstraction satisfies the
Bisimulation property (Givan et al., 2003): for any x, x′ ∈
X , if φ(x) = φ(x′), we have that ∀s ∈ S, a ∈ A, h ∈ [H]:
c(x) = c(x′), pi?h(a|x) = pi?h(a|x′)∑
x′′∈φ−1(s)
P (x′′|x, a) =
∑
x′′∈φ−1(s)
P (x′′|x′, a). (6)
In this case, one can show that the V ? is piece-wise con-
stant under the partition induced from φ, i.e., V ?(x) =
V ?(x′) if φ(x) = φ(x′). Leveraging the abstraction φ,
we can then design Fh = {f : ‖f‖∞ ≤ 1, f(x) =
f(x′),∀x, x′, s.t., φ(x) = φ(x′)}. Namely, Fh contains
piece-wise constant functions with bounded values. Under
this setting, we can show that the inherent Bellman Error is
zero as well (see Proposition 9 from Chen & Jiang (2019)).
Also supf∈Fh u(pi, f) can be again computed via LP and
Fh has Rademacher complexity scales O(
√|S|/N) with
N being the number of samples. Details are in Appendix I.
6. Discussion on Related Work
Some previous works use the idea of learning an inverse
model to predict actions (or latent causes) (Nair et al., 2017;
Torabi et al., 2018) from two successive observations and
then use the learned inverse model to generate actions us-
ing expert observation demonstrations. With the inferred
actions, it reduces the problem to normal imitation learning.
We note here that learning an inverse model is ill-defined.
Specifically, simply by the Bayes rule, the inverse model
P (a|xh, xh+1)—the probability of action a was executed
at xh such that the system generated xh+1, is equivalent to
P (a|xh, xh+1) ∝ P (xh+1|xh, a)P (a|xh), i.e., an inverse
model P (a|xh, xh+1) is explicitly dependent on the action
generation policy P (a|xh). Unlike P (xh+1|xh, a), without
the policy P (a|xh), the inverse model is ill-defined by it-
self alone. This means that if one wants to learn an inverse
model that predicts expert actions along the trajectory of
observations generated by the expert, one would need to
learn an inverse model, denoted as P ?(a|xh, xh+1), such
that P ?(a|xh, xh+1) ∝ P (xh+1|xh, a)pi?h(a|xh), which in-
dicates that one needs to collect actions from pi?h. An inverse
model makes sense when the dynamics is deterministic and
bijective. Hence replying on learning such an inverse model
P ?(a|x, x′) will not provide any performance guarantees in
general, unless we have actions collected from pi?.
7. Simulation
We test FAIL on three simulations from openAI Gym
(Brockman et al., 2016): Swimmer, Reacher, and the Fetch
Robot Reach task (FetchReach). For Swimmer we set H
to be 100 while for Reacher and FetchReach, H is 50 in
default. The Swimmer task has dense reward (i.e.,., reward
at every time step). For reacher, we try both dense reward
and sparse reward (i.e., success if it reaches to the goal
within a threshold). FetchReach is a sparse reward task. As
our algorithm is presented for discrete action space, for all
three tasks, we discrete the action space via discretizing
each dimension into 5 numbers and applying categorical
distribution independently for each dimension.5 6
5i.e., pi(a|x) = ∏di=1 pii(a[i]|x), with a[i] stands for the i-th
dimension. Note that common implementation for continuous con-
trol often assumes such factorization across action dimensions as
the covariance matrix of the Gaussian distribution is often diagonal.
See comments in Appendix J for extending FAIL to continuous
control setting in practice.
6Implementation and scripts for reproducing results
can be found at https://github.com/wensun/
Imitation-Learning-from-Observation
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Figure 1. Performance of expert, FAIL, and GAIL (without ac-
tions) on dense reward tasks (Reacher and Hopper). For (a) and
(b), we fix the number of training samples while varying the num-
ber of expert demonstrations (6, 12, 25). For (c) and (d), we fix the
number of expert trajectories, while varying the training samples.
For baseline, we modify GAIL (Ho & Ermon, 2016), a
model-free IL algorithm, based on the implementation from
OpenAI Baselines, to make it work for ILFO. We delete
the input of actions to discriminators in GAIL to make it
work for ILFO. Hence the modified version can be under-
stood as using RL (the implementation from OpenAI uses
TRPO (Schulman et al., 2015)) methods to minimize the
divergence between the learner’s average state distribution
and the expert’s average state distribution.
For FAIL implementation, we use MMD as a special IPM,
where we use RBF kernel and set the width using the com-
mon median trick (e.g.,(Fukumizu et al., 2009)) without any
future tuning. All policies are parameterized by one-layer
neural networks. Instead of using FTRL, we use ADAM as
an incremental no-regret learner, with all default parameters
(e.g., learning rate) (Kingma & Ba, 2014). The total num-
ber of iteration T in Algorithm 1 is set to 1000 without any
future tuning. During experiments, we stick to default hyper-
parameters for the purpose of best reflecting the algorithmic
contribution of FAIL.7 All the results below are averaged
over ten random trials with seeds randomly generated be-
tween [1, 1e6]. The experts are trained via a reinforcement
learning algorithm (TRPO (Schulman et al., 2015)) with
multiple millions of samples till convergence.
Figure 1 shows the comparison of expert, FAIL, and GAIL
7We also refer readers to Appendix J for additional experimen-
tal results on a variant of FAIL (Algorithm 5).
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Figure 2. Performance of expert, FAIL, and GAIL (without ac-
tions) on two sparse control tasks (Reacher Sparse and Fetch-
Reach). We fix the number of training samples while varying the
number of expert demonstrations (6, 12, 25).
on two dense reward tasks with different number of ex-
pert demonstrations, under fixed total number of training
samples (one million). We report mean and standard error
in Figure 1. We observe GAIL outperforms FAIL in Swim-
mer on some configurations, while FAIL outperforms GAIL
on Reacher (Dense reward) for all configuration.
Figure 2 shows the comparison of expert, FAIL, and GAIL
on two sparse reward settings. We observe that FAIL sig-
nificantly outperforms GAIL on these two sparse reward
tasks. For sparse reward, note that what really matters is to
reach the target at the end, FAIL achieves that by matching
expert’s state distribution and learner’s state distribution one
by one at every time step till the end, while GAIL (with-
out actions) loses the sense of ordering by focusing on the
average state distributions.
The above experiments also indicates that FAIL in general
can work well for shorter horizon (e.g., H = 50 for Reacher
and Fetch), while shows much less improvement over GAIL
on longer horizon task. We think this is because of the nature
of FAIL which has to learn a sequence of time-dependent
policies along the entire horizon H . Long horizon requires
larger number of samples. While method like GAIL learns
a single stationary policy with all training data, and hence is
less sensitive to horizon increase. We leave extending FAIL
to learning a single stationary policy as a future work.
8. Model-based FAIL
Due to the possible non-zero inherent Bellman error, FAIL
in general cannot guarantee to find the globally optimal
policy. So the remaining question is that:
In ILFO, under a realizability assumption, does
there exist an algorithm that can learn an  near-
optimal policy with sample complexity scales poly-
nomially with respect to horizon, number of ac-
tions, 1/, and statistical complexities of function
classes, with high probability?
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While we are not able to answer this question in the model-
free setting considered in this work, we study a model-based
algorithm which we show can achieve the above sample
complexity, though it is computationally not efficient.
Rather than starting with a realizable policy class Π, our
model-based algorithm starts with a class of models P with
P ∈ P , i.e., the model class contains the true model P
(realizability). Similarly, we assume we have a set of dis-
criminators {Fh}Hh=1 such that V ∗h ∈ Fh. The above is the
realizability assumption in the model-based setting.
Note that intuitively we use discriminators to approximate
expert’s value functions. For any Pˆ ∈ P, f ∈ Fh+1, define
QPˆ ,fh (x, a) , Ex′∼Pˆx,af(x
′) for any (x, a). Denote Qh as:
Qh ,
{
QPˆ ,fh
}
Pˆ∈P,f∈Fh+1
,∀h ∈ [H − 1]. (7)
Note that due to the assumption that V ∗h+1 ∈ Fh+1 and
P ∈ P , we must have Q?h = Q
P,V ?h+1
h ∈ Qh, i.e.,
Qh is realizable. Each Qh induces a policy piQh (x) =
arg minaQh(x, a). Denote a policy class Π˜h as follows:
Π˜h ,
{
piQh
}
Q∈Qh
,∀h ∈ [H − 1]. (8)
Note that we have
∣∣∣Π˜h∣∣∣ = |P| |Fh+1|. Note that since
Q?h ∈ Qh, we must have pi?h ∈ Π˜h, i.e., the policy class
is realizable. Now we expand the discriminator classes as
follows. We set F˜H = FH . We know that F˜H is realizable,
i.e., V ?H ∈ F˜H . Given a realizable F˜h+1, we design F˜h as
follows:
F˜h ,Fh∪
{f : f(x) , Ea∼pix,x′∼Pˆx,af ′(x′)}Pˆ∈P,pi∈Π˜h,f ′∈F˜h+1
(9)
Namely we explicitly expand Fh by applying a potential
Bellman operator (defined using a pair (Pˆ , pi)) to a dis-
criminator at F˜h+1. Via the induction assumption, since
V ?h+1 ∈ F˜h+1 and P ∈ P, pi?h ∈ Π˜h, we must have
ΓhV
?
h+1 ∈ F˜h by construction. Hence F˜h is realizable.
We can also recursively compute the size of F˜h. Define
F , maxh |Fh|. Starting with
∣∣∣F˜H ∣∣∣ = F , we can show
that log
(∣∣∣F˜h∣∣∣) = O (poly(H)(|P|F )) for h ∈ [H].
Model-based FAIL takes P and {Fh}h as inputs, and per-
forms the two procedures shown in Figure 3.
In Figure 3, note that model-based FAIL does not require
any real-world samples in the first step. Real-world samples
are only required in the second step where we call FAIL.
As we show that {Π˜h}h and {F˜h}h are realizable, and
1. Construct {Π˜h}h and {F˜h}h as shown in (8) and (9);
2. Run FAIL (Algorithm 2) with {Π˜h} and {F˜h}.
Figure 3. Model-based FAIL
IBE is zero due to the construction of F˜h, we can simply
invoke Theorem 3.3 here and reach the following corollary:
Corollary 8.1 (Model-based FAIL sample Complexity).
Given a pair (, δ), P and {Fh}h with P ∈ P , and
V ?h ∈ Fh for all h ∈ [H], the algorithm shown in Fig-
ure 3 can learn an  near-optimal policy with number of
samples and number of expert’s samples both scale in the or-
der of poly (H,K, (1/), log(|P|), log(F ), log(1/δ)), with
probability at least 1− δ.
The above corollary shows statistically, from a model-based
perspective, realizability alone is sufficient to achieve the
polynomial sample complexity. However, the above corol-
lary does not show if realizability is sufficient for model-free
methods. Also, though it is statistically efficient, the com-
putational complexity of model-based FAIL is still ques-
tionable (the naive implementation in Figure 3 has compu-
tational complexity Θ(FH)). Investigating sufficient and
necessary conditions for achieving polynomial sample and
polynomial computation complexity under ILFO setting is
an interesting future work.
9. Conclusion and Future Work
We study Imitation Learning from Observation (ILFO) set-
ting and propose an algorithm, Forward Adversarial Imita-
tion Learning (FAIL), that achieves sample efficiency and
computational efficiency. FAIL decomposes the sequential
learning tasks into independent two-player min-max games
of which is solved via general no-regret online learning. In
addition to the algorithmic contribution, we present the first
exponential gap in terms of sample complexity between
ILFO and RL, demonstrating the potential benefit from ex-
pert’s observations. A key observation is that one should
explicitly regularize the class of discriminators to achieve
sample efficiency and design discriminators to decrease the
inherent Bellman Error. Experimentally, while GAIL can be
used to solve the ILFO problem by removing action inputs
to the discriminators, FAIL works just as well in problems
with dense reward. Our analysis of FAIL provides the first
strong theoretical guarantee for solving ILFO, and FAIL
significantly outperforms GAIL on sparse reward MDPs,
which are common in practice.
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Imitation Learning from Observation
A. Proof of Theorem 3.1
Before proving the theorem, we introduce some notations and useful lemmas.
Given a pair of pi and f , denote random variable vi = Kpi(aih|xih)f(xih+1)− f(x˜ih+1), recall the definition of the utility
function u(pi, f):
u(pi, f) =
1
N
N∑
i=1
Kpi(aih|xih)f(xih+1)−
1
N
N∑
n=1
f(x˜ih+1) =
1
N
N∑
n=1
vi.
Denote v = Ex∼νh,a∼pi(·|x),x′∼Px,a [f(x′)]−Ex∼µ?h+1 [f(x)]. It is easy to verify that Eivi = v. We also have |vi−v| ≤ 4K.
We can further bound the variance of vi − v as:
Vari(vi − v) = Ei(vi − v)2 = Eiv2i − v2 ≤ Eiv2i
= Ei(Kpi(aih|xih)f(xih+1)− f(x˜ih+1))2
≤ EiK2pi(aih|xih)f(xih+1)− EiKpi(aih|xih)f(xih+1)f(x˜ih+1) + Eif(x˜ih+1)2
≤ K + 1 + 1 ≤ 2K,
where we used the fact that |f(x)| ≤ 1,∀x, pi(a|x) ≤ 1,∀x, a, and the last inequality uses the fact that aih is sampled from a
uniform distribution over A. With that, we can apply Bernstein’s inequality to {vi} together with a union bound over Π and
F , we will have the following lemma:
Lemma A.1. Given dataset D = {xih, aih, xih+1} with xih ∼ νh, aih ∼ U(A), xih+1 ∼ Pxih,aih , and De = {x˜ih+1} with
x˜ih+1 ∼ µ?h+1, for any pair pi ∈ Π, f ∈ F , with probability at least 1− δ,∣∣∣∣∣
(
1
N
N∑
i=1
Kpi(aih|xih)f(xih+1)−
1
N
N∑
i=1
f(x˜ih+1)
)
−
(
E(x,a,x′)∼νhpiP? [f(x
′)]− Ex∼µ?h+1 [f(x)]
)∣∣∣∣∣
≤ 4
√
2K log(2|Π||F|/δ)
N
+
8K log(2|Π||F|/δ)
N
. (10)
Let us define two loss functions for pi and f :
`t(pi) = (1/N)
N∑
i=1
Kpi(aih|xih)f t(xih+1)
ct(f) = (1/N)
N∑
i=1
Kpit(aih|xih)f(xih+1)− (1/N)
N∑
n=1
f(x˜ih+1).
For any f, g : X × A × X → R, define 〈f, g〉 = E(x,a)∼Dx,af(x, a)g(x, a), where we overload the notation and denote
D as the empirical distribution over the dataset D (i.e., put probability 1/|D| over each data point in D), and Dx,a as the
marginal distribution over x, a. With this notation, we can see that `t(pi) can be written as a linear functional with respect to
pi:
`t(pi) = 〈pi,Kf t〉, (11)
where Kft is defined such that Kf t(x, a) = K
∑N
i=1 1[x = x
i
h, a = a
i
h]f
t(xih+1). Under this definition of inner product,
we have:
max
pi
‖pi‖ ≤ 1, max ‖Kf t‖ ≤ K.
It is easy to verify that Algorithm 1 is running Best Response on loss {ct(f)}t and running FTRL on loss {`t(pi)}t. Using
the no-regret guarantee from FTRL, for {pit}, we have:
1
T
T∑
t=1
`t(pi
t)−min
pi∈Π
1
T
T∑
t=1
`t(pi) ≤ K√
T
. (12)
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Denote pˆi? and fˆ? as the minimizer and maximizer of Eqn 2, i.e.,
(pˆi?, fˆ?) = arg min
pi∈Π
arg max
f∈F
(
1
N
N∑
i=1
Kpi(aih|xih)f(xih+1)−
1
N
N∑
i=1
f(x˜ih+1)
)
. (13)
The following lemma quantifies the performance of p¯i =
∑T
t=1 pi
t/T and f¯ =
∑T
t=1 f
t/T :
Lemma A.2. Denote p¯i =
∑T
t=1 pi
t/T and f¯? = maxf∈F
(
E(x,a,x′)∼νnp¯iP? [f(x′)]− Ex∼µ?h+1 [f(x)]
)
. We have:
1
N
N∑
i=1
Kp¯i(aih|xih)f¯?(xih+1)−
1
N
T∑
i=1
f¯?(x˜ih+1) ≤
1
N
N∑
i=1
Kpˆi?(aih|xih)fˆ?(xih+1)−
1
N
N∑
i=1
fˆ?(x˜ih+1) +
K√
T
,
where pˆi?, fˆ? is defined in (13).
Proof. Using the definition of `t and the no-regret property on {pit}, we have:
1
T
T∑
t=1
(
1
N
N∑
i=1
Kpit(aih|xih)f t(xih+1)−
1
N
N∑
i=1
f t(x˜ih+1)
)
≤ min
pi∈Π
1
T
T∑
t=1
(
1
N
N∑
i=1
Kpi(aih|xih)f t(xih+1)−
1
N
N∑
i=1
f t(x˜ih+1)
)
+
K√
T
.
Since f t = arg maxf∈F ct(f), we have:
1
N
N∑
i=1
Kp¯i(aih|xih)f¯?(xih+1)−
1
N
N∑
i=1
f¯?(x˜ih+1) =
1
T
T∑
t=1
(
1
N
N∑
i=1
Kpit(aih|xih)f¯?(xih+1)−
1
N
N∑
i=1
f¯?(x˜ih+1)
)
≤ 1
T
T∑
t=1
(
1
N
N∑
i=1
Kpit(aih|xih)f t(xih+1)−
1
N
N∑
i=1
f t(x˜ih+1)
)
We also have:
min
pi∈Π
1
T
T∑
t=1
(
1
N
N∑
i=1
Kpi(aih|xih)f t(xih+1)−
1
N
N∑
i=1
f t(x˜ih+1)
)
≤ 1
T
T∑
t=1
(
1
N
N∑
i=1
Kpˆi?(aih|xih)f t(xih+1)−
1
N
N∑
i=1
f t(x˜ih+1)
)
≤ max
f∈{f1,...,fT }
(
1
N
N∑
i=1
Kpˆi?(aih|xih)f(xih+1)−
1
N
N∑
i=1
f(x˜ih+1)
)
≤
(
1
N
N∑
i=1
Kpˆi?(aih|xih)fˆ?(xih+1)−
1
N
N∑
i=1
fˆ?(x˜ih+1)
)
,
where the first inequality uses the definition of minpi∈Π, the second inequality uses the fact that the maximum is larger than
the average, and the last inequality uses the fact that fˆ? is the maximizer with respect to pˆi?.
Combining the above results, we have:
1
N
N∑
i=1
Kp¯i(aih|xih)f¯?(xih+1)−
1
N
N∑
i=1
f¯?(x˜ih+1) ≤
1
N
N∑
i=1
Kpˆi?(aih|xih)fˆ?(xih+1)−
1
N
N∑
i=1
fˆ?(x˜ih+1) +
K√
T
.
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Denote pi? and f? as
pi?, f? = arg min
pi∈Π
arg max
f∈F
(
Ex∼v,a∼pi,x′∼Px,a [f(x′)]− Ex∼µpi?h+1 [f(x)]
)
(14)
Now we are ready to prove Theorem 3.1
Proof of Theorem 3.1. Denote CN = 4
√
2K log(2|Π||F|/δ)
N +
8K log(2|Π||F|/δ)
N . First, using the concentration result
from Lemma A.1, we have:∣∣∣∣∣
(
1
N
N∑
i=1
Kp¯i(aih|xih)f¯?(xih+1)−
1
N
T∑
i=1
f¯?(x˜ih+1)
)
−
(
E(x,a,x′)∼νhp¯iP? [f¯
?(x′)]− Ex∼µ?h+1 [f¯?(x)]
)∣∣∣∣∣
≤ 1
T
T∑
t=1
∣∣∣∣∣
(
1
N
N∑
i=1
Kpit(aih|xih)f¯?(xih+1)−
1
N
T∑
i=1
f¯?(x˜ih+1)
)
−
(
E(x,a,x′)∼νhpitP? [f¯
?(x′)]− Ex∼µ?h+1 [f¯?(x)]
)∣∣∣∣∣
≤ 1
T
T∑
t=1
(CN ) = CN .
On the other hand, for pi?, f?, we have:∣∣∣∣∣
(
1
N
N∑
i=1
Kpi?(aih|xih)f?(xih+1)−
1
N
N∑
i=1
f?(x˜ih+1)
)
−
(
E(x,a,x′)∼νhpi?P? [f
?(x′)]− Ex∼µ?h+1 [f?(x)]
)∣∣∣∣∣ (15)
≤ CN . (16)
Define fˆ ′ = maxf∈F ( 1N
∑N
i=1Kpi
?(aih|xih)f(xih+1)− 1N
∑N
i=1 f(x˜
i
h+1)). Combine the above inequalities together, we
have:
max
f∈F
E(x,a,x′)∼νhp¯iP? [f(x
′)]− Ex∼µ?h+1 [f(x)] = E(x,a,x′)∼νhp¯iP? [f¯?(x′)]− Ex∼µ?h+1 [f¯?(x)]
≤ 1
N
N∑
i=1
Kp¯i(aih|xih)f¯?(xih+1)−
1
N
T∑
i=1
f¯?(x˜ih+1) + CN
≤ 1
N
N∑
i=1
Kpˆi?(aih|xih)fˆ?(xih+1)−
1
N
N∑
i=1
fˆ?(x˜ih+1) +
K√
T
+ CN
≤ 1
N
N∑
i=1
Kpi?(aih|xih)fˆ ′(xih+1)−
1
N
N∑
n=1
fˆ ′(x˜ih+1) +
K√
T
+ CN
≤ E(x,a,x′)∼νhpi?P? [fˆ ′(x′)]− Ex∼µ?h+1 [fˆ ′(x)] + 2CN +
K√
T
≤ E(x,a,x′)∼νhpi?P? [f?(x′)]− Ex∼µ?h+1 [f?(x)] + 2CN +
K√
T
,
where the first equality uses the definition of f¯?, the second inequality uses Lemma A.2, the third inequality uses the fact
that pˆi? and fˆ? are the min-max solution of (13), and the fifth inequality uses the fact that f? is the maximizer of (14) given
pi?. Hence, we prove the theorem.
B. Proof of Theorem 3.2
Lemma B.1. There exists a distribution D ∈ ∆(X ), such that for any two datasets S1 = {x1, . . . , xM} and S2 =
{x′1, . . . , x′M} where xi and x′i are drawn i.i.d from D, as long as M = O(log(|X |)), then:
lim
|X |→∞
Pr ([S1 ∩ S2 = ∅]) = 1.
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Proof. We simply set D to be a uniform distribution of X . Denote |X | = N , and M = O(log(N)). The probability of S1
and S2 does not have any overlap samples can be easily computed as:
P(S1 ∩ S2 = ∅) ≥ P(S1 ∩ S2 = ∅ and S1 does not have repeated samples).
Note that the probability that S1 does not have repeated samples can be computed as:
P(S1 does not have repeated samples) = (1− 1/N)(1− 2/N)(1− (M − 1)/N).
When N →∞ and M = O(logN), we have:
lim
N→∞
P(S1 does not have repeated samples) = 1.
Now, conditioned on the event that S1 does not contain repeated samples, we have:
P(S1 ∩ S2 = ∅) = (1−M/N)M = (1−M/N)(N/M)∗(M2/N)
Take N →∞, we know that limx→∞(1− 1/x)x = 1/e and limN→∞M2/N = 0, hence we have:
lim
N→∞
(1−M/N)K = lim
N→∞
(1−M/N)(N/M)(M2/N) = lim
N→∞
(1/e)M
2/N = 1.
Hence we prove the lemma by coming two results above.
We construct the MDP using the above lemma. The MDP has H = 2, two actions {a, a?}, and the initial distribution ρ
assigns probability one to a unique state xˆ ∈ X . The expert policy pi? is designed to be pi?(a?|xˆ) = 1, i.e., the expert’s
action at time step h = 1 is a?. We split the state space X into half and half, denoted as X1 and X2, such that X1 ∩ X2 = ∅
and |X1| = |X2| = N/2. We design the MDP’s dynamics such that P (·|xˆ, a) assigns probability 2/N to each state in X1
and assigns probability 0 to any other state in X2. We design P (·|xˆ, a?) such that it assigns probability 2/N to each state in
X2 and zero to each state in X1.
Denote D? = {x˜(i)2 }Mi=1 as the states generated from the expert by executing a? at xˆ. For any two policies pi and pi′, such
that pi(a?|xˆ) = 1 and pi′(a|xˆ) = 1, denote D = {xi2}Mi=1 as the dataset sampled from executing pi at xˆ M many times, and
D′ = {x′(i)2 }Mi=1 as the dataset sampled from executing pi′ at xˆ M many times. From Lemma B.1, we know that
lim
N→∞
P(D ∩D? = ∅) = 1, lim
N→∞
P(D∗ ∩ D′ = ∅) = 1.
Hence asymptotically either D nor D′ will overlap with D?, unless M = Ω(poly(N)) = Ω(poly(|X |)).
C. Proof of Theorem 3.3
We first present some extra notations and useful lemmas below.
Lemma C.1 (Performance Difference Lemma (Kakade & Langford, 2002)). Consider a policy pi = {pi1, . . . , piH} and
pi? = {pi?1 , . . . , pi?H}. We have:
J(pi)− J(pi?) =
H∑
h=1
Ex∼µpih
[
Ea∼pih(·|x)Q
?
h(x, a)− V ?h (x)
]
.
Note that under our setting, i.e., the cost function does not depend on actions, the above equation can be simplified to:
J(pi)− J(pi?) =
H∑
h=1
Ex∼µpih
[
Ea∼pih(·|x)Q
?
h(x, a)− V ?h (x)
]
(17)
=
H∑
h=1
Ex∼µpih
[
Ea∼pih,x′∼Px,a
[
V ?h+1(x
′)
]− Ea∼pi?h,x′∼Px,a [V ?h+1(x′)]] , (18)
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where we use Bellman equations, i.e.,Q?h(x, a) = c(x)+Ex′∼Px,aV ?h+1(x′) and V ?h (x) = c(x)+Ea∼pi?h,x′∼Px,aV
?
h+1(x
′).8
Note that for any h, we have:
∣∣Ex∼µpih [Ea∼pih,x′∼Px,a [V ?h+1(x′)]− Ea∼pi?h,x′∼Px,a [V ?h+1(x′)]]∣∣
≤ ∣∣Ex∼µpih [Ea∼pih,x′∼Px,a [V ?h+1(x′)]]− Ex∼µ?hEa∼pi?h,x′∼Px,a [V ?h+1(x′)]∣∣
+
∣∣Ex∼µ?hEa∼pi?h,x′∼Px,a [V ?h+1(x′)]− Ex∼µpihEa∼pi?h,x′∼Px,a [V ?h+1(x′)]∣∣
≤ dFh+1(pih|µpih , µ?h+1) +
∣∣Ex∼µ?hEa∼pi?h,x′∼Px,a [V ?h+1(x′)]− Ex∼µpihEa∼pi?h,x′∼Px,a [V ?h+1(x′)]∣∣
≤ dFh+1(pih|µpih , µ?h+1) + ∆h + 2be, (19)
where the first inequality comes from the triangle inequality, the second inequality comes from the fact that V ?h+1 ∈ Fh+1,
and in the third inequality, we denote ∆h = maxf∈F
∣∣Ex∼µ?h [f(x)]− Ex∼µpih [f(x)]∣∣, and be is introduced because ΓhV ?h+1
might not in Fh.
Now we are ready to prove the main theorem.
Proof of Theorem 3.3. We consider the h’th iteration. Let us denote pi = {pi1, . . . , pih−1} and µpih as the observation
distribution at time step h of following policies pi starting from the initial distribution ρ. Denote µ?h+1 as the observation
distribution of the expert policy pi? at time step h+ 1 starting from the initial distribution ρ. Note that the dataset {x˜(i)h+1}ni=1
is generated from distribution µ?h+1. The data at D is generated i.i.d by first drawing sample x(i)h from µpih (i.e., executing
pi1, . . . pih−1), and then sample action a
(i)
h ∼ U(A), and then sample x(i)h+1 from the real system Px(i)h ,a(i)h .
Mapping the above setup to the setup in Theorem 3.1, i.e., set
νh = µ
pi
h , T = Θ(4K
2/2), N = Θ(K log(|Π||F|/δ)/2),
Algorithm 1 will output a policy pih such that with probability at least 1− δ:
dFh+1(pih|µpih , µ?h+1) ≤ min
pi∈Πh
dFh+1(pi|µpih , µ?h+1) + .
Recall the definition of refined inherent Bellman Error ′be with respect to Fh and pi?:
′be,h = max
g∈Fh+1
min
f∈Fh
‖f − Γhg‖(µpih+µ?h)/2.
Denote fˆ as:
fˆ = arg max
f∈Fh+1
(
Ex∼µpih
[
Ea∼pi?h(·|x),x′∼Px,a [f(x
′)]
]
− Ex∼µ?h
[
Ea∼pi?h(·|x),x′∼Px,a [f(x
′)]
])
,
and gˆ as:
gˆ = arg min
g∈Fh
‖g − Γhfˆ‖(µpih+µ?h)/2
8Note that here we actually prove the theorem under a more general setting where we could have cost functions at any time step h.
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Now we upper bound minpi∈Πh dFh+1(pi|µpih , µ?h+1) as follows.
min
pi∈Πh
dFh+1(pi|µpih , µ?h+1) ≤ dFh+1(pi?h|µpih , µ?h+1)
= max
f∈Fh+1
∣∣Ex∼µpih ,a∼pi?h,x′∼Px,af(x′)− Ex∼µ?h,a∼pi?h,x′∼Px,af(x′)∣∣
= max
f∈Fh+1
∣∣∣Ex∼µpih [Ea∼pi?h(·|x),x′∼Px,a [f(x′)]]− Ex∼µ?h [Ea∼pi∗h(·|x),x′∼Px,a [f(x′)]]∣∣∣
=
∣∣∣Ex∼µpih [Ea∼pi?h(·|x),x′∼Px,a [fˆ(x′)]]− Ex∼µ?h [Ea∼pi?h(·|x),x′∼Px,a [fˆ(x′)]]∣∣∣
≤ ∣∣Ex∼µpih [gˆ(x)]− Ex∼µ?h [gˆ(x)]∣∣+ ∣∣∣Ex∼µpih [gˆ(x)− Ea∼pi?h,x′∼Px,a fˆ(x′)]∣∣∣+ ∣∣∣Ex∼µ?h [gˆ(x)− Ea∼pi?h,x′∼Px,a fˆ(x′)]∣∣∣
≤ max
f∈Fh
∣∣Ex∼µpih [f(x)]− Ex∼µ?h [f(x)]∣∣+ 2Ex∼(µpih+µ?h)/2 [|gˆ(x)− Ea∼pi?h,x′∼Px,a fˆ(x′)|]
≤ max
f∈Fh
∣∣Ex∼µpih [f(x)]− Ex∼µ?h [f(x)]∣∣+ 2′be
= ∆h + 2
′
be,
where the first inequality comes from the realizable assumption that pi?h ∈ Π, the second inequality comes from an application
of triangle inequality, and the third inequality comes from the definition of be and the fact that gˆ ∈ Fh.
After learn pih, pi is updated to pi = {pi1, . . . , pih}. For ∆h+1, we have:
∆h+1 = max
f∈Fh+1
∣∣∣Ex∼µpih+1 [f(x)]− Ex∼µ?h+1 [f(x)]∣∣∣
= max
f∈Fh+1
∣∣Ex∼µpih ,a∼pih,x′∼Px,a [f(x′)]− Ex∼µ?h,a∼pi?h,x′∼Px,a [f(x′)]∣∣
= dFh+1(pih|µpih , µ?h+1) ≤ min
pi∈Πh
dFh+1(pi|µpih , µ?h+1) +O() ≤ ∆h + 2′be +O().
Define ∆0 = maxf |Ex∼ρ[f(x)]− Ex∼ρ[f(x)]| = 0, we have for any h,
∆h ≤ 2h′be +O(h).
Now we link ∆h to the performance of the policy J(pi). From (19), we know that:∣∣Ex∼µpih [Ea∼pih,x′∼Px,a [V ?h+1(x′)]− Ea∼pi?h,x′∼Px,a [V ?h+1(x′)]]∣∣
≤ dFh+1(pih|µpih , µ?h+1) + ∆h + 2be
≤ ∆h +O() + 2′be + ∆h + 2′be = 2∆h + 4′be +O()
≤ 4h′be +O(2h) + 4′be +O() = O(h′be) +O(h).
Using Performance Difference Lemma (Lemma C.1), we know that:
J(pi)− J(pi?) ≤
H∑
h=1
∣∣Ex∼µpih [Ea∼pih,x′∼Px,a [V ?h+1(x′)]− Ea∼pi?h,x′∼Px,a [V ?h+1(x′)]]∣∣
≤
H∑
h=1
4h′be + 4
′
be +O(2h) +O()
≤ 4H2′be + 2H′be +O(2H2) +O(H) = O(H2′be) +O(H2)
D. Proof of Proposition 4.1
We first show the construction of the MDP below. The MDP has horizon H , 2H − 1 many states, and two actions {l, r}
standing for go left and go right respectively. All states are organized in a perfect balanced binary tree, with 2H−1 many
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leafs at level h = H , and the first level h = 1 contains only a root. The transition is deterministic such that at any internal
state, taking action l leads to the state’s left child, and taking action r leads to the state’s right child. Each internal node
has cost zero, and all leafs will have nonzero cost which we will specify later. Note that in such MDP, any sequence of
actions {a1, . . . , aH−1} with ai ∈ {l, r} deterministically leads to one and only one leaf, and the total cost of the sequence
of actions is only revealed once the leaf is reached.
The first part of the proposition is proved by reducing the problem to Best-arm identification in multi-armed bandit (MAB)
setting. We use the following lower bound of best-arm identification in MAB from (Krishnamurthy et al., 2016):
Lemma D.1 (Lower bound for best arm identification in stochastic bandits from (Krishnamurthy et al., 2016)). For any
K ≥ 2 and  ∈ (0,√1/8], and any best-arm identification algorithm, there exists a multi-armed bandit problem for which
the best arm i? is  better than all others, but for which the estimate iˆ of the best arm must have P(ˆi 6= i?) ≥ 1/3 unless the
number of samples collected T is at least K/(722).
Given any MAB problem with K arms, without loss of generality, let us assume K = 2H − 1 for some H ∈ N+. Any such
MAB problem can be reduced to the above constructed binary tree MDP with horizon H , and 2H − 1 leafs. Each arm in the
original MAB will be encoded by a unique sequence of actions {ah}H−1h=1 with ah ∈ {l, r}, and its corresponding leaf. We
assign each leaf the cost distribution of the corresponding arm. The optimal policy in the MDP, i.e., the sequence of actions
leading to the leaf that has the smallest expected cost, is one-to-one corresponding to the best arm, i.e., the arm that has the
smallest expected cost in the MAB. Hence, without any further information about the MDP, any RL algorithm that aims to
find the near-optimal policy must suffer the lower bound presented in Lemma D.1, as otherwise one can solve the original
MAB by first converting the MAB to the MDP and then running an RL algorithm. Hence, we prove the first part of the
proposition.
For the second part, let us denote the sequence of the observations from the expert policy as {x˜h}Hh=1, i.e., the sequence of
states corresponding to the optimal sequence of actions where the last state x˜H has the smallest expected cost. We design an
IL algorithm as follows.
We initialize a sequence of actions a = ∅. At every level h, staring at h = 1, we try any sequence of actions with prefix
a ◦ l (a ◦ a means we append action a to end of the sequence a), record the observed observation xlh+1; we then reset and
try any sequence of actions with prefix a ◦ r, and record the observed observation xlh+1. If xlh+1 = x˜h+1, then we append l
to a, i.e., a = a ◦ l, otherwise, we append r, i.e., a = a ◦ r. We continue the above procedure until h = H − 1, and we
output the final action sequence a.
Due to the deterministic transition, by induction, it is easy to verify that the outputted sequence of actions a is exactly equal
to the optimal sequence of actions executed by the expert policy. Note that in each level h, we only generate two trajectories
from the MDP. Hence the total number trajectories before finding the optimal sequence of actions is at most 2(H − 1).
Hence we prove the proposition.
E. Reduction to LP
Let us denote a set {yi}2Ni=1 such that {y1, . . . , yN} = {x1, . . . , xN}, and {yN+1 . . . , y2N} = {x′1, . . . , x′N}. Denote
di,j = D(yi, yj) for i 6= j, and ci = 1/N for i ∈ [N ] and ci = −1/N for i ∈ [N + 1, 2N ]. We formulate the following LP
with 2N variables and O(N2) many constraints:
max
α1,...,α2N
2N∑
i=1
ciαi, s.t.,∀i 6= j,−Ldi,j ≤ αi − αj ≤ Ldi,j , ∀i,−1 ≤ αi ≤ 1. (20)
Denote the solution of the above LP as α?i . We will have the following claim:
Claim E.1 (LP Oracle). Given F in (5), {xi}Ni=1, and {x′i}Ni=1, denote {α?i }2Ni=1 as the solution of the LP from (20), we
have: supf∈F
(∑N
i=1 f(xi)/N −
∑N
i=1 f(x
′
i)/N
)
=
∑2N
i=1 ciα
?
i .
Proof of Claim E.1. Given the solutions {α?i }2Ni=1, we first are going to construct a function fˆ : X → R, such that for any yi,
we have fˆ(yi) = α?i , and fˆ ∈ F . Denote L? = maxi6=j |α?i − α?j |/di,j . Note that L? ≤ L. The function fˆ is constructed
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as:
fˆ(x) = max
(
−1,min
(
1, min
i∈[2N ]
L?D(yi, x) + α?i
))
First of all, we show that for any yi, we have fˆ(yi) = α?i . For any j 6= i, we have:
L?D(yj , yi) + α?j ≥ |α?j − α?i |+ α?j ≥ α?i ,
where the first inequality uses the definition of L?. Also we know that −1 ≤ α?i ≤ 1. Hence we have that for yi,
max(−1,min(1,minj∈[2N ] L?D(yj , yi) + α?j )) = α?i .
Now we need to prove that fˆ is L-Lipschitz continuous. Note that we just need to prove that mini L?D(yi, x) + α?i is
L-Lipschitz continuous, since for any L-Lipschitz continuous function f(x), we have max(1, f(x)) and min(−1, f(x)) to
be L-Lipschitz continuous as well.
Consider any two points x and x′ such that x 6= x′. Denote iˆ as arg mini L?D(yi, x) +α?i and iˆ′ = arg mini L?D(yi, x′) +
α?i . We have:
fˆ(x)− fˆ(x′) = L?D(yiˆ, x) + α?iˆ − (L?D(yiˆ′ , x′) + α?iˆ′)
≤ L?D(yiˆ′ , x) + α?iˆ′ − (L?D(yiˆ′ , x′) + α?iˆ′)
≤ L?D(x, x′),
where for the first inequality we used the definition of iˆ, and the second inequality uses the triangle inequality. Similarly,
one can show that
fˆ(x)− fˆ(x′) ≥ −L?D(x, x′).
Combine the above two inequalities and the fact that L? ≤ L, we conclude that fˆ is L-Lipschitiz continuous.
Now we have constructed fˆ such that fˆ(yi) = α?i for all i ∈ [2N ] and fˆ ∈ F . Now suppose that there exists a function
f ′ ∈ F , such that |∑Ni=1 f ′(xi)/N −∑Ni=1 f ′(x′i)/N | > |∑Ni=1 fˆ(xi)/N −∑Ni=1 fˆ ′(x′i)/N |, then we must have for
some i ∈ [2N ], f ′(yi) 6= α?i . However, since f ′ ∈ F , we must have that {f ′(yi)}2Ni=1 satisfies all constrains in the LP in (20).
Hence the assumption that
∑2N
i=1 cif
′(yi) >
∑2N
i=1 ciα
?
i contradicts to the fact that {αi}2Ni=1 is the maximum solution of the
LP formulation in (20). Hence we prove the claim.
F. Proof of Corollary 5.1
Since in this setting, Fh for all h ∈ [H] contains infinitely many functions, we need to discretize Fh before we can apply
the proof techniques from the proof of Theorem 3.3. We use covering number.
Denote N (X , ,D) as the -cover of the metric space (X ,D). Namely, for any x ∈ X , there exists a x′ ∈ N (X , ,D)
such that D(x′, x) ≤ . Consider any function class F = {f : X → R, ‖f‖L ≤ L, ‖f‖∞ ≤ 1} with L ∈ R+. Below we
construct the -cover over F .
For any f ∈ F , denote f¯ ∈ R|N (X ,,D)| with the i-th element f¯i being the function value f(xi) measured at the i-th element
xi from N (X , ,D). Hence F¯ , {f¯ : f ∈ F} ∈ R|N (X ,,D)|, and ‖f¯‖∞ ≤ C for any f¯ ∈ F¯ . Denote N¯ (F¯ , α, ‖ · ‖∞) as
the α-cover of F¯ . Let us denote the set N , {f ∈ F : f¯ ∈ N¯ (F˜ , α, ‖ · ‖∞)}.
Claim F.1. With the above set up, for F’s (α+ 2L)-cover, i.e., N (F , α+ 2L, ‖f‖∞), we have
|N (F , α+ 2L, ‖ · ‖∞)| ≤
∣∣N¯ (F¯ , α, ‖ · ‖∞)∣∣ ≤ ( 1
α
)|N (X ,,D)|
.
Proof. By definition, we know that for any f¯ ∈ F¯ , we have that there exists a f¯? ∈ F¯ such that ‖f¯ − f¯?‖∞ ≤ α. Now
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consider ‖f − f?‖∞. Denote x? = arg maxx |f(x)− f?(x)| and x?′ is its closest point in N (X , ,D). We have:
sup
x
|f(x)− f?(x)| = |f(x?)− f?(x?)| ≤ ∣∣f(x?)− f(x?′)∣∣+ ∣∣f(x?′)− f?(x?)∣∣
≤ ∣∣f(x?)− f(x?′)∣∣+ ∣∣f(x?′)− f?(x?′)∣∣+ ∣∣f?(x?′)− f?(x?)∣∣
≤ L+ α+ L = 2L+ α,
where the last inequality comes from the fact that f, f? are L-Lipschitz continuous, D(x?, x?′) ≤ , ‖f¯ − f¯?‖∞ ≤ α and
x?′ ∈ N (X , ,D). Hence, we just identify a subset of F such that it forms a α+ 2L cover for F under norm ‖ · ‖∞.
Note that N¯ is a α-cover with ‖ · ‖∞ for F¯ which is a subset of |N (X , ,D)|-dimension space. By standard discretization
along each dimension, we prove the claim.
From the above claim, setting up α and  properly, we have:
|N (F , /K, ‖ · ‖∞)| ≤
(
K

)|N (X ,/(3KL),D)|
.
Extending the analysis of Theorem 3.3 simply results extending the concentration result in Lemma A.1. Specifically via
Bernstein’s inequality and a union bound over Π×N (F , /K, ‖ · ‖∞), we have that for any pi ∈ Π, f˜ ∈ N (F , /K, ‖ · ‖∞),
with probability at least 1− δ,∣∣∣∣∣
(
1
N
N∑
i=1
Kpi(aih|xih)f˜(xih+1)−
1
N
N∑
i=1
f˜(x˜ih+1)
)
−
(
E(x,a,x′)∼νhpiP? [f˜(x
′)]− Ex∼µ?h+1 [f˜(x)]
)∣∣∣∣∣
≤ 4
√
2K |N (X , /(3KL),D)| log(2|Π|K/(δ))
N
+
8K |N (X , /(3KL),D)| log(2|Π|K/(δ))
N
.
Now using the fact that N (F , /K, ‖ · ‖∞) is an -cover under norm ‖ · ‖∞, we have that for any pi ∈ Π, f ∈ F , with
probability at least 1− δ,∣∣∣∣∣
(
1
N
N∑
i=1
Kpi(aih|xih)f(xih+1)−
1
N
N∑
i=1
f(x˜ih+1)
)
−
(
E(x,a,x′)∼νhpiP? [f(x
′)]− Ex∼µ?h+1 [f(x)]
)∣∣∣∣∣
≤ 4
√
2K |N (X , /(3KL),D)| log(2|Π|3C/(δ))
N
+
8K |N (X , /(3KL),D)| log(2|Π|3C/(δ))
N
+ 2.
The rest of the proof is the same as the proof of Theorem 3.3.
G. FAIL in Interactive Setting
Recall that with {pi1, . . . , pih−1} being fixed, we denote νh as resulting observation distribution resulting at time step h. The
interactiveness comes from the ability we can query expert to generate next observation conditioned on states sampled from
νh—the states that would be visited by learner at time step h. Let us define d(pi|νh, pi?h) as:
dFh+1(pi|νh, pi?h) , max
f∈Fh+1
(
Ex∼νhEa∼pi,x′∼Px,a [f(x′)]− Ex∼νhEa∼pi?,x′∼Px,a [f(x′)]
)
.
Note that different from dFh+1(pi|νh, µ?h+1), in dFh+1(pi|νh, pi?h), the marginal distributions on x are the same for both pi
and pi?h and we directly access pi
?
h to generate epxert observations at h + 1 rather than thorough the expert observation
distribution µ?h+1. In other words, we use IPM to compare the observation distribution at time step h+ 1 after applying pi
and the observation distribution at time step h+ 1 after applying pi?, conditioned on the distribution νh generated by the
previously learned policies {pi1, . . . , pih−1}. In Algorithm 5, at every time step h, to find a policy pih that approximately
minimizes dFh+1(pi|νh, pi?h), we replace expectations in dFh+1(pi|νh, pi?h) by proper samples (line ?? and line ??), and then
call Algorithm 1 (line ??).
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Algorithm 3 IFAIL(Π, F , , n, T)
1: Set pi = ∅
2: for h = 1 to H − 1 do
3: D = ∅, D˜ = ∅
4: for i = 1 to n do
5: Reset x(i)1 ∼ ρ and from x(1)i execute pi = {pi1, . . . , pih−1} to generate x(i)h
6: Execute a ∼ U(A) to generate x(i)h+1 and add it to D
7: Reset again x˜(i)1 ∼ ρ and from x˜(i)1 execute pi = {pi1, . . . , pih−1} to generate x˜(i)h
8: Ask expert to execute its policy at x˜(i)h for one step, observe x˜
(i)
h+1, and add it to D˜
9: end for
10: Set pih to be the return of Algorithm 1 with inputs
(
D˜,D,Π,F , T
)
11: Append pih to pi
12: end for
Proof. Recall the definition of d(pi|νh, pi?h),
dFh+1(pi|νh, pi?h) = max
f∈Fh+1
(
Ex∼νhEa∼pi,x′∼Px,a [f(x′)]− Ex∼νhEa∼pi?,x′∼Px,a [f(x′)]
)
,
with νh being the distribution over Xh resulting from executing policies {pi1, . . . , pih−1}.
We will use Lemma A.1, Lemma A.2, and Lemma C.1 below.
The Performance Difference Lemma (Lemma C.1) tells us that:
J(pi)− J(pi?) =
H∑
h=1
Ex∼µpih
[
Ea∼pih,x′∼Px,a
[
V ?h+1(x
′)
]− Ea∼pi?h,x′∼Px,a [V ?h+1(x′)]]
≤
H∑
h=1
∣∣Ex∼µpih [Ea∼pih,x′∼Px,a [V ?h+1(x′)]− Ea∼pi?h,x′∼Px,a [V ?h+1(x′)]]∣∣
≤
H∑
h=1
dFh+1(pih|µpih , pi?h), (21)
where the last inequality comes from the realizable assumption that V ?h ∈ Fh.
At every time step h, mapping to Theorem 3.1 with νh = µpih , T = 4K
2/2, n = K log(|Π||F|/δ)/2, we have that with
probability at least 1− δ:
dFh+1(pih|µpih , pi?h) ≤ min
pi∈Πh
dFh+1(pi|µpihpi?h),+.
Note that minpi∈Πh dFh+1(pi|µpih , pi?h) ≤ dFh+1(pi?h|µpih , pi?h) = 0, since pi?h ∈ Πh by the realizable assumption. Hence, we
have that:
dFh+1(pih|µpih , pi?h) ≤ .
Hence, using (21), and a union bound over all time steps h ∈ [H], we have that with probability at least 1− δ,
J(pi)− J(pi?) ≤ H,
with T = 4K2/2, and N = K log(H|Π||F|/δ)/2. Since in every round h, we need to draw N many trajectories, hence,
the total number of trajectories we need is at most HK log(H|Π||F|/δ)/2.
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H. Relaxation of Assumption 2.1
Our theoretical results presented so far rely on the realizable assumption (Assumption 2.1). While equipped with recent
advances in powerful non-linear function approximators (e.g., deep neural networks), readability can be ensured, in this
section, we relax the realizable assumption and show that our algorithms’ performance only degenerates mildly. We
relax Assumption 2.1 as follows:
Assumption H.1 (Approximate Realizability). We assume Π and F is approximate realizable in a sense that for any
h ∈ [H], we have minpi∈Πh maxx,a ‖pi(a|x)− pi?h(a|x)‖ ≤ Π and minf∈Fh ‖f − V ?h ‖∞ ≤ F .
The above assumption does not require F and Π to contain the exact V ?h and pi?h, but assumes F and Π are rich enough
to contain functions that can approximate V ?h and pi
?
h uniformly well (i.e., F and Π are small). Without any further
modification of Algorithm 2 and Algorithm 5 for non-interactive and interactive setting, we have the following corollary.
Corollary H.2. Under Assumption H.1, for  ∈ (0, 1) and δ ∈ (0, 1), with T = Θ(K/2), n = Θ(K log(|Π||F|H/δ)/2),
with probability at least 1 − δ, (1) for non-interactive setting, FAIL (Algorithm 2) outputs a policy pi with J(pi) −
J(pi?) ≤ O (H2(be + ) +H(F + Π)), and (2) for interactive setting, IFAIL (Algorithm 5) outputs a policy pi with
J(pi) − J(pi?) ≤ O (H+HF +HΠ), by using at most O˜((HK/2) log(|Π||F|/δ)) many trajectories under both
settings.
The proof is deferred to Appendix H.1.
H.1. Proof of Corollary H.2
Proof of Corollary H.2. For any h, denote gh as
gh = arg min
g∈F
‖g − V ?h ‖∞
Below we prove the first bullet in Corollary H.2, i.e., the results for non-interactive setting.
Non-Interactive Setting Using PDL (Lemma C.1), we have
J(pi)− J(pi?)
≤
H∑
h=1
∣∣Ex∼µpih [Ea∼pih,x′∼Px,a [V ?h+1(x′)]− Ea∼pi?h,x′∼Px,a [V ?h+1(x′)]]∣∣
≤
H∑
h=1
∣∣Ex∼µpih [Ea∼pih,x′∼Px,a [V ?h+1(x′)]]− Ex∼µ?hEa∼pi?h,x′∼Px,a [V ?h+1(x′)]∣∣
+
∣∣Ex∼µ?hEa∼pi?h,x′∼Px,a [V ?h+1(x′)]− Ex∼µpihEa∼pi?h,x′∼Px,a [V ?h+1(x′)]∣∣
≤
H∑
h=1
∣∣Ex∼µpih [Ea∼pih,x′∼Px,a [gh+1(x′)]]− Ex∼µ?hEa∼pi?h,x′∼Px,a [gh+1(x′)]∣∣
+
∣∣Ex∼µ?hEa∼pi?h,x′∼Px,a [gh+1(x′)]− Ex∼µpihEa∼pi?h,x′∼Px,a [gh+1(x′)]∣∣+ 4F
≤
H∑
h=1
(
dFh+1(pih|µpih , µ?h) + ∆h + 4F
)
.
Now repeat the same recursive analysis for dFh+1(pih|µpih , µ?h) as we did in proof of Theorem 3.3 in Appendix C, we can
prove the first bullet in the corollary.
Now we prove the second bullet in Corollary H.2, i.e., the results for interactive setting.
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Interactive Setting Again, using Performance Difference Lemma (Lemma C.1), we have
J(pi)− J(pi?) =
H∑
h=1
Ex∼µpih
[
Ea∼pih,x′∼Px,a
[
V ?h+1(x
′)
]− Ea∼pi?h,x′∼Px,a [V ?h+1(x′)]]
≤
H∑
h=1
∣∣Ex∼µpih [Ea∼pih,x′∼Px,a [V ?h+1(x′)]− Ea∼pi?h,x′∼Px,a [V ?h+1(x′)]]∣∣
≤
H∑
h=1
∣∣Ex∼µpih [Ea∼pih,x′∼Px,a [gh+1(x′)]− Ea∼pi?h,x′∼Px,a [gh+1(x′)]]∣∣
+
∣∣Ex∼µpihEa∼pih,x′∼Px,a [V ?h+1(x′)− gh+1(x′)]∣∣+ ∣∣Ex∼µpihEa∼pi?h,x′∼Px,a [V ?h+1(x′)− gh+1(x′)]∣∣
≤
H∑
h=1
max
f∈Fh+1
∣∣Ex∼µpih [Ea∼pih,x′∼Px,a [f(x′)]− Ea∼pi?h,x′∼Px,a [f(x′)]]∣∣+ 2F
=
H∑
h=1
(
dFh+1(pih|µpih , pi?h) + 2F
)
Now repeat the same steps from the proof of Theorem 5.2 after (21) in proof of Theorem 5.2, we can prove the second bullet
in the corollary.
I. Missing Details on ILFO with State Abstraction
We consider the bisimulation model from (6). The following proposition summarizes the conclusion in this section.
Proposition I.1. Assume Bisimulation holds (Eq. 6) and setFh = {f : ‖f‖∞ ≤ 1, f(x) = f(x′),∀x, x′ s.t. φ(x) = φ(x′)} ,∀h ∈
[H] to be piece-wise constant functions over the partitions induced from φ. We have:
1. V ?h is a piece-wise constant function for all h ∈ [H],
2. be = 0,
3. supf∈Fh(
∑N
i=1 f(xi)/N −
∑N
i=1 f(x
′
i)/N) can be solved by LP, for all h ∈ [H],
4. given any {xi}Ni=1, the Rademacher complexity of Fh is in the order of O(
√|S|/N), i.e.,
(1/N)Eσ[supf∈Fh
∑N
i=1 σif(xi)] = O(
√|S|/N), with σi being a Rademacher number.
The above proposition states that by leveraging the abstraction, we can design discriminators to be piece-wise constant
functions over the partitions induced by φ, such that inherent Bellman error is zero, and the discriminator class has bounded
statistical complexity. Below we prove the above proposition. The first two points in the above proposition were studied in
(Chen & Jiang, 2019). For completeness, we simply prove all four points below.
Piece-wise constant V ? First, we show that V ?h (x) is piece-wise constant over the partitions induced from φ. Starting
from H , via (6), we know that V ?H(x) = c(x), which is piece-wise constant over the partitions induced from φ. Then let us
assume that for h+ 1, we have V ?h+1(x) = V
?
h+1(x
′) for any x, x′ s.t. φ(x) = φ(x′). At time step h, via Bellman equation,
we know:
V ?h (x) = Ea∼pi?(·|x)Ex′∼Px,aV ?h+1(x′).
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Hence for any two x, x′ with φ(x) = φ(x′), we have:
V ?h (x)− V ?h (x′) = Ea∼pi?(·|x),x′′∼Px,aV ?h+1(x′′)− Ea∼pi?(·|x′),x′′∼Px′,aV ?h+1(x′′)
=
∑
a
pi?(a|x)
∑
s∈S
∑
x′′∈φ−1(s)
(P (x′′|x, a)− P (x′′|x′, a))V ?h+1(x′′)

=
∑
a
pi?(a|x)
∑
s∈S
V ?h+1(s)
∑
x′′∈φ−1(s)
(P (x′′|x, a)− P (x′′|x′, a))
 = 0,
where the second and the last equality use (6). In the third equality above, we abuse the notation V ?h+1(s) for s ∈ S to
denote the value of V ?h+1(x) for any x such that φ(x) = s.
Inherent Bellman Error With Fh = {f : ‖f‖∞ ≤ 1, f(x) = f(x′),∀x, x′ s.t. φ(x) = φ(x′)} ,∀h ∈ [H], we can show
be = 0 as follows. For any x, x′ ∈ X with φ(x) = φ(x′), f ∈ Fh+1, we have:
Ea∼pi?(·|x)Ex′′∼Px,af(x′′)− Ea∼pi?(·|x′)Ex′′∼Px′,af(x′′)
=
∑
a
pi?(a|x)
∑
s∈S
f(s)
∑
x′′∈φ−1(s)
(P (x′′|x, a)− P (x′′|x′, a))
 = 0,
where again we abuse the notation f(s) to denote that value f(x) for any x such that φ(x) = s. Namely, Γhf is also a
piece-wise constant over the partitions induced from φ. Since ‖f‖∞ ≤ 1, it is also easy to see that ‖Γhf‖∞ ≤ 1. Hence we
have Γhf ∈ Fh.
Reduction to LP Regarding evaluating supf∈Fh
(∑N
i=1 f(xi)/N −
∑N
i=1 f(x
′
i)/N
)
, we can again reduce it an LP.
Denote α ∈ [−1, 1]|S|, where the i-th entry in α corresponds to the i-th element in S. We denote αs as the entry in α that
corresponds to the state s in S . Take {xi}Ni=1, and compute cs =
∑N
i=1 1(φ(xi) = s) for every s ∈ S (i.e., cs is the number
of points mapped to s). Take {x′i}Ni=1 and compute c′s =
∑N
i=1 1(φ(x
′
i) = s). We solve the following LP:
max
α∈R|S|
∑
s∈S
(csαs/N − c′sαs/N) ,
s.t., αs ∈ [−1, 1],∀s ∈ S.
Denote the solution of the above LP as α?. Then f?(x) = α?φ(x).
Complexity of DiscriminatorsFh Regarding the complexity ofFh, note thatFh essentially corresponds to a |S|-dim box:
[−1, 1]|S|. Again, consider a dataset {xi}Ni=1 and the counts {cs}s∈S . For any f , and Rademacher numbers σ ∈ {−1, 1}N ,
we have
N∑
i=1
σif(xi) =
∑
s∈S
fs
∑
i∈φ−1(s)
σi ≤
∑
s∈S
∣∣∣∣∣∣
∑
i∈φ−1(s)
σi
∣∣∣∣∣∣ .
Note that (Eσ
∣∣∣∑Ni=1 σi∣∣∣)2 ≤ Eσ(∑Ni=1 σi)2 = N , which implies that Eσ|∑Ni=1 σi| ≤ √N . Hence,
Eσ
N∑
i=1
σif(xi) ≤
∑
s∈S
Eσ|
∑
i∈φ−1(s)
σi| ≤
∑
s∈S
√
cs ≤
∑
s∈S
√
N/|S| =
√
N |S|.
Now, we can show that the Rademacher complexity of Fh is bounded as follows:
1
N
Eσ
[
sup
f∈Fh
N∑
i=1
σif(xi)
]
≤
√
N |S|/N =
√
|S|
N
.
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Algorithm 4 Min-Max Game (D?,D,Π,F , T, θ0)
1: for n = 0 to T do
2: fn = arg maxf∈F u(piθn , f) (LP Oracle)
3: un = u(piθn , fn)
4: θn+1 = θn −∇θu(piθn , fn) (Policy Gradient)
5: end for
6: Output: pin
?
with n? = arg minn∈[T ] un
J. Additional Experiments
When we design the utility in (3), we sample actions from U(A) and then perform importance weighting. This ensures that
in analysis the variance will be bounded by K. In practice, we can use any reference policy to generate actions, and then
perform importance weighting accordingly. Assume that we have a dataset D = {xih, aih, pih, xih+1}Ni=1 and the expert’s
dataset D? = {x˜ih+1}N
′
i=1, where p
i
h is the probability of action a
i
h being chosen at x
i
h. We can form the utility as follows:
u(pi, f) ,
N∑
i=1
(pi(aih|xih)/pih)f(xih+1)/N −
N ′∑
i=1
f(x˜ih+1)/N
′. (22)
As long as the probability of choosing any action at any state is lower bounded, then the variance of the above estimator is
upper bounded. This formulation also immediately extends FAIL to continuous action space setting. For a parameterized
policy piθ, given any f , we can compute∇θu(piθ, f) easily. If ah ∼ piθ(·|x) (i.e., on-policy samples), then for any fixed f ,
the policy gradient ∇θu(piθ, f) can be estimated using the REINFORCE trick:
∇θu(piθ, f)|θ=θ0 = (1/N)
N∑
i=1
∇θ(lnpiθ(aih|xih)|θ=θ0)f(xih+1). (23)
With the form of ∇θu(piθ, f), we can perform the min-max optimization in Alg. 1 by iteratively finding the maximizer
fn = arg maxf u(piθn , f) using LP oracle, and then perform gradient descent update θ
n+1 = θn − ηn∇θu(piθn , fn).
See Algorithm 4 below. Note that in Algorithm 4 the dataset D = {xih, aih, pih, xih+1} contains pih which is the probability
of aih being chosen at x
i
h. We can integrate Algorithm 4 into the forward training framework.
Algorithm 5 FAIL∗ ({Πh}h, {Fh}h, , n, n′, T )
1: Set pi = ∅
2: for h = 1 to H − 1 do
3: Initialize pih
4: Extract expert’s data at h+ 1: D˜h+1 = {x˜ih+1}n
′
i=1
5: D1 = ∅, . . .Dh = ∅
6: for i = 1 to n do
7: Execute {pi1, . . . , pih−1} to generate τ i = {xi1, ai1, pi1, xi2, . . . , xih−1, aih−1, pih−1, xih} with pit = pit(ait|xit)
8: For any t ∈ [h− 1], add (xit, ait, pit, xit+1) to Dt
9: Execute aih ∼ U(A) to generate xih+1 and add (xih, aih, pih, xih+1) to Dh with pih being the probability correspond-
ing to the uniform distribution over A
10: end for
11: For all t ∈ [h], update pit to be the return of Algorithm 4 with inputs
(
D˜t+1,Dt,Πh,Fh+1, T, pit
)
12: end for
In Algorithm 2, at every time step h, we execute the current sequence of policies pi = {pi1, . . . , pih−1} to collect samples
at time step h, i.e., xh. We then throw away all generated samples {x1, . . . , xh−1} except xh. While this simplifies the
analysis, in practice, we could leverage these samples {x1, . . . , xh−1} as well, especially now we can form the utility with
on-policy samples and compute the corresponding policy gradient ((23)). This leads us to Alg. 5. Namely, in Algorithm 5,
when training pih, we also incrementally update pi1, . . . , pih−1 using their on-policy samples (Line 11 Algorithm 5).
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Figure 4. Performance of expert, FAIL∗ (Algorithm 5), FAIL(Algorithm 2), and GAIL (without actions) on three control tasks. For the
top line, we fix the number of training samples while varying the number of expert demonstrations (6, 12, 25). For the bottom line, we fix
the number of expert demonstrations, while varying the number of training samples. All results are averaged over 10 random seeds.
We test Algorithm 5 on the same set of environments (Figure 4) under 10 random rand seeds, with all default parameters.
We observe that FAIL∗ can be more sample efficient especially in small data setting (e.g., 0.25 million training samples).
Implementation of Algorithm 5 and scripts for reproducing results can be found in https://github.com/wensun/
Imitation-Learning-from-Observation/tree/fail_star.
