












































A Study on Distributed Cache over GPUs for Structured Storage
Structured storages are widely used for storing and managing various data made
by telecommunications and sensing devices. They provide high scalability and
throughput for some specic application domains. They are classied into three
types by data structure: KVS (Key-Value Store), document-oriented store, and
graph store. Performance bottlenecks in structured storages are related to a cer-
tain class of queries that requires high computation cost such as regular expression
search on document-oriented store and graph search on graph store. These queries
can be parallelized and accelerated by GPUs whose parallel processing performance
is signicantly improving recent years. This thesis proposes a cache structure suit-
able for GPU processing with high memory eciency for each structured storage.
A GPU performs regular expression search or graph search for the proposed cache
so that these queries are accelerated without largely changing the original struc-
tured storage framework. The proposed acceleration method using cache can be
applied to various applications using structure storages. The problem of GPU pro-
cessing is a restriction of memory capacity of GPU device memory. The capacity
is smaller than a host memory. When a cache size is larger than a GPU device
memory, performance improvement by GPU processing drastically decreases, be-
cause multiple CPU-GPU data transfers and computations are needed. To tackle
this issue, the proposed cache is extended for multiple GPUs where GPU devices
are connected via 10GbE so that the caches are distributed to multiple GPUs and
increase the capacity of device memory. This thesis proposes an overlapped ex-
ecution of computation and data transfer by asynchronous update of graph and
document distribution using a hash structure. These methods can be extended to
distributed cache for remote GPUs while suppressing a performance degradation
by data transfer.
The proposed distributed cache using three remote GPUs is evaluated in terms
of query throughputs. A query that performs regular expression search from 10 M
documents is accelerated by 75.0x compared to MongoDB. A query that performs
single source shortest path search in graph store for a large graph with 3.2M
nodes and 100 degree is accelerated by 383.2x compared to Neo4j. The results
demonstrate that the proposed cache can accelerate these structured storages. In
regular expression matching, because there is no synchronization between multiple
GPUs during a query, the throughput increases as the number of GPU increases.
In graph search, since synchronizations are required during queries, performance
cannot be simply improved by increasing the number of GPUs. In this thesis, by
proposing a method to reduce synchronization overhead, we achieved throughput
improvement when using multiple GPUs.
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特化した GPU(Graphics Processing Unit)があげられる。GPUは、画像を構成する多数のピク
セルを並列に処理するため、多数のコアを有しており、それらを活かした並列処理に適したアク
セラレータである。そのため、画像処理以外にも、並列処理によって性能向上可能な用途に応用
することができ、様々な用途に GPUを用いる GPUによる汎用計算 (GPGPU:General-purpose
computing on GPU)として用いられている。また、GPU以外のアクセラレータとしては、特定
の用途に合わせて設計される回路であるASIC(Application Specic Integrated Circuit)や、製造


















































































































































































































































MongoDBでは、データ記述言語 JSON(JavaScript Object Notation)を拡張したBSON(Binary
JSON)を用いてドキュメントを保存する。図 2.5にBSONを用いたドキュメントのデータ構造を




























































































































 最短経路を求める 2頂点を SとGとし、SからGへの最短経路を求めるとする。
 頂点AからBへの距離をA(B)とする。AとBが隣接している場合A(B)はAとBを結ぶ
辺の重みに一致する。













2. 関連研究 2.3. グラフ型ストア



























ある頂点から目的頂点までの推定値を a、真の最短距離を bとしたとき、0  a < bの条件を満
たす必要がある。aの値が bに近いほど計算時間が短く、a = 0のときはDijkstra法と同じ計算時
間になる。
A*法の詳細は以下の通りである。
 最短経路を求める 2頂点を SとGとし、SからGへの最短経路を求めるとする。
 頂点Aから Bへの距離をA(B)とする。
 頂点Aから目的頂点Gへの距離の推定距離を g(A)とする。
 頂点 S から頂点 A を通り、頂点 G へたどり着くまでの推定距離を f(A) とする。f(A) は













{ XがOpenリストにもCloseリストにも含まれない場合、f(X) = S(V )+V (X)+
g(X)とし、XをOpenリストに加え、Xの親としてVを記憶する。
{ XがOpenリストに含まれる場合、f(X) > S(V ) + V (X) + g(X)ならば f(X) =
S(V ) + V (X) + g(X)とし、Xの親をVに書き換える。
{ XがCloseリストに含まれる場合、f(X) > S(V ) + V (X) + g(X)ならば f(X) =
S(V )+V (X)+ g(X)とし、XをCloseリストからOpenリストに移し、Xの親を
Vに書き換える。
4. Vを Closeリストに加える。
 探索が失敗していなければ、f(V ) = f(G)であり、f(G) = S(G) + 0であるため、f(V )が
最短距離を表す。また、Gから順に Sにたどり着くまで親をたどることで、最短経路を求め
ることができる。













































{ X 6= V の場合、Xを経路に加えた新しい経路を Closeリストに追加する。
{ X = V の場合、Xを経路に加えた新しい経路をAnswerリストに追加する。
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 計算量は、最小ホップ数を n、頂点の次数を dとするとき、dnである。上記の操作のルー
プ 1回につき、探索する頂点の数が d倍されるためである。
図 2.10は、Shortest Pathを 5頂点のグラフに対して実行したときの例である。SからGへの
最小ホップの経路を求める。頂点の中にかかれた数字は頂点 IDである。
図の右側には、CloseリストあるいはAnswerリストに加えられたホップ数毎の経路が示されて
いる。初期状態として、ホップ数 0の Sすなわち頂点 0のみの経路が始めにリストに追加される。
その後、探索のループを一回行う毎に 1ホップずつ新たな経路がリストに加えられる。
1ホップ目は、0ホップ目の経路の最後の頂点、すなわち頂点 0の隣接頂点を探索する。頂点 0











くても、設定したホップ数まで探索が行われれば、探索を終了する。図 2.11は、All Pathを 5頂
点のグラフに対して実行したときの例である。設定するホップ数は 3である。また、3ホップ目は
経路の数が多いため、リストの一部のみを記載している。
図 2.10と図 2.11を比較すると、探索方法が同じであるため、Shortest Pathの探索が終了する
2ホップ目までは全く同じである。図 2.11では、ホップ数を 3に設定しているため、3ホップ目ま
18
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図 2.11: All Pathの実行例
図 2.12: All Simple Pathの実行例
で探索を行う。3ホップ目で新たに (0,2,3,4)という経路を見つけたため、3ホップ以下の経路は 2
ホップの (0,3,4)を加えて、(0,3,4)と (0,2,3,4)の 2つである。
2.3.4 All Simple Path
All Simple Pathは All Pathに変更を加えたもので、All Pathで探索した経路のうち、2回同
じ頂点を通る経路を除いたものである。探索の方法は、Shortest Pathや All Pathと同じで、終
了条件は、All Pathと同じく設定したホップ数まで探索を終えたときである。




図 2.12は図 2.11から 2回同じ頂点を通る経路を除外しただけで、他は一致している。今回の例
は頂点数が少ないため、同じ頂点を 2回通る経路の割合が多いが、大規模なグラフの場合、その
ような経路の割合は少なく、All PathとAll Simple Pathの差は小さくなる。
Answerリストに含まれる SからGへの経路の結果を見ると、図 2.11の結果に 2回同じ頂点を
通る経路が含まれていないため、図 2.12の結果も同じである。
19
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図 2.13: グラフ型ストアの分割
2.3.4.1 対象アルゴリズムのまとめ
Neo4jに実装されているアルゴリズムは 5種類あるが、Shortest Path、All Path、All Simple
Pathの 3種類は、条件が異なるだけで行う探索は同じである。そのため、探索の種類としては、
Dijkstra法と A*法と合わせて実質 3種類のみである。そのうち、Dijkstra法と A*法は単一始点






















る。彼らは、これらの条件を満たすアルゴリズムであるEvoPartition [38]、DCCA (The Dynamic
















































構成要素として、PCI Express、Giga Thread Engine、Memory Controller、SMX、L2 Cacheが































Shared Memoryと L1 Cacheで共有されており、ユーザが Shared Memoryの大きさを決め、先




ロックで大きなまとまりとなり、Giga Thread Engineで SMXに割り振られる。スレッドブロッ
クが 32スレッド毎にワープに分けられ、それが SMX内のWarp Schedulerによって管理されて
実行されるという流れになる。
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頂点 xの始点からの距離を d(x)、頂点 xから出る全ての辺の重みの最小値を E(x)とする。ま
だ探索を行っていない頂点の集合を U とする。このとき、操作 2で今後更新されないための条件
は次に示す式 2.1のよりも始点からの距離が短いことである。
 = min(d(u) + E(u)) : u 2 U (2.1)
すなわち、ある頂点 vが条件を満たす条件は、d(v) < である。
GPU で並列化した Dijkstra 法を実行するために、1 回のループにつき minimum カーネル、
updateカーネル、relaxカーネルという 3つのカーネルに分けて実行している。minimumカーネ


















































1. 空集合 P を用意し、探索頂点としてまだ選ばれていない頂点を一つ選択し、P に加える。
2. P に隣接する頂点のうち、P からの頂点が最も短い頂点を vとする。
3. vが探索済みでない場合、P に頂点 vおよひ、vへの辺を加え、操作 2に戻る。
25
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4. vが探索済みである場合、P には vへの辺のみを P に加え、操作を終了する。





























また、GPUでの正規表現探索に非決定性有限オートマトン (NFA: Non-deterministic Finite
Automaton)を用いる手法も提案されている [45]。NFAはDFAとは異なり、ある状態と入力に対
26

























システム名 同期手法 処理種別 ノード数
Pregel [49] バルク同期並列 (BSP) CPU処理 複数ノード
GraphLab [50] 非同期 CPU処理 複数ノード
PowerGraph [51] BSPと非同期共に対応　 CPU処理　 　複数ノード
Medusa [52] BSP GPU処理 単一ノード

































































































































































































































































の IF文にて行っている。LV が 0であれば、古いドキュメントキャッシュが存在せず、作成の処
理である。作成処理では、10行目と 11行目に示すように、MongoDBから対象のフィールドのバ








1: N  ドキュメントキャッシュの空き領域の大きさを表す定数
2: S  バリュー配列を配列 PTRの何倍の大きさに確保するかを表す定数
3: LV、LPTR  それぞれバリュー配列と配列 PTRの大きさ、ドキュメントキャッシュ作成し
の初期値は 0、再構成の場合は古いドキュメントキャッシュの大きさを表す
4: V [] ドキュメントキャッシュのバリュー配列
5: PTR[] ドキュメントキャッシュの配列 PTR
6: 配列 V []を配列長N  S + LVの配列として作成
7: 配列 PTR[]を配列長N + LPTRの配列として作成
8: if LV = 0 then






14: 古いドキュメントキャッシュのバリューのうち、削除されていないバリューを V []、PTR[]に
コピー
15: end if
16: LV  N  S + LV

















メントキャッシュの 2つの配列への追加であり、バリュー配列に vを保存し、vの先頭位置は pV で
あるため、対応する配列 PTRに pV を記録する。この追加でバリューの末尾の位置が変化するた







1: v  本処理で追加するバリュー
2: vの長さを取得、その長さを lとする
3: pV、pPTR  それぞれバリュー配列と配列 PTRの空き領域の先頭を表すポインタ、ドキュメ
ントキャッシュ作成時の初期値は 0




8: V [pV ]から l要素に vを保存
9: PTR[pPTR] pV
10: pV  pV + l
11: pPTRをインクリメント
Algorithm 3 ドキュメントキャッシュの削除処理
1: i 削除するバリューの配列 PTRの位置





























1: i 更新するバリューの配列 PTRの位置
2: v  更新後のバリュー
3: vの長さを取得、その長さを lとする
4: if pV + l  LV then
5: DDBmake関数でドキュメントキャッシュを再構成
6: end if
7: V [pV ]から l要素に vを保存
8: PTR[i] pV





































Algorithm 5 正規表現探索の CUDAカーネル
1: V [] ドキュメントキャッシュのバリュー配列
2: PTR[] ドキュメントキャッシュの配列 PTR
3: tid スレッド ID、スレッド数が配列 PTRの要素数と一致
4: DFA[][]  DFAを元に作成した状態遷移表、DFA[i][j]で入力が文字 i、状態 j の時の次の
状態を表す
5: s 現在の状態、初期値は 0
6: R[] 結果格納用配列、nを索引番号とし、nの初期値は 0、nは全スレッドで共有する
7: i スレッドで現在処理している V []の位置、初期値は PTR[tid]
8: while V [i] 6=0 n00 do
9: s DFA[V [i]][s]
10: iをインクリメント
11: end while
12: if sが受理状態 then
13: 不可分操作開始
14: R[n] tid

















また、評価にもちいた CPUは Intel Xeon E5-2637v3で動作周波数は 3.5GHz、メモリ容量は





表 3.1: NVIDIA GeForce GTX 980の主な諸元



































































































































































2: B  新しく追加するバケット
3: HA、HB  それぞれA、Bのハッシュ値域
4: hA  hA 2 HAを満たすハッシュ値
5: xA、xB  それぞれHA、HBの要素数
6: if xA = 1 then
7: 分割不可、全体を再構成
8: end if
9: for i = 1tobxA=2c do
10: 最大の hAをHBに追加し、HAから削除
11: end for
12: xA  dxA=2e==分割後のHAの要素数
































































5: 処理が追加であれば nをインクリメント、削除ならば nをデクリメントする
6: nがバケットの大きさの最大値を超えた場合、バケットAを分割する
Algorithm 8 分割後のドキュメントキャッシュに対する検索処理
1: v  検索クエリ






















































































を用いた。その際の CPU-GPU間帯域は 2本の 10Gbpsの Ethernetケーブルを用いて接続して
いるため、20Gbpsである。また、実際のシステムでは、遠隔GPUとホストの間にスイッチが入
ることが想定されるが、ここでは単純化のため、スイッチは用いずに評価を行った。比較対象と



























キュメント数は 1,000万とし、ドキュメントの中身は 3.4節での単一フィールドの探索と同じ id
と 8文字の文字列の 2つのフィールドのみをもつドキュメントとする。
完全一致クエリおよび正規表現探索のクエリの内容も 3.4節でのクエリと同じクエリを実行した。
図 3.11にバケットの大きさを 1 210から 512 210まで変化させた時のスループットを示す。



































































































































































データセット名 キャッシュ+3GPU(rps) キャッシュ+CPU(rps) MongoDB(rps)
commonswiki 18.54 0.36 0.20

















































数は log3(108) 1:5となり、およそ 25.2回となる。ドキュメントキャッシュの比較回数は、最大
バケットサイズによって決まり、今回の最大バケットサイズは 128 210であり、131,072である。
各バケットに含まれるキーの数はバケット毎に異なるが、バケット生成時に最大バケットサイズに
































































































































4. GPUを用いたグラフ型ストアの高速化手法 4.3. グラフキャッシュの併合
図 4.4: グラフキャッシュの併合
下に示す。
 PTRの n番目の要素 PTR[n]は n番目の頂点までの累積次数を表す。すなわち、Diを頂点
iの次数としたとき、PTR[n] = ni=0Di である。
 pの範囲が PTR[n]  p < PTR[n+ 1]のとき、DST [p]は頂点 nが始点の辺の終点を表す。
 W [p]はDST [p]に対応する辺の重みを表す。























4. GPUを用いたグラフ型ストアの高速化手法 4.4. グラフキャッシュの更新
Algorithm 9 グラフキャッシュの併合
1: PTR 併合後のグラフキャッシュの配列 PTR
2: DST  併合後のグラフキャッシュの配列DST
3: W  併合後のグラフキャッシュの配列W
4: PTRj  j番目のグラフ型ストアから抽出したグラフキャッシュの配列 PTR
5: DSTj  j番目のグラフ型ストアから抽出したグラフキャッシュの配列DST
6: Wj  j番目のグラフ型ストアから抽出したグラフキャッシュの配列W
7: k  0に初期化
8: for i = 0 to (頂点数  1) do
9: for j = 1 to (グラフ型ストアの数) do
10: DSTj [PTRj [i]]からDSTj [PTRj [i+1]  1]までをDST [k]を起点としてDST にコピー
11: Wj [PTRj [i]]からWj [PTRj [i+ 1]  1]までをW [k]を起点としてW にコピー
12: k  k + PTRj [i+ 1]  PTRj [i]
13: end for












































































図 4.7は図 4.5に頂点と辺を追加した例を表している。図 4.5に新たに頂点 6を追加し、頂点 1
と頂点 5から頂点 6への辺を追加している。
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4. GPUを用いたグラフ型ストアの高速化手法 4.4. グラフキャッシュの更新
グラフキャッシュへの頂点の追加は、現状のグラフキャッシュに存在しない頂点に対して辺を作
ることで、頂点の追加とみなす。この例では、頂点 1から頂点 6への辺を作ることで頂点 6の追
加が行われる。頂点 6を追加するためには、配列 PTRに頂点 6配列DSTの位置を示す値を追加
しなければならない。配列DSTの最後の空き領域を頂点 6の領域とし、その場所を配列 PTRの


























1: T  転送単位の大きさ制約、この大きさよりも転送単位が小さくなるようにする
2: n グラフキャッシュの頂点数
3: s 転送単位の始まりの頂点 ID、初期値 0
4: for i = 1 to n do
5: if PTR[i]  PTR[s] > T then
6: 配列DST、W の PTR[s]から PTR[i  1]  1までを転送単位とする



























列DSTのみ示している。図の例は Algorithm 10に T=5を与えた場合である。Algorithm 10の
i = 3の時、PTR[3]  PTR[0] = 8であり、Tよりも大きくなるため、PTR[0]から PTR[2]  1
までを転送 1の転送単位とする。同様にして、Algorithm 10にしたがって転送 2、転送 3の転送
単位も決定できる。図 4.9のグラフは、グラフの各辺がどの転送単位で転送されるかを表してい
る。図から、転送単位 1から 3までで全ての辺を網羅していることがわかる。仮に始点を 0、終点
を 4として最短経路を求める場合、頂点 0,1から出る辺は転送単位 1がGPUに転送されたとき、





















として、カーネル delta prepareを各転送単位で実行する。カーネル delta prepareの擬似コード





































の四つである。カーネル delta prepare、カーネル deltaの各頂点に対する計算はそれぞれ依存関
係が無いため、全て並列に実行できる。カーネル delta prepareは転送単位毎に複数回に分けて実
行され、カーネル deltaはグラフ全体に対して実行するため、各転送単位の頂点数を ni、グラフ




1: c[j] ある頂点 jの始点からの距離、jが始点なら初期値 0、始点でなければ初期値1。要素
数はグラフ全体の頂点数
2: v[j] ある頂点 jが探索済みかどうかを表す。0なら未探索、1なら探索済みとする。初期値
は 0。要素数はグラフ全体の頂点数
3: d[j] ある頂点 jの隣接辺の最小値、初期値は1、要素数はグラフ全体の頂点数
4: [j] ある頂点 jにおけるの候補、初期値は1、要素数はグラフ全体の頂点数
5: Algorithm10を用いて転送単位を決定する。各転送単位をチャンクGiとし、チャンク数はnと
する
6: for i = 1 to n do
7: チャンクGiを転送 (CPU ! GPU)
8: チャンクGiに対して delta prepareカーネルを実行
9: end for
10: while TRUE do
11: 対象グラフ全体に対して、deltaカーネルを実行し[j]を求める
12: minカーネルを実行し、[j]の最小値であるを求める
13: if  6= 1 then
14: break
15: end if
16: for i = 1 to n do




Algorithm 12 delta prepareカーネル
1: s PTRにおけるチャンクGiの最初の要素番号
2: e PTRにおけるチャンクGiの最後の要素番号
3: Wi  チャンクGiに対応する配列W
4: j  スレッド ID +ブロック ID ブロックの大きさ+ s
5: while j < e do
6: for k = PTR[j] to PTR[j + 1] do
7: if d[j] > Wi[k   PTR[s]] then
8: d[j] Wi[k   PTR[s]]
9: end if
10: end for





1: c[j] ある頂点 jの始点からの距離、jが始点なら初期値 0、始点でなければ初期値1。要素
数はグラフ全体の頂点数
2: v[j] ある頂点 jが探索済みかどうかを表す。0なら未探索、1なら探索済みとする。初期値
は 0。要素数はグラフ全体の頂点数
3: d[j] ある頂点 jの隣接辺の最小値、初期値は1、要素数はグラフ全体の頂点数
4: [j] ある頂点 jにおけるの候補、初期値は1、要素数はグラフ全体の頂点数
5: s PTRにおけるチャンクGiの最初の要素番号
6: j  スレッド ID +ブロック ID ブロックの大きさ
7: while j < e do
8: [j] 1
9: if c[j] 6=1かつ v[j] = 0 then
10: [j] c[j] + dj
11: end if





3: DSTi  チャンクGiに対応する配列DST
4: Wi  チャンクGiに対応する配列W
5: j  スレッド ID +ブロック ID ブロックの大きさ+ s
6: while j < e do
7: if c[j]  かつ v[j] = 0 then
8: v[j] 1
9: for k = PTR[j] to PTR[j + 1] do
10: BEGIN ATOMIC REGION
11: if c[DSTi[k   PTR[s]]] > c[j] +W [DSTi[k   PTR[s]]] then
12: c[DSTi[k   PTR[s]]] c[j] +Wi[DSTi[k   PTR[s]]]
13: end if
14: END ATOMIC REGION
15: end for
16: end if
17: j  j +ブロックの大きさブロック数
18: end while
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評価に用いたCPUは Intel Xeon E5-1620 v2であり、動作周波数は 3.7GHz、CPUコア数 4、メ
モリ容量は 128GBである。GPU処理部分の開発にはCUDA6.0を用いた。対象とする構造型スト
レージはグラフ型はNeo4jである。グラフ型ストアの高速化の評価は、GPUはNVIDIA GeForce
GTX 780 Tiを用いた。GPUの主な諸元は表 4.1の通りである。
表 4.1: NVIDIA GeForce GTX 780 Tiの主な諸元













グラフキャッシュに対するCPU処理とGPU処理の比較とCPUとGPUの混成実行では 220  1
から 220  10まで 220ずつ頂点数を変化させて評価を行った。コンシステンシを保証する場合の
性能低下の評価では、220  10に固定し、データ更新量を変化させた。
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頂点数 Neo4j キャッシュ キャッシュ(空き領域 10%)
100,000 20815.3MB 152.6MB 167.8MB
200,000 43115.5MB 305.2MB 335.7MB
300,000 64373.6MB 457.8MB 503.5MB
400,000 79343.1MB 611.4MB 672.5MB

















4. GPUを用いたグラフ型ストアの高速化手法 4.6. グラフキャッシュの性能評価
図 4.12: グラフキャッシュの作成時間
した。具体的なクエリを以下に示す。
PathFinder<WeightedPath> finder = GraphAlgoFactory.dijkstra(
PathExpanders.forTypeAndDirection( ExampleTypes.MY_TYPE, Direction.BOTH ), "cost" );



















複数台に分割することができる。1頂点当たりの平均次数は 200とし、オリジナルの Neo4jは 1
台の計算機でグラフの作成を繰り返すことで独立した複数台の計算機の代わりとした。図 4.13か
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4. GPUを用いたグラフ型ストアの高速化手法 4.6. グラフキャッシュの性能評価

















































































4. GPUを用いたグラフ型ストアの高速化手法 4.6. グラフキャッシュの性能評価













































































































本節の評価に用いたCPUは Intel Xeon E5-2637v3で動作周波数 3.5GHz、メモリ容量は 512GB
である。オリジナルのグラフ型ストアとしてNeo4jバージョン 3.1.3を用いた。分散グラフキャッ
シュでは、遠隔GPUとして 3台のGeForce GTX 980 Tiを用い、遠隔GPU接続には ExpEther





フの大きさはNeo4jにメモリ使用量が頂点数 320万次数 100のグラフで 295GBとなり、Neo4jの
制約によって決められたものである。グラフキャッシュにおいては、1台のGeForce GTX 980 Ti




4. GPUを用いたグラフ型ストアの高速化手法 4.9. 分散グラフキャッシュの評価
表 4.3: 対象の実グラフの諸元
グラフ名 頂点数 辺数 平均次数
soc-LiveJournal1 4,847,571 68,993,773 14.2
soc-Pokec 1,632,803 30,622,564 18.8
com-Orkut 3,072,441 117,185,083 38.1




















4. GPUを用いたグラフ型ストアの高速化手法 4.9. 分散グラフキャッシュの評価




























4. GPUを用いたグラフ型ストアの高速化手法 4.10. 遠隔GPU間の同期手法



























4. GPUを用いたグラフ型ストアの高速化手法 4.10. 遠隔GPU間の同期手法
























































4. GPUを用いたグラフ型ストアの高速化手法 4.10. 遠隔GPU間の同期手法
Algorithm 15 提案手法における CPUスレッドの動作
1: n GPU の数
2: p 転送先の各GPU 毎の分割数
3: G 処理対象のグラフ、Gnpで分割後の各区分を表す。この場合Gnpは n番目のGPU を行
き先とする p番目の区分を意味する
4: x このスレッドが担当するGPU の ID
5: for i = 1 to p do
6: for j = 1 to n do
7: if j 6= n then
8: Gjiに対するグラフの横断、及び計算処理用のGPU カーネルの実行
9: カーネルの終了まで待機














4. GPUを用いたグラフ型ストアの高速化手法 4.10. 遠隔GPU間の同期手法
Algorithm 16 幅優先探索のGPUカーネル
1: V  対象グラフの頂点数
2: R[]  結果格納用配列、要素数はグラフ全体の頂点数。アルゴリズムの始点のみ 0、その他
は1で初期化。このアルゴリズムでは、始点からのホップ数が保存される
3: tid GPU スレッドの ID、スレッド数が V と一致
4: x 各スレッドが担当する頂点、グラフ内の tid番目の頂点
5: v[] ある頂点が探索済みかどうかを表す配列。0なら未探索、1なら探索済みとする。初期値
は 0、要素数はグラフ全体の頂点数
6: d  現在探索対象とする頂点の始点からの距離、初期値 0、カーネル呼び出し毎にインクリ
メントする
7: if R[x] = d then
8: for i = PTR[tid] to PTR[tid+ 1] do
9: if v[DST [i]] = 0 then
10: R[DST [i]] d+ 1





1: V  対象グラフの頂点数
2: R[]  結果格納用配列、要素数はグラフ全体の頂点数。アルゴリズムの始点のみ 0、その他
は1で初期化。このアルゴリズムでは、始点からの距離が保存される
3: tid GPU スレッドの ID、スレッド数が V と一致
4: x 各スレッドが担当する頂点、グラフ内の tid番目の頂点
5: v[] ある頂点が探索済みかどうかを表す配列。0なら未探索、1なら探索済みとする。初期値
は 0、要素数はグラフ全体の頂点数
6: W [] 重み格納用配列、要素数は配列DST と一致
7:  　式 2:1によって求められる値
8: if R[x] <  かつ v[x] = 0 then
9: v[x] 1
10: for i = PTR[tid] to PTR[tid+ 1] do
11: if R[x] +W [DST [i]] < R[DST [i]] then





4. GPUを用いたグラフ型ストアの高速化手法 4.11. 遠隔GPU間の同期手法の評価
4.11 遠隔GPU間の同期手法の評価
4.11.1 評価環境
評価で用いたCPUは Intel Xeon E5-2637 v3で、動作周波数は 3.5GHzであり、メモリ容量は
128GBである。GPUの評価では、NVIDIA Geforce 980、CUDAバージョン 6.5を用いた。GPU
のコア数は 2,048、コアクロックは 1,126MHz、メモリ容量は 4GBである。その他の諸元の詳細
は、ドキュメントキャッシュにおける評価である 3.4節の表 3.1に示しているため、ここでは省
く。本評価で用いる GPUの数は 3台とし、ホストと各 GPU間は NEC 10Gb ExpEtherを用い






フとして SNAPのデータセット [69]中のソーシャルグラフ 2種類を用いた。対象のソーシャルグ
ラフの諸元は、表 4.4の通りである。
表 4.4: 対象のソーシャルグラフの諸元
グラフ名 頂点数 辺数 平均次数
soc-LiveJournal1 4,847,571 68,993,773 14.2
soc-Pokec 1,632,803 30,622,564 18.8
4.11.2.1 幅優先探索の実行時間
図 4.28: 平均次数 10のグラフにおける幅優先探索の各同期手法における実行時間
92
4. GPUを用いたグラフ型ストアの高速化手法 4.11. 遠隔GPU間の同期手法の評価
図 4.28に平均次数 10のグラフにおける幅優先探索の実行時間を示す。グラフの頂点数は 100
万から 3,200万まで変えて評価を行った。全てのグラフにおいて、提案手法はBSPの実行時間よ
り短く、グラフの規模が大きくなるにつれて提案手法の高速化率が大きくなった。また、提案手
法の各分割数を比較すると、小さなグラフでは、p = 1の時が高速で、大きなグラフでは p = 3の
時が高速であった。また、最もBSPよりも提案手法が高速であるのは、頂点数 3,200万のグラフ




図 4.29: 平均次数 100のグラフにおける幅優先探索の各同期手法における実行時間




ためである。そのため、提案手法の中でも p = 5の実行時間が最も長かった。一方、大きなグラ
フにおいては、提案手法の方が BSPよりも高速であり、頂点数 320万のグラフでは、p = 5の提
案手法が最も高速であった。平均次数 10のグラフより、転送量に対する計算量の割合が大きいた
め、計算によって隠蔽できる転送オーバーヘッドの割合が大きく、頂点数 320万の p = 5の時に
BSPの 1.97倍と、高速化率も大きくなった。
表 4.5: ソーシャルグラフにおける幅優先探索の各同期手法における実行時間
グラフ名 BSP 提案 (p=1) 提案 (p=3) 提案 (p=5)
soc-LiveJournal1 0.517 0.458 0.476 0.543




様の傾向を示しており、p = 1の提案手法の実行時間が 2つのグラフ共に最も短い。これらのグラ
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きるため、高速化率も大きくなり、頂点数 3,200万の p = 3の提案手法は BSPの 1.89倍高速で
あった。




4. GPUを用いたグラフ型ストアの高速化手法 4.11. 遠隔GPU間の同期手法の評価
優先探索の結果と同じ傾向となった。しかし、平均次数 100の場合は、幅優先探索であっても転
送に対する計算量が大きいため、アルゴリズムの違いによる高速化率の増加は平均次数 10の場合
に比べて小さく、頂点数 320万の p = 5の提案手法の速度は、BSPの 2.01倍となった。
表 4.6: ソーシャルグラフにおける単一始点最短経路問題の各同期手法における実行時間
グラフ名 BSP 提案 (p=1) 提案 (p=3) 提案 (p=5)
soc-LiveJournal1 1.71 1.20 1.25 1.30








































































of Work)、PoS(Proof of Stake)、PBFT(Practical Byzantine Fault Tolelance)などがあげられる
[77]。PoWは、ビットコインで用いられている合意形成手法であり [70]、ブロックの内容を僅か
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5. キーバリューストアへの応用 5.3. 既存のKVS型の構造型ストレージの高速化
に変更してハッシュ化を行ってブロック IDを求めるという処理を繰り返し、ブロック IDが一定





































構造型ストレージの一種である KVSの GPUによる高速化は Hertheringtonらが行っている
[81][1]。対象とするKVSはMemcachedである。
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5. キーバリューストアへの応用 5.3. 既存のKVS型の構造型ストレージの高速化




























さらに、この手法では、NIC(Network Interface Controller)とGPUをGPUDirect [83]を用い
てホストを介さずにGPUへ転送することで、転送のオーバーヘッドを削減している。このハッシュ

















































5. キーバリューストアへの応用 5.4. キャッシュを用いたGPUによるブロックチェーン検索
図 5.3: ブロックチェーン検索手法の全体像


































の bitが 1のキーは 101111と 101100であるが、前半の 1011 は共通しており、後半の 11と 00が
異なるため、4bit目で探索が必要となり頂点が作られる。その際、共通する 1011の bit数である
4を保存しておくことで、探索の際に次が何 bit目を探索すれば良いかを特定できる。よって、各





























検索処理をAlgorithm 18に示す。1行目の ptrが探索中の頂点、2行目の searchptrがキーの探
索箇所を表す。3行目と 4行目の 4つの配列が基数木を表す配列である。5行目の lengthはキーの




















5. キーバリューストアへの応用 5.5. GPUを用いたブロックチェーン検索の性能評価
Algorithm 18 キーの検索処理
1: ptr = 0==現在探索中の頂点、初期値は根にあたる 0
2: searchptr = 0==現在何 bit目を探索しているかを表す変数
3: P0[]、P1[]==木の頂点でそれぞれ bitが 0と 1の時の行き先
4: C0[]、C1[]==木の頂点でそれぞれ bitが 0と 1の時に進める探索位置の数
5: length==探索するキー長
6: key[]==探索するキー
7: while searchptr < length do
8: buffer = searchptr
9: searchptr = searchptr + Ckey[buffer][ptr]















評価で用いた計算機の CPUは Intel Xeon E5-2637v3であり、メモリ容量は 256GBであり、
CUDAのバージョンは 6.5である。GPUの評価では、NVIDIA GeForce GTX 980 Tiを用いた。
GPUの主な諸元は表 5.1に示す。
表 5.1: NVIDIA GeForce GTX 980 Tiの主な諸元























図 5.8に探索するキー長は 256bit、キーの数は 80220 の時の探索のバッチサイズとスループッ
























では、これらの 3つの手法のGPU処理ではバッチサイズは 16 210 とする。
5.5.4 キーの数とスループットの関係
図 5.10に探索するキーの数を 10 220から 80 220に変化させた時のスループットを縦軸が対
数の片対数図で示す。また、探索するキー長は 256bitである。提案手法では、キーの数に比例し
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5. キーバリューストアへの応用 5.5. GPUを用いたブロックチェーン検索の性能評価
図 5.10: キーの数とスループットの関係 ( 80 220)
図 5.11: キー数とスループットの関係 ( 100 220)


















を越える場合の評価を行った。図 5.11にキー数が 100 220以上の場合のキー数とスループット
の関係を示す。キー数が増加すると、GPU+CPU手法のキー検索部分の計算量の増加に伴ってス



























































































6. 分散キャッシュ手法のポリグロット永続化への応用6.2. 応用例 2:電子商取引における商品推薦システム
図 6.4: グラフ型とドキュメント指向型を用いた商品推薦システム
6.2 応用例2:電子商取引における商品推薦システム
近年、電子商取引の規模は拡大しつづけており、我が国においても、平成 22年には約 7兆 8,000
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