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A PROOF OF
THE LANDAU–GINZBURG/CALABI–YAU CORRESPONDENCE
VIA THE CREPANT TRANSFORMATION CONJECTURE
Y.-P. LEE, N. PRIDDIS, AND M. SHOEMAKER
ABSTRACT. We establish a new relationship (the MLK correspondence)
between twisted FJRW theory and local Gromov–Witten theory in all
genera. As a consequence, we show that the Landau–Ginzburg/Calabi–
Yau correspondence is implied by the crepant transformation conjecture
for Fermat type in genus zero. We use this to then prove the Landau–
Ginzburg/Calabi–Yau correspondence for Fermat type, generalizing the
results of A. Chiodo and Y. Ruan in [6].
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0. INTRODUCTION
The crepant transformation conjecture describes a relationship between
the Gromov–Witten theories of K-equivalent varieties in terms of analytic
continuation and symplectic transformation. A more recent conjecture, the
Landau–Ginzburg/Calabi–Yau (LG/CY) correspondence, proposes a simi-
lar relationship between the Gromov–Witten theory of a Calabi–Yau variety
and the FJRW theory of a singularity. The primary goal of this paper is to
relate these two conjectures.
FJRW theorywas constructed by Fan, Jarvis and Ruan ([18]) as a “Landau–
Ginzburg (LG) A model” to verify a conjecture of Witten [28]. The con-
struction gives a cohomological field theory defined by a virtual class on
a cover of the moduli space of curves. It may be viewed as an analogue
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of Gromov–Witten theory, yielding invariants of a singularity rather than a
smooth variety. Roughly, the input of the theory is an LG pair (Q,G)where
Q is a quasi-homogeneous polynomial Q : CN → C, and G an admissi-
ble group of diagonal automorphisms of Q (See Section 1.1). The moduli
space is defined to be N-tuples of line bundles on curves, Li → C, such
that Qs(L1, ...,LN) ∼= ωC,log, where Qs denotes a monomial of Q and ωC,log
is the log-canonical bundle. The most difficult part of the construction is to
define the virtual classes. This was done in the analytic category by Fan–
Jarvis–Ruan in [18] and in the algebraic category by Polishchuk–Vaintrob
in [24].
The first proof of the LG/CY correspondence was given by Chiodo and
Ruan for the quintic threefold ([6]). When Q is the Fermat quintic in five
variables and G = diag(µ5), they proved that the genus zero FJRW theory
of (Q,G) is equivalent to genus zero Gromov–Witten theory of the quintic
hypersurface Z(Q) = {Q = 0} in P4. The identification of the two theo-
ries is given by analytic continuation and symplectic transformation by an
element Givental’s symplectic loop group ([20, 23]).
The LG/CY correspondence has now been proven in genus zero in all
cases where the Calabi–Yau is a hypersurface in projective space ([5]) as
well as for the mirror quintic ([25]). There are two aspects of previous
proofs however which, in our opinion, warrant further investigation. First,
the proofs of the LG/CY correspondence to-date have been computational
in nature, and do not explain the source behind this correspondence. Sec-
ond, due to the existence of stabilizers in the action of the symplectic loop
group, relating the genus zero FJRW andGW theory in this correspondence
requires one to make a choice of symplectic transformation. Crucially, two
symplectic transformations which have the same effects on the genus zero
theorymight have quantizations which act differently on higher genus the-
ories. Therefore, any correspondence in higher genus requires a canonical
way of choosing the symplectic transformation relating the genus zero in-
variants.
The goal of the present paper is to help elucidate the questions raised
above by proposing a more conceptual framework for the LG/CY corre-
spondence. Namely we relate it to the older and better understood crepant
transformation conjecture.
We start with the observation that in the moduli problem for FJRW the-
ory, one may replace the log-canonical bundle with any power of the log-
canonical bundle. This yields an isomorphic moduli space, and for any
given power of the log-canonical bundle one may construct a correspond-
ing cohomological field theory. If this power is the zeroth power, i.e., the
trivial line bundle, then one recovers the orbifold GW theory for the abelian
quotient stack [CN/G].
As a first step, we restrict ourselves to LG pairs (Q,G) where Q is a
quasi-homogeneous polynomial of Fermat type i.e., Q = ∑Ni=1 x
d/ci
i . In this
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case we prove a new correspondence (dubbed the “multiple log-canonical”
or MLK correspondence, see Section 5.4.3) which describes the genus zero
FJRW theory of (Q,G) in terms of the genus zero orbifold GW theory of
[CN/G].
Via the MLK correspondence, we prove that the LG/CY correspondence
can be deduced from the crepant transformation conjecture (CTC). Symbol-
ically we write:
CTC⇒ LG/CY.
More precisely, let P(G) := [P(c1, ..., cN)/G¯], where G¯ is the quotient of
G by those elements acting trivially on [P(c1, ..., cN)]. Let KP(G) denote the
total space of the canonical bundle over P(G) and let Z(Q) ⊂ P(G) be the
Calabi–Yau orbifold defined by Q. Then the LG/CY correspondence may
be established by a special case of the CTC. The relationship is summarized
in the following diagram.
GW0(KP(G)) GW0(Z(Q))
GW0([CN/G]) FJRW0(Q,G)
QSD
CTC LG/CY
MLK
In the upper right corner is the genus zero GW theory for the Calabi–Yau
orbifold Z(Q). The lower right corner is the genus zero FJRW theory asso-
ciated to the LG pair (Q,G). The right vertical arrow is the LG/CY corre-
spondence discussed above. The left vertical arrow is the CTC relating the
genus zero orbifold GW theory of [CN/G] with the genus zero GW theory
of its crepant partial resolution KP(G). The upper horizontal arrow is quan-
tum Serre duality ([14]), which relates the GW theory of the total space of
a line bundle with the GW theory of the hypersurface defined by a section
of the line bundle. The MLK correspondence, established in Section 5.4.3,
completes the square.
The upshot of this approach is that both the QSD and MLK correspon-
dences take a relatively simple form. Thus the complicated form of the
LG/CY correspondence (e.g., analytic continuation, symplectic transfor-
mation) may be understood directly from the crepant transformation con-
jecture. In particular, in the statement of the crepant transformation conjec-
ture ([16]), the form of the symplectic transformation is subject to several
constrains, thereby limiting the choices which can be made, and partially
addressing the non-canonical nature of the symplectic transformation in
previous proofs of the LG/CY correspondence.
0.1. Contents of the paper. In Section 1 we give a general construction of
a cohomological field theory defined as a twisted theory over a generaliza-
tion of the moduli of r-spin curves. In Section 2 we show how in special
cases of the above construction one recovers the Gromov–Witten theory
of local affine quotients as well as the genus zero FJRW theory of Fermat
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LG pairs. Section 3 gives a brief summary of Givental’s symplectic formal-
ism which we use in Section 4 to compute the cohomological field theories
introduced earlier. In Section 5 we are able to state and prove the MLK cor-
respondence, which relates the genus zero Gromov–Witten theory of affine
quotients to the FJRW theory of Fermat LG pairs. We then apply this corre-
spondence in Section 6 to show that the crepant transformation conjecture
implies the LG/CY correspondence in a large class of cases. Finally in Sec-
tion 7 we prove a version of the LG/CY correspondence for the cases of
interest to us.
0.2. Acknowledgments. The authors would like to thank T. Coates, H. Ir-
itani, and Y. Jiang for useful conversations and for providing them with an
early copy of their paper “The crepant transformation conjecture for toric
complete intersections” ([15]). They are also grateful to Y. Ruan for helping
explain FJRW theory and for providing much of the initial motivation for
this project. Y.-P. L. was partially supported by the NSF. N. P. was partially
supported by the NSF grant RTG 1045119. M. S. was partially supported
by NSF RTG Grant DMS-1246989.
1. TWISTED INVARIANTS
1.1. W structures.
Definition 1.1 ([6, Definition A.1]). Let d be a non-negative integer. A d-
stable n-pointed genus h curve is an n-pointed stable orbi-curve such that all
marked points and nodes have cyclic stabilizers of order d and no other
non-trivial stabilizers.
Notation 1.2. LetM
d
h,n denote the moduli space of d-stable n-pointed genus
h curves. A d-stable curve (or a family of such) will always be denoted by
C. Let A (d,c)h,n denote the moduli space of d-th roots of ω⊗cC/M ,log.
Let Q : CN → C be a nondegenerate quasi-homogeneous polynomial,
i.e., for α ∈ C∗,
Q(αc1x1, . . . , α
cNxN) = α
dQ(x1, . . . , xN),
where the cj’s are positive integers. We assume always that gcd(c1, . . . , cN) =
1. Q is said to have degree d with integer weights c1, . . . , cN .
Let
GQ = G
max
Q := (C
∗)N ∩Aut(Q)
denote the (maximal) group of diagonal automorphisms of Q. We define a
distinguished element j ∈ GQ, the grading element, by
j :=
(
exp
(
2pii
c1
d
)
, . . . , exp
(
2pii
cN
d
))
.
Let d¯ denote the period of GQ, defined as
d¯ := max
{|g| ∣∣g ∈ G} ,
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and let c¯j = cjd¯/d. Then we may write
j =
(
exp
(
2pii
c¯1
d¯
)
, . . . , exp
(
2pii
c¯N
d¯
))
,
which will be convenient since we will work on d¯-stable curves.
Definition 1.3. On a marked d¯-stable curve C, aWc structure is the data of N
d¯-th roots of the log canonical bundle
(Lj, φj : L⊗d¯j
∼=→ ω⊗(c·c¯j)C,log )
which satisfy
(1.1.1) Qs(L1, . . . ,LN) ∼= ω⊗cC,log
for each monomial Qs in Q.
Remark 1.4. The “W” in Wc structures stands for E. Witten, whose ideas
initiated the study of such moduli ([28]).
Definition 1.5. The moduli space Wch,n of W
c structures of Q is the open and
closed substack of the fiber product
A
(d¯,c·c¯1)
h,n ×
M
d¯
h,n
· · · ×
M
d¯
h,n
A
(d¯,c·c¯N)
h,n
consisting of those N-tuples
(Lj, φj : L⊗d¯j
∼=→ ω⊗(c·c¯j)C,log )
which satisfy (1.1.1) for all monomials Qs in Q.
We now add the information of a group of automorphisms into the defi-
nition of our moduli space. A group G ≤ GQ is admissible if j ∈ G. (See [18,
Definition 2.3.2 and Proposition 2.3.5] for an alternative equivalent defini-
tion.)
Definition 1.6. A (gauged) Landau–Ginzburg (LG) pair is a pair (Q,G)whereQ
is a nondegenerate quasi-homogeneous polynomial and G is an admissible
subgroup of GQ.
Notation 1.7. Given g ∈ G, let mj(g) denote the multiplicity of g on the jth
factor of CN . In other words, g acts on CN via G ⊂ (C∗)N by
(exp(2piim1(g)), . . . , exp(2piimN(g)))
such that 0 ≤ mj(g) < 1. Let Ng := dim(CN)g = #{j|mj(g) = 0}.
Let Q′ denote a degree d Laurent polynomial with different monomials
than Q such that the group GQ+Q′ of diagonal automorphisms of Q+Q
′ is
exactly G.
Definition 1.8. Themoduli space Wch,n,G of W
c structures of (Q,G) is defined to
be the moduli space ofWc structures of Q+ Q′, where Q′ is as above.
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It is easy to show such Q′ exists and that the above definition does not
depend on a choice of Q′.
As a consequence of the definition of Wch,n,G, at each marked point pi,
the isotropy acts on fibers of ⊕Nj=1Lj by an element of G. One may there-
fore breakWch,n,G into open and closed substacks based on the action of the
corresponding isotropy group. Let
Wch,n,G(g1, . . . , gn)
denote the substack where the isotropy at pi acts by gi. The following fact
will be used later.
Lemma 1.9 ([18]). Assume n > 0, the stack Wch,n,G splits into a disjoint union of
open and closed substacks
Wch,n,G = ∐
g1 ,...,gn∈G
Wch,n,G(g1, . . . , gn).
Furthermore Wch,n,G(g1, . . . , gn) is nonempty if and only if
(1.1.2)
ccj
d
(2h− 2+ n)−
n
∑
i=1
mj(gi) ∈ Z 1 ≤ j ≤ N
The first statement is easy to see. The second statement is essentially
proven in [18, Proposition 2.2.8]. The numerical condition (1.1.2) is estab-
lished using the observation that the corresponding line bundles |Lj| on
the coarse moduli have integral degrees, plus the calculation
(1.1.3) deg(|Lj|) =
ccj
d
(2h− 2+ n)−
n
∑
i=1
mj(gi).
1.2. “Untwisted” theories. There is a map
Wch,n,G → M h,n
obtained by forgetting the line bundles Lj as well as the orbifold structure
of the underlying curve. By pulling back ψ-classes from M h,n we obtain
tautological classes onWch,n,G. We can integrate these classes over the mod-
uli space to obtain invariants.
Given aWc structure of (Q,G), we introduce theWc state space as a vector
space formally generated by basis vectors φcg for each g ∈ G,
Hc := ⊕g∈GCφcg.
Define the untwisted Wc invariant
(1.2.1)
〈
ψa1φcg1 , . . . ,ψ
anφcgn
〉c
h,n
:=
∫
Wch,n,G(g1j
c,...,gnjc)
n
∏
i=1
ψaii .
Note the shifting by jc in this definition. There is a pairing given by
〈φcg1 , φcg2〉c :=
〈
φcg1 , φ
c
g2
, φce
〉c
0,3
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where e is the identity element in G.
Although the definition ofHc looks somewhat contrived, the correspond-
ing invariants should not. As it stands, Hc should be viewed as giving
“place-holders” for the various connected components of themoduli space.
The geometric meaning will be clear after we establish the relationship to
Gromov–Witten and FJRW theory.
1.3. Twisted theories. Let C∗ act on a Wc structure by acting on each line
bundle. This induces an action onWch,n,G.
Notation 1.10. Let λ denote the equivariant parameter, and let −λj denote
the character of the action on the jth bundle (i.e. λj is a multiple of λ). We
assume always that each character is nontrivial.
We may express an invertible multiplicative characteristic class as
s : ⊕Lj 7→ exp
(
N
∑
j=1
∑
k≥0
s
j
k chk(Lj)
)
,
where
exp(s
j
0), s
j
k ∈ C[λ,λ−1] for 1 ≤ j ≤ N, k > 0.
We define the s-twisted virtual class onWch,n,G as the class
[Wch,n,G]
s := s(Rpi∗ ⊕Nj=1 Lj) ∩ [Wch,n,G]
and the twisted invariants〈
ψa1φcg1 , . . . ,ψ
anφcgn
〉c,s
h,n
:=
∫
Wch,n,G(g1j
c,...,gnjc)
s(Rpi∗ ⊕Nj=1 Lj)
n
∏
i=1
ψaii .(1.3.1)
We note that the shifting by jc is consistent with the definition of the un-
twisted invariants in (1.2.1).
There is an s-twisted pairing given by
〈φcg1 , φcg2〉c,s :=
〈
φcg1 , φ
c
g2 , φ
c
e
〉c,s
0,3
= exp
(
N
∑
j=1
χ
(
Rpi∗(Lj)
)
s
j
0
)
δg1g2=j−2c/d¯
N
(1.3.2)
defined on Hc[λ,λ−1]. The last equality follows easily from the definition
and the fact that M 0,3 is a point. This definition of the pairing is chosen to
give a Frobenius algebra structure on Hc.
Lemma 1.11. (1) When s
j
k = 0 for all j and k we recover the untwisted W
c
invariants. In this case the pairing is simply
〈φcg1j−c , φcg2j−c〉c,0 =
δg1=g−12
d¯N
.
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(2) More generally,
〈φcg1j−c , φcg2j−c〉c,s = exp
(
N
∑
j=1
( ⌊
1−mj(g1)
⌋
+
⌊
ccj
d
⌋ )
s
j
0
)
δg1=g−12
d¯N
.
In particular, when ccj < d,
(1.3.3) 〈φcg1j−c , φcg2j−c〉c,s = exp
( N
∑
j=1
( ⌊
1−mj(g1)
⌋
s
j
0
))δg1=g−12
d¯N
.
The condition ccj < d holds in particular for the cases c = 0 or 1.
Proof. If g1 6= g−12 , the pairing is zero. (1) follows from (1.3.2). (2) follows
from a simple orbifold Riemann–Roch calculation. From equation (1.1.3), if
g1 = g
−1
2 , we have
deg(|Lj|) =
⌊
ccj
d
⌋
−mj(g1)−mj(g2)
=
{⌊ ccj
d
⌋
if mj(g1) = 0 (and mj(g2) = 0),⌊ ccj
d
⌋− 1 if mj(g1) 6= 0 (and mj(g2) 6= 0).
Then
χ
(
Rpi∗(Lj)
)
=
{⌊ ccj
d
⌋
+ 1 if mj(g1) = 0,⌊ ccj
d
⌋
if mj(g1) 6= 0.

The data of the vector space Hc[λ,λ−1] together with the s-twisted pair-
ing are called the (equivariant) twisted state space, denoted by Hc,s. The
twisted state space and the s-twistedWc invariants give an axiomatic Gromov–
Witten theory. See Section 3 for the definition.
2. RELATIONS TO OTHER INVARIANTS
Twisted invariants of Wc structures give a general setting in which to
describe other better known invariants. The first example is local invariants
of a quotient of affine space and the second is the (genus zero) FJRW theory
of Fermat-type Landau–Ginzburg pairs.
2.1. Local invariants of [CN/G]. Given a pair (Q,G) as before, we may
define local GW invariants of [CN/G]. For g ∈ G, let 1g ∈ H∗CR(BG) denote
the fundamental class of the g-twisted sector of the inertia stack I(BG). We
view
[CN/G] → BG
as a rank N equivariant vector bundle, where C∗ acts on the jth factor with
character −λj.
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We define genus-h local invariants of [CN/G] as〈
ψa11g1 , . . . ,ψ
an1gn
〉[CN/G]
h,n
:=
∫
[M h,n([CN/G])]vir
n
∏
i=1
ψaii ∪ ev∗i (1gi)
:=
∫
M h,n(BG)
∏
n
i=1 ψ
ai
i ∪ ev∗i (1gi)
eC∗ (Rpi∗ f ∗[CN/G])
,
(2.1.1)
where f is the universal map and pi the universal curve
C BG
M h,n(BG).
f
pi
Note that the product ∏ni=1 ev
∗
i (1gi) simply specifies an open and closed
substack of M h,n(BG) over which to integrate. We would like to compare
these integrals to s-twistedWc invariants.
First, observe that althoughM h,n(BG) consists of representablemorphisms
C → BG, one may also consider the moduli space M d¯h,n(BG) consisting of
morphisms C → BG from a d¯-stable curve which are not necessarily repre-
sentable.
Lemma 2.1. There is a map
ρ : M
d¯
h,n(BG)→ M h,n(BG)
where d¯ is the period of G. Furthermore, ρ is an isomorphism over the open and
dense locus consisting of non-nodal domain curves.
Proof. By the r-th root construction and in particular [2, Theorem 4.1], there
is a unique way of adding the µd¯ orbifold structure at the marked points.
The lemma follows. 
Thus wemay instead define local invariants as integrals over M
d¯
h,n(BG),
where the integrand from (2.1.1) is pulled back via ρ.
Lemma 2.2. There exists a natural morphism
pi : W0h,n,G → M
d¯
h,n(BG).
This map is a∏Nj=1(µd¯)-gerbe.
Proof. Wefirst show the existence of themorphismpi : W0g,n,G → M
d¯
g,n(BG).
Given (C,L1, . . . ,LN) ∈ W0g,n,G, by construction there is a well defined G-
action on each fiber of ⊕Nj=1Lj, coming from the inclusion G < ∏j µd¯. The
fact that the associated principal bundle is a G-bundle follows from the
definition of theW0 structure in Definition 1.8. This defines the morphism
pi. The fact that pi is a gerbe can be seen from unraveling the definitions. 
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Remark 2.3. Alternatively, one can verify the degree of pi by the follow-
ing observations. Firstly, the degree of W0h,n,G → M
d¯
h,n is |G|2h−1+n/(d¯N).
In fact the fiber is |G|2h−1+n copies of ∏Nj=1 Bµd¯, with the automorphisms
coming from automorphisms of each line bundle Lj. Secondly, the moduli
space M
d¯
h,n(BG) parameterizes curves C in M d¯h,n together with a homo-
morphism piorb1 (C) → G. Thus the fiber is given by |G|2h−1+n points, which
parameterize maps piorb1 (C) → G. Combining above degree counts, one
gets the degree count for pi : W0h,n,G → M
d¯
h,n(BG). In fact, a detailed analy-
sis of the above two steps gives another verification of the second statement
of Lemma 2.2.
Thus by the projection formula, integrals over M
d
h,n(BG) coincide with
those over W0h,n,G up to a factor of d¯
N . If we consider s-twisted invariants
with
es
j
0 = − 1
λj
and s
j
k = (k− 1)!/λkj for 1 ≤ j ≤ N, k > 0,
then s([CN/G]) = 1/eC∗ ([C
N/G]). We finally arrive at the following rela-
tion.
Corollary 2.4.
d¯N
〈
ψa1φ0g1 , . . . ,ψ
anφ0gn
〉0,s
h,n
=
〈
ψa11g1 , . . . ,ψ
an1gn
〉[CN/G]
h,n
.
In this way s-twisted invariants of W0 structures specialize to the local
Gromov–Witten theory of a point.
2.2. FJRW invariants of Fermat polynomials. Given a Landau–Ginzburg
pair (Q,G), Fan, Jarvis and Ruan have constructed a cohomological field
theory called FJRW theory. The corresponding numerical invariants are
likewise called FJRW invariants.
Definition 2.5. Given a Landau–Ginzburg pair (Q,G), the narrow FJRW state
space is given by
HFJRW(Q,G) := ⊕g∈GˆCϕg,
where
Gˆ := {g ∈ G|gj fixes only the origin in CN}
and ϕg is a vector formally associated to g ∈ Gˆ.
Remark 2.6. There is a larger FJRW state space which includes the so-called
broad sectors, (subspaces corresponding to those g /∈ Gˆ) but we will restrict
ourselves here to the narrow state space without loss of information. In fact
all invariants involving broad sectors vanish due to the so called Ramond
vanishing property. See Remark 2.3.2 of [6].
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Similar to the case of local GW theory, one may specialize s-twisted in-
variants of W1 structures to recover genus zero FJRW invariants. When
c = 1, there is a birational map fromW1h,n,G to the FJRW moduli space, de-
notedWh,n,G. Again wemay define FJRW invariants as integrals overW
1
h,n,G
by pulling back classes on Wh,n,G via this map.
The construction of the FJRW virtual cycle is in general quite compli-
cated, but in case Q is a Fermat polynomial and the genus is zero the situa-
tion simplifies greatly. In this case one can prove [18] that
R0pi∗(⊕Nj=1Lj) = 0
and
−Rpi∗(⊕Nj=1Lj) = R1(⊕Nj=1Lj)[−1]
is a vector bundle. Then by axiom (5a) of [18, Theorem 4.1.8],
〈
ψa1 ϕ0,g1 , . . . ,ψ
an ϕ0,gn
〉(Q,G)
0,n
:= d¯N
∫
W0,n,G(g1j,...,gnj)
∏
n
i=1 ψ
ai
i
e
(
Rpi∗(⊕Nj′=1Lj′)∨
)
= (−1)χ(⊕L j′)d¯N
∫
W0,n,G(g1j,...,gnj)
∏
n
i=1 ψ
ai
i
e
(
Rpi∗(⊕Nj′=1Lj′)
)
(2.2.1)
for gi ∈ Gˆ.
Similar to the case of local GW theory, consider s′-twisted invariants with
(2.2.2) es
j
0
′
=
1
λj
and s
j
k
′
= (k− 1)!/λkj for 1 ≤ j ≤ N, k > 0.
Note that es
j
0
′
differs from es
j
0 by a sign, this will alter the overall sign of our
invariants by (−1)χ(⊕L j). We obtain a relation between the nonequivariant
limit of s′-twisted invariants and FJRW invariants:
Corollary 2.7. If gi ∈ Gˆ for all i,〈
ψa1 ϕg1 , . . . ,ψ
an ϕgn
〉(Q,G)
0,n
= lim
λ 7→0
d¯N
〈
ψa1φ0g1 , . . . ,ψ
anφ0gn
〉1,s′
0,n
The inner product on the narrow state space (Definition 2.5) is defined
as in (1.3.2). Due to narrowness condition, the pairing will not degenerate
at the non-equivariant limit.
3. GIVENTAL’S SYMPLECTIC FORMALISM
Motivated by the common structures in Gromov–Witten theory, Given-
tal [21] has developed a formalism for dealing with “Gromov–Witten-like”
theories, whichwe shall refer to as axiomatic Gromov–Witten theories (Def-
inition 3.1). Although we will not give a complete description of such a
theory here, we collect below several of the important facts which shall be
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used in the what follows. We refer the interested reader to [21] for more
information.
Let  denote the data of a state space
(
H, 〈−,−〉
)
and invariants
〈ψa1βi1 , . . . ,ψan βin〉g,n
for {βi}i∈I a basis of H. The examples of  to have in mind are Gromov–
Witten theory, FJRW theory, or that of s-twistedWc structures.
We may define formal generating functions of  invariants. Let t =
∑i∈I tiβi represent a point ofHwritten in terms of the basis. For notational
convenience denote the formal series ∑k≥0 tkψk as t(ψ). Define the genus g
generating function by
Fg :=∑
n
1
n!
〈t(ψ), . . . , t(ψ)〉g,n.
Let D denote the total genus descendent potential,
D := exp
(
∑
g≥0
h¯g−1Fg
)
.
GW theory, FJRW theory, and s-twisted Wc invariants all share a similar
structure. In particular, their genus-g generating functions satisfy three dif-
ferential equations, the so–called string equation (SE), dilation equation (DE),
and topological recursion relation (TRR). (See [23] for an explicit description
of each.)
Definition 3.1. We call  an axiomatic GW theory if the correlators satisfy the
SE, DE, and TRR.
Remark 3.2. For the proof that Gromov–Witten theory satisfies the above
equations see [27], in the case of FJRW theory see [18]. That s-twisted Wc
structure invariants give an axiomatic GW theory follows from Theorem 4.3
and the corresponding statement for untwisted invariants.
We can use this extra structure to rephrase the genus zero data in terms
of Givental’s overruled Lagrangian cone. For a more detailed exposition of
what follows we refer the reader to Givental’s original paper on the subject
([19]).
Let V  denote the vector space H((z−1)), equipped with the symplec-
tic pairing
Ω( f1, f2) := Resz=0〈 f1(−z), f2(z)〉.
V  admits a natural polarization V  = V + ⊕V − defined in terms of pow-
ers of z:
V

+ = H
[z],
V

− = z
−1H[[z−1]].
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We obtain Darboux coordinates
{
qik, pk,i
}
with respect to the polarization
on V  by representing each element of V  in the form
∑
k≥0
∑
i∈I
qikβiz
k + ∑
k≥0
∑
i∈I
pk,iβ
i(−z)−k−1
One can view F0 as the generating function of a Lagrangian subspace L 
of V . Let β0 denote the unit in H
, and make the change of variables (the
so–called Dilaton shift)
q01 = t
0
1 − 1 qik = tik for (k, i) 6= (1, 0).
Then the set
(3.0.3) L  :=
{
p = dqF0
}
defines a Lagrangian subspace. More explicitly, L  contains the points of
the form
(3.0.4)
− β0z+ ∑
k≥0
i∈I
tikβiz
k + ∑
a1,...,an,a≥0
i1,...,in,i∈I
ti1a1 · · · tinan
n!(−z)a+1 〈ψ
aβi,ψ
a1βi1 , . . . ,ψ
anβin〉0,n+1βi.
Because F0 satisfies the SE, DE, and TRR, L  will take a special form. In
fact, L  is a cone satisfying the condition that for all f ∈ V ,
(3.0.5) L  ∩ L f = zL f
where L f is the tangent space to L
 at f . Equation (3.0.5) justifies the term
overruled, as each tangent space L f is filtered by powers of z:
L f ⊃ zL f ⊃ z2L f ⊃ · · ·
and L  itself is ruled by the various zL f . The codimension of zL f in L f is
equal to dim(H).
A generic slice of L  parameterized by H, i.e.
{ f (t)|t ∈ H} ⊂ L ,
will be transverse to the ruling. Given such a slice, we can reconstruct L 
as
(3.0.6) L  =
{
zL f (t)|t ∈ H
}
.
Givental’s J–function is defined in terms of the intersection
L
 ∩−β0z⊕ H ⊕ V −.
More explicitly, the J–function is given by
J(t,−z) = −β0z+ t+ ∑
n≥0
∑
i∈I
1
n!
〈
βi
−z− ψ , t, . . . , t
〉
0,n+1
βi.
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In other words, we obtain the J–function by setting tik = 0 in (3.0.4) when-
ever k > 0.
In [21] it is shown that the image of J(t,−z) is transverse to the ruling of
L , so J(t,−z) is a function satisfying (3.0.6). Thus the ruling at J(t,−z)
is spanned by the derivatives of J, i.e.
(3.0.7) zLJ(t,−z) =
{
J(t,−z) + z∑ ci(z) ∂∂ti J
(t,−z)|ci(z) ∈ C[z]
}
.
By the string equation, z ∂
∂t0
J(t, z) = J(t, z), so (3.0.7) simplifies to
(3.0.8) zLJ(t,−z) =
{
z∑ ci(z)
∂
∂ti
J(t,−z)|ci(z) ∈ C[z]
}
.
4. TWISTED THEORY FROM UNTWISTED THEORY
Here a correspondence between 0-twisted Wc invariants and s-twisted
Wc invariants is presented using the language of Givental’s symplectic for-
malism.
4.1. Grothendieck–Riemann–Roch for r-spin curves. We recall A. Chiodo’s
Grothendieck–Riemann–Roch calculation for r-spin curves [4] which will
then be adapted to the setting ofWc structures. First, we set notation.
Let
m1, . . . , mn ∈ {0
r
, . . . ,
r− 1
r
}
be multiples of 1/r with 0 ≤ mi < 1. Let
A
(r,c)
h,n (m1, . . . , mn)
denote the component of A
(r,c)
h,n such that the multiplicity of the isotropy at
pi is mi. By (1.1.2), if (c/r)(2h− 2+ n)−∑ni=1 mi ∈ Z then A
(r,c)
h,n (m1, . . . , mn)
will be nonempty. Let Singdenote the stack classifying nodal curves equipped
with an rth root, along with a choice of node. By specifying a branch at the
node, we obtain a double cover Sing′ → Sing. The stack Sing maps to
A
(r,c)
h,n (m1, . . . , mn), composing we obtain
ι : Sing′ → A (r,c)h,n (m1, . . . , mn).
The stack Sing′ decomposes as a disjoint union of substacks
Sing := ⊔0≤q<(r−1)/rSing′q,
determined by the multiplicity at the node. Namely, given a point p ∈
Sing′, let L → C denote the corresponding rth root. The isotropy at the
distinguished node acts on the restriction of L to the first branch. Let q(p)
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denote the multiplicity of this action. This multiplicity is constant on con-
nected components, so we define Sing′q to be the subset of Sing
′ where the
multiplicity is q. We further denote by
ιq : Sing
′
q → A
(r,c)
h,n (m1, . . . , mn)
the restriction of the map ι. There are line bundles over Sing′ whose fibers
are the cotangent space of first branch of the coarse curve at the node and
the cotangent space of the second branch of the coarse curve at the node.
Let ψ, ψˆ ∈ H2(Sing′,Q) denote their respective first Chern classes. Finally,
define the class
γr = ∑
i+j=r
(−ψ)iψˆj.
Let Bk(x) denote the kth Bernoulli polynomial defined by
∑
k≥0
Bk(x)z
k/k! = zezx/(ez − 1).
Chiodo proves the following generalization of Mumford’s Grothendieck–
Riemann–Roch calculation.
Theorem 4.1 ([4]). Let L denote the universal line bundle over the universal
curve pi : C → A (r,c)h,n (m1, . . . , mn). Then
ch(Rpi∗L) = ∑
k≥0(
Bk+1(c/r)
(k+ 1)!
κk −
n
∑
i=1
Bk+1(mi)
(k+ 1)!
ψki +
1
2
r−1
∑
q=0
rBk+1(q)
(k+ 1)!
(ιq)∗(γk−1)
)
,
where κk are the κ classes (cf. (4.2.4)).
4.2. Twisted fromuntwisted invariants. An important application of Given-
tal’s symplectic formalism is that it enables one to systematically relate
twisted and untwisted invariants. This has been used to great effect in
Gromov–Witten theory by Coates and Givental [14]. We will adapt that
method to the setting ofWc structures.
In the spirit of [14] and [3], the above theorem gives an explicit rela-
tionship between twisted and untwisted Wc invariants, which may be ex-
pressedmost neatly in the language of Givental’s symplectic formalism. We
will assume without further comment in what follows that we are in the situation
ccj < d for all j.
Notation 4.2. For the purposes of more clearly stating the main theorem, we
letmj(φ
c
g) denote themultiplicity corresponding to an insertion of φ
c
g. Due to
the shifting in (1.3.1), an s-twisted invariant with a φcg insertion corresponds
to a marked point where the action of the isotropy on the fiber is by gjc.
Thus mj(φ
c
g) = mj(gj
c), the multiplicity of gjc on the jth line bundle.
16 Y.-P. LEE, N. PRIDDIS, ANDM. SHOEMAKER
Theorem 4.3. For any Landau–Ginzburg pair (Q,G), let ∆c : V c,0 → V c,s be
the symplectic transformation defined by
∆c :=
⊕
g∈G
N
∏
j=1
exp
(
∑
k≥0
s
j
k
Bk+1(mj(φ
c
g))
(k+ 1)!
zk
)
and let ∆̂c denote the quantization of ∆c, as defined in [14] (or [23]). Then,
(1) ∆̂c relates the twisted and untwisted total descendent potentials (of all gen-
era)
(4.2.1) Dc,s = ∆̂cDc,0.
(2) ∆c relates the twisted and untwisted Lagrangian cones
L
c,s = ∆cL c,0.
Remark 4.4. In the above notation, the direct summeans simply that we act
on the C((z))-span of φcg by multiplication by
N
∏
j=1
exp
(
∑
k≥0
s
j
k
Bk+1(mj(φ
c
g))
(k+ 1)!
zk
)
.
Remark 4.5. In the r-spin (Q = xr, G = 〈j〉, c = 1) case, restricting to nar-
row sectors, the above result was proven in [3]. A similar generalization to
the above was given in the case of the Fermat quintic in [6], with a slight
difference due to their definition of theWc moduli space at broad sectors.
Proof. The proof follows the method first used in [14], and is a straightfor-
ward generalization of [3]. We first remark that (1) implies (2), as (2) is
nothing but a semi-classical limit of (1) (see [14] and [9]). Therefore, it is
enough to show (i).
Viewing both sides of (4.2.1) as functions with respect to the formal pa-
rameters s
j
k for k ≥ 0, it suffices to show that they satisfy the same differ-
ential equation with respect to s
j
k. Note first that both sides of (4.2.1) satisfy
the same initial condition, i.e. when s = 0 the two are equal. We next claim
that both sides satisfy
(4.2.2)
∂Φ
∂s
j
k
= P
(j)
k Φ,
where
P
(j)
k =
Bk+1(c/d¯)
(k+ 1)!
∂
∂tek+1
− ∑
a≥0
g∈G
Bk+1(mj(φ
c
g))
(k+ 1)!
t
g
a
∂
∂t
g
a+k
+
h¯
2 ∑
a+a′=k−1
g,g′∈G
(−1)a′ηg,g′ Bk+1(mj(φ
c
g))
(k+ 1)!
∂2
∂t
g
a∂t
g′
a′
.
CTC ⇒ LG/CY 17
Here ηg,g′ = 〈φcg, φcg′〉c,s is the pairing matrix, and upper indices denote the
corresponding coordinate of the dual matrix.
That the right side of (4.2.1) satisfies this equation is a direct consequence
of the definition of ∆̂c ([3]). The proof of Theorem 4.3 will be complete after
we show that the left side of (4.2.1) also satisfies (4.2.2).
By Theorem 4.1, differentiating F c,s with respect to sjk has the effect of
adding a factor of(
Bk+1(c/d¯)
(k+ 1)!
κk −
n
∑
i=1
Bk+1(mj(φ
c
gi
))
(k+ 1)!
ψki
+
1
2 ∑
g∈G
d¯NBk+1(mj(φ
c
g))
(k+ 1)!
(ιg)∗(γk−1)
)(4.2.3)
to each integrand in the generating function F c,s.
We will investigate the contribution of each term in the above expression
to ∂
∂s
j
k
F c,s.
Step 1: Recall the class κk is defined as the pushforward of ψ
k+1
n+1 under
the map
(4.2.4) ∐
g1,...,gn∈G
Wch,n+1(g1, . . . , gn, j
c) → ∐
g1,...,gn∈G
Wch,n(g1, . . . , gn).
By the projection formula∫
Wch,n,G(g1j
c,...,gnjc)
κk ∪ s(Rpi∗ ⊕Nj=1 Lj)
n
∏
i=1
ψaii
=
∫
Wch,n+1,G(g1j
c,...,gnjc,jc)
ψk+1n+1 ∪ s(Rpi∗ ⊕Nj=1 Lj)
n
∏
i=1
ψaii
= 〈ψa1φcg1 , . . . ,ψanφcgn ,ψk+1φce〉c,sh,n
Thus the first term in (4.2.3) contributes a summand
Bk+1(c/d¯)
(k+ 1)!
∂
∂tek+1
F c,s
to ∂
∂s
j
k
F c,s.
Step 2: It can be seen immediately that adding a factor of
n
∑
i=1
Bk+1(mj(φ
c
gi
))
(k+ 1)!
ψki
to the integrand of∫
Wch,n,G(g1j
c,...,gnjc)
s(Rpi∗ ⊕Nj=1 Lj)
n
∏
i=1
ψaii
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for every such integral in F c,s is equivalent to acting on F c,s by
∑
a,g
Bk+1(mj(φ
c
g))
(k+ 1)!
t
g
a
∂
∂t
g
a+k
.
Thus the second term in (4.2.3) contributes a summand
− ∑
a≥0
g∈G
Bk+1(mj(φ
c
g))
(k+ 1)!
t
g
a
∂
∂t
g
a+k
F c,s
to ∂
∂s
j
k
F c,s.
Step 3: Let Sing′ denote the double cover of the nodal locus Sing ⊂ Wh,n,G
in analogy to the d¯-spin case. In this case Sing′ splits as a disjoint union
∐g∈G Sing
′
g where the action of the isotropy group at the node of the distin-
guished component on the fiber of ⊕Nj=1Lj is by gjc. Let
ιg : Sing
′ → Wh,n,G
denote the restriction of ι to Sing′g. Let
F c,s := ∑
h≥0
h¯h−1F c,sh .
The stack Sing′ splits into two open and closed subsets based on whether
the node is separating or non-separating. Let
ιg,irr : Sing
′
g,irr →Wch,n,G(g1jc, . . . , gnjc)
denote the restriction of ιg to the non-separating locus. It is easy to see that
ιg,irr factors throughW
c
h−1,n+2,G(g1j
c, . . . , gnj
c, gjc, g−1j−c):
Wch−1,n+2,G(g1j
c, . . . , gnj
c, gjc, g−1j−c)
Sing′g,irr W
c
h,n,G(g1j
c, . . . , gnj
c)
ρ
ιg,irr
µg,irr
induced by normalizing the universal curve. Let
⊕Nj=1Lj → C pi→ Wch,n,G(g1jc, . . . , gnjc)
and
⊕Nj=1L¯j → C¯ p¯i→Wch−1,n+2,G(g1jc, . . . , gnjc, gjc, g−1j−c)
be the universal bundles over the universal curves, then there is a natural
morphism
ν : C¯ → C
via the normalization of the curves. The key point is that because the pull-
back ν∗ωC,log is equal to ωC¯,log, the line bundle Lj will pull back to L¯j. If
n : Sing′g,irr → C
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is the morphism induced by the nodal locus, the normalization exact se-
quence yields
0→ Rpi∗Lj → Rp¯i∗ν∗Lj → n∗Lj → 0.
If gjc acts nontrivially on the jth line bundle then ch(n∗Lj) = 0. Other-
wise, n∗Lj is a root of (a power of) n∗ωC,log which is trivial via the residue
map. Thus n∗Lj is rationally trivial and ch(n∗Lj) = 1. We arrive at the
formula
µg,irr∗ι
∗
g,irr(chk(Rpi∗Lj)) =
{
chk(Rp¯i∗L¯j) for k > 0 or mj(gjc) 6= 0
ch0(Rp¯i∗L¯j)− 1 otherwise
,
which yields the simple relation (cf. Equation (1.3.3))
µg,irr∗ι
∗
g,irr(s(Rpi∗ ⊕Nj=1 Lj))
= exp(−
N
∑
j=1
⌊1−mj(φcg)⌋sj0)s(Rp¯i∗ ⊕Nj=1 L¯j)
=
ηg,g
−1
d¯N
s(Rp¯i∗ ⊕Nj=1 L¯j).
Thus integrals involving a pushforward via ιg,irr may instead be calculated
as integrals overWch−1,n+2,G(g1j
c, . . . , gnj
c, gjc, g−1j−c).
This implies that∫
Wch,n,G(g1j
c,...,gnjc)
d¯N ιg,irr∗(γk−1) ∪ s(Rpi∗ ⊕Nj=1 Lj)
n
∏
i=1
ψaii
=ηg,g
−1
∫
Wch−1,n,G(g1jc,...,gnjc,gjc,g−1j−c)
µg,irr∗γk−1 ∪ s(Rp¯i∗ ⊕Nj=1 Lj)
n
∏
i=1
ψaii
= ∑
a+a′=k−1
(−1)a′ηg,g−1〈ψa1φcg1 , . . . ,ψanφcgn ,ψaφcg,ψa
′
φcg−1〉c,sh−1,n+2.
Therefore, the non-separating part of the third term in (4.2.3) contributes a
summand
h¯
2 ∑
a+a′=k−1
g,g′∈G
(−1)a′ηg,g′ Bk+1(mj(φ
c
g))
(k+ 1)!
∂2
∂t
g
a∂t
g′
a′
F c,s
to ∂
∂s
j
k
F c,s.
A similar argument shows that the separating part of the third term in
(4.2.3) contributes a summand
h¯
2 ∑
a+a′=k−1
g,g′∈G
(−1)a′ηg,g′ Bk+1(mj(φ
c
g))
(k+ 1)!
∂
∂t
g
a
F c,s ∂
∂t
g′
a′
F c,s
to ∂
∂s
j
k
F c,s.
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Finally, adding all these contributions, we conclude that
∂
∂s
j
k
Dc,s = P(j)k Dc,s
as desired.

5. CORRESPONDENCES
5.1. Identification of state spaces. Let
L
c,0 ⊂ V c,0 and L c,s ⊂ V c,s
denote the Lagrangian cones (see (3.0.3)) of untwisted and s-twisted Wc
invariants respectively.
We have the following identification of twisted and untwisted state spaces
as vector spaces with inner products.
Lemma 5.1. If ccj < d for 1 ≤ j ≤ N, the map,
ic : H
0,s → Hc,s
φ0g 7→ φcgj−c
is an isomorphism of inner product spaces.
Proof. This follows immediately from Lemma 1.11. 
Note that in this case ic extends to an isomorphism of the symplectic
spaces V 0,s ∼= V c,s. We will use the notation
Jc,s(t, z) = β0z+ t+ ∑
n≥0
∑
i∈I
1
n!
〈
βi
z− ψ , t, . . . , t
〉c,s
0,n+1
βi.
for the J-function of the twisted theories.
5.2. Untwisted invariants. We will first consider the case sk = 0 for all k
(Lemma 1.11). By Equation (3.0.7), the genus zero part of the theory (i.e.
the Lagrangian cone) is determined by the J-function. Let tc := ∑g∈G t
g
cφ
c
g
denote a point in the state space. The J-function Jc,0(t, z) may be directly
calculated.
Lemma 5.2.
Jc,0(t0c , z) = ∑
{ag≥0}g∈G
z1−∑ ag ∏
g∈G
(t
g
c )
ag
ag!
φc
∏ gag
.
Proof. By pushing forward via the forgetful morphism, the 0-twisted in-
variants may be calculated overM 0,n. Themoduli spaceW
c
0,n,G(g1j
c, . . . , gnj
c)
is nonempty if ∏ni=1 gi = j
−2c by (1.1.2). In this case the degree of the map
to M 0,n is 1/d¯
N . Thus by (1.2.1), and the standard formula for integrals
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of ψ-classes over M 0,n, the invariant
〈
ψaφcg0 , φ
c
g1
, . . . , φcgn
〉c
0,n+1
is equal to
1/d¯N exactly when g0 = j−2c∏ni=1 g
−1
i and a = n− 2 and is zero otherwise.
By Lemma 1.11, the dual of φg0 is d¯
Nφg−10 j−2c
. Thus
∑
a≥0
g0∈G
z−a−1
〈
ψaφcg0 , φ
c
g1
, . . . , φcgn
〉c
0,n+1
φc,g0 = z1−nφc
∏
n
i=1 gi
.
The lemma follows. 
Lemma 5.3. The transformation ic identifies derivatives of the two J-functions:
ic
(
z
∂
∂t
jcg′
0
J0,0(t0, z)
)
= z
∂
∂t
g′
c
Jc,0(tc, z)|tgc=tg0 .
In particular,
ic
(
z
∂
∂tj
c
0
J0,0(t0, z)
)
= Jc,0(tc, z)|tgc=tg0 .
Proof. Observe that
ic
(
z
∂
∂t
jcg′
0
J0,0(t0, z)
)
=ic
φ0jcg′z+ ∑
g∈G
t
g
0φ
0
jcg′g + ∑
{ag≥0}g∈G
z∑ 1−ag ∏
g∈G
(t
g
0)
ag
ag!
φ0
jcg′∏g gag

=φcg′z+ ∑
g∈G
t
g
0φ
c
g′g + ∑
{ag≥0}g∈G
z∑ 1−ag ∏
g∈G
(t
g
0)
ag
ag !
φcg′∏g gag
=z
∂
∂t
g′
c
Jc,0(tc, z)|{tgc=tg0}.
The second statement then follows from the string equation:
z
∂
∂tec
Jc,0(tc, z) = Jc,0(tc, z).

Proposition 5.4. Under the isomorphism ic : V
0,0 → V c,0, the Lagrangian cones
L 0,0 and L c,0 are identified.
Proof. By (3.0.6) and (3.0.8), the Lagrangian cone L c,0 is spanned by the
set of derivatives {z∂/∂tg′c Jc,0(tc, z)}g′∈G. From the above lemma we see
that ic identifies the set of derivatives of J
0,0 with those of Jc,0 and therefore
identifies the two Lagrangian cones. 
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5.3. The MLK theory correspondence. We are now able to state a rela-
tionship between the twisted theories corresponding to different powers c
of ωC,log. As it relates multiple powers of the log-canonical, we call it the MLK
correspondence.
Theorem 5.5 (The MLK correspondence). The isomorphism ic : V
0,s → V c,s
identifies the s-twisted Lagrangian cones L 0,s and L c,s.
Proof. Note that mj(φ
c
g) = mj(gj
c) = mj(φ
0
gjc). Thus the action of ∆
0 on
the subspace spanned by φ0gjc is the same as the action of ∆
c on the sub-
space spanned by ic(φ0gjc) = φ
c
g. In other words, under the identifica-
tion given by ic, ∆
0 and ∆c are the same symplectic transformation. By
Proposition 5.4 identifying the untwisted Lagrangian cones, we see that
icL
0,s = ic∆0L 0,0 = ∆cL c,0 = L c,s. 
Corollary 5.6.
z
∂
∂tj
c
0
ic
(
J0,s(t0, z)
)
= Jc,s(tc, z)
where the change of variables is given by
〈tc, φcg〉c,s =
∂2
∂t
gjc
0 ∂t
jc
0
F0,s0 (t0, 0, 0, . . .).
Proof. By (3.0.7), and the above Corollary, the ruling of the Lagrangian cone
L c,s at Jc,s(tc,−z) is in fact spanned by the derivatives of J0,s(t0,−z). Thus
we have
z ∑
g∈G
Cg(t0, z)
∂
∂t
g
0
ic
(
J0,s(t0,−z)
)
= Jc,s(tc,−z)
for some functions Cg(t0, z) and some change of variables between tc and
t0. Equating coefficients of z on either side yields C
jc(t0, z) = 1 and all other
Cg(t0, z) equal zero. The change of variables is obtained by then equating
coefficients of z0. 
Remark 5.7. The above results should be viewed as akin to quantum Serre
duality as given in [19], [14] and [27], and summarized here in Theorem5.14.
Indeed comparing Corollary 5.6 with Theorem 5.14, one sees that they take
an almost identical form.
Remark 5.8. By applying Teleman’s proof ([26]) of Givental’s conjecture for
semi-simple Frobenius manifolds ([20]) to the above untwisted theories,
one may deduce a higher genus correspondence between untwisted theo-
ries. Combining this with Theorem 4.3, one obtains a higher genus ana-
logue of the correspondence of Theorem 5.5. This will relate the total genus
descendant potentials of the twisted theories via a quantized symplectic
operator. We leave the details to the reader.
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5.4. Implications to local GW and FJRW theory. In this subsection, we
apply the MLK correspondence to prove a relationship between local GW
theory and the FJRW theory.
Let (Q,G) be a Landau–Ginzburg pair where Q is Fermat. Recall that in
this case d¯ = d and we have the relationship mentioned above (Section 2)
between the s-twisted theories and both local GW theory and FJRW theory.
In this section we fix the specialization of the s parameter to
(5.4.1) s
j
0 = − ln(−λj), sjk = (k− 1)!/λkj for 1 ≤ j ≤ N, k > 0.
Recall that under this specialization s(V) = 1/eC∗(V). We will still refer to
these as s-twisted invariants, where it is understood that we have special-
ized the s
j
k as above.
5.4.1. Local GW theory. In the case c = 0, specializing the s-twisted Wc in-
variants as above recovers the local GW invariants of [CN/G] after multi-
plying by a factor of dN . The pairing also differs by this factor. Consider
the symplectic transformation
V
0,s → V [CN/G]
induced by
φ0g 7→
1√
dN
1g.
Under this transformation, we have the equality〈
φ0g
z− ψ , φ
0
g1
, . . . , φ0gn
〉0,s
0,n+1
φ0,g =
1√
dN
〈
1g
z− ψ , 1g1 , . . . , 1gn
〉[CN/G]
0,n+1
1g,
where upper indices denote dual elements with respect to the given basis.
Therefore the respective J-functions also differ by an overall factor. We
obtain the following lemma.
Lemma 5.9. After specializing the s
j
k as in (5.4.1),
L
0,s = L [C
N/G]
under the identification φ0g 7→ 1√dN 1g.
Proof. Let t = ∑g∈G tg1g. By the above we see that
J0,s(t0, z) =
1√
dN
J[C
N/G](t, z)
after the change of variables t
g
0 = t
g. In particular they generate the same
Lagrangian cone. 
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5.4.2. FJRW theory. Let s be as in (5.4.1). A similar identification results
between the s-twisted J-function at c = 1 and the corresponding FJRW
J-function. In this case we must account for the factor of plus or minus
one, determined by the parity of χ(⊕Nj=1Lj) (see (2.2.1)). Adjusting our
specialization of s
j
0 = − ln(−λj) to sj0
′
= − ln(−λj) + pi
√−1 as in (2.2.2)
will have the effect of modifying our twisted invariants by this sign. This
alters the symplectic transformation of Theorem 4.3 by⊕
g∈G
N
∏
j=1
exp
(
B1(mj(φ
1
g))pi
√−1
)
=
⊕
g∈G
exp
(
B1
(
N
∑
j=1
mj(φ
1
g)
)
pi
√−1
)
∼⊕
g∈G
exp
(
N
∑
j=1
mj(gj)pi
√−1
)
∼⊕
g∈G
(−1)∑Nj=1m j(gj)
where ∼ means equal up to a constant factor (which will not effect the
Lagrangian cone). Define
∆′ :=
⊕
g∈G
(−1)∑Nj=1m j(gj).
Lemma 5.10. Given the specialization of s
j
k as in (5.4.1), let F
1,s be a point onL 1,s
such that the nonequivariant limit limλ 7→0 F1,s is both well defined and supported
in the subset
(
⊕g,∈GˆC · φ1g
)
[z] ⊕ V 1,s− ⊂ V 1,s. Then limλ 7→0 ∆′(F1,s) lies in
L (Q,G) under the identification φ1g 7→ 1√dN ϕg.
Proof. The symplectic transformation ∆′ maps L 1,s to L 1,s′ where sjk
′
= s
j
k
for k > 0 and s
j
0
′
= s
j
0 + pi
√−1 as in (2.2.2). By (3.0.4), limλ 7→0 ∆′(F1,s) may
be written as
−zφ10+ ∑
k≥0
g∈Gˆ
t
g
kφ
1
gz
k+ lim
λ 7→0 ∑a1,...,an,a≥0
g1,...,gn∈Gˆ
g∈G
t
g1
a1 · · · tgnan
n!(−z)a+1 〈ψ
aφ1g,ψ
a1φ1g1 , . . . ,ψ
anφ1gn〉1,s
′
0,n+1φ
1,g.
Recall Lemma 1.11, which with the specialization s′ implies that φ1,g =
dN∏Nj=1(λj)
⌊1−m j(gj)⌋φg−1j−2 . Therefore, for g /∈ Gˆ, the power of λ in this ex-
pression for φ1,g is positive. Note also that g ∈ Gˆ if and only if g−1j−2 ∈ Gˆ.
By (1.1.3), one calculates that 〈ψaφ1g,ψa1φ1g1 , . . . ,ψanφ1gn〉1,s
′
0,n+1 ∈ C[λ]. Thus
in the non-equivariant limit of the above expression all terms containing
the insertion φ1g for g /∈ Gˆ vanish.
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After applying φ1g 7→ 1√dN ϕg and recalling (2.2.1), the above expression
becomes
1√
dN
(
− zϕ0 + ∑
k≥0
g∈Gˆ
t
g
k ϕgz
k
+ ∑
a1,...,an,a≥0
g1,...,gn,g∈Gˆ
t
g1
a1 · · · tgnan
n!(−z)a+1 〈ψ
aϕg,ψ
a1 ϕg1 , . . . ,ψ
an ϕgn〉(Q,G)0,n+1ϕg
)
,
which gives a point on L (Q,G).

5.4.3. The correspondence. Let∆◦ denote the symplectic transformation given
by
∆◦ : 1g 7→ (−1)∑
N
j=1m j(g)ϕgj−1 .
The previous two lemmas together with Corollary 5.6 allow us to deter-
mine the FJRW J-function from that of [CN/G].
Theorem 5.11 (the Landau–Ginzburg/local GW correspondence). We have
the relationship
lim
λ 7→0
∆◦
(
z
∂
∂tj
(
J[C
N/G](t, z)
))
= J(Q,G)(t′, z)
with the substitution given by
〈t′, ϕg〉 = lim
λ 7→0
∂2
∂tgj∂tj
F [CN/G]0 (t, 0, 0, . . .)
for any g ∈ Gˆ.
Proof. Consider the function z ∂
∂tj
(
J[C
N/G](t, z)
)
= z1j + O(1). The terms
with non-positive z-coefficient are of the form
z−k
〈
1gψ
k, 1j, t, . . . , t
〉 N
∏
j=1
(−λj)⌊1−m j(gj)⌋1g−1 .
Due to the insertion of 1j, the universal line bundles over the relevant mod-
uli space have negative degree, and thus
〈
1gψ
k, 1j, t, . . . , t
〉 ∈ C[λ]. We see
that the coefficient of 1g in z
∂
∂tj
(
J[C
N/G](t, z)
)
is a C[λ]-multiple of λNg .
Therefore, i1
(
z ∂
∂tj
(
J[C
N/G](t, z)
))
satisfies the hypotheses of F1,s from the
previous lemma. We conclude that
lim
λ 7→0
∆◦
(
−z ∂
∂tj
(
J[C
N/G](t,−z)
))
= lim
λ 7→0
∆′ ◦ i1
(
−z ∂
∂tj
(
J[C
N/G](t,−z)
))
lies on L (Q,G). The result then follows by examining the coefficients of z1
and z0 in the above expression. 
26 Y.-P. LEE, N. PRIDDIS, ANDM. SHOEMAKER
The following more general statement will prove useful for applications.
The proof is the same argument as above.
Theorem 5.12. Let F[C
N/G](t, z) be a function lying on L [C
N/G] such that the
projection of the non-equivariant limit limλ 7→0 F[C
N/G](t, z) to V
[CN/G]
+ is both
well defined and is supported in the span of 1g such that g fixes only the origin in
CN. Then limλ 7→0 ∆◦(F[C
N/G](t, z)) lies on L (Q,G) .
Remark 5.13. Theorem 5.11 should extend more generally to the setting
of hybrid theories, where the moduli spaces Wg,n,G(X ) parameterize stable
maps from curves into a target X together with roots of certain universal
bundles. In this setting the c = 0 case would correspond to local GW the-
ory over X and the c = 1 case to a hybrid theory. See [8] and also [3] for
more details on this setting.
5.5. QuantumSerre duality. Herewe recall the statement of quantum Serre
duality. The purpose of this section is two-fold. First, wewish to emphasize
the analogy between quantum Serre duality and the MLK correspondence
given above. Second, we will use these results in the next section to relate
the crepant transform conjecture to the LG/CY correspondence.
Let X be a smooth projective orbifold and let E → X be a vector bundle
over X which is pulled back from the coarse underlying space. Given an
invertible multiplicative characteristic class
s : V 7→ exp
(
∑
k≥0
sk chk(V)
)
,
we may define the s-twisted GW invariants of X in a manner akin to (1.3.1)
(see [14] for details). We will denote these invariants and their correspond-
ing generating functions with the superscript E, s.
Quantum Serre duality gives a relation between invariants twisted with
respect to the vector bundle E and those twisted with respect to the dual
bundle E∨. The main statement in genus zero is given below. This is Corol-
lary 10 of [14], and follows in the orbifold case from Theorem 6.1.1 in [27].
Let {γi}i∈I be a basis forH∗CR(X ). Let s∗ : V 7→ exp
(
∑k≥0(−1)k+1sk chk(V)
)
,
so that s∗(E∨) = 1
s(E)
.
Theorem 5.14 (Quantum Serre duality). Define the (symplectic) transforma-
tion iE∨ : V
E∨,s∗ → V E,s by γi 7→ γi/s(E). Then iE∨(L E∨,s∗) = L E,s. Fur-
thermore we have the identification
z
∂
∂t
s(E)
E∨
iE∨
(
JE
∨,s∗(tE∨ , z)
)
= JE,s(tE, z)
where the change of variables is given by
〈tE,γi〉 =∑
i∈I
∂2
∂tiE∨∂t
s(E)
E∨
FE∨,s∗0 (tE∨ , 0, 0, . . .).
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5.5.1. Complete intersections and local invariants. Consider the special case
where E is a direct sum of convex line bundles (H1CR(C, f ∗(E)) = 0 for all
maps f from a curve C into X ) and s is the equivariant Euler characteristic:
(5.5.1) s0 = ln(λ), sk = (−1)k(k− 1)!/λk for k > 0.
In this case, the genus-zero s-twisted invariants with respect to E are re-
lated to invariants of the hypersurface Z cut out by a generic section of E
by the so-called quantum Lefschetz principle ([14], [27]). Coates has recently
rephrased this relationship in terms of Lagrangian cones. Let i : Z → X
denote the inclusion.
Theorem 5.15 ([10]). Assume that the vector bundle E is pulled back from a
vector bundle over the coarse space of X . After specializing the sk as above, let FE,s
be a point inL E,s with a well defined non-equivariant limit. Then limλ 7→0 i∗(FE,s)
lies on L Z .
Remark 5.16. Although the above theorem was proven only for the case of
X a smooth variety, the proof extends to orbifolds providedwe assume that
E is pulled back from a vector bundle |E| → |X | over the coarse underlying
space of X .
On the other hand, if we specialize to
s′0 = − ln(−λ), s′k = (k− 1)!/λk for k > 0
as in (5.4.1), the s∗-twisted invariants with respect to E∨ give the local in-
variants of the total space of E∨. For γ1, . . . ,γn ∈ H∗CR(X ),
(5.5.2) 〈ψa1γ1, . . . ,ψanγn〉Tot(E
∨)
h,n,d = 〈ψa1γ1, . . . ,ψanγn〉E
∨,s∗
h,n,d .
Theorem 5.14 implies a relation between the local invariants of Tot(E∨)
and the invariants of the hypersurface Z . For our purposes, it is most use-
ful to phrase the relationship in a manner analogous to Theorem 5.12. Let
∆⋄ denote the symplectic transformation
∆⋄ : φi 7→ epi
√−1c1(E)/z (−1)rk(E)
eC∗(E)
φi.
Theorem 5.17. Let FTot(E
∨)(t, z) be a function lying on L Tot(E
∨). Assume fur-
ther that FTot(E
∨)(t, z) takes the form
FTot(E
∨)(t, z) = eC∗(E)F˜
Tot(E∨)(t, z),
and that F˜Tot(E
∨)(t, z) has a well defined non-equivariant limit. Then limλ 7→0 i∗ ◦
∆⋄(FTot(E∨)(t, z)) lies on L Z .
Proof. The symplectic transformation ∆⋄ may be written as ∆′′ ◦ iE∨ , where
iE∨ is as in Theorem 5.14, and ∆
′′ = epi
√−1c1(E)/z. The map ∆′′ compen-
sates for the fact that with our given specializations, s′0 does not equal
−s0 as in the relationship between s∗0 and s0 in Theorem 5.14, but rather
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s′0 = −s0 −
√−1pi (see the remark after Theorem 1’ in [14] for details). By
Theorem 5.14, ∆⋄(FTot(E∨)(t, z)) lies in L E,s with the specialization (5.5.1).
The specific assumptions on FTot(E
∨)(t, z) guarantee that ∆⋄(FTot(E∨)(t, z))
has a well defined non-equivariant limit. Theorem 5.15 then implies the
result. 
6. THE CTC AND THE LG/CY CORRESPONDENCE
In this section we give an application of Theorem 5.11. In particular we
use it together with its analogue, quantum Serre duality (Theorem 5.17), to
relate two well known conjectures from Gromov–Witten theory. We show
that in genus zero, the well known crepant transformation conjecture (also
known as the crepant resolution conjecture) from [12, 17] implies the more
recent LG/CY correspondence of [6].
6.1. The Conjectures. Let (Q,G) be an LG pair with Q = ∑Nj=1 x
d/cj
j a Fer-
mat polynomial and G an admissible subgroup of SLN(C). We assume
always that gcd(c1, . . . , cN) = 1. Let G¯ denote the quotient G/〈j〉. Note
that Q may be viewed as a homogeneous function on the stack quotient
P(G) = [P(c1, . . . , cN)/G¯].
Definition 6.1. We say a quasi-homogeneous polynomial satisfies theCalabi–
Yau condition if ∑Ni=1 ci = d. This is equivalent to requiring that Q give a
global section of the anticanonical bundle of P(G), which, by the adjunc-
tion formula, implies that {Q = 0} defines a Calabi–Yau variety.
Assume from here forward that Q satisfies the Calabi–Yau condition. Let
X denote the stack quotient [CN/G] and let Y denote the total space of the
canonical bundle K = KP(G).
Lemma 6.2. The space Y gives a toric crepant partial resolution of X .
Proof. Let M ∼= ZN denote a lattice and let Σ ⊂ M be a fan such that
XΣ = P(G). Let p1, . . . , pN ∈ M be the primitive generators of the N rays
of Σ. The cones of Σ are exactly those whose extremal rays are generated
by {pj1 , . . . , pjk} where {j1, . . . , jk} is a strict subset of {1, . . . ,N}. Abusing
notation, we will identify a cone with its ray generators.
Let M˜ denote the augmented lattice M⊕Z, and define p˜j := (pj, 1) ∈ M˜.
Define Σ′ as the fan in M˜ consisting of the cones {p˜j1 , . . . , p˜jk} for {j1, . . . , jk}
any subset of [[1,N]]. Define Σ˜ as the star subdivision of Σ′ after adding the
ray generated by (0, 1) where 0 is the origin in M. One may check using
simple toric arguments that X is equal to the toric stack XΣ′ , and Y is XΣ˜.
It is apparent from this description that Y is a toric partial resolution of
X . Furthermore note that all ray generators of Σ′ are at height one in the
augmented coordinate, as is the added ray (0, 1) defining the resolution.
This implies that Y → |X | is crepant. 
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The inertia orbifold IX is a disjoint union of components Xg indexed by
g ∈ G. There is a natural choice of basis for the equivariant cohomology of
X given by {1g}g ∈ G, where 1g is the fundamental class of Xg.
The components of the inertia orbifold IY are indexed by those g ∈ G
which fix a positive-dimensional subspace of CN , i.e. Ng > 0. For nota-
tional convenience we will write IY = ∐g∈G Yg, with the understanding
that Yg is empty unless Ng > 0. An equivariant basis for the Chen–Ruan
cohomology of Y is given by
∪g∈G{1˜g, 1˜gH, . . . , 1˜gH(Ng−1)},
where 1˜g is the fundamental class of Yg and 1˜gHk denotes the pullback of
the kth power of the hyperplane class from the course space of Yg. Here
again we use the convention that 1g is zero if Yg is empty.
Gromov–Witten theory for local toric targets is usually defined in terms
of equivariant cohomology. In our case we use a C∗-action on X with
weight−cj on the jth component, in otherwords λj = cjλ. The correspond-
ing action on Y is by multiplication in the fiber direction with character
−dλ. We now give (a refined version of) the genus zero crepant transfor-
mation conjecture. Let L X ⊂ V X and L Y ⊂ V Y denote the Lagrangian
cones corresponding to the equivariant GW theory ofX and Y respectively.
We distinguish two coordinates in the respective J-functions. Let t = tj de-
note the dual coordinate to 1j in H
∗
CR(X ). Let q denote the exponential of the
dual coordinate to the hypersurface H in H∗(Y) ⊂ H∗CR(Y). By the divisor
equation, the function JY (and therefore the Lagrangian cone L Y ) is a well
defined function of q ([1]). Let us assume further that there exists a function
IY(t, z) which generates L Y in the sense of (3.0.7) and is in fact analytic in
a neighborhood of q = 0. Then via the change of variables
q = t−d
and analytic continuation, we can view IY (t, z) as a function of t. Thus it
makes sense to analytic continue L Y from q = 0 to t = 0.
Conjecture 6.3 (The crepant transformation conjecture for Y 99K X , [16,
17]). The analytic continuation of L Y converges in a neighborhood of t = 0, and
there exists a symplectic transformation U : V X → V Y which identifies L X
with the analytic continuation of L Y .
In our case we deal with local targets, here one may refine the above
conjecture to take into account the equivariant nature of the theory.
Conjecture 6.4 (The refined crepant transformation conjecture). Conjecture 6.3
holds. In addition the following conditions are satisfied:
(1) U has coefficients in C[λ, z, z−1]. In the non-equivariant limit, U restricts
to an isomorphism between the subspaces of V Xc ⊂ V X and V Yc ⊂ V Y
spanned by classes of compact support.
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(2)
U(1g) = C0(λ)1˜g +
d−1
∑
b=1
(λ + H) · Cb(λ)1˜gjb
where Cb(λ) ∈ H∗(Y)[λ]((z−1)). In particular, the restriction, Uc, of U
to V Xc has image in the C((z−1))-span of (λ + H) · H∗CR(Y)[λ].
Remark 6.5. Conditions (1) and (2) above are very natural. It is gener-
ally believed that the symplectic transformation U should be induced by
a Fourier–Mukai transform between equivariant K-groups, in the sense of
[22]. In this case, U will automatically be symplectic, because the Fourier–
Mukai transform is a category equivalence and preserves the categorical
Euler pairing. Furthermore the Fourier–Mukai transform has a nonequiv-
ariant limit and preserves the compactly supported part of the K-groups,
which induces the corresponding properties in U. See [22] for more details.
In the next section we give further evidence for these conditions.
The Landau–Ginzburg/Calabi–Yau (LG/CY) correspondence takes a sim-
ilar form to Conjecture 6.3. Given an LG pair (Q,G) as in the previous
section, let Z denote the Calabi–Yau variety {Q = 0} ⊂ P(G). Let i :
Z → P(G) denote the inclusion. The LG/CY correspondence relates the
FJRW theory of (Q,G) to the GW theory of Z in a similar fashion to the
crepant transformation conjecture. In particular, in genus zero the conjec-
ture states that there is a symplectic transformation identifying the respec-
tive Lagrangian cones.
Conjecture 6.6 (The LG/CY correspondence for (Q,G)). There exists a sym-
plectic transformation V : V (Q,G) → V Z which identifies L (Q,G) with the ana-
lytic continuation of L Z .
6.2. rCTC implies LG/CY. In this section we give an explanation of the
similarity between these two correspondences. Namely we show that the
refined crepant transformation conjecture implies the LG/CY correspon-
dence.
Lemma 6.7. Assuming Conjecture 6.4, define the map V by
V :=
(
i∗ ◦ ∆⋄ ◦Uc ◦ (∆◦)−1
)
|λ=0.
Then V is symplectic.
Proof. We will use conditions (1) and (2) from Conjecture 6.4. First, for any
nonequivariant compactly supported class α ∈ H∗CR,c(X )((z−1)) ⊂ H∗CR(X )((z−1)),
Uc(α) = U(α) may be written as
(λ + H) · ∑
g∈G
0≤k≤Ng−1
Cαg,k(λ)1gH
k,
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where Cαg,k(λ) ∈ C[λ]. Note that in the non-equivariant limit of Uc(α), the
terms of the form (λ + H)Cαg,Ng−1(λ)1gH
Ng−1 vanish. By condition (1), the
map
(Uc)|λ=0 : α 7→ H · ∑
g∈G
0≤k≤Ng−2
Cαg,k(0)i
∗(1gHk)
is an isomorphism.
For α, β ∈ H∗CR,c(X )((z−1)), the pairing 〈α, β〉 ∈ C. Since U and ∆⋄ are
symplectic this implies that
〈∆⋄ ◦U(α),∆⋄ ◦U(β)〉 = 〈∆⋄ ◦Uc(α),∆⋄ ◦Uc(β)〉 ∈ C
and thus
〈(∆⋄ ◦Uc)|λ=0(α), (∆⋄ ◦Uc)|λ=0(β)〉 = lim
λ 7→0
〈∆⋄ ◦Uc(α),∆⋄ ◦Uc(β)〉 = 〈α, β〉 .
Therefore
(∆⋄ ◦Uc)|λ=0 : α 7→ ∑
g∈G
0≤k≤Ng−1
Cαg,k(0)i
∗(1gHk)
is in fact a symplectic isomorphism. On the other hand, examining the
pairing given by the twisted theory of (−K, s), where s is as in (5.5.1),
we see that when terms of the form 1gH
Ng−1 are paired with elements of
H∗CR(Y)[λ], the result lies in O(λ). Therefore these terms do not contribute
to the pairing 〈(∆⋄ ◦Uc)|λ=0(α), (∆⋄ ◦Uc)|λ=0(β)〉 for α, β ∈ H∗CR,c(X )((z−1)).
So in fact we conclude that the map
α 7→ ∑
g∈G
0≤k≤Ng−2
Cαg,k(0)i
∗(1gHk)
is symplectic.
Note that limλ 7→0 i∗ ◦ ∆⋄ ◦Uc(α) is equal to
i∗
(
∑
g∈G
0≤k≤Ng−2
Cαg,k(0)(1gH
k)
)
.
Since i∗ : V −K,s → V Z is a symplectic isomorphism when restricted to the
span of
{
1gH
k
}
g∈G, 0≤k≤Ng−2, the map α 7→ limλ 7→0 i∗ ◦ ∆⋄ ◦Uc(α) will be a
symplectic isomorphism.
∆◦ is a symplectic isomorphism when restricted to the span of elements
of compact support. Thus V, defined as the composition of the above map
with (∆◦)−1, is as well.

Lemma 6.8. Assume there exists a function IX (t, z) lying on L X such that for
any group element g which fixes more than the origin, there is a power of λNg in
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the 1g-coefficient of
∂
∂t I
X (t, z). Then the function
I(Q,G)(t, z) := lim
λ 7→0
∆◦
(
z
∂
∂t
(
IX (t, z)
))
lies on L (Q,G), and the symplectic transformation V maps I(Q,G)(t, z) to the ana-
lytic continuation of L Z .
Proof. Note that by assumption we can apply Theorem 5.12 to deduce that
I(Q,G)(t, z) lies on L (Q,G).
To prove the second part of the lemma, we first claim that
lim
λ 7→0
i∗ ◦ ∆⋄ ◦U
(
z
∂
∂t
(
IX (t, z)
))
lies on the analytic continuation of L Z .
To see this let ˜IY(t, z) denote U(IX (t, z)). Conjecture 6.4 implies that
˜IY(t, z) lies on the analytic continuation of L Y , and therefore by (3.0.5) so
does z ∂∂t
˜IY(t, z) = U(z ∂∂t I
X (t, z)). Therefore the strategy is to show that
z ∂∂t
˜IY(t, z) satisfies the conditions of Theorem 5.17, i.e. that z ∂∂t
˜IY(t, z) may
by written as
eC∗(−K)F˜(t, z),
where F˜(t, z) has a well defined non-equivariant limit. For each g ∈ G, we
will show that U maps the part of z ∂∂t I
X (t, z) supported onXg to something
divisible by eC∗(−K) = d(λ + H). For g such that Ng = 0, the statement
follows immediately by condition (2) of Conjecture 6.4 because 1˜g = 0. For
g such that Ng > 0, 1˜g 6= 0, but nevertheless we compute
λNg 1˜g
(λ + H)
=
Ng−1
∑
i=0
λNg−1−i(−H)i 1˜g.
So combining condition (2) of Conjecture 6.4 with the assumptions of the
lemma implies the claim.
Given a function IX (t, z) satisfying the assumptions listed, we have shown
that the corresponding I(Q,G)(t, z) lies in L (Q,G) and that limλ 7→0 i∗ ◦ ∆⋄ ◦
U
(
z ∂∂t
(
IX (t, z)
))
lies in the analytic continuation L˜ Z of L Z . Thus to
prove that V sends I(Q,G)(t, z) to L˜ Z , it suffices to show that the following
diagram commutes when applied to z ∂∂t
(
IX (t, z)
)
.
L X L˜ Y
L (Q,G) L˜ Z .
U
limλ 7→0 ∆◦ limλ 7→0 i∗ ◦ ∆⋄
V
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For g such that Ng > 0, terms of z
∂
∂t
(
IX (t, z)
)
supported in H∗(Xg) are
in the kernel of the left hand map. We need therefore to check that these
terms are also in the kernel of the composition of the topmap with the right
hand map. By the above computation, for g such that Ng > 0, the only part
of the 1˜g-coefficient of z
∂
∂t
˜IY (t, z) which survives in the non-equivariant
limit is a C((z−1))-multiple of 1˜gHNg−1. This class is in the kernel of the
map i∗ : H∗CR([P(c1, . . . , cN)/G¯]) → H∗CR(Z). This implies that the above
diagram commutes when applied to z ∂∂t
(
IX (t, z)
)
which proves the claim.

We arrive at the following.
Theorem 6.9 (rCTC implies LG/CY). Given an LG pair (Q,G) as above with Q
a Fermat polynomial and G a subgroup of SLN(C), the refined crepant transforma-
tion conjecture for Y 99K X (Conjecture 6.4) implies the LG/CY correspondence
(Conjecture 6.6).
Proof. Note first that the J-function JX (t,−z) satisfies the hypothesis of
Lemma 6.8, as was shown in the proof of Theorem 5.11. Therefore V maps
J(Q,G)(t,−z) to L Z . This implies that V(L (Q,G)) ⊆ L˜ Z .
On the other hand, consider the function JY (t, z). By applying Theo-
rem 5.14 to the particular specializations s and s′ of Section 5.5.1, we deduce
that there exists a choice of t′ such that
∆⋄
(
z
∂
∂teC∗ (−K)
JY (t′, z)
)
= J−K,s(t, z).
Standard argument (see e.g. [10], Theorem 1.1) shows that the right hand
side has a well defined non-equivariant limit. Since the map ∆⋄ involves
division by eC∗(−K), we conclude that z ∂
∂teC∗ (−K)
JY (t′, z) may be written in
the form eC∗(−K)F˜(t, z) where F˜(t, z) has a well defined non-equivariant
limit. So by Theorem 5.17,
lim
λ 7→0
i∗ ◦ ∆⋄
(
−z ∂
∂teC∗ (−K)
JY (t′,−z)
)
∈ L Z .
Analyzing the non-negative z-coefficients of the right hand side yield that
in fact
lim
λ 7→0
i∗ ◦ ∆⋄
(
−z ∂
∂teC∗ (−K)
JY (t′,−z)
)
= JZ (t,−z).
Note furthermore that the non-equivariant limit of z ∂
∂teC∗ (−K)
JY (t′, z) is con-
tained in the span of classes of compact support, thus
lim
λ 7→0
U−1
(
z
∂
∂teC∗ (E)
JY (t′, z)
)
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lies in compact support by assumption (1) of Conjecture 6.4. By Theo-
rem 5.12 we have that
lim
λ 7→0
∆◦ ◦U−1
(
˜
z
∂
∂teC∗ (E)
JY (t′, z)
)
∈ L (Q,G),
where (˜−) denotes analytic continuation.
Next, note that in the non-equivariant limit of ˜z ∂
∂teC∗ (E)
JY (t′, z) , the coef-
ficients of HNg−11˜g in F˜(t, z) do not contribute. In other words the diagram
L X L˜ Y
L (Q,G) L˜ Z .
limλ 7→0 ∆◦
U−1
limλ 7→0 i∗ ◦ ∆⋄
V−1
commutes when applied to ˜z ∂
∂teC∗ (E)
JY (t′, z). Therefore V−1
(
˜JZ (t, z)
)
lies
in L (Q,G). Thus V(L (Q,G)) ⊇ L˜ Z .

7. A PROOF OF THE LG/CY CORRESPONDENCE
In this section we give a proof of a weak form of the crepant transforma-
tion conjecture, which was essentially known already to the experts, and
use it in combination with the results of the previous section to deduce the
LG/CY correspondence for Fermat polynomials.
7.1. The crepant transformation conjecture. Let the setup be as in Sec-
tion 6. The crepant transformation conjecture states that there exists a sym-
plectic transformation U which sends L X to the analytic continuation of
L Y , thus identifying the two cones. We will prove a slightly weaker ver-
sion of this: we construct two functions IX and IY which lie on L X and
L Y respectively, and show they are related by analytic continuation and
symplectic transformation.
Theorem 7.1. There is an explicit linear symplectic transformation U : V Y →
V X which identifies the I-function IX with the analytic continuation of IY . Fur-
thermore, the transformation U is induced by a Fourier–Mukai transformation in
the sense of Theorem 4.26 of [15].
Remark 7.2. Ageneral proof of the crepant transformation conjecture, which
encompasses Theorem 7.1 is also given in [15]. To apply Theorem 7.1 to-
wards the LG/CY correspondence, we require specific properties of the
functions IX and IY as well as U, as given in Conjecture 6.4. These prop-
erties are not readily apparent in [15]. Thus we have chosen to explicitly
compute IX , IY , and U below.
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Remark 7.3. Because we use so-called small I-functions, the above theorem
does not quite imply the full correspondence between Lagrangian cones.
To recover the full statement one would need to construct big I-functions as
in [7] which determine the entire Lagrangian cones. For the purposes of
this paper we content ourselves with the restricted statement.
We first calculate the respective I-functions.
7.1.1. Setting notation. Recall that we have a natural choice of basis for the
equivariant cohomology of X given by {1g}g ∈ G where 1g is the funda-
mental class of Xg. In a slight abuse of notation, we also use 1g to denote
the corresponding class in H∗CR(BG). Let t
g denote the dual coordinate to
1g. As before we distinguish the dual coordinate to 1j, denoting it as simply
t. This will be the analytic continuation coordinate in Theorem 7.1.
Notation 7.4. We let {gs}s∈S denote the set of elements of G which fix at
least one coordinate of CN (Ng > 0).
For notational convenience we will write IY = ∐g∈G Yg, with the un-
derstanding that Yg is empty unless g ∈ {gs}s∈S. We also let tg denote the
dual coordinate of 1˜g for g ∈ G, and let q denote the exponential of the dual
coordinate to H.
7.1.2. The I-function of X . We consider the J-function of BG, where the do-
main has been restricted to the span of {1j} ∪ {1gs}s∈S. By Lemmas 2.1
and 2.2, this coincides with a restriction of J0,0(t, z) from Lemma 5.2:
JBG(t, t, z) = z ∑
k∈(Z≥0)S
∏
s∈S
(tgs)ks
zksks!
∑
k0≥0
tk0
zk0k0!
1
jk0 ∏s g
ks
s
.
Using the twisted theory technology, one may alter JBG(t, t, z) by a hy-
pergeometric modification (see [12]) to obtain a function IX (t, t, z) which gen-
erates L X in the sense of (3.0.6). Let a(k)j = ∑s ksmj(gs). Define the modi-
fication factor
M(k0,k) :=
N
∏
j=1
⌊k0cj/d+a(k)j⌋−1
∏
l=0
(
− cjλ− (〈k0cj/d+ a(k)j〉+ l)z
)
where 〈−〉 denotes the fractional part. Then IX (t, t, z) is defined as
(7.1.1) IX (t, t, z) = ztdλ/z ∑
k∈(Z≥0)S
∏
s∈S
(tgs)ks
zksks!
∑
k0≥0
M(k0,k)tk0
zk0k0!
1
jk0 ∏s g
ks
s
.
The above modification factor is explained in [12], where it is proven that
IX (t, t, z) lies on L X .
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Lemma 7.5 (Corollary 5.1 [12]). The function IX (t, t, z) lies on the Lagrangian
cone L X .1
7.1.3. The I-function of Y . An I-function for projective toric stacks is given
in [13]. For the case of [P(G)] one obtains:
I[P(G)](q, t, z) = zqH/z ∑
k∈(Z≥0)S
∏
s∈S
(tgs)ks
zksks!
∑
k0≥0
qk0/d
N
∏
j=1
∏
0<l≤k0cj/d−a(k)j
〈l〉=〈k0cj/d−a(k)j〉
1
(cjH + lz)
1˜
j−k0 ∏s g
ks
s
.
We alter this by another hypergeometricmodification to obtain an I-function
for Y :
IY(q, t, z) = zqH/z ∑
k∈(Z≥0)S
∏
s∈S
(tgs )ks
zksks!
∑
k0≥0
qk0/d
∏
k0−1
l=0 (−d(H + λ)− lz)
∏
N
j=1∏ 0<l≤k0cj/d−a(k)j
〈l〉=〈k0cj/d−a(k)j〉
(cjH + lz)
1˜
j−k0 ∏s g
ks
s
.
Lemma 7.6 (Corollary 5.1 [12], Theorem 21 [11]). The function IY (t, t, z) lies
on the Lagrangian cone L Y .
Next we will show that the above I-functions coincide after analytic con-
tinuation and symplectic transformation.
7.1.4. Γˆ-classes: In order to facilitate our analytic continuation, wewill write
the I-functions in a different form, motivated by Iritani’s integral structure
for quantum cohomology [22]. To do this we define the so-called Γˆ-classes,
coming from K–theory.
For X , the Γˆ-class is defined by
Γˆ(X ) := ⊕
g
N
∏
j=1
Γ(1−mj(g)− cjλ).
Note that if g = jk0 ∏s∈S g
ks
s , then mj(g) = 〈k0cj/d+ a(k)j〉.
Notation 7.7. Define the operator Gr : H∗CR(X ) → H∗CR(X ) by α 7→ deg(α)2 α
for α of pure degree in H∗CR(X ). Here by degree we mean the real Chen–
Ruan degree.
1The I-function above is often commonly written without the factor of tdλ/z. However
due to the string equation, multiplication by this factor preserves the cone L X . See the
remark after Corollary 1 in [14] for more details.
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In addition, for α a cohomology class of pure degree in H∗(IX ) sup-
ported on a single connected component, define the function deg0(α) to be
the untwisted degree of α in H∗(IX ).
Consider the modification factor for IX (t, t, z) again. Using the relation
(x)(x− z) . . . (x− (n− 1)z) = zn Γ(1+x/z)
Γ(1−n+x/z) , we obtain
M(k0,k) = z
∑j⌊k0cj/d+a(k)j⌋
N
∏
j=1
Γ(1− cj λz − 〈k0cj/d+ a(k)j〉)
Γ(1− cj λz − k0cj/d− a(k)j)
.
Via the above expression and the equality
k0 +∑
s∈S
age(gs)ks =
N
∑
j=1
k0cj/d+ a(k)
j
=
N
∑
j=1
⌊k0cj/d+ a(k)j⌋+
N
∑
j=1
〈k0cj/d+ a(k)j〉,
IX (t, t, z) simplifies to
IX (t, t, z) = ztdλ/z ∑
k∈(Z≥0)S
∏
s∈S
(tgs)ksz(age(gs)−1)ks
ks!
∑
k0≥0
tk0
z∑j〈k0cj/d+a(k)
j〉k0!
·
N
∏
j=1
Γ(1− cj λz − 〈k0cj/d+ a(k)j〉)
Γ(1− cj λz − k0cj/d− a(k)j))
1
jk0 ∏s g
ks
s
= z1−GrΓˆ(X )(2pii)deg0 /2H(t, t, z)
where
H(t, t, z) = tdλ/(2pii) ∑
k∈(Z≥0)S
∏
s∈S
(tgs)ksz(age(gs)−1)ks
ks!
· ∑
k0≥0
tk0
k0!
N
∏
j=1
1
Γ(1− cj λ2pii − k0cj/d− a(k)j)
1
jk0 ∏s g
ks
s
= tdλ/(2pii) ∑
k∈(Z≥0)S
∏
s∈S
(tgs)ksz(age(gs)−1)ks
ks!
· ∑
0≤m<d
∑
k≥0
tm+dk
(m+ dk)!
N
∏
j=1
1
Γ(1− cj λ2pii − kcj −mcj/d− a(k)j)
1
jm∏s g
ks
s
.
For Y we define the Γˆ-class as the transformation on H∗CR(Y)
Γˆ(Y) = ⊕
g
Γ(1− d(H + λ))
N
∏
j=1
Γ(1−mj(g) + cjH).
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By a similar argument to the previous case, we can also rewrite IY in
terms of Gamma functions.
IY(q, t, z) = zqH/z ∑
k∈(Z≥0)S
∏
s∈S
(tgs)ksz(age(gs)−1)ks
ks!
∑
k0≥0
qk0/d
z∑j〈k0cj/d−a(k)
j〉
Γ(1− d(λ+H)z )
Γ(1− k0 − d(λ+H)z )
· ·
N
∏
j=1
Γ(1+ cjH/z− 〈−k0cj/d+ a(k)j〉)
Γ(1+ cjH/z+ k0cj/d− a(k)j)
1˜
j−k0 ∏s g
ks
s
= z1−GrΓˆ(Y)(2pii)deg0 /2HY (q, t, z),
where
HY(q, t, z) = qH/2pii ∑
k∈(Z≥0)S
∏
s∈S
(tgs)ksz(age(gs)−1)ks
ks!
∑
k0≥0
qk0/d
Γ(k0 +
d(λ+H)
2pii ) sin(pi(k0 +
d(λ+H)
2pii ))
pi∏Nj=1 Γ(1+
cjH
2pii + k0cj/d− a(k)j)
1˜
j−k0 ∏s g
ks
s
= qH/2pii ∑
k∈(Z≥0)S
∏
s∈S
(tgs)ksz(age(gs)−1)ks
ks!
∑
0≤b<d
qb/d(−1)b sin(pi
d(λ+H)
2pii )
pi
· ∑
k≥0
qk(−1)dk Γ(b+ dk+
d(λ+H)
2pii )
∏
N
j=1 Γ(1+
cjH
2pii − a(k)j + bcj/d+ k)
1˜
j−b∏s g
ks
s
.
In the last equality, we have made the substitution k0 = b+ dk for 0 ≤ b <
d.
In order to show that these functions agree, we must analytically con-
tinue HY (q, t, z). We will use the Mellin–Barnes method. We may rewrite
the above expression using residues:
HY (q, t, z) = qH/2pii ∑
k∈(Z≥0)S
∏
s∈S
(tgs)ksz(age(gs)−1)ks
ks!
· ∑
0≤b<d
(−1)bqb/d sin(
d(λ+H)
2i )
pi
1˜
j−b∏s g
ks
s
−
∫
C
e−piidsqs
e−2piis − 1
Γ(ds+ b+ d(λ+H)2pii )
∏j Γ(1+ cjH/(2pii)− a(k)j + bcj/d+ cjs)
ds.
Here C is a contour going clockwise along the imaginary axis, enclosing the
non–negative integers to the right, and enclosing no other poles.
Closing the contour to the left yields the analytic continuation. There
are poles at the negative integers due to the exponential, but these vanish
due to factors of H. Indeed whenever we are supported on Y
j−b∏s g
ks
s
, the
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residue at a negative integer will contribute a factor of cjH/z for each j
which is fixed by j−b∏s g
ks
s . There are Nj−b∏s g
ks
s
= dim(Y
j−b∏s g
ks
s
) + 1 such
factors. The other poles are from the Gamma function in the numerator,
and occur at
s = −(H + λ)/(2pii) − b/d−m/d form ≥ 0.
The residue of the Gamma function here is
Ress=−(H+λ)/(2pii)−b/d−k/d)Γ(ds+ b+
d(λ+H)
2pii ) =
(−1)k
d · k! .
We obtain as the analytic continuation HY ′(q, t, z):
HY ′(q, t, z) = 2piiqH/2pii∑
k
∏
s∈S
(tgs )ksz(age(gs)−1)ks
ks!
· ∑
0≤b<d
(−1)bqb/d sin(d(λ + H)/2i)
pi
1˜
j−b∏s g
ks
s
· ∑
m≥0
epii(b+m)ed(H+λ)/2
e2pii(b+m)/de(λ+H) − 1 ·
(−1)m
d ·m!
q−(b+m)/d−(λ+H)/(2pii)
∏j Γ(1− cjλ/z−mcj/d− a(k)j)
= q−λ/(2pii)∑
k
∏
s∈S
(tgs)ksz(age(gs)−1)ks
ks!
· ∑
m≥0
q−m/d
m!∏j Γ(1− cjλ/(2pii) −mcj/d− a(k)j)
· ∑
0≤b<d
ed(λ+H)/2(ed(λ+H)/2− e−d(λ+H)/2)
d(e(λ+H)ξb+m − 1) 1˜j−b∏s gkss
= tdλ/(2pii)∑
k
∏
s∈S
(tgs )ksz(age(gs)−1)ks
ks!
· ∑
m≥0
tm
m!∏j Γ(1− cjλ/(2pii) −mcj/d− a(k)j)
· ∑
0≤b<d
ed(λ+H) − 1
d(e(λ+H)ξb+m − 1) 1˜j−b∏s gkss
where we have made the substitution q = t−d.
7.1.5. The transformation. Consider the transformation
U : H∗CR(X )→ H∗CR(Y)
given by
U : 1g 7→ ∑
0≤b<d
ed(λ+H) − 1
d(e(λ+H)ξb − 1) 1˜gj−b .(7.1.2)
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A simple check shows that
U(1gjm) = ∑
0≤b<d
ed(λ+H) − 1
d(e(λ+H)ξb+m − 1) 1˜gj−b ,
from which one sees that U(HX (t, t, z)) = HY ′(t, t, z).
Definition 7.8. Define the linear transformation U : V X → V Y by
U := z−GrΓˆ(Y)(2pii)deg0 /2U(2pii)− deg0 /2Γˆ(X )−1zGr.
The linear transformation U gives the desired identification between
L X and L Y from Theorem 7.1.
Proof of Theorem 7.1. Lemmas 7.5 and 7.6 provide the I-functions for the re-
spective theories. It is clear by construction that U(IX (t, t, z)) = ˜IY(t, t, z),
where ˜IY(t, t, z) is the analytic continuation of IY (q, t, z). One can check
that the function U defined above agrees with that given in [15]. It is
proven in [15] that U is symplectic and is compatible with a Fourier–Mukai
transform. 
The explicit description of U allows us to immediately deduce the fol-
lowing.
Proposition 7.9. The transformation U defined above satisfies the conditions of
Conjecture 6.4.
Proof. From the explicit expression for U, it is clear that U has a well-
defined non-equivariant limit. That this limit induces an isomorphism on
the restriction to compactly supported classes follows from the fact that it
is induced by a Fourier–Mukai transformation [15].
To check condition (2) of the conjecture, note that because z−GrΓˆ(−)(2pii)deg0
acts diagonally on both cohomologies, it is enough to show that the image
of U satisfies condition (2).
By the formula (7.1.2) for U, we see that the coefficient of 1˜gj−b in U(1g)
is in the C[λ]-span of (λ +H) unless b = 0. When b = 0 the coefficient may
be expanded as
1
d
(
e(d−1)(λ+H) + e(d−2)(λ+H) + · · ·+ e(λ+H) + 1
)
.
This proves the claim.

7.2. The LG/CY correspondence. Let the setup be as in Section 6. In this
section we use Theorem 7.1 and the results of Section 6 to prove the follow-
ing:
CTC ⇒ LG/CY 41
Theorem 7.10 (The LG/CY correspondence for (Q,G)). There exist I-functions
I(Q,G) and IZ lying on L (Q,G) and L Z respectively, and a linear symplectic
transformation V : V (Q,G) → V Z which identifies (up to a change of variables)
the I-function I(Q,G) with the analytic continuation of IZ .
Proof. The proof amounts to checking that the conditions of Conjecture 6.4
are satisfied by our symplectic transformation U. This follows immedi-
ately from Proposition 7.9. Therefore the transformation V as defined in
Lemma 6.7 is symplectic.
Consider the function IX (t, t, z) from (7.1.1). Note that in the formula
for IX (t, t, z), the modification factor M(k0,k) contains a factor of −cjλ
whenever k0 > 0 and j
k0 ∏s g
ks
s fixes the jth coordinate. Thus, for 1g sup-
ported on a non-compact set (i.e. for g such that Ng > 0), the coefficient
of 1g in
∂
∂t
(
IX (t, t, z)
)
is divisible by λ and therefore vanishes in the non-
equivariant limit. Therefore IX (t, t, z) satisfies the assumptions of Lemma 6.8.
Defining I(Q,G) as in Lemma 6.8, we conclude that V maps I(Q,G) to a func-
tion I˜Z lying in the analytic continuation of L Z . 
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