He's homotopy perturbation method is applied for obtaining approximate analytical solutions of continuous population models for single and interacting species. In comparison with existing techniques, this method is very straightforward, and the solution procedure is very simple. Also, it is highly effective in terms of accuracy and rapid convergence. Analytical and numerical studies are presented.
Introduction
Nonlinear phenomena play a crucial role in applied mathematics and science. Therefore, over the last ten years or so many mathematical methods that are aimed at obtaining approximate analytical solutions of non-linear differential equations arising in various fields of science and engineering have appeared in the research literature [1] [2] [3] [4] [5] [6] [7] . However, most of them require a tedious analysis or a large computer memory to handle these problems.
The main aim of this paper is to present applications of He's homotopy perturbation method (HPM) to four non-linear biological problems. The first problem is a logistic growth model in a population whereas the second one is a prey-predator model: Lotka-Volterra system. The third problem is a simple 2-species Lotka-Volterra competition model, and the fourth one is a prey-predator model with limit cycle periodic behavior.
HPM was proposed by Ji-Huan He [3] in 1999. According to this method the solution is obtained as the summation of an infinite series, which converges to exact solution. Using the homotopy technique from topology, a homotopy is constructed with an imbedding parameter p ∈ [0, 1], which is considered as a ''small parameter''. The approximations obtained by the HPM are uniformly valid not only for small parameters, but also for very large parameters.
First, we consider the logistic growth in a population as a single species model to be governed by [8] 
where r and K are positive constants. Here N = N(t) represents the population of the species at time t, and r(1 − N/K ) is the per capita growth rate, and K is the carrying capacity of the environment. We non-dimensionalize Eq. (1) by setting
and it becomes
If N(0) = N 0 , then u(0) = N 0 /K . Therefore, the analytical solution of Eq. (2) is easily obtained
For numerical purposes we take N 0 = 2 and K = 1, therefore the last equation reads
Second, we consider the Predator-Prey Models: Lotka-Volterra systems as an interacting species model to be governed by [8] 
where a, b, c and d are constants. Here N = N(t) is the prey population and P = P(t) that of the predator at time t. We non-dimensionalize the system (4) [8] by setting
where we take α = 1 for our computations below.
Third, we consider the simple 2-species Lotka-Volterra competition model with each species N 1 and N 2 having logistic growth in the absence of the other. Inclusion of logistic growth in the Lotka-Volterra systems makes them much more realistic but to highlight the principle we consider the simpler model which nevertheless reflects many of the properties of more complicated models, particularly as regards stability. We thus consider the system [8] 
where 12 and b 21 are all positive constants and the r's are the linear birth rates and the K 's are the carrying capacities. The b 12 and b 21 measure the competitive effect of N 2 on N 1 and N 1 on N 2 respectively: they are generally not equal. If we non-dimensionalize this model by writing [8] 
the system given by Eq. (6) becomes
where we take a = 1, b = 0.8, ρ = 1 for our computations.
Last, we consider a prey-predator model with limit cycle periodic behavior [8] :
where r, K , k, D, s and h are all positive constants. We non-dimensionalize this model by writing [8] 
and the system in Eq. (8) becomes
where we take a = 1, d = 10, b = 5 for our computations.
The idea of HPM
The basic idea of the HPM can be illustrated as follows [3, 4] : we consider the nonlinear differential equation
with boundary conditions
where A is a general differential operator, B is a boundary operator, f (r) is a known analytic function, Γ is the boundary of the domain Ω.
In general, one divides the operator A into two parts L and N, where L is linear, while N is nonlinear. Therefore, Eq. (10) is written as follows
By the homotopy technique [3] , one constructs a homotopy v(r, p) :
where p ∈ [0, 1] is an imbedding parameter, u 0 is an initial approximation of Eq. (10), which satisfies the boundary conditions. It is clear that
and
the changing process of p from zero to unity is just that of v(r, p) from u 0 (r) to u(r).
According to the HPM, we can first use the imbedding parameter p as a ''small parameter'', and assume that the solution of Eqs. (13) and (14) can be written as a power series in p:
Setting p = 1 results in the approximate solution of Eq. (10):
The combination of the perturbation method and the homotopy method is called the homotopy perturbation method, which has eliminated limitations of the traditional perturbation methods.
The series in Eq. (16) is convergent for most cases, however, the convergent rate depends on the nonlinear operator A(v) (the following opinions are suggested by Ji-Huan He [3, 4] ):
(1) The second derivative of N(v) with respect to v must be small because the parameter may be relatively large, i.e., p → 1.
(2) The norm of L −1 ∂N/∂v must be smaller than one so that the series converges.
3. Applications of HPM Example 1. We solve Eq. (2) using HPM with the initial condition u(0) = 2 [9] . We rewrite Eq. (2) in the form
where p ∈ [0, 1] is an imbedding parameter. As in He's HPM, it is clear that when p = 0, the initial value problem in Eq. (17) becomes linear; when p = 1, it becomes the original nonlinear one. We consider the imbedding parameter p as a ''small parameter''. We assume the solution of the problem given by Eq. (17) is expressed as a power series given in Eq. (15) . Substituting Eq. (15) into Eq. (17), and equating coefficients of like p, we obtain the following differential equations:
where ''primes'' denote differentiation with respect to τ . Thus, solving the equations above yields 
which is the expansion of
This solution is exactly the same as in Eq. (3).
Example 2.
We now solve the system in Eq. (5) using HPM with α = 1, u(0) = 1.3, v(0) = 0.6 [9] . Therefore, we rewrite it in the form
where p ∈ [0, 1] is an embedding parameter. We assume the solutions of Eq. (20), (u, v) are expressed as power series
respectively. Substituting Eqs. (21) and (22) into the system in Eq. (20), and equating coefficients of like p, we obtain the following systems of differential equations:
where ''primes'' denote differentiation with respect to τ . Thus, solving the above systems of equations yield 
where a, ρ, b are some positive constants, and p ∈ [0, 1] is an embedding parameter. We assume the solutions of Eq. (25), and equating coefficients of like p, we obtain the following systems of differential equations:
where ''primes'' denote differentiation with respect to τ . We take a = 1, ρ = 1 and b = 0.8 for numerical purposes. Thus, solving the above systems of equations yield
Substituting these u n , v n , n ≥ 0 into Eqs. (21) and (22), respectively we have
Letting p → 1 one obtains
Example 4. We finally solve the system in Eq. (9) using HPM with u(0) = 1.3, v(0) = 1.2. Therefore, we rewrite it in the
where a, d, b are some positive constants, and p ∈ [0, 1] is an embedding parameter. We assume the solutions of Eq. (28), (u, v) are expressed as power series given by Eqs. (21)- (22) respectively. Substituting Eqs. (21)- (22) into the system in Eq. (28), and equating coefficients of like p, we obtain the following systems of differential equations:
where ''primes'' denote differentiation with respect to τ . We take a = 1, b = 5 and d = 10 for numerical purposes. Thus, solving the above systems of equations yield
Substituting these u n , v n , n ≥ 0 into Eqs. (21) and (22), respectively we have 
Conclusion and results
In this paper we obtain the approximate analytical solutions of continuous population models for single and interacting species using He's homotopy perturbation method. Fig. 1 (9) is strongly non-linear. That's why we had to solve it in such a small time interval to obtain a five-term HPM solution. A better approximation for larger time interval can be achieved by adding new terms to the series in Eq. (16).
On the other hand, in [5] we have solved the problems we present in Examples 1 and 2 using Adomian decomposition method (ADM) [10, 11] , an iterative method which provides approximate analytical solutions in the form of an infinite power series for nonlinear equations. Also, ADM is used by many scientists, e.g., [6, 7, 9, 12, 13] . Although HPM and ADM give the same results for both of the problems (as the authors of Ref. [10] have faced for their problems), the HPM needs not to calculate Adomian polynomials, and it is very straightforward, and the solution procedure is very simple [14, 15] .
Even though the examples in this paper are non-linear ordinary differential equations, HPM is, of course, applicable to non-linear partial differential equations (as stated in [2] ). One of the major lack of ADM is that it could not always satisfy all the boundary conditions of the nonlinear problems, leading to an error at the boundary of the domain in which the problem is solved [1] .
Therefore, one clearly can conclude that HPM and He polynomials can completely replace the Adomian method and Adomian polynomials. 
