Abstract
Introduction
During the past decade, content based image retrieval and object recognition have received considerable attention and been successfully applied in a wide variety of areas such as computer vision and pattern recognition. Muller et al. [1] provided an overview of content-based image retrieval. In order to achieve high quality object recognition, the extracted image features are expected to be invariant to imaging noise, rotation, partial occlusion, and changes in scale, illumination and viewpoint [2, 3] . After years of studying, many robust local feature descriptors have been proposed in the literature. Mikolajczyk and Schmid [4] provided a comprehensive survey of image local scale invariant feature descriptors and evaluated the performance of ten different feature descriptors. Based on intensive experimental results, they concluded that Scale Invariant Feature Transform (SIFT) has the best performance. In 2006, Bay, Tuytelaars and Gool [5] proposed another scale invariant feature descriptor, called Speeded Up Robust Features (SURF). Just like SIFT, SURF extracts key points, but describes each key point by a 64-element feature vector. Bauer, Sunderhauf and Protzel [6] evaluated the performance of SIFT and SURF, and concluded that SIFT is more distinctive than SURF, but SURF is more compact and faster. Some extensions of the SIFT descriptor have been proposed in order to improve matching properties or reduce computational complexity. For more details on scale invariant feature descriptor, we refer the reader to [4, 5, 6, 7] and the references therein.
The idea of SIFT is to detect key points that have scale invariant local properties under a class of transformations, and then extract discriminating descriptors for these key points. Experiments have shown its outstanding performance in terms of distinctiveness, robustness and computational effectiveness; it has also demonstrated large success in many applications, such as image retrieval [8,9 ,10] and objects recognition [11, 12] . For image recognition, SIFT features are extracted from a set of reference images and stored in a database, and then the SIFT features for a query image are extracted and compared with those in the database to choose the most similar ones. In the literature, classical distances between image features are usually used to define the similarity metrics, in which case the large amount of feature data inevitably make the subsequent feature matching computationally demanding.
In practice, images contain noise, occlusion, and spurious features, and moreover, the feature extraction process itself is imperfect. Therefore it is very unlikely that an image and its model features match perfectly. In this case, the fuzzy set theory offers powerful tools to represent and process this kind of imprecision. In this paper, we propose using both fuzzy SIFT features and fuzzy distance for object recognition of images. The fuzzy SIFT feature should reflect a more objective description of content than the conventional SIFT features. The main contribution of this paper is the introduction of a new algorithm for image object recognition, which is based on fuzzy SIFT descriptors [13] and fuzzy similarity measure [14, 15, 16, 17] . To the best of our knowledge, it is the first time to combine the SIFT descriptors with fuzzy metrics to study image recognition.
The remainder of this paper is organized as follows: Section 2 reviews the SIFT descriptors. Section 3 presents the proposed approach based on SIFT descriptors and fuzzy similarity measure. Section 4 defines the fuzzy similarity measures used in this work. Section 5 provides some experimental results. Finally, Section 6 concludes paper.
Brief Description of SIFT Descriptors
Local image features that are invariant to image transformations and variations are the key to object recognition; extracting local image features has been the focus of image processing during the last decade. Experiments showed that SIFT descriptor [10] is reasonably invariant to changes in illumination, image noise, rotation, scaling, and small changes in viewpoint. Because of the robustness of SIFT descriptor, it is chosen for image characterization in this paper.
Usually, there are two main stages to extract local features of an image: The first stage involves detecting features in an image in a repeatable way and the second one involves computing descriptors for each detected interest point. As described in [13] , the SIFT feature extraction procedure consists of four steps:
Step1: Scale-space peak selection. In the first step, possible interest points are identified by browsing the image over spatial and scale spaces. This is implemented efficiently by constructing a Gaussian pyramid and searching for local peaks, called keypoints, in a series of difference-of-Gaussian (DoG) images which can be computed from the difference of two neighboring scaled images separated by a multiplicative factor k:
where L(x, y, σ) is the convolution of a variable-scale Gaussian G(x, y, σ) with an input image
Keypoints are identified as the local extrema (maxima or minima) of D(x,y,σ) cross scales. In order to detect the local extrema, each pixel in D(x,y,σ) image is compared to its 8 neighbors in the current image and 9 neighbors in the above and below scales. If a pixel is a local maximum or minimum, it is selected as a candidate keypoint.
Step 2: Keypoint localization Once keypoint candidates have been found by comparing each pixel to its neighbors, the next step is to filter them so that only stable and more localized keypoints are retained. For each candidate keypoint, interpolation of nearby data is used to accurately determine its position. Then, keypoints with low contrast are removed and responses along edges are eliminated.
Step 3: Orientation assignment In this step, an orientation is assigned to each keypoint detected in Step 2. To determine the keypoint orientation, a gradient orientation histogram is computed from an orientation histogram of local gradients of the closest smoothed image L(x,y,σ). For each image sample L(x,y) at this scale, the gradient magnitude m(x, y) and orientation θ(x, y) are calculated using pixel differences:
). An orientation histogram is formed from the gradient orientations of sample points within a region around the keypoint. The orientation histogram has 36 bins covering the 360 degree range of orientations. Each sample added to the histogram is weighted by its gradient magnitude and by a Gaussianweighted circular window with a standard deviation σ being 1.5 times that of the scale of the keypoint. Peaks in the histogram correspond to dominant orientations. A separate keypoint is created for the direction corresponding to the histogram maxima, and any other direction within 80% of the maximum value. All the properties of the keypoint are measured relative to the keypoint orientation, which provides invariance to rotation.
Step 4: Keypoint descriptor
The local gradient data from the closest smoothed image L(x, y, σ) is used to create the keypoint descriptor. This gradient information is first rotated to align it with the assigned orientation of the keypoint and then weighted by a Gaussian with sigma that is 1.5 times the scale of the keypoint. The weighted data is used to create a specified number of histograms over a set window around the keypoint. Usual keypoint descriptors employ 16 orientation histograms aligned in a 4×4 grid. Each histogram has 8 orientation bins each created over a support window of 4×4 pixels. This leads to a SIFT feature vector with 128 elements with a support window of 16×16 scaled pixels.
Proposed Approach
For image retrieval, keypoints of the query image are compared with keypoints of images in the database. As mentioned in the introduction, we propose to incorporate fuzzy set concepts into SIFT features. This does not result in too much additional complexity because fuzzy set theories are very easy to implement and, more importantly, fuzzy set theories have been intensively studied and have very solid theoretical foundation, see e.g. [14, 15, 16, 17] and the references therein. In the proposed approach, we first transform each keypoints component of every image into a set of fuzzy triangular numbers, and then define the fuzzy similarity measure between images in the database. Let image A contain the source object to be queried and B be an image possibly containing a similar object, the retrieval consists of the following three steps:
Step In this work, for simplicity we adopt the fuzzy symmetric triangular number as described in equation (3) which is adapted from the asymmetric fuzzy triangular number defined in [14] . Based on experiments with real image databases, t = 2 is chosen in this work.
Step 3. Measure the similarity between images.
Once the fuzzy triangular numbers are determined as described in the previous steps, the similarity between any two images A and B is defined by 
Fuzzy Similarity Measure
As described in the previous section, the similarity between images A and B is computed from the partial similarities S k (A,B), k = 1, 2, …,128, where the partial similarity S k (A,B) corresponds to the intersection area between the fuzzy symmetric triangular numbers I(k,A) = (a 1k ,a 2k ,a 3k ) and I(k,B) =  (b 1k ,b 2k ,b 3k ). An example of intersection is given in Figure 2 , from which we find that there are several possible cases between two symmetric triangles depending on the triangular number values. For each situation, there is an explicit formula which allows computing the intersection area between two triangles. These formulas were adapted from [14] and are described as follows: 
Experimental Results
This section gives some experiment results to evaluate the proposed method. For this purpose, we implemented the fuzzy triangular similarity with Matlab. The experiments are conducted by using the Columbia University COIL-100 database. 1 The COIL-100 image database contains 7200 color images of 100 different objects, where 72 images were taken for each object at 72 different viewpoints that are equally separated by 5 ο . It is well known that dealing with viewpoint change is the greatest challenge of object recognition. So the COIL-100 database provides an excellent data set to test the performance on how well the proposed method can deal with change of view point. Figure 3 shows seven sample images extracted from the COIL-100 database (in this paper only gray images are plotted) and Figure 4 shows a sample image with the extracted keypoints. Statistics, recall and precision, are two commonly used performance metrics for information retrieval [18] , where precision is a measure of exactness and recall measures completeness. In this paper, precision is defined as the number of correctly retrieved images divided by the total number of images retrieved, and recall is defined as the ratio between the number of retrieved images and the total number of images in the class that the target image belongs to. More specifically, for each retrieval, let X be the number of the most similar images retrieved by a search, f be the number of correctly retrieved images among the X retrieved images, and N be the number images of the class to which the target image belongs, then precision=f/X and recall=f/N. In the sequel experiments, N=72 because each class of the COIL-100 database has 72 images. For each image shown in Figure1, 20 most similar images are extracted from the COIL-100 database. Table 1 presents precision of the recognition results by using Euclidean, Chebitchev and the Fuzzy Triangular similarity metrics. Table 1 shows that the Fuzzy Triangular similarity method significantly outperforms the others except for IMG7. As for IMG7, the precision of Fuzzy triangular similarity is 8 percent lower than that of Euclidean method, but 38 percent higher than that of Chebitchev. Table 1 shows that by combining SIFT descriptors and fuzzy similarity, the Fuzzy triangular similarity is able to recognize a single object. Figure 5 presents the recognition results of IMG7 (see figure 3 ) by using the fuzzy triangle similarity. The retrieved images are listed in the descending order of fuzzy triangle similarity from left to right and from top to down. The one on the top-left is the query image. Figure 6 shows that with the increase of change in view angle, the fuzzy similarity decreases. In the cases of large viewing angle, the proposed approach fails to recognize the object in the image. To further compare the performance of various similarity measures, we conducted some experiments with another four images from the coil-100 database. For each selected image and for each similarity metric, the recall and precision are computed for X=20,40,60,100,200 to compare their precision under various conditions of recall. Figure 6 presents the results of precision versus recall, showing that (i) for a given search method, the precision rate decreases as recall increases; (ii) Chebitchev has the worst performance for all the four images; (iii) for images Img025, Img034 and Img031, the fuzzy triangle similarity metric significantly outperforms the others; (iv) for image Img058, the Euclidean distance and fuzzy triangle similarity have similar performance. Figure 7 plots the average precision versus average recall of the four images, which shows that in overall, the proposed fuzzy triangle similarity outperforms the others significantly. 
Conclusions
In this paper, we presented a method for image recognition based on SIFT descriptors and fuzzy similarity measure. The proposed method was evaluated and compared to other methods by applying to the COIL-100 image database. Experiment results show the proposed method performs well in the case of single object in an image. The experimental results have shown that combining fuzzy similarity with SIFT has strong potential in object recognition. The experiments also showed that change in viewing angle significantly degrades the performance of the proposed approach. We are currently investigating how to integrate learning algorithms and color information into our approach to improve its performance and also to apply the enhanced approach to real life applications. Extending the proposed method to include asymmetric fuzzy triangular number will be presented in another work.
