We present a distributed (non-Bayesian) learning algorithm for the problem of parameter estimation with Gaussian noise. The algorithm is expressed as explicit updates on the parameters of the Gaussian beliefs (i.e. means and precision). We show a convergence rate of O(1/k) with the constant term depending on the number of agents and the topology of the network. Moreover, we show almost sure convergence to the optimal solution of the estimation problem for the general case of time-varying directed graphs.
I. INTRODUCTION
The analysis of distributed (non-Bayesian) learning algorithm gained popularity since the seminal work of Jadbabaie et al. [1] . The ability of non-Bayesian updates to combine distributed optimization and learning algorithms make them especially useful for the design of distributed estimation algorithms with provable performance.
In the distributed learning setup, a group of agents repeatedly receive signals about a certain unknown state of the world or parameter. No single agent has enough information to accurately estimate the unknown state and, thus, interaction with other agents is needed. Several results are readily available for performance evaluation of distributed learning algorithms for a variety of scenarios. Asymptotic exponential convergence rates where developed in [2] , [3] , [4] , non-asymptotic bounds in [5] , time-varying directed graphs in [6] , conflicting hypotheses and linear rates in [7] , no-recall approaches to belief sharing in [8] and adversarial cases in [9] , [10] . This list is necessarily incomplete, and the reader is referred to [11] for an extended set of references.
Most of the previously proposed models assume that the parameter space of the estimation process is finite. Initial approaches to the study of continuum sets of hypotheses were developed in [12] , where explicit non-asymptotic rates were derived. A similar setup with Gaussian noisy observations with nonlinear function of the parameter to be estimated has been considered in [13] , [14] , where almost sure convergence and asymptotic exponential rates for fixed undirected graphs were established. Allowing the hypotheses set to be infinite (e.g. a compact subset of R m ) enables the exploration of traditional estimation problems in a distributed manner. One of such problems is the parameter estimation with Gaussian noise, which is the main concern of this manuscript.
In particular, we focus on the Gaussian case of the distributed (non-Bayesian) learning setup in [12] . We analyze A. Nedić the belief update algorithm where agents observe a parameter corrupted by Gaussian noise and likelihood models are Gaussian functions, which results in Gaussian beliefs. We present explicit updates for the beliefs' mean and variances, thus providing an algorithm for the distributed estimation process. We show almost sure convergence to an optimal parameter and establish a convergence rate of O(1/k). We also provide simulation results for our algorithm and compare it with two approaches proposed in [15] , [16] . Our results hold for the general case of time-varying directed graphs, which are established by using ideas from the push-sum algorithm in [6] , [17] .
This paper is organized as follows. Section II describes the problem setup, as well as the proposed algorithm and main results. Section III provides a detailed comparison with results from [15] , [16] for the case of identically distributed observations for all agents. Section IV shows simulation results and comparison with other algorithms. Finally, conclusions and future work are presented in Section V.
Notation: superscripts refer to agents which are usually indexed by the letters i or j. Subscripts indicate instants of time which are denoted by the letter k. Random variables are denoted by capital letters, e.g. S i k , and their corresponding realizations by lower case letters, e.g. s i k . The transpose of a vector x is denoted as x . The term [A] ij denotes the entry of a matrix A at the i-th row and the j-th column. For a sequence {A k } of matrices we let A k:t = A k A k−1 · · · A t+1 A t for k ≥ t. We denote the Gaussian function by
II. PROBLEM SETUP, ALGORITHM AND RESULTS Consider a group of n agents whose goal is to collectively solve the following optimization problem
where D KL f i i (·|θ) is the Kullback-Leibler divergence between an unknown distribution f i and a parametrized distribution i (·|θ). Each agent i has access to realizations of a random variable S i k ∼ f i and a local family of parametrized distributions { i (·|θ) | θ ∈ Θ}, where Θ is a set of parameters. In other words, the agents want to determine a parameter θ * ∈ Θ corresponding to a distribution n i=1 i (·|θ * ) that is the closest to the distribution n i=1 f i in the sense of Kullback-Leibler divergence. Moreover, the agents are allowed to interact over a sequence of timevarying directed graphs {G k }, where G k = ({1, . . . , n}, E k ) and E k is a set of edges such that (j, i) ∈ E k indicates that agent j can communicate with agent i at time k.
In [12] , the authors proposed an algorithm for solving the general problem of Eq. (1) for compact sets Θ ⊂ R d . The algorithm generates non-Bayesian posteriors beliefs based on local observations and shared beliefs from neighboring agents. Each agent i constructs a sequence {μ i k } ∞ k=1 of beliefs about the hypothesis set Θ, where μ i k maps measurable subsets of Θ to real values indicating the belief that the unknown parameter θ * is in the given subset. The algorithm proposed in [12] is given bȳ
whereμ i k = dμ i k /dλ is a belief density function, see [18] , with respect to a reference measureλ. Effectively, for a measurable subset D ⊆ Θ, we have that the belief that θ * is in D is given by μ i k (D) = θ∈Dμ i kλ (θ). Additionally, the scalar a ij is nonnegative and indicates how much agent i weights the beliefs coming from its neighbor j, with an understanding that a ij = 0 if no interaction between them occurs.
In this manuscript, we assume that the observations have Gaussian distribution and that the likelihoods models are Gaussian, both with bounded second order moments, i.e.
where σ i > 0 for every i. This setting corresponds to the case of having measurements of the true parameter θ * corrupted by some Gaussian noise and the agents being informed that the noise is Gaussian with a known variance.
The Kullback-Leibler distance between two univariate Gaussian distributions p and q, where p = N (θ 1 , (σ 1 ) 2 ) and q = N (θ 2 , (σ 2 ) 2 ) is given by
Thus, in this case, the problem in Eq. (1) is equivalent to
which is convex with a unique solution
However, the exact value of θ i is unknown and each agent i has access only to noisy observations of the form
. Moreover, variances are only known locally, i.e. agent i only knows σ i .
We propose the following distributed algorithm for solving the problem in Eq. (3) over time-varying directed graphs
where τ i = 1/(σ i ) 2 is refereed as the precision of the observations. The weights [A k ] ij are chosen as
where d j k is the out-degree of node j at time k. Without loss of generality, we assume that τ i 0 = τ i for all i.
Remark 1 It is not necessary for each agent to have some form of informative observations. Indeed, there might be agents with no observations working as buffers for information for which we also expect correct estimates of θ * . These "blind" agents depend on communicating with other agents to construct its estimates. The next proposition shows that the algorithm in Eq. (5) is a specific realization of Eq. (2) for the case of Gaussian distributions in the priors and likelihood models.
Proposition 1 Let the prior belief densityμ i 0 of every agent be a Gaussian function, i.e.
and let the parametric family of distributions for the likelihood models be Gaussian functions, i.e.
Then, for any k ≥ 1, the posterior belief densityμ i k , given by Eq. (2), is also a Gaussian function. Moreover, if the weights a ij are chosen to be 1/(d j k + 1), then the mean and the standard deviation of the posterior follow Eq. (5).
Before presenting our main results, we state two auxiliary lemmas from [17] that describe the geometric convergence for the product of column stochastic matrices. [17] ] Let the graph sequence {G k } be B-strongly connected 1 . Then, there is a sequence {φ k } of stochastic vectors such that
Lemma 2 [Corollary 2.a in
where {A k } is as in Eq. (6) and the constants C and λ satisfy the following relations:
(1) For general B-strongly connected graph sequences {G k }
1 There is an integer B ≥ 1 such that the graph V, [17] ] Let the graph sequence {G k } be B-strongly connected, and define
Then, δ ≥ 1/n nB . Moreover, if every G k is regular and strongly connected (i.e. B = 1), then δ = 1. Furthermore, the sequence {φ k } from Lemma 2 satisfies φ j k ≥ δ/n for all k ≥ 0 and j = 1, . . . , n. Now, we proceed to state our two main results showing the convergence properties of the algorithm in Eq. (5) .
Lemma 4
The expected mean process {E[θ i k ]} converges to θ * for all i with a convergence rate of O(1/k). Moreover, the constant terms depend on the topology of the network, the precision of the observations and the initial guess.
Proof: In fact, we will prove the bound
with τ max = max j τ j , and τ min is the smallest non-zero precision among all agents. First, define a new variable as x i k = τ i k θ i k , then from Eq. (5b) it follows that
. . , s n k ] . Adding and subtracting k t=1 φ k τ s t from the preceding relation we obtain
Following a similar procedure, from Eq. (5a) it holds that
Going back to the original variable θ k , we have that
subtracting θ * on both sides of the previous relation and taking the absolute value, we obtain
where the terms involving kφ i k τ θ cancel out and the following positive terms are removed from the denominator
Then by the fact that [D k:t 1] i + φ i k n > δ on the denominator and using Lemma 2 on the third term it follows that
Finally, the desired result follows by Hölders inequality in the first term with [A k:0 diag(τ )] i ∞ = τ max and grouping the second and third terms since C 1−λ > 1.
The first term in Eq. (7) shows the dependency on the initial estimates θ 0 while the second term shows depends on the heterogeneity of mean of local observations. The network topology and the number of agents is characterized by λ and δ.
We are now ready to state our main result about the almost sure convergence of the proposed algorithm. A proof of Theorem 5 is not shown due to space constraints. Nonetheless, its result follows by the bounded variance assumption of the observations and the weighted law of large numbers in [19] . Remark 3 The specific selection of weights as 1/(d j k + 1) is a design choice. Theorem 5 still holds for any sequence of column stochastic matrices {A k } with every non-zero entry bounded from bellow away from zero, and with positive diagonal entries.
III. IDENTICAL DISTRIBUTIONS FOR ALL AGENTS
A specific version of the proposed problem is the case when all agents observe independent realizations of the same random variable, i.e. S i k ∼ N (θ * , (σ 2 ) * ). Recently, authors in [15] , [16] have explored this case. Specifically, in [16] the authors are concerned with the effects of the network topology on the convergence rate of the distributed mean estimation problem. They show mean square consistency of the following algorithm
and provide explicit rates for different network topologies. Note that the algorithm in Eq. (8) reduces to Eq. (5) when τ i = 1 in such a way that τ i k = k for all i, and the graph is static with a doubly stochastic weight matrix.
In [15] , the authors proposed a new distributed Gaussian learning algorithm where communication between agents is noisy. Following the non-Bayesian learning without recall approach proposed in [8] they develop the specific realization for Gaussian random variables. Additionally, they consider the sequence of observations {s i k } as coming from an agent, denoted as n + 1, and thus a different weighting strategy is proposed. Their algorithm is
with the specific condition that τ j k = τ for all j = i, a j k = θ i k for j = i and a j k = θ j k + with ∼ N(0, τ), with a n+1 k = s i k . The authors showed almost sure convergence of the algorithm. Moreover, a convergence rate of O(k − γ 2d ) was derived, where γ is a bound on the uniform connectivity to the truth observations and d is the maximal degree over all the networks.
One particular characteristic of the algorithm proposed in [15] is that, apart from traditional literature on distributed learning, the authors do not assume agents communicate over a sufficiently connected network (B-strong connectivity in Theorem 5). They replace this assumption by a socalled truth-hearing assumption which works as a 1/γ-strong connectivity with the n + 1 node that provides direct noisy observations of θ * . Thus, it is required that every node receives signals from node n + 1 at least once in every time interval of length 1/γ. If all agents receive independent observations from identical distributions, connectivity of the network and truth hearing assumptions both serve the same purpose of guarantying the diffusion of the information over the network, otherwise some form of connectivity between agents is needed.
In addition to different connectivity assumptions, one main characteristic of the algorithm in Eq. (9) is that agents do not differentiate the signal S i k coming from the observations of the parameter, and the signals {a j k } coming from other agents. Every agent treats both signals similarly. The weights for observations of S i k and neighbors signals {θ i k } n i=1 decay. Whereas in our approach in Eq. (5) the weight for S i k decays to zero and the weight for the convex combination of {θ i k } n i=1 goes to one. This indeed shows that we do require the identification of signals coming from either agents or the noisy parameter observations. This extra information could explain why our approach has better performance in terms of convergence rates.
IV. SIMULATIONS
In this section, we provide simulation results for our proposed algorithm and we compare its performance with results in [15] , [16] . Initially, we will consider the same scenario as in [15] , [16] with static undirected graphs with all agents having identical distributions in their noiseless beliefs sharing. We will evaluate the performance of the algorithms for two different graphs topologies, namely: path/line graph and a lattice/grid graph. Figure 1 shows the absolute error of the estimated value θ * for the lattice/grid graph with 25 agents. It is assumed that S i k ∼ N (4, 1). An average over 500 Monte Carlo simulations is shown for one arbitrary agent. In addition, the theoretical convergence rates are also shown for comparison purposes. No simulation of the algorithm in Eq. (8) is shown since it reduces to the same algorithm as in Eq. (5) for the simulated scenario. Figure 2 shows the simulation results for the same scenario as in Figure 1 but now for a path/line graph of 15 agents. As predicted by the theoretical convergence rate bounds, the proposed algorithm in Eq. Next, we will show that for the case of each agent having noise with different standard deviations, by using information about the current estimate precision (i.e. τ i k ) a better performance is achieved. Figure 3 shows the absolute error on the estimation of θ * for the algorithm in Eq. (5) that uses precision information and the proposal in Eq. (8) that assumes uniform precision. In this simulation, agents have heterogeneous precisions such that S i k ∼ N (4, i). That is, in the path graph, the first agent has τ 1 = 1, the last agent, on the other hand, has τ n = n. This implies that agent 1 has the highest variance in its observations. We have chosen to show the results for agent 1 only. Finally, we will present the simulation results for a directed static graph which has been shown to be a pathological case for the push-sum algorithm, see Figure 4 . Each agent receives signals of the form S i k ∼ N (i, n−i+1). Thus every agent has different measurement precisions and different θ i . The optimal θ * as defined in Eq. (4). Figure 5 shows the simulation results for the algorithm in Eq. (5) to the specific set of observations S i k ∼ N (i, n − i + 1) on the graph in Figure 4 . The average over 10 Monte Carlo simulation is shown. The predicted O(1/k) behavior is observed, after a transition time that depends on the number of agents in the network, (i.e. the effects on n and λ in Lemma 4). 
V. CONCLUSIONS
We developed an algorithm for distributed parameter estimation with Gaussian noise over time-varying directed graphs. The proposed algorithm is shown to be a specific case of a more general class of distributed (non-Bayesian) learning methods. Almost sure converge as well as an explicit convergence rate is shown in terms of the network topology and the number of agents. Comparisons with recently proposed approaches are presented. Future work should consider nonlinear observations of the parameter θ, that is S i k ∼ N(g i (θ), (σ i ) 2 ) for some function g : Θ → R. Ongoing work develops similar parameter estimation approaches for the larger case of the exponential family of distributions on the natural parameter space. A particularly interesting case is when the parameter θ * is changing with time, either arbitrarily, on some form of Markov process or other dependencies. This case renders observations to be not identically distributed nor independent.
