The flow cytometry analysis of CFSE-labelled cells is currently one of the most informative experimental techniques for studying cell proliferation in immunology. The quantitative interpretation and understanding of such heterogenous cell population data requires the development of distributed parameter mathematical models and computational techniques for data assimilation.
Background
Understanding the dynamics of cell proliferation, differentiation and death is one of the central problems in immunology [1] . A cell population is an ensemble of indi-vidual cells, all of which contribute in a different way to the overall observed behavior [2] . A quantitative characterization of this heterogeneity is provided by flow cytometry. Flow cytometry is a technique based on the use of fluorescence activated cell sorter (FACS) for a quantitative single cell analysis of the suspensions of cells, which are labelled with fluorescent substance(s). Once the labelled cells are run through the cell sorter machine, the computer collects data on the fluorescence intensity for each cell [3] . The FACS is capable of analyzing up to a dozen parameters per cell at rates up to 10 5 cells per second. Therefore it represents a versatile tool with an enormous potential to describe the complex nature of cell populations [4] .
Various labelling techniques are available for the analysis of the lymphocyte proliferation in response to stimuli indicing cell division. These include, for example, carboxy-fluorescein diacetate succinimidyl ester (CFSE) labelling, the use of bromodeoxyuridine (BrdU) which incorporates into the DNA of dividing cells, 3 H thymidine incorporation analysis, the expression of the nuclear Ki -67 antigen in the nuclei of cycling cells. The use of CFSE to track cell division gives several advantages over the other labelling assays [5, 6] : the lack of radioactivity; no antibody required to detect CFSE; when using CFSE assay viable cells can be recovered for further phenotypic examination; it is possible to apply different initial staining for different cell subsets so that complex mixtures of cells can be analyzed. The major aspects of CFSE function can be summarized as follows: (i) CFSE consists of a fluorescein molecule containing a succinimidyl ester functional group and two acetate moieties; (ii) it diffuses freely into cells and intracellular esterases cleave the acetate groups converting them to a fluorescent, membrane impermanent dye; (iii) CFSE is retained by the cell in the cytoplasm and does not adversely affect cellular function; (iv) during each round of cell division, the fluorescent CFSE is partitioned equally between daughter cells, see Fig. 1 (left) . The histograms of the CFSE intensity distribution for proliferating cell populations can be obtained by FACS at various times, cf. Fig. 1 (right) , providing the raw data for further quantitative analysis of the kinetics of cell division. This method permits the identification of up to 10 successive cell generations [6, 7] .
A thorough interpretation and comprehensive understanding of CFSE-labelled lymphocytes population data requires both the development of quantitatively consistent mathematical models, e.g. based on distributed parameter systems such as hyperbolic partial differential equations, and efficient computational techniques for the solution and identification of these models. The heterogeneity of the dividing cell populations can be described by a wide range of characteristics, e.g. the number of divisions made, the position in the cell cycle, the mass, the label expression, the doubling time, the death rate. The mathematical modelling approaches for the analysis of cell growth from CFSE assay data developed so far con-sider the cell populations as a mixture of cells which differ only in the mean level of the CFSE expression per generation [7] [8] [9] [10] [11] . The cells within each generation (compartment) are assumed to possess the same constant level of CFSE fluorescence which is reduced by a factor of 2 after one division. Most of the models ignore the heterogeneity of cell populations with respect to the division and death rates, except for the naive versus dividing cells. The effect of cell heterogeneity with respect to the division times in the context of CFSE data analysis is explored in [8] . An extended comparative analysis of the existing compartmental models for CFSE-labelled cell growth has recently been presented in [12] . These models, formulated using ordinary or delay differential equations, consider the dynamics of the consecutive generations of dividing cells but not the single cell identity. Hence they can be referred to as unstructured and non-corpuscular, following the definitions in [13] .
Distributed population balance models, which use partial differential equations (PDEs), are regarded as the most general way of describing heterogenous cell systems. Such models are considerably more difficult to analyze mathematically and numerically than their unstructured counterparts. The most extensively studied distributed parameter models for population dynamics are the agestructured models [14] [15] [16] . The only example of application of the age-maturity structured model for the CFSE data analysis is presented in [17] . The cell population is considered to be continuously structured with respect to the cell age, but the maturity variable (the CFSE fluorescence) is discrete, i.e., k distinct cell generations are considered, each characterized by some average CFSE fluorescence per cell, M/2 k , with M the initial fluorescence. The division and death rates are assumed to be independent of the maturity and they are estimated by fitting experimental data with the model visually. In general, for cell growth problems the age-structured population models are considered to be of limited practical value due to the fact that the cell age is difficult to measure experimentally [13] .
A class of distributed parameter models for cell populations growth, which allows direct reference to the experimentally measurable properties of cells, is represented by so-called size-or mass-structured cell populations models [4, [18] [19] [20] . The terms "size" and "mass" refer to any cell property which satisfies a conservation law, e.g. volume, protein content, fluorescence label, etc. A rigorous mathematical analysis of such models was presented in [21] . The mass-structured population balance models are considered to provide a consistent way to estimate the fundamental physiological functions from flow cytometry data in the area of biotechnology [4, 13] .
In this study we formulate a one-dimensional first order hyperbolic PDE model for the dynamics of cell populations structured according to the CFSE fluorescence level. This structure variable defines the division age of the cell. We let the fluorescence intensity of the initial cell population and, therefore, of the consecutive generations to range continuously in some interval, thus relaxing a restricting assumption of an equal expression of CFSE by cells which have undergone the same number of divisions.
The proposed CFSE label-structured model potentially has the following advantages with respect to existing compartmental models: (i) it allows one to estimate the turnover parameters directly from the distributions of CFSElabelled cells followed over time by flow cytometry; (ii) it does not require an ad hoc assumption on the relationship between the label expression level and the number of divisions cells undergone. Notice that this is an important aspect for a long-term follow up of the CFSE-labelled populations as the correspondence between the CFSE intensity range and the division generation can be heavily biased by the overall loss of the label over time and by the initial heterogeneity of the labelled cell population; (iii) it allows to estimate the kinetic parameters of cell proliferation and death as functions of the marker expression level (and hence of the number of cell divisions).
Modelling with hyperbolic PDEs, being used in the context of data-driven parameter identification, presents a significant computational challenge due to the hyperbolic nature of the equations and due to the large size of the discretized problem. To our knowledge, no publicly available software package exists which deals with optimization of hyperbolic PDE models. We estimate the distributed parameters of the proposed model following the maximum likelihood approach and using the direct search Nelder-Mead simplex method applied to a finite dimensional approximation of the original infinite dimensional optimization problem. The initial-boundary value problem is solved with a Matlab program by Shampine [22] , which implements the well established second order Richtmyer's two-step variant of the Lax-Wendroff method. Because this program is fully vectorized, it allows very fast execution, which is otherwise difficult to achieve in Matlab. This is especially important when solving a PDE in an optimization loop. Using two original CFSE data sets, we demonstrate the biological consistency of the proposed label-structured model and compare its predictions with the predictions of the ODE (ordinary differential equation) compartmental model published recently [12] .
The outline of this paper is as follows. In the next section we formulate the label-structured cell populations model. In section "CFSE data" we describe two original sets of data on in vitro growth of human CFSE-labelled T-lymphocytes and the preprocessing of the corresponding CFSE histograms used in this study. The major aspects and the numerical treatment of the distributed parameter identification problem are presented in sections "Parameter estimation" and "Numerical procedure". Results of the application of the proposed model to the analysis of the turnover parameters of proliferating cells from the CFSE intensity histograms for the two data sets are presented in section "Applications to CFSE assay". Here we also compare the performance of the proposed PDE model and the compartmental ODE model. Finally, we discuss the major advantages and the bottlenecks of the proposed approach.
Label-structured cell populations model
In this section we introduce the mathematical model for the dynamics of lymphocyte populations in the CFSE proliferation assay. We consider a population of cells which are structured according to a single variable x that characterizes the CFSE expression level in terms of units of intensity, UI. Therefore the amount of CFSE label is treated as a continuous variable. The state of the population at time t is described by the distribution (density) function n(t, x)(cell/UI), so that the number of cells with the CFSE intensity between x 1 and x 2 is given by • During cell division CFSE is partitioned equally between daughter cells;
• The fluorescence intensity of labeled cells declines slowly over time due to catabolism [5, 6, 24 ];
• Each CFSE division peak represents a cohort of cells that entered their first division at approximately the same time;
• As the cells proliferate, the initially bell-shaped distribution of the CFSE fluorescence in the population becomes multimodal, moving over time to lower values of x. The histograms of the CFSE intensity provide profiles for cell divisions;
• As the dividing cell population approaches the autofluorescence level of unlabelled cells, the division peaks start to compress, thus limiting the number of divisions that can be followed. Usually cells are stained to an intensity of about 10 3 times brighter than their autofluorescence, so that up to 10 divisions can be permitted while maintaining both the parental and the final generation intensities all on scale.
The label-structured cell population behavior can be expressed using a modification of the model proposed originally by Bell & Anderson for size-dependent cell population growth when reproduction occurs by fission into two equal parts [19] . We assume that the physiological parameters of cells (division and death rates) strongly correlate with the label expression level.
Let the initial CFSE distribution of cells at time t 0 be given by the density function
(1) This can be either the cell distribution at the start of the experiment (t 0 = 0) or at some later time (t 0 > 0). The evolution of the cell distribution n(t, x) is modelled by the following cell population balance one-dimensional hyperbolic PDE,
The first equation consists of the following terms:
v(x)∂n(t, x)/∂x, the advection term, describes the natural decay of the CFSE fluorescence intensity of the labelled cells with the rate v(x), UI/hour; -(α(x) + β(x))n(t, x) describes the local disappearance of cells with the CFSE intensity x due to the division associated CFSE dilution and the death with α(x) ≥ 0 and β(x) ≥ 0 being the proliferation and death rates, respectively, both having the same unit 1/hour; 2γα(γx)n(t, γx) represents the birth of two cells due to division of the mother cell with the label intensity γx. The first factor accounts for the doubling of numbers, and the second for the difference by a factor γ in the size of the CFSE intervals to which daughter and mother cells belong. Indeed, those cells which originate from division of cells with CFSE in the range (γx, γ(x + dx)) enter into the range
Under the assumption of equal partition of the label between the two daughter cells and no death during the division one expects that γ = 2. This would ensure conservation of CFSE label, similar to the conservation of volume-size [19, 20] . However, we allow the label partitioning parameter γ to take values smaller than 2 so that x <γx ≤ 2x, in order to check the consistency of the assumptions with experimental data.
The above consideration applies to cells with levels of CFSE below the maximal initial staining x max divided by γ.
The population dynamics of the cells with x max /γ <x ≤ x max is governed by the second equation of model (2) without the source term. The division, death and transition rates, α(x), β(x) and v(x), of the structured population are assumed to be functions of (i.e., correlate with) the CFSE intensity. The precise dependence on x is not known a priori and will be estimated from the flow cytometry data.
The initial data for model (2) are given by (1) specifying the distribution of cells at time t 0 . The lack of cells with CFSE intensity above the given maximal value x max for all t > t 0 is taken into account by the boundary condition
( 3 ) The basic model (2) is formulated using the linear scale for the structure variable x. As the histograms obtained by flow cytometry use the base 10 logarithm of the marker expression level, we reformulate model (2) to deal directly with the transformed structure variable z := log 10 x, where ν(z) = v(10 z )/log(10)10 z . The structured population balance model (4) is used for the description of the evolution of CFSE histograms and to estimate the division, death and transfer rates of labelled cell populations from CFSE proliferation assays. 
CFSE data

CFSE intensity histograms of proliferating cell population
To investigate the appropriateness of the label-structured cell population model (4) and the developed parameter estimation procedure, two original data sets characterizing the evolution of CFSE distribution of proliferating cell cultures were used. The data sets were obtained from in vitro proliferation assay with human peripheral blood mononuclear cells (PBMC) as follows. The cells were labelled with CFSE at day 0. To induce the proliferation of T cells, two different activation stimuli were used:
• the mitogen stimulator phytohemagglutinin (PHA), which activates the T lymphocytes unspecifically, i.e., independent of a signal transduced by the T cell receptor (data set 1, considers the total CD4 and CD8 T cells);
• the antibodies against CD3 and CD28 receptors on T cells which provide signals similar to those transduced by the T cell receptor (data set 2, considers the CD4 T cells).
At regular times after the onset of cell proliferation the cells were harvested, stained with antibodies to CD4 or CD8 and analyzed by flow cytometry for CFSE expression level on individual cells. The total cell number in the proliferation culture was also quantified. The combination of CFSE labelling and flow cytometry allows one to generate the time series of histograms of CFSE distribution [5] . Figure 2 shows the CFSE histograms for data set 2: the distribution of proliferating CFSE-labelled T cells according to the intensity of the CFSE label from the start of the experiment until day 5. Provided that the initial cell labelling is fairly homogeneous, each CFSE peak represents a cohort of cells that proceed synchronously through the division rounds. As cells proliferate the whole cell population moves, with respect to the CFSE fluorescence intensity, from right to left, demonstrating sequential loss of CFSE fluorescence with time. The observed fluctuating behavior of the measurements results from a superposition of a whole range of random processes, including cell counting, inherent heterogeneity of the cell shape in the population, background noise in the functioning of the physical elements constituting the FACS machine. To use such histograms of CFSE distributions in the numerical parameter estimation problem, a preprocessing of the data is required, cf. the next section.
In a standard approach, the CFSE fluorescence histograms are used to evaluate the fractions of T cells that have completed certain number of divisions [6, 7] . This type of 'mean fluorescence intensity' data can be obtained either manually or by using various deconvolution techniques implemented in programs, such as ModFit (Verity Software), CellQuest (Becton Dickinson), CFSE Modeler (Sci-enceSpeak). The corresponding computer-based procedures require setting of the spacing between generations, i.e., marking the CFSE fluorescence intensities that separate consecutive generations of dividing cells. Note that when the starting population of cells exhibits a broad range of CFSE fluorescence, the division peaks can be not easily identifiable, making conventional division tracking analysis problematic [3, 23, 25] . The number of divisions which can be followed is limited by the autofluorescence of unlabelled cells. For the data we consider, the resolution of the division peaks is not possible after about 7 division cycles. We present and make use of the division number lumped CFSE distribution data, i.e., 'mean fluorescence intensity', in the last section for comparison of the parameter estimation results for the PDE and ODE based models of cell proliferation.
Preprocessing of CFSE intensity histograms for parameter estimation
Each of the histograms of CFSE-labelled cell counts obtained by flow cytometry at times t i , i = 0, 1, ..., M, can be considered as an array consisting of vectors , which correspond to the base 10 logarithm of the measured marker expression level, , and the numbers of counts associated with . Here M i stands for the number of mesh points at which the CFSE histogram at time t i is specified. To translate the flow cytometry counts data to cell numbers which are actually considered in model (4), we use the transformation The original CFSE histograms at days 0,1,2,4,5 (data set 2). where N i is the total number of cells at time t i (available from the experiment) and is a continuous approximation of the vector defined on the mesh . F i is the total number of cell counts at time t i . Figure 3 shows an example of such transformed histogram, describing the labelled cell distribution that corresponds to the flow cytometry data set 2 for day 5.
A direct use of such fluctuating histogram data for numerical parameter estimation might lead to the following major difficulties: (i) the possibility of overfitting, when the measurement noise rather than the true dynamics is approximated; (ii) the emergence of discontinuities in the computed model solution due to a discontinuous initial cell distribution function, as suggested by the flow cytometry histogram. Overall, for the parameter estimation we need to infer the underlying cell distribution densities n(t i , z) from which the histograms of CFSE counts were sampled. The functional approximation allows one to make predictions about the CFSE-labelled cell density for the z coordinate where cells have not been observed. Because the density distribution is supposed to be a continuous function, the corresponding estimation problem involves some regularization procedure.
To find a continuous approximation for the histograms and to smooth the data, we used an algorithm proposed in [26] , which is closely related to the Tikhonov regularization process [27] . In this approach a user-specified parameter τ, called the smoothing factor, controls the level of smoothing, such that the average squared deviation of the approximating function from the corresponding original position is limited to τ/k, with k being the number of mesh points in the histogram. To ensure a uniform level of smoothing for the whole series of histograms data available at times t i (which differ in the number of data points M i and the cell numbers n i, j ) we used the following smoothing parameter τ i , Here q defines the "global" level of smoothing and m i stands for the number of measurements with n i, j > a i in the histogram being smoothed. The performance of the continuous smoothing procedure is presented in Fig. 3 for two choices of the parameter q. Note that a moderate level of smoothing (q = 0.03) preserves important features of the data (the division associated peaks), while q = 0.05 leads to oversmoothing (information loss) as manifested by the disappearance of the division cohort structure presented in the histogram. In our study we used q = 0.03.
The histograms obtained by flow cytometry cover the whole range of the CFSE fluorescence x from 1 to 10 4 . In particular, the starting population of undivided cells can spread up to the upper end of 10 4 units. We did not consider the tiny fraction of cells which differ substantially in their CFSE intensity from the bulk population of homogeneously stained cells. These CFSE bright cells might represent a measurement noise rather than genuine cells as they remain in the same area of the histogram at later observation times. Therefore, for parameter estimation we assumed that there is some maximum CFSE intensity z max , which depends on the initial staining of cells. This upper level of fluorescence was prescribed specifically for data sets 1 and 2.
Parameter estimation
The population balance model (4), describing the distribution of cells n(t, z) structured according to the log 10transformed CFSE intensity, depends on the unknown rate functions of cell division α(z), death β(z) and the label loss ν(z). The identification of these functions from the observed CFSE histograms, using some measure of closeness of the model solution to the observations, represents an inverse problem. This problem is characterized by a finite set of observations n i, j and an infinite-dimensional space of the functions to be estimated. Following a general approach to the numerical solution of the parameter estimation problem for distributed parameter systems [28] [29] [30] [31] [32] [33] , we need to parameterize the elements of the function space in order to represent them by a finite set of parameters and to select the cost functional.
To avoid imposing a particular shape of the functions α(z) and β(z), we approximate these functions using piecewise monotone cubic interpolation through the points (z k , a k )
  The performance of the smoothing procedure for CFSE intensity histograms Figure 3 The performance of the smoothing procedure for CFSE intensity histograms. The original CFSE histogram (black curve) and two smoothed histograms (red curves) obtained by the algorithm in [26] using the smoothing factor (6) with q = 0.03 (left) and q = 0.05 (right). 
Elements of the vectors
and are the unknowns to be estimated.
For the rate function ν(z), we consider two plausible variants:
In terms of the CFSE fluorescence level x, cf. model (2), the first case assumes that the rate of label decay is directly proportional to the amount of label expressed on the cell: v(x) = cx log 10, while the second one implies that the CFSE loss does not depend on its level on the cells:
Using the above parametrization, the original infinite dimensional problem of identifying the rate functions reduces to a finite dimensional one over a vector of parameters,
The implementation details of the rate functions approximation are presented in the section "Applications to CFSE assay" below.
To estimate the vector of best-fit parameters p*, we follow a maximum likelihood approach and seek for the parameter values which maximize the probability of observing the experimental data n i, j provided that the true values are specified by the model solution n(t, z; p*). The choice of the probability function should take into account the statistical nature of the observation errors. Because the statistical characterization of the CFSE fluorescence histograms for growing populations of cells is a poorly analyzed issue, we follow the principle stated in [34] : "...in the absence of any other information the Central Limit Theorem tells us that the most reasonable choice for the distribution of a random variable is Gaussian." Therefore, we assume that (i) the observational errors, i.e., the residuals defined as a difference between observed and model-predicted values, are normally distributed; (ii) the errors in observations at successive times are independent; (iii) the errors in cell counts for consecutive label bins are independent ((ii) -(iii) imply that the errors in the components of the state vector are independent); (iv) the variance of observation errors (σ 2 ) is the same for all the state variables, observation times and label expression level.
Under the above assumptions the maximization of the log-likelihood function reduces ln( (p; σ)) = -0.5(n d ln(2π) + n d ln(σ 2 ) + σ -2 Φ(p)) (9) to the minimization of the ordinary least-squares function, see for details [35] , provided that σ 2 is assigned the value
where p* is the vector which gives a minimum to Φ(p) and
is the total number of scalar measurements. Relevant details of the computational treatment of the parameter estimation problem for the PDE model (4) are presented in the next section.
Numerical procedure
The parameter estimation problem for hyperbolic PDEs is non-trivial due to the hyperbolic nature of the equations (possible discontinuity of solutions) and due to the large size of the discretized problem. Moreover, model (4) is not a standard differential equation due to the solution term n(t, z + log 10 γ) with the transformed argument z + log 10 γ To our knowledge, no publicly available software package exists which deals with optimization (parameter estimation in particular) of models described by hyperbolic PDEs. For parabolic PDEs, which, after a suitable space discretization, can be treated as large systems of ODEs, available optimization tools (software, numerical methods) for large-scale problems can be used.
Solutions of a hyperbolic PDE can be discontinuous at the characteristic curve. Due to the solution term n(t, z + log 10 γ) in model (4), the discontinuity of solutions at a point (t, z 0 ) on the characteristic curve propagates to the points (t, z j ), z j = z 0 -j log 10 γ, j = 1, 2, .... A discretization of the initial-boundary value problem (4) should take into account the hyperbolicity of the equations and it should be robust and efficient since it is used in an optimization loop during model parameter identification. Moreover, available optimization tools for large-scale problems are based on some variants of Newton's method, which involves the computation of derivatives of the objective function with respect to the parameters to be estimated. These derivatives may not exist for discontinuous solutions. Note also that the optimization technique based on variants of Newton's method is efficient only if a good initial guess for the estimated parameters is available. For our problem, a derivative free minimization method which is robust with respect to the initial guess is preferable. Below we outline the numerical methods used and computational details of the problem under study.
The initial-boundary value problem
To solve the initial-boundary value problem (IBVP) for model (4), we use the Matlab program hpde by L. Shampine developed for systems of first order hyperbolic PDEs in one space variable [22] . This program implements the well established second order Richtmyer's two-step variant of the Lax-Wendroff method (LxW) [36] . This method is dispersive and therefore the software contains the possibility to apply after each time step a nonlinear filter [37] to reduce the total variation of the numerical solution. When the solution is smooth, filtering has little effect, but the filter is helpful in dealing with the oscillations which are characteristic of the LxW scheme when the solution is discontinuous or has large gradients. The choice of this method was also influenced by its ability to be fully vectorized, which allows to speed up computations in Matlab significantly. This is especially important when solving a PDE in an optimization loop. To compute the solution term with the transformed argument z + log 10 γ, we modified the code hpde so that this term is interpolated, through its closest neighbors, preserving the second order accuracy of the LxW scheme.
To compute solutions of (4), we used a mesh Z := [z 0 , z 1 , ..., z N ] with equally spaced mesh points, ∆ z := z j -z j -1 , j = 1, ..., N. The initial data n 0 (z j ) on the mesh Z are computed by interpolation of the given distribution of cells on the mesh at time t = t 0 , using the Matlab code interp1 with a shape-preserving piecewise cubic interpolation. The Courant-Friedrichs-Lewy (CFL) condition is a sufficient stability condition for the LxW scheme. To determine the time step in the PDE discretization, we use the CFL condition with safety factor 0.9, The time step is recomputed at each iteration of the optimization procedure since it depends on the estimated function ν(z).
It is well known that solutions of a hyperbolic PDE are discontinuous if the compatibility condition for the initial and boundary conditions is not fulfilled. In our case the compatibility condition reads as n(0, z max ) = n 0 (z max ) = 0. (13) If n 0 (z) is the distribution of cells at the start of the experiment, i.e., t 0 = 0, this condition is not fulfilled. In this case, the solution n(t, z) is discontinuous along the characteristic z(t) = g(t, ν(z)), defined by the ODE If ν(z) is constant, this characteristic is z = z max -νt. Due to the solution term n(t, z + log 10 γ) in model (4), the discontinuity of the solution n(t, z) at
. /max ( ). ν (12) dz dt z z z = = ν( ), ( ) . max 0 (14) z 0 * z 0 * Propagation of the discontinuities of the solution to model (4) and the effect of the mesh refinement and the filtering procedure agates to the points (t, ), with = -j log 10 γ, j = 1, 2, ..., ∀t. This is illustrated in Fig. 4 (left) .
Our experience with the solution of the IBVP for model (4) , using the code hpde, has shown that oscillations in the computed solution, occurring due to the discontinuity of the exact solution, do not propagate significantly with respect to z. Hence, the accuracy of the computed solution is only influenced locally, see Fig. 4 . With the mesh refinement, the amplitude of the oscillations grows, while the interval of the propagation of the oscillations decreases, cf. Fig. 4 (right, top) . The filtering procedure of the hpde smoothes the oscillations, see Fig. 4 (right, bottom) .
If the exact solution of model (4) is smooth, the order of accuracy of the computed solution on the interval [z min , z max ] is uniform and corresponds to the order of the LxW scheme. This is the case for data set 1, for which the initial function is compatible with the boundary condition, n 0 (z max ) = 0 for t 0 = 72 hours. For N = 1000 the accuracy of the best-fit solution is about 10 -3 -10 -2 and slowly decreases with time. For data set 2 the compatibility condition (13) is not fulfilled as n 0 (z max ) ≠ 0 for t 0 = 0. In this case the solution is discontinuous at points = -j log 10 γ, j = 0, 1, ..., 10, see Fig. 4 , and the above level of accuracy can only be achieved outside some small intervals around the discontinuity points.
Since model (4) is linear with respect to n(t, z), we scaled it by the factor 10 -5 to avoid the possible accuracy loss when dealing simultaneously with very large and small numbers in computations. To speed up the computations, the parameter estimation problem was treated in two stages. First we used a coarser mesh Z with N = 500 to solve the IBVP. Then the obtained best-fit parameter values were taken as a starting point to minimize the objective function using a finer mesh with N = 1000 to solve the IBVP.
Parameterization of the estimated functions
According to the proposed parameterization (7) On the other hand, L should not be very large to treat the minimization problem efficiently. Values of α L (z) and β L (z) for z ≠ z k were evaluated with the code interp1 by ashape-preserving piecewise cubic interpolation. In the following we omit the subscript L for simplicity.
For the initial parameterization we used L = 8. After the best-fit solution was found, the parameterization of α(z) and β(z) was updated as follows. For α(z), we added new points, thus introducing additional parameters to be estimated. The increase of L was restricted by the requirement that adding new parameters should allow one a better fit of the data, i.e., lead to a significant improvement in the computed minimum of the objective function. For data set 1, all estimated b k were close to some constant value.
Therefore, we assumed that β(z) can be treated as a constant function. This simplifying assumption leads to a minor change in the values of the objective function (1%). For data set 2, all b k corresponding to z k < 2.5 were zeros and we fixed them to be zero.
Minimization procedure
To solve the minimization problem, we use the Matlab code fminsearch implementing the Nelder-Mead simplex method. This method is a classical direct search algorithm that is widely used in case when the gradient of the objective function with respect to the estimated parameters cannot be evaluated. In our case the gradient, if it exists (i.e., if the solution of model (4) is continuous), can be computed numerically, but the computational cost is too large for the parameter estimation problem. As this method can trap in local minima for nonconvex objective functions, a number of runs with different initial guesses are necessary.
Applications to CFSE assay
In this section we investigate the appropriateness of the proposed label-structured PDE model (4), using the two original data sets introduced in section "CFSE data". The performance of this model with respect to the data sets is further compared with that of the compartmental ODE model developed recently in [12] . Figure 5 shows the experimental data set 1 and the solution of model (4) corresponding to the best-fit parameter estimates. The best-fit value of the objective function at the computed minimum is Φ ≈ 5.78 × 10 11 . The initial CFSE distribution is available at 72 hours after the beginning of the mitogen-induced T lymphocyte stimulation.
Mitogen-induced T cell proliferation
One can see that both the CFSE label distributions, available at 96, 120, 144 and 168 hours, and the overall pattern of cell population surface are consistently reproduced by the model.
The best-fit estimates for the rate functions α(z) and β(z) are presented in Fig. 6 (left) . The birth rate function α(z) appears to be bell-shaped. This is in agreement with our
earlier results in [12] , which showed a bell-shaped dependence of the birth rate of T lymphocytes on the number of divisions cells undergone. Following the proposed parameterization of the rate functions, the estimates of b k , k = 1, ..., L, appeared to be close to each other and Φ did not change much when they all were taken equal to the corresponding average value, overall suggesting that β(z) is a constant function of z. For the label decay rate ν(z), the second variant of parameterization in (8) with the best-fit estimate of the advection rate c ≈ 0.11 provides a better approximation of the data by the model. Indeed, the respective values of the least squares function are 7.34·10 11 and 5.78·10 11 . The Akaike Information Criterion is also smaller for the second form of the advection rate (8678 versus 8603). This comparison implies that the label decay rate ν(x) as a function of the CFSE intensity per cell, cf. model (2) , is predicted to be independent of x. The best fit estimate for the dilution parameter γ is γ ≈ 1.93. In addition, the total population data observed experimentally and predicted by the model (the integral of the distribution density n(t, z) over the observed label intensity range) are shown in Fig. 6 (right) . We observe that the label-structured model accurately reproduces the kinetics of mitogen-induced proliferation of T lymphocytes. Figure 7 shows the experimental data set 2 on the stimulation of labelled T lymphocytes with antibodies against CD3 and CD28 cell surface receptors and the solution of model (4) corresponding to the best-fit parameter estimates. The best-fit value of the objective function at the computed minimum is Φ ≈ 1.14 × 10 12 . The initial CFSE distribution used corresponds to the beginning of the experiment. Overall, the kinetics of cell distribution are consistently reproduced by the model. The predicted shift in the cell distribution towards z-levels below 2 at 48 hours after the start of the experiment can be explained by the cell loss due to the culture handling, as described in the next paragraph.
CD3/CD28 antibody induced T cell proliferation
The best-fit estimates for the division and death rate functions α(z) and β(z) are presented in Fig. 8 (left) . The function α(z) is bell-shaped but less monotone than in the case of data set 1. A sharp peak of the best-fit death rate β(z) around z ≈ 2.6 (or CFSE ≈ 400) implies a large loss of cells during the first days of proliferation assay. Indeed, to perform the flow cytometry, the stimulating beads covered with antibodies need to be removed from the cell culture. During this separation stage, some of the cells which stay attached to the beads get also removed. This cell handling results in the predicted peak of the cell death rate and the spurious left tail of the cell distribution at 48 hours. Once the T cells are activated they detach from the beads to perform a series of programmed proliferation rounds and, therefore, one might expect that the effect of bead removal on the cell counts will reduce with time. For this data set, a constant advection rate ν(z) ≡ c with the best-fit estimate c ≈ 3.5 × 10 -3 was enough to ensure a good approximation of the data by the model. This implies that the label loss rate v(x) in the original CFSE model (2) decreases with x as v(x) = cx log 10. The best fit estimate for label dilution parameter was again smaller than 2: γ ≈ 1.71. Figure 8 (right) demonstrates that the model solution is consistent with the data on the growth of the total T cell population stimulated with antibodies to CD3/CD28.
Comparison to compartmental ODE model
The label-structured PDE model allows to describe quantitatively the evolution of the heterogeneity of the proliferating T lymphocyte population with respect to the CFSE fluorescence intensity. It is instructive to compare the performance of this model with a mathematically simpler compartmental ODE model [12] for the proliferation of T cells heterogenous with respect to the division number. To this end, we evaluate how consistent this ODE model is with the data sets 1 and 2 reduced to the mean fluorescence intensities per generation. Using a uniform spacing between the consecutive cell generations, the CFSE histo-gram data suggest the division number cell distributions summarized in Table 1 .
The compartmental model considers the proliferation dynamics of cell populations. It assumes that the per capita proliferation and death rates of T lymphocytes, α j and β j , depend on the number of divisions the lymphocytes performed. The rate of change of the population of live lymphocytes having undergone j divisions (which define the j-th compartment), N j (t), is modelled by the following system of ODEs,
The term 2α j -1 N j -1 (t) for j ≥ 1 represents the cell birth (influx from the previous compartment because of division), whereas the term (α j + β j )N j (t) represents cell loss (outflux from the compartment) due to division and death. The model (15) allows an analytical solution which was used in the parameter estimation procedure.
To estimate the best-fit parameters of this model, we used the objective function
For data set 2: the estimated rate functions and parameters of PDE model (4) and ODE model (15) and the kinetics of the total number of live lymphocytes predicted by both mod-els Figure 8 For data set 2: the estimated rate functions and parameters of PDE model (4) and ODE model (15) and the kinetics of the total number of live lymphocytes predicted by both models. Left: Dependence of the estimated cell turnover functions α(z) and β(z) on the log 10 -transformed marker intensity. The best-fit estimates a k , b k , k = 1, ..., 22, are indicated by circles. Stars specify the best-fit estimates for the birth and death parameters α j , β j , j = 0, ..., 5, of the ODE model (15) . They are placed in the middle of the CFSE intervals which correspond to subsequent division numbers starting from 0. Right: The kinetics of the total number of live lymphocytes for data set 2 (circle) predicted by the PDE and ODE models (solid and dashed curves, respectively). which corresponds, under a set of assumptions similar to those presented above for the PDE model, to the maximum likelihood approach, see [12] for details. Here and N j (t i ; p) specify the data and the model solution for the cell generation j at time t i , p is the vector of estimated parameters α j and β j .
The best-fit parameter values α j and β j for data sets 1 and 2 are presented in Figs. 6 and 8. Note that these values are plotted at the middle of the intervals of the log10-transformed CFSE intensity which correspond to cells divided j times. Quantitatively, the rate functions α(z), β(z) and parameters α j , β j provide a different characterization of the cell kinetics. The qualitative bell-shaped behavior of the division rate with respect to the structure variable is similar for the PDE and ODE models (CFSE level and division number, respectively).
The ODE model provides a poorer fit of the total T cell population growth for data set 2, see Fig. 8 (right) . In addition, this model fails to describe consistently the division number related structure of the cell populations which divided less than 3 times (except undivided cells for data set 2), as shown in Figs. 9 and 10 . The above compar-ison suggests that the PDE model allows to describe in a more consistent way the dynamics of heterogenous CFSElabelled cell populations and, therefore, reliably estimate the rates of the underlying turnover processes. research. It provides large amounts of data on the evolution of the histograms of fluorescence intensity of the cell population growing in response to a perturbing agent. The challenge is not only to collect the data, but also to analyze them in a way that enhances our understanding of the kinetics of the cellular responses. To this end, mathematical models are needed that quantitatively describe and interpret the data, in particular allowing one to estimate the rates of cell division and death.
Conclusion
Recently a number of different mathematical approaches have been proposed for the analysis of CFSE data [7] [8] [9] [10] 12, 17, 25] . The corresponding models were instructive in appreciating the complexity of the parameter estimation problem from CFSE distribution data. These models take into account the heterogeneity of the growing cell populations with respect to the division number and are based upon systems of ordinary, delay or (age-structured) partial differential equations. None of these models considered the label intensity as a structure variable thus the CFSE histograms must be transformed into simplified descriptions of the generation structure of the population. This can be a vaguely defined procedure if the initial staining is not homogeneous. Such models, although easier to solve, cannot describe cell growth accurately enough due to the lack of structure information included.
In this study we developed a computational approach which allows a direct reference to the CFSE distributions.
The label-structured cell population dynamics is described by a first order hyperbolic PDE model similar to those proposed by Bell and Anderson [19] for heterogenous cell populations structured by volume or size. The proposed model characterizes cell populations using the rate functions of cell division, death, label decay and the label dilution factor. We showed that this model provides a consistent mathematical tool for the analysis of CFSEstructured lymphocyte populations.
We presented a numerical approach for the parameter estimation implemented in the widely used package Matlab [38] . The major elements of this approach are: (i) the smoothing of the histograms of CFSE data, which generates a continuous functional approximation of the distribution density of the cell population with a reduced level of noise; (ii) the software for the solution of the initialboundary value problem for the proposed PDE model using the second-order Lax-Wendroff scheme; (iii) the parameterization of the rate functions in order to reduce the variational problem of CFSE data assimilation to a finite-dimensional parameter optimization task; (iv) the maximum likelihood approach to the parameter estimation.
Two original data sets from in vitro CFSE proliferation assays with human T lymphocytes were used to evaluate the performance of the proposed approach. It was shown that the model quantitatively describes the kinetics of the cell populations both at the global level and with respect to the fine structure of the CFSE distribution. The estimated rate functions provide a deeper insight into the turnover kinetics of the growing T cell populations. By computing the mean values of the rate functions for consecutive CFSE ranges corresponding to the sequential generations, one can characterize the division number dependent T cell turnover rates. In particular, the estimated rate functions α(z) imply the following division number dependent proliferation rates = [0.0023, 0.014, 0.020, 0.023, 0.010, 0.0032, 0.00002, 0] for data set 1 and = [0.0033, 0.0088, 0.033, 0.016, 0.0082, 0.0011] for data set 2, where j stands for the division number. The best-fit estimate of the reduction factor for CFSE per cell after division is smaller than two, ranging from 1.9 (data set 1) to 1.7 (data set 2). A possible interpretation might be that the CFSE molecules bonded to proteins upon release from cells dying in the process of division can be taken up actively or adhere to the live cells. Interestingly, the a quantitative CFSE data analyses published recently also indicates that the factor difference in median fluorescence intensity of adjacent CFSE peaks is typically not exactly 2 [39] and there might be a few percent difference among siblings in the CFSE fluorescence inherited from the mother cell [24] .
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