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Abstract—Structural similarity (SSIM)-based distortion DSSIM
is more consistent with human perception than the traditional
mean squared error DMSE. To achieve better video quality,
many studies on optimal bit allocation (OBA) and rate-distortion
optimization (RDO) used DSSIM as the distortion metric. However,
many of them failed to optimize OBA and RDO jointly based on
SSIM, thus causing a non-optimal R-DSSIM performance. This
problem is due to the lack of an accurate R-DSSIM model that
can be used uniformly in both OBA and RDO. To solve this
problem, we propose a DSSIM-DMSE model first. Based on this
model, the complex R-DSSIM cost in RDO can be calculated
as simpler R-DMSE cost with a new SSIM-related Lagrange
multiplier. This not only reduces the computation burden of
SSIM-based RDO, but also enables the R-DSSIM model to be
uniformly used in OBA and RDO. Moreover, with the new
SSIM-related Lagrange multiplier in hand, the joint relationship
of R-DSSIM-λSSIM (the negative derivative of R-DSSIM) can be
built, based on which the R-DSSIM model parameters can be
calculated accurately. With accurate and unified R-DSSIM model,
SSIM-based OBA and SSIM-based RDO are unified together in
our scheme, called SOSR. Compared with the HEVC reference
encoder HM16.20, SOSR saves 4%, 10%, and 14% bitrate under
the same SSIM in all-intra, hierarchical and non-hierarchical
low-delay-B configurations, which is superior to other state-of-
the-art schemes.
Index Terms—SSIM, optimal bit allocation, rate distortion
optimization.
I. INTRODUCTION
High Efficiency Video Coding (HEVC) standard has
achieved significant compression performance improvement
compared with the previous H.264 standard [1]. However,
due to the widely available applications such as video on
demanding, video streaming and video chatting, the burden of
video transmission and storage is still growing. Faced with this
situation, how to control the encoding to achieve the minimum
possible distortion with the limited bits becomes a fundamental
challenge.
For HEVC, the encoding is controlled by many encoding
parameters (e.g., quantization parameter (QP) and Lagrange
multiplier λ), as well as a large number of encoding modes
(e.g., block partition mode and prediction mode). Thus, the
encoding controlling is actually a problem of encoding param-
eters and modes selection [2]. In practice, aiming at achieving
the minimum distortion with the limited bits, the encoder
can select the best combination of parameters and modes
in three steps. First, the encoder determines how many bits
should be allocated to every encoding units (e.g., all the
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coding tree units (CTUs) in a frame) to produce minimal
distortion, known as optimal bit allocation (OBA). Secondly,
the appropriate encoding parameters such as QP and λ are
determined to achieve the bits allocated to a unit in the
first step, which is called bitrate control. Thirdly, applying
the determined parameters, the encoder traverses all possible
modes to encode the unit, and the mode with the least R-D
cost (i.e., D+λR) is selected as the best mode, known as rate
distortion optimization (RDO).
In the three steps, OBA can be solved using the Lagrangian
optimization by modeling the R-D property of each unit [3],
[4]. The R-D property is the relationship between the bits
consumed and the distortion produced. By introducing the
Lagrangian multiplier λ, the objective of OBA is equivalent
to minimizing the total R-D cost of all the units. Specifically,
λ is the negative derivative of R-D. Thus, an R-λ relationship
can be obtained from the R-D model, which can be used to
determine a proper λ associated with the bits allocated by
OBA. Moreover, λ is an encoding parameter, which balances
bits and distortion in the R-D cost of RDO. Therefore, OBA,
bitrate control, and RDO can be unified together into finding a
proper λ to satisfy the bits constraint. Such a λ-based scheme
proposed in [5], [6] has been adopted by the HEVC reference
encoder HM [7].
Besides, the Lagrangian optimization relies on an accurate
model of the R-D property. However, before a unit is encoded,
its R-D property is unknown. Typically, the R-D property can
be modeled by the exponential [8] or hyperbolic [9] functions
with two unknown parameters. Many studies adopt a statistical
regression method to estimate the model parameters based on
a set of R-D data collected from previously encoded units
[5], [10], [11]. Using this method, the model parameters of
a series of collocated units will always be similar even in
scenes with fast motion [12]. Thereby, its estimation accuracy
is not satisfactory. To overcome this limitation, there are three
common methods to be used. First, learning-based approach
can be used to predict the model parameters of a unit before
encoding, such as in [12]–[15]. Secondly, two-pass encoding
such as in [16] and [17] is also effective to estimate the model
parameters by using the statistics in the first-pass encoding
as a priori. Thirdly, since λ can be obtained by deriving R-
D, the R-D-λ constitute a joint relationship containing only
two unknown parameters, which can be uniquely solved with
the encoding results of a unit without relying on a series of
units as in the regression method [18]. The three methods
have been verified to be more accurate in parameter estimation
than the regression method. Accordingly, the R-D property
can be better characterized and the corresponding studies have
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2achieved satisfied R-D performance.
In the studies mentioned above, mean squared error (MSE,
the variable is denoted by DMSE) is usually applied as the
distortion metric, which measures the pixel-wise difference
between the encoded and the original videos. However, MSE
has been validated to be poorly correlated with the human sub-
jective perception of distortion [30]. Thus, minimizing DMSE
of the encoded video cannot achieve an optimal perceptual
quality. To overcome this problem, the influential perceptual
quality metrics such as the well-known Structural SIMilarity
index (SSIM) [31] have been adopted in many recent studies
on OBA and RDO. SSIM evaluates the similarity of lumi-
nance, contrast, and structures between two images, to which
human perception is highly sensitive. Thus, SSIM has better
consistency with human perception than MSE. SSIM ranges
from 0 to 1, with larger values indicating better quality. Thus,
SSIM-based distortion denoted by DSSIM can be calculated as
1-SSIM. By using DSSIM as the distortion metric for encoding
optimization, better perceptual quality has been achieved in
the studies such as [19]–[28].
However, the adoption of SSIM has also brought new
problems. Although there have been a lot of SSIM-based
OBA studies (e.g., [19]–[21]), their bitrate control and RDO
were still based on MSE. Accordingly, the mode that has
the least R-DMSE cost (DMSE + λMSER) will be selected.
The corresponding R-DSSIM cost (DSSIM + λSSIMR) is not
guaranteed to be minimal. On the other hand, there are also
many SSIM-based RDO schemes [23]–[26]. However, the
SSIM-based OBA was not studied in these works. That is, in
these SSIM-based studies, OBA and RDO are optimized based
on the R-DSSIM model and the R-DMSE model, respectively,
or vice versa. Hence, the resulting encoding is not optimal in
the R-DSSIM performance with considering the performance
of both OBA and RDO.
To achieve better R-DSSIM performance, an accurate R-
DSSIM model should be uniformly used in both OBA and RDO,
but there are two problems that prevent this approach. First,
calculating R-DSSIM cost for RDO is too time-consuming.
Specifically, the time cost of DSSIM is 10 times of that of DMSE
[29]. Since HEVC has a large number of possible modes to
encode a CTU [1], the high complexity of DSSIM will bring a
huge increase in mode decision time of RDO. This is why
these SSIM-based OBA studies [19]–[21] used MSE-based
RDO, although MSE-based RDO is not bound to achieve
optimal R-DSSIM performance. To solve this problem, some
studies on SSIM-based RDO built a model between DSSIM and
DMSE (e.g., [25]–[28]). Based on this model, the R-DSSIM cost
is equivalent to a modified R-DMSE cost. Thus, the calculation
of DSSIM is avoided during RDO that saves the encoding time.
However, accuracy of their DSSIM-DMSE model is less than
satisfactory. This is why the corresponding R-DSSIM model
was not used to solve SSIM-based OBA in their work, and
thus accurate R-DSSIM modeling is the second problem.
In fact, even for many SSIM-based OBA studies, accurate
R-DSSIM modeling remains a challenging task. We can see that
traditional regression method has still been commonly used
to estimate the R-DSSIM model parameters such as in [19]–
[21], which leaves room for further improvement in estimation
accuracy. There are a few of learning-based methods present-
ing promising performance in R-DSSIM modeling for images
[30]. However, their effectiveness in OBA for video encoding
needs further verification. The second method, i.e., the two-
pass encoding, also shows improved accuracy of the R-DSSIM
model parameter estimation [22]. However, it brings twice
the encoding time. Alternatively, the R-D-λ joint relationship-
based method is more accurate and has similar complexity
compared with the traditional regression method, and hence
it can be used to achieve more accurate R-DSSIM model.
However, if RDO is not based on SSIM, the λSSIM associated
with the resulting R and DSSIM is unknown. Hence, the joint
relationship cannot be solved.
In this study, we try to solve the two problems. First, an
accurate DSSIM-DMSE model is proposed, based on which
SSIM-based RDO can be performed with the simpler R-DMSE
cost, thus avoiding the increase in encoding time. At the same
time, based on this model, we also established the model
between λSSIM and λMSE, so that λSSIM calculated by SSIM-
based OBA can be used in SSIM-based RDO, which makes
the R-DSSIM model in OBA and RDO unified. Moreover, by
using λSSIM in the RDO process, the association between λSSIM
and the resulting R and DSSIM can be built. Accordingly, the
joint R-DSSIM-λSSIM relationship can be exploited to calcu-
late the R-DSSIM model parameters accurately. With accurate
and unified R-DSSIM model, SSIM-based OBA and SSIM-
based RDO are unified together in our scheme. Experimental
results verified that the proposed scheme achieves better R-
DSSIM performance than the state-of-the-art OBA schemes in
All-Intra (AI), hierarchical, and non-hierarchical Low-delay-
B (h LB/nh LB) configurations. The main contributions are
summarized as follows:
• A new DSSIM-DMSE model is proposed. Compared with
the widely used DSSIM-DMSE model as in [25]–[28], the
proposed model is more accurate. Moreover, based on
this model, we unify the R-DSSIM model in OBA and
RDO.
• The joint R-DSSIM-λSSIM relationship is proposed to cal-
culate the R-DSSIM model parameters. It is worth noting
that without the unification of R-DSSIM model in OBA
and RDO as proposed in this study, this joint relationship
cannot be solved.
• With accurate R-DSSIM model uniformly used in OBA
and RDO, SSIM-based OBA and SSIM-based RDO
scheme are unified together in the proposed scheme called
SOSR, achieving an outstanding R-DSSIM performance.
The rest of the paper is organized as follows. Section II
introduces the background. In Section II, drawbacks of the
conventional scheme are analyzed. Section IV describes the
proposed scheme in detail. Section V presents the experiments
to validate the effectiveness of the proposed scheme. Finally,
Section VI concludes this paper.
II. BACKROUND
A. SSIM
SSIM measures the degradation of structural information
in the distorted image y compared to the pristine image x.
3(In video coding, x and y are the original and reconstructed
frames, respectively.) Specifically, a SSIM map is calculated
first by comparing the luminance similarity, contrast similarity,
and structural similarity between x and y. Then, mean of the
SSIM map is calculated as the overall SSIM index of y. The
standard SSIM map [31] is defined as follows:
SSIMmap =
2µxµy + C1
µ2x + µ
2
y + C1
· 2σ
2
xy + C2
σ2x + σ
2
y + C2
, (1)
where µ and σ denote the local mean and local variance,
respectively. σxy is the local covariance of x and y. These
local operations are calculated based on a 11 × 11 Gaussian
weighted block around each pixel [31]. Besides, C1 and C2
are constants to prevent dividing by zero.
SSIM is a quality index ranging from 0 to 1, with larger val-
ues indicating better quality. Thus, the SSIM-based distortion
of a unit (a frame or a CTU) can be calculated as:
DSSIM = 1− 1M
∑
p∈unit
SSIMmap(p), (2)
where p denotes the pixel in SSIM map belonging to the unit
and M is the total number of p. Based on this calculation, the
relationship of DSSIM between a frame and CTUs in the frame
can be formulated as follows:
DSSIMframej =
1
Mframe
N−1∑
i=0
(
DSSIMi,j ·Mi,j
)
, (3)
where DSSIMframej indicates the distortion of the j-th frame
and DSSIMi,j indicates the distortion of the i-th CTU in the
frame (denoted by CTUi,j). Mframe and Mi,j are the number
of pixels in the frame and in the CTU, respectively, and N is
the total number of CTUs in the frame.
B. SSIM-based OBA schemes
The SSIM-based OBA can be formulated as follows:
arg min
{Ri,j}N−1i=0
DSSIMframej , s.t.,
N−1∑
i=0
Ri,j ≤ Rc, (4)
where Ri,j is the allocated bits for CTUi,j , which needs to be
solved. Typically, distortion is regarded as the function of the
allocated bits in OBA. For example, Ou et al. [19] used the
exponential function to model the R-DSSIM for H.264. Then,
the Lagrangian multiplier method was used to calculate the
optimal allocated bits. In [20], Gao et al. expressed the R-
DSSIM model as a hyperbolic function. The SSIM-based OBA
for intra encoding of HEVC was then by the bargaining game-
based optimization. In [21], DSSIM was calculated according
to the divisive normalization theory. The corresponding R-
DSSIM was modeled as a logarithmic function. For the model
parameters estimation, the traditional regression method was
still used in [19], [21]. To improve the R-DSSIM modeling
accuracy, a convolutional neural network was proposed in [30]
that predicts SSIM and bits of an image encoded with different
QPs. Better R-DSSIM modeling accuracy has been achieved
than the traditional regression-based strategy. In [22], Wang et
al. proposed a SSIM-based two-pass encoding. The statistics
based on the encoding results in the first-pass were exploited
to improve the R-DSSIM modeling accuracy. It is worth noting
that the RDO in these studies is still performed based on MSE,
which has not yet been optimal to maximize the R-DSSIM
performance.
C. Bitrate Control
Bitrate control is performed to determine the encoding
parameters used in RDO aiming to achieve the allocated bits
for each unit. QP is used to be the key encoding parameter.
Early studies mainly built the R-QP model for bitrate control,
such as the widely used quadratic R-QP model [10], [11]. For
HEVC, the model between R and the Lagrangian multiplier λ
has been verified to be more effective in bitrate control than
the R-QP model [5], [6], [32]. Particularly, λ is an encoding
parameter of RDO that balances the tradeoff between R and D.
QP can also be determined by a QP-λ model before RDO [33].
Moreover, the R-λ model, which can be built as the derivative
of R-D, reflects the R-D property. Therefore, OBA, bitrate
control, and RDO can be unified together into searching the
optimal λ that is associated with the constrained bits. However,
these studies are all based on MSE.
D. SSIM-based RDO schemes
RDO is a process to select the encoding mode that has
the minimal R-D cost. For SSIM-based RDO, it is natural
to calculate the R-DSSIM cost to replace the traditional R-
DMSE cost. Many studies such as [34]–[36] used this approach.
However, this approach needs to calculate DSSIM for each
candidate mode. Although the calculation of SSIM can be
accelerated with the divisive normalization theory as in [23],
[24], the encoding time will still be increased a lot compared to
that based on MSE. To reduce the computation burden, Yeo et
al. [25] approximated DSSIM to DMSE that is normalized by the
local variance of the block. This method was widely adopted
in many studies such as [26]–[28]. In this way, the R-DSSIM
cost is equal to the simpler R-DMSE cost with a scaled λSSIM.
However, based on our evaluation, accuracy of their model is
less than satisfactory.
III. PROBLEM ANALYSIS
As has been discussed in the introduction section, many
studies such as [19]–[21] proposed to combine the SSIM-
based OBA and MSE-based RDO (named as SOMR in this
study). To analyze drawbacks of this kind of scheme, this
section proposes a typical implementation of SOMR, which
is summarized in Algorithm 1.
Specifically, according to the Lagrange multiplier method,
the SSIM-based OBA problem as in (4) is equivalent to the
unconstrained problem as follows:
arg min
{Ri,j}N−1i=0
J =
N−1∑
i=0
(
DSSIMi,j ·Mi,j
)
+ λSSIM ·
N−1∑
i=0
Ri,j
= arg min
{bppi,j}N−1i=0
J =
N−1∑
i=0
Mi,j ·
(
DSSIMi,j + λSSIM · bppi,j
)
(5)
4TABLE I
HYPERBOLIC R-DSSIM MODELING PERFORMANCE IN TERMS OF
CORRELATION COEFFICIENT FOR VIDEOS ENCODED IN AI AND LB
CONFIGURATIONS.
class A B C D E avg.
AI 0.9537 0.9287 0.9548 0.9640 0.8838 0.9377
LB 0.9908 0.9761 0.9898 0.9866 0.9277 0.9750
where bppi,j denotes bits per pixel, i.e., bppi,j = Ri,j/Mi,j .
The optimal solution of (5) can only be reached when the bit
constraint is satisfied
N−1∑
i=0
Ri,j = Rc (6)
and
∂J
∂bppi,j
=
∂DSSIMi,j
∂bppi,j
+ λSSIM =0. (7)
(7) explains that λSSIM is the negative derivative of R-DSSIM.
To solve (7), we adopt the widely used hyperbolic function
as the R-DSSIM model, which is expressed as
DSSIMi,j = αi,j · bppi,jβi,j , (8)
where αi,j and βi,j are the unknown model parameters. To
verify the effectiveness of this model, we encoded five classes
of video sequences with four different QPs {22,27,32,37}
in AI and LB configurations, separately. The hyperbolic R-
DSSIM model was fitted based on the resulted R and DSSIM
at four QPs for each CTU. Correlation coefficient between
the actual DSSIM and the predicted ones by the fitted model is
then calculated. Table I lists the average correlation coefficient
results, which verify the high accuracy of the hyperbolic R-
DSSIM model.
Based on (7) and (8), the R-λSSIM model can be obtained
λSSIMi,j = −αi,jβi,j · bppβi,j−1i,j . (9)
By substituting (9) into (6), we can search the optimal λSSIM
with the Bisection method to meet the bits constraint, that is,
N−1∑
i=0
Mi,j ·
(
λ∗SSIMi,j
−αi,jβi,j
) 1
βi,j−1
=
N−1∑
i=0
R∗i,j = Rc, (10)
where R∗i,j is the optimal bits allocated to CTUi,j and λ
∗
SSIMi,j
is the corresponding optimal λSSIM. With λ∗SSIMi,j in hand, by
traversing all possible modes to encode CTUi,j , the mode that
has the least R-DSSIM cost can be set as the optimal mode.
However, as has been discussed, many SSIM-based OBA
studies, e.g., [19]–[21], adopted the default bitrate control and
RDO scheme of HM that is based on MSE. Specifically, taking
the inter encoding as an example, HM uses an R-λMSE model
[6] to calculate the λMSE associated with R∗i,j for each CTU,
i.e.,
λMSEi,j = ci,j
(
R∗i,j
Mi,j
)ki,j
(11)
λMSEi,j is then used in the calculation of R-DMSE cost during
the MSE-based RDO.
Besides, calculating λMSEi,j needs to estimate the unknown
R-λMSE model parameters ci,j and ki,j . In [6], after encoding
Algorithm 1 SOMR: SSIM-based OBA and MSE-based RDO
Input: αi,j , βi,j , θi,j , i ∈ {0, 1, · · ·N}
Step 1: SSIM-Based Optimal Bit Allocation
Search the optimal λ∗SSIMi,j that satisfies (10) with the
Bisection method;
Record the corresponding R∗i,j ;
Step 2: CTU Encoding With MSE-Based RDO
for i = 0 : N − 1 do
a. MSE-Based Bitrate Control:
Calculate λMSEi,j by (11);
b. Traverse all possible encoding modes;
c. Search mode with minimum R-DMSE cost;
d. Encode CTUi,j with the selected mode;
Step 3: Parameter Estimation For Subsequent Frame
for i = 0 : N − 1 do
a. Record bppi,j , DSSIMi,j and, λMSEi,j ;
b. Update R-λMSE model parameters by (12);
c. Update R-DSSIM model parameters by (13);
TABLE II
R-DSSIM PERFORMANCE OF SOMR.
AI h LB nh LB
class BDBR BD-SSIM BDBR BD-SSIM BDBR BD-SSIM
A -1.90% 0.0001 -7.60% 0.0005 -11.10% 0.0007
B -0.10% 0.0000 -5.80% 0.0014 -10.10% 0.0018
C 1.10% -0.0005 -2.00% 0.0006 -3.00% 0.0012
D -0.10% 0.0001 -3.40% 0.0020 -4.30% 0.0030
E -2.30% 0.0002 0.70% 0.0000 -0.50% 0.0000
avg. -0.70% 0.0000 -3.50% 0.0010 -5.70% 0.0015
each CTU, the R-λMSE model parameters are estimated in a
regression method for the subsequent frames as follows:
∆λMSEi,j = lnλMSEi,j−ln (ci,jbppi,j)ki,j
ci,j+1 =ci,j+δc ·∆λMSEi,j · ci,j
ki,j+1 =ki,j+δk ·∆λMSEi,j · ln bppi,j ,
(12)
where δc and δk control the updating speed. Inspired by
this method, the unknown R-DSSIM model parameters are
estimated in a similar way in the proposed SOMR scheme:
∆DSSIMi,j = lnDSSIMi,j−ln (αi,jbppi,j)βi,j
αi,j+1 =αi,j+δα ·∆DSSIMi,j · αi,j
βi,j+1 =βi,j+δβ ·∆DSSIMi,j · ln bppi,j .
(13)
The regression-based parameter estimation method is also used
in many SSIM-based studies such as [19], [21].
To evaluate the R-DSSIM performance of SOMR, five classes
of video sequences were encoded at four different QPs
{22,27,32,37} respectively by SOMR and the anchor schemes,
which are the default MSE-based OBA and RDO schemes of
HM16.20, i.e., JCTVC-M0257 [32] for AI and JCTVC-M0036
[6] for LB. Then, Bjøntegaard delta bitrate (BDBR) and the
BD-SSIM [37] are evaluated. BDBR calculates the relative
increase of bitrate of SOMR at the same SSIM compared with
the anchor, while BD-SSIM calculates the absolute SSIM gain
at the same bitrate. The negative BDBR and positive BD-SSIM
indicate the improved R-DSSIM performance. Table II reports
5that SOMR respectively achieves 0.7%, 3.5% and 5.7% BDBR
saving in three configurations. Thus, SOMR does bring some
R-DSSIM performance improvement. However, the improve-
ment is not significant. This may be due to two drawbacks
of SOMR. First, R-DSSIM model is not uniformly used in
both OBA and RDO of SOMR. Specifically, SOMR adopts
RDO that is based on MSE, with which the encoding mode
with the least R-DMSE cost will be selected. Accordingly, the
resulted R-DSSIM performance is not guaranteed to be optimal.
Secondly, regression-based parameter estimation method has
low estimation accuracy. With inaccurate R-DSSIM model
parameters, the calculated allocation bits will be non-optimal.
Therefore, it is reasonable to expect that solving these two
drawbacks can improve the R-DSSIM performance. However,
to the best of our knowledge, no studies have been proposed
to solve these two drawbacks.
IV. PROPOSED JOINT OPTIMIZATION SCHEME
This section proposed the joint optimization scheme of
SSIM-based OBA and SSIM-based RDO (called SOSR). Like
SOMR, SOSR solves SSIM-based OBA according to (5) to
(10) in Section III. But the difference is that SOSR solves
two problems in SOMR, that is, realizes the unification of
R-DSSIM model used in OBA and RDO, and improves the
modeling accuracy of R-DSSIM.
A. Solving Drawbacks of SOMR
For solving the first problem, R-DSSIM cost should be
minimized in RDO based on the optimal λ∗SSIMi,j calculated by
SSIM-based OBA (10). At the same time, the high computing
complexity of DSSIM that will bring intolerant time burden for
RDO should be reduced. For solving the second problem, the
joint R-D-λ relationship-based parameter estimation method
is an effective solution, considering its low complexity and
high accuracy. However, if λSSIM is not used as the encoding
parameter in RDO, the association between λSSIM and the
encoding resulted R and DSSIM does not exist. Then, the
joint R-D-λ relationship cannot be solved. In this section, we
propose a DSSIM-DMSE model to map the R-DSSIM cost to
the R-DMSE cost that has a lower complexity, while RDO is
still controlled by λSSIM. In this way, SSIM-based OBA and
SSIM-based RDO can be unified.
Specifically, based on a DSSIM-DMSE model, the R-DSSIM
cost can be equivalent to a modified R-DMSE cost, i.e.,
arg min
m
DSSIMi,j(m) ·Mi,j + λ∗SSIMi,j ·Ri,j(m)
= arg min
m
f(DMSEi,j)(m) ·Mi,j + λ∗SSIMi,j ·Ri,j(m)
(14)
where f denotes the DSSIM-DMSE model. Based on (14), the
time-consuming calculation of DSSIM in RDO process can be
avoided, thus saving the encoding time. At the same time,
since λ∗SSIMi,j is still used as the encoding parameter, there
is a causal relationship between λ∗SSIMi,j and the Ri,j and
DSSIMi,j generated by encoding. Therefore, the R-DSSIM-λSSIM
joint relationship is established and can be solved.
However, modeling DSSIM-DMSE is not an easy problem. In
the first column of Fig. 1, we illustrate the actual values of
TABLE III
PCCS OF THE RELATIONSHIPS OF DSSIM -DMSE , VARIANCE-NORMALIZED
DSSIM -DMSE (15), AND SATD-NORMALIZED DSSIM -DMSE (I.E., (17)).
DSSIM-DMSE (15) [25] DSSIM-DMSE/S
class AI LB AI LB AI LB
A 0.20 0.23 0.18 0.22 0.81 0.70
B 0.47 0.44 0.15 0.19 0.86 0.76
C 0.40 0.31 0.32 0.31 0.86 0.66
D 0.41 0.28 0.20 0.20 0.86 0.75
E 0.52 0.61 0.11 0.11 0.76 0.77
avg. 0.42 0.38 0.19 0.20 0.84 0.73
DSSIM-DMSE for four example videos that were encoded by
HM16.20 in the default AI or LB configurations. We can see
that there is no evident one-to-one mapping between DSSIM
and DMSE. This is because that DSSIM captures the structural
degradation, whereas DMSE calculates the pixel-wise error.
Thus, the DSSIM-DMSE relationship depends on the image con-
tent, which varies from region to region. Basically, the more
complex regions can tolerate higher DMSE without significant
increase of DSSIM. Therefore, many studies used a content-
complexity measure to normalize DMSE as an approximation
of DSSIM [25]–[28]. They typically followed a DSSIM-DMSE
model proposed by Yeo et al. [25]:
1/SSIM = 1 +DMSE/(2σ2 + ), (15)
where 1/SSIM is used as DSSIM in [25], σ2 is variance of the
block, and  is a small constant. The second column of Fig. 1
illustrates the modeling performance of (15). Unfortunately,
the DSSIM-DMSE modeling accuracy of this method is less than
satisfactory for these videos.
In the studies of OBA (e.g. [20], [32]), sum of absolute
transformed difference (SATD) is usually used to measure the
content-complexity of a CTU. It is the sum of the Hadamard
transform coefficients of all the L non-overlapped 8× 8 sub-
blocks in a CTU, which is calculated as
S =
L∑
l=0
7∑
m=0
7∑
n=0
|hm,n,l| − |h0,0,l|, (16)
where hm,n,l indicates the Hadamard transformed coefficient
at position (m,n) in the l-th sub-block.
In the third column of Fig. 1, we compare DSSIM with
the SATD-normalized DMSE, indicated by DMSE/S. We can
see that DSSIM presents linear trend with DMSE/S. Table III
reports the Pearson linear correlation coefficient (PCC) [38]
between DSSIM and DMSE/S. The PCCs between DSSIM and
the σ2-normalized DMSE and PCCs between DSSIM and un-
normalized DMSE are also reported for comparison. PCC
lies in the range [-1,1]. The closer the PCC value is to 1/-
1, the better the positive/negative linear correlation is. The
results in Table III show that the SATD-based normalization
greatly improves the linearity of DSSIM-DMSE. Therefore, a
new SATD-normalization-based linear model is proposed to
model the DSSIM-DMSE relationship in this study as follows:
DSSIM = Θ · DMSE
S
+H, (17)
where Θ and H are the linear parameters.
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(b)
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DSSIM vs. DMSE/S for the randomly selected adjacent-collocated CTUs
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Fig. 1. Illustration of the DSSIM-DMSE relationship. The first column shows the actual values of DSSIM vs. DMSE. The second and the third column show
the DSSIM-DMSE mapping based on (15) [25] and the proposed model (17). The other columns show the DSSIM-DMSE mapping for six adjacently allocated
CTUs that are randomly selected. Our DSSIM is multiplied by 100 for better illustration. Figures from row (a) to row (d) are generated respectively based
on the encoding results of four randomly selected videos: {Basketballdrill, 480p, LB, QP=22}, {Cactus, 1080p, LB, QP=32}, {Basketballpass, 240p, AI,
QP=22}, {Traffic, 1600p, AI, QP=37}.
By substituting (17) into (14), the SSIM-based RDO process
can be re-written as
arg min
m
DSSIMi,j(m) ·Mi,j + λ∗SSIMi,j ·Ri,j(m)
= arg min
m
(Θ · DMSEi,j(m)
Si,j
+H) ·Mi,j + λ∗SSIMi,j ·Ri,j(m)
= arg min
m
DMSEi,j(m) +
Si,j
Θ
λ∗SSIMi,j ·Ri,j(m)
(18)
According to (18), the SSIM-based RDO can be achieved
based on the R-DMSE cost with a new Lagrangian multiplier
denoted by λnewMSE that is a scaled λSSIM, i.e.,
λnewMSEi,j =
Si,j
Θ
λ∗SSIMi,j . (19)
In this way, the DSSIM does not need to be calculated for all
candidate modes in the SSIM-based RDO process, thus saving
the encoding time. Besides, λ∗SSIMi,j has been calculated by the
SSIM-based OBA process (10). Thus, only S and Θ need to
be calculated to obtain the λnewMSEi,j . Estimation of Θ for each
CTU will be proposed in Section IV-B.
After encoding CTUi,j with λnewMSEi,j , the DSSIMi,j and
bppi,j are generated. Then, the joint R-D-λ relationship-based
parameter estimation strategy can be used to calculate the
unknown model parameters. Specifically, in the joint R-D-λ
relationship composed of (8) and (9):{
DSSIMi,j = αi,j · bppβi,ji,j ,
λSSIMi,j = −αi,jβi,j · bppβi,j−1i,j ,
(20)
only αi,j and βi,j are unknown. Therefore, they can be
uniquely solved, and the solved parameters will be used to
solve the SSIM-based OBA problem of the subsequent frame,
which can be described as:
αi,j+1 ≈ αi,j =
DSSIMi,j
bppi,j
−Θi,jSi,j λ
new
MSEi,j
bppi,j/DSSIMi,j
,
βi,j+1 ≈ βi,j = −
Θi,j
Si,j
λnewMSEi,j bppi,j
DSSIMi,j
.
(21)
Then, combined with the SSIM-based OBA scheme that
has been described in SOMR, OBA and RDO can be jointly
optimized based on SSIM. Besides, it is worth noting that
7although the R-D-λ joint relationship has been used in many
MSE-based works such as [18], this is the first time it is
exploited in the SSIM-based studies. Moreover, without the
λSSIM-λMSE relationship (19) proposed in this study, it is
unknown which λSSIM is associated with the R and DSSIM gen-
erated by encoding, then the R-DSSIM-λSSIM joint relationship
cannot be solved. Therefore, the proposed method is of great
significance not only for optimizing OBA and RDO jointly
based on SSIM, but also for improving the estimation accuracy
of R-DSSIM model parameters.
B. Parameter Estimation of DSSIM-DMSE model
In this subsection, estimation of the DSSIM-DMSE model
parameters is proposed. Since the proposed DSSIM-DMSE
model is a linear model, the method of linear regression
can be applied for its parameter estimation. However, as
mentioned in the introduction section, there is a limitation
of the regression method for R-D modeling, that is, it is
invalid when the contents of a series of CTUs change. Unlike
the traditional hyperbolic or exponential R-D models, the
proposed DSSIM-DMSE model extracts content-related SATD
for each CTU, which brings adaptability to the change of
content and therefore partially solves the limitation of the
regression method. Moreover, because the collocated CTUs
in adjacent frames usually have similar content, this can be
exploited to further weaken the impact of content changes on
DSSIM-DMSE modeling. In the right part of Fig. 1, we plot
DSSIM-DMSE/S for several randomly selected examples of the
adjacently collocated CTUs. It can be seen that most of them
present good linearity. Based on this observation, we apply
the proposed linear DSSIM-DMSE model for each CTU in a
frame separately. In other words, each CTU in a frame will
possess different DSSIM-DMSE model parameters, and these
parameters are estimated based on the true DSSIM-DMSE values
of the respective collocated CTUs. Specifically, for CTUi,j , the
proposed DSSIM-DMSE model can be described as:
DSSIMi,j = θi,j ·
DMSEi,j
Si,j
+ ηi,j , (22)
where θi,j and ηi,j are the linear model parameters. After
CTUi,j is encoded, the resulting actual DSSIMi,j and DMSEi,j
will be used to estimate the model parameters in the adaptive
least mean square method [39] as follows:
∆D = DSSIMi,j−θi,j ·
DMSEi,j
Si,j
−ηi,j
θi,j+1 ≈ θi,j = θi,j + δθ ·∆D ·DMSEi,j ,
ηi,j+1 ≈ ηi,j = ηi,j + δη ·∆D,
(23)
where δθ and δη control the updating speed, both of which
are empirically set as 0.01; θi,j+1 and ηi,j+1 will be used for
the collocated CTU in subsequent frame. The initial values of
θ and η are empirically set as Si,0 ·DSSIMi,0/DMSEi,0 and 0,
respectively.
To evaluate the modeling performance, we calculate the
prediction error between the actual and the predicted values
of DSSIM with different models as follows:
Pi,j =
∣∣DSSIMi,j − g(DMSEi,j)∣∣/DSSIMi,j , (24)
TABLE IV
AVERAGE PREDICTION ERROR OF THREE DSSIM -DMSE MODELS OVER
ALL CTUS OF VIDEOS.
AI LB
class Pyeo Pglobal Plocal Pyeo Pglobal Plocal
A 95.3% 17.8% 6.4% 95.4% 20.5% 17.5%
B 93.8% 17.8% 6.6% 93.9% 21.3% 12.9%
C 96.0% 17.6% 9.6% 96.1% 23.6% 19.6%
D 96.2% 17.4% 8.2% 96.1% 20.7% 16.5%
E 96.7% 27.3% 5.0% 96.7% 28.4% 7.8%
avg. 95.5% 19.3% 7.3% 95.5% 22.8% 14.8%
Algorithm 2 SOSR: unified optimization of SSIM-based OBA
and SSIM-based RDO
Input: αi,j , βi,j , θi, i ∈ {0, 1, · · ·N}
Step 1: SSIM-based Optimal Bit Allocation
Search the optimal λ∗SSIMi,j and calculate the corre-
sponding R∗i,j that satisfies (10) with the Bisection
method;
Step 2: CTU Encoding With SSIM-Based RDO
for i = 0 : N − 1 do
a. Calculate SATD Si,j of the CTU;
b. SSIM-Based Bitrate Control:
Calculate λnewMSEi,j by (19);
c. Traverse all possible encoding modes;
d. Search the mode with minimum R-DMSE cost
with the new Lagrangian multiplier λnewMSEi,j ;
e. Encode CTUi,j with the selected mode;
Step 3: Parameter Estimation For Subsequent Frame
Calculate the SSIM map of encoded frame by (1);
for i = 0 : N − 1 do
a. Record bppi,j , DSSIMi,j and, λnewMSEi,j ;
b. Update the linear model parameter by (23);
c. Estimate αi,j+1 and βi,j+1 by (21);
d. Estimate θi,j+1 and βi,j+1 by (23);
where g indicates the DSSIM-DMSE model, and DSSIMi,j and
DMSEi,j are the actual encoding results. Prediction error of
three models including Yeo’s model [25] (i.e.,(15)), the pro-
posed model directly applied for all the CTUs (i.e., (17)), and
the proposed model applied for each the collocated CTUs (i.e.,
(22)) are denoted by Pyeo, Pglobal, and Plocal, respectively.
Table IV lists the average Pi,j over all CTUs of videos
that are encoded in AI and LB configurations at four QPs.
Results show that prediction error of the proposed model
(22) (i.e., Plocal) is much smaller than that of the other two
models in both AI and LB configurations. Even for in the LB
configuration where the parameter updating (23) is performed
between two adjacent frames at the same hierarchical level,
which can be separated by a maximum of four frames in
temporal, Plocal still has a better performance than the other
two models.
V. EXPERIMENTS
In this section, experimental comparison is conducted to
demonstrate advantage of the proposed SOSR scheme. First,
the R-D performance is evaluated to verify the effectiveness
8TABLE V
R-D PERFORMANCE COMPARISON FOR INTRA ENCODING IN TERMS OF
BDBR AND BR-SSIM. CONFIGURATION: AI.
anchor: K0103 [5] anchor: M0257 [32]
BDBR BD-SSIM BDBR BD-SSIM
class Gao [20] Ours Gao [20] Ours Ours Ours
A -2.0 -14.4 0.0010 0.0008 -6.6 0.0003
B -2.0 -9.9 0.0009 0.0012 -5.0 0.0006
C -4.1 -8.2 0.0023 0.0031 -3.2 0.0012
D -4.1 -3.2 0.0022 0.0029 -1.0 0.0009
E -1.6 -8.9 0.0003 0.0010 -6.6 0.0007
avg. -2.7 -8.9 0.0013 0.0018 -4.5 0.0007
of the proposed scheme. Besides, comprehensive analyses of
the proposed scheme are presented.
A. Experiment Setup
We have implemented the proposed SOSR into HM16.20.
The whole process to encode one frame is summarized in
detail in Algorithm 1.
For performance comparison, because many SSIM-based
RDO studies did not study SSIM-based OBA, the encoding
bitrate constraint usually cannot be accurately achieved [23]–
[28]. Moreover, many of them are specified for the previous
H.264 standard [23]–[26]. Thus, for fair comparison, six state-
of-the-art OBA schemes for HEVC are adopted as competitors,
including JCTVC-K0103 [5], JCTVC-M0257 [32], and Gao
[20] for intra encoding; JCTVC-M0036 [6], Li [18] and Zhou
[21] for inter encoding. In these schemes, Gao [20] and Zhou
[21] are respectively the SSIM-based OBA schemes for intra
and inter encoding, while the others are based on MSE.
For performance evaluation, we use the same setup as [20]
and [21]. Specifically, AI and LDB (h and nh) configurations
are adopted. In each configuration, the standard test video
sequences from class A to class E are encoded at four QPs
(22, 27, 32, and 37) [40]. Then, the resulted bitrates are set
as the bit constraints for encoding of an OBA scheme. For
comparison, JCTVC-K0103 and JCTVC-M0036 are set as
the anchor schemes for intra and inter encoding, respectively.
Specifically, by comparing a scheme to the anchor, the R-
DSSIM performance of the scheme is evaluated in terms of
BDBR and BD-SSIM [37]. Besides, it is worth noting that
different implementations of SSIM will yield different BD-
SSIM values. Thus, BDBR which is a relative measure is more
credible to verify the R-DSSIM performance than BD-SSIM. In
this paper, the standard implementation of SSIM [31] that is
available at [41] is adopted.
B. R-D Performance Comparison
For intra encoding, Table V summarizes the performance
comparison results. Compared with JCTVC-K0103, the pro-
posed SOSR scheme achieves 8.9% BDBR saving and 0.0018
BD-SSIM improvement, both of which are better than the
results of Gao’s scheme. In addition to JCTVC-K0103, the
proposed scheme is also compared with JCTVC-M0257 that
is the default intra OBA scheme of HM16.20. As shown in
TABLE VI
R-D PERFORMANCE COMPARISON FOR INTER ENCODING IN TERMS OF
BDBR AND BD-SSIM. ANCHOR: JCTVC-M0036 [6]. CONFIGURATION:
H LB.
BDBR BD-SSIM
class Li [18] Zhou [21] Ours Li [18] Zhou [21] Ours
A -5.4 -5.8 -17.0 0.0003 0.0030 0.0008
B -4.9 -4.9 -13.1 0.0006 0.0027 0.0010
C -1.8 -4.9 -7.3 0.0006 0.0027 0.0022
D -1.6 -12.2 -8.2 0.0011 0.0074 0.0048
E -4.6 -5.1 -8.5 0.0004 0.0027 0.0006
avg. -3.7 -6.6 -10.8 0.0006 0.0037 0.0019
TABLE VII
R-D PERFORMANCE COMPARISON FOR INTER ENCODING IN TERMS OF
BDBR AND BD-SSIM. ANCHOR: JCTVC-M0036 [6]. CONFIGURATION:
NH LB.
BDBR BD-SSIM
class Li [18] Zhou [21] Ours Li [18] Zhou [21] Ours
A -8.4 -11.7 -22.2 0.0005 0.0067 0.0013
B -9.8 -13.9 -16.5 0.0016 0.0076 0.0028
C -3.1 -12.3 -9.2 0.0012 0.0074 0.0039
D -3.0 -22.8 -12.8 0.0022 0.0139 0.0093
E -5.2 -9.4 -12.0 0.0005 0.0064 0.0011
avg. -5.9 -14.0 -14.5 0.0012 0.0084 0.0037
Table V, the BDBR and BD-SSIM gains of the proposed
model are 4.5% and 0.0007, respectively, which further verify
the effectiveness of the proposed model.
For inter encoding, both h LB and nh LB configurations
are adopted in the comparison. The results are respectively
summarized in Table VI and Table VII, where JCTVC-M0036
is set as the anchor. Li’s scheme is implemented in HM16.20
based on their source codes. The results of Zhou’s scheme
are from their paper [21]. It can be seen from the results
that comparing with Li’s scheme, the proposed SOSR scheme
presents much better performance in terms of both BDBR
and BD-SSIM. Besides, Zhou’s scheme achieves larger BD-
SSIM than the proposed scheme. This might be due to the
different implementation of SSIM. We can see that the average
BDBR saving of our scheme are 10.8% and 14.5% in h LB
and nh LB configurations, respectively, both of which are
better than that of Zhou’s scheme. As has been discussed,
BDBR measures the relative increase of bitrate, while BD-
SSIM measures the absolute gain of SSIM. When different
implementations of SSIM are used, the larger BDBR saving
is more credible to verify the better R-DSSIM performance of
the proposed SOSR scheme.
C. Analysis of the Proposed Model
In Table IX, we summarized the R-DSSIM performance of
SOMR and SOSR in terms of BDBR. The results verify
that the proposed SOSR has much better R-DSSIM perfor-
mance than the conventional SOSR. Recall that compared
with the conventional SOMR scheme, the proposed SOSR
scheme has two advantages: the joint R-DSSIM-λSSIM-based
parameter estimation and the unified optimization of SSIM-
based OBA and SSIM-based RDO. To further analyze the
9TABLE VIII
AVERAGE BITS ERROR AT CTU LEVEL. SYMBOL ‘—’ INDICATES THAT THE RESULT WAS NOT PROVIDED IN THE CORRESPONDING PAPER.
AI h LB nh LB
class M
02
57
SO
M
R
SO
M
R+
SO
SR
M
00
36
Li
[1
8]
SO
M
R
SO
M
R+
SO
SR
M
00
36
Li
[1
8]
SO
M
R
SO
M
R+
SO
SR
a 0.3 124.2 0.2 0.1 7.3 – 28.7 12.6 2.8 5.4 – 36.1 5.3 1.2
b 1.9 45.8 6.1 0.4 10.9 1.4 28.3 12.6 2.4 9.3 4.5 27.9 6.7 1.1
c 2.6 22.2 1.7 1.1 22.7 1.2 51.1 18.4 3.2 13.6 4.3 27.7 7.7 1.6
d 3.2 18.2 1.6 2.1 11.0 0.9 48.5 25.4 4.7 7.2 2.1 25.5 12.8 3.5
e 0.8 41.4 0.4 0.2 2.9 1.1 12.1 8.1 1.4 4.2 1.9 14.1 9.2 0.9
avg. (b-e) 2.2 32.2 2.8 1.0 12.4 1.2 36.0 16.4 3.0 8.9 3.4 24.7 8.9 1.8
TABLE IX
COMPARISON WITH SOMR AND SOMR+ IN TERMS OF BDBR. ANCHOR:
M0257 FOR AI, M0036 FOR H LB AND NH LB.
AI h LB nh LB
class SO
M
R
SO
M
R+
SO
SR
SO
M
R
SO
M
R+
SO
SR
SO
M
R
SO
M
R+
SO
SR
A -1.9 -3.1 -6.6 -7.6 -7.8 -17.0 -11.1 -13.5 -22.2
B -0.1 -3.8 -5.0 -5.8 -2.7 -13.1 -10.1 -10.3 -16.5
C 1.1 0.9 -3.2 -2.0 -1.6 -7.3 -3 -4.1 -9.2
D -0.1 0.1 -1.0 -3.4 -4.5 -8.2 -4.3 -5.4 -12.8
E -2.3 -4.0 -6.6 0.7 -2.3 -8.5 -0.5 -5.2 -12.0
avg. -0.7 -2.0 -4.5 -3.5 -3.8 -10.8 -5.7 -7.7 -14.5
respective contributions of these two advantages, we replaced
calculation of the R-DSSIM parameters in SOMR with the R-
DSSIM-λSSIM joint relationship-based estimation. The resulted
scheme is denoted by SOMR+. Specifically, in SOMR+, the
λMSE for RDO is still calculated based on the default bitrate
control scheme of HM that is based on MSE, i.e., (11). After
encoding the CTU, λMSE can be mapped to λSSIM according
to the proposed λSSIM-λMSE relationship (19). The R-DSSIM
model parameters are then calculated based on the mapped
λSSIM and the actual R and DSSIM of the CTU. That is, on
the basis of SOMR, SOMR+ adds the joint R-DSSIM-λSSIM
relationship-based parameter estimation, and SOSR optimizes
SSIM-based OBA and SSIM-based RDO jointly further.
The BDBR of SOMR+ are also listed in Table IX. Com-
pared with SOMR, SOMR+ respectively achieves 1.3%, 0.3%,
and 2% BDBR savings in the three configurations, while
SOSR further saves 2.5%, 7%, and 6.8% BDBR compared
with SOMR+. The results show that the R-DSSIM performance
can be improved with more accurate R-DSSIM model. At the
same time, with unified optimization of SSIM-based OBA
and SSIM-based RDO in the proposed SOSR, the R-DSSIM
performance can be improved further. Therefore, we can
conclude that the two advantages of SOSR together result in
its outstanding R-DSSIM performance.
In addition to the R-DSSIM performance, we evaluate the bits
error at CTU level of different schemes, which is the difference
between the allocated bits R∗i,j and the actual encoding bits
Racti,j of a CTU:
Ei,j =
∣∣R∗i,j −Racti,j ∣∣/R∗i,j . (25)
The average values of Ei,j of different schemes are summa-
rized in Table VIII. Since encoding bits are controlled by λMSE,
TABLE X
R-D PERFORMANCE COMPARISON FOR INTRA ENCODING IN TERMS OF
BDBRP AND BD-PSNR. SYMBOL ‘—’ INDICATES THAT THE RESULT WAS
NOT PROVIDED IN THE CORRESPONDING PAPER. CONFIGURATION: AI.
anchor: K0103 [5] anchor: M0257 [32]
BDBRp BD-PSNR BDBRp BD-PSNR
class Gao [20] Ours Gao [20] Ours Ours Ours
A — 3.05 0.08 -0.17 2.18 -0.13
B — 4.37 0.06 -0.17 1.96 -0.08
C — 2.93 0.15 -0.16 1.93 -0.11
D — 2.44 0.19 -0.17 1.04 -0.07
E — 4.78 0.07 -0.24 2.24 -0.12
avg. — 3.51 0.11 -0.18 1.87 -0.10
the smaller bits error demonstrates the more accurate R-λMSE
modeling performance. As Table VIII shows, JCTVC-M0257
and JCTVC-M0036 that use regression method to estimate
the R-λMSE model parameters have large bits error. The bits
error is further expanded in SOMR that uses regression method
for both R-DSSIM and R-λMSE estimation. Besides, for [18],
the bits error has been significantly reduced, which is due
to its joint R-DMSE-λMSE based parameter estimation that
improves accuracy of the R-λMSE model. For SOMR+, using
the proposed λSSIM-λMSE relationship, more accurate R-DSSIM
model can be achieved with based on the joint R-DSSIM-λSSIM
relationship. However, without unified optimization of SSIM-
based OBA and SSIM-based RDO, accuracy of the R-λMSE
model will not be improved. On the other hand, this problem
is solved in SOSR. Results show that the bits error of SOSR
is also significantly reduced.
D. SSIM vs. PSNR
In addition to SSIM, the MSE-based peak signal-to-noise
ratio (PSNR) is also widely used to evaluate quality of an
encoded video. Therefore, in this subsection, we calculate
the PSNR-based BDBR (denoted by BDBRp) and BD-PSNR
of different schemes for reference. The results are shown in
Table X to Table XII for AI, h LB and nh LB, respectively. As
shown in these tables, the proposed SOSR is inferior to other
schemes in terms of BDBRp and BD-PSNR. Compared with
HM16.20, our scheme has 1.87%, 1.2%, 3.5% bit increase
under the same PSNR in AI, h LB, and nh LB configurations,
respectively. This is not surprising, because PSNR is calculated
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TABLE XI
R-D PERFORMANCE COMPARISON FOR INTER ENCODING IN TERMS OF
BDBRP AND BD-PSNR. ANCHOR: JCTVC-M0036 [6].
CONFIGURATION: H LB.
BDBRp BD-PSNR
class Li [18] Zhou [21] SOSR Li [18] Zhou [21] SOSR
A -2.1 -3.2 -0.9 0.07 0.12 -0.01
B -2.6 -3.0 2.7 0.06 0.11 -0.06
C -0.8 -2.7 1.4 0.03 0.09 -0.06
D -0.7 -3.3 1.2 0.03 0.13 -0.06
E -5.8 -3.2 1.5 0.17 0.12 -0.02
avg. -2.4 -3.1 1.2 0.07 0.11 -0.04
TABLE XII
R-D PERFORMANCE COMPARISON FOR INTER ENCODING IN TERMS OF
BDBRP AND BD-PSNR. ANCHOR: JCTVC-M0036 [6].
CONFIGURATION: NH LB.
BDBRp BD-PSNR
class Li [18] Zhou [21] SOSR Li [18] Zhou [21] SOSR
A -2.6 -5.2 -0.1 0.08 0.23 -0.07
B -4.9 -2.9 8.4 0.12 0.1 -0.17
C -2.2 -5.5 5.7 0.09 0.25 -0.19
D -1.8 -5.8 2.0 0.07 0.26 -0.08
E -4.3 -5.5 1.5 0.13 0.25 -0.02
avg. -3.2 -5.0 3.5 0.10 0.22 -0.11
based on MSE, which is not the optimization objective of our
scheme.
Fig. 2 illustrates the difference in encoding results caused
by different optimization objectives, where an example frame
is respectively encoded by our scheme and JCTVC-M0036 at
same bitrate. JCTVC-M0036 minimizes DMSE of a frame and
is the default inter OBA scheme of HM16.20. Therefore, the
encoded frame has a better PSNR than the frame encoded by
our scheme. However, we can find that the frame encoded by
[6] does not have a good visual quality compared with that
encoded by our scheme.
Specifically, as shown in the bit allocation map, JCTVC-
M0036 allocates a large number of bits to the region marked
in blue box and a small number of bits to region marked in red
box. Among them, the blue boxed region is highly textured,
while the red boxed region has simpler structures. We can
see that after encoding with JCTVC-M0036, all these regions
do not have significant DMSE distortion. However, the water
ripple, i.e., the red boxed region with lost a lot of structural
information, has become very smooth after encoding. These
structural distortions will attract the attention of the viewer
and lead to the decline of subjective perceived quality.
On the other hand, we can see that DSSIM map correctly
identifies these structural distortions. Correspondingly, our
scheme allocates more bits to the water ripple region. It can be
clearly seen that structure of this region is preserved and the
visual quality is improved. At the same time, because the total
bits are constrained, the bits allocated to the blue boxed region
by our scheme are reduced, so this region has larger DMSE
distortion. However, because of the visual masking effect [42],
quality of the blue boxed region is good, whether based on
the visual observation or the DSSIM map. Thus, the frame
encoded by our scheme has better visual quality. Therefore,
TABLE XIII
ENCODING TIME COMPARISON.
Gao [20] Li [18] Zhou [21] SOSR
AI 101.0% - - 100.6%
LB - 101.3% 102.7% 102.2%
it is reasonable to use DSSIM as the distortion metric in the
optimization objective.
In Fig. 3, we further compare the subjective quality per-
formance of the proposed SOSR with two available encoders
Gao [20] and Li [18]. Both Gao [20] and Li [18] achieves
better R-DSSIM performance than the default HM. Fig. 3 shows
that the frames encoded proposed SOSR achieves better visual
quality at a similar bitrate than the other two schemes. In
particular, SOSR can better retain structural information in
different texture areas, while other schemes bring more severe
distortions, such as blurring, which reduces visual quality.
E. Complexity Comparison
To evaluate the computational complexity of our scheme,
Table XIII compares its encoding time with the default HM
encoder (i.e., JCTVC-M0257 for AI and JCTVC-M0036 for
LB). The results show that our scheme and the other three
competitors have brought only a small increase in encoding
time. In addition, compared with the other two SSIM-based
schemes (i.e., Gao [20] and Zhou [21]), the time increase of
our scheme is slightly smaller.
VI. CONCLUSION
In this study, the SSIM-based OBA and SSIM-based RDO
are unified in our SOSR scheme. Compared with the con-
ventional SOMR scheme that is based on SSIM-based OBA
and MSE-based RDO, SOSR solves two problems. First,
SSIM-based RDO is achieved based on the R-DSSIM cost
with a λSSIM-related Lagrangian multiplier, where the λSSIM
is determined by the SSIM-based OBA. In this way, both
OBA and RDO are optimized based on the unified R-DSSIM
model without increasing the computation load. Secondly, by
proposing to use λSSIM to control the RDO process, there exists
a causal relationship between λSSIM and the R-DSSIM generated
by the encoding. Accordingly, the joint relationship of R-
DSSIM-λSSIM can be exploited to calculate the R-DSSIM model
parameters accurately. Experimental results have validated
that by solving the two problems of SOMR, the proposed
SOSR has achieved significant improvement in the R-DSSIM
performance. Moreover, compared with other state-of-the-art
studies, SOSR also has an outstanding R-DSSIM performance
in various configurations.
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