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Abstract. An application of the point vortex method to the singular Biot–Savart integrals used
in water wave calculations is presented. The error for this approximation is shown to be a series in
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1. Introduction. In a study of vortex methods for free-surface flow problems (in
two dimensions), Baker, Meiron, and Orszag [7] applied iterative boundary integral
methods which offered advantages both in computational storage and in arithmetic
operations when compared with conventional methods which require matrix inversion.
Specifically, the authors used boundary integrals to define the interfacial velocity and
velocity potential.
In the case of three-dimensional potential flows, the integral which defines the
velocity is a singular Biot–Savart integral of the following form for a vortex sheet:
u(x) =
1
4pi
∫
S′
κ(x′)×∇xG(x,x′)dS′,(1.1)
where κ= nˆ× [u1 − u2] is the vortex sheet strength, nˆ is the unit normal to the
interface, u1 − u2 is the jump in interfacial velocity at the vortex sheet (u1 is the
velocity above the interface), and
G(x,x′) = − 1|x− x′| .(1.2)
One approach to numerically evaluating this singular integral is the point vortex
method. The point vortex method as we and others have applied it is the trape-
zoidal rule for integration, excluding the singular contribution. Goodman, Hou, and
Lowengrub [1] showed that for the Euler equations in two dimensions, the point vor-
tex approximation to the Biot–Savart integral converges and the error is a series in
powers of h2, where h is the local mesh size. Lowengrub, Shelley, and Merriman
[2] explicitly computed the coefficients of the error series for the point vortex ap-
proximation to the two dimensional Biot–Savart integral for a rectangular grid. In
their study, the authors applied the Poisson summation formula generalized to sin-
gular functions to determine the coefficients of the series. Hou and Lowengrub [3]
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Fig. 2.1. Regions 1 and 2 with the normal vector nˆ pointed into region 1.
also showed convergence of the point vortex method for the Biot–Savart law in the
case of the three-dimensional Euler equations. In the case of a vortex sheet in two
dimensions, Shelley [9] showed that removing the first-order error term from the point
vortex method gives a spectrally accurate method. Hou, Lowengrub, and Krasny [6]
proved convergence of the point vortex method using the desingularization technique
that Shelley [9] presented.
With these studies in mind, we present an examination of the point vortex method
as applied to the case of three-dimensional water waves. This type of nonlinear sys-
tem is characteristic of interfacial potential flows, and we use it here as an example of
our approach. We limit ourselves to the case of waves that are smooth and periodic
in x and y and where the wave height is a single-valued function of x and y. This
latter restriction is not, however, crucial. In this study, we discuss the numerical
computation of the singular Biot–Savart integrals, including some practical aspects
of implementing their computation. We analyze the error associated with the ap-
proximation and discuss the form of the error expansion. Specifically, we show that
the error expansion can be represented as a series in odd powers of a discretization
parameter h. Finally, we demonstrate how to calculate the coefficients of the error
expansion and we provide several examples.
2. The singular Biot–Savart integrals. We consider an interface separating
two incompressible, inviscid fluids as in Figure 2.1. We define η(x, y, t) to be the
interfacial height. We label the region above the interface as region 1 and that below
as region 2. The velocity field u1 (u2) is the velocity above (below) the interface. We
introduce the following definitions of u+ and u−:
u+ = lim
z→η+
u1,(2.1)
u− = lim
z→η−
u2.(2.2)
The flow in each region is irrotational, so we can introduce the velocity potentials φ1
and φ2 given by u1 = ∇φ1 and u2 = ∇φ2. Since the flows are incompressible, the
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velocity potentials satisfy Laplace’s equation:
∇2φ2 = ∇2φ1 = 0.(2.3)
The kinematic condition that the interface moves with the fluid is given by
∂η
∂t
= w− − u− ∂η
∂x
− v− ∂η
∂y
.(2.4)
In order to evolve η forward in time, we must be able to compute u−, and hence
φ−. For this we make use of the Bernoulli equation which expresses the continuity of
normal stresses:
∂φ2
∂t
+
1
2
(u22 + v
2
2 + w
2
2) + gz = 0
∣∣∣∣
z=η(x,y,t)
,(2.5)
For fluid particles on the interface, we have some flexibility in choosing the particle
velocity, and we constrain the surface particles to move only in the vertical direction.
If we define the vertical particle velocity to be w, then the modified Bernoulli equation
is
Dφ2
Dt
− ww2 + 1
2
(u22 + v
2
2 + w
2
2) + gz = 0.(2.6)
At z = η, this equation becomes
Dφ−
Dt
− ww− + 1
2
(u2− + v
2
− + w
2
−) + gη = 0.(2.7)
Equations (2.4) and (2.7) define the time evolution of η and φ− respectively. In order
to use these evolution equations, we need a method for computing the velocities. The
method we develop here relies on singular Biot–Savart integrals.
The interface can be considered as a distribution of dipoles of strength density
nˆ(φ− − φ+)/4pi (see, for example, Saffman [10]). The potential at a point off the
interface is defined as
φ(x, y) = − 1
4pi
∫
S′
µ(x′)nˆ(x′) · ∇′G(x,x′)dS′,(2.8)
where nˆ is the normal to the surface, µ = φ− − φ+, and
G(x,x′) = − 1|x− x′| .(2.9)
Depending on the direction from which we approach the interface, the potential as-
sumes the value φ− or φ+. On the interface, the integral is defined by a principal
value integral, which we denote by φ. The value φ is the mean of the two limits:
φ =
φ+ + φ−
2
.(2.10)
Using this relation and the definition of µ, we obtain a Fredholm integral equation of
the second kind:
µ = 2φ− − 2φ = 2φ− + 1
2pi
∫
S′
µ(x′)nˆ · ∇′G(x,x′)dS′,(2.11)
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where the integral is a principal value integral. This equation can be solved by iter-
ation on µ. The fluid velocity off the interface can also be defined using a boundary
integral (see Saffman [10]):
u(x, y, z) =
1
4pi
∫
S′
κ(x′)×∇xG(x,x′)dS′,(2.12)
where the vortex sheet strength κ is defined by
κ(x, y) = nˆ× (u+ − u−).(2.13)
We define u+ and u− as the limit of u as z approaches η from above and below,
respectively. The fluid velocity on the interface u(x, y) is defined by a principal value
integral whose value is given by
u(x, y) =
u+ + u−
2
.(2.14)
If we know µ, we can calculate the vortex sheet strength κ . To do this, we define
r = xˆı + yˆ + η(x, y)kˆ to represent a point on the interface. We note that
φ−(x, y) = φ1(x, y, η(x, y))(2.15)
and take the derivative of φ− with respect to x. Doing this (and making use of the
chain rule) gives
∂
∂x
φ−(x, y) =
∂
∂x
φ1(x, y, η(x, y))
= u1(x, y, η(x, y)) +
∂η
∂x
w1(x, y, η(x, y))(2.16)
= u−(x, y) +
∂η
∂y
w−(x, y)
=
∂r
∂x
· u−.
We can similarly derive the following:
∂φ−
∂y
=
∂r
∂y
· u−.(2.17)
Similar relations involving φ+ and u+ can also be derived. Using these relations
together with the requirement that the normal velocity at the interface be continuous,
we can derive the following relation:
u− − u+ =
(
∂r
∂y
× nˆ
)
∂µ
∂x
−
(
∂r
∂x
× nˆ
)
∂µ
∂y∣∣∣∣ ∂r∂x × ∂r∂y
∣∣∣∣ .(2.18)
If we define
γx(x, y) =
∂
∂x
µ(x, y) and γy(x, y) =
∂
∂y
µ(x, y),(2.19)
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then we have the following expression for κ in terms of µ:
κ(x, y) = nˆ× [u+ − u−] =
γy ıˆ− γxˆ +
(
∂η
∂x
γy − ∂η
∂y
γx
)
kˆ√
1 +
(
∂η
∂x
)2
+
(
∂η
∂y
)2 .(2.20)
If we know u = (u, v, w), we can compute u− as follows:
w− =
w − ∂η
∂x
(
u− ∂φ−
∂x
)
− ∂η
∂y
(
v − ∂φ−
∂y
)
1 +
(
∂η
∂x
)2
+
(
∂η
∂y
)2 ,
u− =
∂φ−
∂x
− w− ∂η
∂x
,(2.21)
v− =
∂φ−
∂y
− w− ∂η
∂y
.
Thus, if we initially know η(x, y) and φ−(x, y), we can step the evolution equations
(2.4) and (2.7) forward in time as follows:
1. Compute µ from the Fredholm integral equation (2.11).
2. Compute κ from µ (2.20).
3. Compute u = (u, v, w) from κ (2.12).
4. Compute u− = (u−, v−, w−) from u (2.21).
5. Step η and φ− forward in time (2.4), (2.7).
Having established this algorithm, it is easily seen that the most computationally
intensive (and difficult) step is step 3, the computation of u from the Biot–Savart
law. (The computation of φ is also time consuming, but the integral is less singular.)
In the following sections, we outline and analyze a method for computing u.
3. The point vortex method. We are interested in the computation of the
singular Biot-Savart integrals which define the velocity and the velocity potential.
We limit ourselves to the former and note that the analysis of the integral defining
the potential is similar. We assume that η, γx, and γy are periodic in x and y with
period 2pi. We can express the velocity integral as follows:
u(x, y)=
1
4pi
∫
S′
κ(x′)×∇xG(x,x′)dS′
=
1
4pi
∫ ∞
−∞
∫ ∞
−∞
[
αˆı + βˆ + δkˆ
]
dx′dy′
[(x− x′)2 + (y − y′)2 + (η(x, y)− η(x′, y′))2]3/2
,(3.1)
where
α =
[
∂η
∂y
(x′, y′)γx(x′, y′)− ∂η
∂x
(x′, y′)γy(x′, y′)
]
(y − y′)
−γx(x′, y′) [η(x, y)− η(x′, y′)] ,
β =
[
∂η
∂x
(x′, y′)γy(x′, y′)− ∂η
∂y
(x′, y′)γx(x′, y′)
]
(x− x′)
−γy(x′, y′) [η(x, y)− η(x′, y′)] ,
δ = γx(x
′, y′)(x− x′) + γy(x′, y′)(y − y′).
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In order to simplify the notation, consider the evaluation of the velocity at the
origin. That is, we set (x, y) = (0, 0) and drop the primes. Our conclusions are
valid for general (x, y). We also limit discussion to the evaluation of the z-component
of u(x, y) = (u, v, w). The cases involving the other components are completely
analogous. Applying the simplifications mentioned above gives
w(0, 0) = − 1
4pi
∫ ∞
−∞
∫ ∞
−∞
xγx(x, y) + yγy(x, y)
[x2 + y2 + (η(0, 0)− η(x, y))2]3/2
dxdy.(3.2)
We can take advantage of the periodicity of η, γx, and γy to redefine w(0, 0) in such
a way that the domain of integration is finite. We then have
w(0, 0) = − 1
4pi
∫ pi
−pi
∫ pi
−pi
dxdy
×
∞∑
n=−∞
∞∑
m=−∞
γx(x, y)(x− 2npi) + γy(x, y)(y − 2mpi)
[(x− 2npi)2 + (y − 2mpi)2 + (η(0, 0)− η(x, y))2]3/2
.(3.3)
In order to evaluate this lattice sum, we have applied the Ewald summation
technique as outlined by Baker, Meiron, and Orszag [8], which converts the derivatives
of the periodic Green’s function into sums of error functions.
The point vortex method is an application of the two-dimensional trapezoidal
rule, excluding the singular contribution. If we define the integrand to be f(x, y) and
denote the approximation of w by wA(0, 0), then the method is defined as follows:
wA(0, 0) = − 1
4pi
h2
n/2∑
i=−n/2+1
n/2∑
j=−n/2+1
(i,j)6=0
f(ih, jh),(3.4)
where h = 2pi/n.
We are interested in the error
E = wA(0, 0)− w(0, 0).(3.5)
Based on the studies mentioned in the introduction, we suspect that E should be a
series in powers of h. If this is the case, then we can use Richardson extrapolation
to obtain a higher-order method for computing w. In practice, we apply Richardson
extrapolation by noting that it is equivalent to assigning weights to each grid point.
This gives a modified definition of wA:
wA(0, 0) = − 1
4pi
h2
n/2∑
i=−n/2+1
n/2∑
j=−n/2+1
(i,j)6=0
wijf(ih, jh).(3.6)
Here wij is the weight associated with Richardson extrapolation. As an example, let
IA[h] be the numerical approximation to I. If we know that
IA[h] = I + C1h+ C2h
2 + · · · ,(3.7)
then we can use Richardson extrapolation by noting that
IA[2h] = I + 2C1h+ 4C2h
2 + · · · .(3.8)
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Subtracting IA[2h] from 2IA[h] gives
2IA[h]− IA[2h] = I − 2C2h2 + · · · .(3.9)
We see that the first order term has been removed, leaving a second-order approxi-
mation for I. To determine the weights wij , we define the function g(i, j) to be
g(i, j) =
{
1 if i and j are both even,
0 otherwise.
(3.10)
Using this definition, we write
2IA[h]− IA[2h] = − 2
4pi
h2
n/2∑
i=−n/2+1
n/2∑
j=−n/2+1
(i,j)6=0
f(ih, jh)(3.11)
+
1
4pi
4h2
n/4∑
i=−n/4+1
n/4∑
j=−n/4+1
(i,j)6=0
f(2ih, 2jh)
= − 1
4pi
h2
n/2∑
i=−n/2+1
n/2∑
j=−n/2+1
(i,j)6=0
[2− 4g(i, j)] f(ih, jh).
From this we see that the definition of wij for a second-order method would be
wij = 2− 4g(i, j).(3.12)
The condition that g(i, j) = 1 occurs when i and j are both even, and this occurs
when the lattice point (i, j) contributes to both IA[h] and IA[2h]. Thus, lattice points
contributing only to IA[h] have wij = 2 while those contributing to both sums have
wij = −2.
In our numerical experiments with (3.6), the application of Richardson extrapo-
lation led us to believe that E can be expressed as a series in odd powers of h. In
Figure 3.1, we show a calculation of the error associated with the point-vortex method
and the first two applications of Richardson extrapolation. In Figure 3.2 we show the
slopes (in absolute value) of the respective error curves in Figure 3.1. In this example,
we have taken
η = sin(x+ y) + cos2(x+ y),
γx = 0,(3.13)
γy = −2 [sin(y) + cos(y)] .
The figures show (as expected) that the point vortex method is a first-order method.
The successive application of Richardson extrapolation yields third- and fifth-order
methods, respectively. This suggests that the error is a series in odd powers of h. The
analysis of the method in the next section confirms this claim.
4. Analysis of the point vortex method. In order to justify the general use
of Richardson extrapolation, we must demonstrate that the error associated with the
point vortex method has the appropriate form. Our analysis of the method relies on
two different approaches. The first approach, which demonstrates that the error is a
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Fig. 3.1. The line labeled Biot–Savart gives the error from the point vortex method. The other
lines give the error for the first two applications of Richardson extrapolation.
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Fig. 3.2. The order of the three different methods demonstrated in Figure 3.1.
series in odd powers of h, is based on work by Goodman, Hou, and Lowengrub [1]. The
second method is an application of the two-dimensional Euler–Maclaurin summation
formula which demonstrates how to construct the coefficients in this series. Because
of the comparative simplicity of the method of Goodman, Hou, and Lowengrub [1],
we discuss their ideas first.
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4.1. The form of the error. We consider the point vortex approximation to
the integral
I =
∫ ∞
−∞
∫ ∞
−∞
K(x, y)p(x, y)dxdy,(4.1)
where
K(x, y) =
1
[x2 + y2 + (η(0, 0)− η(x, y))2]3/2
(4.2)
and
p(x, y) = − 1
4pi
[xγx(x, y) + yγy(x, y)] .(4.3)
We assume that γx and γy are smooth, periodic, and bounded in x and y. The error
E associated with this approximation is defined by
E = h2
∞∑
i=−∞
∞∑
j=−∞
(i,j)6=(0,0)
K(xi, yj)p(xi, yj)−
∫ ∞
−∞
∫ ∞
−∞
K(x, y)p(x, y)dxdy,(4.4)
where we use the notation (xi, yj) = (ih, jh).
Following the treatment of Goodman, Hou, and Lowengrub [1], we split E into
a near-field part, σ, and a far-field part, τ . To do this, we define a cutoff function
f1(s). We take f1 to be a function which is smooth for all s and which satisfies the
following: f1(s) ≡ 1 if |s| ≤ 1, f1(s) ≡ 0 if |s| ≥ 2, and f1(s) varies smoothly from 0
to 1 for 1 ≤ |s| ≤ 2. We also define f2(s) = 1− f1(s). We take 0 < q < 1 and define
σ = h2
∞∑
i=−∞
∞∑
j=−∞
(i,j)6=0
K(xi, yj)p(xi, yj)f1(h
−q|x|)
−
∫ ∞
−∞
∫ ∞
−∞
K(x, y)p(x, y)f1(h
−q|x|)dxdy(4.5)
and
τ = h2
∞∑
i=−∞
∞∑
j=−∞
(i,j)6=0
K(xi, yj)p(xi, yj)f2(h
−q|xk|)dxdy
−
∫ ∞
−∞
∫ ∞
−∞
K(x, y)p(x, y)f2(h
−q|x|)dxdy,(4.6)
where x = (x, y) and xk = (xi, yj). To analyze σ, we express K(x, y)p(x, y) in a
series expansion in x and y. Since p(x, y) has no singularities, we have the following
expansion for p:
p(x, y) = p0xx+ p
0
yy + · · ·+O(|x|N )(4.7)
for any N , where we use the notation
p0x =
∂
∂x
p
∣∣∣∣
(x,y)=(0,0)
.(4.8)
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We expand the denominator of K(x, y) as follows:
(4.9)[
x2 + y2 + (η(0, 0)− η(x, y))2
]3/2
= x2 + y2 + (η0xx+ η
0
yy)
2 +
(
η0xx+ η
0
yy
) (
η0xxx
2 + η0yy + 2η
0
xyxy
)
+ · · ·+O(|x|N )
=
(
ax2 + by2 + dxy
)3/2(
1 +
(η0xx+ η
0
yy)(η
0
xxx
2 + η0yy + 2η
0
xyxy)
(ax2 + by2 + dxy)3/2
+ · · ·
)3/2
for any N . In this equation, we have
a = 1 + η2x(0, 0),(4.10)
b = 1 + η2y(0, 0),(4.11)
d = 2ηx(0, 0)ηy(0, 0).(4.12)
From the above results we have that
K(x, y)p(x, y) = C0(x, y) + C1(x, y) + C2(x, y) + · · ·+O(|x|N ), .(4.13)
where Cn(x, y) is homogeneous of degree n− 2 in x. In addition, Cn is even in x for
odd n and odd in x for even n. Since f1(|x|) is even in x, we have∫ ∞
−∞
∫ ∞
−∞
Cn(x, y)f1(h
−q|x|)dxdy = 0(4.14)
for n even. The substitution (x, y) = hq(η1, η2) gives, for n odd, that∫ ∞
−∞
∫ ∞
−∞
Cn(x, y)f1(h
−q|x|)dxdy = hqn
∫ ∞
−∞
∫ ∞
−∞
Cn(η1, η2)f(|η|)dη1dη2,(4.15)
where η = (η1, η2). We define an as follows:
an =
∫ ∞
−∞
∫ ∞
−∞
Cn(η1, η2)f(|η|)dη1dη2.(4.16)
We now analyze the discrete sum in σ (4.5). Again using the fact that f1(x) is even
in x and Cn(x, y) is odd in x for odd n, we have
h2
∞∑
i=−∞
∞∑
j=−∞
(i,j)6=(0,0)
Cn(hi, hj)f1(h
1−q|k|) = 0(4.17)
for n even, where we define k = (i, j). For n odd, we make use of the homogeneity of
Cn to rewrite the sum as follows:
h2
∞∑
i=−∞
∞∑
j=−∞
(i,j)6=(0,0)
Cn(hi, hj)f1(h
1−q|k|) = hnSn(h),(4.18)
where
Sn(h) =
∞∑
i=−∞
∞∑
j=−∞
(i,j)6=(0,0)
Cn(i, j)f1(h
1−q|k|).(4.19)
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Goodman, Hou, and Lowengrub [1] show that Sn(h) can be expressed in the following
form:
Sn(h) = Dn + bnh
−n(1−q) +O(hN ) for any N,(4.20)
where Dn is constant and bn depends on the cutoff function f1. Combining this result
with the result for the integral terms (4.16) gives
σ = D1h+D3h
3 + · · ·+ d1hq + d3h3q + · · ·+O(hN ) for any N,(4.21)
where we take di = bi − ai.
The theory of numerical quadrature tells us that τ = o(hN ) for any N since the
integrand has no singularities and decays at infinity. This gives
E = σ + τ = D1h+D3h
3 + · · ·+ d1hq + d3h3q + · · ·+O(hN ).(4.22)
Since E must be independent of q, we conclude that di = 0 for any i. This leaves
E = σ + τ = D1h+D3h
3 + · · ·+O(hN ).(4.23)
The fact that we have a series in odd powers of h rather than in even powers of h (as
in Goodman, Hou, and Lowengrub [1]) is due to the form of K.
4.2. Computation of the coefficients. The computation of the coefficients is
based on studies of the Euler–Maclaurin summation formula. Our approach follows
closely that of Sidi and Israeli [5] and Navot [4], who studied one-dimensional singular
integrals. We first sketch the approach and then cite some examples.
Recall that we are studying integrals of the form
I =
∫ ∞
−∞
∫ ∞
−∞
K(x, y)p(x, y)dxdy,(4.24)
where K(x, y) is defined by (4.2) and
p(x, y) = −xγx(x, y) + yγy(x, y)
4pi
(4.25)
= xg(x, y) + yq(x, y).
As before, we assume that γx(x, y) and γy(x, y) are smooth and periodic in x and y,
with period 2pi in each variable. We take IA to be the point-vortex approximation to
I:
IA = h
2
∞∑
i=−∞
∞∑
j=−∞
(i,j)6=0
f(xi, yj),(4.26)
where we have defined
f(x, y) = K(x, y)p(x, y).(4.27)
The error E is defined by E = IA − I.
The derivation of the coefficients follows the method outlined by Navot [4], which
extended the (one-dimensional) Euler–Maclaurin summation formula to include func-
tions with branch singularities. Navot’s basic approach is to apply the Euler–Maclaurin
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formula to a region where the integrand is nonsingular and treat the singular region
separately. We here outline the approach and leave the details to the appendix. We
begin by defining the following:
T = R2/{[−h, h]× [−h, h]},(4.28)
IT =
∫ ∫
T
f(x, y)dxdy,(4.29)
IS =
∫ h
−h
∫ h
−h
f(x, y)dxdy,(4.30)
IAS =
f(h, h) + f(h,−h) + f(−h, h) + f(−h,−h)
4
(4.31)
+
f(0, h) + f(h, 0) + f(0,−h) + f(−h, 0)
2
.
We rewrite I as follows:
I =
∫ ∞
−∞
∫ ∞
−∞
f(x, y)dxdy(4.32)
= IT + IS .
We define IAT as follows:
IAT = IA − IAS .(4.33)
We have defined IAS in such a way that IAT is the trapezoidal rule approximation to
IT . We then use the Euler–Maclaurin formula to analyze ET :
ET = IAT − IT .(4.34)
We analyze ES = IAS − IS by expanding p(x, y) in a series about (0, 0). Combining
the results for ET and ES yields a series in odd powers of h. We remark that we have
subdivided the domain of integration in such a way that the Euler–Maclaurin formula
is applied only on a domain where the integrand and its derivatives are nonsingular.
The Euler–Maclaurin formula is usually applied to integrals where the domain of
integration is independent of h. Our application of the Euler–Maclaurin formula is
different in that we apply the formula to an integral where the domain of integration
depends on h. We note that while the domain upon which the formula is applied is
arbitrarily close to the singular point, the use of the formula is valid since the integrand
and its derivatives are nonsingular on the domain. We also note that this approach
can be used to study the error in approximating each of the singular integrals that
we compute using the point vortex method.
4.3. Examples. In order to simplify the notation, we make the following defi-
nitions:
Djxf ≡
∂jf
∂xj
, Dˆjxf ≡ Pj(x)
∂jf
∂xj
.(4.35)
The function Pm(x) is given by
Pm(x) =
Bm(x)
m!
,(4.36)
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where Bm(x) is the Bernoulli polynomial of order m on [0, 1] extended periodically.
Bi is the ith Bernoulli number.
Because the notation and formulas are lengthy and somewhat cumbersome, we
present the complete formula only for the simplest case involving a flat interface. We
assume the following:
η(x, y) ≡ 0,(4.37)
γy(x, y) ≡ 0,(4.38)
γx(x, y) ≡ γx(x).(4.39)
Given these assumptions, the formula for the error expansion is
E =
m−1∑
k=1
D2k−1h2k−1 +O(h2m−1),(4.40)
where
D2k−1 = −4
m∑
γ=1
B2γ
(2γ)!
[∫ 1
0
D2γ−1x C2k−1(1, y)dy +
∫ 1
0
D2γ−1y C2k−1(x, 1)dx
+
m∑
µ=1
B2µ
(2µ!)
D2γ−1x D
2µ−1
y C2k−1(1, 1)
+
∫ 1
0
Dˆ2m+1x D
2γ−1
y C2k−1(x, 1)dx
+
∫ 1
0
Dˆ2γ−1x D
2m+1
y C2k−1(1, y)dy
]
+4
∫ ∞
1
∫ ∞
0
Dˆ2m+1x C2k−1(x, y)dydx+ 4
∫ 1
0
∫ ∞
1
Dˆ2m+1x C2k−1(x, y)dydx(4.41)
+4
∫ ∞
1
∫ ∞
0
Dˆ2m+1y C2k−1(x, y)dxdy + 4
∫ 1
0
∫ ∞
1
Dˆ2m+1y C2k−1(x, y)dxdy
+4
∫ ∞
1
∫ ∞
0
Dˆ2m+1x Dˆ
2m+1
y C2k−1(x, y)dydx
+4
∫ 1
0
∫ ∞
1
Dˆ2m+1x Dˆ
2m+1
y C2k−1(x, y)dydx
−4
∫ 1
0
∫ 1
0
C2k−1(x, y)dxdy + [C2k−1(1, 0) + C2k−1(1, 1)]
and
Ck(x, y) =
γkx(0)x
k+1
k!(x2 + y2)3/2
.(4.42)
We note here that given any m, we can calculate D2k−1 for all k up to and
including k = m− 1. For example, to calculate D1, we need m ≥ 2. We also observe
that (4.41) suggests that there are multiple representations for the coefficients D2k−1.
The different representations depend on the value of m chosen. Because m is an
arbitrary parameter, the value of the coefficients should be independent of m. We
have done some numerical experiments which verify this fact.
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We demonstrate the method by calculating D1 and D3 for a simple problem. We
take γx(x, y) = −2 sin(x), γy ≡ 0, and η ≡ 0. Recalling (4.2) and (4.3), we have
K(x, y)p(x, y) =
x sin(x)
2pi(x2 + y2)3/2
.(4.43)
Expanding sin(x), we calculate C1 and C3 as follows:
C1 =
x2
2pi(x2 + y2)3/2
,
C3 = − x
4
12pi(x2 + y2)3/2
.(4.44)
Taking m = 3, we have expressions for D1 and D3 from (4.41):
D1 =
{
−4
3∑
γ=1
B2γ
(2γ)!
[∫ 1
0
D2γ−1x C1(1, y)dy +
∫ 1
0
D2γ−1y C1(x, 1)dx
+
3∑
µ=1
B2µ
(2µ)!
D2γ−1x D
2µ−1
y C1(1, 1) +
∫ 1
0
Dˆ7xD
2γ−1
y C1(x, 1)dx
+
∫ 1
0
Dˆ7yD
2γ−1
x C1(1, y)dy
]
+ 4
∫ ∞
1
∫ ∞
0
Dˆ7xC1(x, y)dydx(4.45)
+4
∫ 1
0
∫ ∞
1
Dˆ7xC1(x, y)dydx+ 4
∫ ∞
1
∫ ∞
0
Dˆ7yC1(x, y)dxdy
+4
∫ 1
0
∫ ∞
1
Dˆ7yC1(x, y)dxdy + 4
∫ ∞
1
∫ ∞
0
Dˆ7xDˆ
7
yC1(x, y)dydx
+4
∫ 1
0
∫ ∞
1
Dˆ7xDˆ
7
yC1(x, y)dydx+ C1(1, 0) + C1(1, 1)−
∫ 1
−1
∫ 1
−1
C1(x, y)dxdy
}
,
D3 =
{
−4
3∑
γ=1
B2γ
(2γ)!
[∫ 1
0
D2γ−1x C3(1, y)dy +
∫ 1
0
D2γ−1y C3(x, 1)dx
+
3∑
µ=1
B2µ
(2µ)!
D2γ−1x D
2µ−1
y C3(1, 1) +
∫ 1
0
Dˆ7xD
2γ−1
y C3(x, 1)dx
+
∫ 1
0
Dˆ7yD
2γ−1
x C3(1, y)dy
]
+ 4
∫ ∞
1
∫ ∞
0
Dˆ7xC3(x, y)dydx
+4
∫ 1
0
∫ ∞
1
Dˆ7xC3(x, y)dydx+ 4
∫ ∞
1
∫ ∞
0
Dˆ7yC3(x, y)dxdy
+4
∫ 1
0
∫ ∞
1
Dˆ7yC3(x, y)dxdy + 4
∫ ∞
1
∫ ∞
0
Dˆ7xDˆ
7
yC3(x, y)dydx
+4
∫ 1
0
∫ ∞
1
Dˆ7xDˆ
7
yC3(x, y)dydx+ C3(1, 0) + C3(1, 1)−
∫ 1
−1
∫ 1
−1
C3(x, y)dxdy
}
.
We have computed D1 and D3 to be approximately −.3103732 and −1.33299 ×
10−3, respectively. These agree very well with the coefficients of the h and h3 terms
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Fig. 4.1. The solid line represents the value of D1 using (4.45). The dashed line represents the
value of D1 computed using the point-vortex approximation for various values of n.
computed from the point vortex calculation. Figure 4.1 demonstrates the comparison
between the numerically computed value and the analytical value for D1.
In the case of an interface that is not flat, the formula is similar but considerably
more lengthy; we therefore omit the formula but sketch the approach. We can limit
consideration to the case where p(x, y) = xg(x, y) since the more general case is
analogous. We expand K(x, y)p(x, y) as outlined in section 4.1. Our analysis shows
that the first term that contributes to the error expansion is C1, which contains all of
the terms which contribute to the first-order coefficient. We have
C1 =
x [gx(0, 0)x+ gy(0, 0)y]
(Ax2 +By2 + Cxy)3/2
−3
2
xg(0, 0)
[ηx(0, 0)x+ ηy(0, 0)y]
[
ηxx(0, 0)x
2 + ηyy(0, 0)y
2 + 2ηxy(0, 0)xy
]
(Ax2 +By2 + Cxy)5/2
,(4.46)
where
A = 1 + η2x(0, 0),
B = 1 + η2y(0, 0),(4.47)
C = 2ηx(0, 0)ηy(0, 0).
For a specific example, we take
γx = −2(sin(x) + cos(x)),
η(x, y) = sin(x+ y) + cos(x+ y),(4.48)
γy = 0.
From C1, we compute D1 to be approximately −.21733. This gives good agreement
with the value we computed using the point vortex method.
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Fig. 5.1. Wave computed using a Gaussian for the initial wave profile.
5. Conclusion. In the preceding analysis, we have been considering only one
component of velocity. The extension of this method to the other components of
velocity is straightforward. We note that this method also predicts that the point-
vortex approximation to the potential φ should be a series in odd powers of h, which
we have verified numerically. The direct application of the two-dimensional point
vortex method is impractical from a numerical standpoint because the operation count
in calculating the velocity field is O(n4), where n is the number of points in one
dimension. One method which we have used for decreasing the order of operations
is the fast multipole method (see Greengard [13]). In this case the operation count
reduces to O(n2). We will discuss the fast multipole implementation and results in a
future paper.
As a test of the method, we have computed the motion of a two-dimensional
Stokes wave but using a three-dimensional vortex sheet. We used a third-order point
vortex method to compute the velocities and used fourth-order Adams–Bashforth
to perform the time evolution. The Stokes wave in our example had an amplitude
of approximately .2356, which is about 53% of the maximum amplitude for Stokes
waves. We chose n = 32 and propagated the wave for approximately one quarter
of a wavelength. The computed solution agrees well with the analytical solution.
Specifically, the numerical solution preserves the wave profile.
We have also computed the motion of a three-dimensional wave where the initial
profile is a Gaussian. The form of the Gaussian is
η(x, y, 0) =
e−10(x
2+y2)
20
(5.1)
on the region [−2pi, 2pi] × [−2pi, 2pi] and is extended periodically in each dimension.
We chose n = 64 (corresponding to a 64×64 mesh) and ∆t = .01 and propagated the
wave for several hundred time steps. We show the result for t = 9.5 in Figure 5.1.
Appendix A. Two-dimensional Euler–Maclaurin summation formula.
Before deriving the formula, we make the following definitions:
wi =
{
1
2 if i = 0 or i = n,
1 otherwise,
Djx ≡
∂j
∂xj
, D˜jx ≡ P2m+1(x/h)Djx.
(A.1)
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The function Pm(x) is given by
Pm(x) =
Bm(x)
m!
,(A.2)
where Bm(x) is the Bernoulli polynomial of order m on [0, 1] extended periodically.
Bi is the ith Bernoulli number. The two-dimensional version of the Euler–Maclaurin
summation formula is derived as below. First apply the one-dimensional formula in
the y direction:∫ b
a
∫ d
c
f(x, y)dxdy =
∫ b
a
[
h
n∑
j=0
wjf(x, yj)−
m∑
µ=1
h2µB2µ
(2µ)!
[
D2µ−1y f(x, d)
−D2µ−1y f(x, c)
]− h2m+1 ∫ d
c
D˜2m+1y f(x, y)dy
]
dx.(A.3)
Next, we apply the trapezoidal rule in the x direction for the first sum term, and
explicitly integrate the other terms:∫ b
a
∫ d
c
f(x, y)dxdy = h2
n∑
i=0
n∑
j=0
wiwjf(xi, yj)
−
n∑
j=0
m∑
γ=1
h2γ+1B2γ
(2γ)!
[
D2γ−1x wjf(b, yj)−D2γ−1x wjf(a, yj)
]
−h
n∑
j=0
h2m+1
∫ b
a
D˜2m+1x wjf(x, yj)dx
−
m∑
µ=1
h2µB2µ
(2µ)!
[∫ b
a
[
D2µ−1y f(x, d)−D2µ−1y f(x, c)
]
dx
]
−h2m+1
∫ d
c
∫ b
a
D˜2m+1y f(x, y)dxdy.(A.4)
In the second and third terms of this equation, the sum over j represents a trapezoidal
rule integration, so we can apply the 1-d formula in each of these terms to give one-
dimensional∫ b
a
∫ d
c
f(x, y)dxdy = h2
n∑
i=0
n∑
j=0
wiwjf(xi, yj)
−
m∑
γ=1
h2γB2γ
(2γ)!
[∫ d
c
[
D2γ−1x f(b, y)−D2γ−1x f(a, y)
]
dy
+
m∑
µ=1
h2µB2µ
(2µ)!
[
D2γ−1x D
2µ−1
y f(b, d)−D2γ−1x D2µ−1y f(b, c)
−D2γ−1x D2µ−1y f(a, d) +D2γ−1x D2µ−1y f(a, c)
]
+h2m+1
∫ d
c
D˜2m+1y
[
D2γ−1x f(b, y)−D2γ−1x f(a, y)
]
dy
]
−h2m+1
∫ b
a
∫ d
c
D˜2m+1x f(x, y)dydx
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−h2m+1
∫ b
a
m∑
γ=1
h2γB2γ
(2γ)!
D˜2m+1x
[
D2γ−1y f(x, d)−D2γ−1y f(x, c)
]
dx
−h4m+2
∫ b
a
∫ d
c
D˜2m+1x D˜
2m+1
y f(x, y)dxdy
−
m∑
µ=1
h2µB2µ
(2µ)!
∫ b
a
[
D2µ−1y f(x, d)−D2µ−1y f(x, c)
]
dx
−h2m+1
∫ d
c
∫ b
a
D˜2m+1y f(x, y)dxdy.(A.5)
Regrouping the terms gives
h2
n∑
i=0
n∑
j=0
wiwjf(xi, yj)−
∫ b
a
∫ d
c
f(x, y)dxdy
=
m∑
γ=1
h2γB2γ
(2γ)!
[∫ d
c
[
D2γ−1x f(b, y)−D2γ−1x f(a, y)
]
dy +
∫ b
a
[
D2γ−1y f(x, d)
−D2γ−1y f(x, c)
]
dx+
m∑
µ=1
h2µB2µ
(2µ)!
[
D2γ−1x D
2µ−1
y f(b, d)(A.6)
−D2γ−1x D2µ−1y f(b, c)−D2γ−1x D2µ−1y f(a, d) +D2γ−1x D2µ−1y f(a, c)
]
+h2m+1
∫ b
a
D˜2m−1x
[
D2γ+1y f(x, d)−D2γ−1y f(x, c)
]
dx
+h2m+1
∫ d
c
D˜2m+1y
[
D2γ−1x f(b, y)−D2γ−1x f(a, y)
]
dy
]
+h2m+1
∫ b
a
∫ d
c
D˜2m+1x f(x, y)dydx+ h
2m+1
∫ d
c
∫ b
a
D˜2m+1y f(x, y)dxdy
+h4m+2
∫ b
a
∫ d
c
D˜2m+1x D˜
2m+1
y f(x, y)dydx.
A.1. Calculation of the error. In order to apply (A.6), we rewrite I as a sum
of singular and nonsingular integrals, I = Is + Ir. We can then also write the error
as E = Es + Er, where Es is the error associated with the approximation to Is and
Er is the error associated with Ir. We can write I as
I = Is + Ir = Is +
4∑
i=1
Iri ,(A.7)
where
Is =
∫ pi
−pi
∫ pi
−pi
f(x, y)dxdy,
Ir1 =
∫ pi
−∞
∫ pi
−pi
f(x, y)dxdy,
Ir2 =
∫ ∞
pi
∫ pi
−pi
f(x, y)dxdy,(A.8)
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Ir3 =
∫ ∞
−∞
∫ −pi
−∞
f(x, y)dxdy,
Ir4 =
∫ ∞
−∞
∫ ∞
pi
f(x, y)dxdy.
(A.9)
If we define Ω by
Ω = R2/{[−pi, pi]× [−pi, pi]},(A.10)
then we have
Ir =
∫ ∫
Ω
f(x, y)dxdy.(A.11)
We denote the trapezoidal rule approximation to Iri by IAi and the trapezoidal
rule approximation to Is by IAs . We define the respective errors as Eri = IAi − Iri
and Es = IAs − Is. Finally, we define Er =
∑4
i=1Eri .
A.2. Calculation of Er. We can use the two-dimensional Euler–Maclaurin for-
mula to derive the following result for Er1 :
Er1 = IA1 − Ir1
=
m∑
γ=1
h2γB2γ
(2γ)!
[∫ pi
−pi
D2γ−1x f(−pi, y)dy
+
∫ −pi
−∞
[
D2γ−1y f(x, pi)−D2γ−1y f(x,−pi)
]
dx
+
m∑
µ=1
h2µB2µ
(2µ)!
[
D2γ−1x D
2µ−1
y f(−pi, pi)−D2γ−1x D2µ−1y f(−pi,−pi)
]
(A.12)
+h2m+1
∫ −pi
−∞
D˜2m+1x
[
D2γ−1y f(x, pi)−D2γ−1y f(x,−pi)
]
dx
+h2m+1
∫ pi
−pi
D˜2m+1y D
2γ−1
x f(−pi, y)dy
]
+h2m+1
∫ −pi
−∞
∫ pi
−pi
D˜2m+1x f(x, y)dydx+ h
2m+1
∫ pi
−pi
∫ −pi
−∞
D˜2m+1y f(x, y)dxdy
+h4m+2
∫ −pi
−∞
∫ pi
−pi
D˜2m+1x D˜
2m+1
y f
2m+1,2m+1
xy (x, y)dydx.
We can derive a similar result for each of the other three regular integrals. We then
add all of the terms together to get
(A.13)
Er =
4∑
i=1
(IAi − Iri) =
m∑
γ=1
h2γB2γ
(2γ)!
[∫ pi
−pi
[
D2γ−1x f(−pi, y)−D2γ−1x f(pi, y)
]
dy
+
∫ pi
−pi
[
D2γ−1y f(x,−pi)−D2γ−1y f(x, pi)
]
dx+
m∑
µ=1
h2µB2µ
(2µ)!
[
D2γ−1x D
2µ−1
y f(−pi, pi)
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Fig. A.1. The shaded region is Ω and extends infinitely in both dimensions. The boundary is ∂Ω.
−D2γ−1x D2µ−1y f(−pi,−pi)−D2γ−1x D2µ−1y f(pi, pi) +D2γ−1x D2µ−1y f(pi,−pi)
]
+h2m+1
∫ pi
−pi
D˜2m+1x
[
D2γ−1y f(x,−pi)−D2γ−1y f(x, pi)
]
dx
+h2m+1
∫ pi
−pi
D˜2m+1y
[
D2γ−1x f(−pi, y)−D2γ−1x f(pi, y)
]
dy
]
+h2m+1
∫ ∫
Ω
D˜2m+1x f(x, y)dydx
+h2m+1
∫ ∫
Ω
D˜2m+1y f(x, y)dydx
+h4m+2
∫ ∫
Ω
D˜2m+1x D˜
2m+1
y f(x, y)dydx.
We define ∂Ω to be the boundary of Ω as shown in Figure A.1. The last three terms
in the previous expression are integrals over Ω. We denote these terms by EΩ. The
rest of the terms in the expression are evaluated in terms of ∂Ω. We denote these
terms by −E∂Ω (we use the negative sign for convenience).
Thus we have
Er = −E∂Ω + EΩ,(A.14)
where
(A.15)
E∂Ω = −
m∑
γ=1
h2γB2γ
(2γ)!
[∫ pi
−pi
[
D2γ−1x f(−pi, y)−D2γ−1x f(pi, y)
]
dy
+
∫ pi
−pi
[
D2γ−1y f(x,−pi)−D2γ−1y f(x, pi)
]
dx+
m∑
µ=1
h2µB2µ
(2µ)!
[
D2γ−1x D
2µ−1
y f(−pi, pi)
668 DAVID J. HAROLDSEN AND DANIEL I. MEIRON
−D2γ−1x D2µ−1y f(−pi,−pi)−D2γ−1x D2µ−1y f(pi, pi) +D2γ−1x D2µ−1y f(pi,−pi)
]
+h2m+1
∫ pi
−pi
D˜2m+1x
[
D2γ−1y f(x,−pi)−D2γ−1y f(x, pi)
]
dx
+h2m+1
∫ pi
−pi
D˜2m+1y
[
D2γ−1x f(−pi, y)−D2γ−1x f(pi, y)
]
dy
]
and
EΩ = h
2m+1
∫ ∫
Ω
D˜2m+1x f(x, y)dydx
+h2m+1
∫ ∫
Ω
D˜2m+1y f(x, y)dydx(A.16)
+h4m+2
∫ ∫
Ω
D˜2m+1x D˜
2m+1
y f(x, y)dydx.
We note that E∂Ω is a finite series in even powers of h. We comment later on EΩ.
A.3. Calculation of Es. We now consider the error that comes from applying
the trapezoidal rule to the singular integral Is. Because of the singularity, we must
use the point vortex-method. We can write
Es = IAs − Is =
n/2∑
i=−n/2
n/2∑
j=−n/2
(i,j)6=0
wiwjf(ih, jh)−
∫ pi
−pi
∫ pi
−pi
f(x, y)dxdy.(A.17)
We want to express Es in a form which allows the direct use of the Euler–Maclaurin
formula. To do this, we break Is and IAs into several integrals and sums and arrange
them as follows:
Es = E1 + E2 + E3 + E4 + E5,(A.18)
where
E1 = h
2
−1∑
i=−n/2
n/2∑
j=−n/2
w˜iw˜jf(ih, jh)−
∫ −h
−pi
∫ pi
−pi
f(x, y)dydx,(A.19)
E2 = h
2
n/2∑
i=1
n/2∑
j=−n/2
w˜iw˜jf(ih, jh)−
∫ pi
h
∫ pi
−pi
f(x, y)dydx,(A.20)
E3 = h
2
1∑
i=−1
n/2∑
j=1
w˜iw˜jf(ih, jh)−
∫ h
−h
∫ pi
h
f(x, y)dydx,(A.21)
E4 = h
2
1∑
i=−1
−1∑
j=−n/2
w˜iw˜jf(ih, jh)−
∫ h
−h
∫ −h
−pi
f(x, y)dydx,(A.22)
E5 =
1∑
i=−1
1∑
j=−1
(i,j)6=(0,0)
w˜iw˜jf(ih, jh)−
∫ h
−h
∫ h
−h
f(x, y)dydx.(A.23)
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The factor w˜i is defined by
w˜i =
{
1
2 if i = imin or i = imax,
1 otherwise,
(A.24)
where imax and imin are the respective upper and lower limits of the summation index
i. For example, imax = −1 and imin = −n/2 in the equation defining E1. Using the
two-dimensional Euler–Maclaurin formula, we can evaluate E1 through E4. After
some manipulation, we arrive at the following result:
(A.25)
E1 + E2 + E3 + E4 = −
m∑
γ=1
h2γB2γ
(2γ)!
[∫ pi
−pi
[
D2γ−1x f(−pi, y)−D2γ−1x f(pi, y)
]
dy
+
∫ pi
−pi
[
D2γ−1y f(x,−pi)−D2γ−1y f(x, pi)
]
dx+
m∑
µ=1
h2µB2µ
(2µ)!
[
D2γ−1x D
2µ−1
y f(−pi, pi)
−D2γ−1x D2µ−1y f(−pi,−pi)−D2γ−1x D2µ−1y f(pi, pi) +D2γ−1x D2µ−1y f(pi,−pi)
]
+h2m+1
∫ pi
−pi
D˜2m+1x (x/h)
[
D2γ−1y f(x,−pi)−D2γ−1y f(x, pi)
]
dx
+h2m+1
∫ pi
−pi
D˜2m+1y
[
D2γ−1x f(−pi, y)−D2γ−1x f(pi, y)
]
dy
]
−
m∑
γ=1
h2γB2γ
(2γ)!
[∫ h
−h
[D2γ−1x f(h, y)−D2γ−1x f(−h, y)]dy
+
∫ h
−h
[D2γ−1y f(x, h)−D2γ−1y f(x,−h)]dx+
m∑
µ=1
h2µB2µ
(2µ!)
[D2γ−1x D
2µ−1
y f(h, h)
−D2γ−1x D2µ−1y f(−h, h)−D2γ−1x D2µ−1y f(h,−h) +D2γ−1x D2µ−1y f(−h,−h)]
+h2m+1
∫ h
−h
D˜2m+1x [D
2γ−1
y f(x, h)−D2γ−1y f(x,−h)]dx
+h2m+1
∫ h
−h
D˜2m+1y [D
2γ−1
x f(h, y)−D2γ−1x f(−h, y)]dy
]
+h2m+1
∫ ∫
Λ
D˜2m+1x f(x, y)dxdy + h
2m+1
∫ ∫
Λ
D˜2m+1y f(x, y)dxdy
+h4m+2
∫ ∫
Λ
D˜2m+1x D˜
2m+1
y f(x, y)dxdy,
where
Λ = {[−pi, pi]× [−pi, pi]}/{[−h, h]× [−h, h]}.(A.26)
We define the inner boundary of Λ to be ∂Λ and note that the outer boundary of Λ
is ∂Ω, the inner boundary of Ω, as shown in Figure A.2. We define E∂Λ and EΛ by
(A.27)
E∂Λ =
m∑
γ=1
h2γB2γ
(2γ)!
[∫ h
−h
[D2γ−1x f(h, y)−D2γ−1x f(−h, y)]dy
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Fig. A.2. The shaded region is Λ. The inner boundary is ∂Λ. The outer boundary is ∂Ω.
+
∫ h
−h
[D2γ−1y f(x, h)−D2γ−1y f(x,−h)]dx+
m∑
µ=1
h2µB2µ
(2µ!)
[D2γ−1x D
2µ−1
y f(h, h)
−D2γ−1x D2µ−1y f(−h, h)−D2γ−1x D2µ−1y f(h,−h) +D2γ−1x D2µ−1y f(−h,−h)]
+h2m+1
∫ h
−h
D˜2m+1x [D
2γ−1
y f(x, h)−D2γ−1y f(x,−h)]dx
+h2m+1
∫ h
−h
D˜2m+1y [D
2γ−1
x f(h, y)−D2γ−1y f(−h, y)]dy
]
and
EΛ = h
2m+1
∫ ∫
Λ
D˜2m+1x f(x, y)dxdy + h
2m+1
∫ ∫
Λ
D˜2m+1y f(x, y)dxdy
+h4m+2
∫ ∫
Λ
D˜2m+1x D˜
2m+1
y f(x, y)dxdy.
Using the definitions of E∂Λ, EΛ, and E∂Ω (recall (A.15)), we see that we can write
E1 + E2 + E3 + E4 = E∂Ω − E∂Λ + EΛ.(A.28)
We can now write a simpler expression for Es:
Es = E1 + E2 + E3 + E4 + E5
= E∂Ω − E∂Λ + EΛ + E5.
(A.29)
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A.4. Formula for E. Putting together our definitions of Er and Es, we can
now write an expression for E:
E = Es + Er
= −E∂Ω + EΩ + E∂Ω + EΛ − E∂Λ + E5(A.30)
= EΩ + EΛ − E∂Λ + E5
= EΩ + EL,
where
EL = EΛ − E∂Λ + E5.(A.31)
We show that EL is a series in odd powers of h. It is significant that E∂Ω does not
appear in E, as this means that there are no even powers of h in E. We show later
that
EΩ = o(h
2m).(A.32)
To simplify the computation of EL, we use the notation EL(f) to mean that
we plug f into the expression for EL and we observe that EL is linear. That is, if
a and b are constants and f and g are functions of x and y, then EL(af + bg) =
aEL(f) + bEL(g). Using this notation, the definition of EL (A.31), and the definition
of Λ (A.26), we have
(A.33)
EL(f) = h
2m+1
∫ ∫
Λ
D˜2m+1x f(x, y)dxdy + h
2m+1
∫ ∫
Λ
D2m+1y f(x, y)dxdy
+h4m+2
∫ ∫
Λ
D˜2m+1x D˜
2m+1
y f(x, y)dxdy
−
m∑
γ=1
h2γB2γ
(2γ)!
[∫ h
−h
[D2γ−1x f(h, y)−D2γ−1x f(−h, y)]dy
+
∫ h
−h
[D2γ−1y f(x, h)−D2γ−1y f(x,−h)]dx+
m∑
µ=1
h2µB2µ
(2µ!)
[D2γ−1x D
2µ−1
y f(h, h)
−D2γ−1x D2µ−1y f(−h, h)−D2γ−1x D2µ−1y f(h,−h) +D2γ−1x D2µ−1y f(−h,−h)]
−h2m+1
∫ h
−h
D˜2m+1x [D
2γ−1
y f(x, h)−D2γ−1y f(x,−h)]dx
−h2m+1
∫ h
−h
D˜2m+1y [D
2γ−1
x f(h, y)−D2γ−1y f(−h, y)]dy
]
+
1∑
i=−1
1∑
j=−1
(i,j)6=(0,0)
w˜iw˜jf(ih, jh)−
∫ h
−h
∫ h
−h
f(x, y)dydx.
Recall that the integrand of I is defined by
f(x, y) = K(x, y)p(x, y).(A.34)
To demonstrate our reasoning, we assume that p(x, y) = p(x) = xg(x) and that
η(x, y) = 0. We comment later on the general case. Using these simplifications, we
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have
f(x, y) =
xg(x)
(x2 + y2)3/2
.(A.35)
Using Taylor’s theorem, we can write
f(x, y) =
x
(x2 + y2)3/2
[
2m∑
k=0
xk
k!
g(k)(0) +
∫ x
0
(x− τ)2m
(2m)!
g(2m+1)(τ)dτ
]
.(A.36)
If we define
Ck(x, y) =
g(k)(0)xk+1
k!(x2 + y2)3/2
(A.37)
and
R(x, y) =
∫ x
0
x(x− τ)(2m)
(2m)!(x2 + y2)3/2
g(2m+1)(τ)dτ,(A.38)
then
f(x, y) =
2m∑
k=0
Ck(x, y) +R(x, y).(A.39)
Since Ck is odd when k is even, we plug Ck into the expression for EL and get
EL(Ck) = 0 for k even.(A.40)
Using this, and the fact that EL is linear, we can write
EL(f(x, y)) = EL
(
2m∑
k=0
Ck(x, y)
)
+ EL (R(x, y))
=
m∑
k=1
EL (C2k−1(x, y)) + EL (R(x, y))(A.41)
= ELC + ELR.
Using the definition of EL we have
ELC = 4
m∑
k=1
{
−
m∑
γ=1
h2γB2γ
(2γ)!
[∫ h
0
D2γ−1x C2k−1(h, y)dy
+
∫ h
0
D2γ−1y C2k−1(x, h)dx+
m∑
µ=1
h2µB2µ
(2µ!)
D2γ−1x D
2µ−1
y C2k−1(h, h)
+h2m+1
∫ h
0
D˜2m+1x D
2γ−1
y C2k−1(x, h)dx+ h
2m+1
∫ h
0
D2γ−1x D˜
2m+1
y C2k−1(h, y)dy
]
+h2m+1
∫ pi
h
∫ pi
0
D˜2m+1x C2k−1(x, y)dydx+ h
2m+1
∫ h
0
∫ pi
h
D˜2m+1x C2k−1(x, y)dydx
+h2m+1
∫ pi
h
∫ pi
0
D˜2m+1y C2k−1(x, y)dxdy + h
2m+1
∫ h
0
∫ pi
h
D˜2m+1y C2k−1(x, y)dxdy
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+h4m+2
∫ pi
h
∫ pi
0
D˜2m+1x D˜
2m+1
y C2k−1(x, y)dydx
+h4m+2
∫ h
0
∫ pi
h
D˜2m+1x D˜
2m+1
y C2k−1(x, y)dydx
−
∫ h
0
∫ h
0
C2k−1(x, y) +
h2
4
[C2k−1(h, 0) + C2k−1(h, h)]
}
.
Here we have taken advantage of the symmetry of C2k−1(x, y) with respect to x and
y to reduce the domain of integration to the first quadrant. Now, let x = hx′ and
y = hy′, substitute, and then drop the primes. The result is
(A.42)
ELC =
m∑
k=1
4h2k−1
{
−
m∑
γ=1
B2γ
(2γ)!
[∫ 1
0
D2γ−1x C2k−1(1, y)dy
+
∫ 1
0
D2γ−1x C2k−1(x, 1)dx+
m∑
µ=1
B2µ
(2µ!)
D2γ−1x D
2µ−1
y C2k−1(1, 1)
+
∫ 1
0
Dˆ2m+1x D
2γ−1
y C2k−1(x, 1)dx+
∫ 1
0
D2γ−1x Dˆ
2m+1
y C2k−1(1, y)dy
]
+
∫ n/2
1
∫ n/2
0
Dˆ2m+1x C2k−1(x, y)dydx+
∫ 1
0
∫ n/2
1
Dˆ2m+1x C2k−1(x, y)dydx
+
∫ n/2
1
∫ n/2
0
Dˆ2m+1y C2k−1(x, y)dxdy +
∫ 1
0
∫ n/2
1
Dˆ2m+1y C2k−1(x, y)dxdy
+
∫ n/2
1
∫ n/2
0
Dˆ2m+1x Dˆ
2m+1
y C2k−1(x, y)dydx
+
∫ 1
0
∫ n/2
1
Dˆ2m+1x Dˆ
2m+1
y C2k−1(x, y)dydx
−
∫ 1
0
∫ 1
0
C2k−1(x, y)dxdy +
1
4
[C2k−1(1, 0) + C2k−1(1, 1)]
}
,
where Dˆ is defined by
Dˆjx ≡ Pj(x)
∂j
∂xj
.(A.43)
We have written this as a series in odd powers of h. However, the coefficients are
not independent of h because some of the double integrals have n/2(= pi/h) in the
limits of integration. We rewrite ELC as follows:
ELC =
m∑
k=1
4h2k−1
{
−
m∑
γ=1
B2γ
(2γ)!
[∫ 1
0
D2γ−1x C2k−1(1, y)dy
+
∫ 1
0
D2γ−1y C2k−1(x, 1)dx+
m∑
µ=1
B2µ
(2µ!)
D2γ−1x D
2µ−1
y C2k−1(1, 1)
+
∫ 1
0
Dˆ2m+1x D
2γ−1
y C2k−1(x, 1)dx+
∫ 1
0
D2γ−1x Dˆ
2m+1
y C2k−1(1, y)dy
]
(A.44)
674 DAVID J. HAROLDSEN AND DANIEL I. MEIRON
+
∫ ∞
1
∫ ∞
0
Dˆ2m+1x C2k−1(x, y)dydx+
∫ 1
0
∫ ∞
1
Dˆ2m+1x C2k−1(x, y)dydx
+
∫ ∞
1
∫ ∞
0
Dˆ2m+1y C2k−1(x, y)dxdy +
∫ 1
0
∫ ∞
1
Dˆ2m+1y C2k−1(x, y)dxdy
+
∫ ∞
1
∫ ∞
0
Dˆ2m+1x Dˆ
2m+1
y C2k−1(x, y)dydx
+
∫ 1
0
∫ ∞
1
Dˆ2m+1x Dˆ
2m+1
y C2k−1(x, y)dydx
−
∫ 1
0
∫ 1
0
C2k−1(x, y)dxdy +
1
4
[C2k−1(1, 0) + C2k−1(1, 1)]
}
+ ELE ,
where ELE is defined by
ELE = −
m∑
k=1
4h2k−1
{∫ ∞
n/2
∫ ∞
0
Dˆ2m+1x C2k−1(x, y)dydx
+ 4
∫ n/2
0
∫ ∞
n/2
Dˆ2m+1x C2k−1(x, y)dydx
+
∫ ∞
n/2
∫ ∞
0
Dˆ2m+1y C2k−1(x, y)dxdy + 4
∫ n/2
0
∫ ∞
n/2
Dˆ2m+1y C2k−1(x, y)dxdy
+
∫ ∞
n/2
∫ ∞
0
Dˆ2m+1x Dˆ
2m+1
y C2k−1(x, y)dydx
+
∫ n/2
0
∫ ∞
n/2
Dˆ2m+1x D
2m+1
y C2k−1(x, y)dydx
}
.
Because the range of integration of the double integrals is infinite, we must discuss
the issue of convergence. We examine
∂L
∂xQyL−Q
C2k−1(x, y),(A.45)
where L ≥ 2m+ 1 and Q ≥ 0. This is equivalent to examining
∂L
∂xQyL−Q
xP
(x2 + y2)3/2
(A.46)
for values of 0 < P ≤ 2m. If we perform the differentiation and convert to polar
coordinates, all of the terms involve rP−L−3. Because of the restrictions on P and L,
P − L − 3 < −3. Because the radial factor has an r-dependence which goes as r−4,
all of the infinite integrals converge.
If we change back to the original variables (that is, let x = x′/h, y = y′/h,
substitute, then drop the primes), then we have
ELE = −
m∑
k=1
4h2m+1
{∫ ∞
pi
∫ ∞
0
D˜2m+1x C2k−1(x, y)dydx
+
∫ pi
0
∫ ∞
pi
D˜2m+1x C2k−1(x, y)dydx(A.47)
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+
∫ ∞
pi
∫ ∞
0
D˜2m+1y C2k−1(x, y)dxdy +
∫ pi
0
∫ ∞
pi
D˜2m+1y C2k−1(x, y)dxdy
+h2m+1
∫ ∞
pi
∫ ∞
0
D˜2m+1x D˜
2m+1
y C2k−1(x, y)dydx
+h2m+1
∫ pi
0
∫ ∞
pi
D˜2m+1x D˜
2m+1
y C2k−1(x, y)dydx
}
.
We know that the periodic Bernoulli functions are bounded. We define A as follows:
|Pm(x/h)| ≤ A for all x. We now have a bound on ELE :
ELE ≤ 4Ah2m+1
m∑
k=1
{∫ ∞
pi
∫ ∞
0
∣∣D2m+1x C2k−1(x, y)∣∣ dydx
+
∫ pi
0
∫ ∞
pi
∣∣D2m+1x C2k−1(x, y)∣∣ dydx(A.48)
+
∫ ∞
pi
∫ ∞
0
∣∣D2m+1y C2k−1(x, y)∣∣ dxdy + ∫ pi
0
∫ ∞
pi
∣∣D2m+1y C2k−1(x, y)∣∣ dxdy
+Ah2m+1
∫ ∞
pi
∫ ∞
0
∣∣D2m+1x D2m+1y C2k−1(x, y)∣∣ dydx
+Ah2m+1
∫ pi
0
∫ ∞
pi
∣∣D2m+1x D2m+1y C2k−1(x, y)∣∣ dydx
}
.
We have already shown that these integrals converge. Therefore, the coefficient of
h2m+1 in ELE is bounded as h approaches 0. We conclude from this that ELE =
O(h2m). We now express ELC in the general form
ELC =
m∑
k=1
D2k−1h2k−1 + ELE
=
m∑
k=1
D2k−1h2k−1 + o(h2m),(A.49)
where D2k−1 is defined by (4.41). The analysis of ELR is similar and is left until later
in the appendix. We show there that
ELR = O(h
2m−1).(A.50)
Using (A.32), (A.49), and (A.50), we can express E as follows:
E = EΩ + EL = EΩ + ELC + ELR =
m−1∑
k=1
D2k−1h2k−1 +O(h2m−1).(A.51)
A.5. The general case. We now briefly discuss the more general case of (A.34),
where η(x, y) 6= 0 and p is a function of both x and y. In this case we have
f(x, y) =
p(x, y)
(x2 + y2 + (η(0, 0)− η(x, y))2)3/2 .(A.52)
We want to calculate and analyze E as in the previous section. First, we note that
the analysis of EΩ does not change in this case. To analyze EL we rewrite f(x, y) as
in section 4.1. That is, we write
f(x, y) = C0 + C1 + C2 + C3 + · · ·+R(x, y),(A.53)
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where Cn is homogeneous of order n− 2 in (x, y). We are interested in calculating
EL(f) = EL(C0) + EL(C1) + · · ·+ EL(R).(A.54)
For n even, Cn is odd in (x, y) so we have
EL(Cn) = 0 for n even.(A.55)
The analysis of the nonzero terms in (A.54) is similar to the analysis of the previous
section in terms of the basic method, but the details are significantly more compli-
cated. We omit the full proof and state the result
EL(f) = D1h+D3h
3 + · · ·+O(hN ),(A.56)
where we compute Dk using a formula similar to (4.45). The primary difference is
that the symmetry of the problem leading to (4.45) allows a simpler formula than in
this more general case.
A.6. Analysis of EΩ. We have
EΩ = h
2m+1
∫ ∫
Ω
P2m+1(x/h)D
2m+1
x f(x, y)dydx
+ h2m+1
∫ ∫
Ω
P2m+1(y/h)D
2m+1
y f(x, y)dydx(A.57)
+ h4m+2
∫ ∫
Ω
P2m+1(x/h)P2m+1(y/h)D
2m+1
x D
2m+1
y f(x, y)dydx.
We consider the first term of EΩ:
h2m+1
∫ ∫
Ω
P2m+1(x/h)D
2m+1
x f(x, y)dxdy.(A.58)
We first define a new region Ω′:
Ω′ =
{
(x, y)|
√
x2 + y2 ≥ 2pi
}
.(A.59)
The region Ω′ is the portion of Ω which lies outside a circle of radius 2pi. (This will
lead to a more pleasant geometry.) Because the region Ω− Ω′ is finite, we have
h2m+1
∫ ∫
Ω−Ω′
P2m+1(x/h)D
2m+1
x f(x, y)dxdy = O(h
2m+1).(A.60)
This follows because the integrand has no singularities on the domain of integration,
and because P2m+1(x/h) is bounded.
We now have to consider the integral over Ω′. We look first at a special case:
f(x, y) =
xg(x)
(x2 + y2)3/2
,(A.61)
where we have taken g to be a function of x alone, and η = 0. We have the following:
D2m+1x f(x, y) =
xg2m+1(x)
(x2 + y2)3/2
+R(x, y),(A.62)
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where it can be seen by examination that R(x, y) consists of a collection of terms that
vary as r−p, where p ≥ 3 and r2 = x2 + y2. We know that |P2m+1(x/h)| ≤ C where
C is a constant, so
h2m+1
∣∣∣∣∫ ∫
Ω′
P2m+1(x/h)R(x, y)dxdy
∣∣∣∣ ≤ h2m+1C ∫ ∫
Ω′
|R(x, y)| dxdy.(A.63)
The integral can be seen to converge, given the way the integrand depends on the
radial factor r. Thus, the coefficient of h2m+1 is bounded as h approaches 0. However,
it is possible that the coefficient vanishes as h approaches 0. Specifically, the coefficient
may be o(1) or smaller in magnitude. Thus, we conclude that this term is o(h2m).
We note that this analysis serves only to place a bound on the magnitude of the term
rather than to explicitly state the magnitude. (This does not affect the form of the
expansion since m is arbitrary. To explicitly determine the magnitude of the next
term in the expansion, we must choose a larger value of m in the Euler–Maclaurin
formula.) We next define q(x) = g2m+1(x). We write q(x) as the sum of its odd and
even constituents: q(x) = qe(x) + qo(x), where qe is even in x and qo is odd in x.
Since P2m+1(x/h) is odd in x, we can write
h2m+1
∫ ∫
Ω′
P2m+1(x/h)
xq(x, y)
(x2 + y2)3/2
dxdy(A.64)
= h2m+1
∫ ∫
Ω′
P2m+1(x/h)
x(qe(x) + qo(x))
(x2 + y2)3/2
= h2m+1
∫ ∫
Ω′
P2m+1(x/h)
xqe(x)
(x2 + y2)3/2
,
since
h2m+1
∫ ∫
Ω′
P2m+1(x/h)
xqo(x)
(x2 + y2)3/2
= 0(A.65)
(the integrand is odd in x).
For m > 1, the function P2m+1(x/h)qe(x) is continuous for all x, odd in x, and
satisfies the condition P2m+1(0) = P2m+1(1) = 0. Thus, we express P2m+1(x/h)qe(x)
as a Fourier (sine) series which converges absolutely and uniformly:
P2m+1(x/h)qe(x) =
∞∑
i=1
Ai sin(ix).(A.66)
Because the series converges uniformly, we may integrate each term separately:
h2m+1
∫ ∫
Ω′
P2m+1(x/h)
xqe(x)
(x2 + y2)3/2
dxdy = h2m+1
∫ ∫
Ω′
x
(x2 + y2)
∞∑
i=1
Ai sin(ix)
= h2m+1
∞∑
i=1
∫ ∫
Ω′
Aix sin(ix)
(x2 + y2)3/2
dxdy.(A.67)
Next, we change to polar coordinates. If we define
Si(x) =
∫ x
0
sin(x)
x
dx,(A.68)
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then we have
h2m+1
∞∑
i=1
∫ ∫
Ω′
Aix sin(ix)
(x2 + y2)3/2
dxdy(A.69)
= h2m+1
∞∑
i=1
∫ 2pi
0
∫ ∞
2pi
Ai cos(θ) sin(ir cos(θ))
r
drdθ(A.70)
= h2m+1
∞∑
i=1
Ai
∫ 2pi
0
[pi
2
|cos(θ)| − Si(2ipi cos(θ)) cos(θ)
]
dθ.(A.71)
It can be shown that the integrand of the latter integral is bounded by a constant
which is determined by the maximum value of Si(x) (which occurs at x = pi):∣∣∣pi
2
|cos(θ)| − Si(2npi cos(θ)) cos(θ)
∣∣∣ ≤ pi
2
+ Si(pi).(A.72)
If we define
Cmax = 2pi
[pi
2
+ Si(pi)
]
,(A.73)
then we can write ∣∣∣∣∫ ∫
Ω′
Aix sin(ix)
(x2 + y2)3/2
dxdy
∣∣∣∣ ≤ Cmax |Ai|(A.74)
for all i. We know from the theory of Fourier series that
∑∞
i=1 |Ai| is a convergent
series [11, 12]. Hence, the series Cmax
∑∞
i=1 |Ai| also converges. This in turn implies
that
∞∑
i=1
∣∣∣∣∫ ∫
Ω′
Aix sin(ix)
(x2 + y2)3/2
dxdy
∣∣∣∣(A.75)
converges. From this we conclude that
h2m+1
∫ ∫
Ω′
P2m+1(x/h)
xqe(x)
(x2 + y2)3/2
dxdy(A.76)
= h2m+1
∞∑
i=1
∫ ∫
Ω′
Aix sin(ix)
(x2 + y2)3/2
dxdy = O(h2m+1).(A.77)
Now we treat the more general problem. That is, we want to show that
h2m+1
∫ ∫
Ω′
P2m+1(x/h)D
2m+1
x f(x, y)dxdy = o(h
2m+1),(A.78)
where
f(x, y) =
xg(x, y)
(x2 + y2 + (η(0, 0)− η(x, y))2)3/2 .(A.79)
We rewrite f(x, y) in the following way:
f(x, y) = f1(x, y) + f2(x, y),(A.80)
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where
f1(x, y) =
xg(x, y)
(x2 + y2)3/2
,(A.81)
f2(x, y) =
xg(x, y)
(x2 + y2 + (η(0, 0)− η(x, y))2)3/2 −
xg(x, y)
(x2 + y2)3/2
.(A.82)
We can rewrite f2(x, y) in the following form:
f2(x, y) =
xg(x, y)
[
A3/2 − (A+B)3/2]
A3/2(A+B)3/2
,(A.83)
where
A = x2 + y2,(A.84)
B = (η(0, 0)− η(x, y))2.(A.85)
If we rationalize the numerator, we have
f2(x, y) =
xg(x, y)
[
A3 − (A+B)3]
A3/2(A+B)3/2
[
A3/2 + (A+B)3/2
] .(A.86)
Expanding the numerator gives
f2(x, y) =
xg(x, y)
[−3A2B − 3AB2 −B3]
A3/2(A+B)3/2
[
A3/2 + (A+B)3/2
] .(A.87)
We now observe that in terms of the radial variable r, A varies as r2 and B is bounded.
Thus, in polar coordinates, f2 varies as r
−4. Using this, we can write
D2m+1x f(x, y) =
xD2m+1x g(x, y)
(x2 + y2)3/2
+R(x, y),(A.88)
where, as in the simpler case, R(x, y) consists of a collection of terms varying as r−p,
p ≥ 3 in the radial factor r. (R(x, y) includes all of the terms in D2m+1x f2(x, y).)
The analysis proceeds essentially as before from here. The integral involving
R(x, y) is o(h2m). We define q(x, y) = D2m+1x g(x, y). We can express q(x, y) as a sum
of terms
q(x, y) = qee(x, y) + qeo(x, y) + qoe(x, y) + qoo(x, y),(A.89)
where, for example, qeo is even in x and odd in y. We can then use symmetry to write∫ ∫
Ω′
P2m+1(x/h)
xq(x, y)
(x2 + y2)3/2
dxdy =
∫ ∫
Ω′
P2m+1(x/h)
xqee(x, y)
(x2 + y2)3/2
dxdy.(A.90)
Next, we express P2m+1(x/h)qee(x, y) as a double Fourier series:
P2m+1(x/h)qee(x, y) =
∞∑
i=1
∞∑
j=1
Aij sin(ix) cos(jy)(A.91)
=
1
2
∞∑
i=1
∞∑
j=1
Aij [sin(ix+ jy) + sin(ix− jy)] .(A.92)
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From here, we use the uniform convergence of the series to enable us to interchange
summation and integration. We use the fact that Si(x) is bounded to obtain a con-
vergent series representation for∫ ∫
Ω′
P2m+1(x/h)
xq(x, y)
(x2 + y2)3/2
dxdy.(A.93)
As in the first case, we again conclude that
h2m+1
∫ ∫
Ω′
P2m+1(x/h)
xq(x, y)
(x2 + y2)3/2
dxdy = O(h2m+1)(A.94)
and hence,
h2m+1
∫ ∫
Ω
P2m+1(x/h)
xq(x, y)
(x2 + y2)3/2
dxdy = O(h2m+1).(A.95)
The condition that the Fourier series representations used are uniformly convergent
relies on the premise that g and the derivatives of g are smooth.
We have considered one of the terms in EΩ. The analysis of the other terms is
analogous. We conclude that
EΩ = o(h
2m).(A.96)
A.7. Calculation of ELR. We now consider ELR. In order to analyze ELR, we
need the following results, which are derived from Leibniz’s rule for differentiation of
an integral:
∂k
∂xk
∫ x
0
x(x− τ)m
m!(x2 + y2)3/2
f (m+1)(τ)dτ
=
∫ x
0
∂k
∂xk
[
x(x− τ)m
m!(x2 + y2)3/2
]
f (m+1)(τ)dτ(A.97)
for k < m+ 1,
∂k
∂xk
∫ x
0
x(x− τ)m
m!(x2 + y2)3/2
f (m+1)(τ)dτ
=
∫ x
0
∂m+1
∂xm+1
[
x(x− τ)m
m!(x2 + y2)3/2
]
f (m+1)(τ)dτ +
xf (m+1)(x)
(x2 + y2)3/2
(A.98)
for k = m+ 1.
We can express ELR as follows:
ELR = −4
m∑
γ=1
h2γB2γ
(2γ)!
[∫ h
0
D2γ−1x R(h, y)dy +
∫ h
0
D2γ−1y R(x, h)dx
+
m∑
µ=1
h2µB2µ
(2µ)!
D2γ−1x D
2µ−1
y R(h, h) + h
2m+1
∫ h
0
D˜2m+1x D
2γ−1
y R(x, h)dx
+h2m+1
∫ h
0
D2m+1y D
2γ−1
x R(h, y)dy
]
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+4h2m+1
∫ pi
h
∫ pi
0
D˜2m+1x R(x, y)dydx+ 4h
2m+1
∫ h
0
∫ pi
h
D˜2m+1x R(x, y)dydx
+4h2m+1
∫ pi
h
∫ pi
0
D˜2m+1y R(x, y)dxdy + 4h
2m+1
∫ h
0
∫ pi
h
D˜2m+1y R(x, y)dxdy
+4h4m+2
∫ pi
h
∫ pi
0
D˜2m+1x D˜
2m+1
y R(x, y)dydx
+4h4m+2
∫ h
0
∫ pi
h
D˜2m+1x D˜
2m+1
y R(x, y)dydx
−
∫ h
−h
∫ h
−h
R(x, y)dydx+R(h, 0) +R(h, h),
where
R(x, y) =
∫ x
0
x(x− τ)(2m)
(2m)!(x2 + y2)3/2
g2m+1)(τ)dτ.(A.99)
We start with the last terms in ELR:
R(h, 0) =
∫ h
0
h(h− τ)2m
(2m)!h3
g(2m+1)(τ)dτ
= g2m+1(ξ)
∫ h
0
h(h− τ)2m
(2m)!h3
dτ(A.100)
=
g2m+1(ξ)
(2m+ 1)!
h2m−1
= O(h2m−1)
by the mean value theorem for integrals. This assumes that the derivatives of g(x)
are bounded. In an analogous manner, it can be shown that R(h, h) = O(h2m−1).
Next we consider the integral∫ h
−h
∫ h
−h
R(x, y)dxdy = h2m+1
∫ 1
−1
∫ 1
−1
dxdy
∫ x
0
x(x− τ)2m
(2m)!(x2 + y2)3/2
g(2m+1)(hτ)dτ
= h2m+1
∫ 1
−1
∫ 1
−1
x2m+2g(2m+1)(ξ)
(2m+ 1)!(x2 + y2)3/2
dxdy(A.101)
= O(h2m+1),
where, again, we have applied the mean value theorem of integrals. Next, we want
to consider those terms in ELR which involve a single integral. For example, we can
consider the first term in ELR:
h2γ
∫ h
0
D2γ−1x R(h, y)dy.
If we make the change of variables x = hx′, y = hy′, then (dropping the primes) we
get
h2γ
∫ h
0
D2γ−1x R(h, y)dy
= h2m+1
∫ 1
0
∂2γ−1
∂x2γ−1
[∫ x
0
x(x− τ)2m
(2m)!(x2 + y2)3/2
g(2m+1)(hτ)dτ
]
x=1
dy.(A.102)
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Since γ ≤ m, we can take the differential operator inside the integral (using (A.97)),
perform the differentiation, and then apply the mean value theorem to verify that
this integral is O(h2m+1). Again, we have relied on the fact that g(x, y) is bounded
in all its derivatives. It is completely analogous to show that the terms
h2γh2µD2γ−1x D
2µ−1
y R(h, h)
are O(h2m+1).
We have only to consider the terms involving the double integrals. To show the
general approach, we consider the following term from ELR:
h2m+1
∫ pi
h
∫ pi
0
D˜2m+1x R(x, y)dydx.
We know that
D2m+1x R(x, y) =
∫ x
0
∂2m+1
∂x2m+1
x(x− τ)2m
(2m)!(x2 + y2)3/2
g(2m+1)(τ)dτ
+
xg2m+1(x)
(x2 + y2)3/2
.(A.103)
Applying the differential operator and using the mean value theorem gives a series
of terms, which, when converted to polar coordinates, is of order r−2. Thus, we can
bound the integral as follows:
h2m+1
∣∣∣∣∫ pi
h
∫ pi
0
D˜2m+1x R(x, y)dydx
∣∣∣∣
≤ Ch2m+1
∫ q2
q1
∫ pis(θ)
hs(θ)
r−1drdθ = O(h2m),(A.104)
where C is some constant determined by the derivatives of g and the periodic Bernoulli
functions.
We have now considered all of the terms of ELR and conclude that
ELR = O(h
2m−1).(A.105)
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