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KIRCHHOFF MIGRATION WITHOUT PHASES
PATRICK BARDSLEY AND FERNANDO GUEVARA VASQUEZ
Abstract. We present a simple, frequency domain, preprocessing step to
Kirchhoff migration that allows the method to image scatterers when the wave
field phase information is lost at the receivers, and only intensities are mea-
sured. The resulting imaging method does not require knowing the phases of
the probing field or manipulating the phase of the wave field at the receivers.
In a regime where the scattered field is small compared to the probing field, the
problem of recovering the full-waveform scattered field from intensity data can
be formulated as an embarrassingly simple least-squares problem. Although
this only recovers the projection (on a known subspace) of the full-waveform
scattered field, we show that, for high frequencies, this projection gives Kirch-
hoff images asymptotically identical to the images obtained with full waveform
data. Our method can also be used when the source is modulated by a Gauss-
ian process and autocorrelations are measured at an array of receivers.
AMS classification numbers: 35R30, 78A46
Keywords: intensity-only imaging, correlation-based imaging, migration
1. Introduction
Imaging scatterers in a homogeneous medium from full waveform data is well
understood. The medium is probed with waves emanating from one or more sources
and the reflections from scatterers in the medium are recorded at one or more
receivers. An image of the scatterers can be formed from these recordings by using
classic imaging methods such as Kirchhoff or travel time migration (see e.g. [3]); or
MUSIC (see e.g. [6]). Both Kirchhoff migration and MUSIC rely on full-waveform
measurements at the receivers to form an image. Here we work in the frequency
domain and we assume that phase information is lost and only intensities can
be measured at the receivers. To be more precise, if ûr(ω) is the wave field at
receiver r and angular frequency ω, we can only measure the intensity |ûr(ω)|2.
Intensity measurements arise in a variety of physical problems, e.g. when the
response time of a receiver is much larger than a typical wave period. Such is the
case in optical coherence tomography [23, 22] and diffraction tomography [14, 15].
In these situations, intensities are much easier and more cost-effective to measure
than full waveform data.
The setup we analyze consists of one source and N receivers, all of known lo-
cation. The receivers can only record intensities and only the source intensity is
known. If the scattered field is small compared to the probing field (at the receivers)
then the scattered field projected onto a known subspace can be found from the
intensity data by solving an underdetermined real least squares problem of size
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2 KIRCHHOFF MIGRATION WITHOUT PHASES
N × 2N (per frequency sample). This system is underdetermined because we are
trying to use the intensity data, i.e. N real measurements, to recover the scattered
field, i.e. N complex or 2N real numbers. Fortunately, a stationary phase argu-
ment shows that the error made by projecting the scattered field does not affect
Kirchhoff imaging (for high frequencies). Moreover the least-squares problem is
typically well-conditioned and its solution is embarrassingly simple: it merely costs
about 2N complex operations (additions or multiplications). Hence our method is
comparable in computational cost to Kirchhoff migration. Well-known resolution
studies for Kirchhoff migration can also be used for our method.
1.1. Related work for imaging with intensities. One way of imaging with
intensities is called “phase retrieval” and consists of first recovering the phases from
the intensity data and then using the reconstructed field to image. Examples of this
approach include using intensity measurements at two different planes to recover
full waveform measurements at a single plane [14], iterative approaches e.g. [16,
10, 19, 8] and using differential identities to relate intensity measurements with full
waveform data (e.g. [29, 17]). Other methods treat intensity-only measurements as
noisy measurements of full waveform data (e.g. [9]) or use optimization techniques
to fit assumed models of scatterers to measured intensity data (e.g. [27]).
The problem of imaging a few point scatterers can be reformulated as a convex
optimization problem involving low rank matrices [5, 4, 31]. Alternatively the
polarization identity 4Re(u∗v) = ‖u + v‖2 − ‖u − v‖2,u,v ∈ CN , and linear
combinations of single source experiments can be used to recover dot products of
two single source experiments [20]. Notice that recovering the dot product u∗v
from the polarization identity requires multiplying u and v by ±1 or ±ı. This
requires manipulation of the source phases, by e.g. introducing delays. MUSIC can
then be used to image with this quadratic functional of the full waveform data [20].
Instead of directly controlling the source phases, in [1] we use two sources that send
exactly the same signal from two different locations. The problem of recovering
the full-waveform scattered field as measured at one receiver location is formulated
as a least-squares problem, which is analyzed in [1]. The least-squares systems are
typically 2N ×2N and the scattered field can be recovered up to a one dimensional
nullspace that does not affect the Kirchhoff images. In contrast, the present method
requires less measurements (only N), no pairwise illuminations (remark 1) and the
least-squares systems are trivial to solve and (usually) well-conditioned.
1.2. Imaging with correlations. Correlations are used for imaging when the
sources are not well known. For example in seismic imaging the sources may have
unknown locations [24, 26, 25] and may even consist of ambient noise [11, 12, 13].
Fortunately, the correlation of recordings at two points contains information about
the Green function of the medium between the two points [11], which can be used
to form an image of the medium. Correlations are also used in radar imaging [7],
since the operating frequencies make it impractical to measure the phases at the
receivers. In fact even stochastic signals can be used in place of deterministic signals
for the probing fields [28, 30].
As in [1] we observe that autocorrelations (i.e. correlating the recorded signal
with itself) are equivalent to intensity measurements (by the Wiener-Khinchin the-
orem, see e.g. [18]). Therefore the method we present here can be applied to the
case where only the autocorrelation (or the power spectrum) of the source is known
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Figure 1. Physical setup for an array A of receivers with a wave
source located at ~xs. The scatterer is characterized by the com-
pactly supported function ρ(~y) (in yellow).
and autocorrelations (or power spectra) are measured at the receivers. Since cor-
relations are robust to additive noise, we expect our method to work in low signal
to noise ratio situations, as we illustrate with numerical experiments.
1.3. Contents. The physical setup and notations we use are described in §2.1 and
we briefly review Kirchhoff migration in §2.2. Using the Born approximation, we
formulate the problem of recovering the full wave scattered field at the array from
intensity-only measurements as a linear least squares problem §2.3. In §3 we analyze
and solve the least squares problem and show that its solution can be used with
Kirchhoff migration. We extend this imaging method to stochastic illuminations
and autocorrelation measurements in §4. Numerical experiments for an optic regime
are provided in §5 and we conclude with a discussion in §6.
2. Wave propagation and intensity-only measurements
Here we introduce the setup we work with and briefly recall Kirchhoff migration.
Hereinafter we use the Fourier transform convention for functions of time t:
(1) f̂(ω) =
∫ ∞
−∞
dtf(t)eıωt, f(t) =
1
2pi
∫ ∞
−∞
dωf̂(ω)e−ıωt, for f(t), f̂(ω) ∈ L2(R).
2.1. Wave propagation in a homogeneous medium. The physical setup we
consider is depicted in figure 1. We probe the medium with a point source located at
~xs. Waves are recorded on an array of receivers ~xr = (xr, 0) ∈ A for r = 1, . . . , N ,
where A ⊂ Rd × {0} and d = 2, 3 is the dimension. We use the notation x for
the first d − 1 components of a vector ~x ∈ Rd. For simplicity we consider a linear
array in 2D or a square array in 3D, i.e. A = [−a/2, a/2]d−1 × {0}, however other
shapes may be considered. We impose only mild conditions on the positions of
the source and receivers, in particular that the source is not in the array. We
assume the medium contains scatterers with reflectivity ρ(~y) with supp(ρ) = R,
and background wave velocity c0.
The total field arriving at the receiver location ~xr from frequency modulation
f̂(ω) at the source location ~xs is
(2) û(~xr, ~xs, ω) = Ĝ(~xr, ~xs, ω)f̂(ω),
where Ĝ is the Green’s function for the (inhomogeneous) medium in the frequency
domain. We assume the scatterers are weak so that multiple scatterings may be
4 KIRCHHOFF MIGRATION WITHOUT PHASES
neglected and by the Born approximation
(3) Ĝ(~xr, ~xs, ω) ≈ Ĝ0(~xr, ~xs, ω) + k2
∫
R
d~yρ(~y)Ĝ0(~xr, ~y, ω)Ĝ0(~y, ~xs, ω),
where Ĝ0 is the Green’s function for the Helmholtz equation:
(4) Ĝ0(~x, ~y, ω) =

ı
4
H
(1)
0 (k|~x− ~y|), d = 2,
exp(ık|~x− ~y|)
4pi|~x− ~y| , d = 3.
Here k = ω/c0 is the wave number.
We express the total fields received on the array with linear algebra notation as
u(~xr, ~xs, ω) = e
T
r
(
g0(~xs, ω) + p(~xs, ω)
)
f̂(ω), for r = 1, . . . , N ,
where the vector g0 is the vector of direct arrivals (or incident field) at the array
(5) g0(~xs, ω) =
[
Ĝ0(~x1, ~xs, ω), Ĝ0(~x2, ~xs, ω), · · · , Ĝ0(~xN , ~xs, ω)
]T
,
and the array response vector (or scattered field at the array) is
(6) p(~xs, ω) = k
2
∫
R
d~zg0(~z, ω)Ĝ0(~xs, ~z, ω)ρ(~z).
2.2. Kirchhoff migration. When full waveform measurements are available, i.e.
u(~xr, ~xs, ω) is known for r = 1, . . . , N , the scattered field p can be obtained from
the total field at the array, g0 and f̂(ω). The scatterers in the medium can be
imaged with Kirchhoff migration applied to p, which for a single frequency ω has
the form:
(7) ΓKM
[
p, ω
]
(~y) = Ĝ0(~xs, ~y, ω)g0(~y, ω)
∗p(~xs, ω).
Here ~y is a point in the image. The Kirchhoff migration functional has been studied
extensively (see e.g. Bleistein et al. [3] for a review). In the cross-range (the
direction parallel to the array), we can expect a resolution of λL/a where λ = 2pi/k
is the wavelength, L is the array to scatterer distance and a is array aperture.
This is the Rayleigh resolution limit. To obtain resolution in the range direction
(the direction perpendicular to the array), ΓKM[p, ω] needs to be integrated over
a frequency band B, e.g. B = [−ωmax,−ωmin] ∪ [ωmin, ωmax]. In this case we can
expect the resolution to be c0/(ωmax − ωmin).
2.3. Intensity-only measurements. Using the illumination f̂(ω) at the source
location ~xs, the intensity-only measurement of the wave field at ~xr ∈ A is:
(8) |u(~xr, ~xs, ω)|2 = |f̂(ω)|2eTr
[
(g0 + p) (g0 + p)
]
,
where the operator  denotes the componentwise or Hadamard product of two vec-
tors and {er}Nr=1 is the standard orthonormal basis of RN . Our objective is to find
as much as we can about p from the vector of measurements [|u(~xr, ~xs, ω)|2]r=1,...,N .
This is done by linearization, so we need to assume that the scattered field p is
small compared to the direct arrival g0 at the array.
Assumption 1. The position of the receivers, the source and the reflectivity are
such that |eTr p|  |eTr g0|, r = 1, . . . , N .
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This assumption is satisfied e.g. if the reflectivity is sufficiently small and the
source ~xs is near the receiver array (as is shown in figure 1). With assumption 1
we can neglect quadratic terms in p to approximate the intensity measurements (8)
by a vector d(~xs, ω) defined by
|u(~xr, ~xs, ω)|2 ≈ eTr d(~xs, ω) ≡ |f̂(ω)|2eTrRe [g0  (g0 + 2p)] .
This is not, strictly speaking, a linear system for p ∈ CN since u→ Re(u) is not a
linear mapping from CN to CN . However we can write an underdetermined linear
system for the real and imaginary parts of g0 + p as follows
(9) |f̂(ω)|2M(~xs, ω)
[
Re(g0 + 2p)
Im(g0 + 2p)
]
= d(~xs, ω),
where the matrix M(~xs, ω) ∈ RN×2N is given by
(10) M(~xs, ω) =
[
diag
(
Re(g0)
)
diag
(
Im(g0)
)]
.
We give in the next section an explicit solution to the least squares problem (9).
3. Migrating a least-squares estimate of the scattered field
The first step in our imaging method consists of a cheap least-squares prepro-
cessing step that gives an approximation to the array response vector (§3.1). The
second step is to migrate this approximation with standard Kirchhoff migration
§3.2. Crucially we show in theorem 1 that the mistake we make by using this
approximation of the array response vector does not affect the Kirchhoff images.
3.1. Recovering a projection of the array response vector. We start by
finding a simple and explicit expression to the pseudoinverse of the matrix M that
we obtained from linearizing the problem of finding the real and imaginary parts
of the array response vector p. This can be used to recover from the data d the
orthogonal projection of [Re(p)T, Im(p)T]T onto a known N dimensional subspace
(that depends only on g0). Moreover the process is well conditioned.
First notice that the matrix M is full-rank. Indeed a simple calculation gives
that MMT = diag(g0g0). This matrix is clearly invertible because it is a diagonal
matrix with the moduli of 2D or 3D Green functions on the diagonal. Hence the
Moore-Penrose pseudoinverse M† can be written explicitly
(11) M† = MT(MMT)−1 =
[
diag
(
Re(g0)
)
diag
(
Im(g0)
)] diag(g0  g0)−1.
We can use M† to see what information about p we can recover from the right hand
side d in the least-squares problem (9). Since M has an N dimensional nullspace,
we can only expect to recover the orthogonal projection of [Re(p)T, Im(p)T]T onto
range(MT) = (null(M))⊥. This projection has a simple form when we write it in
CN , as can be seen in the next proposition.
Proposition 1. Provided |f̂(ω)|2 6= 0, the intensity measurements d determine
(12) p˜ ≡ p+ (g0)−1  g0  p,
where the inverse of a vector is understood componentwise. Moreover p˜ can be
obtained in about 2N complex operations from d with
(13) p˜ = |f̂(ω)|−2(g0)−1  d− g0.
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Proof. Since we use the first (resp. last) N rows of M† to recover the real (resp.
imaginary) part of a vector in CN , it is convenient to consider the matrix[
I iI
]
M† = diag(g0)diag(g0  g0)−1 = diag(g0)−1,
where I is the N × N identity matrix. To see what information about p we can
recover from the right hand side d in the least-squares system (9) we can evaluate:
|f̂(ω)|−2 [I iI]M†d = diag(g0)−1M [Re(g0 + 2p)Im(g0 + 2p)
]
= diag(g0)
−1[Re(g0)2 + Im(g0)2 + 2Re(g0)Re(p) + 2Im(g0)Im(p)]
= g0 + diag(g0)
−1(g0  p+ g0  p)
= g0 + p+ g0  (g0)−1  p = g0 + p˜.
Hence we can get p˜ from the intensity data d with essentially N complex multipli-
cations and N complex additions.

A natural question to ask is whether we can obtain p˜ in a stable manner from d.
This can be answered by looking at the conditioning of M, i.e. the ratio of the largest
singular value σ1 of M to σN , the smallest one. These are easily obtained from the
square roots of the eigenvalues of the diagonal matrix MMT = diag(g0g0). Hence
the conditioning of M is the ratio of the largest to the smallest moduli of the entries
of g0:
(14) cond(M) =

maxr
∣∣H(1)0 (k|~xr − ~xs|)∣∣
minr
∣∣H(1)0 (k|~xr − ~xs|)∣∣ , for d = 2,
maxr
∣∣~xr − ~xs∣∣
minr
∣∣~xr − ~xs∣∣ , for d = 3.
In figure 2 we show the condition number of M(~xs, ω) plotted over an optical
frequency band. The experimental setup is that given in §5. The condition number
(14) is clearly independent of frequency for d = 3 and for d = 2 we have the
approximation for high frequencies:
condM(~xs, ω) =
maxr |~xr − ~xs|1/2
minr |~xr − ~xs|1/2 (1 +O(1/ω)), as ω →∞.
This approximation follows from the Hankel function asymptotic (see e.g. [21])
H
(1)
0 (t) =
√
2
pit
exp[ı(t− pi/4)](1 +O(1/t)), as t→∞.
Thus the conditioning of M is determined by the ratio of largest to smallest source-
to-receiver distances.
3.2. Kirchhoff migration. We now show that migrating the recovered data p˜
(12) using ΓKM gives essentially the same image as migrating the true data p. We
establish this result by means of a stationary phase argument but in order to do
this, we need the following assumption on the location of the source ~xs.
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Figure 2. Condition number of M(~xs, ω) for d = 2 (red) and
d = 3 (blue) for the setup given in §5
Assumption 2 (Geometric imaging conditions). For a scattering potential with
support contained inside an image window W, we assume ~xs satisfies
~xr − ~xs
|~xr − ~xs| 6=
~xr − ~y
|~xr − ~y| ,
for r = 1, . . . , N, and ~y ∈ W.
We interpret this assumption as a restriction on the placement of our source
location ~xs as follows. Fix a receiver position ~xr and consider the cone
K(~xr) =
{
α
~y − ~xr
|~y − ~xr| : α > 0, ~y ∈ W
}
.
As long as ~xs /∈ K(~xr), then we have that (~xs − ~xr)/|~xs − ~xr| 6= (~y− ~xr)/|~y− ~xr|
for any ~y ∈ W, i.e. assumption 2 holds for ~xr. Ensuring this is satisfied for all
receiver locations ~xr for r = 1, . . . , N , we require ~xs /∈ ∪Nr=1K(~xr). In figure 3 we
illustrate this assumption. Here, the dark blue region depicts the cone K(~xr) while
the union of cones ∪Nr=1K(~xr) is depicted by the light blue region. Assumption 2
simply requires ~xs to be outside the light blue region.
∪Nr=1K(~xr)
~xr
K(~xr)
W
A
Figure 3. Illustration of assumption 2. If ~xs is outside of the
light blue region then (~xr − ~xs)/|~xr − ~xs| 6= (~xr − ~y)/|~xr − ~y| for
all ~xr ∈ A and ~y ∈ W.
Theorem 1. Provided assumption 2 holds, the image of the reconstructed array
response vector is
ΓKM
[
p+ (g0)
−1  g0  p, ω
]
(~y) ≈ ΓKM
[
p, ω
]
(~y).
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Proof. We begin by approximating the Kirchhoff migration functional (7) by an
integral over the array A:
(15)
ΓKM
[
(g0)
−1  g0  p
]
(~y)
= Ĝ0(~xs, ~y, ω)g0(~y, ω)
∗ [(g0(~xs, ω))−1  g0(~xs, ω) p(~xs, ω)]
∼ k2
∫
R
d~z
∫
A
dxrC(~xs, ~xr, ~z, ~y)×
exp (ık(2|~xr − ~xs| − |~xr − ~z| − |~z − ~xs| − |~xr − ~y| − |~y − ~xs|)) .
Here ∼ denotes equal up to a constant and C(~xs, ~xr, ~z, ~y) is a smooth real valued
function that collects the various Ĝ0 geometric spreading terms.
Now we apply the method of stationary phase (see e.g. [3]) to the integral over
A. In the large wavenumber limit k → ∞, dominant contributions to the integral
come from stationary points of the phase, i.e. points ~xr that satisfy
∇~xr (2|~xr − ~xs| − |~xr − ~z| − |~z − ~xs| − |~xr − ~y| − |~y − ~xs|) = 0.
This expression is equivalent to
(16)
~xr − ~xs
|~xr − ~xs| =
1
2
(
~xr − ~y
|~xr − ~y| +
~xr − ~z
|~xr − ~z|
)
.
If (16) holds then we must have
(17)
∣∣∣∣ ~xr − ~xs|~xr − ~xs|
∣∣∣∣2 = 14
∣∣∣∣ ~xr − ~y|~xr − ~y| + ~xr − ~z|~xr − ~z|
∣∣∣∣2
⇐⇒ 1 = ~xr − ~y|~xr − ~y| ·
~xr − ~z
|~xr − ~z| .
Since (~xr − ~y)/|~xr − ~y| and (~xr − ~z)/|~xr − ~z| are both unit vectors, it follows from
the Cauchy-Schwarz equality that (17) holds only if ~z = ~y. Thus stationary points
must satisfy
~xr − ~xs
|~xr − ~xs| =
~xr − ~y
|~xr − ~y| ,
where ~y ∈ W. By assumption 2 there are no such stationary points and therefore,
neglecting boundary effects, this integral vanishes faster than any polynomial power
of ω (see e.g. [2]). 
Remark 1. We used a similar idea in [1] to show that with multiple sources, a
single receiver, and a specific pairwise illumination scheme it is possible to image
with sole knowledge of the intensities of the wave fields at the receiver and of the
probing fields. We approached the problem by estimating the array response vec-
tor (a vector in CN ) with 2N (or more) real measurements, which are essentially
the measured intensities for 2N or more different pairs of sources. The results of
§3.1 and §3.2 can be modified by reciprocity to apply to the setup we considered
in [1]. Hence images similar to those in [1] can be obtained without the pairwise
illumination scheme and the number of required illuminations is reduced from 3N
to N .
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4. Stochastic illuminations and autocorrelations
Our imaging method can also be used when the source is driven by a stationary
stochastic process (for which we only assume knowledge of the autocorrelation or
power spectra) and only empirical autocorrelations are measured at the receiver
locations.
To be more precise, the source at ~xs is driven by f(t), a stationary mean zero
Gaussian process with autocorrelation function
(18) 〈f(t)f(t+ τ)〉 = F (τ).
Here 〈·〉 denotes expectation with respect to realizations of f and we recall that
F (τ) = F (−τ). In the time domain, the field recorded at ~xr is
u(~xr, ~xs, t) =
1
2pi
∫
dωe−ıωtĜ(~xr, ~xs, ω)f̂(ω), for r = 1, . . . , N,
where we assume Ĝ is given by the Born approximation (3).
The measurements at the receiver locations ~xr are the empirical autocorrelations:
(19) ψ(~xr, ~xs, τ) =
1
2T
∫ T
−T
dtu(~xr, ~xs, t)u(~xr, ~xs, t+ τ) for r = 1, . . . , N,
where T is a fixed acquisition time. As shown by Garnier and Papanicolaou [11],
these measurements are independent of the acquisition time T and ergodic as we
summarize in the following proposition.
Proposition 2. Assume f(t) is a stationary mean zero Gaussian process satisfying
(18). The expectation of the empirical autocorrelations (19) is independent of the
acquisition time T :
〈ψ(~xr, ~xs, τ)〉 = Ψ(~xr, ~xs, τ),
where
(20) Ψ(~xr, ~xs, τ) =
1
2pi
∫
dωe−ıωτ F̂ (ω)eTr [g(~xs, ω) g(~xs, ω)] ,
with g ≡ g0 + p. Furthermore, (19) is ergodic, i.e.
(21) ψ(~xr, ~xs, τ)
T→∞−−−−→ Ψ(~xr, ~xs, τ).
Proof. The proof is a straight-forward application of [11, Proposition 4.1]. 
The ergodicity (21) of this proposition guarantees that for sufficiently large acqui-
sition time T , the autocorrelation ψ(~xr, ~xs, τ) is close to an intensity measurement,
i.e.
ψ̂(~xr, ~xs, ω)
T→∞−−−−→ Ψ̂(~xr, ~xs, ω) = F̂ (ω)eTr
[
(g0 + p) (g0 + p)
]
.
Proceeding analogously as in §2.3, we neglect the quadratic term in p:
Ψ̂(~xr, ~xs, ω) ≈ F̂ (ω)eTrRe (g0  (g0 + 2p)) .
The collection of autocorrelations for r = 1, . . . , N can be expressed, approximately,
as [
Ψ̂(~xr, ~xs, ω)
]
r=1,...,N
≈ d(~xs, ω) ≡ F̂ (ω)M(~xs, ω)
[
Re(g0 + 2p)
Im(g0 + 2p)
]
,
where M(~xs, ω) ∈ RN×2N is given by (10). Therefore, the techniques developed in
§3 can be applied to image from the autocorrelation measurements (19).
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5. Numerical experiments
We now provide 2D numerical experiments of our proposed imaging method.
The physical scalings we use correspond to an optic regime. We use the back-
ground wave velocity of c0 = 3× 108 m/s and central frequency of about 590 THz
which gives a central wavelength λ0 of about 509 nm. Our receiver array A is a
linear array centered at the origin and consists of 501 receivers located at coor-
dinates ~xr = (0,−5 + (r − 1)(10/500))mm for r = 1, . . . , 501. This corresponds
to using a 1 cm linear array of receivers spaced approximately 20µm apart. We
place the wave source at coordinate ~xs = (5,−7.5)mm to guarantee assumption 2
is satisfied. We begin with experiments in the deterministic setting (§5.1) followed
by an experiment in the stochastic setting (§5.2). Lastly, we investigate situations
where assumptions 1 and/or 2 are violated and our method is not expected to work
(§5.3). For all experiments, we assume 3D wave propagation for simplicity so that
Ĝ0 is given by (4) for d = 3.
5.1. Deterministic illuminations. Using the illumination f̂(ω) ≡ 1, we generate
the intensity data d(~xs, ω) using the Born approximation:
d(~xs, ω) = (g0 + p) (g0 + p),
with g0 and p defined by (5) and (6) respectively, for 100 uniformly spaced frequen-
cies in the frequency band [430, 750] THz. This corresponds to obtaining intensity
data for 100 different monochromatic illuminations with wavelengths λ ∈ [400, 700]
nm, equally spaced in the frequency band. Note that the quadratic term p  p is
present in our data, but using assumption 1 we proceed assuming d is well approx-
imated by the linear system (9).
We recover the approximate array response vector p˜ = (g0)
−1  d− g0 for each
frequency ω in the angular frequency band B, where (2pi)−1B = [430, 750] THz. An
image is then formed using the Kirchhoff migration functional integrated over B:
ΓKM[p˜](~y) =
∫
B
dωΓKM[p˜, ω](~y),
where ΓKM is defined in (7). Here we consider image points ~y ∈ W = {(50mm +
iλ0/2.5, jλ0/2.5), for i, j = −25, . . . , 25}.
For our first experiment, we consider a point reflector located at coordinate ~y =
(50, 0)mm with refractive index perturbation ρ(~y) = 1× 10−15 (roughly equivalent
to a reflector of area (λ0)
2 and reflectivity 5978). The migrated images of the
true array response vector p and the recovered array response vector p˜ are shown
in figure 4a. Although we are significantly undersampling both in frequency and
on the array (recall the spacing between receivers is approx. 20µm  λ0/2), the
images still exhibit the cross-range (Rayleigh) resolution estimate λ0L/a ≈ 5λ0
and range resolution estimate c0/|B| ≈ 1λ0. Our second experiment (figure 4b)
uses two point reflectors located at coordinates ~y1 = (50mm− 3λ0,−λ0) and ~y2 =
(50mm + 6λ0, 5λ0) each with ρ(~yi) = 1 × 10−15. We show an extended scatterer
(a disk) in figure 5. The disk is generated as a set of point reflectors, each with
ρ(~yi) = 1× 10−15 separated by λ0/4.
5.2. Stochastic illumination. Here we image with power spectrum data d gen-
erated from a stochastic illumination as in §4. Since we work in an optic regime,
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Figure 4. Kirchhoff images of (a) one and (b) two point scatter-
ers whose true locations are indicated by crosses. The left column
uses the full array response vector p while the right column uses
the array response vector p˜ recovered from intensity data. The
horizontal and vertical axes display the range and cross-range re-
spectively, measured in central wavelengths λ0 from (50, 0)mm.
adequately sampling signals in the time domain and performing the autocorrela-
tions (19) is an expensive calculation. We instead use the Wiener-Khinchin theorem
[18] to simulate power spectrum measurements directly.
We assume the wave source at ~xs is driven by a stationary mean zero Gaussian
process f(t) with correlation function 〈f(t)f(t + τ)〉 = F (τ). By the Wiener-
Khinchin theorem, f̂(ω) is a mean zero Gaussian process with correlation function
(22) 〈f̂(ω)f̂(ω′)〉 = 2piδ(ω − ω′)F̂ (ω).
Thus frequency samples of f̂(ω) are independent normal random variables with
variance proportional to F̂ (ω). Here we use
(23) F̂ (ω) = tc exp
(−(ω − ω0)2
4pi/t2c
)
,
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Figure 5. Kirchhoff images of an extended scatterer (disk). The
boundary of the disk is indicated by the black and white circle. The
left image uses the true array response vector p while the right
image uses the array response vector p˜ recovered from intensity
measurements. The horizontal and vertical axes display the range
and cross-range respectively, measured in central wavelengths λ0
from (50, 0)mm.
where (2pi)−1ω0 = 590 THz is the central frequency and tc = 150× 10−12 sec is the
correlation time of f(t) (i.e. F (τ) ≈ 0 for τ  tc). This choice of tc gives the signal
an effective frequency band of (2pi)−1B = [430, 750] THz (i.e. F̂ (ω) ≈ 0 for ω /∈ B).
Using (22) and (23) we generate frequency samples f̂(ωi) for 100 frequencies ωi
equally spaced in B.
For a large enough acqusition time T , the empirical autocorrelations (19) give
frequency domain measurements proportional to
ψ̂(~xr, ω) =
∣∣eTr (g0 + p)f̂(ω)∣∣2 for r = 1, . . . , N .
Thus for each frequency ωi ∈ B we generate the power spectrum data
(24) d(~xs, ωi) =
(
(g0 + p)f̂(ωi)
)

(
(g0 + p)f̂(ωi)
)
.
Because correlations are robust with respect to additive noise, we also consider
autocorrelations with additive noise:
ψ̂(~xr, ω) =
∣∣eTr (g0 + p)f̂(ω) + η̂r(ω)∣∣2 for r = 1, . . . , N ,
where the noise η̂r(ω) is an independent mean zero Gaussian process with correla-
tion function given by (22) and (23) for each r = 1, . . . , N . Here we set the noise
power equal to 10% of the signal power at each receiver, i.e.∫
dω|η̂r(ω)|2 = 1
10
∫
dω|eTr (g0 + p)f̂(ω)|2, for r = 1, . . . , N .
Noisy data for each frequency ωi ∈ B is then generated as
(25) d(~xs, ωi) =
(
(g0 + p)f̂(ωi) + η̂(ωi)
)

(
(g0 + p)f̂(ωi) + η̂(ωi)
)
,
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where η̂(ω) =
[
η̂1(ω), · · · , η̂N (ω)
]T
. We can indeed consider noise with much larger
power (e.g. noise power equal to 100% signal power), however to compensate we
then need additional frequency samples to maintain sufficient averaging in migration
images. In figure 6 we show the migrated images ΓKM[p˜] for p˜ = (2piF̂g0)
−1d−g0
recovered from clean data (24) and from noisy data (25).
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Figure 6. Kirchhoff images of a point scatterer using a stochastic
illumination and autocorrelation measurements. The images are
generated using (left) the true array response vector p, (center)
p˜ recovered from clean power spectrum data (24) and (right) p˜
recovered from noisy power spectrum data (25). The horizontal
and vertical axes display the range and cross-range respectively,
measured in central wavelengths λ0 from (50, 0)mm.
5.3. Breakdown of the method. We now investigate situations where assump-
tions 1 and/or 2 are violated. For these experiments, we fix the receiver array A
(again consisting of 501 receivers with locations ~xr given above) while varying the
source position ~xs, the reflector location ~y and the reflectivity ρ(~y). In figure 7 we
show the migrated images of the recovered array response vector ΓKM[p˜] for the
following situations:
Assumptions
violated
~y ρ(~y) ~xs
(a) Source near scatterer 1 and 2 (50mm, 0) 10−15 (50mm− 10λ0, 0)
(b) Receivers near scatterer 1 (11λ0, 0) 10
−15 (−50mm, 0)
(c) Large reflectivity 1 (50mm, 0) 10−10 (5,−75)mm
(d) No geometric imaging condition 2 (50mm, 0) 10−15 (5mm, 0)
From figures 7a, 7b and 7c we see the imaging method is most sensitive to
breaking assumption 1. In these situations the quadratic term p  p cannot be
neglected in the intensity data (8) and thus the linear system we consider in (9) is
no longer a good approximation. This leads to artifacts in the images. Figure 7d
demonstrates the imaging method is more robust than expected with respect to
assumption 2 and the position of ~xs.
6. Discussion and Future Work
We have shown that when the scattered field is small compared to the incident
field (assumption 1), one can consider the problem of recovering full-waveform data
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Figure 7. Breakdown of imaging method: migrated images
ΓKM[p˜] for setups violating assumptions 1 and/or 2. Details of
each setup are listed above and correspond to (a) ~xs placed to
close to ~y, (b) A placed too close to ~y, (c) large reflectivity ρ and
(d) ~xs placed in front of the array A. The axes are measured in
central wavelengths λ0 from the scatterer’s true location ~y which
is indicated by a cross.
from intensity measurements as a linear least-squares problem. For N receivers, the
corresponding real matrix is N×2N so all we can expect to recover is the projection
of the real and imaginary parts of the full-waveform data onto an N dimensional
subspace. This turns out to be sufficient to image with Kirchhoff migration (the-
orem 1). Crucially we do not need to manipulate the fields at the receiver end,
e.g. to introduce phases. The least-squares problems we obtain are usually well-
conditioned and the computational cost of solving them (O(N) complex operations,
each) is negligible compared to the cost of Kirchhoff migration. Since we make no
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assumptions on the source phases, our method adapts well to situations where the
source is driven by a Gaussian process and the measurements are autocorrelations
at the receiver locations.
The fundamental principle we have used here is that the imaging method (in
this case Kirchhoff migration) does not require all the data (in this case the full-
waveform scattered field) to form an image. For Kirchhoff migration this is exploited
e.g. by undersampling in frequency and/or using only a few sources or receivers to
image. We have shown that there is another way in which one can use incomplete
data, as projections of the array response vector on certain subspaces leave the
Kirchhoff images unaffected. A similar principle is what is exploited by Novikov et
al. [20] to image with intensities, since they show that knowing inner products of
single source experiments is enough to image with MUSIC. It would be interesting
to carry this idea further and see whether the same preprocessing we use here works
for MUSIC and also whether it is possible to image scatterers with even less data.
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