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Abstract
We investigate asymptotic properties of two-dimensional empirical point processes of
exceedances (EPPE). We give an alternative description of the class of possible limit laws.
Necessary and su1cient conditions for the weak convergence of one-dimensional EPPEs and com-
plete convergence of two-dimensional EPPEs are established. c© 2002 Elsevier Science B.V.
All rights reserved.
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1. Introduction
The two-dimensional empirical point process of exceedances (EPPE) is a key tool
for approximating probabilities of exceedances of distinct levels during di6erent peri-
ods of time (cf. Leadbetter et al., 1983; Resnick, 1975; Embrechts et al., 1997). For
instance, a stationary sequence {Xi} of (dependent) random variables can represent
claims to an insurance company. Let N (ti; Ii) denote the number of claims exceeding
a level ti in the time interval Ii = [T−i ;T
+
i ]. It can be of interest to approximate the
probability P(N (t1; I1)= n1; : : : ; N (tk ; Ik)= nk). This question can be easily addressed
if the distribution of a two-dimensional EPPE has been approximated.
In the i.i.d. case, the limiting distribution of an EPPE is necessarily Poisson (see
Pickands, 1971; Resnick, 1975; Leadbetter et al., 1983). In the presence of dependence,
extremes may appear in clusters. As a result, the limiting distribution of
a one-dimensional EPPE counting locations of extremes is necessarily compound
Poisson (see Hsing et al., 1988 and Theorem A below).
One-dimensional EPPEs describing heights of extremes have not been well studied in
literature before (some limit properties of such processes can be obtained if a complete
convergence theorem for a two-dimensional EPPE is proved). We Dll that gap in
Section 4.1. We describe the class P′ of possible limit laws and establish necessary
and su1cient conditions for the weak convergence of an EPPE to a given element
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of P′. We show also that corresponding jump processes have stochastically continuous
trajectories.
Two-dimensional EPPEs count both locations and heights of extremes. The class
P of possible weak limits of two-dimensional EPPEs has been described by Mori
(1977) as a class of inDnitely divisible point processes that are invariant under certain
transformations. Hsing (1987) represented a point process P ∈P in terms of the points
of a two-dimensional Poisson point process and a one-dimensional point process (see
Theorem B below).
In this paper we suggest a di6erent way of deDning a two-dimensional EPPE. A fea-
ture of this approach is that one has to specify a minimal level un such that exceedances
of un are considered extreme. An advantage is that a weak limit of a two-dimensional
EPPE appears a natural generalisation of a compound Poisson point process. Necessary
and su1cient conditions for the complete convergence of a two-dimensional EPPE to
a given limit are established.
2. Background
2.1. Number of exceedances and one-dimensional EPPEs
Let X; X1; X2; : : : be a strictly stationary sequence of (dependent) random variables
(r.v.s). Denote
Mn= max
16i6n
Xi; Nn(u)=
∑
16i6n
5{Xi ¿u}:
The random variable Nn(u) is the number of exceedances over the level u by the
random variables X1; : : : ; Xn. Let
Xn;n6 · · ·6X1; n=Mn
be the sample order statistics. Evidently, {Xk;n6 u}= {Nn(u)¡k}:
We study asymptotic properties of the distribution of Nn(u). It is clear that the se-
quence of threshold levels {u= un} must satisfy an appropriate condition which guar-
antees that {Nn(un)} has a non-degenerate limiting distribution. A common approach
is to assume that there exists the limit
lim
n→∞P(Mn6 un) := e
− (0¡¡∞): (2.1)
Let (; ) ≡ (;L()) denote the compound Poisson distribution with intensity 
and multiplicity distribution L(), i.e.,
(; )=L
(()∑
i=0
i
)
;
where 0 = 0; i
d=  (i¿ 1), the random variables (); ; 1; 2; : : : are independent and
() has the Poisson () distribution.
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Denote by R the class of sequences {r= rn} of natural numbers such that
rn →∞; rn=o(n):
The random variable  is called the limiting cluster size if (2.1) holds and
L(Nr(un) |Nr(un)¿ 0)⇒L() (2.2)
for some sequence {r}∈R. Under mild conditions, the only possible limit law for
Nn(un) is compound Poisson:
Nn(un)⇒
()∑
i=0
i: (2.3)
In Section 3 we present a multilevel generalisation of this limit theorem. The only
possible limit law for a vector of numbers of exceedances of distinct levels is compound
Poisson.
The important particular case is a pure Poisson limit. The problem of evaluating
accuracy of Poisson approximation for a sum of dependent 0’s and 1’s attracted sig-
niDcant attention (see Barbour et al., 1992b; Chen, 1975; Borisov, 1993 and references
therein). The accuracy of compound Poisson approximation for L(Nn(un)) has been
evaluated in Barbour et al. (1992a), Novak (1998), Raab (1997) and Roos (1994) (see
also references in Barbour et al., 1992b; Barbour et al., 1999; Novak, 1998 and Novak,
2000).
The next level of generality is to consider the one-level point process of exceedances
Nn[ · ]; where
Nn[B] ≡ Nn[B; un] =
∑
16i6n
5{i=n∈B; Xi ¿un} (2.4)
for any Borel set B ⊂ (0; 1].
The process (2.4) naturally appears when one wants to approximate the joint
distribution of the numbers of exceedances of the same level during di6erent periods
of time.
The following result has been proved by Hsing et al. (1988) under a mild mixing
condition.
Theorem A (Hsing et al., 1988). If (2:1) and (2:2) are in force then
Nn[ · ]⇒ N [ · ]; (2.5)
where N [·] is a compound Poisson point process with intensity rate  and multiplicity
distribution L():
If Nn[ · ] converges weakly to some point process N [ · ] then N [ · ] is a compound
Poisson point process on (0; 1] with some multiplicity distribution L() and intensity
rate  that obeys (2:1) and; whenever ¿ 0; (2:2) holds.
Let {un(·); n¿ 1} be a sequence of functions such that un(·) is strictly decreasing
for all large enough n; un(0)=∞ and
lim
n→∞P(Mn6 un(t))= e
−t (t ¿ 0): (2.6)
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If {Mn} has a limiting distribution with normalising sequences {an} and {bn}; i.e., if
lim
n→∞P((Mn − bn)=an6 x)=G(x) (x∈R); (2.7)
where G is necessarily a distribution function (d.f.) from one of the three extreme
value types of d.f.s (see Gnedenko, 1943; Leadbetter et al., 1983) then one can put
un(t)= anG−1(e−t) + bn:
The process (2.4) counts location points (along the horizontal axis) where ex-
ceedances of the level un occur. Equivalently, it can be viewed as a jump process
{Nn[0; s]; s∈ (0; 1]}:
A natural question is to approximate the distribution of the jump process
{Nn(un(t)); t ∈ [0;T ]} (2.8)
which describes heights of extremes. Necessary and su1cient conditions for the weak
convergence of the process (2.8) to a compound Poisson process are given in Novak
(1998). In Section 4.1 below we describe the class P′ of limiting distributions of the
process (2.8) and present necessary and su1cient conditions for the weak convergence
of the process (2.8) to a given P′ ∈P′.
2.2. Two-dimensional EPPE
The two-dimensional point process of exceedances N ∗n can be deDned by
N ∗n (A) :=
∑
i¿1
5{(i=n; u−1n (Xi))∈A} (2.9)
for any Borel set A ⊂ (0;∞)× [0;∞): If At =(0; 1]× [0; t) then
N ∗n (At)=Nn(un(t)):
The weak convergence of N ∗n to a limiting point process is often called the complete
convergence. Many results of extreme value theory can be drawn as consequences if
a complete convergence theorem is established (cf. Resnick, 1975; Novak, 1998).
If the r.v.s {Xi} are independent (or dependent but without asymptotic clustering of
extremes) then N ∗ converges weakly to a Poisson point process on (0;∞) × [0;∞)
(see Adler, 1978; Leadbetter et al., 1983; Pickands, 1971; Resnick, 1975).
In the case of a stationary -mixing sequence of random variables, the class P of
possible limit laws for N ∗n was described by Mori (1977) as a class of “inDnitely divis-
ible point processes invariant under certain transformations”. Hsing (1987) represented
elements of P in terms of the points of a two-dimensional Poisson point process and
a one-dimensional point process.
Theorem B (Mori, 1977; Hsing, 1987). Suppose that (2:6) holds and
lim
s→0; t→∞
P(un(t)¡X ¡un(s))= 1
for all large enough n. If N ∗n converges weakly to a point process N
∗ then N ∗ is an
in7nitely divisible point process with the following properties:
(1) N ∗ ◦ gt d=N ∗ (t ¿ 0); where gt(x; y)= (x + t; y);
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(2) N ∗ ◦ hs d=N ∗ (s¿ 0); where hs(x; y)= (x=s; ys);
(3) P(N ∗((0; !)× (0; 1))→ 0 as !→ 0;
(4) N ∗ has independent increments along the horizontal axis.
The process N ∗ admits the representation
N ∗(·)=
∑
i¿1
Ki∑
j=1
5{(Yi; Zi&ij)∈ ·}; (2.10)
where {(Yi; Zi); i¿ 1} are the points of a two-dimensional homogeneous Poisson point
process ' with the Lebesgue intensity measure; {&ij; 16 j6Ki} are the points of
a point process &i on [1;∞); &i d=& (i¿ 1); the process & has an atom at 1; the
processes '; &1; &2; : : : are mutually independent.
Necessary and su1cient conditions for the convergence N ∗n ⇒ P ∈P are given in
Perfekt (1994) in the assumption that the sequence {Xi; i¿ 1} possesses an extremal
index. The idea of those conditions is that the distribution of the vector {Nr(un(t1)); : : : ;
Nr(un(tk))} is assumed to be “close” to that of the limiting process for any choice of
t1¡ · · ·¡tk; k ∈N.
An important particular case among those possible limit laws is the compound Pois-
son. Necessary and su1cient conditions for the weak convergence of N ∗n to a compound
Poisson point process (in terms of exceedances of two levels only) have been given
in Novak (1998).
The Mori–Hsing characterisation (2.10) of the process N ∗ can be regarded as im-
plicit. In Section 4 we suggest a di6erent way of deDning a two-dimensional EPPE and
describe the class P∗ of limiting point processes. We represent an element of P∗ in
terms of one-dimensional processes only (in particular, our representation immediately
implies that the only possible limit law for the one-level process (2.4) is compound
Poisson).
A weak limit of an EPPE is given in a form that seems to be a natural generalisation
of a compound Poisson point process. Corresponding necessary and su1cient conditions
for the complete convergence of a two-dimensional EPPE to a given P∗ ∈P∗ are
established.
Unless otherwise speciDed, limits are assumed as n→∞; a sum over ∅ equals zero.
Below, {(s); s¿ 0} is a Poisson process with intensity rate  and (·) ≡ 1(·):
3. Exceedances of multiple levels
3.1. Conditions
Remind that the functions un(·) are strictly decreasing for all large enough n; un(0)=
∞ and (2.6) holds. In the rest of the paper we assume that
lim sup nP(Xn¿un(t))¡∞ (0¡t¡∞): (3.1)
Note that (2.6) does not imply (3:1)—for instance, consider the case Xi ≡ X: Denzel
and O’Brien (1975) give an example of an -mixing sequence such that (2.6) holds
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though nP(Xn¿un(t)) → ∞. On the other hand, (3.1) follows from (2.6) under a
stronger mixing condition (cf. O’Brien, 1974a, Lemma 3).
Denote un(Qt )= (un(t1); : : : ; un(tk)), and let Fl;m ≡Fl;m(un(Qt )) be the *-Deld gener-
ated by the events {Xi ¿un(tj)}; l6 i6m; 16 j6 k: Put
(l; {un(Qt )})= sup|P(AB)− P(A)P(B)|;
where the supremum is taken over A∈F1;m; B∈Fm+l+1; n; m¿ 1 such that P(A)¿ 0.
Condition +{un(Qt )} is said to hold if
(ln; {un(Qt )})→ 0
for some sequence {ln}∈R (perhaps, dependent on {un(tj)}16j6k).
We say that condition + holds if +{un(Qt )} is in force for every choice of 0¡t1¡ · · ·
¡tk ¡∞; k ∈N:
Condition +∗ is said to hold if ([cn]; {un(tj)}16j6k)→ 0 for every c∈ (0; 1) and
every choice of 0¡t1¡ · · ·¡tk ¡∞; k ∈N (thus, +∗ implies +).
Denote by R(Qt ) ≡ R({un(Qt )}) the class of sequences {r= rn}∈R such that
nrnln; nr−1n n → 0; (3.2)
where n= (ln; {un(Qt )}). Evidently, R(Qt ) is not empty: one can put
rn=max{[n√n]; [
√
nln]}: (3.3)
If the sequence {Xi; i¿ 1} is -mixing then (3.2) holds with one and the same
sequence {rn} for all Qt ∈Rk (rn can be deDned by (3.3)).
3.2. Exceedances of distinct levels
In this subsection we are interested in the joint limiting distribution of the vector
{Nn(un(t1)); : : : ; Nn(un(tk))}
of the numbers of exceedances of several levels. Results on the limiting distribution
of the vector {Nn(un(t1)); : : : ; Nn(un(tk))} imply, in particular, the corresponding ones
on the joint limiting distribution of a Dnite number of upper order statistics.
The class of possible limit laws for the joint limiting distribution of the Drst and
the second maxima has been described by Welsch (1972) and Mori (1976) (see also
Novak and Weissman, 1998). Welsch’s result was generalised by Hsing (1988). Under
the assumption that the sequence {Xi; i¿ 1} is -mixing and (2.6) holds, Hsing (1988)
shows that the probability
P(X1; n6 un(s); Xk;n6 un(t)) ≡ P(Nn(un(s))= 0; Nn(un(t))¡k) (3.4)
converges for every t ¿ s¿ 0 if and only if there exist functions -i(·) and a sequence
{r}∈R such that
P(Nr(un(s))= 0; Nr(un(t))= i |Nr(un(t))¿ 0)→ -i ≡ -i(s=t) (i¿ 1)
S.Y. Novak / Stochastic Processes and their Applications 97 (2002) 59–75 65
for each t ¿ s¿ 0 and i∈{1; : : : ; k−1}. Notice that the expression suggested in Hsing
(1988) for the limit of probability (3.4) can be simpliDed to the form
limP(Nn(un(s))= 0; Nn(un(t))¡k)=P
( (t)∑
i=1
∗i ¡ k
)
; (3.5)
where the distribution of i.i.d.r.v.s {∗i ; i¿ 1} depends on s=t: P(∗1 = i)= -i(s=t).
Su1cient conditions for the weak convergence of the vector {Nn(un(s)); Nn(un(t))}
have been suggested in Novak (1998). Notice that the weak convergence of Mn does
not, in general, imply the weak convergence of the vector {Nn(un(s)); Nn(un(t))}. Mori
(1976) gives an example of a stationary sequence of one-dependent r.v.s such that (2.6)
holds while {X1; n; X2; n} does not converge.
It is convenient to write
Nn(a; t)=
∑
16i6a
5{Xi ¿un(t)} (t¿ 0; a¿ 1): (3.6)
Let i=(i1; : : : ; ik); Qt=(t1; : : : ; tk)
Nk = {i∈Zk+: i1 + · · ·+ ik ¿ 0}; Rk = { Qt ∈Rk : 0¡t1¡ · · ·¡tk ¡∞}:
For any m∈N; Qt ∈Rk , put
Nn(m; Qt )= {Nn(m; t1); : : : ; Nn(m; tk)}:
Let (Qt; n) ≡ {1(Qt; n); : : : ; k(Qt; n)} be a random vector with the distribution
L((Qt; n))=L(Nn(r; Qt ) |Nn(r; tk)¿ 0): (3.7)
Proposition 1. Assume condition +{un(Qt )}. If there exists a random vector (Qt ) such
that
(Qt; n)⇒ (Qt ) (3.8)
for some sequence {r}∈R(Qt ) then
Nn(sn; Qt )⇒
(stk )∑
j=1
j(Qt ) (∀s¿ 0); (3.9)
where {j(Qt ); j¿ 1} are independent copies of (Qt ).
If the assumptions of Proposition 1 hold then (3.9) implies (3.5).
We say that the random vector Y has a compound Poisson distribution if
Y d=X1 + · · ·+ X(t);
where vectors {Xi; i¿ 1} are independent, Xi d=X (i¿ 1) and (t) is an independent
Poisson (t) random variable.
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The following result is a multilevel generalisation of a compound Poisson limit
theorem for Nn(un).
Theorem 2. Assume condition +{un(Qt )}. If Nn(n; Qt ) converges weakly then there ex-
ists a random vector (Qt ) such that (3:8) holds for any sequence {r}∈R(Qt ). The
distribution of the random vector (Qt )= {1(Qt ); : : : ; k(Qt )} is scale-invariant:
(Qt ) d= (aQt ) (∀a¿ 0) (3.10)
and does not depend on the choice of the sequence {r}∈R(Qt ). The marginal distri-
butions of (Qt ) obey formula (3:13) below. The weak limit of Nn(n; Qt ) is necessarily
a compound Poisson random vector:
Nn(sn; * Qt )⇒
(s*tk )∑
j=1
j(Qt ) (s¿ 0; *¿ 0): (3.11)
Notice that vectors Nn(sn; Qt ) and Nn(n; sQt ) have the same limiting distribution.
Note also that Hsing’s (1988) description of the joint limiting distribution of the Drst
and the kth sample maxima is given in the assumption that probabilities (3.4) converge
for all t ¿ s¿ 0. The feature of our result is that we assume only the convergence
of Nn(n; Qt ) for a Dxed Qt; and then show that this implies the weak convergence of
Nn(sn; * Qt ) for all s¿ 0; *¿ 0.
Let  be a random variable with the limiting cluster size distribution (2.2), and let
{i; i¿ 1} be independent copies of . For any a∈ (0; 1], denote by Z(a) the random
variable with the distribution P(Z(a)= 0)=1−a; P(Z(a)= i)= aP(= i) (i¿ 1). Note
that
Z(a) d= .(a); (3.12)
where .(a) is independent of  and has Bernoulli B(a) distribution.
The property (Qt ) d= (aQt ) means that the marginal distributions of the vector (Qt )
are functionals of L() and ratios tl=tk . We show in Section 5 that
l(Qt ) d=Z(tl=tk): (3.13)
In particular, this implies that the distribution of the limiting cluster size  in the limit
theorem (2.3) does not depend on the choice of .
While the limiting cluster size  takes values in N, the random variable Z(a) does
it in Z+ =N ∪ {0}. In other words, clusters at a level strictly above the “basic” one
can be empty. This is a feature of the multilevel situation.
Proposition 1 and Theorem 2 hint that (2.3) is not the only way of formulating the
limit theorem for Nn(un). In fact, we have a variety of ways to deDne the limiting
cluster size and formulate a limit theorem.
Indeed, let {Zi(a); i¿ 1} be independent copies of Z(a); a∈ (0; 1]. If + and (3.1)
hold and Nn(un(at)) converges weakly then, according to (2.3),
Nn(un(at))⇒
(at)∑
i=1
i: (3.14)
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If {Yj} are i.i.d. random vectors, a∈ [0; 1] and (at) is independent of {Yj} then it is
easy to check that
(at)∑
i=1
Yi
d=
(t)∑
i=1
Yi(a); (3.15)
where {Yi(a)} are i.i.d. random vectors, Yi(a) d=Yi.(a) and (t) is independent of
{Yj(a)}. Therefore,
Nn(un(at))⇒
(t)∑
i=1
Zi(a): (3.14*)
As one of possible applications of Theorem 2, consider the problem of approximating
the distribution of the random vector
/n(t1; t2)=
n∑
i=1
5{un(t1)¿Xi ¿un(t2)}:
This problem arises, for instance, when an insurance company is interested in approx-
imating the distribution of a number of claims varying in a speciDed interval.
Assume conditions of Theorem 2. If Nn(n; Qt ) converges weakly then (3.11) entails
/n(t1; t2)⇒
(t2)∑
i=1
Yi; (3.16)
where {Yi} are independent copies of 2(Qt )− 1(Qt ) and Qt=(t1; t2).
4. Main results
In Theorems 3–5 and Corollary 6 below we assume condition +.
4.1. The process {Nn(un(t)); t ∈ [0;T ]}
Recall that there is a one-to-one correspondence between one-dimensional point pro-
cesses and jump processes (random step functions). In this subsection we Dnd conve-
nient to treat one-dimensional point processes of exceedances as jump processes.
For instance, the process (2.4) may alternatively be viewed as the jump process
{N[sn](un); s∈ (0; 1]}. It describes locations of exceedances of the level un.
The process {Nn(un(t)); t ∈ [0;T ]} describes heights of extremes. In this subsection
we investigate asymptotic properties of the distribution of the process {Nn(un(·))}.
Necessary and su1cient conditions for the weak convergence of {Nn(un(·))} to a
compound Poisson process are given in Novak (1998). According to Mori’s (1977)
result, the family P′ of weak limits of {Nn(un(·))} is wider than the class of compound
Poisson processes.
In this subsection we present necessary and su1cient conditions for the weak conver-
gence of {Nn(un(·))} to a given process P′ ∈P′. We show that every element P′ ∈P′
is a sum of a Poisson number of jump processes.
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More generally, we will study the limiting behaviour of the jump process
{Nn(sn; t); t ∈ [0;T ]};
where s¿ 0 is a Dxed number.
Note that Nn(sn; t)=N ∗n ((0; s] × [0; t)). According to Theorem B, if N ∗n converges
to a point process N ∗ then
Nn(sn; ·)⇒ N ′s (·) ≡ N ∗((0; s]× [0; ·)); (4.1)
where the process {N ′s (t); t ¿ 0} has the following properties:
(a) N ′as(t)
d=N ′s (at),
(b) P(N ′! (1)¿ 0)=P(N ′1(!)¿ 0)→ 0 as !→ 0.
Notice that (b) is a consequence of (2.6): P(N ′1(!)= 0)= limP(Nn(un(!))= 0)= e−!
→ 1 as !→ 0.
In Theorems 3 and 4 below, s and 0 are Dxed positive numbers. Denote
R1k = {Qt ∈Rk : tk =1}:
Theorem 3. Suppose that there exists a jump process {1(t); t ∈ [0; 1]} with stochas-
tically continuous trajectories such that for arbitrary k¿ 1 and Qt ∈R1k ;
(Qt; n)⇒ (1(t1); : : : ; 1(tk)) (4.2)
for some {r}∈R. Then
{Nn(sn; 0t); t ∈ [0; 1]} ⇒ {N0(s; t); t ∈ [0; 1]}; (4.3)
where
N0(s; t)=
0(s)∑
j=1
1j(t); (4.4)
{1j(·)} are independent copies of 1(·). The process (4:4) has the following property:
N0(as; ·) d=N0(s; a·) (∀a∈ [0; 1]): (4.5)
Evidently, (4.3) can be rewritten as follows:
{Nn(sn; t); t6 0} ⇒


0(s)∑
j=1
1j(t=0); t6 0

 : (4.3*)
The process {∑(s)j=1 1j(·)} can be called Poisson cluster process or compound Pois-
son process of the second order (regarding the standard compound Poisson process as
a “compound Poisson process of the Drst order”). If {Xi} are i.i.d.r.v.s then one can
take l=0 and r=1 to show that Nn(n; ·) converges to a pure Poisson process with
intensity rate 1 (it admits the representation
∑(1)
j=1 1j(·); where 1(t)= 5{.¡ t} and .
has a uniform U [0; 1] distribution—(cf : Reiss, 1989, Chapter 1).
While the random variable  represents the limiting cluster size, the process 1
describes the variability of heights of cluster members.
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Theorem 4. If {Nn(n; t); t ∈ [0; 1]} converges weakly to some jump process P then
there exists a jump process {1(t); t ∈ [0; 1]} with stochastically continuous trajectories
such that (4:2) holds and
Nn(sn; 0·)⇒ N0(s; ·) (4.6)
for every s¿ 0; 0¿ 0. The marginal distributions of the process 1 obey
1(t) d=Z(t) (4.7)
for every t ∈ [0; 1]; where the random variables Z(t) are de7ned by (3:12).
Theorems 3 and 4 show that every element P′ of the class P′ of possible weak lim-
its of the process (2.8) obeys the representation P′=
∑(T )
j=1 1j(·=T ); where 1(·) is a jump
process on [0; 1] with stochastically continuous trajectories such that
P(1(1)¿ 1)=1.
4.2. Complete convergence
Let T be a Dxed positive number. We deDne the two-dimensional process N?T ≡
N?T (1) on (0; 1]× [0; 1) as a point process with the following properties (evidently, it
su1ces deDning N?T on unions of rectangles):
(P1) N?T has independent increments along the horizontal axis,
(P2) N?T ((a; b]× B) d=N?T ((0; b− a]× B) for any Borel set B ⊂ [0; 1),
(P3) {N?T ((0; a]× [0; t)); t ∈ [0; 1)} d= {NT (a; t); t ∈ [0; 1)}
Otherwise, N?T can be viewed as a random measure
N?T (A)=
∫
A
N?T (dx × dy);
where A is a Borel set in (0; 1]× [0; 1) and
N?T (dx × dy)=
∑
T (x)¡j6T (x+d x)
(1j(y + dy)− 1j(y)):
Note that the two-dimensional process N?T is constructed via one-dimensional pro-
cesses.
Evidently, N?T has properties (1), (3) and (4) of Theorem B; property (2) follows
from (4.5). Besides, it is easy to see that N?T ((0; as]× [0; b)) d=N?sT ((0; a]× [0; b)).
We deDne the EPPE N?n;T on (0; 1]× [0; 1) by the equation
N?n;T (A)=
n∑
i=1
5{(i=n; T−1u−1n (Xi))∈A} (4.8)
for any Borel set A ⊂ (0; 1] × [0; 1). In other words, we restrict our attention to the
interval Xi ∈ (un(T );∞). The level un(T ) can be seen as a minimal threshold u such
that Xi is considered “extreme” if it exceeds u.
Theorem 5 and Corollary 6 below show that processes N?T are the only possible
weak limits for N?n;T .
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Theorem 5. Suppose that there exists a jump process {1(t); t ∈ [0; 1]} with stochas-
tically continuous trajectories such that (4:2) holds. Then
N?n;T ⇒ N?T (1): (4.9)
From Theorems 4 and 5 we deduce
Corollary 6. If N?n;T converges weakly to some point process then there exists a jump
process {1(t); t ∈ [0; 1]} with stochastically continuous trajectories such that N?n;T ⇒
N?T (1).
5. Proofs
The following well known fact (cf. Leadbetter, 1974; O’Brien, 1974b) will be used
in the proofs of Proposition 1 and Theorem 2.
Proposition 7. Suppose that condition +{un(t)} holds for some t ¿ 0. If (2:6) is in
force then
P(Nr(un(t))¿ 0) ∼ tr=n (5.1)
for any sequence {r}∈R(t). If (5:1) is valid for a sequence {r}∈R(t) then
limP(Msn6 un(t))= e−st (∀s¿ 0): (5.2)
Proof of Proposition 1. Let {r}∈R(t). Denote m= [sn=r]. Using Bernstein’s blocks
method (cf. Lemma 2:2 in Hsing et al., 1988) and taking into account conditions
+{un(Qt )} and (3.1), it is easy to show that
|EeivNn(sn; Qt ) − (EeivNn(r; Qt ))m| → 0 (5.3)
for any v∈Rk . Note that P(Nn(r; tk)¿ 0)→ 0 and
EeivNn(r; Qt ) =P(Nn(r; tk)= 0) + E{eivNn(r; Qt ) |Nn(r; tk)¿ 0}P(Nn(r; tk)¿ 0):
Hence
EeivNn(sn; Qt ) = exp(mP(Nn(r; tk)¿ 0)E{eivNn(r; Qt ) − 1 |Nn(r; tk)¿ 0}) + o(1):
According to Proposition 7, P(Nr(un(tk))¿ 0) ∼ tkr=n. Therefore,
EeivNn(sn; Qt ) = exp(stk [Eeiv( Qt; n) − 1]) + o(1): (5.4)
Relation (3.9) follows from (3.8) and (5.4).
Proof of Theorem 2. Assume that there exists a random vector N such that Nn(sn; Qt )⇒
N for some s¿ 0. This evidently implies
lim EeivNn(sn; Qt ) = EeivN (∀v∈Rk):
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According to (5.4), there exists the limit lim Eeiv( Qt; n) :=’o(v) . As a limit of a sequence
of characteristic functions, it is a characteristic function itself. Hence (3.8) holds and
EeivN =exp(stk [’o(v)− 1]);
i.e., N is a compound Poisson random vector with intensity stk and multiplicity distri-
bution L() such that Eeiv=’o(v):
The distribution of the vector (Qt ) does not depend on the choice of a sequence
{r}. Indeed, if there exists a random vector ′ such that L(Nn(r′; Qt ) |Nn(r′; tk)¿ 0)
⇒ L(′(Qt )) for another sequence {r′= r′n}∈R(Qt ) then (3.9) entails Nn(n; Qt ) ⇒∑(tk )
j=0 j(Qt ) and Nn(n; Qt )⇒
∑(tk )
j=0 
′
j(Qt ). Hence (Qt )
d= ′(Qt ).
In order to show that the distribution of the vector (Qt ) is scale-invariant, denote
Qt∗=(t1=tk ; t2=tk ; : : : ; 1). By (3.9), Nn(sn; Qt ) converges for all s¿ 0: According to Lemma
8 below, Nn(n; sQt ) converges for all s¿ 0 as well, and the limiting distributions of
Nn(sn; Qt ) and Nn(n; sQt ) coincide. Since
Nn(n; Qt )⇒
(tk )∑
j=1
j(Qt ); Nn(tkn; Qt∗)⇒
(tk )∑
j=1
j(Qt∗)
according to (3.9), we have
∑(tk )
j=1 j(Qt )
d=
∑(tk )
j=1 j(Qt∗): Hence (Qt )
d= (Qt∗):
Formula (3.11) follows from (3.8)–(3.10).
It remains to show that l(Qt ) d=Z(tl=tk): Indeed, (3.9) entails Nn(un(tl))⇒
∑(tk )
j=0 
l
j(Qt ):
According to (2.3), Nn(un(tl))⇒
∑(tl)
j=0 j. Note that Z(1)
d=  and (as; )=(s; Z(a))
for any s¿ 0. Hence
∑(tl)
j=0 j
d=
∑(tk )
j=0 Z(tl=tk): Comparing the characteristic functions
of
∑(tk )
j=0 
l
j(Qt ) and
∑(tk )
j=0 Z(tl=tk), we get (3.13).
Let Qt ∈Rk ; and let I be an open interval in (0;∞). Denote
P1(n; s)=P(Nsn(un(t1))¡i1; : : : ; Nsn(un(tk))¡ik); (5.5)
P2(n; s)=P(Nn(un(st1))¡i1; : : : ; Nn(un(stk))¡ik): (5.6)
The following lemma follows the corresponding lines in Hsing (1987, 1988) but our
mixing condition is weaker than the condition +∗ assumed in Hsing (1987) or the
-mixing condition assumed in Hsing (1988).
Lemma 8. Assume condition +{un(Qt )}. If one of the probabilities (5:5) or (5:6)
converges for each s∈ I then so does the other, and the limits coincide.
Proof. Let s′¿s¿s′′ be the points of I . As was noticed in Hsing (1988), u[n=s′](t)¡
un(s′′t) for all su1ciently large n (this follows from (5.2)).
Suppose that the limit g(s) ≡ g(s; Qt )= lim P2(n; s) exists (s∈ I). Then
lim supP1(n; s′) = lim supP1([n=s′]; s′)
= lim supP(Nn(u[n=s′](t1))¡i1; : : : ; Nn(u[n=s′](tk))¡ik)
6 lim supP(Nn(un(st1))¡i1; : : : ; Nn(un(stk))¡ik)= lim P2(n; s):
(5.7)
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Similarly
lim P2(n; s)6 lim inf P1(n; s′′): (5.8)
Therefore,
lim supP1(n; s′)6 g(s1)6 g(s2)6 lim inf P1(n; s′′)
if s′¿s1¿s2¿s′′. Notice that
lim inf P1(n; s′′)− lim supP1 (n; s′)6 lim sup[P1(n; s′′)− P1(n; s′)]
6
k∑
i=1
limP(N[s′′n]−[s′n](un(ti))¿ 0)
6
k∑
i=1
([s′′n]− [s′n])P(X ¿un(ti)): (5.9)
This and (3.1) imply that
06 lim inf P1(n; s′′)− lim supP1(n; s′)→ 0
as s′ − s′′ → 0 and that the function g(s) is uniformly continuous in I .
If s1¿s¿s2 are the points from I then (5.7) and (5.8) entail
g(s1)= lim P2(n; s1)6 lim inf P1(n; s)6 lim supP1(n; s)6 lim P2(n; s2)= g(s2):
Letting s1 → s and s2 → s, we observe that the limit lim P1(n; s) exists and
equals g(s).
Suppose that for every s∈ I there exists the limit h(s) ≡ h(s; Qt )= lim P1(n; s).
Similarly to (5.7) and (5.8),
lim P1(n; s′)6 lim inf P2(n; s)6 lim supP2(n; s)6 lim P1(n; s′′):
From (5.9) we derive that lim P1(n; s′′)− lim P1(n; s′)→ 0 as s′− s′′ → 0. This entails
the limit lim P2(n; s) exists and equals h(s). The proof is complete.
Proof of Theorem 3. Let Qt ∈R1k ; and denote N0(s; Qt )= {N0(s; t1); : : : ; N0(s; tk)}: Relation
(3.8) holds with (Qt ) d=(1(t1); : : : ; 1(1)). Proposition 1 and Theorem 2 entail
{Nn(sn; 0t1); : : : ; Nn(sn; 0)} ⇒ {N0(s; t1); : : : ; N0(s; 1)}
for every Qt ∈R1k . Thus, Dnite-dimensional distributions of {Nn(sn; 0t); t ∈ [0; 1]} con-
verge to those of {N0(s; t); t ∈ [0; 1]}. In view of [Kallenberg, 1983, Chapter 4], this
implies the weak convergence Nn(sn; 0·)⇒ N0(s; ·):
In order to check (4.5), we must show that Dnite-dimensional distributions of the
processes coincide:

0(as)∑
j=1
1j(t1); : : : ;
0(as)∑
j=1
1j(tk)

 d=


0(s)∑
j=1
1j(at1); : : : ;
0(s)∑
j=1
1j(atk)

 : (5.10)
By (3.11), the left-hand side of (5.10) is the weak limit of Nn(asn; 0Qt ): Let t˜= {aQt; 1}.
Then Nn(sn; 0t˜ ) ⇒ N0(s; t˜ ) and hence Nn(sn; 0aQt ) ⇒ N0(s; aQt ); the right-hand side
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of (5.10). According to Theorem 2, the weak limits of Nn(asn; 0Qt ) and Nn(sn; 0aQt )
coincide. This implies (5.10) and (4.5).
Proof of Theorem 4. Suppose that the process Nn(n; ·) converges weakly to some jump
process P. Let k ∈N; Qt ∈R1k . Then
(Nn(n; t1); : : : ; Nn(n; 1))⇒ (P(t1); : : : ; P(1)): (5.11)
Theorem 2 and (5.11) imply (3.8). A comparison of (3.11) with (5.11) yields P(·) d=
N1(1; ·): Moreover, (3.8) and (3.11) imply
(Nn(sn; 0t1); : : : ; Nn(sn; 0))⇒ (N0(s; t1); : : : ; N0(s; 1)) (∀s¿ 0; 0¿ 0): (5.12)
Since the distributions (3.7) are consistent, so are the distributions of (Qt ); Qt ∈R1k ;
k¿ 1. By Kolmogorov’s theorem, there exists a process 1= {1(t); t ∈ [0; 1]}
such that {L((Qt )); Qt ∈R1k}k¿1 are the Dnite-dimensional distributions of 1. Evidently,
1 is a jump process. The weak convergence (4.6) follows from (5.12) and Proposition
9 below.
In order to show that 1(t) d=Z(t) for any t ∈ [0; 1]; recall that
Nn(n; t)⇒
(t)∑
j=1
j
d=
(1)∑
j=1
Zj(t)
and Nn(n; Qt ) ⇒
∑(1)
j=1
Qj; where Qt=(t; 1) and Qj =(1j(t); 1j(1)). Hence Nn(n; t) ⇒∑(1)
j=1 1j(t): Therefore,
∑(1)
j=1 Zj(t)
d=
∑(1)
j=1 1j(t). This entails (4.7).
Evidently, Theorem 4 remains valid if its assumption is replaced by the following
one: “for some T ¿ 0; the process {Nn(n; t); t ∈ [0;T ]} converges weakly to some
jump process PT ”.
Proposition 9. Let {r}∈R. If, for arbitrary k¿ 1 and Qt ∈R1k , (4:2) holds for some
{r}∈R then trajectories of the process 1 are stochastically continuous on [0; 1].
DeDne the random measure Q{·} by the equation
Q{(s; t]}= 1(t)− 1(s) (06 s¡ t6 1) (5.13)
(Q is deDned on intervals in [0; 1] and thus on all Borel sets in [0; 1]). Note that (5.13)
stipulates a one-to-one correspondence between 1(·) and the point process Q (if we
had a point process Q on [0; 1] then we could deDne a jump process {1(t); t ∈ [0; 1]}
by the equation 1(t)=Q{[0; t]}: Proposition 9 states that
P(Q{t}¿ 0)=0 (∀t ∈ [0; 1]): (5.14)
Proof. Evidently, 1(0)= 0. The fact that P(Q{0}¿ 0)=0 (equivalently, P(1(s)¿ 0)
→ 0 as s→ 0) follows from (4.7).
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Let t ∈ (0; 1]. If P(Q{t}¿ 0)¿ 0 then (3.16) implies
P(/n(*t−; *t+)¿ 0)→ P

 (*t)∑
j=1
Qj{t}¿ 0


=1− exp(−*tP(Q{t}¿ 0))¿ 0 (5.15)
for every *∈ (0; 1]; where {Qj; j¿ 1} are independent copies of Q.
Denote by 1t the weak limit of the process {Nn(n; *t); *∈ (0; 1]}, and let Qt be the
corresponding point process. Relation (5.15) means that the set {*: P(Qt{*}¿ 0)¿ 0}
is uncountable. This contradicts to [Matthes et al., 1978, Proposition 1:1:5]. Hence
(5.14) holds.
Proof of Theorem 5. Proposition 9 ensures that P(N?T ((0; 1] × {b})¿ 0)=0 for any
b∈ [0; 1). Because of (3.1),
P(N?T ({a} × [0; 1))¿ 0)= lim!→0 limn→∞P(N[!n](un(T ))¿ 0)=0
for any a∈ (0; 1]. Thus, P(N?T (@A)¿0)=0 if A is a rectangle on (0; 1]×[0; 1). There-
fore (see [Kallenberg, 1983, Chapter 4]), (4.9) follows if we show that
{N?n;T (A1); : : : ; N?n;T (Ak)} ⇒ {N?T (A1); : : : ; N?T (Ak)} (5.16)
for any array {A1; : : : ; Ak} of Dnite unions of rectangles.
Splitting rectangles in a proper way, we observe that it su1ces to prove (5.16) in
the case Ai =(ai; bi] ×
⋃mi
j=1 [cij;dij); where the intervals (ai; bi] are disjoint and for
each i; the intervals [cij;dij) are disjoint too.
Property (P1) implies the random variables {N?T (Ai)} are independent. By standard
arguments (cf. Hsing, 1987, 1988; Novak, 1998), the random variables {N?n;T (Ai)} are
asymptotically independent as well. Thus, it remains to show that
N?n;T (A)⇒ N?T (A) (5.17)
for any set A=(a; b] ×⋃mj=1 [cj;dj) ⊂ (0; 1] × [0; 1); where the intervals [cj;dj) are
disjoint.
Theorem 3 establishes (5.17) in the case (a; b] = (0; 1]: The arguments are evidently
valid for an arbitrary interval (a; b] ⊂ (0; 1]:
Acknowledgements
The author is grateful to the referee for helpful remarks.
References
Adler, R.J., 1978. Weak convergence results for extremal processes generated by dependent random variables.
Ann. Probab. 6 (4), 660–667.
Barbour, A.D., Chen, L.H.Y., Loh, W.-L., 1992a. Compound Poisson approximation for nonnegative random
variables via Stein’s method. Ann. Probab. 20 (4), 1843–1866.
Barbour, A.D., Holst, L., Janson, S., 1992b. Poisson Approximation. Clarendon Press, Oxford, 277pp.
S.Y. Novak / Stochastic Processes and their Applications 97 (2002) 59–75 75
Barbour, A.D., Novak, S.Y., Xia, A., 1999. Compound Poisson approximation for the distribution of extremes.
Eurandom Research Report No 99-040, Technical University of Eindhoven.
Borisov, I.S., 1993. Strong Poisson and mixed approximations of sums of independent random variables in
Banach spaces. Siberian Adv. Math. 3 (2), 1–13.
Chen, L.H.Y., 1975. Poisson approximation for dependent trials. Ann. Probab. 3, 534–545.
Denzel, G.E., O’Brien, G.L., 1975. Limit theorems for extreme values of chain-dependent processes. Ann.
Probab. 3 (5), 773–779.
Embrechts, P., KlVuppelberg, C., Mikosch, T., 1997. Modelling Extremal Events for Insurance and Finance.
Springer, Berlin.
Gnedenko, B.V., 1943. Sur la distribution du terme maximum d’une sWerie alWeatoire. Ann. Math. 44, 423–453.
Hsing, T., 1987. On the characterization of certain point processes. Stochastic Process. Appl. 26, 297–316.
Hsing, T., 1988. On the extreme order statistics for a stationary sequence. Stochastic Process. Appl. 29,
155–169.
Hsing, T., HVusler, J., Leadbetter, M.R., 1988. On the exceedance point process for stationary sequence.
Probab. Theory Related. Fields 78, 97–112.
Kallenberg, O., 1983. Random Measures. Academic Press, New York, 187pp.
Leadbetter, M.R., 1974. On extreme values in stationary sequences. Z. Wahrsch. Ver. Geb. 28, 289–303.
Leadbetter, M.R., Lindgren, G., RootzWen, H., 1983. Extremes and Related Properties of Random Sequences
and Processes. Springer, New York, 366pp.
Matthes, K., Kerstan, J., Mecke, J., 1978. InDnitely Divisible Point Processes. Wiley, New York.
Mori, T., 1976. Limit laws for maxima and second maxima from strong-mixing processes. Ann. Probab. 4
(1), 122–126.
Mori, T., 1977. Limit distributions of two-dimensional point processes generated by strong-mixing sequences.
Yokohama Math. J. 25, 155–168.
Novak, S.Y., 1998. On the limiting distribution of extremes. Siberian Adv. Math. 8 (2), 70–95.
Novak, S.Y., 2000. On accuracy of multivariate compound Poisson approximation. Technical University of
Eindhoven, Research Report No. 2000-042.
Novak, S.Y., Weissman, I., 1998. On the joint distribution of the Drst and the second maxima. Commun.
Statist. Stochastic Models 14 (1), 311–318.
O’Brien, G.L., 1974a. The maximum term of uniformly mixing stationary processes. Z. Wahrsch. Ver. Geb.
30, 57–63.
O’Brien, G.L., 1974b. Limit theorems for the maximum term of a stationary process. Ann. Probab. 2 (3),
540–545.
Perfekt, R., 1994. Extremal behavior of stationary Markov chains with applications. Ann. Appl. Probab. 4
(2), 529–548.
Pickands, J., 1971. The two-dimensional Poisson process and extremal processes. J. Appl. Probab. 8, 745–
756.
Raab, M., 1997. On the number of exceedances in Gaussian and related sequences. Ph.D. Thesis, Royal
Institute of Technology, Stockholm.
Reiss, R.-D., 1989. Approximate Distributions of Order Statistics with Applications to Nonparametric
Statistics. Springer, Berlin, 355pp.
Resnick, S.I., 1975. Weak convergence to extremal processes. Ann. Probab. 3, 951–960.
Roos, M., 1994. Stein’s method for compound Poisson approximation: the local approach. Ann. Appl. Probab.
4 (4), 1177–1187.
Welsch, R.E., 1972. Limit laws for extreme order statistics from strong-mixing processes. Ann. Math. Statist.
43 (2), 439–446.
