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ON ENVELOPES OF HOLOMORPHY OF DOMAINS COVERED BY
LEVI-FLAT HATS AND THE REFLECTION PRINCIPLE
JOËL MERKER
Résumé. In the present paper, we assoiate the tehniques of the Lewy-Pinhuk reetion
priniple with the Behnke-Sommer ontinuity priniple. Extending a so-alled reetion
funtion to a parameterized ongruene of Segre varieties, we are led to studying the
envelope of holomorphy of a ertain domain overed by a smooth Levi-at hat. In our
main theorem, we show that every C∞-smooth CR dieomorphism h : M → M ′ between
two globally minimal real analyti hypersurfaes in Cn (n ≥ 2) is real analyti at every
point of M if M ′ is holomorphially nondegenerate. More generally, we establish that
the reetion funtion R′
h
assoiated to suh a C∞-smooth CR dieomorphism between
two globally minimal hypersurfaes in Cn (n ≥ 1) always extends holomorphially to a
neighborhood of the graph of h¯ in M ×M
′
, without any nondegeneray ondition on M ′.
This gives a new version of the Shwarz symmetry priniple to several omplex variables.
Finally, we show that every C∞-smooth CR mapping h : M → M ′ between two real
analyti hypersurfaes ontaining no omplex urves is real analyti at every point of M ,
without any rank ondition on h.
Résumé. Dans et artile, nous assoions les tehniques du prinipe de réexion de Lewy-
Pinhuk ave elles du prinipe de ontinuité de Behnke-Sommer. Après avoir prolongé
holomorphiquement une fontion dite de réexion à une ongruene de sous-variétés de
Segre, nous sommes onduits à l'étude de l'enveloppe d'holomorphie d'un domaine reou-
vert d'un hapeau Levi-plat lisse. D'après notre résultat prinipal, tout CR-diéomorphisme
h : M → M ′ de lasse C∞ entre deux hypersurfaes analytiques réelles globalement mini-
males de Cn (n ≥ 2) est analytique réel en tout point de M si M ′ est holomorphiquement
non-dégénérée. Plus généralement, nous établissons que la fontion de réexion R′h asso-
iée à un tel diéomorphisme CR de lasse C∞ entre deux hypersurfaes analytiques réelles
globalement minimales se prolonge toujours holomorphiquement à un voisinage du graphe
de h¯ dansM×M
′
, sans auune ondition de non-dégénéresene surM ′. Cet énoné fournit
une nouvelle version du prinipe de réexion de Shwarz en plusieurs variables omplexes.
Enn, nous démontrons que toute appliation h :M →M ′ de lasse C∞ et CR entre deux
hypersurfaes analytiques réelles ne ontenant pas de ourbes holomorphes est analytique
réelle en tout point de M , sans auune ondition de rang sur h.
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1. Introdution and presentation of the results
1.1. Main theorem. Let h : M → M ′ be a C∞-smooth CR dieomorphism between two
geometrially smooth real analyti hypersurfaes in Cn (n ≥ 2). Call M globally minimal
(in the sense of Trépreau-Tumanov) if it onsists of a single CR orbit ([Tr1,2℄, [Tu1,2℄, [Me1℄,
[MP1℄). CallM ′ holomorphially nondegenerate (in the sense of Stanton) if there does not exist
any nonzero (1, 0) vetor eld with holomorphi oeients whih is tangent to a nonempty
open subset of M ([St1,2℄). Our prinipal result is as follows.
Theorem 1.2. If M is globally minimal and if M ′ is holomorphially nondegenerate, then
the C∞-smooth CR dieomorphism h is real analyti at every point of M .
Compared to lassial results of the literature, in this theorem, no pointwise, loal or not
propagating nondegeneray ondition is imposed on M ′, like for instane M ′ be Levi non-
degenerate, nitely nondegenerate or essentially nite at every point. With respet to the
ontemporary state of the art, the novelty in Theorem 1.2 lies in the treatment of the lous of
non-essentially nite points, whih is a proper real analyti subvariety of M ′, provided M ′ is
holomorphially nondegenerate. There is also an interesting invariant to study, more general
than h, namely the reetion funtion R′h. Beause the preise denition of R
′
h involves a
onrete dening equation of M ′, it must be loalized around various points p′ ∈ M ′, so we
refer to 1.7 below for a omplete presentation. Generalizing Theorem 1.2, we show that R′h
extends holomorphially to a neighborhood of eah point (p, h(p)) ∈M ×M
′
, assuming only
that M is globally minimal and without any nondegeneray ondition on M ′ (Theorem 1.9).
We dedue in fat Theorem 1.2 from the extendability of R′h. This strategy of proof is in-
spired from the deep works of Diederih-Pinhuk [DP1,2℄ (see also [V℄, [Sha℄, [PV℄) where the
extension as a mapping is derived from the extension as a orrespondene.
In the sequel, we shall by onvention sometimes denote by (M,p) a small onneted piee
of M loalized around a enter point p ∈ M . However, sine all our onsiderations are
semi-loal and of geometri nature, we shall never use the language of germs.
1.3. Development of the lassial results and brief history. The earliest extension
result like Theorem 1.2 was found independently by Pinhuk [P3℄ and after by Lewy [L℄ : if
(M,p) and (M ′, p′) are strongly pseudoonvex, then h is real analyti at p. The lassial proof
in [P3℄ and [L℄ makes use of the so-alled reetion priniple whih onsists to solve rst the
mapping h with respet to the jets of h¯ (by this, we mean a relation like h(q) = Ω(q, q¯, jkh¯(q¯))
where Ω is holomorphi in its arguments and q ∈M , f. (4.10) below) and to apply afterwards
the one-dimensional Shwarz symmetry priniple in a foliated union of transverse holomor-
phi diss. In 1978 and in 1982, Webster [W2,3℄ extended this result to Levi nondegenerate
CR manifolds of higher odimension. Generalizing this priniple, Diederih-Webster proved
in 1980 that a suiently smooth CR dieomorphism is analyti at p ∈M if M is generially
Levi-nondegenerate and the morphism of jets of Segre varieties ofM ′ is injetive (see 2 of the
fundamental artile [DW℄ and (1.11) below for a denition of the Segre morphism). In 1983,
Han [Ha℄ generalized the reetion priniple for CR dieomorphisms between what is today
alled nitely nondegenerate hypersurfaes (see [BER2℄). In 1985, Derridj [De℄ studied the
reetion priniple for proper mappings between some model lasses of weakly pseudoonvex
boundaries in C2. In 1985, Baouendi-Jaobowitz-Treves [BJT℄ proved that every C∞-smooth
CR dieomorphism h : (M,p) → (M ′, p′) between two real analyti CR-generi manifolds
in Cn whih extends holomorphially to a xed wedge of edge M , is real analyti, provided
(M ′, p′) is essentially nite. After the work of Rea [R℄, in whih holomorphi extension to
one side of CR funtions on a minimal real analyti hypersurfae was proved (the weakly
pseudoonvex ase, whih is not very dierent, was treated long before in a short note by
Bedford-Fornæss [BeFo℄ ; see also [BT2℄), after the work of Tumanov [Tu1℄, who proved wedge
extendability in general odimension, and after the work of Baouendi-Rothshild [BR3℄, who
proved the neessity of minimality for wedge extension (in the meanwhile, Treves provided
a simpler argument of neessity), it was known that the automati holomorphi extension
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to a xed wedge of the omponents of h holds if and only if (M,p) is minimal in the sense
of Tumanov. Thus, the optimal extendability result in [Tu1℄ strengthened onsiderably the
main theorem of [BJT℄. In the late eighties, the researh on the analytiity of CR mappings
has been pursued by many authors intensively. In 198788, Diederih-Fornæss [DF2℄ and
afterwards (not independently) Baouendi-Rothshild [BR1℄ extended this kind of reetion
priniple to the non dieomorphi ase, namely for a C∞-smooth CR mapping h between two
essentially nite hypersurfaes whih is loally nite to one, or loally proper. This result was
generalized in [BR2℄ to C∞-smooth mappings h : (M,p) → (M ′, p′) whose formal Jaobian
determinant at p does not vanish identially, again with (M ′, p′) essentially nite. In 1993-6,
Sukhov [Su1,2℄ and Sharipov-Sukhov [SS℄ generalized the reetion priniple of Webster in
[W2,3℄ by introduing a global ondition on the mapping, alled Levi-transversality. Following
this irle of ideas, Coupet-Pinhuk-Sukhov have pointed out in their reent works [CPS1,2℄
that almost all the above-mentioned variations on the reetion priniple nd a unied ex-
planation in the fat that a ertain omplex analyti variety V′p is zero-dimensional, whih
intuitively speaking means that h is nitely determined by the jets of h¯, i.e. more preisely
that eah omponents hj of h satises a moni Weierstrass polynomial having analyti fun-
tions depending on a nite jet of h¯ as oeients (this observation appears also in [Me3℄).
They stated thus a general result in the hypersurfae ase whose extension to a higher odi-
mensional minimal CR-generi soure (M,p) was ahieved reently by Damour in [Da2℄. In
sum, this last laried uniation loses up what is attainable in the spirit of the so-alled
polynomial identities introdued in [BJT℄, yielding a quite general suient ondition for the
analytiity of h. In the arbitrary odimensional ase, this general suient ondition an be
expressed simply as follows. Let L1, · · · , Lm be a basis of T 0,1M , denote L
β
:= L
β1
1 . . . L
βm
m for
β ∈ Nm and let ρ′j′(t
′, t¯′) = 0, 1 ≤ j′ ≤ d′, be a olletion of real analyti dening equations
for a generi (M ′, p′) of odimension d′. Then the omplex analyti variety, alled the (rst)
harateristi variety in [CPS1,2℄, [Da1,2℄ :
(1.4) V
′
p := {t
′ ∈ Cn : L
β
[ρ′(t′, h¯(t¯))]|t¯=p¯ = 0, ∀β ∈ N
m}.
is always zero-dimensional at p′ ∈ V′p in [L℄, [P3℄, [W1℄, [W2℄, [W3℄, [DW℄, [Ha℄, [De℄, [BJT℄,
[DF2℄, [BR1℄, [BR2℄, [BR4℄, [Su1,2℄, [BHR℄, [Su1℄, [Su2℄, [SS℄, [BER1℄, [BER2℄, [CPS1℄, [CPS2℄,
[Da℄ (in [P4℄, [DFY℄, [DP1,2℄, [V℄, [Sha℄, [PV℄, the variety V′p is not dened beause these
authors takle the muh more diult problem where no initial regularity assumption is
supposed on the mapping ; in [DF2℄, some ases of non-essentially nite hypersurfaes are
admitted). Importantly, the ondition dimp′ V
′
p = 0 requires (M
′, p′) to be essentially nite.
1.5. Non-essentially nite hypersurfaes. However, it is known that the nest CR-
regularity phenomena ome down to the onsideration of a lass of muh more general hyper-
surfaes whih are alled holomorphially nondegenerate by Stanton [St1,2℄ and whih are in
general not essentially nite. In 1995, Baouendi-Rothshild [BR3℄ exhibited this ondition as a
neessary and suient ondition for the algebraiity of a loal biholomorphism between two
real algebrai hypersurfaes. Thanks to the nonloality of algebrai objets, they ould assume
that (M ′, p′) is essentially nite after a small shift of p′, whih entails again dimp′ V
′
p = 0,
thus reduing the work to the appliation of known tehniques (even in fat simpler, in the
generalization to the higher odimensional ase, Baouendi-Ebenfelt-Rothshild ame down to
a diret appliation of the algebrai impliit funtion theorem by solving algebraially h with
respet to the jets of h¯ [BER1℄ ; Sine then however, few works have been devoted to the study
of the analyti regularity of smooth CR mapping between non-essentially nite hypersurfaes
in Cn. It is well known that the main tehnial diulties in the subjet happen to our
in Cn for n ≥ 3 and that a great deal of the obstales whih one naturally enounters an
be avoided by assuming that the target hypersurfae M ' is algebrai (with M algebrai or
real analyti), see e.g. the works [MM2℄, [Mi1,2,3℄, [CPS1℄ (in ase M ′ is algebrai, its Segre
varieties are dened all over the ompatiation Pn(C) of C
n
, whih helps muh). Finally,
we would like to mention the papers of Meylan [Mey℄, Maire and Meylan [MaMe℄, Meylan
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and the author [MM1℄, Huang, the author and Meylan [HMM℄ in this respet (nevertheless,
after division by a suitable holomorphi funtion, the situation under study in these works is
again redued to polynomial identities).
1.6. Shwarz's reetion priniple in higher dimension. In late 1996, seeking a natural
generalization of Shwarz's reetion priniple to higher dimension and inspired by the artile
[DP1℄, the author (see [MM2℄, [Me3℄) pointed out the interest of the so-alled reetion fun-
tion R′h assoiated with h. This terminology is introdued passim in [Hu, p. 1802℄ ; a dierent
denition involving one more variable is given in [Me3,5,6,7,8℄ ; the biholomorphi invariane
of R′h and the important observation that R
′
h should extend holomorphially without any
nondegeneray ondition on (M ′, p′) appeared for the rst time in the preprint versions of
[MM2℄, [Me3℄, whih inspired the papers [Mi1,2℄.
Indeed, the expliit expression of this funtion depends on a loal dening equation for
M ′, but its holomorphi extendability is independent of oordinates and there are anonial
rules of transformation between two reetion funtions (see 3 below). As the author be-
lieves, in the dieomorphi ase and provided M is at least globally minimal, this funtion
should extend without assuming any nondegeneray ondition on M ′, in pure analogy with the
Shwarzian ase n = 1. It is easy to onvine oneself that the reetion funtion is the right
invariant to study. In fat, sine then, it has been already studied thoroughly in the algebrai
and in the formal CR-regularity problems, see [Me3,5,6,7,8℄, [Mi2,3,4℄. For instane, the for-
mal reetion mapping assoiated with a formal CR equivalene between two real analyti
CR-generi manifolds in Cn whih are minimal in the sense of Tumanov is onvergent (see
[Mi3,4℄ for partial results in this diretion and [Me6,7,8℄ for the omplete statement). If h is
a holomorphi equivalene between two real algebrai CR-generi manifolds in Cn whih are
minimal at a Zariski-generi point, then the reetion mapping R′h is algebrai (see [Mi2℄ for
the hypersurfae ase and [Me5℄ for arbitrary odimension). So we expet that totally similar
statements hold for smooth mappings between real analyti CR manifolds.
1.7. Analytiity of the reetion funtion. For our part, we deal in this paper with
smooth CR mappings between hypersurfaes. Thus, as above, let h : M → M ′ be a C∞-
smooth CR mapping between two onneted real analyti hypersurfaes in Cn with n ≥ 2.
We shall onstantly assume thatM is globally minimal. Equivalently,M is loally minimal (in
the sense of Trépreau-Tumanov) at every point, sine M is real analyti (however, there exist
C2-smooth or C∞-smooth hypersurfaes in Cn, n ≥ 2, whih are globally minimal but not
loally minimal at many point, see [J℄, [MP1℄). Postponing generalizations and renements
to further investigation, we shall assume here for simpliity that h is a CR dieomorphism.
Of ourse, in this ase, the assumption of global minimality of (M,p) an then be swithed
to (M ′, p′). The assoiated reetion funtion R′h is a omplex funtion whih is dened in
a neighborhood of the graph of h¯ in Cn × Cn as follows. Loalizing M and M ′ at points
p ∈ M and p′ ∈ M ′ with p′ = h(p), we hoose a omplex analyti dening equation for
M ′ in the form w¯′ = Θ′(z¯′, t′), where t′ = (z′, w′) ∈ Cn−1 × C are holomorphi oordinates
vanishing at p′ and where the power series Θ′(z¯′, t′) :=
∑
β∈Nn−1(z¯
′)β Θ′β(t
′) vanishes at the
origin and onverges normally in a small polydis ∆2n−1(0, ρ
′) = {(z¯′, t′) : |z¯′|, |t′| < ρ′},
where ρ′ > 0 and where |t′| := max(|t′1|, . . . , |t
′
n|) is the polydis norm. Here, by reality of
M ′, the holomorphi funtion Θ′ is not arbitrary, it must satisfy the power series identity
Θ′(z¯′, z′,Θ
′
(z′, z¯′, w¯′)) ≡ w¯′. Conversely, suh a power series satisfying this identity does
dene a real analyti hypersurfae w¯′ = Θ′(z¯′, t′) of Cn as an be veried easily ([BER2,
Remark 4.2.30℄). It is important to notie that one the oordinate system t′ is xed, with the
w′-axis not omplex tangent to M ′ at 0, then there is only one omplex dening equation for
M ′ of the form w¯′ = Θ′(z¯′, t′).
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By denition, the reetion funtion R′h assoiated with h and with suh a loal dening
funtion for (M ′, p′) is the following funtion of 2n omplex variables :
(1.8) (t, ν¯′) 7→ µ¯′ −
∑
β∈Nn−1
(λ¯′)β Θ′β(h(t)) =: R
′
h(t, ν¯
′),
where ν¯′ = (λ¯′, µ¯′) ∈ Cn−1 × C. It an be heked rigorously that this funtion is CR and of
lass C∞ with respet to the variable t ∈M in a neighborhood of p and that it is holomorphi
with respet to the variable ν¯′ in the polydis neighborhood {|z′| < ρ′} of p¯′ in Cn (see
Lemma 3.8 below). Let us all the funtionsΘ′β(h(t)) the omponents of the reetion funtion.
Sine M is in partiular minimal at the point p ∈ M , the omponents hj of the mapping
h and hene also the omponents Θ′β(h(t)) of R
′
h extend holomorphially to a one-sided
neighborhood Dp of M at p, obtained by gluing Bishop diss to (M,p). Our rst main result
is as follows.
Theorem 1.9. If h : M → M ′ is a C∞-smooth CR dieomorphism between two globally
minimal real analyti hypersurfaes in Cn, then for every point p ∈ M and for every hoie
of a oordinate system vanishing at p′ := h(p) as above in whih (M ′, p′) is represented by
w¯′ = Θ′(z¯′, t′), the assoiated reetion funtion R′h(t, ν¯
′) = µ¯′−Θ′(λ¯′, h(t)) entered at p×p′
extends holomorphially to a neighborhood of p× p′ in Cn × Cn.
In 3 below, we provide some fundational material about the reetion funtion. Espeially,
we prove that the holomorphi extendability to a neighborhood of p× p¯′ does not depend on
the hoie of a holomorphi oordinate system vanishing at p′. By dierentiating (1.8) with
respet to ν¯′, we may observe that the holomorphi extendability of R′h to a neighborhood
of p is equivalent to the following statement : all the omponent funtions Θ′β(h(t)) =: θ
′
β(t)
(an innite number) extend holomorphially to a xed neighborhood of p and there exist on-
stants C, ρ, ρ′ > 0 suh that |t| < ρ ⇒ |θ′β(t)| < C (ρ
′)−|β| (see Lemma 3.16 below). So
Theorem 1.9 may be interpreted as follows : instead of asserting that the mapping h extends
holomorphially to a neighborhood of p, we state that a ertain invariant innite olletion of
holomorphi funtions of the omponents hj of the mapping (whih depends diretly on M
′
)
do extend holomorphially to a neighborhood of p. The important fat here is that we do not
put any extra nondegeneray ondition on M ′ at p′ (exept minimality). Another geometri
interpretation is as follows. Let S′t′ := {(λ¯
′, µ¯′) ∈ Cn : µ¯′ = Θ′(λ¯′, t′)} denote the onjugate
Segre variety assoiated with the xed point having oordinates t′ (usually, to dene Segre
varieties, one xes instead the point ν¯′ ; nevertheless onjugate Segre varieties are equally
interesting, as argued in [Me4℄). Then Theorem 1.9 an be interpreted as saying that the not
rigorously dened intuitive Segre mapping t 7→ S′h(t) extends holomorphially at p. In fat,
the target value of this mapping should be thought to be represented onretely by the dening
funtion of S′h(t), namely this intuitive Segre mapping must (and an only) be represented
by the rigorous reetion funtion (t, ν¯′) 7→ µ¯′ − Θ′(λ¯′, h(t)). In sum, Theorem 1.9 preisely
asserts that the Segre mapping extends holomorphially to a neighborhood of p× p¯′, with-
out any nondegeneray ondition on (M ′, p′). In ertain irumstanes, e.g. when (M ′, p′) is
moreover assumed to be Levi-nondegenerate, nitely nondegenerate or essentially nite, one
may dedue afterwards, thanks to the holomorphi extendability of the omponents Θ′β(h(t)),
that h itself extends holomorphially at p (f. [DF2℄, [BR1℄, [DFY℄, [DP1,2℄, [V℄, [Sha℄, [PV℄).
Analogously, in Theorem 1.14 below, we shall derive from Theorem 1.9 above an important
expeted neessary and suient ondition for h to be holomorphi at p.
1.10. Appliations. We give essentially two important appliations. Firstly, assoiated with
M ', there is an invariant integer κ′M ′ with 0 ≤ κ
′
M ′ ≤ n−1, alled the holomorphi degeneray
degree of M ′, whih ounts the maximal number of (1, 0) vetor elds with holomorphi
oeients dened in a neighborhood of M ′ whih are tangent to M ′ and whih are linearly
independent at a Zariski-generi point. In partiular, M ′ is holomorphially nondegenerate if
and only if κ′M ′ = 0. Inspired by the geometri reetion priniple developed in [DW℄, [DF4℄,
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[F℄, we an provide another (equivalent) denition of the integer κ′M ′ in terms of the morphism
of jets of Segre varieties as follows (see also [Me6,7,8℄ ; historially, nite order jets of C∞-
smooth CR mappings together with nite order jets of the Segre morphism were rst studied
in the reetion priniple by Diederih-Fornaess in [DF4℄). By omplexifying the variable t¯′ as
(t¯′)c =: τ ′ and by xing τ ′, we may onsider the omplexied Segre variety whih is dened by
S ′τ ′ := {(w
′, z′) : w′ = Θ
′
(z′, τ ′)}. For some supplementary information about the anonial
geometri orrespondene between omplexied Segre varieties and omplexied CR vetor
elds, we refer the interested reader to [Me4,5℄. Let jkt′S
′
τ ′ denote the k-jet at the point t
′
of S ′τ ′ .
This k-jet is in fat dened by dierentiating the dening equation of S ′τ ′ with respet to z
′
as
follows. For β ∈ Nn−1, we denote |β| := β1+· · ·+βn−1 and ∂
β
z′ := ∂
β1
z′1
· · · ∂
βn−1
z′n−1
. Then the k-jet
provides in fat a holomorphi mapping whih is dened over the extrinsi omplexiation
M′ := {(t′, τ ′) : w′ −Θ
′
(z′, τ ′) = 0} of M ′ as shown in the following denition :
(1.11) j′k :M
′ ∋ (t′, τ ′) 7→ jkt′S
′
τ ′ := (t
′, {∂βz′ [w
′ −Θ
′
(z′, τ ′)]}|β|≤k) ∈ C
n+
(n−1+k)!
(n−1)! k! .
For k large enough, the analyti properties of these jet mappings j′k govern the geometry
of M ′, as was pointed out in [DW℄ for the rst time. For instane, Levi nondegeneray,
nite nondegeneray and essential niteness of (M ′, p′) may be haraterized in terms of the
mappings j′k ([DW℄, [DF4℄, [Me6,7,8℄). In our ase, it is lear that there exists an integer
χ′M ′ with 1 ≤ χ
′
M ′ ≤ n suh that the generi rank of j
′
k equals n − 1 + χ
′
M ′ for all k large
enough, sine the generi ranks inrease and are bounded by 2n − 1. Then the holomorphi
degeneray degree an also be dened equivalently by κ′M ′ := n − χ
′
M ′ . We may notie in
partiular that M ′ is Levi-at if and only if χ′M ′ = 1, sine Θ
′
(z′, τ ′) ≡ τ ′n in this ase.
Consequently, we always have χ′M ′ ≥ 2 in this paper sine we onstantly assume that M
′
is globally minimal. The biholomorphi invariane of Segre varieties makes it easy to preise
in whih sense the jet mapping j′k is invariantly attahed to M
′
, namely how it hanges
when one varies the oordinate system. Then the fat that χ′M ′ is dened in terms of the
generi rank of an invariant holomorphi mapping together with the onnetedness of M ′
explains well that the integers χ′M ′ and κ
′
M ′ do not depend on the enter point p
′ ∈ M ′ in
a neighborhood of whih we dene the mappings j′k (we prove this in 3). In partiular, this
explains whyM ′ is holomorphially degenerate at one point if and only if it is holomorphially
degenerate at every point ([BR4℄). On the ontrary, the diret denition of κ′M ′ in terms
of loally dened tangent holomorphi vetor elds provided in [BR4℄, [BER2℄ makes this
point less transparent, even if the two denitions are equivalent. So, we believe that the
denitionof κ′M ′ in terms of j
′
k is more adequate. Furthermore, to be even more onrete,
let us add that the behavior of the map (1.11) depends mostly upon the innite olletion
of holomorphi mappings (Θ
′
β(τ
′))β∈Nn−1 , sine we essentially get rid of z
′
by dierentiating
w′−
∑
β∈Nn−1(z
′)β Θ
′
β(τ
′) with respet to z′ in (1.11). Equivalently, after onjugating, we may
onsider instead the simpler holomorphi mappings Q′k : t
′ ∋ Cn 7→ (Θ′β(t
′))|β|≤k ∈ C
(n−1+k)!
(n−1)! k!
.
Then the generi rank of Q′k is equal to the same integer χ
′
M ′ , for all k large enough. This again
supports the thesis that the omponents Θ′β(t
′) ouring in the dening funtion of (M ′, p′)
and in the reetion funtion are over all important. In 3 below, some more explanations
about the mappings Q′k are provided.
Let χ′M ′ be as above and let ∆ be the unit dis in C. It is known that there exists a
proper real analyti subset E′M ′ of M
′
suh that for eah point q′ ∈ M ′\E′M ′ , there exists
a neighborhood of q′ in Cn in whih (M ′, q′) is biholomorphially equivalent to a produt
M ′q′ × ∆
n−χ′
M′
of a small real analyti hypersurfae M ′q′ ontained in the smaller omplex
spae C
χ′
M′
by a (n − χ′M ′)-dimensional polydis. As expeted of ourse, the hypersurfae
M ′q′ is a holomorphially nondegenerate hypersurfae (Lemma 3.54), namely κ
′
M ′
q′
= 0. Now,
granted Theorem 1.9, we observe that the loal graph {(t, h(t)) : t ∈ (M,p)} of h is learly
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ontained in the following loal omplex analyti set passing through p× p′ :
(1.12) C′h := {(t, t
′) ∈ Cn × Cn : Θ′β(t
′) = θ′β(t), ∀β ∈ N
n−1}.
It follows from the onsiderations of 3 below that the various loal omplex analyti sets C′h
entered at points (p, h(p)) stik together in a well dened omplex analyti set, independent
of oordinates. Furthermore, sine the generi rank of Q′∞ is equal to χ
′
M ′ , there exists a well
dened irreduible omponent C′′h of C
′
h of dimension (2n − χ
′
M ′) ontaining the loal graph
of h. We dedue :
Corollary 1.13. Let (n−χ′M ′) be the holomorphi degeneray degree of M
′
. Then there exists
a semi-global losed omplex analyti subset C′′h dened in a neighborhood of the graph of h
in Cn × Cn whih is of dimension (2n− χ′M ′) and whih ontains the graph of h over M . In
partiular, h extends as a omplex analyti set to a neighborhood of M if χ′M ′ = n, i.e. if M
′
is holomorphially nondegenerate.
Of ourse, the most interesting ase of Corollary 1.13 is when χ′M ′ = n. Extendability of h
as an analyti set an be improved. Using the approximation theorem of Artin ([Ar℄) we shall
dedue the following expeted result (see Lemma 4.14), whih is idential with Theorem 1.2 :
Theorem 1.14. Let h :M →M ′ be a C∞-smooth CR dieomorphism between two onneted
globally minimal real analyti hypersurfaes in Cn. If M ′ is holomorphially nondegenerate,
then h is real analyti at every point of M .
Of ourse, real analytiity of h is equivalent to its holomorphi extendability to a neighborhood
of M in Cn, by a lassial theorem due to Severi and generalized to higher odimension by
Tomassini. In partiular, Theorem 1.14 entails that a pair of globally minimal holomorphially
nondegenerate real analyti hypersurfaes in Cn are C∞-smoothly CR equivalent if and only
if they are biholomorphially equivalent.
1.15. Neessity. Sine 1995-6 (see [BR4℄, [BHR℄), it was known that Theorem 1.14 above
might provide an expeted neessary and suient ondition for h be analyti (provided of
ourse that the loal CR-envelope of holomorphy ofM , whih already ontains one side Dp of
M at p, does not ontain the other side). Indeed, onsidering self-mappings of M ′, we have :
Lemma 1.16. ([BHR℄) Conversely, if (M ′, p′) is holomorphially degenerate and if there
exists a C∞-smooth CR funtion dened in a neighborhood of p′ ∈M ′ whih does not extend
holomorphially to a neighborhood of p′, then there exists a C∞-smooth CR-automorphism of
(M ′, p′) xing p′ whih is not real analyti at p′.
1.17. Organization of the paper. To be brief, in 2 we present rst a thorough intuitive
desription (in words) of our strategy for the proof of Theorems 1.2 and 1.9. This presentation
is really important, sine it helps to understand the general point of view without entering
exessively tehnial onsiderations. Then 3, 4, 5, 6, 7 and 8 are devoted to omplete all
the proofs. We would like to mention that in the last 9, we provide a proof of the following
assertion, whih might be interesting in itself, beause it holds without any rank assumption on
h. We refer the reader to the beginning of 9 for omments, generalizations and appliations.
Theorem 1.18. Let h : M → M ′ be a C∞-smooth CR mapping between two onneted real
analyti hypersurfaes in Cn (n ≥ 2). If M and M ′ do not ontain any omplex urve, then
h is real analyti at every point of M .
1.19. Aknowledgement. The author is very grateful to Egmont Porten, who pointed out
to him the interest of gluing half-diss to the Levi at hypersurfaes Σγ below. Also, the author
wishes to thank Hervé Gaussier and the referee for lever and helpful suggestions onerning
this paper.
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2. Desription of the proof of Theorem 1.2
2.1. Continuity priniple and reetion priniple. Aording to the extendability theo-
rem proved in [R℄, [BT2℄ and generalized to only C2-smooth hypersurfaes by Trépreau [Tr1℄,
for every point p ∈ M , the mapping h in Theorems 1.9 and 1.14 already extends holomor-
phially to a one-sided neighborhood Dp of M at p in C
n
. This extension is performed by
using small Bishop diss attahed to M and by applying the approximation theorem proved
in [BT1℄. These Dp may be glued to yield a domain D attahed to M whih ontains at least
one side of M at every point. In this onern, we would like to remind the reader of the well
known and somewhat paradoxial phenomenon of automati holomorphi extension of CR
funtions on M to both sides, whih an render the above Theorem 1.9 surprisingly trivial.
Indeed, let UM denote the (open) set of points q inM suh that the envelope of holomorphy of
D ontains a neighborhood of q in Cn (as is well known, if, for instane, the Levi form ofM has
one positive and one negative eigenvalue at q, then q ∈ UM ; more generally, the loal envelope
of holomorphy of M or of the one-sided neighborhood D of M at an arbitrary point q ∈M is
always one-sheeted, as an be established using the approximation theorem proved in [BT1℄).
Then learly, the n omponents h1, . . . , hn of our CR dieomorphism extend holomorphially
to a neighborhood of UM in C
n
, as does any arbitrary CR funtion on M . But it remains
to extend h holomorphially aross M\UM and the tehniques of the reetion priniple are
then unavoidable. Here lies the paradox : sometimes the envelope of holomorphy trivializes
the problem, sometimes near some pseudoonvex points of nite D'Angelo type (but not all)
it helps to ontrol the behavior of the mapping thanks to loal peak funtions, sometimes
it does not help at all, espeially at every point of the border between the pseudoonvex
and the pseudoonave parts of M . In the interesting artiles [DF2,3℄, Diederih-Fornæss
sueeded in onstruting the loal envelope of holomorphy at many points of a real ana-
lyti non-pseudoonvex bounded boundary in C2 for whih the border onsists of a ompat
maximally real submanifold and they dedued that any biholomorphi mapping between two
suh domains extends ontinuously up to the boundary as a CR homeomorphism. In general,
it is desirable to desribe onstrutively the loal envelope of holomorphy at every point of
the border of M . However, this general problem seems to be out of the reah of the presently
known tehniques of study of envelopes of holomorphy by means of analyti diss. Fortunately,
in the study of the smooth reetion priniple, the lassial tehniques usually do not make
any dierene between the two sets UM and M\UM and these tehniques provide a uniform
method of extending h arossM , no matter the referene point p belongs to UM or to M\UM
(see [L℄, [P3,4℄, [W1℄, [W2℄, [DW℄, [W3℄, [BJT℄, [BR1℄, [BR2℄, [DF2℄, [Su1℄, [Su2℄, [SS℄, [BHR℄,
[BER1℄, [BER2℄, [CPS1℄, [CPS2℄). Suh a uniform method seems to be quite satisfatory. On
the other hand, the reent far reahing works of Diederih-Pinhuk in the study of the geomet-
ri reetion priniple show up an aurate analysis of the relative pseudo-onvex(-onave)
loi of M . Suh an analysis originated in the works of Diederih-Fornæss [DF2,3℄ and in the
work of Diederih-Fornæss-Ye [DFY℄. In [P4℄, [DP1,2℄, [Hu℄, [Sha℄, the authors ahieve the
propagation of holomorphi extension of a germ along the Segre varieties ofM (or the Segre
sets), taking into aount their relative position with respet to M and its loal onvexity.
In suh reasonings, various disussions onerning envelopes of holomorphy ome down natu-
rally in the proofs (whih involve many sub-ases). However, omparing these two trends of
thought, it seems to remain still really paradoxial that both phenomena ontribute to the
reetion priniple, without an appropriate understanding of the general links between these
two tehniques. Guided by this observation, we have devised a new two-sided tehnique. In
this artile, we shall indeed perform the proof of Theorem 1.9 by ombining the tehnique of
the reetion priniple together with the onsideration of envelopes of holomorphy. Further, we
have been guided by a deep analogy between the various reetion priniples and the results
on propagation of analytiity for CR funtions along CR urves, in the spirit of the Russian
shool in the sixties, of Treves' shool, in the spirit of the works of Trépreau, of Tumanov, of
Jörike, of Porten and others : the vetor elds of the omplex tangent bundle T cM being
the diretions of propagation for the one-sided holomorphi extension of CR funtions, and
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the Segre varieties giving these diretions (beause T cqM = TqSq¯ for all q ∈ M), one an
expet that Segre varieties also propagate the analytiity of CR mappings. Of ourse, suh a
propagation property is already well known and intensively studied sine the historial works
of Pinhuk [P1,2,3,4℄ and sine the important more reent artiles of Diederih-Fornæss-Ye
[DFY℄ and of Diederih-Pinhuk [DP1,2℄. However, in the lassial works, one propagates
along a single Segre variety Sp¯ and perhaps afterwards along the subsequent Segre sets if
neessary ([BER1,2℄, [Me4,5,6,7,8℄, [Mi3,4℄). As argued in [Me4,5℄, this terminology Segre
sets is not the best one. But in the present artile we will propagate the analyti proper-
ties along a bundle of Segre varieties of M , namely along a Levi-at union of Segre varieties
Σγ := ∪q∈γSq¯, parametrized by a smooth urve γ transversal to T
cM , in total analogy with
the propagation of analytiity of CR funtions, where one uses a bundle of attahed analyti
diss, parametrized by a urve transversal to T cM (f. Tumanov's version of propagation
[Tu2℄ ; in this onern, we would like to mention that reently, Porten [Po℄ has disovered a
simple strategy of proof using only CR orbits, deformations of bundles of analyti diss and
Levi forms on manifolds with boundary whih treats in an unied way the loal ([Tu1℄) and
the global ([Tr2℄, [Tu2℄, [Me1℄, [J℄) wedge extension theorem). Let us now explain our strategy
in full details and desribe our proof. To avoid exessive tehnialities in this presentation, we
shall disuss the proof of Theorem 1.2 instead of Theorem 1.9.
2.2. Desription of the proof of Theorem 1.2. To begin with, reall from 1 that the
generi rank of the loally dened holomorphi mapping Q′∞ : t
′ 7→ (Θ′β(t
′))β∈Nn−1 is equal to
the integer χ′M ′ . The generi rank of an innite olletion of holomorphi funtions an always
be interpreted in terms of nite subolletions Q′k(t
′) = (Θ′β(t
′))|β|≤k. Of ourse, using the
CR dieomorphism assumption, we may prove arefully that χM = χ
′
M ′ (see Lemma 4.3). It
is known that M ′ is holomorphially nondegenerate if and only if χ′M ′ = n. In the remainder
of 2, we shall assume that M ′ is holomorphially nondegenerate. Let q′ ∈ M ′ be a point
where the rank of Q′k(t
′) is equal to n, hene loally onstant. In our rst step, we will show
that h is real analyti at the reiproal image of eah suh point h−1(q′) ∈ M . In fat, these
points q′ are the nitely nondegenerate points of M ′, in the sense of [BER2, 11.2℄. In this
ase, it will appear that our proof of the rst step is a reminisene of the Lewy-Pinhuk
reetion priniple and in fat, it is a mild easy generalization of it, just by dierentiating
more than one time. Afterwards, during the seond (ruial and muh more deliate) step, to
whih 58 below are devoted, we shall extend h at eah point h−1(q′), where q′ belongs to
the real analyti subset E′M ′ ⊂M
′
where the mapping Q′∞ is not of rank n. This is where we
use envelopes of holomorphy. We shall start as follows. By 3.47, there exists a proper real
analyti subset E′M ′ of M
′
suh that the rank of the mapping Q′∞ loalized around points
p′ ∈M ′ equals n at eah point q′ lose to p′ not belonging to E′M ′ . Let E
′
na
⊂ E′M ′ ⊂M
′
(na
for non-analyti) denote the losed set of points q′ ∈M ′ suh that h is not real analyti in
a neighborhood of h−1(q′). By the rst step, E′na is neessarily ontained in E
′
M ′ . If E
′
na
= ∅,
Theorem 1.9 would be proved, gratuitously. We shall therefore assume that E′
na
6= ∅ and we
shall endeavour to derive a ontradition in several nontrivial steps as follows. Assuming that
E′na is nonempty, in order to ome to an absurd, it sues to exhibit at least one point p
′
of
E′na suh that h is in fat real analyti in a neighborhood of h
−1(p′). This is what we shall
ahieve and the proof is long. In analogy with what is done in [MP1,2℄, we shall rst show that
we an hoose a partiular point p′1 ∈ E
′
na
whih is niely disposed as follows (see Figure 1).
Lemma 2.3. (f. [MP1, Lemma 2.3℄) Let E′ ⊂M ′ be an arbitrary losed subset of an every-
here loally minimal real analyti hypersurfae M ′ ⊂ Cn, with n ≥ 2. If E′ and M ′\E′ are
nonempty, then there exists a point p′1 ∈ E
′
and a real analyti one-odimensional submanifold
M ′1 of M
′
with p′1 ∈ M
′
1 ⊂ M
′
whih is generi in Cn and whih divides M ′ near p′1 in two
open parts M ′1
−
and M ′1
+
suh that E′\{p′1} is ontained in the open side M
′
1
+
near p′1.
To reah the desired ontradition, it will sue to prove that h is analyti at the point
h−1(p′1), where p
′
1 ∈ E
′
na
∩M ′1 is suh a speial point as in Lemma 2.3 above. To this aim, we
shall pik a long embedded real analyti ar γ′ ontained in M ′1
−
transverse to the omplex
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tangential diretions of M ′, with the enter q′1 of γ
′
very lose to p′1 (see Figure 1). Next,
using the inverse mapping h−1, we an opy bak these objets on M , namely we set E
na
:=
h−1(E′
na
), γ := h−1(γ′), p1 := h
−1(p′1), q1 := h
−1(q′1), whene M1 := h
−1(M ′1), M
−
1 =
h−1(M ′1
−) and M+1 = h
−1(M ′1
+).
M1 M
′
1
M−1 M
+
1
M ′1
−
M ′1
+
γ γ′
E′naEna
q′1 p
′
1p1q1
h
Figure 1 : Geometri similarity through the CR diffeomorphism h
To the analyti ar γ′, we shall assoiate holomorphi oordinates t′ = (z′, w′) ∈ Cn−1×C,
w′ = u′+ iv′, suh that p′1 = 0 and γ
′
is the u′-axis (in partiular, some normal oordinates
in the sense of [BJT℄ would be appropriate, but not indispensable) and we shall onsider
the reetion funtion R′h(t, ν¯
′) = µ¯′ −
∑
β∈Nn−1 λ¯
′β Θ′β(h(t)) in these oordinates (z
′, w′).
The funtions Θ′β(h(t)) will be alled the omponents of the reetion funtion R
′
h. Next, we
hoose oordinates t ∈ Cn near (M,p1) vanishing at p1. To the C∞-smooth ar γ, we shall
assoiate the following C∞-smooth Levi-at hypersurfae : Σγ :=
⋃
q∈γ Sq¯, where Sq¯ denotes
the Segre variety of M assoiated to various points q ∈ M (see Figure 2). Let ∆n(0, ρ) :=
{t ∈ Cn : |t| < ρ} be the polydis with enter 0 of polyradius (ρ, . . . , ρ), where ρ > 0. Using the
tangential Cauhy-Riemann operators to dierentiate the fundamental identity whih reets
the assumption h(M) ⊂M ′, we shall establish the following ruial observation.
Lemma 2.4. There exists a positive real number ρ > 0 independent of γ′ suh that all
the omponents Θ′β(h(t)) of the reetion funtion extend as CR funtions of lass C
∞
over
Σγ ∩∆n(0, ρ).
Furthermore, by global minimality ofM , there exists a global one-sided neighborhood D ofM
to whih all CR funtions (hene the omponents of h) extend holomorphially (see the details
in 3.6). We now reall that, by onstrution ofM ′1, the CR mapping h is already holomorphi
in a small neighborhood of h−1(q′) for every point q′ ∈M ′1
−
. It follows that the omponents
Θ′β(h(t)) of the reetion funtion are already holomorphi in a xed neighborhood, say
Ω, of M−1 in C
n
. Also, they are already holomorphi at eah point of the global one-sided
neighborhood D. In partiular, they are holomorphi in a neighborhood ωγ ⊂ Ω in Cn of
γ ⊂M−1 . Then aording to the Hanges-Treves extension theorem [HaTr℄, we dedue that all
the omponents Θ′β(h(t)) of the reetion funtion extend holomorphially to a neighborhood
ω(Σγ) of Σγ in C
n
, whih is a (very thin) neighborhood whose size depends of ourse on the
size of ωγ (and the size of ωγ goes to zero without any expliit ontrol as the enter point q1
of γ tends towards p1 ∈ Ena).
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A(∆)
D
D′M
M ′
Σγ
γ
p1q
q1
A′(∆)
γ′
(γ′)c
Sq¯
h
Figure 2 : The domain and its head overed by a Levi-flat hat
To ahieve the nal step, we shall onsider the envelope of holomorphy of D∪Ω∪ω(Σγ) (in
fat, to prevent from poly-dromy phenomena, we shall instead onsider a ertain subdomain
of D∪Ω∪ω(Σγ), see the details in 6 below), whih is a kind of round domain D∪Ω overed
by a thin Levi-at almost horizontal hat-domain ω(Σγ) touhing the top of the head M
along the one-dimensional ar γ (see Figure 3).
Our purpose will be to show that, if the ar γ′ is suiently lose to M ′1 (whene γ is also
very lose to M1), then the envelope of holomorphy of D ∪ Ω ∪ ω(Σγ) ontains the point p1,
even if ω(Σγ) is arbitrarily thin. We will therefore dedue that all the omponents of the re-
etion funtion extend holomorphially at p1, thereby deriving the desired ontradition. By
exhibiting a speial urved Hartogs domain, we shall in fat prove that holomorphi funtions
in D∪Ω∪ω(Σγ) extend holomorphially to the lower one sided neighborhood Σ−γ (the same
side as D =M−, see Figure 3) ; we explain below why this analysis gives analytiity at p1,
even in the (in fat simpler) ase where p1 belongs to the other side Σ
+
γ .
M
p1
A(∆)
D
Ω
ω(Σγ)
Aσ(∆)
q1
Σ′γ′
Smoothing the orners
M ′A′(∆)
D′
p′1
A′(∆)
h
γ′
(γ′)c
Σγ
Figure 3 : Envelope of holomorphy of the domain and its Levi-flat hat
q′1
(γ′)c
Σ−γ
Notie that, beause the order of ontat between Σγ and M is at least equal to two
(beause TqM = TqΣγ for every point q ∈ γ), we annot apply diretly any version of the
edge of the wedge theorem to this situation. Another possibility (whih, on the ontrary,
might well sueed) would be to apply repeatedly the Hanges-Treves theorem, in the dis
version given in [Tu2℄ (see also [MP1℄) to dedue that holomorphi funtions in D∪Ω∪ω(Σγ)
extend holomorphially to the lower side Σ−γ , just by sinking progressively Σγ into D. But this
would require a too ompliated analysis for the desired statement. Instead, by performing
what seems to be the simplest strategy, we shall use some deformations (translations) of the
following half analyti dis attahed to Σγ along γ. We shall onsider the inverse image by h of
the half-dis (γ′)c∩D′ obtained by omplexifying γ′ (see Figure 2 and Figure 3). Rounding
o the orners and reparametrizing the dis, we get an analyti dis A ∈ O(∆)∩C∞(∆) with
A(b+∆) ⊂ γ ⊂ Σγ , where b+∆ := b∆ ∩ {Re ζ ≥ 0}, b∆ = {|z| = 1} and A(1) = q1. It is this
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half-attahed dis that we shall translate along the omplex tangential diretions to Σγ as
follows.
Lemma 2.5. There exists a C∞-smooth (2n−2)-parameter family of analyti diss Aσ : ∆→
Cn, σ ∈ R2n−2, |σ| < ε, satisfying
(1) The dis Aσ|σ=0 oinides with the above dis A.
(2) The diss Aσ are half-attahed to Σγ , namely Aσ(b
+∆) ⊂ Σγ .
(3) The boundaries Aσ(b∆) of the diss Aσ are ontained in D ∪ Ω ∪ ω(Σγ).
(4) The mapping (ζ, σ) 7→ Aσ(ζ) ∈ Σγ is a C
∞
-smooth dieomorphism from a neighbor-
hood of (1, 0) ∈ b∆× R2n−2 onto a neighborhood of q1 in Σγ .
(5) As γ = h−1(γ′) varies and as q1 tends to p1, these diss depend C∞-smoothly upon γ′
and properties (1-4) are stable under perturbations of γ′.
(6) If γ(0) = q1 is suiently lose to M1, and if p1 ∈ Σ−γ is under Σγ (as in Figure 3),
then the envelope of holomorphy of (an appropriate subdomain of) D∪Ω∪ω(Σγ) ontains
p1.
Consequently, using these properties (1-6) and applying the ontinuity priniple to the
family Aσ, we shall obtain that the envelope of holomorphy of D ∪ Ω ∪ ω(Σγ) (in fat of a
good subdomain of it, in order to assure monodromy) ontains a large part of the side Σ−γ of
Σγ in whih D(=:M
−) lies. In the ase where p1 lies in this side Σ
−
γ , and provided that the
enter point q1 of γ is suiently lose to p1, we are done : the omponents of the reetion
funtion extend holomorphially at p1 (this ase is drawn in Figure 3). Of ourse, it an
happen that p1 lies in the other side Σ
+
γ or in Σγ itself. In fat, the following tri-hotomy is
in order to treat the problem. To apply Lemma 2.5 orretly, and to omplete the study of
our situation, we shall indeed distinguish three ases.
Case I. The Segre variety Sp¯1 uts M
−
1 along an innite sequene of points (qk)k∈N
tending towards p1.
Case II. The Segre variety Sp¯1 does not interset M
−
1 in a neighborhood of p1 and it
goes under M−1 , namely inside D.
Case III. The Segre variety Sp¯1 does not interset M
−
1 in a neighborhood of p1 and it
goes over M−1 , namely over D ∪M
−
1 .
In the rst ase, hoosing the point q1 above to be one of the points qk whih is suiently
lose to p1, and using the fat that p1 belongs to Sq¯1 (beause q1 ∈ Sp¯1), we have in this ase
p1 ∈ Σγ and the holomorphi extension to a neighborhood ω(Σγ) already yields analytiity at
p1 (in this ase, we have nevertheless to use Lemma 2.5 to insure monodromy of the extension).
In the seond ase, we have Sp¯1 ∩D 6= ∅. We then hoose the enter point q1 of γ very lose to
p1. Beause we have in this ase a uniform ontrol of the size of ω(Σγ), we again get that p1
always belongs to ω(Σγ) and Lemma 2.5 is again used to insure monodromy. In the third (a
priori more deliate) ase, by a simple alulation, we shall observe that p1 always belong to
the lower side Σ−γ (as in Figure 3) and Lemma 2.5 applies to yield holomorphi extension and
monodromy of the extension. In sum, we are done in all the three ases : we have shown that
the omponents Θ′β(h(t)) all extend holomorphially at p1. Finally, using a omplex analyti
set similar to C′h dened in (1.12) and Lemma 4.14 below, we dedue that h is real analyti
at p1.
In onlusion to this presentation, we would like to say that some unavoidable tehnialities
that we have not mentioned here will render the proof a little bit more ompliated (espeially
about the hoie of q1 suiently lose to p1, about the hoie of γ and about the smooth
dependene with respet to γ of Σγ and of Aσ). The remainder of the paper is devoted to
omplete these tehnial features thoroughly. At rst, we provide some neessary bakground
material about the reetion funtion.
3. Biholomorphi invariane of the refletion funtion
3.1. Preliminary and notation. Let p′ ∈ M ′, let t′ = (z′1, . . . , z
′
n−1, w
′) = (z′, w′) be
holomorphi oordinates vanishing at p′ suh that the projetion T cp′M
′ → Cn−1z′ is submersive.
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As in 1, we an represent M ′ by a omplex analyti dening equation of the form w¯′ =
Θ′(z¯′, t′), where the right hand side funtion onverges normally in the polydis ∆2n−1(0, ρ
′)
for some ρ′ > 0. Here, by normal onvergene we mean preisely that there exists a onstant
C > 0 suh that if we develope Θ′(z¯′, t′) =
∑
β∈Nn−1
∑
α∈Nn (z¯
′)β(t′)αΘ′β,α, with Θ
′
β,α ∈ C,
then we have
(3.2) |Θ′β,α| ≤ C (ρ
′)−|α|−|β|,
for all multi-indies α and β. Furthermore, by the reality of M ′ the funtion Θ′ satises the
power series identity Θ′(z¯′, z′,Θ
′
(z′, z¯′, w¯′)) ≡ w¯′. It follows from this identity that Θ′0(t
′) does
not vanish identially, and in fat ontains the monomial w′ ≡ Θ′0(0, w
′). We set p := h−1(p′)
and similarly, we represent a loal dening equation of M near p as w¯ = Θ(z¯, t), where Θ
onverges normally in ∆2n−1(0, ρ) for some ρ > 0. We denote the mapping by h := (f, g) :=
(f1, . . . , fn−1, g). Then the assumption that h maps M into M
′
yields that
(3.3) g(t) = Θ′(f(t), h(t)),
for all t ∈M near p. For this relation to hold loally, it is onvenient to assume that |h(t)| < ρ′
for every t ∈M with |t| < ρ.
Sine by assumption the hj are of lass C∞ and CR over M , we an extend them to a
neighborhood of M in Cn as funtions h˜j of lass C∞ with antiholomorphi derivatives ∂t¯l h˜j
vanishing to innite order on M , l = 1, . . . , n. So, if we develope these extensions in real
Taylor series at eah point q ∈M as follows :
(3.4) T∞q h˜j = h˜j(q) +
∑
α∈Nn\{0}
∂αt h˜j(q) (t− q)
α/α ! ∈ C[[t]],
there are no antiholomorphi term.
The reetion funtion assoiated with suh a oordinate system and with suh a dening
equation, namely
(3.5) R′h(t, ν¯
′) := µ¯′ −
∑
β∈Nn−1
(λ¯′)β Θ′β(h(t)),
where ν¯′ = (λ¯′, µ¯′), onverges normally with respet to t ∈ M with |t| < ρ and ν¯′ ∈ Cn with
|ν¯′| < ρ′, hene denes a funtion whih is CR of lass C∞ on M near p and holomorphi
with respet to ν¯′. The main goal of this paragraph is to study its invariane with respet to
hanges of oordinates.
3.6. Holomorphi extension to a one-sided neighborhood attahed to M . Before
treating invariane, reall that thanks to the loal minimality at every point, all CR funtions
on M and in partiular the hj extend holomorphially to one side of M at every point of
M (the simplest proof of this result an be found in [R℄ ; see also the exellent survey [Tr3℄
for a proof using Bishop diss). Of ourse, the side may vary. We do not require that M be
orientable, but anyway the small piees (M,p) always divide loally Cn in two omponents
(M,p)±. By shrinking these one-sided neighborhoods overed by attahed analyti diss, we
may assume that for every point p ∈ M , all CR funtions on M extend holomorphially
to the intersetion of a small nonempty open ball Bp entered at p with one of the two
loal open omponents (M,p)±. Let Dp denote the resulting open side of M at p, namely
Dp = Bp ∩ (M,p)+ or Dp = Bp ∩ (M,p)−. Sine the union of the various open sets Dp does
not neessarily make a domain, we introdue the following denition. By a global one-sided
neighborhood ofM in Cn, we mean a domain D suh that for every point p ∈M , D ontains a
loal one-sided neighborhood of M at p. In partiular, D neessarily ontains a neighborhood
of a point q ∈ M if it ontains the two loal sides of M at q. To onstrut a global one-
sided neighborhood to whih all C∞-smooth and even C0-smooth CR funtions on M extend
holomorphially, it sues to set
(3.7) D :=
⋃
q∈M
Dq
⋃
Dp∩Dq=∅
(
Bp ∩Dp ∩Dq ∩Bq
)
.
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The seond part of this union onsists of an open subset of M whih onnets every meeting
pair of loal one-sided neighborhoods in the ase where their respetive sides dier. If the
radii of the Bp are suiently small ompared to the geometri distortion of M , then the
open set dened by (3.6) is a domain in Cn. Moreover, using the uniqueness priniple for
CR funtions, it is elementary to see that every CR funtion φ on M extends as a unique
holomorphi funtion globally dened over D. In this onern, we would like to mention that
a more general onstrution in arbitrary odimension in terms of attahed wedges is provided
in [Me2℄, [MP1,2℄ and in [Da2℄.
Sine eah Dp is ontained in some union of small Bishop diss with boundaries ontained
in (M,p), it follows that the maximum modulus of the holomorphi extension of φ to Dp
is less than or equal to the maximum modulus of the CR funtion φ over the piee (M,p),
whih is a little bit larger than Dp ∩M . To be preise, after shrinking Bp if neessary, we an
assume that the Bishop diss overing Dp have their boundaries attahed to M ∩ {|t| < ρ}.
Sine |h(t)| < ρ′ for t ∈ M with |t| < ρ, the same majoration holds for t ∈ Dp (maximum
priniple), so it follows that the series dened by (3.5) also onverges normally with respet
to t inside Dp. In onlusion, we have established the following.
Lemma 3.8. With the above notation, R′h is dened in the set
(3.9) [Dp ∪ (M ∩∆n(0, ρ))]×∆n(0, ρ
′) ⊂ ∆n(0, ρ)×∆n(0, ρ
′).
Preisely, R′h is holomorphi with respet to (t, ν¯
′) in Dp×∆n(0, ρ′) and it is CR of lass C∞
over the real analyti hypersurfae
(3.10) [M ∩∆n(0, ρ)]×∆n(0, ρ
′) ⊂ ∆n(0, ρ)×∆n(0, ρ
′).
3.11. Charaterization of the holomorphi extendability of R′h. Let x ∈ C
m
, x′ ∈ Cm
′
and onsider a power series of the form
(3.12) R(x, x′) :=
∑
α∈Nm,α′∈Nm′
Rα,α′ x
α (x′)α
′
,
where the Rα,α′ are omplex oeients. Let us assume that R onverges normally in some
polydis ∆m(0, σ)×∆m′(0, σ′), for some two σ, σ′ > 0. By normal onvergene, we mean that
there exists a onstant C > 0 suh that the Cauhy inequalities |Rα,α′ | ≤ C (σ)−|α| (σ′)−|α
′|
hold. Let us dene Rα′(x) :=
∑
α∈Nm Rα,α′ x
α =
[
1
α′! ∂
α′
x′R(x, x
′)
]
x′:=0
. Classially in the
basi theory of onverging power series, it follows that for every positive σ˜ < σ, there exists a
onstant Cσ˜ whih depends on σ˜ suh that for all x satisfying |x| < σ˜, the estimate |Rα′(x)| ≤
Cσ˜ (σ
′)−|α
′|
holds. Indeed, we simply ompute for |x| < σ˜ the elementary series :
(3.13)

|Rα′(x)| ≤
∑
α∈Nm
|Rα,α′ | |x|
α ≤
≤ C
∑
α∈Nm
σ−|α| (σ′)−|α
′| σ˜|α| = C
(
σ
σ − σ˜
)m
(σ′)−|α
′|.
As an appliation, suh an inequality applies to the dening funtion ofM ′ : for every positive
ρ˜′ < ρ′, there exists a onstant Cρ˜′ suh that for all |t
′| < ρ˜′ we have
(3.14) |Θ′β(t
′)| ≤ Cρ˜′ (ρ
′)−|β|.
The estimation (3.13) also exhibits an interesting basi property. Suppose for a while that the
reetion funtion R′h dened by (3.5) extends holomorphially to the polydis ∆n(0, σ) ×
∆n(0, σ
′) for some positive σ, σ′ > 0 with σ < ρ and σ′ < ρ′. Then the funtions θ′β(t) dened
by
(3.15) θ′β(t) :=
[
1
β!
∂β
λ¯′
R′h(t, ν¯
′)
]
λ¯′:=0
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satisfy a Cauhy estimate, namely |θ′β(t)| ≤ Cσ˜ (σ
′)−|β| for all |t| < σ˜ < σ. By (3.5), notie
that θ′β(t) ≡ Θ
′
β(h(t)) over M ∩ ∆n(0, ρ) and inside Dp, so the holomorphi extendability
of R′h implies that all the omponents Θ
′
β(h(t)) extend holomorphially to ∆n(0, σ). These
preliminary observations are appropriate to obtain the following useful haraterization of the
holomorphi extendability ofR′h whih says in substane that it sues that all its omponents
Θ′β(h(t)) extend at p and then afterwards the Cauhy estimate holds automatially.
Lemma 3.16. The following three properties are equivalent :
(i) There exists σ > 0 with σ < ρ and σ < ρ′ suh that R′h extends holomorphially to the
polydis ∆n(0, σ)×∆n(0, σ).
(ii) There exists σ > 0 with σ < ρ suh that all C∞-smooth CR funtions Θ′β(h(t)) dened
onM∩∆n(0, ρ) extend holomorphially to the polydis ∆n(0, σ) as holomorphi funtions
θ′β(t) whih satisfy the inequality |θ
′
β(t)| ≤ C (σ
′)−|β| for some two positive onstants
C > 0, σ′ < ρ′ and for all |t| < σ.
(iii) There exists σ > 0 with σ < ρ suh that all C∞-smooth CR funtions Θ′β(h(t)) dened
onM∩∆n(0, ρ) extend holomorphially to the polydis ∆n(0, σ) as holomorphi funtions
θ′β(t).
Démonstration. Of ourse, (i) implies (ii) whih in turn implies (iii) trivially. Conversely,
let us show that (iii) implies (ii). By (3.4) with q = 0, the Taylor series of hj at the origin
Hj(t) := T
∞
0 h˜j(t) involves only holomorphi monomials t
α
and no antiholomorphi monomial.
We notie that the Taylor series at the origin of Θ′β(h(t)) oinides with the omposition of
formal power series Θ′β(H(t)). Consequently, by the assumption (iii), the formal power series
mapping H(t) is a formal solution of some evident omplex analyti equations. Indeed, we
have
(3.17) R′β(t,H(t)) := Θ
′
β(H(t))− θ
′
β(t) ≡ 0 in C[[t]],
for all β ∈ Nn−1. By the Artin approximation theorem (see [Ar℄), there exists an analyti
power series H˜(t) with H˜(0) = 0, whih onverges normally in some polydis, say ∆n(0, σ)
with σ > 0, and whih satises
(3.18) R′β(t, H˜(t)) := Θ
′
β(H˜(t))− θ
′
β(t) ≡ 0,
for all t ∈ ∆n(0, σ). Shrinking σ if neessary, we may assume that for |t| < σ, we have |H˜(t)| <
σ′ < ρ′. Then the Cauhy estimate (3.14) valuable for the Θ′β(t
′) yields by omposition a
Cauhy estimate for Θ′β(H˜(t)) whih in turn yields the desired Cauhy estimate for the θ
′
β(t)
as stated in the end of (ii), thanks to the relations (3.18). This ompletes the proof. 
3.19. Invariane of the reetion funtion. Our denition of the reetion funtion R′h
seems to be unsatisfatory, beause it heavily depends on the hoie of oordinates and on the
hoie of a loal dening funtion for (M ′, p′). Our purpose is now to show that Theorem 1.9
holds true for every system of oordinates provided it holds for one suh system. This requires
to analyze how the omponents Θ′β(h(t)) behave under the ation of biholomorphisms. Let
t′′ = Λ(t′) be a loal biholomorphi mapping suh that Λ(0) = 0, denote t′′ = (z′′, w′′) =
(z′′1 , . . . , z
′′
n−1, w
′′) and denote Λ = (Φ1, . . . ,Φn−1,Ψ) aordingly. By the impliit funtion
theorem, if we assume that the linear mapping pi′′ ◦ dΛ : T c0M
′ → Cn−1z′′ is bijetive, where
pi′′ : Cnz′′,w′′ → C
n−1
z′′ is the projetion parallel to the w
′′
axis, then the image Λ(M ′) an
also be dened loally in a neighborhood of the origin by a dening equation of the form
w¯′′ = Θ′′(z¯′′, t′′) similar to that of M ′. Equivalently, this dierential geometri ondition an
be expressed by the nonvanishing
(3.20) det
(
L
′
j Φk(0)
)
1≤j,k≤n−1
6= 0,
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where the L
′
j onstitute a basis for the CR vetor elds onM
′
, namely L
′
j = ∂z¯′j+Θ
′
z¯′j
(z¯′, t′) ∂w¯′
for j = 1, . . . , n− 1. Thus, we aim to ompare the two reetion funtions
(3.21)

R′h(t, ν¯
′) := µ¯′ −
∑
β∈Nn−1
(λ¯′)β Θ′β(h(t)),
R′′Λ◦h(t, ν¯
′′) := µ¯′′ −
∑
β∈Nn−1
(λ¯′′)β Θ′′β(Λ ◦ h(t)).
Without loss of generality, we an assume that Θ′′ onverges normally in∆2n−1(0, ρ
′′) and that
Λ(∆n(0, ρ
′)) is ontained in ∆n(0, ρ
′′). The following lemma exhibits the desired invariane
under biholomorphi transformations xing the enter point p′ and Lemma 3.37 below will
show the invariane under loal translations of the enter point.
Lemma 3.22. The following two onditions are equivalent :
(i) There exists σ > 0 with σ < ρ and σ < ρ′ suh that R′h(t, ν¯
′) extends holomorphially
to the polydis ∆n(0, σ)×∆n(0, σ).
(ii) There exists σ > 0 with σ < ρ and σ < ρ′′ suh that R′′Λ◦h(t, ν¯
′′) extends holomorphi-
ally to the polydis ∆n(0, σ)×∆n(0, σ).
Démonstration. Of ourse, it sues to prove that (i) implies (ii), beause Λ is invertible.
The proof is a little bit long and alulatory, but the priniple is quite simple (in advane,
the reader may skip to equation (3.35) and to the paragraph following whih explain well the
relation between the omponents of the two reetion funtions). As Λ maps M ′ into M ′′,
there exists a onverging power series A(t′, t¯′) suh that the following identity holds for all t′
with |t′| < ρ′ :
(3.23) Ψ(t¯′)−Θ′′(Φ(t¯′),Λ(t′)) ≡ A(t′, t¯′) [w¯′ −Θ′(z¯′, t′)]
Replaing w¯′ by Θ′(z¯′, t′) on the left hand side, we get an interesting formal power series
identity at the origin in C2n−1
(3.24) Ψ(z¯′,Θ′(z¯′, t′)) ≡ Θ′′(Φ(z¯′,Θ′(z¯′, t′)),Λ(t′)),
whih onverges for all |z¯′| < ρ′ and |t′| < ρ′. Putting z¯′ = 0, we see rst that
(3.25) Ψ(0,Θ′(0, t′)) ≡ Θ′′(Φ(0,Θ′(0, t′)),Λ(t′)).
Next, we dierentiate the relation (3.24) with respet to z¯′j for j = 1, . . . , n− 1. Remembering
that L
′
j = ∂z¯′j + Θ
′
z¯′j
(z¯′, t′) ∂w¯′ , we see that dierentiation with respet to z¯
′
j is the same as
applying the operator L
′
j and we get by the hain rule
(3.26) L
′
jΨ(z¯
′,Θ′(z¯′, t′)) ≡
n−1∑
k=1
L
′
jΦk(z¯
′,Θ′(z¯′, t′))
∂Θ′′
∂z¯′′k
(Φ(z¯′,Θ′(z¯′, t′)),Λ(t′)).
Consider the following determinant, whih, by the assumption (3.20) does not vanish at the
origin :
(3.27) D′(z¯′, t′) := det
(
L
′
jΦk(z¯
′,Θ′(z¯′, t′))
)
1≤j,k≤n−1
.
Shrinking ρ′ if neessary, we an assume that D′ is nonzero at every point of ∆2n−1(0, ρ′).
Then using the rule of Cramer, we an solve in (3.26) the rst order partial derivatives of Θ′′
with respet to the rest. We obtain an expression of the form
(3.28)
∂Θ′′
∂z¯′′k
(Φ(z¯′,Θ′(z¯′, t′)),Λ(t′)) ≡
Rk({(L
′
)γΛi(z¯
′,Θ′(z¯′, t′))}|γ|=1,1≤i≤n)
D′(z¯′, t′)
.
Here, for every multi-index γ ∈ Nn−1, we denote by (L
′
)γ the antiholomorphi derivation of
order |γ| dened by (L
′
1)
γ1 · · · (L
′
n−1)
γn−1
. Moreover, in (3.28), it is a fat that the terms Rk
are ertain universal polynomials in their n(n− 1) arguments.
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By dierentiating again (3.28) with respet to the z¯′j , using Cramer's rule, and making
an indutive argument, it follows that for every multi-index β ∈ Nn−1, there exists a ertain
ompliated but universal polynomial Rβ suh that the following relation holds :
(3.29)
1
β!
∂|β|Θ′′
∂(z¯′′)β
(Φ(z¯′,Θ′(z¯′, t′)),Λ(t′)) ≡
Rβ({(L
′
)γΛi(z¯
′,Θ′(z¯′, t′))}1≤|γ|≤|β|,1≤i≤n)
[D′(z¯′, t′)]2|β|−1
.
Now, we put z¯′ := 0 in these identities. An important observation is in order. The omposed
derivations (L
′
)γ are ertain dierential operators with nononstant oeients. Using the
expliit expression of the L
′
j , we see that all these oeients are ertain universal polynomi-
als of the olletion of partial derivatives {∂|δ|Θ′(z¯′, t′)/∂(z¯′)δ}1≤|δ|≤|γ|. Thus the numerator
of (3.29), after putting z¯′ := 0, beomes a ertain holomorphi funtion of the olletion
{Θ′γ(t
′)}0≤|γ|≤|β| (reall Θ
′
γ(t
′) =
[
1
γ! ∂
|γ|Θ′(z¯′, t′)/∂(z¯′)γ
]
z¯′:=0
). A similar property holds for
the denominator. In summary, we have shown that there exists an innite olletion of holo-
morphi funtions Sβ of their arguments suh that
(3.30)
1
β!
∂|β|Θ′′
∂(z¯′′)β
(Φ(0,Θ′(0, t′)),Λ(t′)) ≡ Sβ({Θ
′
γ(t
′)}|γ|≤|β|) =: sβ(t
′),
where the left and right hand sides are holomorphi funtions of t′ running in the polydis
∆n(0, ρ
′). Furthermore, by Cauhy's integral formula, there exists a positive onstant C suh
that for all |z¯′′|, |t′′| < ρ′′/2, we have the majoration
(3.31)
∣∣∣∣ 1β! ∂|β|Θ′′∂(z¯′′)β (z¯′′, t′′)
∣∣∣∣ ≤ C (ρ′′/2)−|β|.
Consequently we get the estimate |sβ(t′)| ≤ C (ρ′′/2)−|β|. Now, let us rewrite the rela-
tions (3.30) in a more expliit form, taking into aount that Θ′(0, t′) = Θ′0(t
′) by denition :
(3.32)

Θ′′β(Λ(t
′)) +
∑
γ∈Nn−1∗
(Φ(0,Θ′0(t
′)))γ
(β + γ)!
β! γ!
Θ′′β+γ(Λ(t
′)) ≡
≡ Sβ({Θ
′
δ(t
′)}|δ|≤|β|) =: sβ(t
′),
where we denote Nn−1∗ := N
n−1\{0}. This olletion of equalities may be onsidered as an
innite upper triangular linear system with unknowns being the funtions Θ′′β(Λ(t
′)). This
system an be readily inverted. Indeed, using Taylor's formula in the onvergent ase or
proeeding diretly at the formal level, it is easy to see that if we are given an innite olletion
of equalities with omplex oeients and with ζ ∈ Nn−1 whih is of the form
(3.33) Θ′′β +
∑
γ∈Nn−1∗
ζγ
(β + γ)!
β! γ!
Θ′′β+γ = Sβ,
for all multi-indies β ∈ Nn−1, then we an solve the unknowns Θ′′β in terms of the right hand
side terms Sβ by means of a totally similar formula, exept for signs :
(3.34) Sβ +
∑
γ∈Nn−1∗
ζγ (−1)γ
(β + γ)!
β! γ!
Sβ+γ = Θ
′′
β,
for all β ∈ Nn−1. Applying this observation to (3.32) and using the above Cauhy estimates
on sβ(t
′), we dedue the onvergent representation
(3.35)

Θ′′β(Λ(t
′)) ≡ Sβ({Θ
′
δ(t
′)}|δ|≤|β|)+
+
∑
γ∈Nn−1∗
(Φ(0,Θ′0(t
′)))γ (−1)γ
(β + γ)!
β! γ!
Sβ+γ({Θ
′
δ(t
′)}|δ|≤|β|+|γ|),
whih is valuable for |t′| < ρ′. Here, we reall that the funtions Sβ only depend on the bi-
holomorphism Λ and that they are holomorphi with respet to their arguments. Now, we
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an prove that (i) implies (ii) in Lemma 3.22. By the equivalene between (i) and (ii) of
Lemma 3.16, it sues to show that all omponent funtions Θ′′β(Λ(h(t))) extend holomor-
phially to a neighborhood of the origin provided all omponent funtions Θ′β(h(t)) extend
holomorphially (by onstrution, the Cauhy estimates are already at hand). But this is evi-
dent by reading (3.35) after replaing t′ by h(t). This ompletes the proof of Lemma 3.22. 
3.36. Translation of the enter point. We have shown that the holomorphi extendability
of the reetion funtion R′h entered at one point p× h(p) is an invariant property. On the
other hand, suppose that R′h is holomorphi in the produt polydis ∆n(0, σ)×∆n(0, σ
′), for
0 < σ < ρ and 0 < σ′ < ρ′. Does it follow that the reetion funtions entered at points
q × h(q) ∈ ∆n(0, σ) ×∆n(0, σ′) also extends holomorphially at these points ? Without loss
of generality, we an assume that h(M ∩∆n(0, ρ)) ⊂ ∆n(0, ρ
′) and that h(M ∩∆n(0, σ)) ⊂
∆n(0, σ
′). Let q ∈ ∆n(0, σ) be an arbitrary point and set q′ := h(q). Reall that as in 3.1
above, we are given oordinates t and t′ entered at the origin in whih the equations of M
and of M ′ are of the form w¯ = Θ(z¯, t) and w¯′ = Θ′(z¯′, t′), with Θ onverging normally in
the polydis ∆2n−1(0, ρ) and similarly for Θ
′
. We an enter new holomorphi oordinates
at q and at q′ simply by setting t∗ := t − q and t′∗ := t
′ − q′. We shall denote |q| =: ε and
|q′| =: ε′. LetM∗ :=M−q andM ′∗ :=M
′−q′ be the two new hypersurfaes obtained by suh
geometri translations. In the new oordinates, we naturally have two new dening equations
w∗ = Θ∗(z¯∗, t∗) and w¯
′
∗ = Θ
′
∗(z¯
′
∗, t
′
∗) for M∗ and for M
′
∗ with Θ∗ onverging (at least) in
∆2n−1(0, ρ− ε) and with Θ′∗ onverging (at least) in ∆2n−1(0, ρ
′− ε′). The expliit expression
of Θ′∗ will be omputed in a while. Let h∗(t∗) := h(q+ t∗). Let ν¯
′
∗ := (λ¯
′
∗, µ¯
′
∗) := ν¯
′− q¯′. Dene
the transformed reetion funtion R′∗h∗(t∗, ν¯
′
∗) aordingly.
Lemma 3.37. If ε < σ and ε′ < σ′, then the reetion funtion R′∗h∗(t∗, ν¯
′
∗) := µ¯
′
∗ −
Θ′∗(λ¯
′
∗, h∗(t∗)) extends holomorphially to the polydis ∆n(0, σ − ε)×∆n(0, σ
′ − ε′).
Démonstration. At rst, we ompute the dening equation of M ′∗. To obtain the expliit
expression of Θ′∗, it sues to transform the equation
(3.38) w¯′ − w¯q′ = Θ
′(z¯′, t′)−Θ′(z¯′q′ , t
′
q′) =
∑
β∈Nn−1
(z¯′)β Θ′β(t
′)−
∑
β∈Nn−1
(z¯q′)
β Θ′β(t
′
q′)
in the form
(3.39) w¯′∗ = Θ
′
∗(z¯
′
∗, t
′
∗) =
∑
β∈Nn−1
(z¯′∗)
β Θ′∗β(t
′
∗).
Dierentiating with respet to z¯′ and setting z¯′ := z¯′q′ , we obtain
(3.40)

Θ′∗0(t
′
∗) :=
∑
γ∈Nn−1
(z¯′q′)
γ Θ′γ(q
′ + t′∗)−
∑
γ∈Nn−1
(z¯′q′)
γ Θ′γ(q
′),
Θ′∗β(t
′
∗) := Θ
′
β(q
′ + t′∗) +
∑
γ∈Nn−1∗
(z¯′q′)
γ Θ′β+γ(q
′ + t′∗)
(β + γ)!
β! γ!
,
for all β ∈ Nn−1∗ . Now, suppose that the reetion funtion R
′
h(t, ν¯
′) in the old system of
oordinates extends holomorphially to the produt polydis∆n(0, σ)×∆n(0, σ′) as a funtion
that we shall denote by
(3.41) R′(t, ν¯′) := µ¯′ −
∑
β∈Nn−1
(λ¯′)β θ′β(t).
By Lemma 3.16, the funtions θ′β(t) are holomorphi in ∆n(0, σ) and they extend holomor-
phially the C∞-smooth CR funtions Θ′β(h(t)) dened on M ∩ ∆n(0, ρ). Immediately, R
′
is holomorphi in an obvious produt polydis entered at q × q¯′, namely in ∆n(q, σ − ε) ×
∆n(q¯
′, σ′ − ε′). Let t∗ := t− q and ν¯′∗ := ν¯
′ − q¯′. The unique funtion R′∗(t∗, ν¯
′
∗) satisfying
(3.42) R′(t, ν¯′) = R′∗(t∗, ν¯
′
∗) = µ¯
′
∗ −
∑
β∈Nn−1
(λ¯′∗)
β θ′∗β(t∗)
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possesses oeients neessarily given by
(3.43)

θ′∗0(t∗) :=
∑
γ∈Nn−1
(z¯′q′)
γ θ′γ(q + t∗)−
∑
γ∈Nn−1
(z¯′q′)
γ θ′γ(q),
θ′∗β(t∗) := θ
′
β(q + t∗) +
∑
γ∈Nn−1∗
(z¯′q′)
γ θ′β+γ(q + t∗)
(β + γ)!
β! γ!
,
for all β ∈ Nn−1∗ . In the new oordinate system, the reetion funtion entered at q × h(q)
an be dened as
(3.44) R′∗h∗(t∗, ν¯
′
∗) := µ¯
′
∗ −
∑
β∈Nn−1
(λ¯′∗)
β Θ′∗β(h∗(t∗)),
for t∗ ∈ M∗ with |t∗| < σ − ε. Substituting t′∗ by h∗(t∗) in the equations (3.40) and using
afterwards that the θ′β(t) extend the Θ
′
β(h(t)), we dedue that the funtions
(3.45)

Θ′∗0(h∗(t∗)) =
∑
γ∈Nn−1
(z¯′q′)
γ Θ′γ(h(q + t∗))−
∑
γ∈Nn−1
(z¯′q′)
γ Θ′γ(q
′),
Θ′∗β(h∗(t∗)) = Θ
′
β(h(q + t∗)) +
∑
γ∈Nn−1∗
(z¯′q′)
γ (β + γ)!
β! γ!
Θ′β+γ(h(q + t∗))
extend holomorphially to the polydis ∆n(0, σ− ε) as funtions of t∗ given by the right hand
sides of (3.43). The onvergene of these series follows from the Cauhy estimates on the θ′β(t).
This ompletes the proof of Lemma 3.37. 
3.46. Deloalization and propagation. At this stage, we an summarize what the term
reetion funtion really means. Let h :M →M ′ be a (not neessarily loal) C∞-smooth CR
mapping between two onneted real analyti CR manifolds. For any produt of points p×h(p)
lying in the graph of h¯ in M ×M ′ and for any system of oordinates t′ vanishing at p′ := h(p)
in whih the omplex dening equation of M ′ is an uniquely dened graph of the form w¯′ =
Θ′(z¯′, t′), we dene the assoiated reetion entered at p×p′ by Rh(t, ν¯′) := µ¯′−Θ′(λ¯′, h(t)).
If it exists, its holomorphi extension at p × p′ is unique, thanks to the uniqueness priniple
on the boundary ([P1℄). Also, its holomorphi extension does not depend on the system of
oordinates t′ vanishing at p′. And nally, its holomorphi extension propagates at nearby
points. Although for some real analyti hypersurfaeM ′ there does not exist a global dening
equation of the form w¯′ = Θ′(z¯′, t′), we believe that the transformation rules explained in
Lemmas 3.22 and 3.37 justify that we speak of the reetion funtion.
The two analyti relations (3.35) and (3.40) are extremely important. In 3.47 just below,
we shall see that they permit to establish that ertain CR geometri onepts dened in terms
of the olletion (Θ′β(t
′))β∈Nn−1 are biholomorphially invariant.
3.47. The exeptional lous of M ′. As above, let p′ ∈ M ′ and assume that the dening
equation of M ′ onverges normally in the polydis ∆2n−1(0, ρ
′). Let us onsider the innite
Jaobian matrix of the innite holomorphi mapping Q′∞(t
′) = (Θ′β(t
′))β∈Nn−1 introdued in
1.10 :
(3.48) J∞(t
′) := (∂Θ′β(t
′)/∂t′j)β∈Nn−1,1≤j≤n.
Conretely, by ordering the multi-indies β, we may think of J∞(t′) as a horizontally innite
∞× n omplex matrix. Also, it is onvenient to trunate this matrix by limiting the multi-
indies to run over |β| ≤ k. Let us denote suh nite matries by
(3.49) Jk(t
′) := (∂Θ′β(t
′)/∂t′j)|β|≤k,1≤j≤n.
As a holomorphi mapping of t′, the generi rank of Jk(t′) inreases with k. Let χ′M ′ denote
the maximal generi rank of these nite matries. Equivalently, there exists a minor of size
χ′M ′ of the matrix J∞ whih does not vanish identially as a holomorphi funtion of t
′
, but
all minors of size (χ′M ′ + 1) of J∞(t
′) do vanish identially. We all this integer the generi
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rank of the innite matrix J∞(t′). Of ourse, χ′M ′ is at least equal to 1, beause the term
Θ′0(t
′) does not vanish identially and is nononstant (see 3.1). So we have 1 ≤ χ′M ′ ≤ n.
Apparently, the integer χ′M ′ seems to depend on p
′
and on the hoie of oordinates entered
at p′, but in fat it is a biholomorphi invariant of the hypersurfae M ′ itself, whih explains
in advane the notation. Reall that M ′ is onneted, whih is important. We shall hek this
invariane in two steps.
Lemma 3.50. Let p′ ∈ M ′, let t′ be a system of oordinates vanishing at p′ and let t′′ be
another system of oordinates vanishing at p′ dened by t′′ = Λ(t′) as in Lemma 3.22. Then
the two generi ranks of the assoiated innite Jaobian matries are idential.
Démonstration. Looking at the family of relations (3.35) and applying the rank inequality
for omposed holomorphi mappings, we see that the generi rank of J∞(t′′) is ertainly less
than or equal to the generi rank of J∞(t′). As the mapping Λ is invertible, a relation similar
to (3.35) holds if we reverse the rles of t′ and t′′, and we get the opposite inequality between
generi ranks. 
Lemma 3.51. Let p′ ∈ M ′, let q′ ∈ M ′ be lose to p′ as Lemma 3.37 and onsider the
innite Jaobian matrix J∞(t′∗) assoiated with the funtions Θ
′
∗β(t
′
∗) dened by (3.40). Then
the generi ranks of J∞(t′) and of J∞(t′∗) oinide.
Démonstration. This is immediate, beause the relation (3.40) between the two olletions
(Θ′∗β(t
′
∗))β∈Nn−1 and (Θ
′
β(t
′))β∈Nn−1 is linear, upper triangular and invertible. 
So we may prove that χ′M ′ is a global biholomorphi invariant of the onneted hypersurfae
M ′. Indeed, any two points p′1 ∈ M
′
and p′2 ∈ M
′
an be onneted by a nite hain of
intermediate points whih are ontained in pairs of overlapping oordinate system for whih
Lemmas 3.50 and 3.51 apply diretly.
Here is an interesting and useful appliation. Loally in a neighborhood of an arbitrary point
p′ ∈M ′, we may dene a proper omplex analyti subset of ∆n(0, ρ′) denoted by E ′ whih is
obtained as the vanishing lous of all the minors of size χ′M ′ of J∞(t
′). As in the proofs of
Lemmas 3.50 and 3.51, by looking more losely at the two families of innite relations (3.35)
and (3.40), we observe that the set of points t′ lose to p′ at whih the rank of J∞(t′) is
maximal equal to χ′M ′ is independent of oordinates. Consequently, the omplex analyti set
E ′, whih we shall all the extrinsi exeptional lous of M ′, is an invariant omplex analyti
subset dened in a neighborhood of M ′ in Cn. Moreover, E ′ is proper (i.e. of dimension
≤ n− 1), beause χ′M ′ ≥ 1, so there is at least one not identially zero minor in the denition
of E ′. The intrinsi exeptional lous of M ′ denoted by E′M ′ is dened to be the intersetion
of E ′ with M ′. This is also a proper real analyti subset of M ′ (maybe empty).
Lemma 3.52. If M ′ is globally minimal, then the real dimension of E′M ′ is less than or equal
to (2n− 3).
Démonstration. Suppose on the ontrary that there exists a stratum S of real dimension (2n−
2). This stratum annot be generi at any point, beause otherwise E ′ whih ontains S would
be of omplex dimension n. So S is a omplex hypersurfae ontained in M ′, ontraditing
loal minimality at every point. 
This dimension estimate should be ompared to that of the Levi degeneray lous : unless
M ′ is everywhere Levi degenerate, the set of points at whihM ′ is Levi degenerate is a proper
real analyti subvariety, but in general of dimension less than or equal to (2n− 2), with this
bound attained. This is so beause the Levi degeneray lous is not ontained in a omplex
analyti subset of a neighborhood ofM ′. The fat that the real odimension of E′M ′ is at least
two will be ruial for the proof of Theorems 9.2 and 9.3 below.
3.53. Loal produt struture at a Zariski-generi point. In the beginning of 4 below
we shall need the following geometri straightening statement.
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Lemma 3.54. In a small neighborhood of an arbitrary point q′ ∈M ′\E′M ′ , the hypersurfae
M ′ is biholomorphi to a produt M ′q′ ×∆
n−χ′
M′
by a polydis of dimension (n−χ′M ′ ), where
M ′q′ is a real analyti hypersurfae in C
χ′
M′
. Furthermore, at the point q′, the rank of an
assoiated innite matrix J∞(t
′), where t′ ∈ Cχ
′
M′
are holomorphi oordinates vanishing at
q′, is maximal equal to χ′M ′ .
Démonstration. Choose oordinates t′ vanishing at q′. By assumption, the mapping t′ 7→
(Θ′β(t
′))|β|≤k is of onstant rank χ
′
M ′ for all t
′
near the origin and for all k large enough. By the
rank theorem, it follows that the union of level sets Fr′ := {t′ : Θ′β(t
′) = Θ′β(r
′), ∀β ∈ Nn−1}
for r′ running in a neighborhood of q′ do onstitute a loal holomorphi foliation by omplex
leaves of dimension n− χ′M ′ . We an straighten this foliation in a neighborhood of q
′
so that
(after an eventual dilatation) Cn deomposes as the produt∆χ
′
M′×∆n−χ
′
M′
, where the seond
term orresponds to the leaves of this foliation. In these new straightening oordinates, whih
we will denote by t′′, we laim that the leaves of this foliation are again dened by the level
sets of the funtions Θ′′β(t
′′), namely Fr′′ := {t′′ : Θ′′β(t
′′) = Θ′′β(r
′′), ∀β ∈ Nn−1}. This is so,
thanks to the important relations (3.35). For simpliity, let us denote these oordinates again
by t′ instead of t′′. We laim that if the point r′ belongs to M ′, then its leaf Fr′ is entirely
ontained in M ′ in a neighborhood of q′. Indeed, let s′ ∈ Fr′, so we have Θ′β(s
′) = Θ′β(r
′) for
all β ∈ Nn−1 by denition. It follows rst that
(3.55) 0 = w¯′r′ −Θ
′(z¯′r′ , t
′
r′) = w¯
′
r′ −Θ
′(z¯′r′ , t
′
s′).
Next, thanks to the reality ofM ′, there exists a nonzero holomorphi funtion a′(t′, τ ′), where
τ ′ = (ζ′, ξ′) ∈ Cn−1 × C, suh that
(3.56) ξ′ −Θ′(ζ′, t′) ≡ a′(t′, τ ′)
[
w′ −Θ
′
(z′, τ ′)
]
,
for all t′, τ ′ running in a neighborhood of the origin. Using ruially this identity, we an
transform (3.55) as follows
(3.57) 0 = w′s′ −Θ
′
(z′s′ , t¯
′
r′).
Now, onjugating this new identity, we get w¯′s′ − Θ
′(z¯′s′ , t
′
r′) = 0 and nally, using a seond
time Θ′β(s
′) = Θ′β(r
′) for all β ∈ Nn−1, we obtain
(3.58) w¯′s′ −Θ
′(z¯′s′ , t
′
s′) = 0,
whih shows that s′ ∈ M ′, as laimed. In summary, in the straightened oordinates (t′, t˜′) ∈
C
χ′
M′ ×Cn−χ
′
M′
, those leaves {t˜′ = ct.} intersetingM ′ are entirely ontained inM ′. It follows
that there exists a dening equation for M ′ in a neighborhood of the origin whih is of the
form
(3.59) w′ = Θ′(z′, t′),
namely it is independent of the oordinates t˜′. We dene M ′q′ to be the hypersurfae of C
χ′
M′
dened by the equation (3.59). The innite Jaobian matrix J∞(t′) of M ′ therefore oinides
with the innite Jaobian matrix of M ′q′ . By assumption, J∞(t
′) is of rank χ′M ′ at the origin
(this means that all nite submatries Jk(t′) are of rank χ′M ′ for all large enough k). So the
rank at the origin of J∞(t
′) is also equal to χ′M ′ . The proof of Lemma 3.54 is omplete. 
3.60. Pointwise nondegeneray onditions on M ′. We shall all the (always onneted)
hypersurfae M ′ holomorphially nondegenerate if χ′M ′ = n. By examinating the proof of
Lemma 3.54, one an see that this denition oinides with the original denition of Stanton
[St1,2℄ in terms of tangent holomorphi vetor elds (f. also [Me5,9℄). By 3.47 above,
holomorphi nondegeneray is a global property of M ′. Furthermore, we shall say that M ′
is nitely nondegenerate at the point p′ if for one (hene for all) system(s) of oordinates
vanishing at p′, the rank of J∞(t
′) is equal to n at the origin. By the above denitions,
a onneted real analyti hypersurfae M ′ is holomorphially nondegenerate if and only if
there exists a proper omplex analyti subset of a neighborhood of M ′ in Cn, namely the
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extrinsi exeptional lous E ′, suh thatM ′ is nitely nondegenerate at every point ofM ′ not
belonging to E ′. Also, Lemma 3.54 above may be interpreted as a sort of geometri quotient
proedure : loally in a neighborhood of a Zariski-generi point q′ ∈ M ′, i.e. for q′ 6∈ E′M ′ ,
after dropping the innouous polydis ∆n−χ
′
M′
, we are left with a nitely nondegenerate real
analyti hypersurfae M ′q′ in a smaller omplex ane spae. Finally, we shall say that M
′
is
essentially nite at the point p′ if for one (hene for all) system(s) of oordinates vanishing at
p′, the loal holomorphi mappings t′ 7→ (Θ′β(t
′))|β|≤k are nite-to-one in a neighborhood of
the origin for all k large enough. It an be heked that this denition oinides with the one
introdued in [DW℄ and subsequently studied by many authors. We shall onsider essentially
nite hypersurfaes in 9 below.
3.61. Conlusion. All the onsiderations of this paragraph support well the thesis that
the olletion of holomorphi funtions (Θ′β(t
′))β∈Nn−1 is the most important analyti objet
attahed to a real analyti hypersurfae M ′ loalized at one of its points.
4. Extension aross a Zariski dense open subset of M
4.1. Holomorphi extension at a Zariski-generi point. Let h : M → M ′ be a C∞-
smooth CR dieomorphism between two onneted real analyti hypersurfaes in Cn.
Lemma 4.2. If M is globally minimal, then M ′ is also globally minimal.
Démonstration. Indeed, as h is CR, it sends every C∞-smooth urve γ of M running into
omplex tangential diretions dieomorphially onto a urve γ′ := h(γ) also running in om-
plex tangential diretions. Then Lemma 4.2 is a diret onsequene of the denition of CR
orbits. We do not enter the details. 
The starting point of the proof of Theorem 1.9 is to show that the various reetion
funtions already extend holomorphially to a neighborhood of q×h(q) for all points q running
in the Zariski open subset M\EM of M , where EM is the intrinsi exeptional lous of M
dened in the end of 3.47 above. It is onvenient to observe rst that h maps EM bijetively
onto E′M ′ .
Lemma 4.3. A point q ∈ M belongs to M\EM if and only if its image h(q) belongs to
M ′\E′M ′ . Furthermore, χM = χ
′
M ′ .
Démonstration. Let q ∈ M be arbitrary, let t be oordinates vanishing at q and let t′ be
oordinates vanishing at q′ := h(q) in whih we have
(4.4) g(t)−Θ′(f(t), h(t)) = a(t, t¯) [w¯ −Θ(z¯, t)] ,
for all t ∈ M lose to the origin and for some nonvanishing funtion a(t, t¯) of lass C∞. By
developping the Taylor series of all C∞-smooth funtions in (4.4) and by polarizing, we see
that the Taylor series H of h at the origin indues a formal mapping between (M, q) and
(M ′, q′), namely there exists a formal power series A(t, τ) with nonzero onstant term suh
that the following identity holds between formal power series in the 2n variables (t, τ) :
(4.5) G(τ) −Θ′(F (τ), H(t)) ≡ A(t, τ) [ξ −Θ(ζ, t)] .
Now, the omputations of Lemma 3.22 an be performed at a purely formal level, replaing the
mapping Λ there by the formal mapping H . We obtain a relation similar to (3.35), interpreted
at the formal level, with Λ replaed by H . Using the invertibility of H to get a seond
relation like (3.35) with Λ replaed by H−1, it then follows that the rank of the mapping
t 7→ (Θβ(t))β∈Nn−1 at q is the same as the rank of the mapping t
′ 7→ (Θ′β(t
′))β∈Nn−1 at h(q).
This property yields the desired onlusion. 
Thus, the starting point of the proof of Theorem 1.9 is the following Zariski dense holo-
morphi extension result.
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Lemma 4.6. If h : M → M ′ is a C∞-smooth CR dieomorphism between two globally
minimal real analyti hypersurfaes in C
n
, then for every point q ∈ M\EM lying outside
the intrinsi exeptional lous of M and for every hoie of a oordinate system vanishing at
q′ := h(q) in whih (M ′, q′) is represented by w¯′ = Θ′(z¯′, t′), the assoiated reetion funtion
R′h(t, ν¯
′) = µ¯′ −Θ′(λ¯′, h(t)) extends holomorphially to a neighborhood of q × q′ in Cn × Cn.
Démonstration. First, by Lemma 4.3, we already know that q′ does not belong to E′M ′ and
that χM = χ
′
M ′ . For short, let us denote this integer by χ. By Lemma 3.22, the holomor-
phi extendability of the reetion funtion is invariant, so let us hoose adapted onve-
nient oordinates. Using Lemma 3.54, we an nd oordinates near q′ ∈ M ′ of the form
t′ = (z′, v′, w′) ∈ Cχ−1 × Cn−χ × C1 in whih the equation of M ′ near the origin is given by
w¯′ = Θ′(z¯′, z′, w′). Notie that the (v′, v¯′) oordinates do not appear in the dening equation,
beause of the produt struture. We do the same straightening near q ∈ M , so that we an
split the oordinates as t = (z, v, w) ∈ Cχ−1×Cn−χ×C1 in whih the equation ofM near the
origin is also given in the form w¯ = Θ(z¯, z, w). Finally, we split the mapping aordingly as
h = (f, l, g) ∈ Cχ−1×Cn−χ×C1. It is important to notie that in these oordinates, the ree-
tion funtion R′h(t, λ¯
′, υ¯′, ν¯′) = µ¯′ − Θ′(λ¯′, f(t), g(t)), where (λ¯′, υ¯′, ν¯′) ∈ Cχ−1 × Cn−χ × C1,
neither depends on the (n − χ) middle omponents (l1, . . . , ln−χ) = (hχ, . . . , hn−1) of h nor
on υ¯′. Clearly, to show that this reetion funtion extends holomorphially at q×q′, it would
sue to show that the χ omponents (f1, . . . , fχ−1, g) = (h1, . . . , hχ−1, hn) of h extend holo-
morphially to a neighborhood of the origin. We need some notation. Let h denote these χ
speial omponents (f, g), let M denote the hypersurfae w¯ = Θ(z¯, z, w) of Cχ and similarly
let M ′ denote the hypersurfae w¯′ = Θ′(z¯′, z′, w′) of Cχ. A priori, it is not lear whether h
indues a C∞-smooth CR mapping between (M, q) and (M ′, q′), sine h might well depend
on the variables (v1, . . . , vn−χ).
Lemma 4.7. The χ omponents (f1, . . . , fχ−1, g) of h are independent of the (n− χ) oordi-
nates v. Consequently, the mapping h indues a well dened CR mapping h : (M, q)→ (M ′, q′)
of lass C∞.
Démonstration. Let L1, . . . , Ln−1 be a ommuting basis of T
0,1M with real analyti oe-
ients, for instane Lj =
∂
∂z¯j
+ Θz¯j(z¯, z, w)
∂
∂w¯ for j = 1, . . . , χ − 1 and also Li =
∂
∂v¯i
, for
i = 1, . . . , n − χ. Notie that the (1, 0) vetor eld Li, i = 1, . . . , n − χ ommute with the
(0, 1) vetor elds Lj , j = 1, . . . , χ − 1. Sine h is a C∞-smooth CR dieomorphism, af-
ter a possible linear hange of oordinates, we an assume that the determinant D(t, t¯) :=
det
(
Lj f¯k(t¯)
)
1≤j,k≤χ−1
is nonzero at the origin. Applying the derivations L1, . . . , Lχ−1 to the
fundamental identity g(t) = Θ′(f(t), h(t)) for t on (M, q), we get rst
(4.8) Ljg(t) =
χ−1∑
k=1
Ljfk(t)
∂Θ′
∂z¯′k
(f(t), h(t)).
Shrinking σ > 0 if neessary, we an assume that the determinant D(t, t¯) does not vanish for
all |t| < σ. By Cramer's rule, we an solve in (4.8) the rst order partial derivatives ∂z¯′
k
Θ′
with respet to the other terms. As in the proof of Lemma 3.22, by indution, it follows that
for every multi-index β ∈ Nχ−1, there exists a ertain universal polynomial Rβ suh that the
following relation holds for all t ∈M with |t| < σ :
(4.9)
1
β!
∂|β|Θ′
∂(z¯′)β
(f(t), h(t)) =
Rβ({(L)γ h(t)}|γ|≤|β|)
[D(t, t¯)]2|β|−1
.
Next, sine by assumption the point q′ does not belong to E′M ′ , the seond sentene of
Lemma 3.54 tells us that there exists a positive integer k suh that the rank of the mapping
C
χ ∋ (z′, w′) 7→ (Θ′β(z
′, w′))|β|≤k is maximal equal to χ = χ
′
M ′ . Writing the equalities (4.9)
only for |β| ≤ k and applying the impliit funtion theorem, it follows nally that we an solve
h(t) with respet to the derivatives of h(t), namely there exist χ holomorphi funtions Ωj in
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their variables suh that for j = 1, . . . , χ and t ∈ M with |t| < σ (shrinking σ if neessary),
we have :
(4.10) hj(t) = Ωj({(L)
γ h(t)}|γ|≤k) = Ωj(t, t¯, {∂
γ
t¯ h(t)}|γ|≤k).
Applying now the n − χ vetor elds Li =
∂
∂vi
, i = 1, . . . , n − χ, to these identities, using
the fat that these ∂vi do ommute with the antiholomorphi derivations L
γ1
1 · · ·L
γχ−1
χ−1 , and
notiing that the h(t) are anti-CR, we obtain that the ∂vihj(t) do vanish identially on M
near the origin. Sine the hj(t) are CR and of lass C
∞
, we already know that the derivatives
∂v¯ihj(t) also vanish identially onM near the origin. This proves that the hj are independent
of the oordinates (v, v¯), as desired. 
Finally, the following lemma ahieves to prove that the reetion funtion, whih only
depends on h, does extend holomorphially to a neighborhood of q × q′, as laimed.
Lemma 4.11. The mapping h extends holomorphially to a neighborhood of the origin.
Démonstration. The proof of this lemma is an easy generalization of the Lewy-Pinhuk ree-
tion priniple and in fat, it an be argued that Lemma 4.11 is almost ompletely ontained in
[P3℄ (and also in [W2,3℄, [DW℄). Formally indeed, the alulations in the proof of Lemma 4.7
above are totally similar to the ones in the Levi nondegenerate ase exept for the order of
derivations. Of ourse, the interest of derivating further the equations (4.8) does not lie in this
(rather evident or gratuitous) generalization of the reetion priniple. Instead, the interest
lies in the fat that there are large lasses of everywhere Levi-degenerate hypersurfaes for
whih it is natural to introdue the onept of nite nondegeneray expressed in terms of the
fundamental funtions Θ′β(t
′). Indeed, nite nondegeneray orrespond to the (not rigorous,
in the folklore) intuitive notion of higher order Levi-forms. Furthermore, holomorphially
nondegenerate hypersurfaes are almost everywhere nitely nondegenerate. In sum, from the
point of view of loal analyti CR geometry, higher order derivations are very natural.
Although Lemma 4.11 is expliitely stated or overed by [DW℄, [Ha℄, [BJT℄, et., we shall
summarize its proof for ompleteness. Reall that by 3.6, the omponents of h extend holo-
morphially to a global one-sided neighborhood D of M whih ontains one side Dq of M
at q. Let M− denote the side of (M, q) ontaining Dq and let M
+
denote the other side. As
in the Lewy-Pinhuk reetion priniple, using the real analytiity of the oeients of the
Lj and using the one-dimensional Shwarz reetion priniple in the omplex lines {w = ct.}
whih are transverse toM near the origin, we observe that the funtions Ωj in the right hand
side of (4.10) extend C∞-smoothly to M+ as funtions ωj whih are partially holomorphi
with respet to the transverse variable w. Sine by (4.10) the values of the hj oinide on
(M, q) with the values of the ωj and sine the hj are already holomorphi inside Dq, it follows
from a rather easy (beause everything is C∞-smooth) separate analytiity priniple that the
hj and the ωj stik together in holomorphi funtions dened in a neighborhood of q. This
provides the desired holomorphi extension of h and hene the holomorphi extension of R′h.
The proofs of Lemmas 4.6 and 4.11 are omplete. 
4.12. Holomorphi extension of the mapping. We end up this paragraph by showing
that Theorem 1.9 implies Theorem 1.14 (or equivalently Theorem 1.2). Under the assumptions
of Theorem 1.14, let p ∈ M be arbitrary and let t be oordinates vanishing at p. By the
holomorphi extendability of the reetion funtion, we know that all the C∞-smooth CR
funtions Θ′β(h(t)) extend as holomorphi funtions θ
′
β(t) to a xed neighborhood of p. Thanks
to the holomorphi nondegeneray of M ′, there exist n dierent multi-indies β1, . . . , βn ∈
N
n−1
suh that the generi rank of the holomorphi mapping t′ 7→ (Θ′βk(t
′))1≤k≤n equals
χ′M ′ = n, or equivalently
(4.13) det ([∂Θ′βk/∂t
′
l](t
′))1≤k,l≤n 6≡ 0 in C{t
′}.
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Let H(t) denote the formal Taylor series of h at the origin. Sine the Jaobian determinant of
h at 0 does not vanish, it follows that (4.13) holds in C[[t]] after t′ is replaed by H(t). Then
the holomorphi extendability of h at the origin is overed by the following assertion.
Lemma 4.14. Let p ∈M , let t be oordinates vanishing at p, let h1, . . . , hn be CR funtions
of lass C∞ on (M,p) vanishing at the origin, let Hj(t) denote the formal Taylor series of hj
at 0, let Q′1(t
′), . . . , Q′n(t
′) be holomorphi funtions satisfying
(4.15) det ([∂Q′k/∂t
′
l](H(t)))1≤k,l≤n 6≡ 0 in C[[t]].
Assume that there exist holomorphi funtions q′1(t), . . . , q
′
n(t) dened in a neighborhood of the
origin suh that Q′k(h(t)) ≡ q
′
k(t) for all t ∈ (M,p) lose to the origin. Then h1(t), . . . , hn(t)
extend holomorphially to a neighborhood of the origin.
Démonstration. Clearly, the holomorphi funtions S′k,l(t
′, t′∗) dened by the relations
(4.16) Q′k(t
′)−Q′k(t
′
∗) =
n∑
l=1
S′k,l(t
′, t′∗) (t
′
l − t
′
∗l)
satisfy the relation S′k,l(t
′, t′) = [∂Q′k(t
′)/∂t′l](t
′). We rst prove that the Taylor series Hj(t)
are onvergent. By the Artin approximation theorem ([Ar℄), for every integer N ∈ N∗, there
exists a onverging power series mapping H(t) ∈ C{t}n with H(t) ≡ H(t) mod |t|N suh that
Q′k(H(t)) ≡ q
′
k(t). If N is large enough, it follows from the main assumption of Lemma 4.14
that the following formal determinant does not vanish identially in C[[t]] :
(4.17) det (S′k,l(H(t),H(t)))1≤k,l≤n 6≡ 0.
Finally, by the relation
(4.18)

0 = q′k(t)− q
′
k(t) = Q
′
k(H(t))−Q
′
k(H(t)) =
=
n∑
l=1
S′k,l(H(t),H(t)) [Hl(t)−Hl(t)]
and thanks to the invertibility of the matrix S′k,l (see (4.17)), we dedue that Hj(t) = Hj(t)
is onvergent, as laimed. Seondly, for t ∈ (M,p) lose to the origin, we again use (4.16)
with t′ := h(t) and t′∗ := H(t), whih yields a relation like (4.18) with H(t) replaed by h(t),
namely
(4.19) 0 = Q′k(h(t))−Q
′
k(H(t)) =
n∑
l=1
S′k,l(h(t),H(t)) [hl(t)−Hl(t)].
Then the orresponding determinant (4.17) (with H(t) replaed by h(t)) does not vanish
identially on (M,p), beause it has a nonvanishing formal Taylor series by (4.17) and beause
(M,p) is generi. Consequently, relation (4.19) implies that hl(t) ≡ Hl(t) for all t ∈ (M,p)
lose to the origin. This ompletes the proof of Lemma 4.14 (similar arguments are provided
in [N℄). Also, the proof of Theorem 1.14 (taking Theorem 1.9 for granted) is omplete. 
5. Situation at a typial point of non-analytiity
Thus, we already know that R′h is analyti at every point q×h(q) for q running in the open
dense subset M\EM of M . It remains to show that R′h is analyti at all the points p× h(p),
where p ∈ EM , whih entails h(p) ∈ E′M ′ by Lemma 4.3. This objetive onstitutes the
prinipal task of the demonstration. In fat, we shall prove a slightly more general semi-global
statement whih we summarize as follows.
Theorem 5.1. Let h : M → M ′ be a C∞-smooth CR dieomorphism between two globally
minimal real analyti hypersurfaes in C
n
. If the loal reetion mapping R′h is analyti at
one point q× h(q) of M ×M ′, then it is analyti at every point p× h(p) of the graph of h¯ in
M ×M ′.
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To prove Theorem 5.1, we shall proeed by ontradition. We dene the following subset
of M ′
(5.2) A′ := {p′ ∈M ′ : R′h is analyti in a neighborhood of h
(−1)(p′)× p′}.
A similar subset A of M suh that h maps A bijetively onto A′ an be dened, but in fat,
it will be more adapted to our purposes to work in M ′ with A′. Reall that we already know
that Theorem 1.9 implies Theorem 1.2. However, for a diret proof of Theorem 1.2 (f. 2), it
would have been onvenient to dene the set A′ above as the set of point p′ ∈M ′ suh that h
is analyti in a neighborhood of h−1(p′). Anyway, the set A′ dened by (5.2) is nonempty, by
the assumption of Theorem 5.1. For the proof of Theorem 1.9, A′ is also nonempty, beause
it ontains M ′\E′M ′ thanks to Lemma 4.6 above. So let us start with (5.2). If A
′ = M ′,
Theorem 5.1 would be proved, gratuitously. As in 2.2, we shall therefore suppose that its
omplement E′na :=M
′\A′ is nonempty and we shall endeavour to derive a ontradition. In
fat, to derive a ontradition, it learly sues to prove that there exists at least one point
p′ ∈ E′na suh that R
′
h is analyti at h
(−1)(p′) × p′. It is onvenient to hoose a good suh
point p′1 whih is geometrially well loated, namely it belongs to E
′
na and in a neighborhood
of p′1, the losed set E
′
na is not too pathologial or wild : it lies behind a smooth generi wall
M ′1.
5.3. Constrution of a generi wall. As in Lemma 2.3, this point p′1 will belong to a generi
one-odimensional submanifold M ′1 ⊂M
′
, a kind of wall in M ′ dividing M ′ loally into two
open sides, whih will be disposed onveniently in order that one open side of the wall, say
M ′1
−
, will ontain only points where R′h is already real analyti. To show the existene of
suh a point p′1 ∈ E
′
na
and of suh a manifold (wall) M ′1, we shall proeed similarly as in
[MP1, Lemma 2.3℄. The following piture summarizes how we proeed intuitively speaking.
M ′1
E′na
γ′
p′1
q′
γ′
Figure 4 : Constrution of the generi wall by blowing out ellipsoids
Υ′
L′
Q′δ1
p′
Lemma 5.4. There is a point p′1 ∈ E
′
na
and a real analyti generi hypersurfae M ′1 ⊂ M
′
passing through p′1 so that E
′
na
\{p′1} lies near p
′
1 in one side of M
′
1 (see Figure 4).
Démonstration. Let q′ ∈ E′na 6= ∅ be an arbitrary point and let γ
′
be a pieewise real analyti
urve running in omplex tangential diretions to M ′ (CR-urve) linking q′ with another
point p′ ∈ M ′\E′na. Suh a urve γ
′
exists beause M ′ and M ′\E′na are globally minimal
by assumption (in fat, every open subset of M ′ is globally minimal, beause M ′ is loally
minimal at every point). After shortening γ′, we may suppose that γ′ is a smoothly embedded
segment, that p′ and q′ belong to γ′ and are lose to eah other. Therefore γ′ an be desribed
as a part of an integral urve of some nonvanishing real analyti CR vetor eld (i.e. a setion
of T cM ′) L′ dened in a neighborhood of p′.
Let H ′ ⊂M ′ be a small (2n− 2)-dimensional real analyti hypersurfae passing through p′
and transverse to L′. Integrating L′ with initial values inH ′ we obtain real analyti oordinates
(u′, v′) ∈ R×R2n−2 so that for xed v′0, the segments (u
′, v′0) are ontained in the trajetories
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of L′. After a translation, we may assume that the origin (0, 0) orresponds to a point of γ′
lose to p′ whih is not ontained in E′
na
, again denoted by p′. Fix a small ε > 0 and for real
δ ≥ 1, dene the ellipsoids (see again Figure 1 above)
Q′δ := {(u
′, v′) : |u′|2/δ + |v′|2 < ε}.
There is a minimal δ1 > 1 with Q′δ1∩E
′
na
6= ∅. Then Q′δ1∩E
′
na
= ∂Q′δ1∩E
′
na
and Q′δ1∩E
′
na
= ∅.
Observe that every boundary ∂Q′δ is transverse to the trajetories of L
′
out o the equatorial
set Υ′ := {(0, v′) : |v′|2 = ε} whih is ontained in M ′\E′
na
. Hene ∂Q′δ1 is transverse to L
′
in
all points of ∂Q′δ1 ∩ E
′
na
. So ∂Q′δ1\Υ
′
is generi in Cm+n, sine L′ is a CR eld.
To onlude, it sues to hoose a point p′1 ∈ ∂Q
′
δ1
∩ E′na and to take for M
′
1 a small
real analyti hypersurfae passing through p′1 whih is tangent to ∂Q
′
δ1
at p′1 and satises
M ′1\{p
′
1} ⊂ Q
′
δ1
. 
In summary, it sues now for our purposes to establish the following assertion.
Theorem 5.5. Let p′1 ∈ E
′
na
and assume that there exists a real analyti one-odimensional
submanifold M ′1 with p
′
1 ∈M
′
1 ⊂M
′
whih is generi in Cn suh that E′
na
\{p′1} is ompletely
ontained in one of the two open sides of M ′ divided by M ′1 at p
′
1, say in M
′
1
+
, and suh that
R′h is analyti at the points h
−1(q′)× q′, for every point q′ belonging to the other side M ′1
−
.
Then the reetion funtion R′h extends holomorphially at the point h
−1(p′1)× p
′
1.
By the CR dieomorphism assumption, the formal Taylor series of h at p1 indues an invertible
formal CR mapping between (M,p1) and (M
′, p′1). It is shown in [Me6,8℄ that the assoiated
formal reetion funtion onverges at p1 × p′1 and (as a orollary) that there exists a loal
biholomorphi equivalene from (M,p1) onto (M
′, p′1). Consequently, it would be possible to
suppose, without loss of generality, that (M ′, p′1) = (M,p1) in Theorem 5.5. However, sine
the proof would be ompletely the same (exept in notation), we shall maintain the general
hypotheses. In oordinates t′ vanishing at p′1, we an assume that M
′
is given by the real
equation Imw′ = ϕ′(z′, z¯′,Rew′), i.e. v′ = ϕ′(z′, z¯′, u′) if w′ := u′+ iv′, or equivalently by the
omplex equation w¯′ = Θ′(z¯′, t′) with Θ′ onverging in the polydis∆2n−1(0, ρ
′) and satisfying
w¯′ ≡ Θ′(z¯′, z′,Θ
′
(z′, z¯′, w¯′)). In fat, given ϕ′, the funtion Θ′ is the unique solution of the
impliit funtional equation w′ − Θ′(z¯′, t′) ≡ 2i ϕ′(z′, z¯′, (w′ + Θ′(z¯′, t′))/2). It is onvient to
hoose the oordinates in order that T0M
′ = {w′ = w¯′}. Moreover, an elementary reasoning
using only linear hanges of oordinates and Taylor's formula shows that, after a possible
deformation of the manifold M ′1 in a new manifold still passing through p
′
1 whih is bent
quadratially in the left side M ′1
−
, we an assume for simpliity that M ′1 is given by the two
equations w¯′ = Θ′(z¯′, t′) and x′1 = −[y
′
1
2
+ |z′♯|
2 + u′
2
], where we deompose z′1 = x
′
1 + iy
′
1 in
real and imaginary part and where we denote z′♯ := (z
′
2, . . . , z
′
n−1). In this notation, the new
side M ′1
−
is given by :
(5.6) M ′1
−
: {(z′, w′) ∈M ′ : x′1 < −[y
′
1
2
+ |z′♯|
2 + u′
2
]}.
(Warning : For ease of readability, in Figure 5 below, we have drawn M ′1 as if the dening
equation ofM ′1 was equal to x
′
1 = +[y
′
1
2+|z′♯|
2+u′2], so Figure 5 is slightly inorret.) Shrinking
ρ′ if neessary, by Lemma 5.4, we know that E′na\{p
′
1} is ontained in the right open part
M ′1
+ ∩∆n(0, ρ′). We set p1 := h−1(p′1) and M1 := h
−1(M ′1). Then M1 is one-odimensional
generi submanifold of M whih is only of lass C∞, beause the CR dieomorphism h is
only of lass C∞. The reader may observe that even if we take the onlusion of the proof of
Theorem 5.5 for granted, namely even if we admit that R′h is real analyti at h
−1(p′1) × p
′
1,
it does not follow neessarily (unless M ′ is holomorphially nondegenerate) that h is real
analyti (f. Lemma 1.16), so the hypersurfae h−1(M ′1) is not real analyti in general. Let
D be the global one-sided neighborhood of automati extendability of CR funtions on M
onstruted in 3.6. Let Dp1 ⊂ D be a small loal one-sided neighborhood of (M,p1). Sine
we are working at p1, we shall identify the two notations Dp1 and D in the sequel. By the
onsiderations of 3.6, the reetion funtion R′h assoiated with these oordinates is already
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holomorphi in D×∆n(0, ρ′), shrinking ρ′ > 0 if neessary. Moreover,R′h is also holomorphi
at eah point h−1(q′) × q′, for all q′ belonging to M ′1
−
in a neighborhood of the origin.
Using the omputation of 3.36 (espeially, equations (3.40)), we an make this property
more expliit. Let (Ψ′q′)q′∈M ′ denote the family of biholomorphisms sending q
′ ∈ M ′ to 0
simply obtained by translation of oordinates t′ 7→ t′∗ := t
′ − q′. The Ψ′q′ are holomorphially
parametrized by q′ ∈ ∆n(0, ρ′/2). Let w¯′∗ = Θ
′
∗(z¯
′
∗, t
′
∗) denote the orresponding equation
of Ψ′q′(M
′). Let hq′ denote the mapping h − q′ obtained by this translation of oordinates,
namely h∗(t) := h(t)− q′. Let q := h−1(q′). By assuming that the reetion funtion extends
holomorphially to a neighborhood of h−1(q′)×q′ for every point q′ ∈M ′1
−
, we mean preisely
that eah translated reetion funtion R′∗,h∗ in these oordinates vanishing at q
′
extends
holomorphially to a neighborhood of q× 0. By Lemma 3.22, this property is invariant under
hanges of oordinates xing q × 0. However, we need to express this property in terms of a
single oordinate system, for instane in the system t′ vanishing at p′1, and this is not obvious.
5.7. Holomorphi extendability in a xed oordinate system. This part is deliate
and we begin with some heuristi explanations. As presented in 2 with a slightly dierent
denition of E′na, in the situation of Theorem 1.2 (whereM
′
is holomorphially nondegenerate)
and of the orresponding Theorem 5.5, the mapping h already extends holomorphially to a
neighborhood of M−1 in C
n
. However, in the situation of Theorems 1.9 and 5.5, this is untrue
in general. Consequently, we raise the following question : if we x the oordinate system t′
vanishing at the point p′1 ∈M
′
1 of Theorem 5.5, is it also true that the omponents Θ
′
β(h(t))
extend holomorphially to a neighborhood of M−1 in C
n
? Let q′ ∈M ′1
−
be lose to the point
p′1, whih is the origin in the oordinates t
′
. Let t′∗ := t
′−t′∗ as in 3.36. Let w¯
′
∗ = Θ
′
∗(z¯
′
∗, t
′
∗) be
the translated equation of M ′. Also, denote h(t)− q′ by h∗(t). By assumption, the reetion
funtion µ¯′∗ − Θ
′
∗(λ¯
′
∗, h∗(t)) extends holomorphially to ∆n(q, σq) ×∆n(0, σ
′
q′), for some two
positive real numbers σq > 0 and σ
′
q′ > 0. By Lemma 3.16, we have a Cauhy estimate for
the holomorphi extensions θ′∗β(t) of the omponents Θ
′
∗β(h(t)) of the reetion funtion, say
|θ′∗β(t)| ≤ C (σ
′
q′ )
−|β|
for all |t − q| < σq. Possibly, σ′q′ is smaller than |q
′|. In the previous
oordinate system t′, it would be natural to dedue that the C∞-smooth CR funtions Θ′β(h(t))
extend holomorphially to a neighborhood of q in Cn. Unfortunately, by formulas (3.43), we
would neessarily have the following representation for the desired holomorphi extensions
θ′β(t) of the omponents Θ
′
β(h(t)) of the reetion funtion (if the series would be onvergent
for |t− q| ≤ σq) :
(5.8) θ′β(t) := θ
′
∗β(t) +
∑
γ∈Nn−1∗
(z¯′q′)
γ (−1)γ θ′∗β+γ(t)
(β + γ)!
β! γ!
.
For this formulas to onverge normally and to dene a holomorphi funtion of t, it would be
neessary that the modulus of z¯′q′ be smaller than σ
′
q′ , whih is not a priori true in general.
This diulty is meaningful, unavoidable and important.
At present, we may nevertheless observe a useful trik : if z¯′q′ vanishes, then formulas (5.8)
automatially yield holomorphi funtions θ′β(t) in the polydis {|t − q| < σq}. Indeed, if
z¯′q′ = 0, there are no innite series at all ! Indeed, θ
′
β(t) ≡ θ
′
∗β(t). So hoosing a point q
′
with
vanishing oordinate z¯′q′ is a ruial observation allowing to bypass the nononvergeny of the
series (5.8). Moreover, we will ruially use this trik in the proof of Lemma 7.7 (orresponding
to Lemma 2.4). In sum, we have observed that Cauhy estimates might be killed after om-
plex tangential displaement whereas they are trivially onserved after omplex transversal
displaement.
5.9. Holomorphi extension to a neighborhood of M−1 . Fortunately, thanks to Artin's
approximation theorem, we an bypass the general diulty above and we an make σ′q′ larger
than z¯′q′ at the ost of reduing σq. In advane, the following Lemma 5.10 is adapted to its
appliation in 7 below. Let q′1 ∈ M
′
be lose to p′1, let t
′
be a xed system of oordinates
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entered at q′1, so q
′
1 is identied with the origin. Without loss of generality, we an assume
that h(M ∩∆n(0, ρ/2)) ⊂ M
′ ∩∆n(0, ρ
′/2). Let E ⊂ M ∩∆n(0, ρ/2) be an arbitrary losed
subset, not neessarily passing through the origin. Set E′ := h(E). As in Theorem 5.5, let
us assume that the reetion funtion entered at points q × h(q) is loally holomorphially
extendable, for all q ∈ (M\E) ∩∆n(0, ρ/2). Then the following holds.
Lemma 5.10. In the xed system of oordinates t′ entered at q′1, there exists a neighborhood
Ω of (M\E) ∩∆n(0, ρ/2) in Cn to whih the omponents Θ′β(h(t)) of the reetion funtion
extend holomorphially.
Démonstration. So, let q ∈ (M\E) ∩∆n(0, ρ/2) be an arbitrary point and let q′ := h(q). As
in Lemma 3.37, let t′∗ := t
′ − q′, let t∗ := t − q and let ν¯
′
∗ −
∑
β∈Nn−1 (λ¯
′
∗)
β Θ′∗β(h∗(t∗)) be
the reetion funtion entered at q × q′. Here, we have |q| < ρ/2 and |q′| < ρ′/2. Let σq > 0
and σ′q′ > 0 be suh that R
′
h(t, ν¯
′) extends as a holomorphi funtion R′∗(t∗, ν¯
′
∗) := µ¯
′
∗ −∑
β∈Nn−1 (λ¯
′
∗)
β θ′∗β(t∗) for |t∗| < σq and |ν¯
′
∗| < σ
′
q′ . Of ourse, it follows that the holomorphi
funtions θ′∗β(t∗) onverge for |t∗| < σq and that if H∗(t∗) denotes the formal power series of
h∗(t∗) at t∗ = 0, then Θ
′
∗β(H∗(t∗)) ≡ θ
′
∗β(t∗) in C[[t∗]]. By Artin's approximation theorem,
there exists a holomorphi mappingH∗(t∗) dened for |t∗| < σ∗ < σq suh that Θ′∗β(H∗(t∗)) ≡
θ′∗β(t∗) in C{t∗}. By the Cauhy estimates for Θ
′
β(t
′), sine |q′| < ρ′/2, there exists a onstant
C > 0 suh that we have |Θ′∗β(t
′
∗)| ≤ C (ρ
′/2)−|β| for all |t′∗| < ρ
′/4. Shrinking σ∗ if neessary,
we an assume that |H∗(t∗)| < ρ′/4 for all |t∗| < σ∗. It follows that
(5.11) |Θ′∗β(H∗(t∗))| = |θ
′
∗β(t∗)| < C (ρ
′/2)−|β|,
for all β ∈ Nn−1. Finally, this Cauhy estimate is appropriate to dedue that the series dened
in equations (5.8) do onverge normally and do dene holomorphi extension to the polydis
∆n(q, σ∗) of the omponents of the reetion funtion entered at q1 × q′1. For all q running
in (M\E)∩∆n(0, ρ/2), the various obtained extensions of ourse stik together thanks to the
uniqueness priniple at the boundary ([P1℄). The proof of Lemma 5.10 is omplete. 
In partiular, in the situation of Theorem 5.5, it follows from Lemma 5.10 (with q1 := p1)
that we an assume that the omponents of the reetion funtion entered at p1× p′1 extend
holomorphially to a neighborhood of (M ∩Ena)∩∆n(0, ρ/2). Now we an begin our prinipal
geometri onstrutions. As explained in 2.2, we intend to study the envelope of holomorphy
of the union of D∪Ω together with an arbitrary thin neighborhood of a Levi-at hypersurfae
Σγ . We need real ars and analyti diss.
6. Envelopes of holomorphy of domains with Levi-flat hats
6.1. A family of real analyti ars. To start with, we hoose oordinates t and t′ as
above near M and near M ′ in whih p1 := h
−1(p′1) and p
′
1 are the origin and in whih the
omplex equations of M and of M ′ are given by w¯ = Θ(z¯, t) and w¯′ = Θ′(z¯′, t′) respetively.
Geometrially speaking, it is onvenient to assume T0M = {Imw = 0} and T0M ′ = {Imw′ =
0}. We shall denote the real equations of M and of M ′ by v = ϕ(z, z¯, u) and v′ = ϕ′(z′, z¯′, u′)
respetively. We assume that the power series dening Θ and Θ′ onverge normally in the
polydis ∆2n−1(0, ρ) and ∆2n−1(0, ρ
′) respetively. For q′1 ∈ M
′
lose to the origin in the
target spae, we now onsider a onvenient, suiently rih, family of embedded real analyti
ars γ′q′1
(s′), depending on (2n−1) very small real parameters (z′q′1
, u′q′1
) ∈ Cn−1×R satisfying
|z′q′1
| < ε′, |u′q′1
| < ε′, where ε′ << ρ′, with the time parameter s′ satisfying |s′| ≤ ρ′/2,
whih are all transverse to the omplex tangential diretions of M ′, and whih are dened as
follows :
(6.2)

γ′q′1 :=
{
(x′1,q′1 − s
′2 − (y′1,q′1 + s
′)2 − |z′♯q′1 |
2 − u′q′1
2
+ i[y′1,q′1 + s
′],
, z′♯q′1 , u
′
q′1
) ∈M ′ : s′ ∈ R, |s′| ≤ ρ′/2
}
.
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Here, in the denition of γ′q′1
, we identify a point of M ′ with its (2n − 1) real oordinates
(z′, u′) = (x′1 + iy
′
1, z
′
♯, u
′). We also reall that z′♯ = (z
′
2, . . . , z
′
n−1) and that M
′
1
−
is given
by (5.6). The following gure, in whih we have reversed the urvature of M ′1 for easier
readability, explains how the γ′q′1
and M ′1 are disposed.
E′na
M ′1
−
M ′1
M ′1
+
p′1
Figure 5 : The family of real analyti ars on the left side of the wall
u′
y′1, z
′
∗
x′1
γ′q′1
q′1q
′
1 q
′
1
We identify the ars γ′q′1
with the mappings s′ 7→ γ′q′1
(s′). It an be straightforwardly heked
that the following properties hold :
(1) The mapping (z′q′1
, u′q′1
) 7→ γ′q′1
(0) is a real analyti dieomorphism onto a neighborhood
of 0 in M ′. Furthermore, the inverse image of M ′1 and of M
′
1
−
simply orrespond to the
sets {x′1,q′1
= 0} and {x′1,q′1
< 0}, respetively.
(2) For x′1,q′1
< 0, we have γ′q′1
⊂⊂M ′1
−
.
(3) For x′1,q′1
= 0, we have γ′q′1
∩M ′1 = {γ
′
q′1
(0)}.
(4) For x′1,q′1
= 0, the order of ontat of γ′q′1
with M ′1 at the point γ
′
q′1
(0) equals 2.
(5) For all |z′q′1
|, |u′q′1
| < ε′, we have γ′q′1
([−ρ′/2,−ρ′/4]) ⊂ M ′1
−
and γ′q′1
([ρ′/4, ρ′/2]) ⊂
M ′1
−
.
6.3. Inverse images. Sine h is a C∞-smooth CR dieomorphism, by inverse image, we get
in M a family of C∞-smooth ars, namely h−1(γ′q′1
). In analogy with the notation γ′q′1
(s′),
we shall denote these ars by γq1(s). By the index notation ·q1 , we mean that these ars are
parametrized by the point q1 := h
−1(q′1) ∈ M . Of ourse, a point q1 ∈ M an be identied
with its oordinates (zq1 , uq1) ∈ C
n−1 × R, so the ars γq1 are onretely parameterized by
(zq1 , uq1) ∈ C
n−1×R and by the time s ∈ R. It is onvenient to identify the point p1 with the
origin (in the oordinate system t) and the point q1 lose to p1 with its oordinates (zq1 , uq1).
Of ourse, shrinking a bit ρ if neessary, there exists ε << ρ suh that the parameters satisfy
|zq1 | < ε, |uq1 | < ε and |s| ≤ ρ/2. Evidently, the C
∞
-smooth ars γq1 satisfy four properties
similar to (15) above with respet to M1. Let us summarize the geometri properties that
will be of important use later, when envelopes of holomorphy will appear on sene.
Lemma 6.4. For all small x1,q1 < 0 and z♯,q1 , uq1 arbitrary, the following two properties
holds :
(1) The enter points γq1(0) of the smooth ars γq1 over dieomorphially the left negative
one-sided neighborhood M−1 of M1 in a neighborhood of p1.
(2) The ars γq1 are entirely ontained in M
−
1 and satisfy, γq1([−ρ/2,−ρ/4]) ⊂ M
−
1 and
γq1([ρ/4, ρ/2]) ⊂M
−
1 , even for small x1,q1 ≥ 0.
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6.5. Constrution of a family of Levi-at hats. Next, if γ is a C∞-smooth ar in M
transverse to T cM at eah point, we an onstrut the union of Segre varieties attahed to the
points running in γ : Σγ :=
⋃
q∈γ Sq¯. We remind that the Segre variety Sq¯ assoiated to an
arbitrary point q lose to the origin is the omplex hypersurfae of ∆n(0, ρ) of equation w =
Θ(z, t¯q). For various ars γq1 , we obtain various sets Σγq1 whih are in fat C
∞
-smooth Levi-
at hypersurfaes in a neighborhood of γq1 . The uniformity of the size of suh neighborhoods
follows immediately from the smooth dependene with respet to (zq1 , uq1). Shrinking ρ if
neessary, the Levi-at hypersurfae Σγq1 is losed in ∆n(0, ρ/3). What we shall need in the
sequel an then be summarized as follows.
Lemma 6.6. There exists ε > 0 with ε << ρ suh that, if the parameters of γq1 satisfy
|zq1 |, |uq1 | < ε, then the set Σγq1 ∩ ∆n(0, ρ/3) is a losed C
∞
-smooth (and C∞-smoothly
parametrized) Levi-at hypersurfae of ∆n(0, ρ/3).
6.7. Two families of half-attahed analyti diss. Let us now dene inverse images of
analyti diss. Complexifying the real analyti ars γ′q′1
, we obtain loal transverse holomor-
phi diss (γ′q′1
)c, losed in ∆n(0, ρ/2), of whih one half part penetrates inside D
′ := h(D).
Uniformly smoothing out the orners of suh half diss (see the right hand side of Figure 3),
using Riemann's onformal mapping theorem and then an automorphism of ∆, we an eas-
ily onstrut a real analytially parameterized family of analyti diss A′q′1
: ∆ → Cn whih
are C∞-smooth up to the boundary b∆ and are embedding of ∆ suh that, if we denote
b+∆ := b∆ ∩ {Re ζ ≥ 0} (and b−∆ := b∆ ∩ {Re ζ ≤ 0}), then we have A′q′1
(1) = γ′q′1
(0) and
also :
(6.8) γ′q′1 ∩∆n(0, ρ
′/4) ⊂ A′q′1(b
+∆) ⊂ γ′q′1 ∩∆n(0, ρ
′/3),
for all |z′q′1
|, |u′q′1
| < ε′ (f. Figures 2 and 3). Consequently, the omposition with h−1 yields
a family of analyti diss Aq1(ζ) := h
−1(A′q′1
(ζ)) whih satisfy similar properties, namely :
Lemma 6.9. The mapping (q1, ζ) 7→ Aq1(ζ) is C
∞
-smooth and it provides a uniform family
of C∞-smooth embeddings of the losed unit dis ∆ into Cn. Furthermore, we have Aq1(1) =
γq1(0) and
(6.10) γq1 ∩∆n(0, ρ/4) ⊂ Aq1(b
+∆) ⊂ γq1 ∩∆n(0, ρ/3).
Finally, we have Aq1(b
−∆) ⊂⊂ D ∪M−1 .
This family Aq1 will be our starting point to study the envelope of holomorphy of (a ertain
subdomain of) the union of D together with a neighborhood Ω ofM−1 and with an arbitrarily
thin neighborhood ω(Σγq1 ) of Σγq1 (see Figure 3 and Figure 6 below). At rst, we must
inlude Aq1 into a larger family of diss obtained by sliding the half-attahed part inside Σγq1
along the omplex tangential diretions of Σγq1 .
6.11. Deformation of half-attahed analyti diss. To this aim, we introdue the equa-
tion v = Hq1(z, u) of Σγq1 , where the mapping (q1, z, u) 7→ Hq1(z, u) is of ourse C
∞
-smooth
and ||Hq1 − Hp1 ||C∞(z,u) is very small. Further, we need some formal notation. We denote
Aq1 (ζ) := (zq1(ζ), uq1(ζ)) and Aq1(1) = γq1(0) =: (z
1
q1 , u
1
q1). To deform these diss by apply-
ing the lassial works on analyti diss and beause Banah spaes are neessary, we shall
work in the regularity lass Ck,α, where k ≥ 1 is arbitrary and where 0 < α < 1, whih is
suient for our purposes. Let T1 denote the Hilbert transform vanishing at 1 (see [Tu1,2,3℄,
[MP1,2℄). By denition, T1 is the unique (bounded, by a lassial result) endomorphism of the
Banah spae Ck,α(b∆,R), 0 < α < 1, to itself suh that φ+ iT1(φ) extends holomorphially
to ∆ and T1φ vanishes at 1 ∈ b∆, i.e. (T1(φ))(1) = 0. Our next reasoning below is similar
to the one in Arapetyan [A℄ : we shall translate a small analyti dis whih is attahed to
a pair of transverse hypersurfaes. We know that the dis Aq1 has one half of its boundary
attahed to the smooth hypersurfae v = Hq1(z, u). After a possible linear hange of oor-
dinates, we an assume that the other half is attahed to another real hypersurfae Λq1 of
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equation v = Gq1(z, u) smoothly depending on the parameter q1. Indeed, sine the half dis
is transverse to Σγq1 along b
+∆ and an embedding of ∆ into Cn, there exist innitely many
suh hypersurfaes Λq1 . Furthermore, we an asssume that Aq1 sends neighborhoods of i and
−i in b∆ into the intersetion of the two hypersurfaes Σγq1 ∩ Λq1 . Let ϕ
−
and ϕ+ be two
C∞-smooth funtions on b∆ satisfying ϕ− ≡ 0, ϕ+ ≡ 1 on b+∆ and ϕ−+ϕ+ = 1 on b∆. The
fat that our dis is half attahed to Σγq1 and half attahed to Λq1 an be expressed by saying
that
(6.12) vq1(ζ) = ϕ
+(ζ)Hq1(zq1(ζ), uq1 (ζ)) + ϕ
−(ζ) Gq1(zq1(ζ), uq1(ζ)),
for all ζ ∈ b∆. Sine the two funtions uq1 and vq1 on b∆ are harmoni onjugates, the
following (Bishop) equation is satised on b∆ by uq1 :
(6.13) uq1(ζ) = −
[
T1
(
ϕ+Hq1(zq1 , uq1) + ϕ
−Gq1(zq1 , uq1)
)]
(ζ).
We want to perturb these diss Aq1 by translating them along the omplex tangential dire-
tions to Σγq1 . Introduing a new parameter σ ∈ C
n−1
with |σ| < ε, we an indeed inlude the
diss Aq1 into a larger parameterized family Aq1,σ by solving the following perturbed Bishop
equation on b∆ with parameters (q1, σ) :
(6.14) uq1,σ(ζ) = −
[
T1
(
ϕ+Hq1(zq1 + σ, uq1,σ) + ϕ
−Gq1(zq1 + σ, uq1,σ)
)]
(ζ).
For instane, the existene and the Ck,β-smoothness (with 0 < β < α arbitrary) of a solution
uq1,σ to (6.14) follows from Tumanov's work [Tu3℄. Clearly the solution dis Aq1,σ is half
attahed to Σγq1 . Dierentiating the mapping C
n−1× b+∆ ∋ (σ, ζ) 7→ (zp1(ζ)+σ, up1,σ(ζ)) ∈
Σγp1 at the point 0× 1, using the fat that Ap1(b
+∆) is tangent to the u-axis at p1 (sine γp1
is tangent to the u-axis at p1) whih gives [
d
dθ (zp1(e
iθ))]θ=0 = 0, we obtain easily property
(3) of the next statement. Notie that sine the diss are Ck,β for all k, and sine the solution
uq1,σ of the modied Bishop equation (6.14) is the same in C
k,β
and in Cl,β, the diss Aq1,σ
are in fat of lass C∞ with respet to all the variables.
Lemma 6.15. The C∞-smooth deformation (translation type) of analyti diss (q1, σ, ζ) 7→
Aq1,σ(ζ) is dened for |q1| < ε and for |σ| < ε and satises the following three properties :
(1) Aq1,0 ≡ Aq1 .
(2) Aq1,σ(b
+∆) ⊂ Σγq1 for all σ.
(3) The mapping Cn−1 × b+∆ ∋ (σ, ζ) 7→ Ap1,σ(ζ) ∈ Σγp1 is a loal C
∞
dieomorphism
from a neighborhood of 0× 1 onto a neighborhood of Ap1(1) = p1 in Σγp1 .
6.16. Preliminary to applying the ontinuity priniple. At rst, we shall let the pa-
rameters (q1, σ) range in ertain new preise subdomains. We hoose a positive δ < ε with
the property that the range of the mapping in (3) above, when restrited to {|σ| < δ}× b+∆,
ontains the intersetion of Σγp1 with a small polydis ∆n(0, 2η), for some η > 0. Reall that
p1 is identied with the origin 0 ∈ Cn. Of ourse, there exists a onstant c > 1, depending only
on the Jaobian matrix of the mapping in (3) at 0× 1 suh that c−1 δ ≤ η ≤ c δ. Let ∆(1, δ)
denote the dis of radius δ entered at 1 ∈ C. Furthermore, sine the boundary of the dis
Ap1,0 is transversal to T
c
0Σγp1 , then after shrinking a bit η if neessary, we an assume that
the set {Ap1,σ(ζ) : |σ| < δ, ζ ∈ ∆ ∩∆(1, δ)} ontains and foliates by half analyti diss the
whole lower side ∆n(0, 2η) ∩Σ−γp1 (see Figure 6). Of ourse, the side Σ
−
γp1
is the same side
asM−, i.e. the side of Σγp1 where the greatest portion of D lies. However, D is in general not
entirely ontained in Σ−γp1 , beause the Segre varieties Sq¯ for q ∈ γp1 may well interset D.
As presented in 2, we now x a neighborhood Ω of M−1 in C
n
to whih all the ompo-
nents of the reetion funtion extend holomorphially. Suh a neighborhood is provided by
Lemma 5.10 above. Let ω(Σγq1 ) be an arbitrary neighborhood of Σγq1 in C
n
. Our goal is to
show that the envelope of holomorphy of Ω ∪ D ∪ ω(Σγq1 ) ontains at least the lower side
∆n(0, η)∩Σ−γq1 for all q1 small enough. We shall apply this to the omponents of the reetion
funtion in 7 below.
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By onstrution, the half parts Aq1,σ(b
+∆) are all ontained in Σγq1 . It remains now to on-
trol the half parts Aq1,σ(b
−∆). Using the last property of Lemma 6.9, namely Aq1,0(b
−∆) ⊂⊂
D∪M−1 , it is lear that, after shrinking δ if neessary, then we an insure that Aq1,σ(b
−∆) ⊂⊂
D ∪ Ω for all |q1| < ε and all |σ| < δ. Of ourse, this shrinking will result in a simultaneous
shrinking of η, and we still have the important inlusion relation : {Ap1,σ(ζ) : |σ| < δ, ζ ∈
∆ ∩∆(1, δ)} ⊃ ∆n(0, 2η) ∩ Σ−γp1 . Finally, shrinking again ε if neessary, we then ome to a
situation that we may summarize :
Lemma 6.17. For all |q1| < ε and |σ| < δ, we have :
(6.18)
{
{Aq1,σ(ζ) : |σ| < δ, ζ ∈ ∆ ∩∆(1, δ)} ⊃ ∆n(0, η) ∩Σ
−
γq1
,
Aq1,σ(b
+∆) ⊂ Σγq1 and Aq1,σ(b
−∆) ⊂⊂ D ∪ Ω,
Shrinking ε if neessary we an also insure that the intersetion of D with ∆n(0, η) ∩Σ−γq1
is onneted for all |q1| < ε. Impliitely, we assume that ε << δ, hene also ε << η.
6.19. Envelopes of holomorphy. We are now in position to state and to prove the main
assertion of this paragraph. Espeially, the following lemma will be applied to eah member
of the olletion {Θ′β(h(t))}β∈Nn−1 in 7 below.
M
Ω D
∆n(0, η)
Figure 6 : part of the envelope of holomorphy of the hat domain
Σ−γq1
Aq1,σ(∆)
Σγq1
Aq1,0(∆)
ω(Σγq1 )
γq1
Σγp1
γp1
p1
Lemma 6.20. Let δ, η, ε > 0 as above, namely satisfying δ ≃ η, ε << δ and ε << η. If δ > 0
is suiently small, then the following holds. If a holomorphi funtion ψ ∈ O(D∪Ω) extends
holomorphially to a neighborhood ω(Σγq1 ) in C
n
, then there exists a unique holomorphi
funtion Ψ ∈ O(D ∪ [∆n(0, η) ∩ Σ−γq1 ]) suh that Ψ|D ≡ ψ.
Démonstration. This is an appliation of the Behnke-Sommer Kontinuitätssatz (see Fig-
ure 6). Let q1 with |q1| < ε. We shall explain later how we hoose δ > 0 suiently small.
Let ψ ∈ O(D∪Ω). By assumption, there exists a holomorphi funtion ψω ∈ O(ω(Σγq1 )) suh
that ψω = ψ in a neighborhood of γq1([−ρ/2, ρ/2]) ∩∆n(0, ρ/3) in C
n
. First of all, we must
onstrut a domain Bq1 ⊂ D ∪ Ω suiently large suh that ψ and ψω stik together in a
unique holomorphi funtion dened in the union Bq1 ∪ ω(Σγq1 ). To get this extension prop-
erty, we need that Bq1 ∩ ω(Σγq1 ) be onneted. For this to hold, we onstrut (equivalently,
we shrink) the neighborhood ω(Σγq1 ) as a union of polydiss of very small onstant radius
entered at points of Σγq1 . Next, we onstrut in two parts Bq1 as follows. The rst part of
Bq1 onsists of a small neighborhood of Aq1,0(∆) in C
n
, for instane a union of small polydiss
entered at points of Aq1,0(∆) whih are of onstant very small radius in order to be ontained
in D ∪Ω. The seond part of Bq1 onsists of three subparts, namely the union of polydiss of
radius 2δ entered at points of Ap1(b
−∆), at points of Ap1(b
+∆) ∩ γp1([−ρ/2,−ρ/4]) and at
points of Ap1(b
+∆) ∩ γp1([ρ/4, ρ/2]). This part is the same for all Bq1 . By Lemma 6.4(2), if
δ is small enough, the seond part of Bq1 will be ontained in D ∪ Ω. This is how we hoose
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δ > 0 small enough. Moreover, beause Ap1(∆) are non-tangentially half-attahed to Σγp1
along b+∆, the intersetion Bq1 ∩ ω(Σγq1 ) is onneted. So we get a well dened semi-loal
holomorphi extension, again denoted by ψ ∈ O(Bq1 ∪ω(Σγq1 )). Geometrially speaking, this
domain Bq1 ∪ ω(Σγq1 ) is a kind of urved Hartogs domain. We laim that suh a funtion ψ
extends holomorphially to a neighborhood of the union of dis Aq1,σ(∆) for |σ| < δ. Indeed,
we rst observe that for all |q1| < ε and |σ| < δ, the boundaries Aq1,σ(b∆) are ontained in
this domain Bq1 ∪ω(Σγq1 ). This is evident for the half boundaries Aq1,σ(b
+∆) whih are on-
tained in Σγq1 by Lemma 6.15(2). On the other hand, the boundaries Aq1,σ(b
−∆) stay within
a distane of order say 3δ/2 with respet to the boundary Ap1(b
−∆), by the very onstrution
of the smooth family Aq1,σ, whih proves the laim. We remind the notion of analyti isotopy
of analyti diss ([Me2, Denition 3.1℄) whih is useful in applying the ontinuity priniple.
For xed q1 and for varying σ, all the diss Aq1,σ are analytially isotopi to eah other with
their boundaries lying in Bq1 ∪ ω(Σγq1 ). Moreover, for σ = 0, we obviously see that Aq1,0
is analytially isotopi to a point in the domain Bq1 ∪ ω(Σγq1 ), just by the trivial isotopy
(r, ζ) 7→ Aq1,0(r ζ) with values in the neighborhood ω(Aq1,0(∆)) ⊂ Bq1 . By Lemma 3.2 in
[Me2℄, it follows that ψ restrited to a neighborhood of Aq1,σ(b∆) extends holomorphially
to a neighborhood of Aq1,σ(∆) in C
n
, for all |σ| < δ. Furtermore, thanks to the fat that the
map (ζ, σ) 7→ Aq1,σ(ζ) is an embedding, we get a well dened holomorphi extension ψq1 of
ψ to the union Cq1 := ∪|σ|<δ Aq1,σ(∆ ∩∆(1, δ)). Of ourse, this extension oinides with the
old ψ ∈ O(D∪Ω) in a neighborhood of the intersetion of the half boundary Aq1,0(b
+∆) with
Cq1 . Sine Cq1 ∩D is onneted and sine Cq1 ontains ∆n(0, η)∩Σ
−
γq1
by Lemma 6.17, after
stiking ψ with ψq1 , we get the desired holomorphi extension Ψ ∈ O(D ∪ [∆n(0, η) ∩ Σ
−
γq1
]).
The proof of Lemma 6.20 is omplete. 
7. Holomorphi extension to a Levi-flat union of Segre varieties
7.1. Straightenings. For eah parameter q′1, we onsider the real analyti ar γ
′
q′1
dened
by (6.2). To this family of analyti ars we an assoiate a family of straightened oordinates
as follows.
Lemma 7.2. For varying q′1 ∈ M
′
with |q′1| < ε
′ << ρ′, there exists a real analytially
parameterized family of biholomorphi mappings Φ′q′1
of ∆n(0, ρ
′/2) sending q′1 to the origin
and straightening γ′q′1
to the u′-axis, suh that the image M ′q′1
:= Φq′1(M
′) is a losed real
analyti hypersurfae of ∆n(0, ρ
′/2) lose to M ′ in the real analyti norm whih is given by
an equation of the form w¯′ = Θ′q′1
(z¯′, t′), with Θ′q′1
(z¯′, t′) onverging normally in the polydis
∆2n−1(0, ρ
′/2) and satisfying Θ′q′1
(0, 0, w′) ≡ w′ and Θ′q′1
(z¯′, t′) = w′ +O(2).
7.3. Dierent reetion funtions. Let us develope these dening equations in the form :
(7.4) w¯′ = Θ′q′1(z¯
′, t′) =
∑
β∈Nn−1
(z¯′)β Θ′q′1,β(t
′).
Here, Θq′1,0(0, w
′) ≡ w′. We denote by hq′1 = (fq′1 , gq′1) the mapping in these oordinate
systems. To every suh system of oordinates, we assoiate dierent reetion funtions by
setting :
(7.5) R′q′1,hq′1
(t, ν¯′) := µ¯′ −
∑
β∈Nn−1
λ¯′
β
Θ′q′1,β(hq
′
1
(t)).
7.6. Holomorphi extension to a Levi-at hat. Reall from 6.5 that the Levi-at hy-
persurfaes Σγq1 are dened to be the union of the Segre varieties Sq¯ assoiated to points q
varying in γq1 , interseted with the polydis ∆n(0, ρ/3). Here, we establish our main ruial
observation.
ENVELOPES OF HOLOMORPHY AND THE REFLECTION PRINCIPLE 35
Lemma 7.7. If q1 with |q1| < ε belongs to M
−
1 , then all the omponents Θ
′
q′1,β
(h(t)) extend
as CR funtions of lass C∞ over Σγq1 ∩∆n(0, ρ/3).
Démonstration. Let L1, . . . , Ln−1 be the ommuting basis of T
0,1M given by Lj =
∂
∂z¯j
+
Θz¯j (z¯, t)
∂
∂w¯ , for 1 ≤ j ≤ n−1. Clearly, the oeients of these vetors elds onverge normally
in the polydis∆2n−1(0, ρ). By the dieomorphism assumption, we have det(Lj fq′1,k(0))1≤j,k≤n−1 6=
0. At points (t, t¯) with t ∈M ∩∆n(0, ρ/3), we shall denote this determinant by :
(7.8) det (Lj fq′1,k(t¯))1≤j,k≤n−1 := D(t, t¯, {∂t¯lfq′1,k(t¯)}1≤l≤n, 1≤k≤n−1).
Here, by its very denition, the funtion D is holomorphi in its variables. Replaing w by
Θ(z, t¯) in D, we an write D in the form D(z, t¯, {∂t¯lfq′1,k(t¯)}1≤l≤n, 1≤k≤n−1), where D is
holomorphi in its variables. Shrinking ρ > 0 if neessary, we may assume that for all xed
point t¯q ∈M with |t¯q| < ρ/3, then :
(1) The polarization D(z, t¯q, {∂t¯lfq′1,k(t¯q)}1≤l≤n, 1≤k≤n−1) is onvergent on the Segre va-
riety St¯q ∩∆n(0, ρ/3) = {(z, w) ∈ ∆n(0, ρ/3) : w = Θ(z, t¯q)}, i.e. it is onvergent with
respet to z ∈ Cn−1 for all |z| < ρ/3.
(2) This expression D(z, t¯q, {∂t¯lfq′1,k(t¯q)}1≤l≤n, 1≤k≤n−1) does not vanish at any point of
the Segre variety St¯q ∩∆n(0, ρ/3), i.e. it does not vanish for all |z| < ρ/3.
Let us hoose q′1 satisfying γ
′
q′1
⊂ M ′1
−
, with |q′1| < ε
′
. We pik the orresponding parameter
q1 := h
−1(q′1) with |q1| < ε. By the hoie of Φ
′
q′1
, we then have fq′1(γq1(s)) = 0 for all s ∈ R
with |s| ≤ ρ/2. This property will be really ruial. As the mapping hq′1 is of lass C
∞
overM ,
we an apply the tangential Cauhy-Riemann derivations L
β1
1 · · ·L
βn−1
n−1 , β ∈ N
n−1
of order |β|
innitely many times to the identity :
(7.9) gq′1(t) = Θ
′
q′1
(fq′1(t), hq′1(t)).
whih holds for t ∈M ∩∆n(0, ρ). To begin with, we rst apply the CR derivations Lj to this
identity (7.9). This yields
(7.10) Lj gq′1(t¯) =
n−1∑
k=1
Lj fq′1,k(t¯)
∂Θ′q′1
∂z¯′k
(fq′1(t¯), hq′1(t)).
Applying Cramer's rule as in the proofs of Lemmas 3.22 and 4.7, we see that there exist
holomorphi funtions Tk in their arguments suh that
(7.11)
∂Θ′q′1
∂z¯′k
(fq′1(t), hq′1(t)) =
Tk(z, t¯, {∂t¯lhq′1,j(t¯)}1≤l,j≤n)
D(z, t¯, {∂t¯l fq′1,k(t¯)}1≤l≤n, 1≤k≤n−1)
.
By CR dierentiating further the identities (7.11), using Cramer's rule at eah step and making
indutive arguments, it follows that for every multi-index β ∈ Nn−1∗ , there exist holomorphi
funtions Tβ in their variables suh that
(7.12)

Θ′q′1,β(hq
′
1
(t)) +
∑
γ∈Nn−1∗
(fq′1(t))
γ Θ′q′1,β+γ(hq
′
1
(t))
(β + γ)!
β! γ!
=
=
Tβ(z, t¯, {∂
γ
t¯ hq′1,j(t¯)}1≤j≤n, |γ|≤|β|)
[D(z, t¯, {∂t¯lfq′1,k(t¯)}1≤l≤n, 1≤k≤n−1)]
2|β|−1
.
Preisely, the terms Tβ are holomorphi with respet to (z, t¯) and relatively polynomial with
respet to the jets {∂γt¯ hq′1,j(t¯)}1≤j≤n, |γ|≤|β|. Also, the variable t runs in M in a neighborhood
of γq1(s). Now, we remind that by Lemma 5.10, all the funtions t 7→ Θ
′
q′1,β
(hq′1,β(t)) are
already holomorphially extendable to a neighborhood of γq1 in C
n
, sine γq1 ⊂ M
−
1 . Let
us denote by θ′q′1,β
(t) these holomorphi extensions. We shall rst prove Lemma 7.7 in the
simpler ase whereM ′ is holomorphially nondegenerate, in whih ase the mapping h in fat
extends holomorphially to a neighborhood of M−1 in C
n
. In this ase, for every point q ∈ γq1
36 JOËL MERKER
of the form q = γq1(s), the terms in the right hand side of (7.12) extend holomorphially to
a neighborhood (q, q¯) of the omplexiation M of M , whih is the omplex hypersurfae
in Cn × Cn given by the dening equation w = Θ(z, τ). So, for (t, τ) lose to (q, q¯), we an
omplexify (7.12), replaing t¯ by τ and t by (z,Θ(z, τ)), whih yields an identity between
holomorphi funtions :
(7.13)

Θ′q′1,β(hq
′
1
(z,Θ(z, τ))) +
∑
γ∈Nn−1∗
(fq′1(τ))
γ Θ′q′1,β+γ(hq
′
1
(z,Θ(z, τ)))
(β + γ)!
β! γ!
≡
≡
Tβ(z, τ, {∂γτ hq′1,j(τ)}1≤j≤n, |γ|≤|β|)
[D(z, τ, {∂τlfq′1,k(τ)}1≤l≤n, 1≤k≤n−1)]
2|β|−1
.
Next, we put τ := t¯q = γq1(s), whene t belongs to the Segre variety Sq¯, namely t =
(z,Θ(z, t¯q)), where the variable z is free. From the important fat that fq′1(t¯q) = 0, beause
h(q) belongs to γ′q′1
, it follows that the queue sum
∑
γ∈Nn−1∗
in (7.13) disappears. Consequently,
we get the following identity on Sq¯ for z lose to zq :
(7.14) Θ′q′1,β(hq
′
1
(z,Θ(z, t¯q))) ≡
Tβ(z, t¯q, {∂
γ
t¯ hq′1,j(t¯q)}1≤j≤n, |γ|≤|β|)
[D(z, t¯, {∂t¯lfq′1,k(t¯q)}1≤l≤n, 1≤k≤n−1)]
2|β|−1
.
The ruial observation now is that the right hand side of (7.14) onverges over a muh longer
part of the Segre variety Sq¯. Indeed, by (1) after (7.8), it onverges for |z| < ρ/3. Furthermore,
the right hand side of (7.14) varies in a C∞ way when t¯q varies on γq1 . This proves Lemma 7.7
in the ase where h extends holomorphially to a neighborhood of M−1 in C
n
, whih holds
true for instane when M ′ is holomorphially nondegenerate.
In the general ase, it is no longer true that h extends holomorphially to a neighborhood of
M−1 in C
n
, so dierent arguments are required. Let q ∈ γq1 be arbitrary. By assumption, the
omponentsΘ′q′1,β
(hq′1(t)) extend holomorphially to a neighborhood of q in C
n
as holomorphi
funtions θ′q′1,β
(t) dened, say in the polydis {|t− tq| < σq}, for small σq > 0. By expanding
hq′1 in formal power series at q, we get a series Hq′1(tq + (t − tq)) ∈ C[[t − tq]]
n
. Also, we
may expand θ′q′1,β
(tq + (t − tq)) ∈ C{t− tq}. Then we have the following formal power series
identities
(7.15) Θq′1,β(Hq′1(tq + (t− tq))) ≡ θq′1,β(tq + (t− tq))
in C[[t − tq]] for all β. Sine the Taylor series of (hq′1 , hq′1) at (tq, t¯q) indues a formal CR
mapping between the omplexiations M entered at (q, q¯) and the omplexiation M′
entered at (q′, q¯′), it follows that we an write the following formal power series identities
valuable in C[[t− tq, τ − t¯q]] for (tq + (t− tq), t¯q + (τ − t¯q)) in M :
(7.16)

Θ′q′1,β(Hq
′
1
(tq + (t− tq)))+
+
∑
γ∈Nn−1∗
Θ′q′1,β+γ(Hq
′
1
(tq + (t− tq))Fq′1 (t¯q + (τ − t¯q))
γ ≡
≡
Tβ(zq + (z − zq), t¯q + τ − t¯q, {∂γτHq′1,j(t¯q + (τ − t¯q))}1≤j≤n, |γ|≤|β|)
[D(zq + (z − zq), t¯q + (τ − t¯q), {∂τlFq′1,k(t¯q + (τ − t¯q))}1≤l≤n, 1≤k≤n−1)]
2|β|−1
.
Putting τ := t¯q in (7.16), taking (7.15) into aount, and using the important fat that
Fq′1 (t¯q) = 0, we get the formal power series identities between two holomorphi funtions
whih are valuable for |z − zq| < σq in C{z − zq} and for all β :
(7.17)

θ′q′1,β(zq + (z − zq),Θ(zq + (z − zq), t¯q)) ≡
≡
Tβ(zq + (z − zq), t¯q, {∂
γ
t¯ hq′1,j(t¯q)}1≤j≤n, |γ|≤|β|)
[D(zq + (z − zq), t¯q, {∂t¯lfq′1,k(t¯q)}1≤l≤n, 1≤k≤n−1)]
2|β|−1
.
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Consequently, we get on Sq¯ the following identities between holomorphi funtions of z valu-
able for |z − zq| < σq and for all β :
(7.18) θ′q′1,β(z,Θ(z, t¯q)) ≡
Tβ(z, t¯q, {∂
γ
t¯ hq′1,j(t¯q)}1≤j≤n, |γ|≤|β|)
[D(z, t¯q, {∂t¯lfq′1,k(t¯q)}1≤l≤n, 1≤k≤n−1)]
2|β|−1
.
As in the holomorphially nondegenerate ase, we see that the right hand side of (7.18)
onverges for |z| < ρ/3, so the holomorphi funtions θ′q′1,β
(z,Θ(z, t¯q)) onverge in a long
piee of the Segre variety Sq¯. The C∞-smoothness of the right hand side extension over Σγq1 ∩
∆n(0, ρ/3) yields a CR extension to Σγq1 whih is of lass C
∞
. This ompletes the proof of
Lemma 7.7. 
Lemma 7.19. If q1 with |q1| < ε belongs to M
−
1 , then all the omponents Θ
′
q′1,β
(hq′1(t)) of
the reetion funtion Rq′1,hq′1
extend as holomorphi funtions to a neighborhood ω(Σγq1 ) of
Σγq1 in C
n
.
Démonstration. By the hypotheses of Theorem 5.5 and by Lemma 5.10, we remind the reader
that the omponentsΘ′q′1,β
(hq′1(t)) already extend holomorphially to a neighborhood ω(γq1) ⊂
Ω of γq1 ⊂ M
−
1 in C
n
as the holomorphi funtions θ′q′1,β
(t). Thanks to Lemma 7.7, the
statement follows by an appliation of the following known propagation result : 
Lemma 7.20. Let Σ be a C∞-smooth Levi-at hypersurfae in Cn (n ≥ 2) foliated by omplex
hypersurfaes FΣ. If a ontinuous CR funtion ψ dened on Σ extends holomorphially to a
neighborhood Up of a point p belonging to a leaf FΣ of Σ, then ψ extends holomorphially to
a neighborhood ω(FΣ) of FΣ in Cn. The size of this neighborhood ω(FΣ) depends on the size
of Up and is stable under suiently small (even non-Levi-at) perturbations of Σ.
Démonstration. The rst part of this statement was rst proved by Hanges and Treves
([HaTr℄) using miroloal onepts, the fbi transform and ontrolled deformations of mani-
folds. Interesting generalizations were given by Sjöstrand and by Trépreau ([Tr2℄) in arbitrary
odimension. Another proof using deformations of analyti diss has been provided by Tu-
manov ([Tu2℄). Both proofs are onstrutive and the seond statement about the size of the
neighborhoods to whih extension holds follows after a areful inspetion of the tehniques
therein. Sine it is superuous to repeat the arguments word by word, we do not enter the
details. 
8. Relative position of the neighbouring Segre varieties
8.1. Intersetion of Segre varieties. We are now in position to omplete the proof of
Theorem 5.5, hene to ahieve the proof of Theorem 1.9. It remains to show that the funtions
Θ′q′1,β
extend holomorphially at p1, for γq1 hosen onveniently. For this hoie, we are led to
the following dihotomy : either Sp¯1 ∩M
−
1 = ∅ in a suiently small neighborhood of p1 or
there exists a sequene (qk)k∈N of points of Sp¯1 ∩M
−
1 tending towards p1. In the rst ase, we
shall distinguish two sub-ases. Either Sp¯1 lies below M
−
1 or it lies above M
−
1 . Let us write
this more preisely. We may hoose a C∞-smooth hypersurfae H1 transverse toM at p1 with
H1 satisfying H1 ∩M = M1 and H
−
1 ∩M = M
−
1 (see Figure 7). Thus H1 together with
M divides Cn near 0 in four onneted parts. More preisely, we say that either Sp¯1 ∩H
−
1 is
ontained in the lower left quadrant H−1 ∩M
− = H−1 ∩D or it is ontained in the upper left
quadrant H−1 ∩M
+
. To summarize, we have distinguished three possible ases :
Case I. The half Segre variety Sp¯1 ∩ H
−
1 uts M
−
1 along an innite sequene of points
(qk)k∈N tending towards p1.
Case II. The half Segre variety Sp¯1 ∩H
−
1 does not interset M
−
1 in a neighborhood of p1
and it passes under M−1 , namely inside D.
Case III. The half Segre variety Sp¯1 ∩H
−
1 does not interset M
−
1 in a neighborhood of
p1 and it passes over M
−
1 , namely over D ∪M
−
1 .
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In the rst two ases, for every point q1 lose enough to p1, the Segre variety Sq¯1 will interset
D ∪ Ω and the neighborhoods ω(Σγq1 ) onstruted in Lemma 7.20 will always ontain the
point p1 (we give more arguments below). The third ase ould be a priori the most deliate
one. But we an already delineate the following ruial geometri property, whih says that
Lemma 6.20 will apply.
Lemma 8.2. If Sp¯1 ∩H
−
1 is ontained in M
+
, then p1 lies in the lower side Σ
−
γq1
for every
ar γq1 ⊂M
−
1 of the family (6.2).
Démonstration. In normal oordinates t vanishing at p1, the real equation of M is given by
v = ϕ(z, z¯, u), where ϕ is a ertain onverging real power series satisfying ϕ(0) = 0, dϕ(0) = 0
and ϕ(z, 0, u) ≡ 0. We an assume that dh(0) = Id. We an assume that the minus side
D ≡ M− of automati extension of CR funtions is given by {v < ϕ(z, z¯, u)}. Replaing
u by (w + w¯)/2 and v by (w − w¯)/2i, and solving with respet to w, we get for M an
equation as above, say w = w¯ + iΞ(z, t¯), with Ξ(0, t¯) ≡ 0. We have Θ(z, t¯) ≡ w¯ + iΞ(z, t¯)
in our previous notation. We laim that every suh ar γq1 ⊂ M
−
1 ontains a point p ∈ M
−
1
whose oordinates are of the form (zp, 0 + iϕ(zp, z¯p, 0)). Indeed, by onstrution, the ars
γq1 are all elongated along the u-oordinate axis, sine it is so for γ
′
q′1
and sine dh(0) = Id.
In normal oordinates, the Segre variety Sp¯1 passing through the origin p1 has the simple
equation {w = 0}. By assumption, the point (zp, 0) ∈ Sp¯1 lies over M in M
+
, so we have
ϕ(zp, z¯p, 0) < 0. Then the Segre variety Sp¯ (whih is a leaf of Σγq1 ), has the equation w =
−iϕ(zp, z¯p, 0)+ iΞ(z, z¯p,−iϕ(zp, z¯p, 0)). Therefore, the intersetion point {z = 0}∩Sp¯ ⊂ Σγq1
has oordinates equal to (0,−iϕ(zp, z¯p, 0)). This point learly lies above the origin p1, so p1
lies in the lower side Σ−γq1 , whih ompletes the proof of Lemma 8.2. 
8.3. Extension aross (M, 0) of the omponents Θ′q′1,β
. We are now prepared to omplete
the proof of Theorems 5.5 and 1.9. We rst hoose δ, η, ε and various points |q1| < ε as in
Lemma 6.20 and we onsider the two assoiated ars γq1 and γ
′
q′1
, the assoiated mapping
hq′1 and the assoiated reetion funtion R
′
q′1,hq′1
. By Lemma 6.20, for eah suh hoie of
q1, then all the omponents Θ
′
q′1,β
extend holomorphially to D ∪ [Σ−γq1 ∩∆n(0, η)]. Our goal
is to show that for suitably hosen γq1 in Cases I, II and III, then the omponents Θ
′
q′1,β
extend holomorphially to a neighborhood of p1. Afterwards, thanks to Artin's approximation
theorem, the Cauhy estimates are automati, as explained in Lemma 3.16.
8.4. Case I. In Case I, we hoose one of the points qk ∈ M
−
1 ∩ Sp¯1 whih is arbitrarily
lose to p1 and we denote it simply by q1. We an assume that |q1| < ε. Next, we onsider
the assoiated ar γq1 . By an appliation of Lemma 7.19, all the omponents Θ
′
q′1,β
(hq′1(t)) of
the reetion funtion Rq′1,hq′1
extend holomorphially to a neighborhood ω(Σγq1 ) of Σγq1 in
Cn. Of ourse, this neighborhood ontains the point p1 ∈ Sq¯1 ⊂ Σγq1 . However, beause of
possible pluridromy, the extension at p1 might well dier from the extension in the one-sided
neighborhood D near p1. Fortunately, thanks to Lemma 6.20, all these holomorphi funtions
extend holomorphially in a unique way to D ∪ [Σ−γq1 ∩∆n(0, η)]. The neighborhood ω(Σγq1 )
being onstruted as a ertain union of polydiss of small radius, it is geometrially smooth,
so its intersetion with D∪ [Σ−γq1 ∩∆n(0, η)] is onneted. In sum, we get unique holomorphi
extensions of the funtions Θ′q′1,β
(hq′1(t)) to the domain
(8.5) ω(Σγq1 ) ∪ D ∪ [Σ
−
γq1
∩∆n(0, η)],
whih yields the desired holomorphi extensions at p1. Case I is ahieved.
8.6. Case II. Case II is treated almost the same way as Case I. Sine Sp¯1 ∩H
−
1 is ontained
in D, we an hoose a xed point q˜ of Sp¯1 whih belongs to D. So there exists a radius
ρ˜ > 0 suh that the polydis ∆n(q˜, ρ˜) is ontained in D. For |q1| < ε suiently lose to p1,
there exists a point q˜1 ∈ Sq¯1 suiently lose to q˜ suh that the polydis ∆n(q˜1, ρ˜/2) is again
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ontained in D. Thanks to Lemma 7.20, if q1 is suiently lose to p1, the neighborhood
ω(Σγq1 ) onstruted by deformations of analyti diss as in [Tu2℄ will ontain the point p1,
sine its size along Sq¯1 depends only on the xed size of the polydis ∆n(q˜1, ρ˜/2) whih is of
radius at least ρ˜/2 uniformly. Finally, as in Case I, the monodromy of the extension follows
by an appliation of Lemma 6.20.
M
M−1
M+1
H+1H
−
1
H1
p1,M1, γ0
Sp¯1
Figure 7 : The Segre variety Sp¯1 intersets D left to H1 near p1
Σγq1
q1, γq1
Ω
ω(Σγq1 )
Aq1,σ(∆)
D
∆n(q˜1, ρ˜/2)
8.7. Case III. For Case III, thanks to Lemma 8.2, we know already that p1 belongs to
the lower side Σ−γq1 . Thus Case III follows immediately from the appliation of Lemma 6.20
summarized in 8.3 above. Case III is ahieved. The proofs of Theorems 5.5, 1.9 and 1.2 are
omplete. 
9. Analytiity of some degenerate C∞-smooth CR mappings
9.1. Presentation of the results. Theorems 1.9 and 1.14 are onerned with C∞-smooth
CR dieomorphisms. It is desirable to remove the dieomorphism assumption. Taking inspi-
ration from the very deep artile of Pinhuk [P4℄, we have been suessful in establishing the
following statement. We refer the reader to the work of Diederih-Fornæss [DF1℄ and to the
book of D'Angelo [D'A℄ for fundamentals about omplex urves ontained in real analyti
hypersurfaes.
Theorem 9.2. Let h : M → M ′ be a C∞-smooth CR mapping between two onneted real
analyti hypersurfaes in Cn (n ≥ 2). If M and M ′ do not ontain any omplex urve, then
h is real analyti at every point of M .
At rst, we need to reall some known fats about the loal CR geometry of real analyti
hypersurfaes.
(1) If M does not ontain omplex urves, it is essentially nite. This is obvious, beause
the oinidene loi of Segre varieties are omplex analyti subsets whih are ontained
in M (f. [DP1,2℄).
(2) IfM is essentially nite at every point, it is loally minimal at every point, so it onsists
of a single CR orbit, namely it is globally minimal. As we have seen in 3.6 above, CR
funtions on M (and in partiular the omponents of h) extend holomorphially to a
global one-sided neighborhood D of M in Cn.
(3) If M does not ontain omplex urves, then M is Levi nondegenerate at eah point
of the omplement of some proper losed real analyti subset of M . On the ontrary,
the everywhere Levi degenerate CR manifolds are loally regularly foliated by omplex
leaves of dimension equal to the dimension of the kernel the Levi form, at points where
this kernel is of maximal hene loally onstant dimension. This may happen in the lass
of essentially nite hypersurfaes.
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(4) If M does not ontain omplex urves, then either h is onstant or it is of real generi
rank (2n − 1) over an open dense subset of M and its holomorphi extension is of
omplex generi rank n over D. This is easily established by looking at a point where h
is of maximal, hene loally onstant, rank.
(5) In Theorem 9.2, there exists at least an everywhere dense open subset UM of M suh
that h is real analyti at every point of UM .
Based on these observations, Theorem 9.2 will be implied by the following more general
statement to whih the remainder of 9 is devoted.
Theorem 9.3. Let h : M → M ′ be a C∞-smooth CR mapping between two onneted real
analyti hypersurfaes in Cn (n ≥ 2). If M and M ′ are essentially nite at every point and
if the maximal generi real rank of h over M is equal to (2n − 1), then h is real analyti at
every point of M .
In [BJT℄, [BR1℄, [BR2℄, an apparently similar result is proved. In these artiles, it is always
assumed at least that the formal Taylor series of h at every point of M has Jaobian determi-
nant not identially zero. It follows that all the results proved in these papers are superseded
by the uniation provided in the reent artiles [CPS1,2℄ and [Da2℄ expressed in terms of
the harateristi variety (1.4). However, the diult problem would be to treat the points
of M where nothing is a priori known about the behavior of h, for instane points where all
the hj ould vanish to innite order hene have an identially zero formal Taylor series. In
this ase, of ourse, the harateristi variety is positive-dimensional. Unless M is strongly
pseudoonvex or there exist loal peak funtions, it seems impossible to show ab initio that h
is not at at every point ofM . Thus the strategy of working only at one xed enter point of
M might well neessarily fail (f. [BJT℄, [BR1,2,4℄, [BER1,2,3℄). On the ontrary, a strategy
of propagation from nearby points as developed in [P3,4℄, [DFY℄, [DP1,2℄, [Sha℄, [V℄, [PV℄
(and also in the previous paragraphs) is really adequate. Philosophially speaking, there is no
real surprise here, beause the propagation along Segre varieties is a natural generalization of
the weierstrassian oneption of analyti ontinuation.
9.4. Dense holomorphi extension. Let D be a global one-sided neighborhood ofM in Cn
to whih CR funtions extend holomorphially. It follows from the assumptions of Theorem 9.3
that the generi omplex rank of h in D equals n. Reall that the two everywhere essentially
nite hypersurfaesM and M ′ are of ourse holomorphially nondegenerate, namely χM = n
and χ′M ′ = n. At rst, we prove the following lemma. Reall that the intrinsi exeptional
lous EM dened in 3.47 is a proper real analyti subset of M . Let UM denote the open
subset onsisting of points p ∈M\EM at whih the real rank of h equals (2n− 1).
Lemma 9.5. The open subset UM is dense in M .
Démonstration. Indeed, suppose on the ontrary that M\UM ontains an open set V . Then
the rank of h is stritly less than (2n − 1) over V . By the priniple of analyti ontinuation
and by the boundary uniqueness theorem, it follows that h is of generi omplex rank stritly
less than n in the domain D, ontradition. 
Lemma 9.6. The mapping h extends holomorphially to a neighborhood of every point p ∈
UM .
Démonstration. Indeed, at suh a point p ∈ UM , h is a loal CR dieomorphism of lass C∞.
By Lemma 4.3, the image p′ := h(p) of p belongs to M ′\E′M ′ . Then Lemma 4.11 applies
diretly (with χ′M ′ = n of ourse) to show that h extends holomorphially at p. 
9.7. Holomorphi and formal mappings of essentially nite hypersurfaes. Let
h : M → M ′ be as in the a hypotheses of Theorem 9.3. Let p ∈ M and let p′ := h(p).
Let t be oordinates vanishing at p and let as usual a omplex equation for the extrinsi
omplexiation M of M be of the form w = Θ(z, ζ, ξ), where t = (z, w) ∈ Cn−1 × C
and τ = (ζ, ξ) ∈ Cn−1 × C. Similarly, let w′ = Θ
′
(z′, ζ′, ξ′) be an equation of M′. As
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in the proof of Lemma 4.3, the C∞-smooth CR mapping h indues a formal CR mapping
(H(t), H(τ)) between (M, (p, p¯)) and (M′, (p′, p′)). Preisely, this means that the Taylor se-
ries Hj(t) =
∑
γ∈Nn Hj,γ t
γ
of hj at the origin and there onjugates H(τ) satisfy a formal
power series identity of the form
(9.8) G(t)−Θ
′
(F (t), F (τ), G(τ)) ≡ A(t, τ)
[
w −Θ(z, ζ, ξ)
]
,
where we denote H = (F1, . . . , Fn−1, G) and where A(t, τ) is a formal power series. Without
loss of generality, we an assume that the oordinates (z, w) and (z′, w′) are normal, namely the
dening funtions satisfy Θ(0, ζ, ξ) ≡ Θ(z, 0, ξ) ≡ ξ and idem for Θ
′
. Suh oordinates are not
unique, but they speify a ertain omponent Hn = G of the formal CR mapping H whih
is alled a transversal omponent. In [BR2℄, two fats about formal CR mappings between
small loal piees of real analyti hypersurfaes (and even between formal hypersurfaes) are
established. Reall that M and M ′ are assumed to be essentially nite at the origin and that
the oordinates are normal.
1. If the transversal power series G does not vanish identially, then H is of nite multipli-
ity, namely (f. [BR88℄), the ideal generated by the power series F1(z, 0), . . . , Fn−1(z, 0)
is of nite odimension in C[[z]]. We denote this odimension by Mult (H, 0). It is inde-
pendent of normal oordinates.
2. If H is of nite multipliity, then a formal Hopf Lemma holds at the origin, whih tells
us that the indued formal mapping T0M/T
c
0M → T0M
′/T c0M
′
represented by G(0, w)
is of formal rank equal to 1. Equivalently, (∂G/∂w)(0) 6= 0.
The multipliity Mult (H, 0) is independent of normal oordinates, so it is a meaningful in-
variant of h at an arbitrary point of M . In normal oordinates, essential niteness of M
at p is haraterized by the nite odimensionality in C{t} of the ideal generated by the
Θβ(t) for all β ∈ N
n−1
. This odimension is independent of oordinates and denoted by
EssType (M,p). Reall that M\EM is dened to be the set of points q ∈ M at whih the
mapping t 7→ (Θβ(t))β∈Nn−1 is of rank n in oordinates vanishing at q. Consequently
Lemma 9.9. For every q ∈M\EM , we have EssType (M, q) = 1.
A renement of the analyti reetion priniple proved in [BR1℄ is as follows ([BR2, The-
orem 6℄).
Lemma 9.10. The C∞-smooth CR mapping h extends holomorphially to a neighborhood of
a point q ∈ Cn provided that in normal oordinates entered at q and at q′ = h(q), the normal
omponent g of h is not at at the origin, namely its formal power series G does not vanish
identially.
Furthermore, in the ase where the mapping h extends holomorphially at one point, four
interesting nondegeneray properties hold :
Lemma 9.11. With the same assumptions as in Theorem 9.3, let q ∈M , let q′ := h(q) and
assume that h extends holomorphially to a neighborhood of q. Then
(1) The indued dierential dh : TqM/T
c
qM → Tq′M
′/T cq′M
′
is of rank 1.
(2) The mapping h is of nite multipliity m := Mult (h, q) <∞ and h is a loal m-to one
holomorphi mapping in a neighborhood of q.
(3) We have the multipliative relation
(9.12) EssType (M, q) = Mult (h, q) · EssType (M ′, q′).
(4) If q ∈M\EM , then h is a loal biholomorphism at q.
9.13. Installation of the proof of Theorem 9.3. Let Ena be the losed set of points of
M at whih the mapping h is not real analyti. By Lemma 9.6, the omplement M\Ena is
nonempty and in fat dense in M . If Ena is empty, then Theorem 9.3 is proved, gratuitously.
As in 2 and 5 above, we shall assume that Ena is nonempty and we shall onstrut a
ontradition by showing that there exists in fat a point p1 of Ena at whih h is real analyti.
By Lemma 5.4, we are redued to the following statement, whih is analogous to Theorem 5.5.
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Theorem 9.14. Let p1 ∈ Ena and assume that there exists a real analyti one-odimensional
submanifold M1 of M with p1 ∈M1 whih is generi in C
n
suh that Ena\{p1} is ompletely
ontained in one of the two open sides of M divided by M1, say in M
+
1 , and suh that h is
real analyti at every point q ∈M\Ena. Then h is real analyti at p1.
To prove this theorem, we shall start as follows. We remind that the intrinsi exeptional
lous EM of M is of real odimension at least two in M . At eah point q ∈ M\EM , the
hypersurfae M is nitely nondegenerate. It follows from Lemma 9.11(4) that at eah point
q ∈M\(EM ∪Ena), the mapping h extends as a loal biholomorphism from a neighborhood of
q in Cn onto a neighborhood of h(q) in Cn. Consider the relative disposition of the enter point
p1 with respet to EM . In priniple, there are two ases to be onsidered. Either p1 ∈ EM or
p1 ∈M\EM . In both ases, we have the following useful existene property.
Lemma 9.15. There exists a small two-dimensional open real analyti manifold K passing
through p1 and ontained in M suh that
(1) K is transversal to M1.
(2) K ∩ EM = {p1} and the line Tp1K ∩ Tp1M1 is not ontained in T
c
p1M .
Démonstration. Indeed, introduing real analyti oordinates on M , this follows from a more
general statement. Given a loally dened real analyti set E in Rν of dimension 1 ≤ µ ≤ ν−1
passing through the origin, then for almost all (ν − µ)-dimensional linear planes K passing
through the origin, the intersetion ofK with E onsists of the singleton {0} in a neighborhood
of the origin. 
It follows from Lemma 9.15 that the intersetion K ∩M1 oinides with a geometrially
smooth real analyti ar γ1 passing through p1 whih is not omplex tangential at p1. By on-
strution, γ1\{p1} is ontained in the lousM\Ena where h is already real analyti. Moreover,
γ1\{p1} is also ontained inM\EM . Its omplexiation (γ1)c is a omplex dis transversal to
M with (γ1)
c ∩M = γ1. Reall that h already extends holomorphially to a one-sided neigh-
borhood D of M . To x ideas, we an assume that D is in the lower side M− of M in Cn.
Moreover, h extends holomorphially to an open neighborhood Ω ofM\Ena in Cn. We hoose
normal oordinates t vanishing at p1 in whih the equation of M is of the form w¯ = Θ(z¯, t),
with Θ(0, t) ≡ w. Espeially, we hoose suh oordinates in order that γ1 oinides with a
small neighborhood of the origin in the u-axis in these normal oordinates, whih is possible.
Also, we hoose some arbitrary normal oordinates t′ vanishing at p′1 := h(p1) in whih the
equation of M ′ is of the form w¯′ = Θ′(z¯′, t′), with Θ′(0, t′) ≡ w′. We denote the mapping by
h = (f, g) = (f1, . . . , fn−1, g) in these oordinates.
Suppose for a while that we have proved that the normal omponent g of the mapping
extends holomorphially to a neighborhood of the point p1 in the transverse holomorphi
dis (γ1)
c
, whih oinides with a small neighborhood of the origin in the w-axis. Notie that
we speak only of holomorphi extension to the single transverse holomorphi dis passing
through p1, beause our method below will not give more. Then we laim that the proofs of
Theorems 9.14 and 9.3 are ahieved. Indeed, it sues to show that the holomorphi extension
g(0, w) at w = 0 does not vanish identially, sine then it follows afterwards that the Taylor
series G at the origin of the normal omponent g does not vanish identially, whene h extends
holomorphially at p1 thanks to Lemma 9.10. To prove that the extension g(0, w) is nonzero,
we reason as follows. Aording to Lemma 9.11(1), at every point q ∈ γ1 suiently lose to
p1 and dierent from p1, the indued dierential dh : TqM/T
c
qM → Tq′M
′/T cq′M
′
is of rank
one. This entails that the dierential ∂wg(0, w) is nonzero at w := wq , whih shows that the
holomorphi extension g(0, w) does not vanish identially, as desired. In summary, to prove
Theorems 9.14 and 9.3, it remains to establish the following ruial statement.
Lemma 9.16. The C∞-smooth restritions f1|γ1 , . . . , fn−1|γ1 and g|γ1 extend holomorphially
to a small neighborhood of p1 in the omplex dis (γ1)
c
.
9.17. Holomorphi extension to a transverse holomorphi dis. This subsetion is
devoted to the proof of Lemma 9.16. Using the manifold K of Lemma 9.15, we an inlude γ1
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into a one-parameter family γs of real analyti ars, with s1 < s ≤ 1, ontained in K whih
foliate K ∩M−1 for s1 < s < 1. Sine for s1 < s < 1, the ars γs are ontained in M
−
1 , we
have γs ∩ Ena = ∅. By Lemma 9.15, we also have the important property γs ∩ EM = ∅. We
onsider the omplexiations (γs)
c
, whih are transversal toM . One half of the omplex diss
(γs)
c
is ontained in D. The ruial Lemma 9.19 below is extrated from [P4, Lemma 3.1℄
and is partiularized to our C∞-smooth situation. In the sequel, it will be applied to the
one-dimensional domains of the omplex plane C dened by
(9.18) Us := (γs)
c ∩ D ∩ {|w| < r},
where r > 0 is suiently small and to ertain antiholomorphi funtions to be dened later.
First of all, we introdue some notation. As the omplex dis (γs)
c
is transverse to M and
almost parallel to the w-axis, it follows that Us is a small one-dimensional simply onneted
domain in (γs)
c
bounded by two real analyti parts whih we shall denote by δs ⊂ γs and by
βs ⊂ {|w| = r} ∩ (γs)c ∩D. These two real analyti ars join together at two points q+s ∈ γs
and q−s ∈ γs, namely {q
−
s , q
+
s } = γs ∩ {w = r} = δs ∩ βs. Then the boundaries δs and γs
depend real analytially on s, even in a neighborhood of s = 1. We onsider the two open real
analyti ars δ◦s := δs\{q
−
s , q
+
s } and similarly for β
◦
s . Here is the lemma.
Lemma 9.19. Let Us ⊂ C be a one-parameter family of bounded simply onneted domains
in C having pieewise real analyti boundaries with two open piees δ◦s and β
◦
s depending real-
analytially on a real parameter s1 < s ≤ 1, let ϕs, ψs be antiholomorphi funtions dened
in Us whih depend C∞-smoothly on s and set θs := ϕs/ψs. Assume that the following four
onditions hold.
(1) For s < 1, the two funtions ϕs and ψs extend antiholomorphially to a ertain neigh-
borhood of Us in C and there exists a point p1 ∈ δ◦1 so that ϕ1 and ψ1 extend anti-
holomorphially to a neighborhood of U1\{p1} in C and C∞-smoothly up to the open ar
δ◦1 .
(2) The quotient θ1 := ϕ1/ψ1 is of lass C∞ over δ◦1 .
(3) For s < 1, the funtion ψs does not vanish on ∂Us and there exists a onstant C > 0
suh that |θs| ≤ C on ∂Us for all s1 < s < 1.
(4) The funtion ψ1 does not vanish on U1\{p1}.
Then the quotient θ1 satises |θ1| ≤ C on U1 and it extends as an antiholomorphi funtion
to U1 whih is of lass C∞ up to the open real analyti piee δ◦1 of the boundary.
Démonstration. In view of the nonvanishing of ψs in ∂Us, the funtion ψs has in Us a ertain
number m (ounting multipliities) of zeros whih is onstant for all s1 < s < 1. Using a
onformal isomorphism of Us with the unit dis and an antiholomorphi Blashke produt, we
an onstrut an antiholomorphi funtion bs on Us extending C∞-smoothly to the boundary
with |bs| = 1 on ∂Us suh that the m zeros of bs oinide with the m zeros of ψs. Then bsθs
is holomorphi in Us for s1 < s < 1. It follows from the maximum priniple that |bs θs| ≤ C
on Us for all s1 < s < 1. Sine ψ1 6= 0 in U1\{p1}, when s → 1, all zeros of the funtion ψs
onverge to the single point p1 ∈ ∂U1. From the form of a Blashke produt, we observe that
lims→1 |bs(z)| = 1 for every point z ∈ U1. Therefore, for z ∈ U1, we have
(9.20) |θ1(z)| = lim
s→1
|θs(z)| = lim
s→1
|bs(z) θs(z)| ≤ C.
So the funtion θ1 is bounded in U1. Sine its boundary value ϕ1/ψ1 is of lass C∞ on δ◦1 , it
follows that the antiholomorphi funtion θ1 extends C∞-smoothly up to δ◦1 ∪ β
◦
1 . The proof
of Lemma 9.19 is omplete. 
We an bow begin the proof of Lemma 9.16. Let L1, . . . , Ln−1 denote the ommuting basis
of T 0,1M given by Lj =
∂
∂z¯j
+Θz¯j (z¯, t)
∂
∂w¯ , for j = 1, . . . , n− 1. In a neighborhood of the ar
γs for s < 1, the mapping h extends holomorphially as a loal biholomorphism. It follows
that the determinant
(9.21) det (Lj fk(t¯))1≤j,k≤n−1 := D(z, t¯, {∂t¯lfk(t¯)}1≤l≤n, 1≤k≤n−1)
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does not vanish for t ∈M in a neighborhood of γs. Also, it extends as a ertain antiholomorphi
funtion to the domain Us. Let us denote this extension by ψs. In order that the funtion
ψs satises the assumption (4) of Lemma 9.19, we rst observe that the determinant (9.21)
does not vanish on the part δ1\{p1} of ∂U1\{p1}. Indeed, sine h is real analyti at every
point of δ1\{p1} and sine δ1\{p1} is ontained in M\EM , this follows from Lemma 9.11(4).
For the seond part β1 of ∂U1, we observe that for every small r > 0 as in (9.18), the
determinant (9.10), extends as an antiholomorphi funtion to U1 and is in fat real analyti
in a neighborhood of β1. Sine the determinant (9.21) does not vanish on δ1\{p1}, there exist
arbitrarily small r > 0 suh that ψ1 does not vanish over β1. Shrinking s1, we an assume
that ψs does not vanish on βs for all s1 < s ≤ 1. Finally, we know already that for s < 1, the
funtion ψs does not vanish on δs, thanks to the fat that γs ∩ EM is empty. Sine ψs does
not vanish on the boundary ∂Us for all s1 < s < 1, it follows from Rouhé's theorem that the
number of zeros of ψs in Us is onstant equal to m (ounting multipliities). Therefore, even
for s = 1, the funtion ψ1 has in U1 not more than m zeros. Dereasing r > 0 one more, we
an assume that ψ1 does not vanish in U1. This shows that ψs satises all the assumptions of
Lemma 9.19.
Next, as the mapping h is of lass C∞ overM , we an apply the tangential Cauhy-Riemann
derivations L
β1
1 · · ·L
βn−1
n−1 , β ∈ N
n−1
, of order |β| innitely many times to the identity
(9.22) g(t) = Θ′(f(t), h(t)),
whih holds for all t ∈M in a neighborhood of p1. As in 7 above, using the nonvanishing of
the determinant we get for all β ∈ Nn−1 and for all t ∈ γs with s < 1 the following identities
(9.23)
1
β!
∂|β|Θ′
∂(z′)β
(f(t), h(t)) =
Tβ(z, t¯, {∂
γ
t¯ hj(t¯)}1≤j≤n, |γ|≤|β|)
[D(z, t¯, {∂t¯lfk(t¯)}1≤l≤n, 1≤k≤n−1)]
2|β|−1
.
Preisely, the Tβ 's are holomorphi with respet to (z, t¯) and relatively polynomial with respet
to the jets {∂γt¯ hj(t¯)}1≤j≤n, |γ|≤|β|. It follows that the numerator Tβ extends antiholomorphi-
ally to Us for every s1 < s ≤ 1 as a ertain funtion whih we shall denote by ϕβ,s. We set
ψβ,s := [ψs]
2|β|−1
. For t ∈ γs ⊂M with s < 1, let us rewrite (9.23) as follows :
(9.24) (1/β!) [∂|β|Θ′/∂(z′)β ](f(t), h(t)) = ϕβ,s(t¯)/ψβ,s(t¯).
As the left hand side of (9.24) is of lass C∞ on γs, it follows that the right hand side is of lass
C∞ on δ◦s , for all s ≤ 1. By onstrution, for all β ∈ N
n−1
, the funtion ψβ,s has no zeros on the
boundary ∂Us for s < 1 and it also has no zeros on ∂U1\{p1}. Furthermore, these two funtions
ϕβ,s and ψβ,s both extend antiholomorphially to a neighborhood of Us in (γs)
c
for s < 1
and to a neighborhood of U1\{p1} for s = 1. Let us dene θβ,s := ϕβ,s/ψβ,s. By Lemma 9.19,
for s = 1, the funtions θβ,1 extend antiholomorphially to U1 as bounded funtions and
C∞-smoothly up to the open real analyti ar δ◦1 . In summary, we have shown that for all
β ∈ Nn−1, there exist funtions θβ,1(t¯) dened for t ∈ δ1 and extending as antiholomorphi
funtions to U1 whih are of lass C∞ up to δ◦1 suh that the following identities hold on δ1 :
(9.25) (1/β!) [∂|β|Θ′/∂(z′)β ](f(t), h(t)) = θβ,1(t¯).
Next, we may derive some polynomial identities in the spirit of [BJT℄, [BR1℄. By the
relation (9.25) written for t := p1 ∈ δ◦1 , we see that θβ,1(p¯1) = 0, beause h(p1) = p
′
1 sends
the origin p1 (in the oordinate system t) to the origin p
′
1 (in the oordinate system t
′
) and
beause the oordinates are normal. As M ′ is essentially nite at the origin, there exists an
integer κ ∈ N∗ suh that the ideal (Θ′β(t
′))|β|≤κ is of nite odimension in C{t
′}. It follows
from (9.24) and from a lassial omputation (f. [BJT℄, [BR1℄) that there exist analyti
ooeients Aj,k in their variables whih vanish at the origin and integers Nj ≥ 1 suh that,
after possibly shrinking r > 0, we have
(9.26) h
Nj
j (t) +
Nj∑
k=1
Aj,k(f(t), {θβ,1(t¯)}|β|≤κ)h
Nj−k
j (t) = 0,
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for all t ∈ δ1. It follows that these oeients Aj,k, onsidered as funtions of one real variable
in δ1, extend as antiholomorphi funtions to U1. In summary, we have onstruted some
polynomial identities for the omponents of the mapping h with antiholomorphi oeients
whih hold only on the single transverse half omplex dis U1 = (γ1)
c∩D in a neighborhood of
p1. These polynomial identities are ruial to show that the mapping h restrited to (γ1)
c∩D
extends holomorphially to a neighborhood of p1 in (γ1)
c
.
Indeed, by following the last steps of the general approah of [BJT℄, [BR1,7℄, we dedue
that the reetion funtion (as denoted in equation (8.1) of [BR1,8℄) extends holomorphially
to a neighborhood of the point p1 in (γ1)
c
as a funtion of one omplex variable w (remember
that (γ1)
c
is ontained in the w-axis). We would like to mention that in the strongly pseudo-
onvex ase, suh a holomorphi extension to a single transverse holomorphi dis was rst
derived by Pinhuk in [P4℄ in the more general ase where h is only ontinuous at p1 and
real analyti in M\Ena. Finally, using the real analytiity of the reetion funtion, using
the C∞-smoothness of h|γ1 and using Puiseux series as in [BJT℄, we dedue that h|γ1 is real
analyti at p1. The proof of Theorem 9.3 is omplete. 
A areful inspetion of the above arguments shows that there is no obvious possibility to
get an extension to the omplex diss (γs)
c
with a uniform ontrol of the size of the domains
of extension. Only the extension to the limit omplex dis (γ1)
c
an be obtained.
9.27. Strong uniqueness priniple for CR mappings. We end up this setion by an
appliation of Theorem 9.2. A similar appliation of Theorem 9.3 may be stated.
Theorem 9.28. Let h :M →M ′ and h∗ :M →M ′ be two C∞-smooth CR mappings between
two onneted, real analyti hypersurfaes in Cn and let p ∈M . If M and M ′ do not ontain
omplex urves, then there exists an integer κ ∈ N∗ whih depends only on p, on M and on
M ′ suh that if the two κ-jets of h and h∗ oinide at p, then h ≡ h∗ over M .
Démonstration. By Theorem 9.2, we an assume that h and h∗ are both holomorphi in a
neighborhood of p and nononstant. By Lemma 9.11, the two mappings h and h∗ satises
the Hopf Lemma at p and are of nite multipliity. It follows from a areful inspetion of the
analyti versions of the reetion priniple given in [BR1℄, [BR2℄ that if κ is large enough, then
the two mappings h and h∗ oinide in a neighborhood of p. In fat, the omplete arguments
already appeared in a more general ontext in [BER3, Theorem 2.5℄. Then h ≡ h∗ all over
M by analyti ontinuation. For the partiular ase of germs, Theorem 9.28 is onjetured in
[BER4, p. 238℄. 
10. Open problems and onjetures
In the elebrated artile [DP2℄, the following onjeture stated without pseudoonvexity
assumption, was solved in the ase n = 2.
Conjeture 10.1. Let h : D → D′ be a proper holomorphi mapping between two bounded
domains in Cn (n ≥ 2) having real analyti and geometrially smooth boundaries. Then h
extends holomorphially to an open neighborhood of D in Cn.
To the author's knowledge, the onjeture is open for n ≥ 3. In fat, among other onje-
tures, it has been onjetured for a long time that every suh proper holomorphi mapping
h : D → D′ extends ontinuously to the boundary M of D and that in this ase, h is real
analyti at every point of M . In the muh easier ase where h extends C∞-smoothly up toM ,
Theorem 9.2 above, in whih no formal rank assumption is imposed on the Taylor series of h
at points of M , provides a positive answer. Analogously, in Theorems 1.2 and 1.9, it would
be very desirable to remove the dieomorphism assumption and also the C∞-smoothness as-
sumption. We have strongly used these two assumptions in the proof and we have found no
way to do without. Nevertheless, inspired by above onjetures, it is natural to suggest the
following two open problems.
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Conjeture 10.2. Let h : M → M ′ be a ontinuous CR mapping between two globally
minimal real analyti hypersurfaes in C
n (n ≥ 2) and assume that the holomorphi extension
of h to a global one-sided neighborhood D of M in Cn is of generi rank equal to n. Then the
reetion funtion extends holomorphially to a neighborhood of every point p × h(p) in the
graph of h¯.
The rank assumption is really neessary, as shown by the following trivial example. Let
M ⊂ C4 be the produt of C1z2×C
1
z3 with the unbounded representation of the 3-sphere given
by the equation w = w¯ + izz¯, let M ′ ⊂ C4 be given by w′ = w¯′ + iz′1z¯
′
1 + iz
′
2z¯
′
3 + iz¯
′
2z
′
3, let
h2(z1, w) be a CR funtion on M independent of (z2, z3), of lass C∞, whih does not extend
holomorphially to the pseudoonave side of M at any point. Then the degenerate mapping
(z1, z2, z3, w) 7→ (z1, h2(z1, w), 0, w) maps M into M ′ but does not extend holomorphially
to a neighborhood of M in C2. Suppose by ontradition that the globally dened reetion
funtion R′h(t, ν¯
′) = µ¯′−w− iλ¯′1z1− iλ¯
′
3h2(z1, w) extends holomorphially to a neighborhood
of 0 × 0 in C4 × C4. Dierentiating with respet to λ¯′3, we dedue that h2(w1, z) extends
holomorphially at the origin in C4, ontradition. In fat, to speak of the extendability of the
reetion funtion, one has to hoose for M ′ the minimal for inlusion real analyti subset
ontaining the image h(M), as argued in [Me5℄. In the ase where the generi omplex rank of
h over D equals n, thenM ′ neessarily is the minimal for inlusion real analyti set ontaining
h(M). This explains the rank assumption in Conjeture 10.2.
Finally, in the holomorphially nondegenerate ase, we expet that h be holomorphially
extendable to a neighborhood of M .
Conjeture 10.3. Let h : M → M ′ be a ontinuous CR mapping between two globally
minimal real analyti hypersurfaes in Cn (n ≥ 2), assume that the holomorphi extension of
h to a global one-sided neighborhood D of M in Cn is of generi omplex rank equal to n and
assume that M ′ is holomorphially nondegenerate. Then h is real analyti at every point of
M .
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