We present the logic iJT4, which is an explicit version of intuitionistic S4 and establish soundness and completeness with respect to modular models.
The main contribution of the present paper is that these additional axioms are not needed if we are interested in completeness with respect to modular models. We introduce the intuitionistic justification logic iJT4 CS , which is simply LP over an intuitionistic base instead of a classical one but without any additional axioms. We introduce possible world models for iJT4 CS that are inspired by the Kripke semantics for intuitionistic S4 and establish completeness of iJT4 CS with respect to these models.
Intuitionistic Justification Logic
In this section, we introduce the syntax for the justification logic iJT4 CS , which is the explicit analogue of the intuitionistic modal logic iS4.
Definition 2.1 (Justification Terms). We assume a countable set of justification constants and a countable set of justification variables. Justification terms are inductively defined by:
1. each justification constant and each justification variable is a justification term; 2. if s and t are justification terms, then so are
• (s + t), read s plus t,
• !s, read bang s.
We denote the set of terms by Tm.
Definition 2.2 (Formulas)
. We assume a countable set Prop of atomic propositions. The set of formulas L J is inductively defined by:
1. every atomic proposition is a formula;
2. the constant symbol ⊥ is a formula;
3. If A and B are formulas, then (A ∧ B), (A ∨ B) and (A → B) are formulas;
4. if A is a formula and t a term, then t : A is a formula.
Definition 2.3. The axioms of iJT4 consist of the following axioms:
1. all axioms for intuitionistic propositional logic A constant specification CS is called axiomatically appropriate if for each axiom A of iJT4, there is a constant c such that (c, A) ∈ CS. For a constant specification CS the deductive system iJT4 CS is the Hilbert system given by the axioms above and by the rules modus ponens and axiom necessitation:
As usual in justification logic, we can establish the deduction theorem and the internalization property. 
Lemma 2.5 (Internalization for Arbitrary Terms). Let CS be an axiomatically appropriate constant specification. For arbitrary formulas A, B 1 , . . . , B n and arbitrary terms s 1 , . . . , s n , if
then there is a term t ∈ Tm such that
Basic Modular Models
Basic modular models are syntactic models for justification logic. Yet, our basic modular models will include possible worlds in order to deal with the intuitionistic base logic. After defining basic modular models for intuitionistic justification logic, we will prove soundness and completeness. 
(where we often write t * w for * (t, w)), such that for arbitrary s, t ∈ Tm and any formula A,
Furthermore, it has to satisfy the following monotonicity conditions:
Strictly speaking we should use the notion of a CS basic evaluation because of condition (3) depends on a given CS. However, the constant specification will always be clear from the context and we can safely omit it. The same also holds for modular models (to be introduced later).
Definition 3.2 (Truth under Basic Evaluation)
. Let M = (W, ≤, * ) be a basic evaluation. For w ∈ W , we define (M, w) A by induction on the formula A as follows: 
In order to show completeness, we need some auxiliary definitions and lemmas.
Definition 3.7. We call a set of formulas ∆ prime iff it satisfies the following conditions:
(i) ∆ has the disjunction property, i.e., A ∨ B ∈ ∆ =⇒ A ∈ ∆ or B ∈ ∆;
(ii) ∆ is deductively closed, i.e., for any formula A, if ∆ ⊢ A, then A ∈ ∆; (iii) ∆ is consistent, i.e., ⊥ / ∈ ∆.
From now on, we will use Σ, ∆, Γ for prime sets of formulas. 
and, therefore,
By propositional reasoning we get Proof. Let (A n ) n∈N be an enumeration of all formulas. Now we define N 0 := N,
and finally
By induction in i, one can easily show that for all i ∈ N : N i B and, therefore, N ⋆
B.
It remains to show that N ⋆ is prime. We have the following:
• ⊥ / ∈ N ⋆ : Since ⊥ / ∈ N i for all i ∈ N, which can be shown by induction on i.
so by the definition of N i 1 +1 ,
which means that C ∈ N i 1 +1 and therefore C ∈ N ⋆ . The second case is analogous.
Lemma 3.10. Let ∆ be a prime set and t be a justification term. Then
Proof. Let A ∈ t −1 ∆. Then t : A ∈ ∆. Since ∆ is deductively closed, it contains all axioms, thus t : A → A ∈ ∆. Again, since ∆ is deductively closed, it follows by (MP ) that A ∈ ∆.
Definition 3.11 (Canonical Basic Modular Model). The canonical basic modular model is
where
Lemma 3.12. B can is a basic evaluation.
Proof. W = ∅: By the consistency of iJT4 CS we have that ∅ ⊥, it follows by the prime lemma 3.9 that there exists a prime set, so W can = ∅. Next, we check the conditons on the sets of formulas t * can
Then there is a formula B ∈ t * can w such that B → A ∈ s * can w . So s : B → A ∈ w and t : B ∈ w. Since w is a prime set, it is deductively closed, so it contains the axiom s : (B → A) → (t : B → s · t : A). Again since w is deductively closed, it follows by (MP) that s · t : A ∈ w, so A ∈ (s · t)
Since w is deductively closed, it contains the axiom s : A → (s + t) : A. Thus by (MP) we find (s + t) : A ∈ w, i.e., A ∈ (s + t) −1 w = (s + t) * can w . The second case is analogous.
since B → C ∈ Γ and Γ is deductively closed, we have that C ∈ Γ. Applying the induction hypothesis again, we get that ( * can , Γ) C.
For the other direction assume that ( * can , ∆) B → C. We have to show that B → C ∈ ∆. Assume for a contradiction that B → C / ∈ ∆. Since ∆ is deductively closed, it follows that ∆ B → C. It follows by the deduction theorem 2.4 that ∆ ∪ {B} C. By the prime lemma 3.9, there is a prime set Γ such that ∆∪{B} ⊆ Γ and Γ C, so in particular, C / ∈ Γ. By the induction hypothesis it follows that ( * can , Γ) B and ( * can , Γ) C, contradicting our assumption that ( * can , ∆) B → C.
5. A = t : B. We have t : B ∈ ∆ ⇐⇒ B ∈ t −1 ∆ = * can (t, ∆) ⇐⇒ ( * can , ∆) t : B.
Lemma 3.14. B can is a basic modular model.
Proof.
We only have to show factivity, for which we use the truth lemma. Assume that A ∈ * can (t, ∆) = t −1 ∆.
By Lemma 3.10 we know that t −1 ∆ ⊆ ∆, so we have A ∈ ∆. By the truth lemma for the canonical basic modular model, we can conclude that ( * can , ∆) A. So factivity is shown. 
