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ON SUMS OF NEARLY AFFINE CANTOR SETS
A. GORODETSKI AND S. NORTHRUP
Abstract. For a compact set K ⊂ R1 and a family {Cλ}λ∈J of dy-
namically defined Cantor sets sufficiently close to affine with dimH K +
dimH Cλ > 1 for all λ ∈ J , under natural technical conditions we prove
that the sum K+Cλ has positive Lebesgue measure for almost all values
of the parameter λ. As a corollary, we show that generically the sum of
two affine Cantor sets has positive Lebesgue measure provided the sum
of their Hausdorff dimensions is greater than one.
1. Introduction and Main results
Questions on the structure and properties of sums of Cantor sets appear
naturally in dynamical systems [32, 33, 34, 36], number theory [4, 22, 28],
harmonic analysis [2, 3], and spectral theory [12, 13, 14, 54]. J. Palis asked
whether it is true (at least generically) that the arithmetic sum of dynam-
ically defined Cantor sets either has measure zero, or contains an interval
(see [36]). This claim is currently known as the “Palis’ Conjecture”. The
conjecture was answered affirmatively in [29] for generic dynamically defined
Cantor sets. For sums of generic affine Cantor sets Palis’ Conjecture is still
open.
Even for the simplest case of middle-α Cantor sets these questions are
non-trivial and not completely settled. By a middle-α Cantor set we mean
the Cantor set
(1) C = ∩∞n=0In, In+1 = ∪mi=1ϕi(In), ϕi(I0) ∩ ϕj(I0) = ∅ for i 6= j,
where I0 = [0, 1], m = 2, ϕ1(x) = ax, ϕ2(x) = (1 − a) + ax, a = 12(1 − α).
Let us denote this Cantor set by Ca.
It is easy to show (using dimensional arguments, e.g. see Proposition 1
in Section 4 from [36]) that if log 2log 1/a +
log 2
log 1/b < 1 then Ca + Cb is a Cantor
set. On the other hand, Newhouse’s Gap Lemma (e.g. see Section 4.2 from
[36], or [32]) implies that if a1−2a
b
1−2b > 1 then Ca + Cb is an interval. This
still leaves a “mysterious region” R in the space of parameters, see Figure
1, and Solomyak [51] showed that for Lebesgue a.e. (a, b) ∈ R one has
Leb(Ca + Cb) > 0. A description of possible topological types of Ca + Cb
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Figure 1. The region R studied by B. Solomyak in [51]
was provided in [27]. It is still an open question whether Ca + Cb contains
an interval for a.e. (a, b) ∈ R.
Solomyak’s result was generalized to families of homogeneous self-similar
Cantor sets (i.e. Cantor sets given by (1) where all contractions {ϕi}i=1,...,m
are linear with the same contraction coefficient) by Peres and Solomyak
[40]. They showed that for a fixed compact set K ⊆ R and a family {Cλ}
of homogeneous Cantor sets parameterized by a contraction rate λ (i.e. all
contractions have the form ϕi(x) = λx+Di(λ), Di ∈ C1) one has
(2) dimH(Cλ +K) = dimHCλ + dimHK for a.e. λ ∈ (λ0, λ1)
if dimHCλ + dimHK < 1 for all λ ∈ (λ0, λ1), and
(3) Leb(Cλ +K) > 0 for a.e. λ ∈ (λ0, λ1)
if dimHCλ + dimHK > 1 for all λ ∈ (λ0, λ1).
In the case when K is a non-linear C1+ε-dynamically defined Cantor set,
the set of exceptional parameters in (3) in fact has zero Hausdorff dimension,
see [46, Theorem 1.4].
For a more general case of sums of dynamically defined Cantor sets C and
K on the first glance the mentioned above results by Moreira and Yoccoz
[29] provide the complete answer. But in practice in many cases one has to
deal with a finite parameter families of Cantor sets, or even with a specific
fixed Cantor sets C and K, and [29] does not provide specific genericity
assumptions that could be verified in a particular given setting. Specific
conditions that would allow to claim that
(4) dimH(C +K) = min (dimHC + dimHK, 1)
are currently known [17, 30, 39], but the case dimHC + dimHK > 1 turned
out to be more subtle.
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In this paper we address this question in the case of affine (all ϕi in (1) are
affine contractions, not necessarily with the same contraction coefficients)
and close to affine dynamically defined Cantor sets.
Theorem 1.1. Suppose J ⊆ R is an interval and {Cλ}λ∈J is a family of
dynamically defined Cantor sets generated by contracting maps
(5) {fi,λ(x) = ci(λ)x+ bi(λ) + gi(x, λ)}mi=1
such that the following holds:
(6) ci(λ), bi(λ) are C
1-functions of λ;
(7)
d|ci|
dλ
≤ −δ < 0 for all λ ∈ J and some uniform δ > 0;
(8) gi(x, λ) ∈ C2, with small (based on {ci(λ)}, {bi(λ)}) C2-norm.
Then for any compact K ⊂ R with
(9) dimH(K) + dimH(Cλ) > 1 for all λ ∈ J,
the sumset K + Cλ has positive Lebesgue measure for a.e. λ ∈ J .
Remark 1. Theorem 1.1 can be generalized in a straightforward way to a
larger class of nearly affine Cantor sets where topological Markov chains are
allowed instead of the full Bernoulli shift in the symbolic representation (see
[29] or [36] for detailed definitions). We restrict ourselves to the case of the
full shift only to keep the exposition more transparent.
Remark 2. We strongly believe that the assumption on Cλ being close to
affine is an artefact of the proof, and that a similar statement should hold
in a more general setting, for a family of non-linear dynamically defined
Cantor sets without any smallness assumptions on non-linearity. We plan
to address this question in a future publication.
Consider now the non-homogeneous affine case, that is a Cantor set gen-
erated by (1), where ϕk(x) = λkx + dk. Moreover, let us include it into a
family {KΛ}, where
(10) Λ = (λ1, . . . , λm), λk ∈ Jk ⊂ (−1, 0) ∪ (0, 1), and dk = dk(Λ) is C1.
The last condition in (1) implies that
[di(Λ) + λiKΛ] ∩ [dj(Λ) + λjKΛ] = ∅ for i 6= j,
which is sometimes called strong separation condition, e.g. see [40].
Fubini’s theorem together with Theorem 1.1 gives the following statement.
Corollary 1.1. Suppose K is a compact subset of the real line, and a family
{KΛ} of affine Cantor sets as above is given such that
dimH K + dimH KΛ > 1 for all (λ1, . . . , λm) ∈ J1 × · · · × Jm.
Then for a.e. (λ1, . . . , λm) ∈ J1 × · · · × Jm the set K + KΛ has positive
Lebesgue measure.
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Notice that in this setting any affine Cantor set is completely determined
by 2m parameters, namely (λ1, . . . , λm) ∈ Λ and (d1, . . . , dm). Admissible
2m-tuples of the parameters (i.e. such that ϕk([0, 1]) ⊆ [0, 1] for each k =
1, 2, . . . ,m, and the strong separation condition holds) form a subset in R2m.
As an immediate consequence of Corollary 1.1 we have
Corollary 1.2. Generically (for Lebesgue almost all admissible tuples of the
parameters) the sum of two affine Cantor sets has positive Lebesgue measure
provided the sum of their Hausdorff dimensions is greater than one.
Remark 3. It is interesting to compare these results with Theorem E from
[47] that claims that for any two affine Cantor sets C1 and C2 with sum of
dimensions greater than one, dimH {u ∈ R | Leb(C1 + uC2) = 0} = 0.
The idea of proof of Theorem 1.1 is to find some measures supported on
K and Cλ whose convolution is absolutely continuous with respect to the
Lebesgue measure. Since support of a convolution of two measures is the
sum of their supports, this would prove that Leb(K + Cλ) > 0. In Section
2 we provide the statement of a result from [10] on absolute continuity of
convolutions of singular measures under certain conditions. Then in Section
3 we verify those conditions for some specific measures supported on K and
Cλ.
2. Absolute continuity of convolutions
Let Ω = AZ+ with |A| = m ≥ 2 be the standard symbolic space, equipped
with the product topology. Let µ be a Borel probability measure on Ω.
Let J be a compact interval and assume we are given a family of contin-
uous maps Πλ : Ω → R, for λ ∈ J , such that Cλ = Πλ(Ω) are the Cantor
sets, and let νλ = Πλ(µ).
For a word u ∈ An, n ≥ 0, denote by |u| = n its length and by [u] the
cylinder set of elements of Ω that have u as a prefix. For ω, τ ∈ Ω we write
ω∧τ for the maximum common subword in the beginning of ω and τ (empty
if ω0 6= τ0; we set the length of the empty word to be zero). For ω, τ ∈ Ω,
let φω,τ (λ) := Πλ(ω)−Πλ(τ).
We will need the following statement.
Proposition 2.1 (Proposition 2.3 from [10]). Let η be a compactly supported
Borel probability measure on R of exact local dimension dη. Suppose that
for any ε > 0 there exists a subset Ωε ⊂ Ω such that µ(Ωε) > 1 − ε and
the following holds; there exist constants C1, C2, C3, α, β, γ > 0 and k0 ∈ Z+
such that
(11) dη +
γ
β
> 1 and dη >
β − γ
α
,
(12) max
λ∈J
|φω,τ (λ)| ≤ C1m−α|ω∧τ | for all ω, τ ∈ Ωε, ω 6= τ,
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(13) sup
v∈R
Leb({λ ∈ J : |v + φω,τ (λ)| ≤ r}) ≤ C2m|ω∧τ |βr
for all ω, τ ∈ Ωε, ω 6= τ such that |ω ∧ τ | ≥ k0, and
(14) max
u∈An,[u]∩Ωε 6=∅
µ([u]) ≤ C3m−γn for all n ≥ 1.
Then the convolution η ∗ νλ is absolutely continuous with respect to the
Lebesgue measure for a.e. λ ∈ J .
Remark 4. In fact, in Proposition 2.1 the condition on exact dimensionality
of the measure η can be replaced by the following condition (and this is the
only consequence of exact dimensionality of η that was used in the proof of
Proposition 2.1 in [10]): η is a compactly supported Borel probability measure
on the real line, such that
(15) η[Br(x)] ≤ Crdη , for all x ∈ R and r > 0.
3. Proofs
Here we construct the measure η supported on K and a family of measures
νλ with supp νλ = Cλ such that Proposition 2.1 can be applied. Since
absolute continuity of the convolution η ∗ νλ implies that Leb(Cλ +K) > 0,
this will prove Theorem 1.1.
Let us start with construction of the measure η. The compact set K ⊂ R
satisfies the condition (9), i.e. dimH(K) + dimH(Cλ) > 1 for all λ ∈ J .
Take any constant d ∈ (0,dimH(K)) that is sufficiently close to dimH(K)
to guarantee that d+ dimH(Cλ) > 1 for all λ ∈ J . By Frostman’s Lemma
(see, e.g., [24, Theorem 8.8]), there exists a Borel measure η supported on
K such that (15) holds with dη = d.
Let {Cλ}λ∈J be a family of dynamically defined Cantor sets generated by
contractions fk,λ : [0, 1]→ [0, 1], k = 1, . . . ,m, given by (5). Define the map
ξ : Cλ → R by
ξ(x) = log |f ′k,λ(f−1k,λ(x))| if x ∈ fk,λ([0, 1]).
Due to [23], there is an ergodic Borel probability measure µλ on Cλ (namely,
the equilibrium measure for the potential (dimH Cλ)ξ(x)) that satisfies the
condition −hµλ/µλ(ξ) = dimH(Cλ). This is also a measure on Cλ such that
dimH(µλ) = dimH(Cλ) (i.e. the measure of maximal dimension).
Sometimes it is convenient to consider one expanding map
Φλ : ∪mk=1fk,λ([0, 1]) 7→ [0, 1], where Φλ(x) = f−1k,λ(x) for x ∈ fk,λ([0, 1]),
instead of the collection of contractions {f1,λ, . . . , fm,λ}. Notice that Φλ(Cλ) =
Cλ, and the Lyapunov exponent of Φλ with respect to the invariant mea-
sure µλ is equal to −µλ(ξ). We will denote this Lyapunov exponent by
Lyapu(µλ). Since µλ is a measure of maximal dimension, we have
dimH(µλ) =
hµλ(Φλ)
Lyapu(µλ)
= dimH(Cλ).
6 A. GORODETSKI AND S. NORTHRUP
For each ω ∈ Ω let Fnλ (ω) = fω0,λ ◦ · · · ◦ fωn,λ(x), for a fixed x ∈ [0, 1].
Then we can define the map Πλ : Ω→ R given by
(16) Πλ(ω) = lim
n→∞F
n
λ (ω),
where in fact the limit does not depend on the initial point x ∈ [0, 1]. For
any λ1, λ2 ∈ J the map hλ1,λ2 : Cλ2 → Cλ1 defined by hλ1,λ2 = Πλ1 ◦ Π−1λ2
is a homeomorphism. It is well known (e.g. see Section 19 in [20]) that
this homeomorphism must be Ho¨lder continuous. Moreover, due to [37] the
following statement holds.
Lemma 3.1. For any λ0 ∈ J and any τ ∈ (0, 1) there exists a neighborhood
V ⊆ J , λ0 ∈ V , such that for any λ ∈ V the conjugacy hλ,λ0 : Cλ0 → Cλ
as well as its inverse hλ0,λ : Cλ → Cλ0 are Ho¨lder continuous with Ho¨lder
exponent τ .
Define the measure µ on Ω by µ := Π−1λ0 (µλ0), and set
νλ := Πλ(µ) = Πλ(Π
−1
λ0
(µλ0)) = hλ,λ0(µλ0) = hλ,λ0(νλ0).
If both hλ,λ0 and hλ0,λ are Ho¨lder continuous with Ho¨lder exponent τ then
τ dimH Cλ0 = τ dimH νλ0 ≤ dimH νλ ≤
1
τ
dimH νλ0 =
1
τ
dimH Cλ0 .
Since in Lemma 3.1 the value of τ can be taken arbitrarily close to one, we
get the following statement.
Lemma 3.2. For any λ0 ∈ J there exists a neighborhood W ⊆ J , λ0 ∈ W ,
such that for any λ ∈W we have
dη + dimH νλ > 1.
It is clear that in order to prove Theorem 1.1 it is enough to prove that
for each λ0 ∈ J there exists a neighborhood W,λ0 ∈ W , such that the sum
K+Cλ has positive Lebesgue measure for a.e. λ from W . For a given λ0 ∈ J
we can choose positive ε, α, β, and γ in such a way that
dη + dimH νλ0 > 1 + ε,
α <
Lyapu(νλ0)
logm
< β,
γ <
hνλ0 (Φλ0)
logm
.
If α, β are sufficiently close to
Lyapu(νλ0 )
logm , and γ is sufficiently close to
hνλ0
(Φλ0 )
logm , then we also have
dη +
γ
β
> 1,
which is one of the conditions (11) of Proposition 2.1, and also
β
α
< 1 +
ε
2
.
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Decreasing if needed the neighborhood W given by Lemma 3.2 we can guar-
antee that for all λ ∈W the following property holds:
hνλ(Φλ)
Lyapu(νλ)
− γ
α
<
ε
2
.
Therefore
dη > 1 + ε− dimH(νλ) > β
α
− γ
α
for λ ∈ W , which implies another part of the condition (11) of Proposition
2.1, namely,
dη >
β − γ
α
.
Finally let us notice that if W is small, then we have
α <
Lyapu(νλ)
logm
< β,
γ <
hνλ(Φλ)
logm
for all λ ∈W .
In order to verify the conditions (12), (13), and (14) of Proposition 2.1,
we will try to mimic the proof of Theorem 3.7 from [10]. We will show
that for a given small ε > 0 there are subsets Ω1 and Ω2 in Ω such that
µ(Ωi) > 1− ε2 , i = 1, 2, and properties (12) and (13) hold for all ω, τ ∈ Ω1,
and (14) holds for all ω, τ ∈ Ω2. This will imply that all these conditions
hold for all ω, τ ∈ Ωε = Ω1 ∩ Ω2 with µ(Ωε) > 1− ε, i.e. justify application
of Proposition 2.1, and therefore prove Theorem 1.1.
For ω ∈ Ω, ω = ω0ω1 . . . ωn . . ., set p(λ) = Πλ(ω) and
(17) l(s) =
dfωs−1,λ
dx
(Φsλ(p(λ))).
We will also write l(s)(λ) or l
(s)
ω if we need to emphasize the dependence of l(s)
on λ or ω. Notice that {l(s)} is a sequence of multipliers of the contractions
along the orbit of point p(λ) under the map Φλ, and if Lyapunov exponent
at p(λ) exists then
Lyapu(p(λ)) = − lim
n→∞
1
n
n∑
s=1
log
∣∣∣l(s)∣∣∣ .
Lemma 3.3. Given  > 0, there exists a set Ω1 ⊂ Ω with µ(Ω1) > 1 − 2
and N ∈ N such that
(18) α logm < − 1
n
n∑
s=1
log
∣∣∣l(s)(λ)∣∣∣ < β logm
for every λ ∈W , n ≥ N , and all p ∈ Πλ(Ω1).
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Proof of Lemma 3.3. Let us start with the first part of the inequality (18).
First we will show that for a fixed λ ∈W and a given ε′ > 0, there exists Ω′
with µ(Ω′) > 1− ε′ and N ∈ N such that
α logm+ ξ < − 1
n
n∑
s=1
log
∣∣∣l(s)(λ)∣∣∣ ,
where 0 < ξ < Lyapu(µλ)− α logm, for all n ≥ N and all p ∈ Πλ(Ω′).
By the Birkhoff Ergodic Theorem,
Lyapu(µλ) =
=
∫
log ‖DΦλ(Πλ(ω)‖ dµ(ω)
= lim
n→∞
1
n
n∑
s=1
log ‖DΦλ(Φsλ(Πλ(ω))‖
= lim
n→∞−
1
n
n∑
s=1
log
∣∣∣l(s)ω (λ)∣∣∣
for µ-a.e. ω ∈ Ω. Thus by Egorov’s theorem, there exists Ω′ ⊂ Ω with
µ(Ω′) > 1−ε′ such that the convergence is uniform on Ω′. Thus there exists
N ∈ N such that α logm + ξ < − 1n
∑n
s=1 log
∣∣l(s)(λ)∣∣ for all n ≥ N and all
p ∈ Πλ(Ω′).
Next we will show that N can be chosen uniformly in λ ∈ W . Let ε > 0
be given. Consider the family of functions
Lω(λ) = − log ‖DΦλ(Πλ(ω)‖.
We can treat the elements of this family as functions of λ with parameter ω.
Then {Lω(λ)}ω∈Ω is an equicontinuous family of functions and there exists
t > 0 such that if |λ1−λ2| ≤ t, then |Lω(λ1)−Lω(λ2)| < ξ100 for any ω ∈ Ω.
Consider a finite t-net {y1, . . . , yM} in W , containing M = M(W, t) points.
For each point yj we can find a set Ω
(j) ⊂ Ω, µ(Ω(j)) > 1− 4M , and Nj ∈ N
such that for every n ≥ Nj and every ω ∈ Ω(j), we have
1
n
n∑
s=1
Lσs(ω)(yj) = −
1
n
n∑
s=1
log
∣∣∣l(s)ω (yj)∣∣∣ > α logm+ ξ.
Take Ω1 = ∩Mj=1Ω(j). We have
µ(Ω1) > 1−M ε
4M
= 1− ε
4
,
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and for every λ ∈W there exists yj with |yj−λ| ≤ t. So for every ω ∈ Ω1 ⊆
Ω(j) and every n ≥ N = max{N1, . . . , NM}, we have
− 1
n
n∑
s=1
log
∣∣∣l(s)ω (λ)∣∣∣ = 1n
n∑
s=1
Lσs(ω)(λ)
≥ 1
n
n∑
s=1
Lσs(ω)(yj)−
∣∣∣∣∣ 1n
n∑
s=1
Lσs(ω)(yj)−
1
n
n∑
s=1
Lσs(ω)(λ)
∣∣∣∣∣
≥ α logm+ ξ − ξ
100
> α logm+
ξ
2
> α logm,
which proofs the first part of the inequality (18). The proof of the second
part is analogous. This concludes the proof of Lemma 3.3. 
Notice that Lemma 3.3 directly implies that for p ∈ Πλ(Ω1) and n ≥ N
we have
(19) m−βn <
∣∣∣∣∣
n∏
s=1
l(s)
∣∣∣∣∣ < m−αn.
The next statement is a simple partial case of Lemma 3.12 from [10].
Lemma 3.4. There is a constant C > 0 such that for any word ω0ω1 . . . ωn ∈
An+1, any λ ∈ J , and any x, y ∈ I0 = [0, 1] the following holds. Set
p = fω0,λ ◦ fω1,λ ◦ . . . ◦ fωn,λ(x),
and define {l(s)} by (17). Denote
q = fω0,λ ◦ fω1,λ ◦ . . . ◦ fωn,λ(y).
Then
1
C
∣∣∣∣∣
n∏
s=1
l(s)
∣∣∣∣∣ ≤ |p− q||x− y| ≤ C
∣∣∣∣∣
n∏
s=1
l(s)
∣∣∣∣∣ .
The property (12) for all ω, τ ∈ Ω1 follows now from (19) and Lemma 3.4.
In order to check (13) for some ω, τ ∈ Ω it is enough to show that
(20)
∣∣∣∣ ddλφω,τ (λ)
∣∣∣∣ > C ′m−β|ω∧τ |
for some uniform (independent of ω, τ ∈ Ω) constant C ′ > 0.
Let us consider some ω, τ ∈ Ω, and set n = |ω ∧ τ |. Let us denote
P0(λ) = Πλ(ω), Q0(λ) = Πλ(τ),
and
Ps = Φ
s
λ(P0), Qs = Φ
s
λ(Q0), s = 0, . . . , n.
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Notice that the distance between Pn and Qn is uniformly bounded away
from zero. Indeed, since n = |ω∧ τ |, Pn and Qn belong to different elements
of Markov partition of Cλ. Let us also denote
k
(s)
λ = fωs−1 and l
(s)(λ) =
∂k
(s)
λ
∂x
(Ps(λ)) for s = 1, 2, . . . , n.
We have
(21) k
(s)
λ (x) = k
(s)
λ (Ps(λ)) + l
(s) · (x− Ps(λ)) +O((x− Ps(λ))2)
and
(22)
∂k
(s)
λ
∂x
(x) = l(s) +O(x− Ps(λ)).
Notice that P0 = k
(1)
λ ◦ . . . ◦ k(n)λ (Pn), and Q0 = k(1)λ ◦ . . . ◦ k(n)λ (Qn).
To prove (20) we need to find a bound on
d
dλ
φω,τ (λ) =
d
dλ
(P0(λ)−Q0(λ)) =
=
n∑
i=1
(
i−1∏
s=1
∂k
(s)
λ
∂x
(Ps(λ))
)
∂k
(i)
λ
∂λ
(Pi(λ)) +
(
n∏
s=1
∂k
(s)
λ
∂x
(Ps(λ))
)
∂Pn
∂λ
(λ)
−
n∑
i=1
(
i−1∏
s=1
∂k
(s)
λ
∂x
(Qs(λ))
)
∂k
(i)
λ
∂λ
(Qi(λ))−
(
n∏
s=1
∂k
(s)
λ
∂x
(Qs(λ))
)
∂Qn(λ)
∂λ
=
n∑
i=1
(
i−1∏
s=1
∂k
(s)
λ
∂x
(Ps(λ))
)(
∂k
(i)
λ
∂λ
(Pi(λ))− ∂k
(i)
λ
∂λ
(Qi(λ))
)
+
n∑
i=1
∂k
(i)
λ
∂λ
(Qi(λ))
(
i−1∏
s=1
∂k
(s)
λ
∂x
(Ps(λ))−
i−1∏
s=1
∂k
(s)
λ
∂x
(Qs(λ))
)
+
((
n∏
s=1
∂k
(s)
λ
∂x
(Ps(λ))
)
∂Pn
∂λ
(λ)−
(
n∏
s=1
∂k
(s)
λ
∂x
(Qs(λ))
)
∂Qn(λ)
∂λ
)
= S1 + S2 + S3
Let us estimate S1. We have
S1 =
n∑
i=1
(
i−1∏
s=1
∂k
(s)
λ
∂x
(Ps(λ))
)(
∂k
(i)
λ
∂λ
(Pi(λ))− ∂k
(i)
λ
∂λ
(Qi(λ))
)
=
n∑
i=1
(
i−1∏
s=1
l(s)
)
∂2k
(i)
λ
∂x∂λ
(Wi(λ))(Pi(λ)−Qi(λ))
where Wi(λ) is a point between Pi(λ) and Qi(λ).
Since we have
∂2k
(i)
λ
∂x∂λ
=
∂cωi−1
∂λ
+
∂2gωi−1(x, λ)
∂x∂λ
,
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the assumption (7) implies that
∂2k
(i)
λ
∂x∂λ has sign opposite to the sign of l
(i).
Also, it is easy to see that Pi(λ)−Qi(λ) has the same sign as(
n∏
s=i+1
l(s)
)
(Pn(λ)−Qn(λ)).
Therefore all terms in the sum S1 have the same sign as
−
(
n∏
s=1
l(s)
)
(Pn(λ)−Qn(λ)).
Using Lemma 3.4, assumption (7), and the fact that |Pn(λ) − Qn(λ)| is
bounded away from zero, this implies that
|S1| =
n∑
i=1
∣∣∣∣∣
i−1∏
s=1
l(s)
∣∣∣∣∣
∣∣∣∣∣∂2k
(i)
λ
∂x∂λ
(Wi(λ))
∣∣∣∣∣ |Pi(λ)−Qi(λ)| ≥ nC∗
∣∣∣∣∣
n∏
s=1
l(s)
∣∣∣∣∣(23)
for some constant C∗ > 0.
Let us now estimate S2. Let us remind that k
(s)
λ (x) = fωs−1,λ(x) =
cωs−1(λ)x+bωs−1(λ)+gωs−1(x, λ), where the C
2-norm of gωs−1(x, λ) is small.
|S2| =
∣∣∣∣∣
n∑
i=1
∂k
(i)
λ
∂λ
(Qi(λ))
(
i−1∏
s=1
∂k
(s)
λ
∂x
(Ps(λ))−
i−1∏
s=1
∂k
(s)
λ
∂x
(Qs(λ))
)∣∣∣∣∣
≤
n∑
i=1
∣∣∣∣∣∂k
(i)
λ
∂λ
(Qi(λ))
∣∣∣∣∣ ·
∣∣∣∣∣
(
i−1∏
s=1
∂k
(s)
λ
∂x
(Ps(λ))−
i−1∏
s=1
∂k
(s)
λ
∂x
(Qs(λ))
)∣∣∣∣∣
≤
n∑
i=1
C
∣∣∣∣∣
(
i−1∏
s=1
∂k
(s)
λ
∂x
(Ps(λ))−
i−1∏
s=1
∂k
(s)
λ
∂x
(Qs(λ))
)∣∣∣∣∣
= C
n∑
i=1
∣∣∣∣∣
i−1∏
s=1
l(s)
∣∣∣∣∣
∣∣∣∣∣∣1−
∏i−1
s=1
∂k
(s)
λ
∂x (Qs(λ))∏i−1
s=1
∂k
(s)
λ
∂x (Ps(λ))
∣∣∣∣∣∣
Lemma 3.5.∣∣∣∣∣∣1−
∏i−1
s=1
∂k
(s)
λ
∂x (Qs(λ))∏i−1
s=1
∂k
(s)
λ
∂x (Ps(λ))
∣∣∣∣∣∣ ≤ C ′
∣∣∣∣∣
n∏
s=i
l(s)
∣∣∣∣∣ maxt=1,...,m ‖gt(x, λ)‖C2
for some C ′ > 0.
Proof of Lemma 3.5. Note that if A is near 1 and B is much smaller than
1, we have that
| logA| < B implies |A− 1| ≤ 2B.
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Indeed,
| logA| < B ⇒ e−B − 1 < A− 1 < eB − 1
⇒ −B +O(B2) < A− 1 < B +O(B2)
⇒ |A− 1| < 2B
for small B.
To prove Lemma 3.5, we will show that
∣∣∣∣∣log ∏i−1s=1 ∂k
(s)
λ
∂x
(Qs(λ))∏i−1
s=1
∂k
(s)
λ
∂x
(Ps(λ))
∣∣∣∣∣ is small. By
the mean value theorem and using Lemma 3.4 we get∣∣∣∣∣∣log
∏i−1
s=1
∂k
(s)
λ
∂x (Qs(λ))∏i−1
s=1
∂k
(s)
λ
∂x (Ps(λ))
∣∣∣∣∣∣ =
∣∣∣∣∣
i−1∑
s=1
log
∂k
(s)
λ
∂x
(Qs(λ))−
i−1∑
s=1
log
∂k
(s)
λ
∂x
(Ps(λ))
∣∣∣∣∣
≤ C
i−1∑
s=1
∣∣∣∣∣∂k
(s)
λ
∂x
(Qs(λ))− ∂k
(s)
λ
∂x
(Ps(λ))
∣∣∣∣∣
= C
i−1∑
s=1
∣∣∣∣∂gωs−1∂x (Qs(λ))− ∂gωs−1∂x (Ps(λ))
∣∣∣∣
= C
i−1∑
s=1
∣∣∣∣∂2gωs−1∂x2 (Vs+1)
∣∣∣∣ |Qs(λ)− Ps(λ)|
≤ C˜ max
t=1,...,m
‖gt(x, λ)‖C2
i−1∑
s=1
∣∣∣∣∣∣
n∏
j=s+1
l(s)
∣∣∣∣∣∣
≤ ˜˜C max
t=1,...,m
‖gt(x, λ)‖C2
∣∣∣∣∣
n∏
s=i
l(s)
∣∣∣∣∣
since the terms of the last sum are bounded by a geometrical progression.
This proves Lemma 3.5. 
Therefore we have
(24) |S2| ≤ nC ′′
∣∣∣∣∣
n∏
s=1
l(s)
∣∣∣∣∣ maxt=1,...,m ‖gt(x, λ)‖C2 .
Notice that Lemma 3.5 implies also that for come constant Cˆ > 0 we have
(25) |S3| ≤ Cˆ
∣∣∣∣∣
n∏
s=1
l(s)
∣∣∣∣∣ .
Now combining (23), (24), and (25) we get
∣∣∣∣ ddλφω,τ (λ)
∣∣∣∣ = |S1 + S2 + S3| ≥ (nC∗ − nC ′′ maxt=1,...,m ‖gt(x, λ)‖C2 − Cˆ
) ∣∣∣∣∣
n∏
s=1
l(s)
∣∣∣∣∣ .
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Therefore one can choose smallness of the C2 norms of {gi}i=1,...,m in (8) so
that for some δ∗ > 0 and all large enough values of n ∈ N we have∣∣∣∣ ddλφω,τ (λ)
∣∣∣∣ ≥ nδ∗
∣∣∣∣∣
n∏
s=1
l(s)
∣∣∣∣∣(26)
for any ω, τ ∈ Ω with |ω ∧ τ | = n. In particular, if ω, τ ∈ Ω1 then (26)
together with (19) imply that∣∣∣∣ ddλφω,τ (λ)
∣∣∣∣ ≥ nδ∗m−βn = nδ∗m−β|ω∧τ |,
which implies (20) and hence verifies the assumption (13).
Finally, the Shannon-McMillan-Breiman Theorem implies that
− 1
n
logµ([ω]n)→ hµ(σ)
for µ-a.e. ω ∈ Ω. By Egorov’s theorem, there exists a set Ω2 ⊂ Ω with
µ(Ω2) > 1− ε/2 such that this convergence is uniform in ω ∈ Ω2. Thus we
have
− 1
n
logµ([ω]n)→ hµ(σ) > γ logm
uniformly for ω ∈ Ω2. So for n sufficiently large, we have that
µ([ω]n) < m
−γn.
Hence if C > 0 is sufficiently large then for all n ≥ 1 we have
µ([ω]n) < Cm
−γn.
Now let Ωε = Ω1∩Ω2, then µ(Ωε) > 1−ε and all conditions of Proposition
2.1 hold on Ωε. This concludes the proof of Theorem 1.1.
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