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1. INTRODUCTION 
This paper presents ome general existence principles and theory for the nonlinear discrete bound- 
ary value problem 
A2y( i -1 )+#f( i ,y ( i ) )=O,  iEN,  (1.1) 
y(O) = O, y(T + 1) = 0. 
Here # > 0, T E {1 ,2 , . . .} ,  N = {1 . . . .  ,T}, N + = {0 ,1 , . . . ,T+ 1}, and y : N + --* R. 
Throughout  his paper we will assume 
f : N x l:t --* R is continuous. (1.2) 
REMARK. A map f : N x R --* R is continuous if it is continuous as a map of the topological 
space N x 1~ into the topological space R. Throughout his paper, the topology on N will be 
the discrete topology. 
Let C(N +, R) denote the class of maps w continuous on N + (discrete topology), with norm 
Iwl0 = maxkeN+ Iw(k)l, i.e., 
C (N+,R)  = {w; w:  N + --* R} ,  
which is a Banach space. 
REMARK. Since N + is a discrete space then any mapping of N + to R is continuous. 
By a solution to (1.1), we mean a w E C(N+,R)  such that w satisfies (1.1) for i E N 
and w satisfies the boundary conditions. Two types of existence results will be established in 
this paper. Our main result is in Section 4; here a discrete version of the generalized Gelfand 
problem [1] is presented. Our goal here is to establish the existence of nonnegative solutions. This 
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motivates a discussion of lower solutions. As a result in Section 3, we discuss the notion of upper 
and lower solutions of (1.1). An easy argument (based on the Schauder fixed point theorem) will 
guarantee that (1.1) has a solution which will lie between the lower and upper solutions. This 
result is in the spirit of known results in the literature [1,2]. The arguments in Sections 3 and 4 
rely on new existence principles for (1.1) established in Section 2. These principles in turn rely 
on two results in the theory of fixed points; for convenience we state these here. 
THEOREM 1.1. [3]. Let C be a convex subset of a normed linear space E. Then every compact 
continuous map F : C --* C has at least one fixed point. 
THEOREM 1.2. (NONLINEAR ALTERNATIVE [3]). Let C be a convex subset ofa  normed linear 
space E. Assume U is a relatively open subset of C with 0 6 U and F : U --* C a continuous 
compact map. Then either 
(A1) F has a fixed point in -U, or 
(A2) there is a point u 6 OU and A 6 (0, 1) with u = A F(u). 
REMARK. It is worth remarking here that only minor adjustments in the arguments are needed 
to discuss nonhomogeneous Dirichlet data (and even other types of boundary data). 
2. EX ISTENCE PR INCIPLE  
We now use Theorems 1.1 and 1.2 to establish a general existence principle for problems of the 
form (1.1). This principle will be used in Sections 3 and 4. 
THEOREM 2.1. 
(a) Suppose (1.2) is satisfied. In addition, assume there is a constant Ko with 
I/(j,u)] <_Ko, fora l l j  6N  + anduER.  (2.1) 
Then (1.1) has a solution. 
(b) Suppose (1.2) is satisfied. In addition, assume there is a constant Mo, independent of A, 
with 
lY[o = sup [y(i)[ # Mo 
iEN+ 
for any solution y (here y 6 C(N+,R) )  to 
A2y( i -1 )+Xl~f ( i , y ( i ) )=O,  ieN ,  
y(O) = O, y(T + 1) = O, (2.2),~ 
/or each A 6 (0, 1). Then (1.1) has a solution. 
PROOF. 
(a) Solving (1.1) is equivalent to finding a y 6 C(N +, R) which satisfies 
T 
y(i) = # Z G(i, j ) f ( j ,  y(j)), i 6 N +, (2.3) 
j= l  
where 
j (T+ l - i )  0_<j<i -1 ,  
T+I  ' 
G(i , j )  = i(T + l - j )  i < j < T+ 1. 
T+I  ' - - 
Define the operator S : C(N +, It) --, C (N  +, It) by setting 
T 
Sy(i) = I~ Z G(i,j) f(j,y(j)). 
j=l 
(2.4) 
(2.5) 
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Now (1.1) is equivalent to the fixed point problem 
y=Sy.  (2.6) 
(b) 
The continuity of f implies that S : C(N +, R) --* C(N +, R) is continuous. In addition, 
(2.1) and the Arzela Ascoli theorem [4] imply that S : C(N +, R) --* C(N + , R) is a compact 
map. Now Theorem 1.1 implies that S has a fixed point, i.e., (1.1) has a solution. 
Solving (2.2)~ is equivalent o finding a y E C(N +, R) which satisfies 
T 
y(i) = )~Iz ~ a(i , j )  f( j ,y(j)), i E N +, (2.7)~ 
j=l 
where G(i,j) is as in (2.4). Define S :  C (N+,R)  --* C (N+,R)  as in (2.5). Then (2.7)~ is 
equivalent to the fixed point problem 
y = )~Sy. (2.8)~ 
Now S : C (N+,R)  --* C (N+,R)  is continuous and completely continuous. To see this, 
let ~ be a bounded subset of C (N+,R) .  Clearly S(~) is bounded so the Arzela Ascoli 
theorem [4] implies S(fl) is compact. Thus, S : C(N +, R) --* C(N +, R) is completely 
continuous. Let 
U= {uE C(N+,R) :  [u[0 < M0} and E=c(N+,R) .  
Now Theorem 1.2 implies S has a fixed point (notice with the above choice of U, possibil- 
ity (A2) is ruled out), i.e., (1.1) has a solution. I 
o 
In this section, we discuss 
LOWER AND UPPER SOLUTIONS 
~2 ~(i - 1) + S(i, y(i)) = 0, 
y(O) = o, y(T + 1) = 0, 
i E  N, 
with f satisfying (1.2). A map c~ E C(N+,R)  is called a lower solution of (3.1) if 
A2 ~(i--1) + f(i,a(i)) > O, i E N, 
a(O) <_ O, a(T + 1) _< O. 
(3.1) 
Similarly we define an upper solution of (3.1) by reversing the inequalities. 
THEOREM 3.1. Suppose (1.2) is satisfied. Assume there exists a,/3 E C(N+,R) ,  respectively, 
lower and upper solutions of (3.1) with a(i) <_/3(i) for i E N. Then (3.1) has a solution y with 
a(i) <_ y(i) <_ 3(i) for i E N. 
PROOF. Consider the modified problem 
a 2 ~(i - 1) + S*(i ,  y( i ))  = 0, 
y(O) = o, y (T  + 1) = 0, 
where 
S(i, Z(i)) + p(Z(i) - u), 
S ' ( i ,u )  = f ( i ,u) ,  
f ( i ,  a(i))  + p(a(i) - u), 
i EN ,  
(3.2) 
u > 3(i),  
~(i) < u < ~(i),  
u < a(i) ,  
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and p : R -* [-1, 1] is the radial retraction defined by 
u, if lu[ _< 1, 
u 
p(u)= ~-~, otherwise. 
Theorem 2.1(a) implies that (3.2) has a solution y e C(N  +, R). 
To finish the proof, it remains to show a(i) <_ y(i) <_ ~(i) for i E N. Once this is shown, then 
y iS a solution of (3.1) and we are finished. First we show y(i) <_/~(i) for i E N. If this is not 
true, then there exists k E N with y(k) -/~(k) > 0. Let m be the point where y(i) - /3( i)  assumes 
its maximum over N. Certainly y(m) - /~(m) > 0. Let u(i) = y(i) -/~(i). Now u(m) > u(m + 1) 
and u(m) >_ u(m - 1) implies 
2u(m) >_ u(m + 1) + u(m - 1) i.e., u(m + 1) + u(m - 1) - 2u(m) _< O. 
Thus, 
A s u(m - 1) _< 0. 
On the other hand since y(m) >/~(m), we have 
A s u(m - 1) = A s y(m - 1) - A2  ~(m - 1) = - f * (m,  y(m)) - A 2 ~(m - 1) 
= - f (m,  ~(m))  - p (~(m)  - y (m))  - a 2 ~(m - 1) > -p (~(m)  - ~(m))  > 0. 
(3.3) 
ThiS contradicts (3.3). Consequently y(i) <_ ~(i) for i e N. A similar argument shows a(i) ~_ y(i) 
for i E N. | 
4. GENERALIZED GELFAND PROBLEM 
ThiS section establiShes the existence of a nonnegative solution to (1.1). The conditions placed 
on the nonlinearity f were motivated by the discrete version of the Gelfand problem [1]. 
THEOREM 4.1. Suppose (1.2) is satisfied. In addition, assume 
and 
f( i ,  O) >_ O, for i e N, (4.1) 
there is a continuous, nondecreasin$ function ~/, : [0, co) ~ [0, co) 
with ¢(u) > 0 for u > 0 and constants qj >_ O, j e N with 
f ( j ,  u) < qj ¢(u) for any u > 0 and j e N, 
Po > 0 ~t is f i~  ( c)) sup > 1; 
ce(0,oo) /~0 Q¢(c "O'm" 0 , _  ,:, 
(4.2) 
(4.3) 
hold. If O <_ p <_ I~o, then (I.i) has a nonnegative solution. 
PROOF. Without loss of generality, assume # > 0. Consider the family of problems 
A2y( i - -1 )+Apf f * ( i , y ( i ) )=O,  ieN ,  
y(O) = O, y(T + 1) = O, 
(4.4)x 
for 0<A < 1; here 
f f(i, ~,), ~, _> 0, 
(i, u) 
l f ( i ,O) -u ,  u~_ O. 
REMARK.  It iS easy to see (see [5, Section 2.7]) that f** : N x R --, R is continuous. 
Boundary Value Problems 87 
We first show that any solution y to (4.4)~, 0 < )~ < 1 satisfies 
y(i) > o, for i e N. (4.5) 
REMARK. In fact, (4.5) also holds if A = 0 or ,k = 1. 
If (4.5) is not true, then there exists k E N with y(k) < 0. Let m be the point where 
y(i) assumes its minimum over N. Certainly y(m) < 0. Also y(m) < y(m + 1) and y(m) < 
y(m - 1) implies 
A 2 y(m - 1) > 0. (4.6) 
On the other hand, since y(m) < 0, we have 
A 2 y(ra - 1) = -)~ #If(i,  0) - y(m)] < 0. 
This contradicts (4.6), so (4.5) is true. 
For notational purposes, let Y0 = supkeN+ y(k). Fix # < #0. Let M0 > 0 satisfy 
Mo 
#Q¢(Mo)  
> 1. (4.7) 
Let y be any solution to (4.4)~ for 0 < A < 1. Then (4.5) holds. Also for i c N +, we have 
T T 
y(i) = A# ~ a( i , j )  f ( j , y ( j ) )  <_ )~# ~ a( i , j )q j  ~(y(j))  <_ #QV(yo) .  
j=l j=l 
Thus, Y0 _< # Q ~b(y0) so 
Suppose Yo = M0. Then (4.8) implies 
YO < 1. (4.8) 
Q ¢(yo) - 
Mo 
_<1, 
~Q¢(M0)  
which contradicts (4.7). Thus any solution y of (4.4)~ satisfies M0 ¢ Mo, i.e., Yo ~ M0. Now 
Theorem 2.1(b) implies that (1.1) has a solution y. Notice y(i) > 0 for i E N by the remark 
after (4.5). | 
EXAMPLE 4.1. The nonlinear discrete problem 
A 2 y(i - 1) + # e (a~(0)/(a+y(0) = 0, i E N, 
y(O) = O, y (T+ 1) = 0; a > 0 
(4.9) 
has a nonnegative solution for all # > 0. 
To see this we apply Theorem 4.1. Let f ( i ,u)  = e (~)/(~+~), qi = 1, and ¢(u) = e (~)/(~+~). 
Now 
a 
sup = c~, 
ce¢0,o~) ¢(c) 
so Theorem 4.1 implies that (4.9) has a nonnegative solution for all # _> 0. 
EXAMPLE 4.2. The discrete Gelfand problem 
A 2y( i -1 )+#e ~(0 =0,  
y(O) = O, y(T + 1) = 0 
i EN ,  (4.1o) 
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has a nonnegative solution for all 
0<#< 
8 
e(T+ 1) (T+2)"  
Let f ( i ,  u) = e u, qi = 1, and ¢(u) = e u. Notice first 
Also for i 6 N +, we have 
c 1 
sup = - 
ce(o,~) ¢(c) e" 
and so 
T i - I  T 
1 1 
Z qJ G( i , j )  = ___*-'--'~T Z (T + 1 - i) j + T + 1 Z i (T  + 1 - j)  = 
j= l  j= l  3=, 
i (T + 1 - i )  
2 
i (T+ 1 - i) (T+ 1) (T+ 2) 
Q= max < 
~g+ 2 8 
Now fix 0 < # < 8/(e (T + 1)(T + 2)). Let #0 = #. Then (4.3) is satisfied since 
sup = - -  
+e(o,m) #o Q-¢(c) #o e (T + 1)(T + 2) > 1. 
Now Theorem 4.1 implies that (4.10) has a nonnegative solution for all 
8 
0_#< 
e(T+ 1) (T+2)"  
EXAMPLE 4 .3 .  Consider the discrete boundary value problem 
A2 y(i - 1) + # ([y(i)]'~ + A) = 0, 
y(O) = O, y(T + 1) = 0; 
i6  N, 
(4.11) 
A>0.  
(i) If 0 _< a < 1, then (4.11) has a nonnegative solution for all # > 0. 
(ii) If a = 1, then (4.11) has a nonnegative solution for all 
0<~u< 
(T+ 1) (T+ 2)" 
(iii) If a > 1, then (4.11) has a nonnegative solution for all 
0<#< 8 (.~_1.) (,~- 1)/,,. 
a (T + 1)(T + 2) 
We will apply Theorem 4.1 in each of the above cases. Let f( i ,  u) = u a + A, qi = 1, and 
¢(u)  = u + A. 
CASE (i). 0 _< a < I. 
Now since 
c c 
sup  - -  = sup  - - - -O0: ,  
c~(O,oo) ¢(c) cm¢0,oo) ca + A 
then Theorem 4.1 implies that (4.11) has a nonnegative solution for all # _> 0. 
CASE (ii). Ot = 1. 
Then 
c (T + 1)(T + 2) 
sup- -=1 and Q= 
~e(0,oo) c + A 8 
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Now fix 0 < # < 8/( (T  + 1)(T + 2)). Let #0 = #. Then (4.3) is satisfied and so Theorem 4.1 
implies that (4.11) has a nonnegative solution for all 
0<#< 
(T + 1)(T + 2)' 
CASE (iii). ~ > 1. 
Then 
c 1 ( _~)  (~-1)/~ (T+I ) (T+2)  
sup =-  and Q = 
ee(0,oo} ca + A ~ 8 
Now fix 0 </z  < 8 / (a  (T+ 1) (T+ 2)) ( (a  - 1)/A)(a-1)/% Let #0 = #. Then (4.3) is satisfied and 
so the result follows from Theorem 4.1. 
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