Abstract. A review of current state of understanding of dielectric mixture properties and approaches to use numerical calculations for their modeling are presented. It is shown that interfacial polarization can yield different nonDebye dielectric responses depending on the properties of the constituents, their concentrations and geometrical arrangements. Future challenges on the subject are also discussed.
Introduction
Many materials used in our daily life are composites, which are often made up of at least two constituents or phases. The outstanding mechanical properties of many composites, and especially the unique combination of low density with high strength and stiffness have led not only to extensive research but also to a highly developed technologies [1, 2, 3] . In comparison, relatively little attention was given to their other physical properties, which in parallel affected their use in electrical applications [4, 5, 6, 7] . The main advantage of composites is the ability to tailor materials for special purposes. Their applications are evolving day by day through the developments which lead to better precision in their manufacturing.
Designing of composite materials for electrical applications with classical trial and error approach requires a lot of time and money. However, by using computers, modeling desired properties of insulation systems can be estimated and corrected. The electrical properties of the system, i.e., its conductivity and dielectric permittivity, are influenced by the properties of the constituents, interaction between them and geometrical configuration. One should not forget that insulating materials or dielectrics, as Faraday called them [8] , show various properties at different voltages, temperatures, frequencies, moisture content and mechanical stresses. These should be considered in the design as well as in the diagnostics.
From the early days of the electromagnetic field theory, predicting and calculating the dielectric properties of mixtures has been a challenging problem of both theoretical and practical importance [7, 5, 4, 9, 6, 10, 11, 12, 13] . In composites the polarization of charges due to the differences between the electrical properties of the facing constituents plays an important role. Maxwell [14] was the first to notice this phenomenon when he considered a binary layered structure and expressed the effective dielectric properties of the composite. When structures other than the layered arrangement of phases were studied [15, 16, 5, 4, 6, 7, 17] , it was realised that the problem was not trivial, and even the geometrical shapes [7, 18, 19, 20, 21] and arrangements of inclusions [22, 23, 21, 24, 25, 26, 27, 28] played an important role in the electrical properties of composites.
The aim of this article is to give a brief review on dielectric mixture systems studied in the literature and to attract attention to the behavior of interfacial polarization in frequency dependent fields.
First, dielectrics and polarization phenomenon are presented in the next section. Later sections summarize different theoretical studies avaliable in the literature as well as numerical simulations performed by the authors on ideal structures. The simulations presented were in two dimensions and were designed such that the chosen material parameters have yielded dielectric relaxations at frequencies lower than 1 MHz. Simulations of three dimensional structures are so far very rear [29, 30, 31, 32, 33] and there is still a need for developments.
Dielectrics

Polarization in dielectrics
The interaction between electromagnetics fields and matter is described by Maxwell equations. Vectors expressing the electrical components, dielectric displacement D and electric field E of the electromagnetic phenomena in dielectrics are interrelated.
The constant ε 0 is the permittivity of the free space, 1/36π nF/m. The polarization vector, P, can also be written as follows,
where ρ is the charge density. The relation between the dielectric displacement, D, and the applied field, E, is often linear and can be expressed with a simple proportionality constant, ε,
The constant ε is called the relative permittivity, which describes the dielectric properties of medium. When the polarization, P, is taken into account (inserting Eq. (3) in Eq. (1)), it is also proportional to the field, E P =χε 0 E ≡ ε 0 (ε − 1)E
The quantity χ is called the polarization coefficient of the substance, or its dielectric susceptibility. Observe that in free space, ε = 1, there is no polarization and χ = 0. The polarization in materials can be due to several mechanisms; electronic, ionic (molecular), atomic, dipolar (orientational), and interfacial polarizations [34, 35, 36, 37] . Furthermore, hopping of charge carries between localized sites also creates polarization [34, 38, 39, 40, 36] . The first three polarization mechanisms are much quicker than the others. For this reason, depending on the time scale, the fast polarizations can together be considered as an instantaneous polarization, P 0 . Moreover, the polarization is to be finite at longer times, P(t → ∞) = P s , since infinite amount of electrical energy can not be stored in a dielectric (or a capacitor). Fig. 1 shows the polarization for a medium when a constant-step electric field, E = E 0n withn being the unit vector, is applied at t = ξ. The permittivity values at t → ∞ and t − ξ ≈ 0 are defined as ε s and ε ∞ which are the static and instantaneous (high frequency) dielectric constants, respectively. The time dependence of polarization is expressed as following when the electric history of the material is known
where f(t) is called the dielectric response function and it is an intrinsic material property. For harmonic fields Eq. (5) and Eq. (1) yield to the complex dielectric permittivity, ε, as follows.
Therefore, the Fourier transform of the response function f(t) is defined as the complex dielectric susceptibility,
The real and imaginary parts of the dielectric susceptibility are coupled to each other by Kramer-Kronig relations [41] .
Interfacial polarization
When two media are put into contact (forming an interface) and an electric field is applied, charge polarization occurs at the interface due to the differences between the ratios of the electrical properties (conductivity and permittivity). This phenomena was first studied by Maxwell [42] who considered two phase system with one of the phases insulating, σ 1 = 0. The system was a layered strucure and the effective dielectric permittivity of the mixture was expressed as a function of intrinsic electrical properties of the phases, σ 1,2 and ǫ 1,2 ≡ ε ∞1,2 and their volume fraction q. The complex dielectric permittivity of the phases, ε, in that case is
and the effective complex permittivity of the mixture can be expressed as ε e (ω) = ǫ e + ∆ε 1 + ıωτ (9) where ∆ε is the dielectric strength of the interfacial polarization and τ is the relaxation time of the polarization. This expression is in the form of Debye relaxation function [43] .
and ǫ e is the effective dielectric constant at optical (high) frequencies
A more general case is that both media have complex dielectric permittivities, ε 1 and ε 2 , in this case the effective dielectric permittivity is expressed as [14, 20] 
The polarized charge density in the interface ρ can be calculated from the Maxwell equations, and is expressed as
The approach of Maxwell (two layer structure) is trivial and yields the only fully valid analytical formulas avaliable in the dielectric mixture theory for any composition of constituents. It can easily be extented to multi-layer systems.
Electrical conduction
In reality, there are no perfect dielectrics, where conductivity is not present. The resulting total current density flowing through a dielectric when a step electric field is applied, can be written as,
The two asymptotic parts of the current density, j, are the instantaneous current density due to the capacitive component, ε 0 ε ∞ δ(t), and the dc conduction current
Charge transport between hopping sites.
density due to the conductivity, σ, of the material, respectively. The current density due to the materials polarization is given by the response function, f(t).
The conduction in materials may be real dc conduction which can be divided into two classes: band conduction [44, 45] and dc hopping conduction [46, 47] . The band conduction is present in the absence of defects and impurities, and it is led by the band structure of the material. The latter, dc hopping conduction, takes place via defects or impurities which form potential wells (traps or localized states) that are favorable for charge carriers (electrons, holes and ions) to hop. It is therefore a phenomenon in disordered materials.
The first approach to hopping conductivity was described by Mott and Davis [48] . They had improved the work of Anderson [49, 50] on localization (trapping) of electrons. The hopping conduction model of Mott and Davis showed that, at a finite temperature, electrons are able to tunnel between localized states as in Fig. 2 (for further reference see [46] ). The energy and position distributions of the hopping sites decide the transition rate, p 1−2 [48, 47] ,
where ∆ is a function of the energies of the states E 1,2 , and k B T is the thermal energy; k B is the Boltzmann constant, k B = 86.174 µeV/K. Note that the charge carriers can in principle tunnel to any state depending on the product of inverse localization length α and hopping distance R. Although, the distance R in Fig. 2 is between two neighboring sites, the model uses the mean hopping distance. For a disordered system in zero electric field condition the rate of change of charges moving from site 1 to site 2 is equal to the rate of change in charges moving from site 2 to site 1. When an electric field is applied, the rate of change will be biased to one side depending on the polarity of the applied field. The localized states are disordered in insulators and amorphous semiconductors, when their spatial and energy distributions are taken into consideration. Therefore, perturbations in energy of the localized states activate tunneling between the sites. Perturbations can be in the form of temperature, pressure or applied electric field. If the applied voltage is assumed to be alternating, the frequency of the field affects the hopping rate as well. In addition, at a particular frequency, the charge carriers can hop between two localized sites back and forth which is observed as if dipoles were present [34, 51] . Therefore, at low frequencies or higher temperatures, it is not easy to separate conduction and polarization mechanisms in insulators. The frequency dependent complex conductivity σ is given as [34, 51] ,
where ς is the hopping conductivity. The low frequency dispersion [34] or hopping conduction contribution, second term on the right-hand-side of Eq. 16, can also be included in the complex dielectric susceptibility χ
where ς and γ are constant parameters, 0 < γ ≤ 1. The relationship between n and γ in Eq. (16) and (17) is γ = 1 − n. 
The time constant τ D in the equation is called the Debye dielectric relaxation time, or simply the relaxation time. The complex dielectric susceptibility, χ, as a function of angular frequency, ω, after using the Fourier transform of the response function in Eq. 18 is
However, at low frequencies, losses due to the dc conduction are present, then, the susceptibility contains additional term,
It is possible to distinguish the two independent processes, dipolar relaxation and dc conduction using the Kramer-Krönig relation [41, 52, 53] or using curve fitting algorithms based on complex non-linear least squares [52, 54, 55, 
F (τ ) can be regarded as the fraction of polarization processes with relaxation times between log τ and log τ + d log τ and it satisfies the condition
There have been several methods proposed to obtain F (τ ) [78, 79, 80, 59, 60, 61, 62, 81, 77] , and, the problem is considered ill-mannered. However, using a leastsquares-algorithm with constraints [82] and applying the Monte Carlo technique [83, 84] , a new procedure has been presented [52] . In the procedure, a least-squares method with box-constraints was used [82] and with the application of the Monte Carlo algorithm a continuous time-axis was constructed. The survived time constants from the least squares yielded the distribution of relaxation times.
Since it is hard to obtain the actual distribution of relaxation times, empirical formulas in the frequency domain based on non-Debye relaxations have been presented in the literature [76, 85, 86, 87, 77] . One of the most frequenctly used can be preseneted as:
This equation is called the Havriliak-Negami formula [87] , and α and β are empirical parameters depending on the shape of the response, (0 < α ≤ 1 ∧ αβ ≤ 1) [67] . When, α = β = 1, we have the classical Debye process. The other famous emprirical response functions with distributed relaxation times can also be obtained from Eq. (23), i.e., for α = 1 and β = 1 the Cole-Davidson [85] and for α = 1 and β = 1 the Cole-Cole [76] empirical formulas. In Fig. 3 different dielectric functions are presented as Cole-Cole plots (χ ′′ (ω) versus χ ′ (ω)). When the conduction processes are taken into account, the complex dielectric susceptibility of a material, χ, can therefore be expressed in an empirical form as
where summation over j represents different dielectric relaxation processes within the material, or in a more general functional form as 
Studies of dielectric mixtures
Experimental studies of dielectric systems
Techniques widely used in different branches of science for studying dielectric properties of materials are the dielectric spectroscopies in time and frequency domains. They provide informations on structural and dynamical properties of considered systems. There exits in the literature vast of articles on the applications of the dielectric spectroscopy to mixtures. A broad range of frequencies, ν, can be accessed.
The information obtained about the relaxation rates and time constants τ (or the dynamics) of a system ranges approximately between µHz to PHz in the frequency domain and between Ms to fs in the time domain, respectively. The polarization mechanisms, such as, electronic, atomic, molecular etc., in the materials can be therefore studied. Moreover, the dielectric spectroscopy is an effective tool to investigate not only pure form of material states on any scale (micro-, meso-and macroscopic), but their interactions as well. For insulation applications polymer matrix has been filled with inorganic powders, for example silica and aluminum hydroxide, to enhance the mechanical and electrical properties. Similar systems can be found elsewhere [88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105] . Previously it was noted that the dielectric permittity of a system is dependent on moisture. In some cases, such as insulation of power equipment and components, the moisture content in the system affects not only the overall insulation property but the lifetime of the system as well. Therefore, measurements of dielectric response can provide information on the moisture content of insulating materials [106, 107, 108, 109, 110, 111, 112, 113, 114, 115] . There are special cases where composites have been used for current limiting applications [116, 117, 118, 119, 120, 121] . In those cases knowledge of the dielectric properties is essential. In other research fields than electrical insulation, the water uptake of materials and their dielectric properties have been also studied [122, 123, 124, 125, 126, 127, 128, 129, 130, 131] . Liquid-solid mixtures [132] , such as, brine-saturated rocks and porous media [133, 134, 135, 67, 54, 136, 125, 126, 137] , suspensions in solutions [138, 139, 140] or liquid crystal in polymer matrices [141, 142, 143, 144, 145] have been examined using dielectric spectroscopy technique. One can also include the mixture examples in biological systems where the dielectric spectroscopy has been one of the tools to obtain information about the structural and dynamical behavior [146, 147, 10, 148] . Similarly, work on liquid-liquid mixtures can be found in the literature [149, 150, 151, 152, 153, 154, 155, 156, 157, 158, 159, 160, 161, 162, 163, 164, 165] . The dielectric spectroscopy technique has been found powerful for investigating polymer-polymer mixtures [166, 167, 168, 169, 170, 171, 172, 173, 174, 175, 176] . Recently, dielectric behavior of confined polymers has got attention [177, 178, 179, 90, 180] . In these cases, guest molecules are trapped in regular matrices of polymers or on substrates. Such structures can also be regarded as composites.
Charge relaxation phenomena in mixtures composed of ceramics [181, 182, 183, 184] , metal-oxides [185, 186] , ionic-conductors [187, 188, 63, 189, 190] have been also studied [185, 181, 186, 182, 183, 88, 184] . In the case of conductive coating and electromagnetic shielding applications carbon-black [191, 192, 168, 193, 194, 195, 196, 197, 198, 199] and metallic particles [200, 201, 95] have been used as heterogeneities in the matrix medium. For photonic applications, metal-dielectric mixtures have been widely applied [202, 203, 204, 205, 206, 207, 208, 209, 210, 211, 212 ] to obtain photon localization.
Finally, dielectric spectroscopy or similar techniques has been used to sense the composition of structures [213, 214, 215, 216, 217, 218, 121, 219] or even buried objects [220, 221, 222, 223, 224] . Experimental studies have shown that mixtures have enormous potential for special applications. Therefore, numerical simulations of mixtures can lead not only better understanding of the physics of dielectrics but also improvement of designing of tailored materials without going to expensive attempts.
Different analytical approaches
Predicting the dielectric properties of mixtures has been a challenging problem when structures other than the layered arrangements were considered. These different approaches are reviewed below.
3.2.1. The simplest approach Gladstone and Dale [225] expressed a formula for the effective electrical properties of mixtures which was proportional and linear to the concentrations and dielectric permittivities of constituents
In reallity, all the expressions that are presented later should yield the same value as Eq. (26) for very low additive concentration (q → 0) [226] , if the ratio of the complex premittivities is not too large.
Mean field theories
The mean field theory approaches suppose that one of the phases, an inclusion phase, is inside a matrix phase, and both phases are embedded in an effective medium. Wagner [16] was the first to use this approach, in which in the same way as Maxwell [14] , he assumed a structure composed of an insulating host medium, ε 1 = ǫ 1 , with dispersed conducting spherical particles with complex permittivity, ε 2 = ǫ 2 + σ 2 /(ıε 0 ω). The volume fraction of the spherical inclusions was q. Later, Sillars [18] and Fricke [227] expanded the considerations for conducting ellipsoidal particles dispersed in an insulating medium [228] . In this case shape of the inclusions was accounted for by the parameter n in the complex dielectric permittivity of the mixture. The shape factor n is a function of the ellipsoidal axes and of the desired direction [18] :
where the subscript i is the desired axis-direction, i = {1, 2, 3}. The vectors x 1,2,3 are the radii of the ellipsoid in the arbitrary directions 1, 2 and 3, and L i is
where ζ is the integration variable. The value of L i is between 1 and infinity, 1 < L i < ∞. For needle-like shapes parallel to the field direction, n-values are larger than 3. For spherical inclusions, the shape factor, n i , is 3, and for cylindrical inclusions if the cylinder axis is perpendicular to the applied field, the shape factor is 2, and if large disks perpendicular to the applied field are considered, the shape factor is 1. As a matter of fact, this ellipsoidal model for the dispersed particles represents an infinite variety of shapes which describes real composite materials well. Steeman and his collaborators [96, 19] have improved the model of interfacial polarization of two phase systems by considering the case when the host medium was not insulating but conductive, which was also mentioned elsewhere [229, 230, 231] . The effective permittivity of the mixture was expressed as in the form of Eq. (9) [19] , with
where η is the inverse shape factor, η = n −1 . Note that for η = 1 the equations above yield epxressions for Maxwell's laminated structure, Eq. (11) . Similarly, Wagner's [16] expression can be obtained by considering η = 1/3. Steeman and Maurer [96] have also introduced a third phase to the system where the third phase is an outer shell of the second phase (phase 3).
The mean field approximations are valid for low concentration of inclusions (q ≪ 1), since in such cases the inclusion particles are apart from each other and can not feel the influence of the closest neighbors -dipole-dipole interactions [232, 233, 234, 235, 236, 237, 238, 239, 240] which accordingly are ignored.
Molecular approaches
In these approaches, the dielectric behavior of the mixture is assumed to be the summation of the dipole moments of each molecule in a vacuum matrix. Similarly to the mean field approach each molecule feels only the force of the applied field, not the neighboring molecules -no dipole-dipole interactions are included. Examples to the molecular approaches are Clausius-Mosotti [37, 7, 241] , Onsager-Böttcher [242, 37, 7, 241] , and the effective permittivities are expressed as in Eqs. (12) and (29) . Kirkwood [243] extended the Onsager theory of dielectric polarization by including the influence of nearest neighbors. Rayleigh [244] approached to the binary mixture problem from a different point of view by assuming unit cells. In his approach, repeating unit cells composed of a matrix phase with sphere inclusions in the centers were considered. He assumed that both media were dielectrics without any conductivity, then, the permittivity of the composite was expressed analytically as a series:
Regular arrangement of inclusions
Rayleigh's expression has also been derived by Lorentz-Lorentz [37, 226] and MaxwellGarnett [245] . The model includes the interaction between spherical inclusions, therefore, by contrast to Wagner [16] and Sillars [18] , it should be applicable to mixtures with higher concentration of inclusions. However, when the concentration of the inclusions is approaching one, q → 1, the permittivity of the mixture, ε is according to Eq. (30) not equal to the permittivity of the inclusions, ε 2 . Although the model can be used for irregular distributions of dilute mixtures, for higher concentrations of inclusions this formula deviates from reality [246, 247] . Bruggeman [248] used Eq. (30), and introduced the incremented volume fraction, dq, of the inclusion phase. He has then derived the following expression:
This equation is known as the symmetric Bruggeman formula. The non-symmetric Bruggeman formula is [248, 249] ,
Here again η can be regarded as the inverse shape factor as in Eq. (27) or space dimensionality [7, 5] . At higher filler concentrations the mutual interaction of particles is important. Interactions between two particles with different diameters and different dielectric properties which were placed in a background medium were presented by Emets [233] in two-dimensions. The mutual influence of neighboring particles, e.g., force, F , not only depends on the mentioned properties, but it is also affected by the direction of the applied electric field. The polarization of each particle in the applied field affects the field distribution, and therefore, the polarization of the neighboring inclusions [239] .
The Rayleigh model was improved by Emets [250] for systems with three components which had complex dielectric permittivites, ε i = ǫ i . In this case, the inclusions were assumed to be doubly periodic in an alternating order, and these were two different cylinders with radii, r 1 and r 2 . The complex effective dielectric constant of the system, ε, was calculated from the averages of the displacement and electric field vectors in the region of interest,
where, q 1,2 are the concentrations of the inclusion phases, (0 ≤ q 1,2 ≤ 1). The parameters A k and B k (k = 1, 2) are functions of the radii of the inclusions,
A k and B k values converge quickly to a constant level for n = m ≥ 10. When the Rayleigh conditions are applied, Eq. (33) becomes equal to Eq. (30) . Although these equations for regular structures with round shapes (spheres or cylinders) are valid for low concentrations, at high frequencies the sizes of the particles are playing an important role [251, 252, 253, 202, 254, 255, 256] . Finally, other periodic structures have also been presented in the literature such as spherical particles [257, 258, 247, 246, 11] , cylindrical inclusions [259, 250] tilings (checkerboard) structures [21, 260, 261, 262, 263, 264] and layered structures [265, 266, 267] .
3.2.5. The spectral function approach A theoretical advance to the modeling of dielectric properties of binary composites has been developed independently by Bergman [268, 269, 270, 271] and Milton [272, 259, 273, 274, 275] . The method is called the spectral theory, in which a function of composite has been introduced as a compact way of representing data over a range of frequencies and it highlights the role of geometry in determining the effective properties [276, 277, 278] . In this model, the dielectric permittivity of the composite ε e is expressed as a function of dielectric permittivities of the constituents ε 1 and ε 2 and the geometry of the composite.
Bounds on electrical properties
Difficulties in calculating the effective electrical properties of mixtures lead to interest in obtaining bounds on these parameters. Wiener [279] and Hashin-Shtrikman [280] proposed bounds for two component systems. Wiener assumed layered structures which had topological configurations parallel or perpendicular to the applied field direction. According to it
These bounds are called absolute bounds meaning that the effective property, ε e can not be present outside the region given in Eq. (37) . If one of the phases forms inclusions (phase 2) in the other (phase 1), then, these two expressions can further be put together by introducing a factor n [241] , which can be treated as the shape factor of the inclusion phase.
Eq. (38) reduces to Wiener bounds as expressed in Eq. (37) for n = 1 and for n = ∞. Moreover, Eq. (38) is also the same as the Rayleigh [244] and Maxwell-Garnett [245] expressions, Eq. (30). Landauer [5] has mentioned that n is the space dimensionality, where n = 2 or n = 3. His approach may be valid, as in other mixture formulas, i.e., the Sillars derivation using the effective medium theory for a composite with arbitrary shapes [18] or the Bruggeman assymetrical theory [248] using the differential effective medium theory, the n-value represents the shape of the mono-dispersed inclusion particles.
Hashin-Shtrikman bounds are narrower than Wiener bounds and they are derived for models of homogeneous and isotropic mixtures. In two-dimensions, the HashinShtrikman bounds are expressed as [7] 
Other bounds have been proposed by Bergman [281, 270, 269] , Milton [274, 273, 272] and Golden and his collaborators [282, 283, 284, 285] . It was found that (see Tuncer et al. [286] ) the bounds were not valid for low frequency permittivity values when interfacial polarization was considered.
Percolation theory
When higher inclusion concentrations or higher ratios of electrical properties of constituents [264] are considered, percolation phenomenon should be taken into account [287, 288, 289, 290, 291, 292] . It is therefore more meaningful to speak of percolation in disordered systems [293] . At some specific concentration, depending on the model of the packing density, particles start to form conducting chains (percolating clusters) which influence the electric properties, the overall conductivity and the dielectric relaxation [287] . In regularly distributed systems composed of hard spheres (in 3-dimensions) or hard disks (in 2-dimensions) percolation is only observed close to limiting concentrations [11, 246, 20, 22] . Other studies have shown that not only the percolation of one of the phases but the field, charge [288, 239, 294, 48, 295] and particle related issues [212, 192, 296, 297, 99, 298] should also be considered. In the case of disordered systems, their physical behavior can usually be described by a power law with a percolation threshold and a critical exponent depending on the geometry [299, 300, 209, 301] and on the conduction of the system [287, 288, 291, 290, 302] . One should also not exclude the local field changes in the composite due to interaction of inclusions. Sorbella [303] concluded that the conductivity of the system around the localized scatterers (inclusions) did not obey Ohm's law. This shows that the micro-structure of a heterogeneous medium affects the conductivity of the system depending on a length scale, l c which was defined as the distance between the scatterers or inclusions. Mendelson and Schwacher [26] have also mentioned a similar length scale, l d , which is the variation of the dielectric permittivity in a continuous random dielectric. They have emphasized an other length scale, L q ; variation of charge density or the electric field. Therefore, average values for the physical quantities such as electric field, potential, dielectric permittivity etc. can be used when
High concentration of inclusions in composite structures brings forth the problem of particle-particle interactions [243, 304, 238, 232, 233] . The question of packing density for the particulated composite materials [305, 306] and of the packing structure itself becomes important. Particle size, shape, size distribution and cohesion force between them affect the maximum filler content [255] and isotropy of the material. In the percolation region (concentration) and over, the theories described in this section become unreliable. However, some of the mixture formula might be used to predict the percolation threshold, in such cases the shape parameter n in the mixture formulas may be connected with the threshold [7] .
The electric conductivity and its mechanisms in granular materials containing metallic inclusions have been investigated intensively [294, 209, 206, 307, 308, 208] . Cases when the concentration of the metal inclusions were low enough were interesting [307, 206, 207, 308] due to possible technological applications. However, it has not been easy to estimate metal concentration for the metalinsulator transition [309, 290, 310, 311] , since the tunneling probabilities between the metal inclusions (or the more conductive phase) are involved [294, 312] . For low concenrations of inclusions, in which the system is under the percolation threshold, the conductivity can be activated by the tunneling process. When the percolation threshold is passed, the system clearly shows dc conductivity which is similar to transition between hopping and dc conductivity [48, 47, 46] .
Numerical simulations
Previous approaches
Numerical simulations on the behavior of composites can be performed using different techniques. One of the ways is to solve Maxwell's equations in a computational domain [313, 314, 315, 316] and to obtain either the electrical potential or electric field distributions in the domain. However, differences in the physical dimensions in the domain should not be too large, which is one of the drawbacks of computer simulations. Once the distribution of these quantities are known the effective material parameters can be calculated using different methods [317] . The finite element method (fem) is one of the most intensively used approaches in the field simulations [313, 314, 318] . In this study, the effective medium properties of mixtures are calculated using the finite element method [317, 55, 286, 319, 320, 321, 322, 20, 323, 22] . Similar approaches can also be found elsewhere [32, 30, 29, 31, 33, 23, 324, 325, 326, 327, 230, 231, 328, 204] .
There is a multipole expansion approach [250, 233, 232, 329, 330, 331, 332, 333] in which the considered inclusion phase is replaced by multipole source distributions. Monte Carlo techniques have been introduced in which many possible geometrical arrangements have been considered [334, 335, 336] . The Monte Carlo approaches are similar to molecular dynamic simulations. Since each medium can be characterized with its resitance, capacitance and inductance, modeling composite media with resistor-capacitor networks has studied [39, 40, 337, 338, 339, 340, 309, 290, 341, 342] . In addition, if there exists a periodicity in the considered geometries, i.e., arrangement of inclusions, fast-fourier-transformation techniques has been applied to obtain the response of the mixtures [54, 134, 135, 136, 343, 344, 345, 346, 347, 348] . Finally, novel approaches, like expanding the potential in harmonic functions [349, 350, 21, 351, 352] , using Gaussian random fields [353, 354, 355, 356, 357, 345] and many other methods [354, 358, 359, 360, 361, 362, 363, 150, 364, 365, 143, 366, 367, 368] have been introduced.
At high frequencies or in structures where the smallest part of inhomogeneitieswhich can be regared as the size of inclusions -are larger than the wavelength of the applied field, the effective permittivity calculations are not trivial and the results can be misleading [251, 369, 370] .
Numerous simulations confirmed the validity of the mixture formulas for regular structures when the mixtures were dilute [55, 321, 322, 323, 22, 23, 324, 325, 32, 231, 327, 363] . For dilute random mixture the results were also similar [371, 23, 17] emphasizing the validity of the effective medium approximations at low inclusion concentrations. When higher concentration of inclusions were studied the validity of the analytical solutions and their comparisons to numerical results were usually questioned and the results were compared with those of the bounds on the electromagnetic properties of composites [279, 280, 282, 372, 283, 284, 285, 373, 281, 274, 273, 272, 270, 271, 269, 374, 375] . In addition, at higher concentrations, approaches like fundamental geometrical parameters have been introduced [272, 275, 345, 281, 270, 271] . Although the geometrical parameters of a structure were constant, one should not disregard the effect of the ratio of electrical properties of the constituens [341, 342, 376] as mentioned previously. Finally, in the numerical calculation, little attention has been given to the interfacial problem [377, 378] .
Application of the finite element method
Analytical calculations of electromagnetic problems are limited to geometrical constraints. For some simple geometries with a small number of materials (regions) and symmetries, analytical solutions can be found [229, 233, 250, 379, 37] . These analytical solutions are obtained using methods of images [380, 381] , orthogonal functions (Green functions) [382] and complex variable techniques (conformal mapping) [383, 381, 229] . For more complex geometries and for non-homogeneous regions composed of several materials, numerical solutions of partial differential equations and of integral equations have been developed [313] .
Numerical solutions of electrostatic problems within a non-conducting medium are based on solving Poisson's equation
where φ and ρ denote the electrical potential and the charge density in the considered region, respectively. If the medium is conductive where no free charges and sources of charges are allowed, then, the solution is given by When the medium is a mixture of these two cases (lossy dielectric), it consists of dielectric and conductive components. The solution, then, becomes time dependent and is given by a complex electric potential in the region with the coupling of Eqs. (40) and (41), which is also known as the continuity equation for the current density
Equivalently in Fourier-space with frequency dependent properties, i.e., the complex dielectric permittivity, ε(ω) = ǫ + χ(ω) + σ/(ıε 0 ω), where no free charges are allowed in the region, due to conductivity of the medium (lossy dielectric)
Field calculation softwares, such as ace and Femlab [384, 385] , can be used to solve Eq. (43) . Once the potential distribution is known, the complex permittivity of a heterogeneous medium can be calculated in several ways, e.g.,
(1) by using the total current density, j, and the phase difference, θ [386, 35, 55, 286] , (2) Gauss' law and losses [35, 325, 22, 286] ,
and by using the average values of dielectric displacement D and electric field E [35, 41, 286] .
To check the accuracy of the finite element results, two-dimensional inclusions in the form of regular polygons with n sides were considered [322] , as displayed in Fig. 4 . The phase parameters, ε and σ, were frequency and voltage independent. The values of ε and σ were chosen such that the interfacial polarization observed had a relaxation time, τ , around 1 s. This was achieved when the matrix phase had ε 1 ≡ ǫ 1 = 2 and Figure 5 .
Dependence of percentage error in high frequency dielectric permittivity, |ε M − λ|/λ on number of regular polygon sides, n. The symbols open ( ) and filled (•) indicate the solutions obtained using the current density and phase shift between the applied voltage and current and using Gauss' law and the total losses in the medium, respectively. The solid lines (--) represents the fitted curves. nc is the critical side number for regular polygons. σ 1 = 1 pS/m, and the inclusion phase had ε 2 ≡ ǫ 2 = 10 and σ 2 = 100 pS/m. The polygons were generated using a circle with radius, r, and a constraint on the area of the polygons, q. Then, the radius, r, as a function of n and q is expressed as,
The denominator inside the square root approaches π as n → ∞. The size of radius was also used for the meshing procedure of the computation domain where r n /15 was the size of the minimum triangle. Furthermore, this approach led to a finite-size scaling [50, 387] in which as n → ∞, the inclusion phase was a perfect disk. In Fig. 5 , an example of the finite-size behavior is shown. In the figure, difference between the dielectric constant at high frequencies ε M = ε(ω@1MHz) and the value obtained from analytical solution in Eq. (33) which is presented as λ, (λ = ε Eq. (33) (ω@1MHz)), is plotted against the number of sides, n. A critical number of sides, n c , is defined, such that over this value, n > n c , the effective properties of medium with regular polygons as inclusions are approximately similar to those of a medium with disk shape inclusions. The analysis showed that n c is approximately 15 regardless the concentration levels considered, q ≤ 0.3, and the error in the calculations is < 0.01 % for n c > 15, as displayed in Fig. 5 . In fact, even a decagon (n = 10) can imitate a disk in which the error in the calculated electrical quantities is less than < 0.1 %. 
Concentration of inclusions and dielectric relaxation
By scanning the dielectric properties of mixtures in a frequency window, on gets a better understanding of the relaxation and the importance of the local electric field or in other words the interaction between inclusions. Therefore, analysis and comparison of mixtures with intermediate (q = 0.4) and high (q = 0.7) concentrations of inclusions were discussed in Ref. [55] . The inclusions were hard disks which did not overlap; this resulted a packing density (or limiting concentration) for the model, which was π/4 for the two dimensional square lattice. The obtained frequency dependent complex dielectric permittivities were compared to analytical mixture formulas and were also curve-fitted [388] with the addition of two contributions; the Cole-Cole empirical expression [76] and the dc conductivity,
The main reason for the curve-fitting procedure was to check the behavior of dielectric relaxation and to find a plausible explanation for deviations from exponential dielectric relaxation. The fitting procedure is presented in Ref. [55] .
Intermediate concentrations of inclusions
When the concentration of the inclusions phase was 0.4, the differences between different mixture formulas and the fem solution were significant, as displayed in Fig. 6 and the curve fitting parameters are presented in Table 1 . In the figure, the dc contributions have been substructed from the data. The analytical solution of Emets [250] (Eqs. (33) and (34)) was separated from the other formulas. There were no differences between the responses obtained from the Wiener [279] and Steeman [19] expressions. Except for the Bruggeman [248] formula, the other dielectric responses had similar high frequency values, ǫ, however, the Emets [250] solution yielded the highest value of ε ′ (ω@1MHz) compared to the others. The fem solution was close to those Wiener [279] and Steeman [19] but did not have exactly the same shape, compare the fitting parameters in Table 1 . The relaxation times, τ , from the curve fitting procedure were close to each other except for the Bruggeman [248] response. The conductivity terms, σ/ε 0 obtained from the curve-fitting procedure also showed that the Bruggeman [248] and Emets [250] formulas yielded higher values than the others.
High concentration of inclusions
When the concentration of the inclusions was 0.7 which is close to the limiting concentration of the square lattice, q = π/4 = 0.7854, only the Wiener [279] and Steeman [19] responses were similar to each other, as presented in Table 2 . All the responses were different, and the high frequency dielectric permittivities ǫ were between 5.5 and 6. The low frequency values of permittivity, ε ′ (ω@1µHz), on the other hand, had large discrepancies. It was extraordinary that the Emets [250] formula resulted in the highest value of the real part of the dielectric permittivity at low frequencies, ǫ + χ(0), while in the other considered cases the response estimated by Bruggeman [248] had this character. The fem solution was non-symmetric, and it could not be modeled with the Cole-Cole empirical formula as presented in Fig. 6 . The fitting parameters of the fem have shown that the obtained reponse did not have any Cole-Cole characteristics.
Thus, for a simple computational domain of a binary structure, the dielectric relaxation was Debye-like when the concentration of the inclusions was low, and the mixture formulas of Steeman [19] , Wiener [279] and Emets [250] agreed with the fem solutions [55] . Non-Debye and non-Cole-Cole dielectric relaxations were observed for the fem solutions at higher inclusion concentrations. Since a simple binary system composed of a square lattice exhibited non-expected dielectric responses, introducing geometries and structures which remind more realistic situations would probably yield non-Debye like responses as well. When the dimensions and shapes of the inclusions were different, the time constant of the relaxation would not be single but distributed.
Structural differences and dielectric relaxation
4.4.1. Ordered structures with different lattices The considered regular lattices were square and triangular as presented in Fig. 7 . In these structures, the smallest repeating units used in the calculations are shown as shaded areas in the figure. Two different cases, in which the inclusions were more (σ 1 < σ 2 -match-composite) and less (σ 1 > σ 2 -reciprocal-composite) conductive than the matrix phase were taken into consideration. The ohmic conductivities of the media were either 1 pS/m or 100 pS/m. The analysis of the dielectric responses by means of the Monte Carlo technique [52] are presented in Fig. 8a . The product of dielectric strength and the distribution of relaxation times, ∆ε × F, of the σ 1 < σ 2 case, (⊙ − ⊡), for two different regular structures were similar and nearly-symmetrical. The slopes of the distributions could be fitted by (log τ ) κ expression, where κ ≈ 6 for log τ < 0, and κ ≈ −5 for log τ > 0.3. It is possible to convolute this distribution into two separate ones characterized by different dominant time constants. When σ 1 > σ 2 , (• − ), the distributions were broader. Moreover, the slope of the distributions at shorter τ -values were identical but, the arrangements of the inclusions had altered the distribution of relaxation times at longer times, log τ > −0.1. The reconstructed dielectric responses are presented in Fig. 8b and they were more successful than the Cole-Cole curve-fittings. [7, 22, 20, 55, 325, 346, 23, 134] of dielectric mixtures by means of the fem [22, 20, 55, 325, 23] have not considered frequency dependent properties of disordered systems. However, some experimental and theoretical investigations have been reported [287, 6, 339, 337, 340] . The authors of this report, as in regular lattice structures investigated behavior of random systems with concentrations of the phases constant, q 1,2 = 0.5. A concept by of puzzle-like structures was introduced, as presented in Fig. 9 . The networks were composed of 16 × 16 cells, and the matrix and inclusion elements were placed randomly. Altogether 1024 structures were analyzed. A range of responses were obtained depending on the ratio of cunductivity values of the structure constituents as well as their distribution. Examples of the frequency dependent dielectric permittivities of the structures are displayed normalized in Fig. 10 after subtracting of the ohmic conductivity contributions. The effect of randomness was significant compared to the regular structures, the influence of the local field enhancement and internal structure yielded stronger polarizations. The curve fitting parameters given in Table 3 have indicated that there were slight differences between the two empirical formulas for the σ 1 < σ 2 case (Fig. 10a) , however for the σ 1 > σ 2 case (Fig. 10b) the Davidson-Cole expression produced a more successful fit (lower residual) than the Cole-Cole one.
Disordered structures Earlier numerical simulations
All the obtained responses started and ended at the ε ′ -axis with an angle of π/2, which indicated that they were neither Cole-Cole nor Davidson-Cole; a Cole-Cole response starts with απ/2 and, similarly, a Davidson-Cole response starts with βπ/2 in the Cole-Cole representation. This has shown that there exist two relaxation time constants, τ , which set boundaries for the distribution of relaxation times [51] . The reconstructed response using the distribution of relaxation times is displayed by lines in Fig. 10 . Figure 9 . Structures in which the minimum, ε ′ (w@200π Hz), (a&c) and the maximum, ε ′ (w@2π mHz), (b&d) dielectric permittivities are obtained when σ 1 < σ 2 (a&b) and σ 1 > σ 2 (c&d). The analysis has showed that the randomness in the medium spread the dielectric relaxation times over a broder region compared to the regular structures. If the finitesize effects had been taken into account, assuming that the calculations were done on larger crosswords (not 16 × 16), or if our results could have been extrapolated, the dielectric relaxation in random media would yield a behavior reminding the low frequency dispersion [34, 389, 38] .
Microstructural differences in random lattices
When random structures with different lattices, as shown in Fig. 11 , were considered, square and honeycomb tiles the smallest parts. The frequency dependent complex dielectric susceptibilities of selected structures with different lattices having the same distribution of phases are presented in Fig. 12 . The shape of the Cole-Cole plots of the obtained responses after the substructing of the ohmic losses were non-exponential, similar to those presented previously in Fig. 10 , as presented in Fig. 12 . In the figure, the reponses were for the reciprocal-composites (σ 1 > σ 2 ), and in the investigation two different conductivity ratios of the constituents were taken into account. Only the structure with square tiles had symmetrical response for ε 1 /ε 2 = 1/5 and σ 1 /σ 2 = 100, the other reponses were asymmetrical. When the ratio of the conductivities were increased, σ 1 /σ 2 = 1000, the dielectric relaxation of structure with square tiles became distorted. It was interesting that the structure with honeycomb tiles had similar dielectric responses for two considered cases with different conductivity ratios. When the conductivity ratio was increases, a condition for the 'normal' low frequency dispersion [34, 337, 389] was created since both responses had flat regions. The ohmic conductivities of the structures were different and the structure with honeycomb tiles had higher conductivity values.
Discussion and future challenges
In dilute systems, the dielectric relaxation due to interfacial polarization yields classical Debye relaxation, which was also verified by numerical simulations. However for dense mixtures non-Debye (non-exponential) relaxation behavior can be observed depending on the internal structure of the system and the electrical properties of the constrituents. The differences between regular and random structure were remarkable, such that, the random structures had broader non-Debye dielectric relaxations when Figure 10 . Normalized dielectric responses of random structures with square network. The minimum and maximum dielectric permittivities obtained when σ 1 < σ 2 (Fig. 9a & b) and σ 1 > σ 2 ( Fig. 9c & d) . The open (• − ) and filled (• − ) symbols represent the responses of structures in Fig. 9 in which the lowest, ε(w@200π Hz), and the highest, ε(w@2π mHz), dielectric permittivities are obtained, respectively. the complex dielectric permittivity ratio of the phases were small. Further modification of the constituents' properties indicated that, it was even possible to obtain a dielectric response remanding the low frequency dispersion behavior. Therefore, one should be careful in interpretating dielectric data since the interfacial polarization could result in various dielectric relaxations depending on the internal structure of the mixture and on the properties of the constituents.
The most important question arising which concerns any kind of numerical simulations is the reliability of obtained results. Here the reliability does not mean the correctness of a physical model representing a real physical phenomenon, but its mathematical and computer implementations. In the case of modeling dielectric properties of composites, this is one of the basic problems because usually there are no exact analytical solutions avaliable that would allow for checking the accuracy of the computed data. Special attention should be paid, for example, when a method for calculating the effective complex permitivity is chosen. Four different methods mentioned in § 4.2 were compared, but only two of them (one based on the total current and phase shift between the current and applied voltage; and one where average field and dielectric displacement were calculated) yielded stable and reliable solutions [317, 322] . Physical (or mathematical) reasons of discrepancies of the data obtained with different methods are not completely understood yet.
It is obvious, that correct numerical representation of the initial problem must be used in simulations and appropriate meshing of the computational domain must be performed. Meshing is extremely important for the considered problem in order to resolve anisotropy in the composite structure. In this connection, special care should be taken about meshing ability of the used software for solving the field problem in Eq. (43) , because it could be very difficult and even impossible to generate a computational mesh if great differences in the dimensions of the matrix and inclusions exist.
The desired outcome from simulations is an agreement between computed results and characteristics of a real composite material. That would prove the applicability of the model and allows performing simulations for other structures with unknown effective parameters. This can be achieved if a real three-dimensional structure of the material is built, and the dependences of electrical properties of the constituents on state variables (frequency, temperature, pressure, electric field, etc.) are introduced in simulations. Furthermore, a possibility of modeling different properties of interfacial layers between constituents of the composite should be introduced. These problems have not been solved yet, and is the subject of on-going research.
