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Abstract. We present an estimate of the absolute age of 68 galactic globular clusters obtained
by exploiting the distribution of stars in the full color-magnitude diagram. In particular, we
jointly estimate the absolute age, distance, reddening, metallicity ([Fe/H]) and [α/Fe] of each
cluster, imposing priors motivated by independent observations; we also estimate possible
systematics from stellar modeling. Our derived distances for the globular cluster sample
are in agreement with those obtained from GAIA using main-sequence dwarf stars (where
available), and the inferred ages are in good agreement with those previously published. The
novelty of our approach is that, with the adopted priors, we are able to estimate robustly these
parameters from the globular cluster color-magnitude diagram. We find that the average age
of the oldest globular clusters is tGC = 13.13
+0.15
−0.10(stat.)± 0.5(sys.), at 68% confidence level,
including systematic uncertainties from stellar modeling. These measurements can be used to
infer the age of the Universe, largely independently of the cosmological parameters: we find
an age of the Universe tU = 13.35±0.16(stat.)±0.5(sys.) at 68% confidence level, accounting
for the formation time of globular clusters and its uncertainty. This value is compatible
with 13.8±0.02 Gyr, the cosmological model-dependent value inferred by the Planck mission
assuming the ΛCDM model.
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1 Introduction
The color magnitude diagram of co-eval stellar populations in the Milky Way can be used
to infer the age of its oldest stars. The age can also be estimated for individual stars if their
metallicity and the distance to them are known. For resolved stellar populations, however,
an independent measurement of the distance is not strictly necessary as the full morphology
of the color-magnitude diagram can, in principle, provide a determination of the absolute
age. There is extensive literature on this subject; reviews can be found in e.g., Refs. [1–3].
Historically, the age of the oldest stellar populations in the Milky Way has been mea-
sured using the luminosity of the main-sequence turn off point (MSTOP) in the color-
magnitude diagram of globular clusters (GCs). Globular clusters are (almost– more on this
below) single stellar populations of stars (see e.g., Ref. [3]). It has long been recognized that
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they are among the most metal poor (∼ 1% of the solar metallicity) stellar systems in the
Milky Way, and exhibit color-magnitude diagrams characteristic of old (> 10 Gyr) stellar
populations [1, 3, 4].
In fact, the first quantitative attempt to compute the age of the globular cluster M3 was
made by Haselgrove and Hoyle more than 60 years ago [5]. In this work, stellar models were
computed on the early Cambridge mainframe computer and its results compared “by eye” to
the observed color-magnitude diagram. A few stellar phases were computed by solving the
equations of stellar structure; this output was compared to observations. Their estimated age
for M3 is only 50% off from its current value.1 This was the first true attempt to use computer
models to fit resolved stellar populations and thus obtain cosmological parameters: the age
of the Universe in this case. Previous estimates of the ages of GCs involved just analytic
calculations, which significantly impacted the accuracy of the results, given the complexity
of the stellar structure equations (see e.g., Ref. [6]).
The absolute age of a GC inferred using only the MSTOP luminosity is degenerate
with other properties of the GC. As already shown in the pioneering work of Ref. [5], the
distance uncertainty to the GC entails the largest contribution to the error budget: a given
% level of relative uncertainty in the distance determination involves roughly the same level
of uncertainty in the inference of the age. Other sources of uncertainty are: the metallicity
content, the Helium fraction, the dust absorption [3] and theoretical systematics regarding
the physics and modeling of stellar evolution.
However, there is more information enclosed in the full-color magnitude diagram of a GC
than that enclosed in its MSTOP. As first pointed out in Refs. [7, 8], the full color-magnitude
diagram has features that allow for a joint fit of the distance scale and the age (see Appendix
A for a visual rendering of this). On the one hand, figure 2 in Ref. [9] shows how the different
portions of the color-magnitude diagram constrain the corresponding physical quantities. On
the other, figure 1 in Ref. [8] and figure 3 in Ref. [9] show how the luminosity function is
not a pure power law but has features that contain information about the different physical
parameters of the GC. This technique enabled the estimation of the ages of the GCs M68 [7],
M5 and M55 [9]. Moreover, in principle, exploiting the morphology of the horizontal branch
makes it possible to determine the ages of GCs independently of the distance [10].
Further, on the observational front, the gathering of Hubble Space Telescope (HST)
photometry for a significant sample of galactic GCs has been a game changer. HST has
provided very accurate photometry with a very compact point spread function, thus easing
the problems of crowding when attempting to extract the color-magnitude diagram for a GC
and making it much easier to control contamination from foreground and background field
stars.
For these reasons, a precise and robust determination of the age of a GC requires a
global fit of all these quantities from the full color-magnitude diagram of the cluster. In
order to exploit this information, and due to degeneracies among GC parameters, we need a
suitable statistical approach. Bayesian techniques, which have recently become the workhorse
of cosmological parameter inference, are of particular interest. In the perspective of possibly
using the estimated age of the oldest stellar populations in a cosmological context as a route
to constrain the age of the Universe, it is of value to adopt Bayesian techniques in this context
too.
1Their low age estimate is due to the use of an incorrect distance to M3, since the stellar model used
deviated just ∼ 10% from current models’ prediction of the effective temperature and gravity of stars, with
their same, correct assumptions [3].
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There are only a few recent attempts at using Bayesian techniques to fit GCs’ color-
magnitude diagrams, albeit only using some of their features (see e.g., Ref. [11]). Other
attempts to use Bayesian techniques to age-date individual stars from the GAIA catalog can
be found in Ref. [12]. A limitation with the methodology presented in Ref [11] is the large
number of parameters needed in their likelihood. Actually, for a GC of Nstars there are, in
principle, 4 ×Nstars + 5 model’s parameters (effectively 3 ×Nstars + 5), where the variables
for each star are: initial stellar mass, photometry, ratio of secondary to primary initial stellar
masses (fixed to 0 in Ref. [11]) and cluster membership indicator. In addition, there are 5
(4) additional GC variables, namely: age, metallicity (fixed in the analysis of Ref. [11]),
distance modulus, absorption and Helium fraction. For a cluster of 10,000 or more stars, the
computational cost of this approach is very high. To overcome this issue Ref. [11] randomly
selected a subsample of 3000 stars, half above and half below the MSTOP of the cluster,
“to ensure a reasonable sample of stars on the sub-giant and red-giant branches”. Another
difficulty arises from the fact that the cluster membership indicator variable can take only
the value of 0 or 1 (i.e., whether a star belongs to the cluster or not). This creates a sample
of two populations referred to as a finite mixture distributions [11].
Capitalizing on the wide availability and potential of current observations, the aim of this
paper is to present a Bayesian approach to exploit features in the color-magnitude diagram
beyond the MSTOP and determine robustly the absolute age, jointly with all other rele-
vant quantities such as metallicity, distance, dust absorption and abundance of α-enhanced
elements, of each GC. In addition to statistical errors, we estimate systematic theoretical
uncertainties regarding the stellar model. We bypass the computational challenge of the ap-
proach explored in Ref. [11] by introducing some simplifications and by coarse-graining the
information in the GC color-magnitude diagram, which greatly reduces the dimensionality
of the problem without significant loss of information.
Our paper is organized as follows. In § 2 we describe the HST GC data; the stellar model
used to fit the data and the calibration of the GC data is shown in §3. The approach developed
to obtain the parameters of GCs is introduced in § 4 where we describe the likelihood adopted
and how we explore the posterior with Monte Carlo Markov chains. Results, the age of the
oldest GCs and the corresponding inferred age of the Universe are presented in § 5. We expose
our conclusions in § 6. A series of appendixes cover the technical details of our method.
2 Data and stellar model
2.1 Globular cluster catalogs: defining our sample
We use the HST-ACS catalog of 65 globular clusters [13] plus 6 additional ones from Ref. [14].
Out of 71 clusters, two were removed because of high differential reddening and a lack of
red giant branch stars [11], one more was removed because of a lack of reasonable extinction
prior from the literature, leaving 68 clusters in total. The data are available in two different
Vega filters: F606W and F814W.
In order to clean the data of stars with poorly determined photometry, we use the same
prescriptions as in Ref. [11]. First, we remove stars for which photometric errors,2 in both
filters, fall into the outer 5% tail of the distribution. Then, we also remove stars in the outer
2.5% tails of the distributions of X and Y pixel location errors. Indeed, large pixel location
errors indicate a non-reliable measurement of the properties of the star.
2Each photometric error has been rescaled depending on the number of observations according to the
catalog instructions in the readme file.
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Similarly, we also expect measurements to be less robust at very low magnitudes. More-
over, the photometric error corresponding to these stars becomes very large, reducing dras-
tically the information content of this part of the color-magnitude diagram.
Hence, for each cluster we define a “functional” magnitude interval between the low-
est apparent magnitude of the brightest stars and a magnitude cut arbitrarily defined at
mF606W = 26, to include most of the main sequence stars for every cluster.
Only stars that satisfy all the conditions listed above and belong to the defined func-
tional magnitude interval are considered further.3 For readers interested in the number and
percentage of stars retained, details are reported in Tab. 2 of appendix B.
2.2 Software and stellar models
For the theoretical modeling of the data, we choose to work with a modified version of the
software package isochrones4 [15]. This software reads synthetic photometry files provided
by stellar models and then interpolates magnitudes along isochrones (points in the stellar
evolutionary track at same age) correcting for absorption, given the input parameters. Even
though a new version is currently under development (isochrones2.0), and that in the
main text of this paper we only use one model, we decided to use a modified version of
the previous release as it enables us to consider different stellar models. The two stellar
models already implemented are MIST [16, 17] and DSED [18]. Each stellar model comprises
a set of photometry files that correspond to (discretized) isochrones in a color magnitude
diagram. However, it is important to note that only in the photometry files of DSED several
different abundances (parameterised by [α/Fe]) of α-enhanced elements, other than the solar
abundance, are provided. These are elements like O, Ne, Mg, Si, S, Ca and Ti that are
created via α−particle (helium nucleus) capture; [α/Fe] is fixed to 0 in the photometry
files corresponding to the MIST model. This is important as GCs do have non-solar-scaled
abundances. As we will show below (see Appendix A) the abundance [α/Fe] is partially (but
only partially) degenerate with variations of the GC’s age and metallicity, so that it must be
considered as a free parameter in the analysis to avoid biasing the results and to infer the
correct statistical uncertainties. Therefore, we consider [α/Fe] as an independent parameter
and limit our analysis to the DSED model; the ranges in parameter space covered by the DSED
model photometry files in isochrones are specified in Tab. 1.
The modifications we made to the code include:
• change of the cubic interpolation process, going from (Mass, Age, Metallicity) to (EEP,
Age, Metallicity) where EEPs are equivalent isochrone evolutionary points.5 EEPs
are provided by isochrones, we only modify the interpolation interface, following the
implementation of isochrones2.0,
• implementation of a standard magnitude correction to account for extinction in the
selected filters according to the formula Eλ−V =
(
Aλ
AV
− 1
)
AV (see e.g., Ref. [22])
where Aλ and AV are respectively the absorption in the selected (here HST F606W and
F814W ) and V band filter,
3A further cut at low magnitudes is introduced in Sec. 3. The cut described here is motivated by the
survey limitations; the cut in Sec. 3 is to speed up the analysis without removing significant signal.
4https://github.com/timothydmorton/isochrones, version 1.1-dev.
5EEPs were introduced in Refs. [19–21]. EEPs are a uniform basis which simplifies greatly the interpolation
among evolutionary tracks. Each phase of stellar evolution is represented by a given number of points, each
point in one track has a comparable interpretation in another track.
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Stellar model DSED
initial rotation rate v/vcrit 0.0
Age range 0.250-15 Gyr
Age sampling 0.5 Gyr
number of EEPs per isochrone ' 270
Metallicity range [Fe/H] -2.5 to 0.5 dex
Helium fraction configuration Yinit = 0.245
†, 0.33, 0.40 ‡
[α/Fe] -0.2 to 0.8+
† The varying Helium fraction configurations, Y , are defined in pho-
tometry files as Y = Yinit + 1.5Z where Z is the metal mass fraction
and Yinit is the starting value.
‡ Fixed Helium fraction configurations Y = 0.33 and 0.40 are only
available for [Fe/H] ≤ 0.
+ For the fixed Helium fraction configurations, only two options
[α/Fe]= 0 or +0.4 are available.
Table 1. Properties of the DSED stellar models available in the isochrones package. We refer the
reader to original Ref. [18] for more details.
• interpolation on the [α/Fe] parameter.
The set of fitted parameters for each GC are age, distance modulus, metallicity, [α/Fe]
and absorption. Note that there are different photometry files corresponding to different
values of metallicity [Fe/H] and Helium fraction, Y .6 These, however, are not two fully
independent quantities: both quantities are a function of the stellar and (proto)-solar metal
mass fraction, denoted by Z and Z, respectively. Consequently, they are highly correlated.
We are interested in the Age-Metallicity relation, hence for our purposes we can use only
one of them, the [Fe/H] fraction7 in our case, as the independent variable. We vary [α/Fe]
independently of [Fe/H] and Y .
3 Color-magnitude diagram-based likelihood for globular clusters
As mentioned in Sec. 1, the traditional Bayesian analysis of this kind of data sets attempts
to model each star independently, which implies a significant computational cost due to the
large number of parameters to explore. A common approach is to fit the initial mass of
each of the Nstars stars in the color-magnitude diagram as an independent parameter (along
all other stellar parameters). Then, the posterior is marginalized over all individual star
parameters to infer the parameters describing the GC.
Here we attempt to reduce the high dimensionality of the parameter space using a dif-
ferent approach. While the large number of stars can be a liability in terms of computational
cost for traditional Bayesian approaches, we turn it to our advantage, especially in the most
populated part of the color-magnitude diagram. For each isochrone of the stellar model, there
are a number of equivalent evolutionary points (EEPs) (see line 5 of Table 1) associated with
an initial stellar mass. Each EEP has a counterpart in every isochrone, making it possible to
6The Helium fraction Y of a GC is not necessarily identical to the cosmological one. If Population III
stars have enriched the medium with Helium, it is the resulting Helium fraction that matters here. Hence, in
principle there could be object by object (GC) variations of Y .
7The metallicity Z is related to [Fe/H] fraction in the usual way: [Fe/H] = 1.024 log(Z) + 1.739, see
Ref. [21].
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Figure 1. Top Panel: Illustration, for a typical GC (IC4499), of the initial split of the “functional”
magnitude interval in two parts (MS below the MSTOP and UB above the MSTOP). The red line
corresponds to mMSTOP, and the black line marks mcut. Points below mcut do not add significant
additional information, but significantly slow down and complicate our analysis. This is why they are
not considered here. Bottom panel: Cumulative distribution of stars and adopted magnitude cuts for
the same cluster.
identify specific points in the color-magnitude diagram across different isochrones, e.g., the
MSTOP. In other words, the isochrone profile in the color-magnitude diagram is sampled
by EEPs (which are “universal” across different isochrones) obtained for different adopted
values of the parameters of interest. This is the reason why, as it is well known, the interpo-
lation between evolution tracks is greatly simplified by interpolating instead directly between
EEPs. Since we are not interested in the initial mass of stars, we do not model each star
independently and exploit the benefits of the EEPs working directly with them, as provided
by the relevant photometry files. This reduces the dimensionality of our analysis to just the
five GC parameters described in the previous section.
We divide the “functional” magnitude interval into two parts as illustrated in Figure 1:
the part below the MSTOP, which we refer to as MS for main sequence, and the part above,
which we refer to as UB for upper branch. The large spread of colors at low magnitudes
introduces a lot of noise, which slows down significantly the convergence of our algorithm
without adding, in practice, any useful additional signal. For this reason, on top of the
selection cuts described in Sec. 2, we apply a potentially more stringent upper magnitude
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cut. In practice, for the 68 clusters in our catalog we choose an upper cut magnitude value
mcut = min(mMSTOP + 5 , 26), (3.1)
where mMSTOP is the magnitude corresponding to the MSTOP. In fact, for some GCs going
5 magnitudes below the MSTOP would cause to include noisy data. With this choice we
limit the cut for those GCs to mcut = 26. Our findings are not sensitive to the details of this
cut as long as the noisy, dim part of the color-magnitude diagram is removed, and enough
EEPs in the main sequence are retained, which is what we ensure here.
3.1 Main sequence
We proceed to bin in magnitude the sample of stars belonging to the main sequence; these
bins should be thin enough so that the isochrone can be approximated as linear in each bin,
yet with number of stars per bin large enough to satisfy the central limit theorem. Given
the large number of stars in the MS (as illustrated in the bottom panel of Figure 1), these
two conditions are fulfilled for all GCs. In practice, we use bins in the F606W magnitude
interval for the MS with constant width of 0.2 mag, which yields a maximum of 25 bins and
a minimum of 20 for the GCs in our catalog. The number of stars per bin is proportional to
the number of stars in the GC and ranges from several hundreds to several thousands. It is
then justified to assume that the scatter in color of stars inside each magnitude bin follows
a Gaussian distribution centered on the true underlying isochrone. This simplification (akin
to a coarse-graining in the color-magnitude diagram, and thus to a data-compression) alone
allows us to decrease the effective size of the data set, and thus, compared to previous
approaches, to reduce the number of model parameters for this part of the analysis: we have
5 parameters, and Nbins number of data points. The main peak of the distribution of star
positions along the color axis in each bin, indexed by i, should be, and is, well approximated
by a Gaussian distribution (see Figure 9 in Appendix C for an illustration), with standard
deviation σEEP,i and mean C
data
i = µEEP,i, due to the central limit theorem. Bins where the
distribution cannot be fit by a unimodal Gaussian – a possible sign of multiple populations
– are removed from the analysis. This always happens at the faint end of the main sequence
(except for three clusters for which one to two bins are removed), even after the cut from
Equation (3.1). More details are presented in Appendix C. The color at bin center for each
magnitude bin is defined by Cdatai . Since the main sequence in the color-magnitude diagram
is not perfectly vertical, we rescale the error by σdatai ≈ σEEP,i× cos(φi) where φi is the angle
between the data orientation and the vertical axis inside bin i as detailed in Appendix C (in
particular see Figure 10 in the Appendix). This correction is very small and always well below
4%. Figure 2 shows an example of this binning for GC IC4499, along with the corresponding
Cdata and σdata.
Assuming that bins are uncorrelated (which given the small observational errors in the
star magnitudes is a fair assumption), the logarithm of the likelihood is defined as
LMS = ln L = −1
2
Nbins∑
i=1
(
Cdatai − Cthi
σdatai
)2
(3.2)
where Cthi is the theoretical isochrone color interpolated at the center of bin i, and Nbins
is the number of bins considered in the analysis (i.e., after removing the bins with bimodal
color distributions).
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Figure 2. Binning of the main sequence, illustrated for the GC IC4499. The red dots and black lines
represent the central value and standard deviation of the color distribution in each bin, respectively.
3.2 Upper branch
In addition to the main sequence, we consider stars belonging to the Upper Branch (UB)
i.e., stars brighter than the MSTOP. We bin the magnitude interval as we did for the main
sequence. However, in this case, the number of stars is not large enough to support the central
limit theorem for small magnitude bins; in addition we expect that the measurement will be
highly sensitive to outliers. Therefore, we cannot fit the color distribution to a Gaussian
function as done for the MS. Instead, we apply these three prescriptions:
• Since DSED isochrones do not include stages beyond the tip of the red giant branch –
i.e., do not include EEPs belonging to the Horizontal branch and the asymptotic giant
branch–, we mask out all the bins which correspond to stars (and EEP) that do not
belong to either the sub-giant branch or the red giants.
• Since the estimation of the mean is easily contaminated by outliers, we use the median
color instead in each bin as an estimate for Cdatai . In fact, we expect that the color
errors follow a Gaussian distribution, and that the outliers are stars that are not part
of the GC main sequence of upper branch (our target sample). If we could select only
stars that belong to our target sample, they would follow a Gaussian distribution. In
practice, using the median down weights the contribution of outliers on the estimate
of the central value of the distribution. Therefore, it provides a good estimate of the
mean value of the distribution of the target sample; here we assume that the resulting
distribution matches the target distribution and can be assumed to be Gaussian.
• We use the error of the median for normal distributions σmed,i = 1.253σEEP,i, where
σEEP,i is the regular standard deviation in bin i.
This is illustrated in Figure 3. In this figure, for a representative GC, IC4999, the stars
in the color-magnitude diagram are shown as grey points, the excluded bins are shaded, the
red points show the Cdatai , and the error bars show the σmed,i.
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Figure 3. Binning of the upper branch for a representative GC IC4499. The grey points are the
stars, the horizontal blue lines show the adopted binning. The masked bins are shaded. Each red
point represents the median value at bin center. The error bars correspond to σmed,i.
Finally the likelihood is also taken to be Gaussian as in Eq. 3.2, with the only differences
of Cdatai being the median value at bin center, and σmed,i the associated error for bin i. We
are aware that this choice of Gaussian likelihood is not as well motivated as for the MS.
Nevertheless we note here that other systematic uncertainties (see section 4.1) are likely
larger than the one introduced by this approximation.
3.3 Multiple populations and magnitude cut
For the sake of simplicity in the analysis, we assume that parameters such as age, metallicity
and distance are common to all stars belonging to the GC. Nonetheless, GCs can be more
complex and host distinct populations. Multiple populations in GCs is an active research
area (see e.g., [23] for a review). It is important to note that multiple populations do not
necessarily have different ages, they may have e.g., different element abundances. Moreover,
the effects of multiple populations are minimized for the filters used to create the catalog
(F606W and F814W ; see Ref. [23] and references therein). When we apply our analysis to GCs
known to host multiple populations to quantify the effect that this might have in the inferred
constraints, we find that having multiple populations introduces an additional widening in
the marginalized inferred age, as well as multiple peaks for the metallicities. GCs with mul-
tiple populations have a manifestly multi-modal posterior distribution where additional local
maxima may appear. We find that the magnitude cut mcut (see Equation 3.1) we impose
helps to reduce the sensitivity to secondary populations, i.e., it suppresses the secondary
local maxima, but leave the global maximum unaffected. This is because it is easier to see
multiple population in the faint end of the MS; at brighter magnitudes, the two populations
blend. Nevertheless, the posterior distributions obtained for some GCs are still multi-modal.
Masking out bins where the distribution is markedly multimodal further minimize this ef-
fect. Any residual multi-modality is blended with the main maximum and thus effectively
contributes to growing the errors. The way we deal in practice with the multi-modality of
these secondary local maxima is developed further in Sec. 4.
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4 Parameter inference
We assume that the two parts (MS and UB) of the “functional” magnitude interval considered
are independent. The total log-likelihood, L = lnL, is then L = LMS + LUB.
The parameters that we vary are: age, metallicity [Fe/H], absorption, distance and α
enhancement [α/Fe]. In order to ensure that we remain inside the interpolation domain of the
stellar model, we use uniform priors corresponding to the intersection of the parameter-space
volumes of the stellar model (in our case this corresponds to the prior region of DSED see
Table 1). These are: [1,15] Gyr for the age, [-2.5,0.5] dex for metallicity, (0,3] for absorption,
(0,∞) for distance and [-0.2,0.8] for [α/Fe].
In addition, we adopt gaussian priors on the metallicity, distance modulus and absorp-
tion as follows. For the metallicity and distance the priors are centered around estimates
from the literature for each globular cluster (see Ref. [14]). For 65 clusters the extinction
estimates are based on the two catalogs of Refs [24, 25]; however, for three globular clus-
ters (NGC 6121, NGC 6144, NGC 6723) we use instead values from more recent literature
(Refs [26–28] respectively) since the quality of the fit and the posterior were unacceptable
when using the catalogs estimates.
We adopt σ[Fe/H] = 0.2 dex for the width of the Gaussian priors for the metallic-
ity, based on spectroscopic measurements, corresponding to twice the typical errors re-
ported in Ref. [3]).8 The width adopted for the distance modulus prior is σdm = 0.5 from
Gaia/Hipparcos indirect distances, 2-3 times the typical errors reported in Ref. [3, 4]. We
assume a dispersion on the reddening σE(B−V ) = 0.01, in agreement with Ref. [4], which
translates into Gaussian priors on absorption with σabs = 0.03 following the Cardelli et al.
[30] relation. No further prior is adopted for [α/Fe].
Unlike the priors on metallicity or distance which are conservative compared to recent
literature, the prior on absorption needs to be restrictive to reduce the degeneracy between
age and absorption. Even though it may appear narrow, one should bear in mind that this
parameter is usually kept fixed in other analyses in the literature.9
For some clusters, the posterior distribution is cut by the 15 Gyr age limit imposed by
the grid of the stellar models, but even in these cases the peak of the distribution is always
well determined and the cut happens at the ∼ 2σ level, hence the effect on the results can
be kept under control.
Given the nature of the problem (degeneracy between the age, distance and the metal-
licity), the nature of the data (possible presence of multiple populations), and the nature of
the likelihood calibration (we fit, at the same time, the MS and the UB, where, in princi-
ple, each might favor a different region of the parameter space and be affected by different
degeneracies), we expect that the posterior distribution might be multi-modal. In this case,
the standard emcee sampler may be inefficient.
Existing methodologies to handle multi-modal distributions include slicing the parame-
ter space and combining the results afterwards, or techniques like parallel-tempering Monte
Carlo Markov chains where the chains are run at different temperatures, which makes it eas-
ier to the chains to communicate and thus “move” between peaks and low likelihood regions.
The first approach is expensive in terms of computational cost and we found the second
8In principle, this prior could be more stringent, following Ref. [29]. However we decide not to do this here,
and explore a wider range in metallicy.
9We have also explored relaxing the metallicity prior by increasing the width of the gaussian by a factor
few. We find that this more conservative choice does not affect the final results of the inferred age (tGC, tU)
as statistical errors remain below the systematic ones.
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one not efficient in our case. Parallel tempering MCMC will move the “coldest” chains to a
formal global maximum which is however in a non-physical region of parameter space (ages
& 15 Gyr and very low metallicities [Fe/H] < -2.3 dex). We explain this tendency as follows.
At high ages and low metallicities the evolutionary tracks in the color magnitude diagram
become very similar to each other (as shown in Figure 8 in Appendix A). In other words,
there is a lot of prior volume to explore, and therefore the chains tend to spend a lot of time
there. This is an artifact of the prior probability distribution chosen.
One of the consequences of having multi-modal posterior distributions with several local
maxima of the likelihood and one global maximum, and using the standard affine invariant
emcee sampler, is a low acceptance fraction. This is especially significant if the modes are
well separated, i.e., if the separation between modes is much larger than the width of the
distribution around the maxima. Indeed, only a small fraction of MCMC steps, close to the
likelihoods peaks are accepted. One possibility to bypass this technical difficulty may involve
re-parametrization [31] or non-uniform priors, in addition to using stronger Gaussian priors
on the metallicity.
We decided to stick to the standard emcee sampler and increased the number of chains
to improve the number of accepted steps. We run 100 chains (or walkers for emcee) for 5000
steps (several times the autocorrelation length) with a burn-in phase of 500 steps. This set up
returns a suitable and stable acceptance rate. For multimodal distribution, the initialization
of the chains can be a important factor. We tested two configurations (a tiny Gaussian
ball centered on estimates from the literature see Ref. [14] and a uniform distribution with
boundaries matching the uniform priors. Both gave consistent results and we kept the second
configurations as it is more objective. We have also made several convergence tests on a subset
of clusters varying the number of walkers and increasing the steps of each of them (from 100
to 700 walkers for up to 100,000 steps) and found that this does not change the results.
We report the error on the parameters as the highest posterior density interval (also
sometimes referred to as minimum credible interval) at a given confidence level. Note that
for non-symmetric distributions (such as those we have here) these errors are not necessarily
symmetric.
4.1 Systematic uncertainties
In our approach, all the parameters that describe the GCs (age, distance, metallicity, [α/Fe]
and extinction) are determined directly from the data. While HST photometry does have
some remaining systematic uncertainty, this is minute compared to the uncertainty associated
with the theoretical stellar model (see below). We estimate the systematic uncertainties in the
ages of GCs induced by the theoretical stellar model using the recipe in Table 2 of Ref. [4]. To
our knowledge, this is the most rigorous approach among stellar model-building to estimate
the systematic uncertainties using the “known-unknowns”. Inspection of Table 2 in Ref. [4]
shows that the main systematic uncertainty is due to the use of mixing length theory to
model convection in the 1D stellar models. The other dominant systematic uncertainty is
related to reaction rates and opacities.10 Everything else is subdominant, thus the combined
effect these two components captures well the extent of systematic errors.
10Rotation is another source of systematic uncertainty, as the rotation speed of stars in GCs is unknown.
However, the main effect of rotation is to alter the depth of the convection zone. Given that we have explored
a wide range of values of the mixing length parameters, the effect of rotation is effectively included in our
systematic budget estimation.
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Mixing-length theory11 has two parameters: the mixing-length parameter (i.e., roughly
how much the convection cells travel before they break up), and the overshoot parameter
(how much the convective cell travels beyond the equilibrium condition). Of these two, the
second one is unimportant for low-mass stars such as those in GCs. These two parameters
dominate the uncertainty in stellar model building; the uncertainties in nuclear reactions are
at the % level.
In principle, changes in the mixing length do not alter the lifetime of the star, see
discussion in page 725, of Ref. [32]. The effect on the inferred age arises from degeneracies
with metallicity. In this work the metallicity is strongly constrained so that, in principle, the
effect of mixing length uncertainties could be reduced significantly.
In fact, the mixing length parameter is usually calibrated from fits to the Sun, but
astro-seismology from other stars at different evolutionary stages indicates a spread of values
between 1.0 and 1.7. Thus, the results from observations of the Sun are extrapolated to stars
belonging to GCs, but adopting the full spread of mixing length parameter values to quantify
the systematic uncertainties. However, a better estimation of systematic uncertainties related
with the mixing length parameter is possible. As shown in Ref. [10], not only the morphology
of the red giant branch can be used to constrain the value of the mixing length, but also
all the GCs analysed in Ref. [10], had the same value for the mixing length and showed no
star-to-star variation of the mixing length parameter. Therefore, the morphology of the red
giant branch is sufficient to constrain the mixing length, once the metallicity is constrained,
without the need to rely on the solar calibration. Thus, potentially, for the present study,
as the metallicity can be constrained from the lower main sequence as well as the sub-giant
branch (see Figure 8), the upper giant branch could be used to determine the value of the
mixing length as done in Ref. [10]. This approach would require adding the mixing length
parameter as an extra free parameter in our analysis; we leave this for future work.
Here instead we prefer to be conservative and use the full range for the mixing length
considered in Ref. [4] (i.e., between 1.0 and 1.7), which is conservative because the study
of Ref. [10] showed that fits to the position of the red giant branch with known metallicity
indicate no significant spread in mixing length parameter. These fits recover a value of 1.6,
well in agreement with results from calibration to the Sun. To estimate the error in ages due
to mixing length variations over the full conservative interval, we use the stellar models of
Ref. [32], and in particular the fitting formulas therein. This yields a 0.3 Gyr age uncertainty.
In addition to this we add an extra 0.2 Gyr to account for uncertainties in reaction rates
and opacities, as from Table 2 of Ref. [4]. In total, we have a 0.5 Gyr uncertainty budget
due to systematic effects in stellar modeling.
Note that in the standard MSTOP approach, another systematic uncertainty to account
for would be the value of [α/Fe], which in general is not known and is assumed to be between
0.2−0.4. However, in our approach, this is not the case as this is a parameter of the model: its
value is directly constrained by the analysis and its uncertainty is therefore already included
in our marginalized errors.
5 Results
We apply the methodology presented in previous sections to our catalog of 68 GCs. Two-
dimensional marginalized posteriors for all pairs of parameters can be found for a representa-
tive GC in Appendix F. Figure 4 shows our main results (see also Appendix E and Tables 3
11In Appendix D we give a brief description of mixing-length theory.
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Figure 4. 68% confidence level marginalised constraints for the five parameters of interest for each of
the GC in the sample (CG id, in the x-axis, corresponds to the ordering of Table 3). The shaded blue
regions represent boundaries of the uniform prior. There are additional gaussian priors of σ[Fe/H] = 0.2
dex for metallicity, σdm = 0.5 on the distance modulus, and σabs = 0.03 in the absorption centered
around values from the literature (see text for details).
and 4). We present marginalized constraints on the absolute age, metallicity, distance, ab-
sorption and [α/Fe] of each GC assuming the DSED model. The x-axis in each panel shows
the cluster id following the same order as in table 3. The gray horizontal areas show the
hard priors imposed by the stellar models domain in parameter space and the gray vertical
band (when reported) illustrates the width the gaussian prior adopted (see Sec. 4). We find
no correlation between age and distances, absorption or [α/Fe]. In particular the absorption
values are low and the distribution presents a scatter that is not correlated with the age.
On an individual cluster-basis the constraints on [α/Fe] are very weak, however values of
[α/Fe]> 0.6 are typically disfavored.
In Figure 5 we compare our inferred constraints with the findings of Ref. [4] for the 22
GCs in common. It is interesting to note the good agreement obtained for the metallicity
estimates of [Fe/H]. Our distances, using information from the color-magnitude diagram and
only very weak priors, are in reasonable agreement with those obtained Ref. [4], which rely on
external information (GAIA parallaxes and accurate distance to nearby dwarf stars). How-
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Figure 5. Direct comparison between our marginalized constraints on the age, distance and metallic-
ity of GCs with results from Ref. [4] for the 22 GCs in common. The blue lines indicate the identity.
We plot uncertainty bars for both determinations when available. There is excellent agreement for
the metallicity determination and reasonable agreement for the distance determinations, although our
distances (with error bars so small that are behind the red dots) are on average somewhat shorter
than those of Ref. [4] by about 200 pc. The age agreement is within the uncertainties, but our ages
are slightly older on average. See text for more details.
ever, we find a small shift as our determination of distances is ∼ 200 pc smaller on average.
This small discrepancy arises because the analysis in Ref. [4] assumes a fixed extinction value,
while we treat extinction as a free parameter to be constrained by the data and marginalized
over. For the ages determination the agreement is within 68% confidence level uncertainties.
From the first panel of Figure 5 it is possible to appreciate that the errors from this study
are smaller that those of Ref. [4] even when Ref. [4] uses additional external information,
not used here. This illustrates the advantage of considering regions of the color-magnitude
diagram beyond the main sequence.
The use of the full color-magnitude diagram, along with the adoption of the priors mo-
tivated in sec. 4, enables us to break the age–distance–metallicity degeneracy. In particular,
the breaking of the age-metallicity degeneracy is visualized in Appendix A where we show
how the isochrones and the color magnitude diagram change in response to variations of these
parameters.
5.1 The age of the oldest GCs
On average, the oldest GCs are those expected to be more metal poor. Here we consider
two metallicity cuts as a way to select the oldest GCs: [Fe/H]< −2 as adopted in Ref. [33]
– leaving 11 clusters – and [Fe/H]< −1.5 – leaving 38 clusters– . We estimate the age
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Figure 6. Age distribution for globular clusters with different metallicity cuts ([Fe/H] < 2 (dot-
dashed); [Fe/H] < 1.5 (solid); no cut (dashed)) . The behavior is consistent with the expected
age-metallicity relation. We only display the statistical uncertainty. An additional uncertainty of 0.5
Gyr at 68% confidence level needs to be added to account for the systematic uncertainty.
distribution tGC for these two samples by multiplying the individual bayesian posteriors (see
Fig. 6).
For [Fe/H]< −2 this yields tGC = 13.13+0.15−0.10(stat.)±0.5(sys.), while for [Fe/H]< −1.5 we
obtain tGC = 13.13±0.1(stat.)±0.5(sys.). The first uncertainty is the statistical uncertainty
while the second uncertainty is the systematic one, as calculated in Sec. 4.1. The results for
the two cuts are very consistent, however the additional 27 clusters in the [Fe/H]< −1.5 cut
do not reduce the statistical error significantly; the additional clusters show increased scatter,
as it is expected for more metal rich objects. Here we therefore adopt the [Fe/H]< −2 cut,
as done in Ref. [33] for reporting our final results.
5.2 From globular cluster ages to the age of the Universe
The age of the oldest stars sets a lower limit for the age of the Universe. These stars and
the oldest GCs formed at a redshift zf . Hence, it is possible to estimate the age tU of the
Universe from the age tGC of the oldest GCs adding a formation time ∆t, corresponding to
the look back time at zf .
As argued in Ref. [33], it is possible to estimate the probability distribution of ∆t by
considering that the first galaxies are found at z ∼ 11 and a significant number of galaxies
are found at z > 8. Many of these galaxies contain stellar populations that indicate that
star formation started at z ∼ 15 − 40 [34–36]; zf is thus assumed to be zf ≥ 11. On the
other hand, GCs could not have formed before the start of reionization which is estimated to
happen around zf,max ∼ 30. Ref. [33] includes a computation of the probability distribution
of ∆t marginalizing over H0, Ωm,0 and zf , with zf varying between zf,min = 11 and zf,max.
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Figure 7. Estimate of the age of the Universe from the age of the oldest globular clusters (solid
thick black line) including systematic uncertainties (dashed line) added in quadrature to a gaussian
fit (with asymmetric variances) of the statistical distribution (dotted line). The thin blue line shows
the Planck 2018 posterior for the age of the Universe.
The resulting distribution depends very weakly on cosmology for reasonable values of the
cosmological parameters, and very weakly on the choice of zf,max provided zf,max > 20. Here
we estimate the full probability distribution of tU = tGC + ∆t by performing a convolution
of the posterior probability distribution for tGC as provided in § 5.1 and the probability
distribution of ∆t from Ref. [33] for which we provide a fitting formula in appendix G.
We find tU = 13.35 ± 0.16(±0.5 sys.) at 68% confidence level. The resulting posterior
distribution for the age of the Universe tU is presented in Figure 7. The solid black line
is the result including only statistical errors, the dashed line is obtained by fitting this
distribution with two gaussians with the same maximum but independent variances for the
two sides (dotted line), and then adding the systematic error in quadrature (dashed line).
For reference the blue thin line shows the constraint inferred from CMB observations from
Planck, assuming the ΛCDM model [37].
6 Summary and Conclusions
Resolved stellar populations of GCs provide an excellent data set to constrain the age of
the Universe, which in turn is a key parameter in cosmology governing the background
expansion history of the Universe. Since the mid 90’s, estimates of the ages of GCs have
been in the range 12−14 Gyr consistently (see e.g. Ref. [10]). With current improvements in
observational data and stellar modeling, it is possible to decrease the uncertainty on the ages
by a factor 4. Given the high-quality of data obtained by HST and the improvement in the
accuracy of stellar models, we have attempted to estimate the physical parameters of GCs
including their age, using as many features as possible in their color-magnitude diagrams.
It is well known that the MSTOP is very sensitive to the GC’s age; however, it is
also sensitive to distance, metallicity, and other parameters, due to significant degeneracies
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in parameter space. However, degeneracies can be in large part lifted if other features of
the color-magnitude diagram are exploited (see Appendix A). In this paper, we have an-
alyzed a sample of 68 ACS/HST globular clusters using most of the information in the
color-magnitude diagram: specifically, the main sequence and red giant branch. We have de-
veloped a Bayesian approach to perform an analysis of each GC, varying simultaneously their
age, distance, metallicity, [α/Fe] and reddening adopting physically-motivated priors based
on independent measurements of distances, metallicities and extinctions found in recent lit-
erature. Our obtained posteriors yield constraints that are fully compatible with previous,
and independent, values in the literature.
The average age of the oldest (and most metal poor) GCs is tGC = 13.13
+0.15
−0.10(stat.) ±
0.5(sys.) Gyr. The systematic errors are due to theoretical stellar model uncertainties and in
particular uncertainties in the mixing length, reaction rates and opacities. Systematic errors
are now bigger than the statistical error, once constraints from several objects are combined.
Hence, to make further progress, uncertainties in stellar model-building should be addressed.
This determination can be used to estimate the Universe absolute age by taking into
account the look back time at the likely redshift of formation of these objects. We find the age
of the Universe as determined from stellar objects to be tU = 13.35 ± 0.16(stat.)(±0.5 sys.)
at 68% confidence level. The statistical error is 1.2%; the error budget is dominated by
systematic uncertainties on the stellar modeling. The prospect of determining the age of
the Universe with an accuracy competitive with current cosmology standards, may serve to
motivate an effort to reduce uncertainties in stellar-model building. This will be addressed in
future work. The statistical uncertainty in tU is now sufficiently small to warrant comparison
to the CMB model-dependent inferred age, which is one of the most accurately quantities
inferred from the CMB [38]. Thus comparing the CMB derived value to independent as-
trophysical estimates can yield precious insights into possible new physics, or support the
ΛCDM model. Our determined value of tU is fully compatible with the inferred value from
the Planck mission observations assuming the ΛCDM model.
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A Test of sensitivity of the color-magnitude diagram to model parameters
In this appendix we explore the dependence of the isochrones in the color-magnitude diagram
of a GC on the model parameters. On top of illustrating the sensitivity of different sections
of the evolutionary track to these parameters, this exercise will allow us to convey how
parameter degeneracies can be lifted by considering regions above the main sequence. We
start from a common set of parameters (based on estimates from literature, see Ref. [14])
and vary one parameter at a time, while we keep the others fixed. As we vary the parameter
of interest, we compare the color at the interpolated magnitudes for each isochrone.
We show the corresponding comparison as function of age, metallicity, and [α/Fe] in
Figure 8. The figure clearly shows that most of the sensitivity to age is around the MSTOP,
but if only this point is used, age is degenerate with metallicity. However, both the red
giant branch and the lower main sequence are sensitive to metallicity, significantly more than
to age. This explains why using more features of the color-magnitude diagram breaks the
degeneracy. Further, the whole color-magnitude diagram has a different sensitivity to [α/Fe]
than to [Fe/H]. Thus, with enough signal-to-noise, both quantities can be constrained in a
joint analysis.
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Figure 8. Dependence of the stellar isochrone on variations of age, metallicity and [α/Fe] of the GC
with all other parameters fixed. Right panels show the relative difference in color.
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B Globular clusters properties after the cuts
Cluster name Total number of stars Stars with magnitude < mcut percentage of remaining stars
arp2 23010 10611 46
ic4499 61931 33938 54
lynga7 44927 27496 61
ngc0104 140016 113700 81
ngc0288 26814 14465 53
ngc0362 111393 71978 64
ngc1261 97780 61767 63
ngc1851 130655 82732 63
ngc2298 20288 13453 66
ngc2808 277727 214443 77
ngc3201 31908 17056 53
ngc4147 19717 13977 70
ngc4590 60058 33182 55
ngc4833 60889 41720 68
ngc5024 222899 132605 59
ngc5053 23957 11104 46
ngc5139 300622 206535 68
ngc5272 161342 106494 66
ngc5286 190379 131490 69
ngc5466 29776 13660 45
ngc5904 108602 73235 67
ngc5927 96349 69333 71
ngc5986 148963 100314 67
ngc6093 125128 88784 70
ngc6101 67032 33715 50
ngc6121 11975 7070 59
ngc6144 22485 15612 69
ngc6205 138295 97673 70
ngc6218 29767 20840 70
ngc6254 54662 38462 70
ngc6304 100830 58706 58
ngc6341 129969 83376 64
ngc6352 25779 14784 57
ngc6362 30541 17724 58
ngc6366 10567 4427 41
ngc6388 310630 257049 82
ngc6397 14277 9404 65
ngc6426 57321 30576 53
ngc6441 340872 299187 87
ngc6496 22938 14486 63
ngc6535 9590 3640 37
ngc6541 111010 71816 64
ngc6584 62694 35346 56
ngc6624 62637 40960 65
ngc6637 61801 44484 71
ngc6652 29936 16586 55
ngc6656 92090 57379 62
ngc6681 48442 32417 66
ngc6715 345989 270157 78
ngc6717 15209 8235 54
ngc6723 60289 42353 70
ngc6752 47657 31250 65
ngc6779 79381 47224 59
ngc6809 42870 24095 56
ngc6838 14504 7582 52
ngc6934 81104 47218 58
ngc6981 44154 29154 66
ngc7006 72056 46216 64
ngc7078 243929 152629 62
ngc7089 227533 159739 70
ngc7099 67053 37756 56
palomar1 9330 685 7
palomar12 7915 1981 25
palomar15 22790 6648 29
pyxis 11311 6281 55
ruprecht106 23800 13285 55
terzan7 21637 7752 35
terzan8 39847 16477 41
Table 2. Impact of the magnitude cut on the number of stars; All numbers are given after the
photometry cleaning
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C Main sequence calibration
We fit the histogram of the color distribution within each magnitude bin with a unimodal
Gaussian with the curve fit routine of Scipy, for a maxfev=950000.12 If the routine cannot
find a fit to the color distribution, the bin is ignored. Otherwise, the bin is retained and the
resulting Gaussian distribution is adopted. A typical example of a small contamination is
shown in Figure 9: the fitting procedure captures the distribution of the main “population”.
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Figure 9. Distribution of color inside a typical MS magnitude bin (at the dim end of the MS) showing
secondary population contamination. The black solid line shows how the algorithm isolates and fits
the distribution of the main population.
Once the central value of the distribution is obtained (see Figure 9), we rescale the
error on the distribution due to the inclination of the observed stars in the color-magnitude
diagram. The orientation of the data in a MS magnitude bin i is obtained by linear regression
the median of the data in sub-bins, and is compared to a vertical line passing through the
color of the central value (see Figure 10). The resulting angle is referred to as φi and it
ranges between [ ' 0 - 10◦].
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Figure 10. Orientation of the data compared to the vertical axis inside a typical MS magnitude bin
(far away from the dim end cut).
12maxfev is set to a very large value to make sure of the non convergence of the unimodal fit.
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D Mixing Length Theory
Uncertainties in the modeling of convection in the envelopes of low mass stars are the main
contributor to systematic uncertainties in determining stellar parameters (see Table 2 in
Ref. [4]). Given the broad audience which this paper (hopefully) reaches, it is worth to
briefly review mixing length theory (MLT), to understand the origin of these uncertainties.
The envelopes (about the outer 30% radius) of low mass (< 2 M) stars are fully
convective and turbulent, with Reynolds number ≈ 1010. Modeling these systems is highly
challenging: in principle, a full hydro-dynamical solution should be obtained. Instead, the
standard solution is to model the gradient of convective transport by the so-called MLT.
Conceptually, it is a very simple approach: it assumes that a blob of gas starts at a point
and continues moving until it dissolves after a certain length, the mixing length lm.
Consider a sphere of radius r and an element e of the envelope (a blob of gas) located
there. After e has traveled a mixing length lm, its increase in temperature T will be
∆T
T
=
1
T
∂(∆T )
∂r
lm = (∇−∇e)lm 1
HP
(D.1)
where the scale height is HP = −dr/d lnP , P is the pressure, ∇ denotes the gradient in the
environment and ∇e is the gradient in the blob. Now, combining this with the equations of
stellar structure, it is possible to obtain a system of five differential equations for five inde-
pendent variables, namely: pressure, temperature, density, and the advective and radiative
gradients. Then lm is an extra free parameter which needs to be determined from observa-
tions. The usual parameter that stellar modelers fit is αMLT = lm/HP ; this has a typical value
of 1.6 from fits to the Sun and to the position of red giant branch in the color-magnitude
diagram of GCs [10]. The interested reader can consult the textbook by Kippenhahn &
Weigert for a detailed account of all equations of stellar structure [39]. Changes for this
parameter from the typical value would propagate into systematic shifts in the metallicity
and age determinations.
– 24 –
E Parameter constraints: globular clusters
The table shows the best-fit parameters for the GC sample considered in this paper and the
one-dimensional marginalized statistical uncertainties at 68% confidence level.
Cluster name Age [Gyr] [Fe/H] Distance [kpc] AV [α/Fe]
arp2 12.88+1.61−1.21 −1.83+0.17−0.17 29.56+1.54−1.54 0.30+0.03−0.02 −0.11+0.35−0.08
ic4499 12.55+0.57−0.68 −1.59+0.09−0.14 19.73+0.48−0.39 0.65+0.02−0.02 −0.19+0.290.00
lynga7 9.84+2.14−1.17 −0.81+0.09−0.18 9.23+0.84−0.42 2.24+0.03−0.02 −0.19+0.260.00
ngc0104 13.27+1.12−0.89 −0.80+0.12−0.21 4.47+0.09−0.09 0.07+0.02−0.02 0.18+0.24−0.18
ngc0288 11.19+0.67−0.67 −1.28+0.13−0.23 9.80+0.17−0.21 0.08+0.02−0.03 0.08+0.35−0.16
ngc0362 11.42+0.73−0.87 −1.23+0.09−0.27 9.17+0.21−0.21 0.07+0.02−0.02 −0.05+0.29−0.14
ngc1261 11.62+0.57−0.57 −1.27+0.12−0.20 16.77+0.31−0.31 0.02+0.02−0.02 −0.01+0.27−0.16
ngc1851 12.25+1.17−1.33 −1.19+0.15−0.18 12.28+0.24−0.36 0.06+0.03−0.02 0.16+0.18−0.27
ngc2298 13.81+0.75−1.00 −2.00+0.11−0.19 10.25+0.22−0.22 0.66+0.02−0.02 −0.07+0.22−0.12
ngc2808 10.36+0.90−1.08 −1.41+0.13−0.13 10.93+0.37−0.37 0.65+0.02−0.03 −0.19+0.240.00
ngc3201 13.12+0.91−1.16 −1.57+0.12−0.21 4.92+0.10−0.10 0.74+0.02−0.03 0.20+0.29−0.20
ngc4147 12.99+0.51−0.34 −1.79+0.16−0.16 19.55+0.40−0.27 0.05+0.02−0.02 0.26+0.20−0.41
ngc4590 11.94+0.69−0.46 −2.28+0.14−0.14 11.14+0.25−0.17 0.18+0.02−0.01 −0.19+0.630.00
ngc4833 14.48+0.48−0.64 −1.99+0.10−0.17 7.02+0.11−0.17 0.99+0.02−0.03 −0.19+0.310.00
ngc5024 13.22+0.55−0.64 −2.08+0.15−0.15 18.97+0.46−0.46 0.03+0.02−0.02 0.46+0.22−0.20
ngc5053 13.86+0.55−0.64 −2.34+0.13−0.13 17.80+0.31−0.31 0.02+0.01−0.01 −0.15+0.37−0.04
ngc5139 14.13+0.82−0.72 −1.74+0.15−0.13 5.81+0.16−0.16 0.39+0.02−0.02 −0.05+0.12−0.14
ngc5272 12.57+0.68−0.68 −1.50+0.12−0.17 10.39+0.22−0.22 0.01+0.01−0.01 0.26+0.12−0.45
ngc5286 14.47+0.47−1.06 −1.75+0.16−0.16 11.68+0.34−0.34 0.73+0.03−0.02 −0.07+0.27−0.12
ngc5466 12.39+0.42−0.64 −1.97+0.18−0.16 16.53+0.31−0.31 0.00+0.020.00 0.65+0.14−0.33
ngc5904 12.50+0.78−0.78 −1.25+0.10−0.26 7.54+0.10−0.17 0.08+0.02−0.03 0.01+0.24−0.18
ngc5927 7.54+1.71−0.98 −0.61+0.11−0.18 8.90+0.36−0.30 1.37+0.03−0.03 0.10+0.16−0.20
ngc5986 14.16+0.59−0.69 −1.70+0.12−0.17 11.01+0.610.00 0.84+0.02−0.03 −0.01+0.41−0.10
ngc6093 13.42+1.05−0.82 −1.82+0.17−0.17 11.03+0.26−0.26 0.63+0.02−0.03 −0.01+0.27−0.18
ngc6101 13.12+0.58−0.67 −1.91+0.14−0.19 14.84+0.28−0.33 0.31+0.02−0.02 0.46+0.27−0.24
ngc6121 13.16+0.85−1.13 −1.26+0.35−0.09 2.54+0.000.00 1.15+0.02−0.01 0.44+0.22−0.43
ngc6144 14.51+0.42−1.26 −1.78+0.18−0.15 8.69+0.21−0.21 1.27+0.02−0.03 0.12+0.29−0.29
ngc6205 13.37+0.62−0.53 −1.46+0.10−0.34 7.79+0.09−0.14 0.02+0.01−0.01 0.01+0.47−0.10
ngc6218 14.21+0.60−0.45 −1.42+0.09−0.21 5.35+0.03−0.13 0.57+0.02−0.02 0.26+0.08−0.45
ngc6254 12.21+0.68−0.68 −1.81+0.12−0.14 5.78+0.13−0.11 0.82+0.03−0.02 −0.19+0.180.00
ngc6304 8.21+1.27−1.53 −0.60+0.12−0.14 7.31+0.31−0.38 1.60+0.02−0.03 −0.15+0.24−0.04
Table 3.
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Cluster name Age [Gyr] [Fe/H] Distance [kpc] AV [α/Fe]
ngc6341 13.10+0.74−0.46 −2.27+0.13−0.13 8.92+0.21−0.18 0.06+0.02−0.02 0.28+0.27−0.47
ngc6352 12.84+1.31−1.50 −0.52+0.07−0.27 5.65+0.21−0.21 0.70+0.03−0.02 0.24+0.14−0.27
ngc6362 13.38+0.73−0.83 −0.95+0.12−0.32 7.79+0.08−0.16 0.17+0.02−0.02 0.30+0.16−0.39
ngc6366 11.97+1.34−1.57 −0.90+0.12−0.12 3.66+0.15−0.09 2.18+0.02−0.03 −0.19+0.200.00
ngc6388 10.70+1.89−1.68 −0.84+0.16−0.12 12.55+0.68−0.46 1.12+0.03−0.03 −0.19+0.200.00
ngc6397 13.84+0.73−0.85 −2.11+0.16−0.18 2.67+0.05−0.04 0.52+0.02−0.02 −0.19+0.410.00
ngc6426 13.62+1.28−1.10 −2.15+0.17−0.19 21.95+0.69−1.04 1.12+0.02−0.03 −0.19+0.670.00
ngc6441 10.68+1.87−2.33 −0.67+0.15−0.13 14.46+0.99−0.99 1.45+0.03−0.03 −0.19+0.200.00
ngc6496 10.89+1.55−1.78 −0.54+0.09−0.15 9.91+0.50−0.29 0.70+0.03−0.03 0.08+0.10−0.20
ngc6535 13.35+1.56−0.69 −1.95+0.21−0.13 6.59+0.37−0.37 1.23+0.02−0.02 −0.17+0.39−0.02
ngc6541 13.01+0.61−0.81 −1.92+0.11−0.15 8.06+0.19−0.16 0.39+0.02−0.02 −0.01+0.18−0.18
ngc6584 12.44+0.65−0.65 −1.55+0.10−0.14 14.17+0.32−0.26 0.27+0.02−0.02 −0.11+0.24−0.08
ngc6624 10.77+1.65−1.24 −0.66+0.12−0.12 8.56+0.38−0.38 0.84+0.03−0.02 −0.19+0.180.00
ngc6637 12.06+1.34−1.17 −0.82+0.15−0.11 9.20+0.24−0.36 0.53+0.03−0.02 −0.17+0.24−0.02
ngc6652 13.34+0.95−1.26 −0.76+0.08−0.25 9.60+0.37−0.45 0.34+0.02−0.02 −0.01+0.49−0.16
ngc6656 13.97+0.86−0.65 −1.79+0.17−0.17 3.62+0.09−0.09 1.04+0.02−0.02 −0.03+0.24−0.16
ngc6681 13.72+0.78−0.89 −1.72+0.14−0.17 9.67+0.27−0.22 0.31+0.02−0.02 −0.01+0.18−0.18
ngc6715 12.16+1.48−1.73 −1.57+0.12−0.21 28.21+1.54−1.54 0.46+0.02−0.03 −0.17+0.33−0.02
ngc6717 10.95+1.97−1.09 −1.33+0.19−0.19 8.07+0.42−0.50 0.68+0.02−0.03 0.01+0.24−0.20
ngc6723 13.74+0.75−0.75 −1.02+0.04−0.25 8.22+0.11−0.19 0.19+0.03−0.02 0.24+0.16−0.14
ngc6752 13.54+0.71−0.53 −1.61+0.21−0.10 4.34+0.08−0.06 0.12+0.02−0.02 0.36+0.14−0.45
ngc6779 14.15+0.72−0.48 −2.22+0.15−0.17 10.97+0.22−0.22 0.71+0.02−0.02 −0.19+0.240.00
ngc6809 13.97+0.56−0.50 −1.90+0.21−0.15 5.48+0.07−0.10 0.28+0.01−0.03 0.38+0.31−0.20
ngc6838 10.77+1.60−1.37 −0.93+0.17−0.14 4.14+0.25−0.11 0.76+0.03−0.03 −0.11+0.27−0.08
ngc6934 12.99+0.72−0.62 −1.52+0.12−0.15 15.91+0.48−0.20 0.29+0.03−0.02 −0.13+0.35−0.06
ngc6981 12.55+0.80−0.57 −1.44+0.12−0.17 17.10+0.48−0.32 0.13+0.02−0.02 −0.19+0.490.00
ngc7006 13.17+1.02−1.32 −1.58+0.14−0.17 39.97+1.83−1.83 0.24+0.02−0.03 −0.19+0.450.00
ngc7078 12.96+0.77−0.77 −2.48+0.16−0.01 11.15+0.26−0.26 0.26+0.02−0.02 −0.11+0.24−0.08
ngc7089 12.75+0.81−0.81 −1.66+0.12−0.17 12.13+0.24−0.30 0.16+0.02−0.02 −0.01+0.31−0.10
ngc7099 12.81+0.31−0.55 −2.23+0.12−0.12 8.90+0.13−0.16 0.12+0.02−0.02 0.50+0.20−0.18
palomar1 8.96+2.25−3.37 −0.72+0.19−0.16 11.52+0.79−0.79 0.47+0.02−0.03 −0.17+0.43−0.02
palomar12 9.70+0.92−0.73 −0.87+0.13−0.18 18.63+0.65−0.43 0.06+0.02−0.02 −0.07+0.33−0.12
palomar15 12.54+1.64−1.64 −2.09+0.15−0.20 48.52+4.33−3.61 1.22+0.02−0.02 −0.15+0.53−0.04
pyxis 13.59+1.28−3.08 −1.11+0.17−0.17 37.34+3.87−2.58 0.66+0.03−0.03 0.79+0.00−0.45
ruprecht106 10.14+1.58−1.35 −1.69+0.17−0.17 21.85+0.85−0.57 0.59+0.02−0.02 0.10+0.18−0.29
terzan7 8.10+1.69−1.41 −0.55+0.07−0.12 23.72+1.54−1.03 0.21+0.03−0.03 −0.19+0.180.00
terzan8 13.52+0.71−0.95 −2.24+0.19−0.12 29.12+1.00−0.80 0.37+0.02−0.03 −0.19+0.490.00
Table 4.
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F Fits to ACS globular clusters
In this appendix we show fits for a typical GC in the ACS sample as an illustration of the
adopted methodology. The upper panel of Figure 11 shows the color-magnitude diagram for
globular cluster IC 4499. The gray points correspond to the individual stars, the red points
show the best fit isochrone for the DSED model. The bottom panels show the marginalized
posteriors of the model parameters obtained applying our analysis. The contours indicate
the two-dimensional 68%, 95% and 99.7% confidence levels constraints, while the panels in
the diagonal show the one-dimensional marginalized posteriors.
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Figure 11. Fit to IC 4499 (upper panel) and the corresponding join Bayesian posterior for the
corresponding parameters. The contour levels are confidence, 2D join, intervals for 1, 2 and 3− σ.
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G Fitting formula for the distribution of ∆t
The distribution of ∆t shown in the right panel of Figure 1 of Ref. [33] can be well approx-
imated by the following fitting formula (see Fig 12). Let x indicate ∆t, l = log10(∆t) and
l1 ≡ log10(0.1155), l2 ≡ log10(0.255), σ1 = 0.15, σ′1 = 0.17, σ2 = 0.155 then
F1(x) = exp
(
−1
2
(l − l1)2
σ21
)
if x ≤ 0.1155 (G.1)
F1(x) = exp
(
−1
2
(l − l1)2
σ′21
)
if x ≥ 0.1155 (G.2)
F2(x) = exp
(
−1
2
(l − l2)2
σ22
)
(G.3)
P∆t(x) ∝ 0.95F1(x) + 0.45F2(x) (G.4)
Figure 12. Distribution of the ∆t taken from the right panel of Figure 1 of Ref. [33] (solid line) and
fitting formula used here (dot-dashed line).
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