The auditory cortex is critical for perceiving a sound's location. However, there is no topographic representation of acoustic space, and individual auditory cortical neurons are often broadly tuned to stimulus location. It thus remains unclear how acoustic space is represented in the mammalian cerebral cortex and how it could contribute to sound localization. This report tests whether the firing rates of populations of neurons in different auditory cortical fields in the macaque monkey carry sufficient information to account for horizontal sound localization ability. We applied an optimal neural decoding technique, based on maximum likelihood estimation, to populations of neurons from 6 different cortical fields encompassing core and belt areas. We found that the firing rate of neurons in the caudolateral area contain enough information to account for sound localization ability, but neurons in other tested core and belt cortical areas do not. These results provide a detailed and plausible population model of how acoustic space could be represented in the primate cerebral cortex and support a dual stream processing model of auditory cortical processing.
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auditory cortex ͉ macaque ͉ population model ͉ sound localization S ound localization is a fundamental function of the auditory system in terrestrial vertebrates. Unilateral lesions of the auditory cortex have been shown to produce deficits in contralesional space in a variety of species (1) (2) (3) (4) , indicating a critical role for auditory cortex. However, despite considerable effort to determine how the cerebral cortex processes acoustic space, our understanding remains rudimentary (e.g., [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . From these studies and others, we know that (i) acoustic space is not topographically organized in the mammalian cerebral cortex and (ii) single neuron spatial receptive fields are very broad and, in themselves, unlikely to account for localization ability. Thus, some form of population code is likely used to represent acoustic space in the auditory cortex. Several models have been proposed (e.g., 13, 17 ), yet they do not illustrate how such a coding scheme could actually work, and it remains unclear which aspects of the neuronal response carry the information. Recent studies in extrastriate visual cortex have shown that a logarithmic maximum-likelihood estimator could account for direction selectivity of visual motion based on the firing rate of populations of neurons (18) . The perception of azimuthal acoustic space can be similarly modeled as direction over 360°, and such an estimator may be a common cortical process for encoding secondary stimulus properties.
A recent study examining single neuron recordings in the macaque auditory cortex (22) was consistent with the hypothesis put forth by Rauschecker and others (19) (20) (21) that acoustic space could be represented in a hierarchical fashion, starting in the core field(s) of auditory cortex and progressing to the belt and para-belt fields. That study showed that spatial tuning of single neurons was sharpest in the caudolateral (CL) and caudomedial (CM) fields compared with core and more rostral (R) belt areas, but that study did not address how acoustic space could be represented.
In the present study, the same neuronal responses described earlier (22) are used in a population coding model similar to that shown previously in extrastriate middle temporal cortex (MT) (18) . Acoustic space was tested at 4 different stimulus intensities in a plane through 0°elevation and 360°in azimuth. Correlates between the population responses in 6 different cortical areas were compared to psychophysical studies from normal human subjects localizing the same acoustic stimuli. Specifically, we tested whether the cortical population code could accurately predict the stimulus location consistent with 2 basic aspects related to the sound localization performance of normal and lesioned primates: (i) contralateral space is better represented than ipsilateral space, giving rise to contralesional deficits (1-4); and (ii) higher-intensity stimuli are better localized than lowerintensity stimuli (23) (24) (25) (26) (27) .
Results
Human Psychophysics. Psychophysical data were collected from 7 normal human subjects using 16 spatial locations and 4 absolute stimulus intensities. These data were consistent with previous reports of the effects of intensity on sound localization performance in both humans (23) (24) (25) (26) and monkeys (27) . The localization results are summarized across subjects in Fig. 1 . The stimulus location is shown on the x axis, and the mean unsigned error across subjects is plotted on the y axis. Three main observations can be made. First, localization performance improved as the intensity increased, as evidenced by the means nearing zero (compare red to dark blue lines). Second, localization was best along the midline and decreased in the far periphery in the back quadrant. Third, although there were considerable individual differences (not shown), this variability decreased with increasing stimulus intensity. These observations were substantiated by statistical analysis, in which there was a main effect of stimulus intensity (ANOVA; F ϭ 62.7; df ϭ 3; P Ͻ 0.01) and stimulus location (ANOVA; F ϭ 7.2; df ϭ 15; P Ͻ 0.01). Post-hoc Tukey analysis showed that there was no difference in performance between 75 and 55 dB stimuli, but that performance was significantly worse as the intensity decreased (all P values Ͻ 0.01). Further analysis also showed that there was no significant difference between left and right locations (Ϫ157.5°to Ϫ22.5°vs. ϩ22.5°to ϩ 157.5°; P Ͼ 0.05), but performance directly behind the subject was significantly worse than directly in front for all intensities except 75 dB (t test, P Ͻ 0.01 with Bonferroni correction). The authors declare no conflict of interest. 1 To whom correspondence should be addressed. E-mail: ghrecanzone@ucdavis.edu. cortical areas in the left hemisphere of 3 monkeys (see Methods and ref. 22) . These data were restricted to neurons whose greatest response was statistically significantly different from the spontaneous activity (t test, P Ͻ 0.01). Additionally, neurons had to have a non-zero spontaneous rate as the analysis incorporated some of this activity to prevent taking the logarithm of zero, which is negative infinity (see Methods). The maximum likelihood estimator was used for each cortical area separately, but the neurons within a cortical area and the single trials were randomly selected for a total of 128 neurons comprising the input. This estimator was then repeated 1,000 times to generate mean unsigned errors as a function of stimulus location, shown in Fig.  2 . In each panel, the mean unsigned error is shown as a function of the actual stimulus location, with each color representing a different stimulus intensity. Fig. 2 A shows the results using the activity of primary auditory cortex (A1) neurons. It is clear from this and each of the other 2 panels that the model accuracy is much worse in ipsilateral space ( The model performance in contralateral space using CL neurons ( Fig. 2B ) is much better than when using A1 neurons ( Fig. 2 A) , and much worse when using activity from R neurons (Fig. 2C) .
To determine if the information in certain cortical areas is consistent with sound localization performance, we compared the mean unsigned error of the model predictions for each cortical area to the unsigned error taken from the human subjects. Given the differences in the model performance between contralateral and ipsilateral locations, which was not seen psychophysically, the estimates were pooled from the 5 most ipsilateral locations (Ϫ45°to Ϫ135°) and the 5 most contralateral locations (ϩ45°to ϩ135°). The results are shown in Fig. 3 . The ipsilateral (open squares) and contralateral (closed squares) data are shown on the same scale (note the y axis). Ipsilateral locations were poorly discriminated by the model regardless of the population of neurons that contributed to the computation. In contrast, the model did much better for all cortical areas when contralateral locations were estimated. The model had intermediate performance when A1 neurons were used, with the mean slightly greater than the mean plus 1 SD from the human observers. The model performed less accurately in R, ML (mediolateral), and MM (mediomedial) areas and more accurately in caudal cortex in the CM and CL fields. The model estimate based on the population of CL neurons was nearly identical to the psychophysical results. Paired t tests showed that the estimates were not significantly different from the human observers (P Ͼ 0.05) only when the population of CL neurons were used. This shows that the spike rate of populations of neurons in CL contain enough information to account for sound localization performance in azimuth across a broad range of stimulus intensities using a relatively simple spike rate code.
A final consideration is how many cortical neurons are necessary for this performance. One possibility is that simply having a large number of neurons would ultimately result in similar model performance. To investigate this issue, we calculated the model error based on the responses of 16 to 2,048 randomly selected neurons (Fig. 4) . For all cortical areas, asymptotic performance was noted by 128 to 256 neurons, as minimal gains were observed when this number was increased by nearly 10 to 20 fold. What is also clear is that the performance does not necessarily improve across cortical areas with increases in neuron number, as the accuracy of the model predictions based on MM, ML, and R neurons was consistently worse than those from CL, CM, and even A1. This provides further evidence that the spatial processing of neurons in CL is significantly different from that from neurons in core and more rostral or medial belt fields.
Discussion
The potential for a spike-based population representation of acoustic space in the alert primate was tested across 6 cortical areas using broadband noise stimuli at 4 different intensities in 3 monkeys. These electrophysiological results were compared with psychophysical results in human subjects localizing the same acoustic stimuli. It was found that the model showed the most accurate performance based on the population responses of neurons in CL, but not the core and other tested belt fields. These data present a plausible model of how the mammalian cerebral cortex could represent acoustic space.
Population Modeling. Population modeling used here is similar to that used in extrastriate cortex (18) . It is a relatively straightforward procedure in which weight is given to each neuron based on the spatial tuning function of that neuron and the direction of the stimulus, and uses single trial estimates similar to the information available to the monkey on a single trial. Visual motion direction discrimination is in principle similar to horizontal sound localization, given that both must decode a stimulus attribute in 2D space. There are clear differences between the 2 sensory systems in the parameters used as well as the neural elements involved in making these computations. Nonetheless, the same population model can account for perceptual abilities based on the neuronal responses in both MT of extrastriate cortex and CL of auditory cortex, and with roughly the same population size, 100 to 200 neurons (32) . This indicates that such 2D representations may be a general neocortical mechanism to represent secondary stimulus features. One important feature of this model is that it does not require a topographic representation, which is clearly not present for acoustic space in the mammalian cerebral cortex, and thus can likely be applied in a wide number of sensory cortices.
The performance of the population code in the present context was tested against 2 known lesion and psychophysical characteristics of sound localization. First, unilateral lesions of auditory cortex result in a deficit in sound localization ability in contralesional space, but not ipsilesional space (1-4). The model was extremely poor at predicting the location of stimuli in ipsilateral space but could accurately encode contralateral space, consistent with the lesion results. This is in contrast to models using spike rate as well as spike timing and pattern, wherein ipsilateral locations are discriminated as well as contralateral locations (e.g., 14, [16] [17] . Second, sound localization ability is degraded at low stimulus intensities (23) (24) (25) (26) (27) . The results from this study also demonstrate an influence of stimulus intensity on sound localization ability that was consistent across all studied subjects.
The population model presented here is a quantitative demonstration that the spike rate alone of cortical neurons contains sufficient information to account for sound localization across locations and stimulus intensities (see SI Text for additional discussion). Previous studies in cats have suggested that spike timing and pattern could carry additional location information than firing rate alone (e.g., 7-9, 14-17). The present study shows that spike rate alone is sufficient to describe localization ability under these circumstances, but does not eliminate the potential for spike pattern contributing to localization ability, particularly in other contexts. However, it is unlikely that spike latency is a strong contributor to this encoding, as spatial receptive fields based on spike latency are much broader than those based on spike rate (22) . It may be that these differences are caused by species (and anesthesia) differences, although there are commonalities between the 2 classes of studies. For example, Stecker et al. (17) found that neurons in different cortical fields of the cat, particularly the posterior auditory field, carried more spatial information than A1, similar to the results here with the differences between the caudal and rostral fields.
Other population models could potentially yield similar results. We had also attempted to predict stimulus location based on a population vector model similar to that done in the motor cortex (28, 29) or using a linear pattern discriminator model (e.g., 30) (Figs. S1, S2, and S3). One difficulty with these approaches is that the model accurately predicted the location across all stimulus locations if one used a winner-take-all criterion (see SI Text). However, to achieve results similar to the psychophysical experiments, one has to select an arbitrary threshold, which differed between the 2 techniques. An advantage of the technique used here is that the model uses a winner-take-all criterion, which has precedent in neuronal correlates of behavior (e.g., 31). A second advantage is that it uses the real distributions of neurons with respect to their best direction, firing rate, and spatial tuning, which varies considerably across cortical areas (22) . These differences between neural populations in distinct cortical areas underlie the observed differences in model performance.
Hierarchical Processing in Auditory Cortex. Previous anatomical and physiological data suggest that acoustic information is processed in parallel and hierarchical ''streams,'' in which information is processed from the core areas to the belt areas to the parabelt areas and ultimately to parietal and frontal lobe regions (see 19-22, 33, 34) . This predicts that neurons in CL would better represent acoustic space than neurons in A1, as well as other rostral cortical fields, which is exactly the result that we observed. This suggests that CL receives the output of A1 neurons, further refines the spatial representation, and then relays this information to the next cortical area(s), such as the caudal parabelt. Our study does not demonstrate the mechanism of spatial refinement between A1 and CL, but it does show that spatial representations in CL have been made more accessible to a biologically plausible population decoder of firing rate alone. Finally, it is likely that area CL does not contain the only representation of acoustic space, and although we predict that it is necessary for contralateral sound localization, it is probably not sufficient (although see ref.
2).
Although the results of this study are consistent with the idea that spatial information is processed along a caudal pathway, it is also clear that the rostral and medial areas also have some representation of acoustic space (see SI Text). It is likely that some spatial information is retained in these non-caudal fields, and it is similarly likely that some non-spatial information is carried along in the caudal fields. For example, in environments with multiple acoustic objects, attention may operate in these non-caudal regions to later re-integrate this information at higher levels in the nervous system.
Conclusions
This study shows that the population of neurons in CL contains enough information in the spike rate to account for sound localization in contralateral space. This finding leads to several testable predictions. First, this model predicts that it will be robust to localization tasks that vary in difficulty, such as narrow-band stimuli as opposed to the broadband stimuli used here. Further, lesions restricted to the caudal belt areas should result in much more profound sound localization deficits compared with lesions of more rostral areas. This model also predicts that restricted lesions, or local interventions such as microstimulation, will likely not cause any perceptual effects as the encoding occurs over a large cortical area, such as area CL.
Methods
Apparatus and Stimuli. All experiments were performed in a double-walled acoustic chamber (IAC) measuring 2.4 ϫ 3.0 ϫ 2.0 m (length ϫ width ϫ height; inner dimensions) and lined with echo-attenuating foam. Speakers with a flat frequency profile from 500 to 12,000 Hz and a 6 dB/octave roll-off at higher and lower frequencies were located 1 m from the center of the subject's head every 22.5°at the elevation of the interaural axis. Acoustic stimuli (200 ms duration unfrozen Gaussian noise with 5-ms linear on/off ramps) were generated using TDT hardware and software (TDT) controlled by a PC. Stimulus intensities were 25 dB, 35 dB, 55 dB, and 75 dB sound pressure level (average intensity; A-weighted) measured at the center of the apparatus in the absence of the monkey, and were randomly varied Ϯ2 dB in 0.5-dB steps across presentations.
Human Psychophysics. Seven subjects (3 males) ranging in age from 23 to 39 years participated. All subjects provided informed consent and all procedures were approved by the institutional review board and followed Public Health Service and Society for Neuroscience guidelines. All subjects had normal or corrected-to-normal vision and no known auditory deficits. Subjects sat in the same sound booth and were presented with the same stimuli as in the physiological experiments described later. A blinking LED oriented the subject to a consistent initial head location that was monitored via closed circuit video by the experimenter. The subject depressed a button to initiate a trial and cause the LED to remain on continuously. After a variable delay (300 -500 ms), a single 200-ms noise burst was randomly presented from one of the 16 speakers at one of 4 different intensities. The subjects were provided with a sheet representing the 256 different trials (4 trials per stimulus) and a small figurine that showed an overhead view of the apparatus and numbered the speakers from 1 to 16 with 8 being directly in front of the subject and 4 and 12 being directly left and right, respectively. Subjects were asked to write down the number of the speaker that corresponded to the location of the previous stimulus. Subjects were told that they could turn to look at the speakers behind them if they wished, but to return to looking forward before the next trial. Each subject was tested on 5 different sessions for a total of 20 trials per stimulus.
Psychophysical Data Analysis. The unsigned error was calculated for each stimulus and location by multiplying the probability that the subject selected a particular location by the distance in absolute degrees from the actual stimulus location. Trials when the subject reported that they did not hear a sound were not included in the analysis. This occurred no more than 3 times in a single subject and never for the same location on 2 trials.
Animals and Tasks.
The neural data from 3 monkeys presented here have been described in detail previously (22) . Two monkeys were trained to depress a lever to initiate a trial, then after a 300-to 500-ms delay, 3 to 7 stimuli of different intensities and locations were presented (i.e., S1 stimuli) with an inter-stimulus interval of 800 ms before the same stimulus intensity and location was presented a second time (i.e., S2 stimuli). Immediately following the S2 stimulus offset, the solenoid providing fluid reinforcement would open briefly and audibly. If the monkey released the lever within 800 ms,, the solenoid would open again for a longer time to provide the fluid reinforcement. Failure to do so, or responses during the S1 stimulus, resulted in a brief time-out. Monkeys were thus attending to the acoustic environment but were not required to discriminate the location of the stimulus. We were unable to train a third monkey to perform this task, and this animal received a fluid reward after 3 to 7 stimuli. Continuous monitoring via closed-circuit video and the fact that the monkey was receiving fluids every several seconds assured that it remained alert throughout the session. All animal procedures were approved by the institutional Animal Care and Use Committee and followed Public Health Service and Society for Neuroscience guidelines.
Data Recording. Each monkey was implanted with a recording cylinder over the left hemisphere oriented in the vertical plane to allow the electrode to penetrate the superior temporal gyrus from a roughly orthogonal direction (35, 36) . Neuronal signals were recorded from tungsten microelectrodes (FHC), filtered, amplified, and displayed on an oscilloscope and audio monitor. Search stimuli consisted of tone and/or noise bursts, band-passed noise, clicks, and vocalizations. Single neuron waveforms were isolated using a timeamplitude window discriminator (BAK). Action potentials were time stamped on the computer at 1 ms resolution from stimulus onset and neural data were recorded for 350 ms following stimulus onset. All data in this report are from neurons in which the unit isolation was stable and data were collected for at least 8 randomly interleaved S1 stimuli of each of the 16 locations and 4 intensities. In addition, one trial type in which no stimulus was presented was included to measure the spontaneous activity. The total number of neurons analyzed in each cortical field was as follows: A1, 325; R, 96; ML, 113; MM, 42; CL, 185; and CM, 209.
Following all experiments, monkeys were given an overdose of sodium pentobarbital and perfused through the heart with normal saline solution followed by 4% paraformaldehyde in 0.1 M phosphate buffer, pH 7.2. The brains were histologically processed to reconstruct electrode tracts.
Optimally Decoding the Population Response. We used an optimal decoding technique to quantify how well a neural population could identify stimulus direction on a single trial (18) . This technique relies on maximum likelihood estimation (MLE), wherein log-likelihood functions reflect the probability that a certain stimulus elicited the observed neural response.
We defined neural responses as action potentials occurring 0 to 300 ms following stimulus onset, which would include any offset responses (37) . Tuning curves were then identified for each stimulus attenuation as the mean number of action potentials per trial as a function of direction. Notice that tuning curves with values equal to zero present a numerical difficulty for log-likelihood approaches, as the log of zero is negative infinity. We thus added to each neuron's tuning curve a small offset, equal to the neuron's spontaneous rate scaled by its Poisson probability for an observation of zero spikes. For example, if a neuron had spontaneous rate 4.75 spikes (the empirical mean across all neurons), this added 0.04 spikes to all directions of its tuning curve. We also excluded neurons with zero spontaneous rate (A1, n ϭ 2; R, n ϭ 1; ML, n ϭ 1; MM, n ϭ 0; CL, n ϭ 1; CM, n ϭ 3 neurons).
We performed the MLE calculation on each stimulus direction by using ''single-trial'' population responses. As the neurons were not recorded simultaneously, population responses ignore interneuronal correlations as in the work of Jazayeri and Movshon (18) . We analyzed cortical fields and the 4 attenuations independently. A population response consisted of one random trial from each neuron in a randomly sampled population. Population size was set to 128 neurons for most analyses, although other numbers were tested as described for Fig. 4 . When a cortical field had fewer neurons than the desired population size, its data were replicated until the number of neurons equaled or exceeded the population size. Every MLE calculation was repeated 1,000 times with a new, randomly selected population response. Our results are thus based on the mean and variance of the MLE estimate across 1,000 iterations.
All tuning curves were scaled to have a peak equal to one. These scaled tuning curves are denoted f() i, where is stimulus direction and the subscript i indexes neuron. For each single-trial population response, each of N neurons in the population responds with n i spikes to a stimulus of direction . The log-likelihood function for any stimulus , from equation 2 of Jazayeri and Movshon (18) , is then:
The first right-hand term is a weighted sum of tuning curves. The second term is essential for populations with nonuniform distribution of direction preference, as when contralateral space is more strongly represented than ipsilateral space. For every one of the 1,000 iterations in each direction, the maximum likelihood estimate was defined as the peak of the log-likelihood function. Mean unsigned error is the mean difference in degrees between actual and MLE-estimated stimulus direction.
