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Abstract—The problem of online learning and optimization
of unknown Markov jump affine models is considered. An
online learning policy, referred to as Markovian simultaneous
perturbations stochastic approximation (MSPSA), is proposed
for two different optimization objectives: (i) the quadratic cost
minimization of the regulation problem and (ii) the revenue
(profit) maximization problem. It is shown that the regret of
MSPSA grows at the order of the square root of the learning
horizon. Furthermore, by the use of van Trees inequality, it is
shown that the regret of any policy grows no slower than that
of MSPSA, making MSPSA an order optimal learning policy. In
addition, it is also shown that the MSPSA policy converges to
the optimal control input almost surely as well as in the mean
square sense. Simulation results are presented to illustrate the
regret growth rate of MSPSA and to show that MSPSA can offer
significant gain over the greedy certainty equivalent approach.
Index Terms—Online learning, stochastic approximation,
stochastic Cramer-Rao bounds, continuum-armed bandit, se-
quential decision making.
I. INTRODUCTION
WE consider the problem of online learning and opti-mization of affine memoryless models with unknown
parameters that follow a Markov jump process. By online
learning and optimization we mean that the control input of
the unknown model is chosen sequentially to minimize the
expected total cost or to maximize the expected cumulative
reward procured over a time horizon T . In this context, the
online learning problem is one of exploration and exploitation;
the need of exploring the space of unknown parameters must
be balanced by the need of exploiting the knowledge acquired
through learning.
For online learning problems with deterministic unknown
parameters, a commonly used performance measure is the so-
called regret1, defined by the difference between the cumu-
lative cost/reward of an online learning policy and that of a
decision maker who knows the model completely and sets the
input optimally. The regret grows monotonically with the time
horizon T , and the rate of growth measures the efficiency of
online learning policies.
The online learning problem considered in this paper is
particularly relevant in dynamic pricing problems when the
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1The notion of regret is made precise in Section 2.
consumers’ demand is unknown and possibly varying stochas-
tically [1]–[4]. The goal of dynamic pricing is to set the price
sequentially, using the observations from the previous sales,
to match a certain contracted demand. Besides applications in
dynamic pricing, results are also relevant to the learning and
control problem of Markov jump linear systems with unknown
parameters [5]–[7].
In this paper, we study the online learning and optimization
problem of Markov jump affine models under two different
objectives: (i) target matching with a quadratic cost and
(ii) revenue (profit) maximization. Our goal is to establish
fundamental limits on the rate of regret growth for Markov
jump affine models and develop an online learning policy that
achieves the lowest possible regret growth.
A. Related Work
Without Markov jump as part of the model, i.e., when
there is a single state, the problem considered here is the
classical problem of control in experiment design studied by
Anderson and Taylor [8]. Anderson and Taylor proposed a
certainty equivalence rule where the input is determined by
using the maximum likelihood estimates of system parameters
as if they were the true parameters. Despite its intuitive appeal,
the Anderson-Taylor rule was shown to be suboptimal for the
quadratic regulation problem by Lai and Robbins in [9] and
also for the revenue maximization problem by den Boer and
Zwart in [10]. In fact, there is a non-zero probability that the
Anderson-Taylor rule produces an input which converges to a
suboptimal value for both cases; therefore, this rule results in
incomplete learning and a linear growth of regret.
For the scalar model in which the quadratic cost of the
regulation problem is to be minimized, Lai and Robbins
[11] showed that a Robbins-Monro stochastic approximation
approach achieves the optimal regret order of Θ(logT ). Later,
Lai and Wei [12] showed that this regret order is also achiev-
able for a more general linear dynamic system by an adaptive
regulator that uses least square estimates of a reparametrized
model and ensures convergence via occasional uses of white-
noise probing inputs. The result was further generalized by
Lai [13] to multivariate linear dynamic systems with a square
invertible system matrix. The result presented in this paper can
be viewed as a generalization of this line of work to allow both
time-varying linear models and time-invariant models with a
non-invertible system matrix.
The problem considered in this paper also falls into the cat-
egory of continuum-armed bandit problem where the control
input is chosen from a subset of ℜn with the goal of minimiz-
ing expected cost (or maximizing expected reward) that is an
2unknown continuous function of the input. This problem was
introduced by Agrawal [14] who studied the scalar problem
and proposed a policy that combines certainty equivalence
control with Kernel estimator-based learning. Agrawal showed
that this policy has a regret growth rate of O(T 3/4) for a
uniformly Lipschitz expected cost function. Later, Kleinberg
[15] proved that the optimal growth rate of regret for this
problem cannot be smaller than Ω(T 2/3) and proposed a
policy that achieves O(T 2/3(log(T ))1/3). Kleinberg [15] also
considered the multivariate problem , i.e., n > 1, and showed
that an adaptation of Zinkevich’s greedy projection algorithm
achieves the regret growth rate of O(T 3/4) if the cost function
is smooth and convex on a closed bounded convex input set.
Within the continuum-armed bandit formulation, the work
of Cope [16] is particularly relevant because of its use of
stochastic approximation to achieve the order-optimal regret
growth of Ω(
√
T ) for a different class of cost functions. Cope’s
results (both the regret lower bound and the Kiefer-Wolfowitz
technique), unfortunately, cannot be applied here because of
the time-varying Markov jump affine models treated here. Also
relevant is the work of Rusmevichientong and Tsitsiklis [17]
on the so-called linearly parameterized bandit problem where
the objective is to minimize a linear cost with input selected
from the unit sphere. A learning policy developed in [17] is
shown to achieve the lower bound of Ω(
√
T ) using decoupled
exploration and exploitation phases. Even though the model
considered in this paper is similar to the one in [17] in terms of
the observed output being a linear function of the input, in our
paper, the unknown model parameters follow a Markov jump
process and the specific cost functions studied are quadratic;
thus the problem objective is different.
There is a considerable amount of work on dynamic pricing
problem with the objective of revenue maximization under a
demand model uncertainty in different areas such as operations
research, statistics, mathematics, and computer science. In
[18], a multi-armed bandit approach with a regret growth rate
of O(
√
T logT ) was proposed for a nonparametric formula-
tion of the problem. See also [19] where the same problem
under a general parametric demand model is considered and a
modified version of myopic maximum likelihood based policy
is shown to achieve the regret order of O(
√
T ), and [10] where
a similar result is obtained for a class of parametric demand
models. In both [18] and [19], authors proved that the lower
bound for regret growth rate is Ω(
√
T ).
Besides more general classes of demand models, affine
model similar to the one in this paper has been also studied
extensively; e.g., [2]–[4]. In both [2] and [3], it is shown that
approximate dynamic programming solutions may outperform
greedy method numerically. A special case of our formulation
of revenue maximization problem without any Markov jump
characteristics (with time-invariant model parameters) is previ-
ously investigated by Keskin and Zeevi [4]. Keskin and Zeevi
proposed a semi-myopic policy that uses orthogonal pricing
idea to explore and learn the system. They showed that the
lowest possible regret order is Ω(
√
T ) for any policy, and their
semi-myopic policy achieves this bound up to a logarithmic
factor; i.e., O(
√
T logT ).
Even though the system model is assumed to be time-
invariant in most of the literature, there is a considerable
amount of work especially in dynamic pricing that deals
with time-varying demand models due to unpredictable en-
vironmental factors affecting demand; e.g., see [20] for a
demand model that evolves according to a discrete state space
Markov chain in a revenue management with finite inventory
problem, and [21] for a dynamic programming formulation
of a profit maximization problem with an unknown demand
parameter following an autoregressive process. See also [22]
for a revenue maximization problem with an affine demand
model where the model parameters are time-varying, yet the
cumulative change in the model parameters over the time
horizon T is bounded. Since Keskin and Zeevi [22] measure
the regret of a policy by the difference between the cumulative
cost of the policy and that of a clairvoyant who knows all
the future temporal changes exactly and chooses the optimal
action, their characterization of regret is too pessimistic for
the Markov jump model considered here.
Some other examples of related work on online learning
with time-varying models apart from dynamic pricing are [23]
and [24]. In [23], Besbes, Gur, and Zeevi studied the online
learning problem of more general time-varying cost functions
where the cumulative temporal changes is restricted to a
budget similar to [22]. However, their characterization of regret
is also similar to [22] and thus, incomparable with the one in
this paper. Yin, Ion, and Krishnamurthy [24] also considered
the problem of estimating a randomly evolving optimum of
a cost function which follows a Markov jump process. Their
analysis deals with the convergence of the estimate obtained
via stochastic approximation to the limit (stationary) solution,
whereas in this paper, we are concerned about estimating the
optimum of the cost function at each time instant given the
previous state of the Markov chain. Moreover, different than
our paper, their analysis relies on the availability of the noisy
observations of the cost function gradient and they do not
characterize regret.
B. Summary of Results
The main contribution of this paper is the generalization
of online learning of time-invariant affine models to that
of Markov jump affine models. Extending Spall’s stochastic
approximation method [25] to the optimization problem of an
objective function that evolves according to a Markov jump
process, we propose an online learning policy, referred to as
Markovian simultaneous perturbations stochastic approxima-
tion (MSPSA). We show that MSPSA achieves the optimal
regret order of Θ(
√
T ) for two different objective functions
studied for the affine model: (i) quadratic regulation and (ii)
the revenue maximization. Furthermore, we also show that
the control input of MSPSA policy converges to the optimal
solution both with probability one and in mean square as
T →∞. Therefore, the proposed policy eventually learns the
optimal solution.
A key implication of our results is that, in comparing with
Lai’s result on the learning problem of a time-invariant affine
model with the quadratic regulation objective [13], modulating
a linear model by a Markov jump process introduces substan-
tial learning complexity; hence, the regret order increases from
3Θ(logT ) to Θ(
√
T ). As a special case, we also show that, even
in the absence of Markovian jump, when the system matrix
is full column rank but not invertible, the best regret order is
also Θ(
√
T ). It worths noting that adding just one row to a
square and invertible matrix can change the worst case regret
from Θ(logT ) to Θ(
√
T ).
In the second part of this paper, we study the profit maxi-
mization problem with Markov jump demand. To this end, we
generalize the lower bound obtained by Keskin and Zeevi [4]
for time-invariant demand to Markov jump demand, and we
show that this bound is achievable by the MSPSA policy for
a more general case with Markov jump characteristics.
The results presented here are obtained using several tech-
niques developed in different contexts. The MSPSA policy is
a generalization of Spall’s stochastic approximation method to
the optimization problem of an objective function following a
Markov jump process. To show the optimality of MSPSA, we
use the van Trees inequality [26] to lower bound the estimation
error, which is the technique used in [4]. Lastly, a result on
the convergence of non-negative almost supermartingales [27]
is used to obtain the convergence result for MSPSA policy.
II. PROBLEM FORMULATION
The model considered here is an affine model, modulated
by an exogenous finite state time-homogeneous Markov chain
(S, P ) where S = {1, · · · ,K} is the state space and P =
[pi,j ] the transition probability matrix. We assume that the
state space S and the transition matrix P are unknown.
Each state k ∈ S of the Markov chain is associated with an
affine model whose parameters are denoted by θk = (Ak, bk)
where Ak ∈ ℜm×n has full column rank and bk ∈ ℜm. All
system parameters θ = {θk}Kk=1 are assumed deterministic and
unknown. At time t, the input-output relation of the system is
given by
yt = Astxt + bst + wt, (1)
where xt ∈ ℜn is the control input, yt ∈ ℜm the observable
output, st ∈ S the state of the system, and wt ∈ ℜm is a
random vector that captures the system noise. It is assumed
that the random noise wt is drawn from a possibly state
dependent distribution fst(.) with zero mean (without loss of
generality) and unknown finite variance Σ(st)w . Furthermore,
for any t 6= t′, wt and wt′ are conditionally independent given
the states st and st′ .
The objective of online learning and optimization is to
find a control input sequence {xt}Tt=1 that minimizes the
expected cumulative cost incurred at each stage. Because xt
is determined before st is realized, the stage cost J (st−1, xt)
at t is a function of xt and st−1, and the expected cumulative
cost is
E
(
T∑
t=1
J (st−1, xt)
)
,
where T is the learning and optimization horizon. Note that
the above quantity is a function of the deterministic parameters
θ and the distributions P and {fi}Ki=1.
For a decision maker who wants to minimize its expected
cumulative cost, the difficulty in finding the optimal control
input sequence is that the system parameter θ and the transition
matrix P are unknown. If the system parameters (θ, P ) were
known, then the decision maker would have used this informa-
tion along with its observation history to determine the optimal
decision rule that minimizes the expected cumulative cost.
In that case, the problem could be formulated as a dynamic
program and solved via backward induction. We refer to this
optimal solution under known model as the optimal input and
denote it by {x∗t }Tt=1 (which is made precise in the following
sections). We assume that a convex compact set Π ⊂ ℜn
containing the optimal input is known to the decision maker.
Before choosing the control input of period t, the only
information the decision maker has is a vector It−1 containing
its decision and observation history up to time t − 1, which
includes input vector Xt−1 = (x1, · · · , xt−1), output vector
Y t−1 = (y1, · · · , yt−1), state vector St−1 = (s0, · · · , st−1),
and the set Π. Consequently, a policy µ of a decision
maker is defined as a sequence of decision rules, i.e., µ =
(µ0, µ1, · · · , µT−1), such that, at time t − 1, µt−1 maps the
information history vector It−1 to the system input xt at time
t. We denote the input determined by policy µ as xµt .
To measure the performance of an online learning policy,
we use the regret measure as a proxy. In particular, the (cu-
mulative) regret RµT (θ, P ) of a learning policy µ is measured
by the difference between the expected cumulative cost of
the decision maker, who follows the policy µ, and that of a
decision maker who knows the system parameters (θ, P ) and
sets the system input optimally, i.e.,
RµT (θ, P ) = E
(
T∑
t=1
J (st−1, xµt )−
T∑
t=1
J (st−1, x∗t )
)
. (2)
Since the regret defined above is a function of system
parameters, we characterize the performance of µ by the worst
case regret
R¯µT
∆
= sup
θ,P,{fi}Ki=1
RµT (θ, P ).
In terms of the worst-case analysis, it is assumed that the
worst-case system parameter θ is chosen from a compact set
Θ ⊂ ℜK×m×(n+1) for any fixed values of the state space size
K and system dimensions m and n. Since Θ is compact, for
any θ ∈ Θ and for all k ∈ S, the largest singular value of Ak
is bounded by a positive constant σ¯, and the parameter bk is
bounded by a positive constant b¯, i.e., ‖bk‖2 ≤ b¯. It is also
assumed that the variance of wt is bounded, i.e., E(w2t,i) ≤ σ2w
for some positive constant σw where wt,i denotes the ith entry
of wt. The optimal input for the worst-case parameters (θ, P )
certainly has to be contained in the set Π, and Ak has to be full
column rank for every k ∈ S for the worst-case parameter θ.
Note that R¯µT grows monotonically with T . We are interested
in the learning rule that has the slowest regret growth.
In the following sections, we focus on two different stage
costs, hence two different objective functions. The first is
a quadratic cost that arises naturally from the regulation
problem. In particular, the stage cost at time t is given by
J Q(st−1, xt)∆=E
(||y∗ − yt||22|st−1, xt) , (3)
4where y∗ ∈ ℜm is a constant target value for output. For the
quadratic regulation problem, we assume that the forth order
moment of wt is bounded, i.e., E(w4t,i) ≤ σ4w, in addition to
the previous boundedness assumptions.
The second stage cost we consider is the minus revenue
that arises from revenue maximization problem (or profit
maximization problem since profit can be expressed as revenue
minus total cost). Specifically, the stage cost of period t is
given by
J R(st−1, xt)∆=E (−xt · yt|st−1, xt) . (4)
Here, the revenue is calculated as the inner product of the
input and the output vector where the entries of the input and
the output vector corresponds to the price and the demand of
each product, respectively. Therefore, the input and the output
dimensions match, i .e., m = n, for the revenue maximization
problem. For this objective, it is assumed that the matrix Aj is
negative definite for all j ∈ S which is a reasonable assumption
in dynamic pricing problems, e.g., see [1], [4].
III. ONLINE LEARNING FOR QUADRATIC REGULATION
In this section, we study the online learning problem with
the quadratic cost. We first derive an expression for regret
using the optimal solution under known model referred to
as the optimal input. Then, we introduce an online learning
approach and establish its order optimality via the analysis of
its regret growth rate and the analysis of the minimum regret
growth rate achievable by any policy. We also show that the
input of the online learning policy converges to the optimal
input both almost surely and in mean square.
A. Optimal Solution Under Known Model and Regret
In order to calculate the regret for any policy, we begin by
deriving the optimal solution of a decision maker who knows
the system (θ, P ) in addition to It−1 and aims to minimize
the expected cumulative cost, i.e.,
min
{xt}Tt=1
E
(
T∑
t=1
J Q(st−1, xt)
)
. (5)
The problem under known model becomes a dynamic program
due to the known (θ, P ). Since the Markov process is exoge-
nous, i.e., independent of the decision policy, the optimization
problem decouples to choosing the system input xt separately
for each decision stage with stage cost given in (3) which is
equivalent to
J Q(st−1, xt) =
∑
j
pst−1,j
(
‖y∗ −Ajxt − bj‖22 + tr(Σ(j)w )
)
(6)
by (1). The optimal input x∗t minimizing the stage cost is then
given by
x∗st−1 =
(∑
j
pst−1,jA
⊺
jAj
)−1(∑
j
pst−1,jA
⊺
j (y
∗ − bj)
)
.(7)
Thus, the optimal input x∗t ∈ Π at any time t depends only
on the system parameter θ, the transition matrix P , and the
previous state st−1. In the sequel, we use x∗st−1 to represent
x∗t , dropping the explicit parameter dependency on (θ, P ) in
the notation.
Hence, the stage regret at t, which is the expected difference
of the stage cost obtained by policy µ and the stage cost of
the optimal input x∗st−1 , can be written as
rµt (θ, P ) = E
(
J Q(st−1, xµt )− J Q(st−1, x∗st−1)
)
= E
(
‖Ast(xµt − x∗st−1 )‖22
)
,
which is obtained using the first order optimality condition
(FOC) for x∗st−1 . The T-period regret given in (2) can then be
expressed as
RµT (θ, P ) = E
(
T∑
t=1
‖Ast(xµt − x∗st−1 )‖22
)
. (8)
B. MSPSA: An Online Learning Policy
Here, we present an online learning policy to the quadratic
regulation problem that achieves the slowest regret growth rate
possible. Referred to as MSPSA, the policy is an extension
of the simultaneous perturbation stochastic approximation
(SPSA) algorithm proposed by Spall [25] to Markov jump
models considered here.
Spall’s SPSA is a stochastic approximation algorithm that
updates the estimate of the optimal input by a stochastic
approximation of the objective gradient. The key step is to
generate two consecutive observations corresponding to two
inputs, that are set to be the current optimal-input estimate
perturbed by some random vector in opposite directions, and
use them to construct the gradient estimate. In applying this
idea to the optimization problem of a Markov jump system,
a complication arises due to the uncertainty associated with
the system state at the time when the system input is deter-
mined; consecutive observations that are used to determine the
gradient estimate may correspond to different system states.
The key idea of MSPSA is to keep track of each state
i ∈ S and the estimate of the optimal input associated with
each state i ∈ S. When state i is realized, the estimate
of the optimal input associated with state i is perturbed by
some random vector and this randomly perturbed estimate is
used as input for the next stage. The estimate of the optimal
input associated with state i is updated only when we obtain
two observations of the system output corresponding to two
inputs that are generated by perturbing the current estimate in
opposite directions by the same amount right after observing
state i.
Details of this implementation is given in Fig. 1. Whenever
a new state i ∈ S is observed that has not been observed
before, MSPSA policy assigns an arbitrary predetermined
vector xˆi,1 ∈ Π as the initial estimate of the optimal input
x∗i (line 3-7 of Fig. 1). At the beginning of each stage t,
MSPSA checks the previous state st−1 (line 2), and whether
any observation is taken using the most recent optimal-input
estimate xˆst−1,tst−1 (line 8) where tst−1 is the number of
times the optimal-input estimate xˆst−1,tst−1 is updated up
to time t (Since two observations, that are taken right after
51: for t = 1 to T do
2: if st−1 = i is observed then
3: if state i is observed for the first time then
4: Let xˆi,1 ∈ Π be an arbitrary vector
5: ti ← 0
6: ei ← 0
7: end if
8: if ei = 0 then
9: ti ← ti + 1
10: xt ← xˆi,ti + cti∆ti
where cti = γ′i/(N ′i + ti)0.25 with some positive
constant γ′i and a non-negative integer N ′i , and ∆ti =
[∆ti,1, ...,∆ti,n]
⊺ with ∆ti,j’s drawn from an indepen-
dent and identical distribution that is symmetrical around
zero, and satisfies |∆ti,j | ≤ ξ1 and E(1/∆2ti,j) ≤ ξ2 for
some positive constants ξ1 and ξ2.
11: d+i,ti ← ‖yt − y∗‖22
12: ei ← 1
13: else
14: xt ← xˆi,ti − cti∆ti
15: d−i,ti ← ‖yt − y∗‖22
16: ei ← 0
17: Update:
xˆi,ti+1 ←
(
xˆi,ti − ati
(
d+i,ti − d−i,ti
cti
)
∆¯ti
)
Π
(9)
where (.)Π denotes the euclidean projection operator
onto Π, ∆¯ti = [1/∆ti,1, ..., 1/∆ti,n]
⊺
, and ati =
γi/(Ni + ti) with some positive constant γi and a non-
negative integer Ni
18: end if
19: end if
20: end for
Fig. 1. MSPSA for Quadratic Regulation
observing state st−1, are used for each update of xˆst−1,tst−1 ,
tst−1 is approximately half of the number of times state st−1
is observed up to t.). If an observation has not taken using
the most recent estimate yet, the input for that stage is set
to be a randomly perturbed xˆst−1,tst−1 (line 10). Otherwise
MSPSA sets the input by perturbing the estimate xˆst−1,tst−1
in the opposite direction by the same amount as the previous
one (line 14). Then, it updates the optimal-input estimate by
a stochastic approximation (line 17) obtained using the stage
costs calculated from both observations (line 11 and 15) and
projects it onto Π. The constant γ′i of the perturbation gain
sequence cti should be chosen larger in the high noise setting
for an accurate gradient estimate. The choice of the sequence
ati used for the update step determines the step size. The
non-negative integers Ni of ati and N ′i of cti can be set to
zero as default, but if the update of the optimal-input estimate
fluctuates between the borders of Π at the beginning of the
MSPSA policy, setting Ni greater than zero can prevent this
fluctuation.
C. Regret Analysis for MSPSA
We now analyze the regret performance of MSPSA. Let
λmin(.) denote the minimum eigenvalue operator, and ei,ti =
E
(‖xˆi,ti − x∗i ‖22|i, ti) be the mean squared error (MSE) be-
tween the optimal input x∗i and its estimate xˆi,ti given state i
and ti, where ti, as defined in previous section, is the number
of times the estimate xˆi,ti has been updated up to time t
by MSPSA. The following lemma provides a bound for the
decreasing rate of ei,ti , and hence the convergence rate of the
estimate to its true value in terms of the number of times the
estimate is updated and thus in terms of the number of times
the state i has occurred up to t (which is equal either to 2ti
or to 2ti− 1). It shows that the MSE converges to zero with a
rate equal or faster than the inverse of the square root of the
number of times state i has occurred.
Lemma 1. For any i ∈ S, if γi ≥ 1/(8λmin(
∑
j pi,jA
⊺
jAj))
then there exists a constant Ci > 0 satisfying ei,ti ≤ Ci/
√
ti
for any (θ, P, {fi}Ki=1).
Proof: See Appendix.
To satisfy the condition of Lemma 1, the decision maker,
who follows MSPSA, needs to have some information about
a lower bound on the minimum eigenvalue of
∑
j pi,jA
⊺
jAj ,
e.g., knowing a non-trivial lower bound
¯
σ for the singular
values of the system matrices. This assumption may not be
restrictive in practice since the decision maker can set γi
sufficiently large.
Let the worst-case cumulative input-MSE E¯µT be the worst-
case cumulative MSE between the input xµt of policy µ and
the optimal input x∗st−1 , i.e.,
E¯µT
∆
= sup
θ,P,{fi}Ki=1
E
(
T∑
t=1
‖xµt − x∗st−1‖22
)
.
Using the result of Lemma 1, we provide a bound for the
growth rate of the worst-case cumulative input-MSE and
the worst-case regret of MSPSA. Theorem 1 shows that the
MSPSA policy achieves the regret growth rate of O(
√
T ).
Theorem 1. If γi ≥ 1/(8λmin(
∑
j pi,jA
⊺
jAj)) for every i ∈
S, then there exist some positive constants C and C′ such that
E¯MSPSAT ≤ C
√
T ,
and
R¯MSPSAT ≤ C′
√
T .
Proof: The input of MSPSA xMSPSAt is equal to either
xˆi,ti + cti∆ti or xˆi,ti − cti∆ti given st−1 = i and ti. By
Lemma 1, observe that
ri,ti = E
(‖xˆi,ti ± cti∆ti − x∗i ‖22|i, ti)
= ei,ti + c
2
tiE
(
∆⊺ti∆ti
) ≤ C′i/√ti (10)
where C′i = Ci + (γ′i)2nξ21 . Let Ti be the number of
times the estimate of the optimal input associated with state
i has been updated until period T . Because MSPSA uses
two observations per update, we can express the worst-case
cumulative input-MSE for MSPSA as
E¯MSPSAT = sup
θ,P,{fi}Ki=1
E
(
K∑
i=1
Ti∑
ti=1
2ri,ti
)
.
6By (10), we bound ∑Titi=1 2ri,ti ≤ C0√Ti where C0 =
4maxi∈S C
′
i . Since Ti is smaller than the number of times
state i is observed, which is a fraction of T for any P ,
E¯MSPSAT ≤ C
√
T where C =
√
KC0. Consequently, by (8)
and using the upper bound σ¯ for the singular values of Ast ,
R¯MSPSAT ≤ σ¯2E¯MSPSAT ≤ C′
√
T where C′ = σ¯2C.
According to Theorem 1, the average regret converges to
zero with a rate equal or faster than 1/
√
T . Hence, it proves
that the average performance of MSPSA policy approaches to
that of the optimal solution under known model as T → ∞.
However, this does not imply the convergence of the MSPSA
policy to the optimal input. The following theorem provides
both almost sure and mean square convergence of MSPSA
policy to the optimal input.
Theorem 2. For the quadratic regulation problem,
Pr
(
lim
T→∞
‖xMSPSAT − x∗sT−1‖22 = 0
)
= 1, (11)
and
lim
T→∞
E
(
‖xMSPSAT − x∗sT−1‖22
)
= 0. (12)
Proof: See Appendix.
Theorem 2 shows that, the input generated by MSPSA
converges to its optimal value as T → ∞ for any choice
of γi > 0. Hence, the condition given in Theorem 1 is not
necessary for the convergence of MSPSA policy. The intuition
is as follows; for any observed recurrent state i ∈ S, the input
of MSPSA converges to its optimal value at time periods
when the previous state is i as T → ∞, and any observed
transient state i ∈ S will occcur only a finite number of times.
Therefore, the input of MSPSA converges to its optimal value
as T →∞.
D. A Lower Bound on the Growth Rate of Regret
We now show that MSPSA in fact provides the slowest
possible regret growth. To this end, we provide a lower bound
of regret growth for all decision policies.
For any policy µ, the estimate of the optimal input and the
actual input of the policy may not be the same; for example,
the input of MSPSA is a randomly perturbed estimate of the
optimal input and not the estimate itself. Hence, let’s denote
an optimal-input estimate obtained using the past observations
corresponding to inputs of policy µ at time t by xˆµt and the
input at time t by xµt . We define the worst-case cumulative
estimation-MSE as
EˆµT
∆
= sup
θ,P,{fi}Ki=1
E
(
T∑
t=1
‖xˆµt − x∗st−1‖22
)
.
In particular, the following theorem states that the product
of the growth rate of the worst-case cumulative input-MSE
E¯µT and the worst-case cumulative estimation-MSE EˆµT of any
sequence {xˆµt }Tt=1 cannot be lower than T for any policy µ.
Theorem 3. For any value of K > 1, there exists a constant
C > 0 such that, for any policy µ,
EˆµT E¯µT ≥ CT. (13)
Proof: See Appendix.
Theorem 3 shows the trade-off between exploration (min-
imizing the estimation error) and exploitation (minimizing
the input error). If the goal is to minimize the cumulative
estimation-MSE rather than the regret, than it is possible to
find a policy for which EˆµT grows slower than
√
T in which
case the cumulative input-MSE E¯µT has to grow faster than√
T . In fact, if cti is set to be constant rather than a decreasing
sequence of ti, by following the proof of Theorem 1, it is easy
to show that MSPSA’s cumulative estimation-MSE grows no
faster than logT whereas its regret would grow linearly with
T .
However, the slowest growth rate of E¯µT cannot be slower
than that of EˆµT for the optimal choice of the estimate sequence
{xˆµt }Tt=1 (in other words, one can always take the estimate
equal to the input, i.e., xˆµt = x
µ
t , in which case EˆµT = E¯µT ).
Therefore, the growth rate of the worst-case cumulative input-
MSE E¯µT , and, consequently, the growth rate of the worst-case
regret cannot be lower than
√
T for any policy µ. Therefore,
the regret growth rate of MSPSA is the optimal one and
achieves Ω(
√
T ) as stated in Theorem 4.
Theorem 4. For any value of K > 1, there exist some
constants C′, C′′ > 0 such that, for any policy µ,
E¯µT ≥ C′
√
T , (14)
and
R¯µT ≥ C′′
√
T . (15)
Proof: We choose the estimate xˆµt equal to the input
xµt . Then, by Theorem 3, we have (E¯µT )2 ≥ CT . As a
result, C′ =
√
C. Let θ¯ ∈ Θ be the parameter satisfying
E(
∑T
t=1 ‖xµt − x∗st−1‖22|θ¯) = E¯µT . In Theorem 3, we fixed
pi,j = 1/K for any i, j ∈ S. Hence, by (8), RµT (θ¯, P ) ≥ ¯σE¯
µ
T
where
¯
σ = minθ∈Θ λmin(
∑
j A
⊺
jAj/K) > 0 by the extreme
value theorem. Then, the worst case regret R¯µT ≥ RµT (θ¯, P ) ≥
C′′
√
T where C′′ =
¯
σC′.
To prove Theorem 3, we consider a hypothetical case in
which the decision maker receives additional observations at
each period t. It is assumed that the additional observations
provided to the decision maker are the observation values
corresponding to input xµt from the states that didn’t occur
at t. Since such observations can’t increase the growth rate of
regret of the optimal policy, we establish a lower bound for
this case by showing that it becomes equivalent to a single
state case with m > n and using the multivariate van Trees
inequality [26] in a similar way as in [4]. If K = 1 and
m > n, the proofs of Theorem 3 and Theorem 4 lead to the
result regarding the single state case given in Corollary 1.
Corollary 1. For K = 1 and for any value of m and n
satisfying m > n, there exist some constants C,C′, C′′ > 0
such that, for any policy µ, inequalities (13), (14), and (15)
hold.
As mentioned in related work, it has been shown that for
K = 1 and m = n case, the regret growth rate is Θ(logT )
[13]. We show that the characteristics of regret growth changes
7from Θ(logT ) to Θ(
√
T ) for Markov jump system. Addition-
ally, Corollary 1 states that, even in the absence of Markov
jump, when system matrix A is not invertible, the best regret
growth rate also jumps from Θ(logT ) to Θ(√T ). These
results can be interpreted as a consequence of the fact that
the minimum of the cost function for Markov jump system or
for single state system with m > n given in (6) is not a root
of the cost function as in the case of K = 1 with m = n,
and decision maker can’t understand how close it is to the
minimum just by looking at its observations.
IV. ONLINE LEARNING FOR REVENUE MAXIMIZATION
The single state setting of the revenue maximization prob-
lem has been previously studied by Keskin and Zeevi [4]. In
this paper, we consider the more general setting where the
affine demand parameters can change depending on the state
of nature, more precisely the setting where demand parameters
follows a Markov jump process.
As for the quadratic regulation objective, to obtain a regret
expression for revenue maximization objective, we first deter-
mine the optimal solution of a decision maker who knows the
system (θ, P ). Then, we present MSPSA policy for revenue
maximization problem and establish its optimality in regret
performance and its convergence to the optimal solution.
A. Optimal Solution Under Known Model and Regret
By following the same argument as before, under known
model, the optimal solution of a decision maker aimed at
minimizing the expected cumulative cost given in (5), which
is equal to minus expected T-period revenue, is to choose the
system input minimizing the respective stage cost given in (4).
By using (1), this stage cost can be written as
J R(st−1, xt) = −
∑
j
pst−1,jx
⊺
t (Ajxt + bj) . (16)
The optimal input x∗t , which depends only on (θ, P ) and the
previous state st−1, is then given by
x∗st−1 = −
(∑
j
pst−1,j
(
Aj +A
⊺
j
) )−1(∑
j
pst−1,jbj
)
,
by dropping the explicit dependency of x∗t on (θ, P ) in the
notation.
Using the FOC for the optimal input x∗st−1 , we obtain the
stage regret of a policy µ, i.e.,
rµt (θ, P ) = E
(
J R(st−1, xµt )− J R(st−1, x∗st−1)
)
= −E
((
xµt − x∗st−1
)⊺
Ast
(
xµt − x∗st−1
))
.
Since Ast is negative definite, the stage regret is always non-
negative. Consequently, the T-period regret is given by
RµT (θ, P ) = −E
(
T∑
t=1
(
xµt − x∗st−1
)⊺
Ast
(
xµt − x∗st−1
))
.
(17)
1: for t = 1 to T do
2: if st−1 = i is observed then
3: if state i is observed for the first time then
4: Let xˆi,1 ∈ Π be an arbitrary vector
5: ti ← 0
6: ei ← 0
7: end if
8: if ei = 0 then
9: ti ← ti + 1
10: xt ← xˆi,ti + cti∆ti
where cti = γ′i/(N ′i + ti)0.25 with some positive
constant γ′i and a non-negative integer N ′i , and ∆ti =
[∆ti,1, ...,∆ti,n]
⊺ with ∆ti,j’s drawn from an indepen-
dent and identical distribution that is symmetrical around
zero, and satisfies |∆ti,j | ≤ ξ1 and E(1/∆2ti,j) ≤ ξ2 for
some positive constants ξ1 and ξ2.
11: d+i,ti ← −x
⊺
t yt
12: ei ← 1
13: else
14: xt ← xˆi,ti − cti∆ti
15: d−i,ti ← −x⊺t yt
16: ei ← 0
17: Update:
xˆi,ti+1 ←
(
xˆi,ti − ati
(
d+i,ti − d−i,ti
cti
)
∆¯ti
)
Π
(18)
where (.)Π denotes the euclidean projection operator
onto Π, ∆¯ti = [1/∆ti,1, ..., 1/∆ti,n]
⊺
, and ati =
γi/(Ni + ti) with some positive constant γi and a non-
negative integer Ni.
18: end if
19: end if
20: end for
Fig. 2. MSPSA for Revenue Maximization
B. MSPSA Policy for Revenue Maximization
Here, we present the MSPSA policy for revenue maximiza-
tion objective. The only difference between the two problems
considered is their respective stage costs (objectives). There-
fore, the only change in MSPSA policy is how the stage costs
are calculated to approximate the objective gradient which
corresponds to line 11 and 15 of Fig. 1. In the corresponding
steps of MSPSA policy for revenue maximization, that is given
in Fig. 2 in details, the stage costs are calculated as minus the
observed revenue at that stage.
C. MSPSA Performance and Regret Lower Bound
To obtain the regret growth rate for MSPSA policy for
revenue maximization, we first derive an upper bound on how
fast the estimate xˆi,ti of the optimal input x∗i converges to its
true value as we did for the regulation problem. Lemma 2
shows that the conditional MSE ei,ti between the optimal
input and its estimate converges to zero with a rate no smaller
than the inverse of the square root of the number of times the
estimate xˆi,ti is updated by MSPSA.
8Lemma 2. For any i ∈ S, if γi ≥ 1/(8λmin(−
∑
j pi,j(Aj +
A⊺j )/2)) then there exists a constant Ci > 0 satisfying ei,ti ≤
Ci/
√
ti for any (θ, P, {fi}Ki=1).
Proof: See Appendix.
The condition of Lemma 2 is slightly different than that of
Lemma 1. The bound on the step size constant γi depends
on the minimum eigenvalue of −∑j pi,j(Aj + A⊺j )/2. This
difference is due to the choice of a different stage cost.
However, the information of a non-trivial lower bound
¯
σ on
the singular values of the system matrices is still sufficient to
satisfy this condition.
Using the result of Lemma 2, we prove that MSPSA
achieves the regret growth rate of O(
√
T ) for revenue max-
imization objective as given in Theorem 5, and the input of
MSPSA converges to the optimal input both almost surely and
in mean square as given in Theorem 6.
Theorem 5. If γi ≥ 1/(8λmin(−
∑
j pi,j(Aj + A
⊺
j )/2)) for
every i ∈ S, then there exist some positive constants C and
C′ such that
E¯MSPSAT ≤ C
√
T ,
and
R¯MSPSAT ≤ C′
√
T .
Proof: Same as the proof of Theorem 1 up to the step that
E¯MSPSAT ≤ C
√
T is obtained. Then, by the regret given in (17)
for revenue maximization objective and the fact that −(Aj +
A⊺j )/2 is positive definite with eigenvalues upper bounded by
σ¯, R¯MSPSAT ≤ σ¯E¯MSPSAT ≤ C′
√
T where C′ = σ¯C.
Theorem 6. For revenue maximization problem,
Pr
(
lim
T→∞
‖xMSPSAT − x∗sT−1‖22 = 0
)
= 1,
and
lim
T→∞
E
(
‖xMSPSAT − x∗sT−1‖22
)
= 0.
Proof: In the proof of Lemma 2, we showed that (25)
holds for any state i ∈ S. Therefore, the proof follows the
proof of Theorem 2.
Previously, for single state setting of this problem, Keskin
and Zeevi [4] have shown that for any policy µ the worst
case regret growth for this problem cannot be smaller than
Ω(
√
T ) and they have shown that O(
√
T logT ) is achievable
by a semi-myopic policy that they referred to as multivariate
constrained iterated least squares (MCILS) policy. Here, we
showed that it is possible to achieve the lower bound Ω(
√
T )
given in [4] by MSPSA policy for more general problem with
Markov jumped demand.
Next, we generalize Keskin and Zeevi’s lower bound result
to Markov jump case by showing that for any policy µ and
for any state space size K ≥ 1, the growth rate of worst-case
regret is bounded by Ω(
√
T ), and hence MSPSA achieves the
optimal rate of Θ(
√
T ).
Theorem 7. For any value of K ≥ 1, there exist some
constants C,C′ > 0 such that, for any policy µ,
EˆµT E¯µT ≥ C2T, (19)
E¯µT ≥ C
√
T , (20)
and
R¯µT ≥ C′
√
T . (21)
Proof: See Appendix.
V. SIMULATION
We present simulation results to illustrate the growth rate of
regret and the optimal-input estimate convergence of MSPSA
policy both for quadratic regulation and revenue maximization
problems. Note that, by these simulation examples, we can
only exhibit the performance of ”typical” parameters and
not the worst-case performance as studied in the theoretical
characterization of regret.
For a benchmark comparison, we consider the greedy least
square estimate (LSE) method proposed by Anderson and
Taylor [8]. At each period, the greedy LSE determines the
input by using the least square estimates of system parameters
as if they were the true parameters and projects it onto the
set Π. In order to calculate the initial LSEs of the system
parameters, the first samples corresponding to the inputs
generated by perturbing the initial input 5% in each direction
are taken until the LSE of θ is computationally tractable.
Although, in general, greedy LSE performs well numerically
[8], it was shown that it can lead to incomplete learning and
may not converge with positive probability which causes linear
growth in regret [9].
A. Numerical Example for Quadratic Regulation Problem
To illustrate the performance of MSPSA policy for quadratic
regulation problem, we consider the problem studied in [1],
i.e., the problem of an electricity retailer who wants to set
hourly electricity prices for the next day to meet its prede-
termined quantity y∗ in demand for each hour. Therefore, the
system dimension was set to be m = n = 24 where each
dimension corresponds to an hour of the day. Different than
[1] where the demand is time-invariant, it is assumed that the
demand of its customers changes depending on the state of the
day, e.g., weather conditions, which follows a Markov jump
process. For this example, we considered two states and set
the transition probability from any state to the same state to
be 0.6 and to the other state to be 0.4. To calculate the average
performance, 104 Monte Carlo runs were used.
Fig. 3 shows the average performance of MSPSA and
greedy LSE for this quadratic regulation example. In Fig. 3a,
we plot the regret of both policies with respect to square root
of the time horizon. We observe that the T-period regret of
MSPSA grows linearly with
√
T , which is consistent with
the theoretical upper bound. On the other hand, the regret
of greedy LSE seems to grow faster than linear. Therefore,
we observe that MSPSA outperforms greedy LSE and the
difference between the performance of two policies is getting
bigger as T increases.
Fig. 3b illustrates how averaged normed squared error be-
tween the optimal input and its estimate changes with time in a
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Fig. 3. Average performance of MSPSA and Greedy LSE for quadratic regulation example. The set Π = [1, 4]24, and initial input was set to be the vector
of all 4s for both policies. Target value y∗ was taken as the vector of all 5s. For each i ∈ S, Ai and bi were chosen such that all eigenvalues of Ai belong
to the interval [−1.5,−0.5] and the optimal solution associated with each state is contained in Π. The noise wt was taken as i.i.d. normal with covariance
0.52I24. The MSPSA parameters were set to be ati = 1/(8 × 0.5)/(ti + 10) and cti = 1/t0.25i ; ∆ti,j’s were drawn from Bernoulli(0.5) with values{+1,−1}.
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Fig. 4. Average performance of MSPSA and Greedy LSE for revenue maximization example. The set Π = [0.75, 2]10, and initial input was set to be the
vector of all 1.375s for both policies. For each i ∈ S, Ai and bi were chosen such that all eigenvalues of Ai belong to the interval [−1.3,−0.3] and the
optimal solution associated with each state is contained in Π. The noise wt was taken as i.i.d. normal with covariance 0.32I24. The MSPSA parameters were
set to be ati = 1/(8 × 0.3)/(ti + 10) and cti = 0.75/t0.25i ; ∆ti,j ’s were drawn from Bernoulli(0.5) with values {+1,−1}.
log-log plot. From Theorem 2, we know that the optimal-input
estimate and thus the input itself converges in mean square
for MSPSA. In Fig. 3b, we observe that the convergence
of MSPSA is consistent with this result. Furthermore, the
logarithm of the estimation error seems to decrease almost
linearly with the logarithm of the time horizon. In other words,
MSE seems to converge with a rate equal to 1/
√
t. This
is reasonable because in Lemma 1, we show that, for each
i ∈ S, the estimation error decreases with a rate equal or faster
than the inverse of the square root of the number of times
state i is observed. On the other hand, convergence trend for
greedy LSE seems to be much slower and it performs poorly
compared with MSPSA’s performance.
B. Numerical Example for Revenue Maximization Problem
Here, we present an example for revenue maximization
problem with system size n = 10 and 3 different states where
the transition probability from any state to the same state was
set to be 0.4 and to any other state to be 0.3. We used 104
Monte Carlo runs to calculate the average performance of both
policies.
The average performance of MSPSA and greedy LSE for
this example with revenue maximization objective is given in
Fig. 4. The regret growth and the convergence of averaged
normed squared error between the optimal input and its
estimate are illustrated in Fig. 4a and Fig. 4b, respectively. In
both plots, we observe a trend similar to the previous example
even though the regret characterizations and the optimal inputs
are different due to different objectives. Fig. 4a shows that
MSPSA’s regret grows linearly with
√
T whereas greedy
LSE’s regret grows almost exponentially with
√
T . Therefore,
we observe that MSPSA eventually outperforms greedy LSE
as T increases even though greedy LSE performs better at the
beginning of the time horizon. Fig. 4b shows that, after a slight
increase at the beginning of the time horizon, the logarithm
of the estimation error of MSPSA decreases linearly with the
logarithm of the time horizon and becomes sufficiently small;
whereas the estimation error of Greedy LSE stays almost
constant except the spike that is probably due to the poor
initial LSEs. Overall, we can say that MSPSA outperforms
greedy LSE in both numerical examples.
VI. CONCLUSION
We present in this paper an online learning and optimization
approach for jump Markov affine models with unknown pa-
rameters for two different objectives: (i) quadratic regulation
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and (ii) revenue maximization. For both objectives, we estab-
lish that MSPSA achieves the optimal rate of regret growth
Θ(
√
T ). Our results highlight a change of the minimum order
of regret growth from Θ(logT ) of the classical time-invariant
affine models to Θ(
√
T ) of the jump Markov affine models for
the quadratic regulation objective. On the other hand, we show
that introducing a Markov jump process to the system does
not change the optimal rate of regret growth for the revenue
maximization objective. We also establish the convergence
of MSPSA policy to the optimal solution. Our simulation
results verify that proposed method MSPSA can outperform
the greedy LSE method.
APPENDIX
PROOF OF LEMMA 1
Let e˜i,ti = ‖xˆi,ti − x∗i ‖22. By MSPSA update step given in
(9) and the fact that projection onto Π maps a point closer to
x∗i , we have,
e˜i,ti+1 ≤
∥∥∥∥∥xˆi,ti − ati
(
d+i,ti − d−i,ti
cti
)
∆¯ti − x∗i
∥∥∥∥∥
2
2
= e˜i,ti − 2
ati
cti
(
d+i,ti − d−i,ti
)
(xˆi,ti − x∗i )⊺ ∆¯ti
+
a2ti
c2ti
(
d+i,ti − d−i,ti
)2
∆¯⊺ti∆¯ti . (22)
Our goal is to bound ei,ti+1 = E(e˜i,ti+1|i, ti) by simplify-
ing (22). By (6), we obtain,
E
(
d+i,ti − d−i,ti
∣∣i, ti, xˆi,ti ,∆ti)
= 4cti∆
⊺
ti
∑
j
pi,jA
⊺
j (Aj xˆi,ti + bj − y∗)
= 4cti∆
⊺
ti
(∑
j
pi,jA
⊺
jAj
)(
xˆi,ti − x∗i
)
where last equality is obtained using the FOC for x∗i . Let
λmin,i = λmin(
∑
j pi,jA
⊺
jAj). Using the independence of
∆ti,j’s, we get,
− 2
cti
E
((
d+i,ti − d−i,ti
)
(xˆi,ti − x∗i )⊺ ∆¯ti
∣∣i, ti, xˆi,ti)
= −8
∑
j
pi,j ‖Aj (xˆi,ti − x∗i )‖22
≤ −8λmin,ie˜i,ti . (23)
Since Π is compact, ‖xˆi,ti ± cti∆ti‖ ≤ x¯ where constant
x¯ = (maxx∈Π ‖x‖) + γ′i
√
nξ1. For any j ∈ S, because bj and
singular values of Aj are bounded, ‖Aj(xˆi,ti ± cti∆ti)+ bj−
y∗‖ ≤ C0 where constant C0 = σ¯x¯ + b¯ + ‖y∗‖. By Holder’s
inequality, we have E(‖wt‖22) ≤ mσ2w , E(‖wtw⊺t wt‖2) ≤
m2σ3w, and E(‖wt‖42) ≤ m2σ4w. Then, after simplification,
we obtain, E
(
(d±i,ti )
2|i, ti, xi,ti ,∆ti
) ≤ C1 where C1 =
C40 +m
2σ4w + 6C
2
0mσ
2
w + 4C0m
2σ3w, and
E
(−2d+i,tid−i,ti ∣∣i, ti, xˆi,ti ,∆ti)
≤ 8c2ti
(
∆⊺ti
∑
j
pi,jA
⊺
j
(
Aj xˆi,ti + bj − y∗
))2
= 8c2ti
(
∆⊺ti
(∑
j
pi,jA
⊺
jAj
)(
xˆi,ti − x∗i
))2
,
where last equality is obtained using the FOC of x∗i . Conse-
quently,
E


(
d+i,ti − d−i,ti
cti
)2
∆¯⊺ti∆¯ti
∣∣∣∣∣i, ti, xˆi,ti

 ≤ C2e˜i,ti + C3c2ti ,
(24)
where C2 = 8max{2, (1+(n−1)ξ21ξ2)}σ¯4 and C3 = 2C1nξ2.
Thus, by expressions (22), (23), and (24);
E(e˜i,ti+1|i, ti, xˆi,ti )
≤ (1− ati8λmin,i + a2tiC2)e˜i,ti + a2ti C3c2ti . (25)
Consequently,
ei,ti+1 ≤
(
1− ati8λmin,i + a2tiC2
)
ei,ti + a
2
ti
C3
c2ti
.
Using this result recursively and since ex ≥ 1 + x for all
x ∈ ℜ, we have,
ei,ti+1 ≤
( ti∏
j=1
(
1− 8ajλmin,i + a2jC2
))
ei,1
+
ti∑
j=1
( ti∏
l=j+1
(
1− 8alλmin,i + a2lC2
))
a2j
C3
c2j
≤ e
∑ti
j=1
(
−8ajλmin,i+a
2
jC2
)
ei,1
+
ti∑
j=1
e
∑ti
l=j+1
(
−8alλmin,i+a
2
lC2
)
a2j
C3
c2j
.
Since γi ≥ 1/(8λmin,i) and ei,1 ≤ (2maxx∈Π ‖x‖2)2,
ei,ti+1 ≤ e− log(ti+1+Ni)+log(1+Ni)+2γ
2
iC2ei,1
+
ti∑
j=1
j +Ni
ti + 1 +Ni
e(1+Ni)
−1+2γ2iC2a2j
C3
c2j
≤ C
′
i
ti + 1 +Ni
+
C
′′
i
ti + 1 +Ni
ti∑
j=1
1√
j +Ni
≤ Ci√
ti + 1
,
where C ′i = (1 + Ni) exp(2γ2iC2)4maxx∈Π ‖x‖22, C
′′
i =
(γi/γ
′
i)
2C3 exp((1 + Ni)
−1 + 2γ2iC2)(1 + (max{0, N ′i −
Ni})1/2), and Ci = max{C ′i , 2C
′′
i }.
PROOF OF THEOREM 2
In the proof of Lemma 1, for any state i ∈ S, we showed
that the inequality (25) holds where e˜i,ti = ‖xˆi,ti − x∗i ‖22.
By Theorem 1 of Robbins and Siegmund [27], we know that
limti→∞ e˜i,ti < ∞ exists and
∑∞
ti=1
8λmin,iati e˜i,ti < ∞
almost surely (a.s.). Since ∑∞ti=1 8λmin,iati =∞, we obtain
that
Pr
(
lim
ti→∞
e˜i,ti = 0
)
= 1.
Let 1i(st) be the indicator function. Given st−1 = i and
ti, x
MSPSA
t is equal to either xˆi,ti + cti∆ti or xˆi,ti − cti∆ti .
Hence, ‖xMSPSAt − x∗i ‖22 ≤ 2e˜i,ti + 2(γ′i)2nξ21t−1/2i . If state i is
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recurrent, Pr(limt→∞ ti < ∞) = 0 because ti is greater or
equal to half of the number of times state i is occurred up to
t. Therefore, for a recurrent state i ∈ S,
Pr
(
lim
t→∞
1i(st−1)‖xMSPSAt − x∗i ‖22 = 0
)
= Pr
(
lim
t→∞
1i(st−1)‖xMSPSAt − x∗i ‖22 = 0| limt→∞ ti =∞
)
≥ Pr
(
lim
t→∞
(2e˜i,ti + 2(γ
′
i)
2nξ21t
−1/2
i ) = 0| limt→∞ ti =∞
)
= Pr
(
lim
ti→∞
e˜i,ti = 0
)
= 1.
So, for a recurrent state i and for any ǫ > 0, we have,
lim
t′→∞
Pr
(
1i(st−1)‖xMSPSAt − x∗i ‖22 > ǫ for some t ≥ t′
)
= 0.
(26)
If a state i ∈ S is transient, then for any ǫ > 0, we have,
lim
t′→∞
Pr
(
1i(st−1)‖xMSPSAt − x∗i ‖22 > ǫ for some t ≥ t′
)
≤ lim
t′→∞
Pr (st−1 = i for some t ≥ t′) = 0, (27)
where last equality is due to Borel-Cantelli lemma and the fact
that
∑∞
t=0 Pr(st = i) <∞ for a trasient state i.
By definition, expression (11) holds, if and only if, for every
ǫ > 0, limt′→∞ Pr(‖xMSPSAt − x∗st−1‖22 > ǫ for some t ≥ t′) =
0. Any state i ∈ S is either recurrent or transient. Hence, by
(26) and (27), we obtain that, for any ǫ > 0,
lim
t→∞
Pr
(
‖xMSPSAt − x∗st−1‖22 > ǫ for some t ≥ t′
)
≤ lim
t→∞
K∑
i=1
Pr
(
1i(st−1)‖xMSPSAt − x∗i ‖22 > ǫ for some t ≥ t′
)
= 0.
Since (11) holds and ‖xMSPSAT − x∗i ‖22 ≤ C0 where C0 =
(2maxx∈Π ‖x‖ + γ′i
√
nξ1)
2
, by Lebesgue’s dominated con-
vergence theorem,
lim
t→∞
E
(
‖xMSPSAt − x∗st−1‖22
)
= 0.
PROOF OF THEOREM 3
Let the transition probability from any state to any other
state be 1/K . Without loss of generality, take y∗ = 0. Let wt
be i.i.d. with distribution N(0m, σ2wIm) which is independent
of the state.
Because additional observations can’t increase the growth
rate of regret for an optimal policy, we assume that the decision
maker receives the observation values corresponding to the
input xµt from all other states that didn’t occur at time t as
additional observations at time t. Hence, at each t, the decision
maker gets observations from the affine functions of all states
for input xµt . Let’s define A, b, and wt as
A =


A1
.
.
.
AK

 b =


b1
.
.
.
bK

 wt =


w
(1)
t
.
.
.
w
(K)
t


where w(i)t denotes the system noise of observation from state
i. Now, for any policy µ, we can express the observation vector
at t as
yµt = Ax
µ
t + b+ wt.
Observe that FOC for the optimal input x∗st−1 at time t
obtained from minimizing (6) is the same for any state st−1 ∈
S for our fixed choice of P . Hence, we drop the dependence
on the previous state st−1 along with P and denote it as x∗(θ),
i.e., x∗st−1 = x
∗(θ), to express the dependence on θ. With the
new notation, FOC can be expressed as
ν = A⊺(Ax∗(θ) + b) = 0.
Consequently, the optimal price given in (7) becomes
x∗(θ) = −(A⊺A)−1A⊺b.
Let’s express θk as θk = [bk,1, ak,1, ..., bk,m, ak,m]⊺ where
bk,i is the ith entry of bk and ak,i is the ith row vector of Ak.
We fix a compact rectangle Θ ⊂ ℜK×m×(n+1) such that, for
any θ ∈ Θ, x∗(θ) is contained in Π and Ak is full column
rank for all k ∈ S. 2 Since P and {fi}Ki=1 are already fixed,
our goal is to obtain the performance of the worst-case system
parameter θ that is chosen from the set Θ.
Applying implicit function theorem on ν gives
∂x∗(θ)
∂θ
= −
(
∂ν
∂x∗(θ)
)−1
∂ν
∂θ
= − (A⊺A)−1 ∂ν
∂θ
, (28)
and by calculus, we have,(
∂ν
∂θ
)⊺
= (Ax∗(θ) + b)⊗
[
0
⊺
n
In
]
+A⊗
[
1
x∗(θ)
]
. (29)
Let M = Km. Density of the output vector up to time
t given the parameter vector θ and input vector Xt can be
written as
g(Y t|Xt, θ) =
t∏
i=1
exp
(−‖yµi − b−Axµi ‖22/(2σ2w))
(2πσ2w)
M/2
.
By writing the joint distribution as a product of conditionals
and by the conditional independence of the input for any policy
µ from the parameter θ given the information history vector
It−1, we get,
∂ log g(Y t, Xt|θ)
∂θ
=
∂ log g(Y t|Xt, θ)
∂θ
=
1
σ2w
t∑
i=1
wi⊗
[
1
xµi
]
.
By using the mixed product property (A ⊗ B)(C ⊗ D) =
AC ⊗ BD and the independence of wi, we obtain the fisher
information for g as
Iµt (θ) = E
(
∂ log g(Y t|Xt, θ)
∂θ
∂ log g(Y t|Xt, θ)
∂θ
⊺
∣∣∣∣Xt, θ
)
=
1
σ2w
IM ⊗
(
t∑
i=1
[
1
xµi
] [
1, (xµi )
⊺
])
. (30)
2The existence of Θ can be shown by the continuity of x∗(θ) on a compact
rectangle Θ′ which satisfies Ak to be full column rank for all k ∈ S and for
any θ ∈ Θ′, and contains a fixed point θ′ in its interior for which x∗(θ′) is in
the interior of Π. The existance of Θ′ can be shown by using the continuity
of the determinant of A⊺
k
Ak for each k ∈ S at the fixed point θ′.
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Now, we choose a prior distribution λ as an absolutely continu-
ous density on Θ taking positive values in the interior of Θ and
zero on its boundary. We choose A and b to be independently
distributed with distributions λA and λb, respectively, so that
λ = λAλb. Take C(θ) = b⊺ ⊗
[−x∗(θ), In]. Now, we use the
multivariate van Trees inequality [26] in a similar way in [4].
This inequality can be expressed as
E
(‖xˆµt − x∗(θ)‖22) ≥
(
E
(
tr
(
C(θ)∂x
∗(θ)
∂θ
⊺
)))2
E
(
tr
(
C(θ)Iµt−1(θ)C(θ)
⊺
))
+ I˜(λ)
(31)
where the expectation operators are also taken over the prior
distribution λ and I˜(λ) is some constant given λ, which can
be seen as the Fisher information for the distribution λ.
By (30), we have,
tr
(
C(θ)Iµt−1(θ)C(θ)
⊺
)
=
b⊺b
σ2w
t−1∑
i=1
‖xµi − x∗(θ)‖22
≤ c0
t−1∑
i=1
‖xµi − x∗(θ)‖22 (32)
where c0 = (Kb¯2)/σ2w.
Let’s define P = IM − A(A⊺A)−1A⊺. Since A⊺A is
symmetric positive definite, by (28) and (29), we obtain
tr
(
C(θ)
∂x∗(θ)
∂θ
⊺
)
= tr
(
−C(θ)∂ν
∂θ
⊺
(A⊺A)−1
)
= −b⊺ (Ax∗(θ) + b) tr
(
(A⊺A)−1
)
= −b⊺Pb tr ((A⊺A)−1) .
By singular value decomposition (SVD) of A, observe that
P = UD(0⊺n,1
⊺
M−n)U
⊺ where U ∈ ℜM×M is an orthogonal
matrix, and D(d1, ..., dM ) denotes a diagonal matrix with
diagonal entries d1, ..., dM . Hence, P is symmetric positive
semidefinite. Also observe that tr((A⊺A)−1) ≥ n/(Kσ¯2).
Then, we can bound the numerator term,
(
E
(
tr
(
C(θ)
∂x∗(θ)
∂θ
⊺
)))2
≥ n
2
K2σ¯4
(E (b⊺Pb))
2
.(33)
Observe that P¯ = E(P ) is symmetric positive semidefinite
and nonzero for K > 1 (or K = 1 and m > n) since tr(P¯ ) =
E(tr(P )) = Km− n. Hence, there exists some direction z ∈
ℜM such that z⊺P¯ z > 0, and, consequently, there exists some
distribution λb such that E(b)⊺P¯E(b) > 0. More specifically,
if E(b)⊺P¯E(b) = 0 for some choice of λb, we can change that
choice of λb to shift the mean of b slightly in the direction of
z, and have E(b)⊺P¯E(b) > 0. By independence of b and P ,
E (b⊺Pb) = E(b)⊺P¯E(b) + E ((b− E(b))⊺ P (b− E(b)))
≥ E(b)⊺P¯E(b). (34)
Hence, by expressions (31), (32), (33), and (34);
T∑
t=2
E
(‖xˆµt − x∗(θ)‖22) ≥
T∑
t=2
c1
E(
∑t−1
i=1 ‖xµi − x∗(θ)‖22) + c2
≥
T∑
t=2
c1
E(
∑T
i=1 ‖xµi − x∗(θ)‖22) + c2
,
(35)
where c1 = n2(E(b)⊺P¯E(b))2/(K2σ¯4c0) and c2 = I˜(λ)/c0.
Since E¯µT ≥ E(
∑T
i=1 ‖xµi − x∗(θ)‖22), by (35), we have,
EˆµT ≥
c1(T − 1)
E¯µT + c2
≥ c1(T − 1)
(1 + c2/E¯µ1 )E¯µT
.
Let x∗k(θ) denote the kth entry of x∗(θ), and, by extreme
value theorem, uk = supθ∈Θ x∗k(θ) and lk = infθ∈Θ x∗k(θ)
are attained. Since x∗(θ) is not a constant over Θ (otherwise
∂x∗(θ)/∂θ would be zero for all θ ∈ Θ, and left hand
side of (33) would be zero for any λ which is a contra-
diction), maxk∈{1,...,n}(uk − lk) > 0. For any policy µ,
E¯µ1 = supθ∈Θ E(‖xµ1 − x∗(θ)‖22|θ) ≥ maxk∈{1,...,n}((uk −
lk)/2)
2 > 0. Hence, we have, EˆµT ≥ (CT )/E¯µT where
C = c1/2/
(
1 + (4c2/maxk∈{1,...,n}(uk − lk)2)
)
.
PROOF OF LEMMA 5
We will follow the steps in Lemma 1 and simplify inequal-
ity (22). By (16), we obtain,
E
(
d+i,ti − d−i,ti
∣∣i, ti, xˆi,ti ,∆ti)
= −2cti∆⊺ti
∑
j
pi,j
((
Aj +A
⊺
j
)
xˆi,ti + bj
)
= −2cti∆⊺ti
(∑
j
pi,j
(
Aj +A
⊺
j
) )(
xˆi,ti − x∗i
)
,
where last equality is obtained using the FOC for x∗i . Let
λmin,i = λmin(−
∑
j pi,j(Aj + A
⊺
j )/2). Using the indepen-
dence of ∆ti,j’s, we obtain,
− 2
cti
E
((
d+i,ti − d−i,ti
)
(xˆi,ti − x∗i )⊺ ∆¯ti
∣∣i, ti, xˆi,ti)
= 4
(
xˆi,ti − x∗i
)⊺(∑
j
pi,j(Aj +A
⊺
j )
)(
xˆi,ti − x∗i
)
≤ −8λmin,ie˜i,ti .
As in Lemma 1, ‖xˆi,ti±cti∆ti‖ ≤ x¯. Hence, for any j ∈ S,
(xˆi,ti ± cti∆ti)⊺(Aj(xˆi,ti ± cti∆ti) + bj) ≤ σ¯x¯2 + b¯x¯. Since
E(‖wt‖22) ≤ nσ2w, E
(
(d±i,ti)
2|i, ti, xˆi,ti ,∆ti
) ≤ C1 where
constant C1 = (σ¯x¯2 + b¯x¯)2 + nσ2wx¯
2
. Consequently,
E
((
d+i,ti − d−i,ti
)2 ∣∣∣i, ti, xˆi,ti ,∆ti)
≤ 2c2ti
(
∆⊺ti
(∑
j
pi,j
(
Aj +A
⊺
j
))(
xˆi,ti − x∗i
))2
+ 2C1,
and thus, we obtain (24) where C2 = 8max{2, (1 + (n −
1)ξ21ξ2)}σ¯2 and C3 = 2C1nξ2. Therefore, (25) holds and the
rest of the proof is the same as in Lemma 1.
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The inequality given in (19) is used to obtain (20) and (21)
as in Theorem 4. The proof of inequality (19) follows the
proof of Theorem 3 with some slight modifications to bound
the numerator term of the van Trees inequality due to revenue
maximization objective.
The FOC for x∗(θ) becomes ν =
∑
j((A
⊺
j + Aj)x
∗(θ) +
bj) = 0 and the optimal price x∗(θ) = (
∑
j −(A⊺j +
Aj))
−1(
∑
j bj). For this problem, the compact rectangle Θ
is such that, for any θ ∈ Θ, x∗(θ) is contained in Π and Ak is
negative definite for all k ∈ S.3 The implicit function theorem
on ν gives
∂x∗(θ)
∂θ
= −
(∑
j
(
A⊺j +Aj
))−1 ∂ν
∂θ
where(
∂ν
∂θ
)⊺
= 1K ⊗
(
x∗(θ)⊗
[
0
⊺
n
In
]
+ In ⊗
[
1
x∗(θ)
])
.
We take λb such that E(
∑
j bj) 6= 0. Consequently, the
numerator term of the van Trees Inequality can be bounded as
E
(
tr
(
C(θ)
∂x∗(θ)
∂θ
⊺
))
= E
((∑
j
bj
)⊺
x∗(θ) tr
(∑
j
− (A⊺j +Aj) )−1
)
≥
nE
((∑
j bj
)⊺ (∑
j bj
))
(2Kσ¯)2
≥
nE
(∑
j bj
)⊺
E
(∑
j bj
)
(2Kσ¯)2
> 0.
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