Let Sn = K [[x1, . . . , xn]] be the algebra of power series over a field K of characteristic zero, S c n be the group of continuous automorphisms of Sn with constant Jacobian, and Div 
Introduction
In this paper, K is a field of characteristic zero and K * is its group of units, and the following notation is fixed:
• P n := K[x 1 , . . . , x n ] is a polynomial algebra and S n := K[[x 1 , . . . , x n ]] is the algebra of power series over K, m := (x 1 , . . . , x n ), and S * n is the group of units of S n ,
• S n := Aut K−alg,c (S n ) is the group of continuous (with respect to the m-adic topology) automorphisms of S n and S c n := {σ ∈ S n | J (σ) ∈ K} where J (σ) is the Jacobian of σ, • ∂ 1 := ∂ ∂x1 , . . . , ∂ n := ∂ ∂xn are the partial derivatives (K-linear derivations) of S n ,
• div 0 n := {∂ ∈ D n | div(∂) = 0} and Div 0 n := {∂ ∈ s n | div(∂) = 0} are the Lie algebras of polynomial, respectively, formally analytic vector fields (derivations) with zero divergence, 
Theorem 1.1 was announced in [3] where a sketch of the proof is given based on a study of certain Lie subalgebras of div 0 n of finite codimension. The proof in [1] is based on completely different ideas.
The groups of automorphisms of the Lie algebras Div 0 n and Div c n .
The aim of the paper is to prove the following theorem.
Proof. For n = 1, Div 
(ii) Div 
The Lie algebra Div The group S n . Every continuous automorphism σ ∈ S n is uniquely determined by the elements x ′ 1 := σ(x 1 ), . . . , x ′ n := σ(x n ) that necessarily (by the continuity of σ) belong to the maximal ideal m of the algebra S n , and for all
. Let M n (S n ) be the algebra of n × n matrices over S n . The matrix J(σ) := (J(σ) ij ) ∈ M n (S n ), where J(σ) ij = ∂x ′ j ∂xi , is called the Jacobian matrix of σ and its determinant J (σ) := det J(σ) is called the Jacobian of σ. So, the j'th column of J(σ) is the gradient grad x 
Every derivation ∂ ∈ s n is a unique sum
T where T stands for the transposition. Then
In more detail, if
where δ ij is the Kronecker delta function. The equalities above can be written in the matrix form as AJ(σ) = 1 where 1 is the identity matrix. Therefore,
By taking the determinants of both sides of (4), we have a similar equality of the Jacobians: for all σ, τ ∈ S n .
By putting τ = σ −1 in (4) and (5) we see that J(σ) ∈ GL n (S n ), J (σ) ∈ S * n , and 
