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Localization technique in the discrete setting with applications
Arnaud Marsiglietti and James Melbourne
Abstract
We investigate the extreme points of certain subsets of the simplex. More explicitly,
we find that log-affine sequences are the extreme points of the set of log-concave sequences
belonging to a half-space slice of the simplex. This can be understood as an extention
of the localization technique of Lova´sz and Simonovits (1993) in the geometric form of
Fradelizi and Gue´don (2004) to the discrete setting. Probabilistically, we show that the
extreme points of the set of discrete log-concave random variables satisfying a linear
constraint are log-affines with respect to a reference measure. Several applications are
discussed akin to the continuous setting.
1 Introduction
A sequence of positive numbers p = {p0, p1, . . . , pn} is called log-concave when it satisfies
p2i ≥ pi−1pi+1 (1)
for 1 ≤ i ≤ n− 1. Such sequences occur naturally in a multitude of contexts. In Probability
and Statistics log-concavity is of interest in its connection with notions of negative dependence
[7, 21, 39]. In Information Theory entropy maximizers among log-concave random variables
has been studied in [22, 23, 34]. Important sequences in Combinatorics are log-concave (or
conjectured to be log-concave) see [46, 43, 48, 45] for some examples. Many log-concave
sequences are proven such by the following result that goes back to Newton. If {pi}mi=0 is
a positive sequence of numbers such that P (x) =
∑m
i=0
(
m
i
)
pix
i is a polynomial with real
zeros, then the sequence pi is log-concave. In fact, positive sequences that produce real
rooted polynomials in the manner described is a strictly stronger condition than usual log-
concavity. Such sequences are referred to as Po´lya frequency sequences, or real-rooted and
are log-concave with respect to a binomial reference measure as we will describe later in this
article. See [40] for probabilistic implications of a sequence being real-rooted.
The Alexanderov-Fenchel inequality [44, Theorem 7.3.1], provides another interesting
source of log-concave sequences. It is essentially due to Minkowski that the volume of convex
bodies is a homogeneous polynomial. More explicitly, for compact convex sets K1 and K2 in
R
d and t1, t2 ≥ 0, there exists coefficients Vi(K1,K2) such that
|t1K1 + t2K2|d =
d∑
i=0
(
d
i
)
Vi(K1,K2)t
d−i
1 t
i
2, (2)
with | · |d denoting the usual d-dimensional Lebesgue measure. The Alexanderov-Fenchel
inequality implies that the “mixed volumes” Vi(K,L) form a log-concave sequence. We
direct the reader to [32, 2, 17] for investigations of mixed volumes, in particular “intrinsic
volumes”, with application to learning theory. For further background on log-concavity see
the survey papers [8, 9, 42, 47].
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In this article we will consider a particular subspace of the simplex. Fixing a half space,
we will identify the extreme points of the set of log-concave sequences belonging to both the
half-space and the simplex. We will further discuss applications of this result to the theory
of log-concavity. This approach can be understood as a discrete analog of the localization
technique utilized in Asymptotic Convex Geometry and Computer Science.
The classical localization technique of Lovasz and Simonovits [31] was inspired by the
bisection method used in [38] toward the Poincare´ inequality on convex domains. It states
that if g and h are upper semi-continuous Lebesgue integrable functions on Rn such that∫
Rn
g(x)dx > 0 and
∫
Rn
h(x)dx > 0,
then there exist two points a, b ∈ Rn and a linear function l : [0, 1]→ R+ such that∫ 1
0
l(t)n−1g((1 − t)a+ tb)dt > 0 and
∫ 1
0
l(t)n−1h((1− t)a+ tb)dt > 0.
This result was refined in [24] to a general technique for reducing the proof of certain high
dimensional integral inequalities for continuous log-concave (and more general s-concave) dis-
tributions to establishing an inequality for one dimensional log-affine distributions supported
on a segment, hence considerably simplifying the problem. The localization technique has
been extended to include a more general geometric version [14, 15], infinite dimensional
settings [5, 6], a stochastic version [12], and a Riemannian version [27]. The localization
technique is a powerful tool. Several applications include proving isoperimetric and concen-
tration type inequalities (see, e.g., [31, 11, 24, 18, 35, 36, 3, 13, 4]), improving the algorithmic
complexity of computing the volume of convex bodies (see, e.g., [31, 24, 25, 10]), and in
particular making striking progress towards the solution of the KLS conjecture (see [29, 30]).
We extend the geometric localization technique of Fradelizi and Gue´don [14] to the discrete
setting. More precisely, we prove that for any convex function Φ,
sup
PX∈Ph(JNK)
Φ(PX)
is attained at a random variable with a log-affine probability mass function. Here, Ph(JNK)
denotes the set of all discrete log-concave random variables on {0, . . . , N}, N ∈ N, with a
log-concave probability mass function, and satisfying E[h(X)] ≥ 0 for an arbitrary function
h : {0, . . . , N} → R. A more general statement involving log-concavity with respect to an
arbitrary reference measure is also available (see Corollary 2.14).
The main object of study are therefore discrete log-concave random variables, those given
by a log-concave probability mass function. Most fundamental discrete distributions fall into
this class, such as Bernoulli, binomial, geometric, hypergeometric, and Poisson distributions.
We discuss several applications of our results. For example, we establish the following
large deviation bound for all discrete log-concave distribution (Corollary 3.11),
P(X > t) ≤ ee− 2t5(E[X]+1) , t ≥ 0.
This extends [20, Corollary 2.4] to all log-concave distributions. In particular, the following
concentration inequality holds for discrete log-concave random variables,
P(|X − E[X]| > t) ≤ 2ee− 2t5(E[X]+1) , t ≥ 0.
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As a consequence, we also recover the fact that all moments exist, and provide a comparison
between the moments of all order, which can be seen as a reverse Jensen inequality (see
Corollary 3.13).
This article can also be viewed as part of the recent trend on the so-called “discretization
of convex geometry” where one wants to translate results from convex geometry to the discrete
setting. Recent developments include discrete analogue of the Brunn-Minkowski inequality
(see, e.g., [16, 37, 28, 19]), discrete analogue of Koldobsky’s slicing inequality [1], discrete
analogue of Aleksandrov theorem [41]).
The paper is organised as follows. In section 2, we review the background on discrete log-
concave random variables and establish a discrete localization technique. Generally speaking,
we will show that the extreme points of the set of discrete log-concave distributions satisfying
a linear constraint are log-affines, and an application of the Krein-Milman theorem will thus
imply that if one wants to maximize a convex function over such a set, one just need to
check at those extreme points, which considerably simplifies the given optimization problem
(see Corollary 2.14). The argument closely follows [14]. In section 3 we discuss several
applications. In particular, we obtain a “four function theorem” akin to the continuous
setting (see Theorem 3.1). We also establish large deviations inequalities for arbitrary log-
concave random variables (see Theorems 3.2). We recover the standard fact that the set of
discrete log-concave random variables are closed under convolution, and that all moments
exist (see, e.g., [26]). In fact, we prove a reverse Jensen type inequality, which compare the
moments of discrete log-concave distribution (see Corollary 3.13).
2 Localization technique for discrete log-concave random vari-
ables
Throughout, N denotes the set of natural numbers equipped with its usual Euclidean structure
| · |. For a ≤ b ∈ N, let us denote Ja, bK := {x ∈ N : a ≤ x ≤ b}, and JaK := J0, aK.
Definition 2.1. A function f : N→ [0,∞) is log-concave when it satisfies
f2(n) ≥ f(n− 1)f(n + 1) (3)
for all n ≥ 1 and for all a ≤ b, a, b ∈ {f > 0} implies Ja, bK ⊆ {f > 0}.
Note that, from the definition, a log-concave function f : N → [0,∞) has contiguous
support. The next statement provides a characterization of discrete log-concavity.
Proposition 2.2. A function f : N→ [0,∞) is log-concave if and only if it satisfies
f(k +m)f(k + p) ≥ f(k)f(k +m+ p) (4)
for all k,m, p ∈ N.
Proof. Assume (4) holds. Inequality (3) is obtained by taking k = n− 1, m = p = 1. Let us
show that the support is contiguous. For a < b satisfying f(a)f(b) > 0, take k = a, p = 1,
m = b− a− 1, to see that f(a+ 1)f(b− 1) > 0 as well. A proof by induction concludes.
For the converse, assume that f is log-concave. Note that when
f(k)f(k + 1) · · · f(k +m+ p− 1) > 0,
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inequality (3) gives
f(k + 1)
f(k)
≥ f(k + 2)
f(k + 1)
≥ · · · ≥ f(k + p+m)
f(k + p− 1 +m) .
Hence,
f(k + p)
f(k)
=
p−1∏
l=0
f(k + l + 1)
f(k + l)
≥
p−1∏
l=0
f(k + l + 1 +m)
f(k + l +m)
=
f(k +m+ p)
f(k +m)
.
Definition 2.3. A function f : N→ [0,∞) is log-affine when it satisfies
f2(n) = f(n− 1)f(n + 1) (5)
for all n ≥ 1 and has contiguous support.
We now introduce the class of integer valued random variables that we will work with.
First, let us recall that the probability mass function (p.m.f.) associated with an integer
valued random variable X is
p(n) = P(X = n), n ∈ N.
Definition 2.4 (Generalized log-concave random variables). Let γ be an integer valued mea-
sure with a contiguous support on N and mass function q. A random variable X on N with
p.m.f. p is log-concave with respect to γ when pq is a log-concave function.
Example 2.5 (log-concave random variables). The class of discrete log-concave random
variables correspond to taking γ to be the counting measure, that is, with mass function
q ≡ 1. In particular, log-concave random variables are the one with a log-concave p.m.f.
Most fundamental discrete random variables fall into the class of log-concave random
variables. For example, Bernoulli, binomial, geometric, hypergeometric, and Poisson distri-
butions are all log-concave.
The following sub-class of discrete log-concave random variables can be seen as an analog
of the strongly log-concave random variables in the continuous setting (that is, log-concave
with respect to a Gaussian).
Example 2.6 (Ultra-log-concave random variables [39]). A random variable X on N is ultra
log-concave when its p.m.f. with respect to γ, the law of a Poisson distribution, is log-concave.
Note that an ultra-log-concave random variable has a contiguous support and a probability
mass function p satisfying the following inequality
p2(n) ≥ n+ 1
n
p(n+ 1)p(n− 1), n ≥ 1.
Example 2.7 (Ultra-log-concave random variables of order m [39]). A random variable X
on N is ultra log-concave of order m when its p.m.f. with respect γ, the law of a Binomial
distribution B(m, 1/2), is log-concave. Stated quantitatively, this corresponds to X supported
on JmK and its mass function p satisfies
p2(n) ≥ (n+ 1)(m − n+ 1)
n(m− n) p(n+ 1)p(n− 1). (6)
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Note that (n+1)(m−n+1)n(m−n) is decreasing in m, so that the class of ultra-log-concave variables
of order m is contained in the ultra-log-concave variables of order m′, for m′ ≥ m. Taking the
limit m→∞ we obtain the ultra-log-concave variables. As mentioned in the introduction, it
is a classical result going back to Newton (see [47] for proof), that if bi denotes the coefficients
of a degree m polynomial P (x) with real zeros, then the sequence bi is ultra logconcave of
order m.
Example 2.8 (q-factor log-concavity [33]). A random variable X on N is q-factor log-concave
(or q-weighted log-concave [49]) for q > 0 when its p.m.f. with respect to the measure γ(n) =
q−n
2/2 is log-concave. This is equivalent to the statement that on its contiguous support the
mass function p satisfies
p2(n) ≥ qp(n+ 1)p(n − 1) (7)
We next describe the class of log-affine random variables.
Definition 2.9 (Generalized log-affine random variables). Let γ be an integer valued measure
with a contiguous support on N and mass function q. A random variable X on N with p.m.f.
p is log-affine with respect to γ when pq is a log-affine function.
The next proposition characterize log-affine random variables.
Proposition 2.10. If X, with p.m.f. p, is log-affine with respect to γ, with p.m.f. q, then
p(n)
q(n)
= Cλn,
for some constants C > 0 and λ ≥ 0.
Proof. Since X is log-affine with respect to γ, we have
r(n)
r(n− 1) =
r(n+ 1)
r(n)
,
where r(n) = p(n)/q(n). The ratio being constant, we deduce that
r(n) =
r(1)
r(0)
r(n− 1).
Hence,
p(n) = Cλnq(n),
where C = r(0) and λ = r(1)/r(0).
Corollary 2.11. If X is log-affine with respect to the counting measure, then its p.m.f. p is
of the form
p(n) = Cλn1Jk,lK(n).
We will now describe the extreme points of a class of discrete log-concave probability
distributions satisfying a linear constraint. As in the continuous setting, those will be log-
affine on their support.
Let N ∈ N, and recall that JNK = {0, . . . , N}. Let us denote by P(JNK) the set of all
probability measures supported on JNK. Let γ be a measure with contiguous support on
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N, and let h : JNK → R be an arbitrary function. Let us consider Pγh (JNK) the set of all
distributions PX in P(JNK), log-concaves with respect to γ, and satisfying E[h(X)] ≥ 0, that
is,
Pγh (JNK) = {PX ∈ P(JNK) : X log-concave with respect to γ, E[h(X)] ≥ 0}.
We claim that if PX is an extreme point of Conv(Pγh (JNK)) then its p.m.f. f is of the
form f(n) = Cpn on a contiguous interval.
Theorem 2.1. If PX ∈ Conv(Pγh (JNK)) is an extreme point, then its p.m.f. f with respect
to γ satisfies
f(n) = Cpn1Jk,lK(n), (8)
for some C, p > 0, k, l ∈ JNK.
The arguments in the proof are analogous to the continuous setting (see [14]). Before
proving Theorem 2.1, we establish an intermediary lemma.
Lemma 2.12. If f, g : N → [0,+∞) are log-concave then the function f ∧ g is log-concave,
where (f ∧ g)(n) = min{f(n), g(n)}. If we further assume that g is log-affine, then (f − g)+
is log-concave as well, where (f − g)+ = max(0, f − g).
Proof. Clearly f ∧ g has contiguous support. Hence it suffices to prove (f ∧ g)2(n) ≥ (f ∧
g)(n − 1)(f ∧ g)(n + 1). Since g2(n) ≥ g(n − 1)g(n + 1) ≥ (f ∧ g)(n − 1)(f ∧ g)(n + 1), and
similarly f2(n) ≥ (f ∧ g)(n − 1)(f ∧ g)(n + 1), we have
(f ∧ g)2(n) ≥ (f ∧ g)(n − 1)(f ∧ g)(n + 1).
Assume now that g is log-affine. If f ≤ g there is nothing to prove, so suppose that (f−g)(n) >
0. If f(n± 1) ≤ g(n± 1) the inequality (f − g)2+(n) ≥ (f − g)+(n− 1)(f − g)+(n+ 1) holds
immediately. Else, log-concavity of f and affineness of g,
(f − g)(n) ≥
√
f(n+ 1)f(n− 1)−
√
g(n+ 1)g(n − 1) (9)
≥
√
(f − g)+(n− 1)(f − g)+(n+ 1), (10)
where we have used the fact that Minkowski’s inequality for Lp norms reverses when p ≤ 1
and that (x1, x2) 7→ √x1x2 corresponds to p = 0. It remains to show that (f − g)+ has
contiguous support. Let n ≥ 1 such that f(n− 1) > g(n− 1) while f(n) ≤ g(n), then for any
k ≥ 1
g(n + k)
g(n + k − 1) =
g(n)
g(n− 1) >
f(n)
f(n− 1) ≥
f(n+ k)
f(n+ k − 1) . (11)
Thus
f(n+ 1) =
f(n+ 1)
f(n)
f(n) ≤ g(n + 1)
g(n)
f(n) ≤ g(n + 1)
g(n)
g(n) = g(n+ 1). (12)
Inductively, it follows that for all k ≥ 0, f(n + k) ≤ g(n + k). Hence, if m,n ∈ N are such
that m ≤ n and (f − g)+(m), (f − g)+(n) > 0, then for all k ∈ Jm,nK, (f − g)+(k) > 0.
Proof of Theorem 2.1. Suppose that PX ∈ Conv(Pγh (JNK)) is an extreme point, and let f
be the p.m.f. of X with respect to γ. Choose k such that f(k) > 0. For α ∈ R define
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gα(m) = f(k)e
α(m−k)/2. Since gα is log-affine, the functions (f − gα)+ and f ∧ gα are
non-zero log-concave functions by Lemma 2.12. Note that
lim
α→+∞
(f − gα)+(m) = δk(m)f(k)
2
+ 1J0,k−1K(m)f(m), (13)
lim
α→−∞
(f − gα)+(m) = δk(m)f(k)
2
+ 1Jk+1,NK(m)f(m), (14)
while
lim
α→+∞
(f ∧ gα)(m) = δk(m)f(k)
2
+ 1Jk+1,NK(m)f(m), (15)
lim
α→−∞
(f ∧ gα)(m) = δk(m)f(k)
2
+ 1J0,k−1K(m)f(m). (16)
Let us take the above limits as the definitions of (f − g±∞)+ and f ∧ g±∞. Note also that
f = (f − gα)+ + f ∧ gα. (17)
Define, for α ∈ [−∞,∞], Xi(α), i ∈ {1, 2}, as random variables with p.m.f. with respect to
γ given by
dPX1(α) = C
−1
1 (α)(f − gα)+dγ, dPX2(α) = C−12 (α)(f ∧ gα)dγ,
where C1(α) =
∫
(f − gα)+dγ and C2(α) =
∫
(f ∧ gα)dγ. Then by (17), PX can be written as
a convex combination of the PXi(α),
PX = C1(α)PX1(α) + C2(α)PX2(α). (18)
Observe from (13) that
PX1(+∞) = PX2(−∞), PX1(−∞) = PX2(+∞). (19)
Define Ψ: [−∞,∞]→ R by
Ψ(α) = E[h(X1(α))] − E[h(X2(α))].
Note that Ψ is continuous, and Ψ(−∞) = −Ψ(∞) by (19). Thus by the intermediate value
theorem, there exists α∗ such that Ψ(α∗) = 0. Since E[h(X)] ≥ 0, we deduce from (18) that
PXi(α∗) ∈ Pγh (JNK).
Now, since PX is extreme in Conv(Pγh (JNK)), we have PX1(α∗) = PX2(α∗) = PX , which
implies
f =
(f − gα∗)+
C1(α∗)
=
f ∧ gα∗
C2(α∗)
,
and thus f = C−12 (α
∗)gα∗ . Hence X is log-affine with respect to γ.
Remark 2.13. • Note that on the support of an extreme point PX ∈ Conv(Pγh (JNK)), with
p.m.f. p, the function Λ(x) =
∑x
n=0 h(n)p(n) must never switch signs. If h is of constant
sign, then this is obvious. Assume h is not of constant sign, and assume without loss of
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generality that there exists k ∈ JN − 1K such that Λ(k) ≥ 0 and Λ(k + 1) < 0, then define for
t ∈ [0, 1] and n ∈ JNK,
p1,t(n) =
p(n)1J0,kK(n) + tp(k + 1)δk+1(n)
PX(J0, kK) + tp(k + 1)
, (20)
p2,t(n) =
p(n)1Jk+2,NK(n) + (1− t)p(k + 1)δk+1(n)
PX(Jk + 2, NK) + (1− t)p(k + 1) . (21)
Note that PX must give positive measure to Jk+2, NK or else 0 > Λ(k+1) = Λ(N) = E[h(X)],
which is a contradiction. Now define Ψ(t) =
∑N
n=0 h(n)p1,t(n). By the conditions on Λ,
Ψ(0) ≥ 0 while Ψ(1) < 0, thus there exists t∗ ∈ [0, 1] such that Ψ(t∗) = 0. From this we can
split PX as
PX = (1− λ)PX1 + λPX2 ,
where X1 has p.m.f. p1,t∗, X2 has p.m.f. p2,t∗, and λ = PX(Jk+2, NK)+(1−t)p(k+1) ∈ (0, 1).
Since PX1 ,PX2 ∈ Pγh (JNK), this contradicts PX extreme.
• Let us also note that an extreme point PX ∈ Conv(Pγh (JNK)) satisfies
E[h(X)] = 0.
Indeed, denote Λ(x) =
∑x
n=0 h(n)p(n) for x ∈ JNK, and assume towards a contradiction that
Λ(N) = E[h(X)] > 0. Denote by m the smallest element in JNK such that Λ(m) > 0. By the
previous remark, Λ ≥ 0, hence for all x < m, Λ(x) = 0. It follows that Λ(m) = p(m)h(m) >
0, and thus p(m) > 0. Now, define for t ∈ (0, 1),
p1,t(n) =
p(n)1J0,m−1K(n) + tp(m)δm(n)
PX(J0,m− 1K) + tp(m) , (22)
p2,t(n) =
p(n)1Jm+1,NK(n) + (1− t)p(m)δm(n)
PX(Jm+ 1, NK) + (1− t)p(m) , (23)
and we can split PX for t close enough to 0.
Theorem 2.1 tells us that if we want to maximize a convex function over Pγh (JNK), it is
enough to check probability distributions that are log-affine on a segment:
Corollary 2.14. Let Φ: Pγh (JNK)→ R be a convex function. Then
sup
PX∈P
γ
h
(JNK)
Φ(PX) ≤ sup
P
X#
∈Aγ
h
(JNK)
Φ(PX#),
where Aγh(JNK) = Pγh (JNK) ∩ {PX# : X# with p.m.f. as in (8)}.
Theorem 2.14 follows as an application of the Krein-Milman theorem on extreme points
together with the next lemma.
Lemma 2.15. The set Pγh (JNK) is a compact subset of (P(JNK), dP ), where dP is the
Prokhorov metric induced by Euclidean distance | · |.
Proof. The set P(JNK) is a tight family of probability measures in P(N) (take K = [0, N ] as
the same compact). Since (N, | · |) is a complete separable metric space and P(JNK) is tight,
it follows from a result of Prokhorov that P(JNK) is relatively compact. It is thus enough to
show that Pγf (JNK) is closed under dP (equivalently, under convergence in distribution).
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Let {µi} be a sequence in Pγh (JNK) that converges to µ in distribution. Since µi(JNK) = 1
and JNK is closed, by the portmanteau theorem we have µ(JNK) ≥ lim supµi(JNK) = 1.
Hence, µ is supported in JNK. Denote by pi (resp. p) the p.m.f. of µi (resp. µ). Since µ, µi
are supported in JNK, for all n ∈ JNK,
pi(n) = µi((−∞, n − 1
2
))− µi((−∞, n− 1− 1
2
)),
which converges to
µ((−∞, n− 1
2
))− µ((−∞, n− 1− 1
2
)) = p(n).
Hence, there is pointwise convergence of the p.m.f. of µi to the p.m.f. of µ. Let us now check
closure of log-concavity. Denote by q the mass function of γ. Since µi ∈ Pγ(JNK), one has
for every i ≥ 1, for every n ≥ 1,
pi(n)
2 ≥
[
q(n)2
q(n− 1)q(n + 1)
]
pi(n+ 1)pi(n − 1).
Letting i→ +∞, we deduce that
p(n)2 ≥
[
q(n)2
q(n− 1)q(n + 1)
]
p(n+ 1)p(n− 1).
We conclude that µ is log-concave with respect to γ. Finally, since for all i ≥ 1,
N∑
n=0
h(n)pi(n) ≥ 0,
taking the limit as i→ +∞, we have
N∑
n=0
h(n)p(n) ≥ 0.
We conclude that Pγh (JNK) is closed.
3 Applications
In this section, we discuss applications of the localization technique in the discrete setting.
3.1 The Four functions theorem
Theorem 3.1. Given f1, f2, f3, f4 nonnegative functions, and α, β > 0, then the inequality
E[f1(X)]
α
E[f2(X)]
β ≤ E[f3(X)]αE[f4(X)]β (24)
holds for all X log-concave random variable with respect to γ if and only if it holds for all
log-affine random variable with respect to γ.
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Proof. One direction is immediate. For the other direction, given X log-concave with respect
to γ, it is enough to prove that E[f1(X)]
α
E[f2(X)]
β ≤ (E[f3(X)] + ε)α E[f4(X)]β holds for
all ε > 0. By an approximation argument, one may assume that X is compactly supported,
say on JNK. Writing f˜3 = f3 + ε, and
Φ(PZ) =
(
E[f1(X)]
E[f˜3(X)]
)α
β
E[f2(Z)]− E[f4(Z)],
we wish to show that Φ(PX) ≤ 0. Defining h = E[f˜3(X)]f1 − E[f1(X)]f˜3, then for every
PY ∈ Pγh (JNK) log-affine with respect to γ, one has
Φ(PY ) =
(
E[f1(X)]
E[f˜3(X)]
)α
β
E[f2(Y )]− E[f4(Y )]
≤
(
E[f1(Y )]
E[f˜3(Y )]
)α
β
E[f2(Y )]− E[f4(Y )]
≤ 0,
where the first inequality comes from the fact that E[h(Y )] ≥ 0 and the second inequality
from the fact that (24) holds for all log-affine distribution. Since PX ∈ Pγh (JNK),we deduce
by Corollary 2.14 that Φ(PX) ≤ 0.
The next result is a consequence of the four function theorem (Theorem 3.1) and tells us
that the class of discrete log-concave distribution with respect to a reference measure is closed
under convolution if and only if the convolution of log-affine distributions are log-concave with
respect to that reference measure.
Corollary 3.1. Define
L(γ) = {f : N→ [0,∞), f log-concave with respect to γ},
A(γ) = {f : N→ [0,∞), f log-affine with respect to γ}.
Then L(γ) ∗ L(γ) ⊆ L(γ) if and only if A(γ) ∗ A(γ) ⊆ L(γ).
Proof. Denote by q the mass function of γ. Suppose that A(γ) ∗ A(γ) ⊆ L(γ), we will first
show that L(γ) ∗ A(γ) ⊆ L(γ). Given f ∈ A(γ) and g ∈ L(γ), we wish to show that for a
fixed k (
f ∗ g
q
)2
(k) ≥ f ∗ g
q
(k + 1)
f ∗ g
q
(k − 1). (25)
Define f1(x) = f2(x) = f(k − x), f3(x) = q
2(k)
q(k+1)q(k−1)f(k + 1− x), f4(x) = f(k − 1− x) and
α = β = 1, then (25) is equivalent to
E[f1(Y )]E[f2(Y )] ≥ E[f3(Y )]E[f4(Y )], (26)
and since (25) holds whenever g is log-affine with respect to γ, (26) holds whenever Y is
log-affine as well. Thus by Theorem 3.1, (26) holds for all Y log-concave with respect to γ,
equivalently, (25) holds for all g ∈ L(γ). Thus f ∗ g ∈ L(γ) if f, g ∈ L(γ) and at least one of
f and g is an element of A(γ). Repeating the same argument assuming only that f ∈ L(γ)
completes the proof.
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We can thus give a direct computational argument of the fact that log-concave sequences
are stable under convolution (see, e.g., [26]).
Corollary 3.2. For f and g log-concave sequences, f ∗ g is log-concave as well.
Proof. By Corollary 3.1 it suffices to prove the result when f(n) = 1Ja,bKC1p
n and g(n) =
1Jc,dKC2q
n. By homogeneity, we may further than C1 = C2 = 1, and we can write the desired
inequality (f ∗ g)2(n) ≥ (f ∗ g)(n + 1)(f ∗ g)(n − 1) as,
 (n−a)∧d∑
k=c∨(n−b)
pn−kqk


2
≥

 (n+1−a)∧d∑
k=c∨(n+1−b)
pn+1−kqk



 (n−1−a)∧d∑
k=c∨(n−1−b)
pn−1−kqk

 (27)
If we factor p2n from either side and write R = qp , we need only prove,
 (n−a)∧d∑
k=c∨(n−b)
Rk


2
≥

 (n+1−a)∧d∑
k=c∨(n+1−b)
Rk

 ,

 (n−1−a)∧d∑
k=c∨(n−1−b)
Rk

 . (28)
By factoring powers of R, and potentially a change of variable (R˜ = R−1), any of the above
can be reduced to proving one of the following two cases,(
m∑
k=0
Rk
)2
≥
(
m∑
k=0
Rk
)(
m∑
k=0
Rk
)
(29)
(
m∑
k=0
Rk
)2
≥
(
m+1∑
k=0
Rk
)(
m−1∑
k=0
Rk
)
. (30)
Equation (29) is equality, while (30) is equivalent to showing (Rm+1−1)2 ≥ (Rm+2−1)(Rm−
1), which is easily verified.
In the next theorem we demonstrate that the identification extreme points can be used
to derive a localization theorem for log-concave sequences in the classical sense of [24].
Corollary 3.3. For f, g : JNK → R,∑
i
fiµ(i) ≥ 0 and
∑
i
giµ(i) ≥ 0
holds for all µ ∈ L(γ) if and only if∑
i
fiν(i) ≥ 0 and
∑
i
giν(i) ≥ 0
holds for all ν ∈ A(γ).
Proof. Suppose that
∑
i giµ
′(i) < 0 for some µ′ ∈ L(γ). Note that µ′ must belong to at
least one of the two sets, {µ ∈ L(γ) : ∑i fiµ(i) ≥ 0} or {µ ∈ L(γ) : ∑i−fiµ(i) ≥ 0}. In
either case, by Theorem 2.1, the extreme points of {µ ∈ L(γ) : ∑i±fiµ(i) ≥ 0} belong to
A(γ). Thus we can express µ′ = ∑mi=1 tjνj with νj ∈ A(γ), and since ∑i giνj(i) ≥ 0 for
all j,
∑
i giµ
′(i) ≥ 0 as well. This gives a contradiction. The argument in the case that∑
i fiµ
′(i) < 0 is the same, and the proof is complete.
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3.2 Large deviations inequalities
In this section, we establish universal large deviations bounds for arbitrary discrete log-
concave random variables. The bounds will result from the localization technique developed
in Section 2, applied to the convex functional Φ(PX) = PX(A), with A = (t,+∞), for fixed
t ≥ 0.
We first provide additional information about the shape of the extremizers for P(X ≥ t),
with respect to an arbitrary reference measure γ.
Lemma 3.4. If X is γ-log concave on Jk, nK, with respect to γ supported on Jk0, n0K and
maximizes P(X ≥ t) for 0 < c < t ≤ n0 among γ-log-concave variables satisfying EX ≤ c,
then k = k0.
Note that we can assume t is an integer without loss of generality, and the case that c ≥ t
is uninteresting as we may take a point mass at t will satisfy EX ≤ c with P(X ≥ t) = 1
Proof. Suppose that k > 0, let pj = P(X = j), and define a function q˜t,ε for ε > 0 and
λ ∈ (0, 1] in the following way.
q˜λ,ε(j) =


λε for j = k − 1,
pk − ε for j = k,
pj otherwise.
(31)
By continuity fix ε > 0 such that(
pk − ε
γk
)2
≥ ε pk+1
γk+1γk−1
, (32)
and observe that q˜λ,ε is γ-log-concave for all λ ∈ (0, 1]. Then by normalizing q˜λ,ε obtain the
following γ-log-concave sequence dependent on λ,
qλ(j) =
q˜λ,ε(j)∑
i q˜λ,ε(i)
. (33)
Note that q1 = q˜1,ε0 since
∑
i q˜1,ε = 1 and that such a density will have smaller expectation,
n∑
m=0
mq1(m) = (k − 1)ε + kpk − kε+
l∑
m=k+1
kpk (34)
=
n∑
m=0
mpm − ε (35)
≤ c− ε. (36)
Since λ 7→ ∑nm=0mqλ(m) is continuous this implies that for λ close to 1, ∑nm=0mqλ(m) ≤
c. Fix λ0 ∈ (0, 1) and denote q = qλ0 . For a random variable Y ∼ q we have EY =∑
mmqλ0(m) ≤ c, while for j > k
qj = qλ(j) =
q˜λ,ε0(j)∑
i q˜λ,ε0(i)
(37)
=
pj∑
i q˜λ,ε0(i)
(38)
> pj (39)
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Since for λ < 1,
∑
i q˜λ,ε0(i) < 1. Thus, P(Y ≥ t) > P(X ≥ t), and X is not a maximizer of
P(X ≥ t).
We continue with a couple of computations lemmas about the extremizers when γ is the
counting measure. Recall that the p.m.f. of a truncated log-affine random variable X (with
respect to counting measure) is:
p(n) = Cpn1[k,l](n), n ∈ N, (40)
where C > 0 is the normalizing constant, p > 0 is the parameter, and k, l ∈ N, k ≤ l, is the
support.
Lemma 3.5. The normalizing constant in (40) equals
C = p−k
1− p
1− pl−k+1 .
Proof. We have
C−1 =
l∑
n=k
pn = pk
l−k∑
n=0
pn = pk
1− pl−k+1
1− p .
Lemma 3.6. We have
N∑
n=0
npn =
p(1− pN+1)
(1− p)2 −
(N + 1)pN+1
1− p .
Proof. Write
N∑
n=0
npn = p
N∑
n=1
npn−1 = p
[
N∑
n=0
pn
]′
= p
[
1− pN+1
1− p
]′
= p
[−(N + 1)pN (1− p) + 1− pN+1
(1− p)2
]
.
Lemma 3.7. Let X with p.m.f. as in (40). Then,
E[X] = k +
p
1− p −
(l − k + 1)pl−k+1
1− pl−k+1 , p 6= 1.
E[X] = k +
l − k
2
, p = 1.
Proof. The case p = 1 corresponds to the expectation of a uniform distribution on {k, . . . , l}.
Now, assume p 6= 1. We have, using Lemma 3.6 with N = l − k,
E[X] = C
l∑
n=k
npn = C
l−k∑
n=0
(k + n)pk+n
= Ckpk
l−k∑
n=0
pn + Cpk
l−k∑
n=0
npn
= Ckpk
1− pl−k+1
1− p + Cp
k
[
p(1− pl−k+1)
(1− p)2 −
(l − k + 1)pl−k+1
1− p
]
.
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Replacing C by its value (see Lemma 3.5), we deduce that
E[X] = k +
p
1− p −
(l − k + 1)pl−k+1
1− pl−k+1 .
Lemma 3.8. E[X] in Lemma 3.7 is a nondecreasing function of p.
Proof. Assume that p < 1 (the case p > 1 is similar, and note that as a function of p, E[X]
is continuous with limp→1E[X] = (l + k)/2). Let us denote
F (p) =
p
1− p −
NpN
1− pN , N ≥ 1.
Then,
F ′(p) =
1
(1− p)2 −N
NpN−1
(1− pN )2 .
For N = 1, 2, we can easily check that F ′(p) ≥ 0. Assume now that N ≥ 3. Hence,
F ′(p) ≥ 0 ⇐⇒ (1− pN )2 −N2pN−1(1− p)2 ≥ 0
⇐⇒
(
1− pN −NpN−12 (1− p)
)(
1− pN +NpN−12 (1− p)
)
≥ 0
Note that
(
1− pN +NpN−12 (1− p)
)
> 0 if and only if p < 1. It is thus enough to check that
(for p < 1)
G(p) , 1− pN −NpN−12 (1− p) ≥ 0.
We have
G′(p) = −N(N − 1)
2
p
N−3
2 +
N(N + 1)
2
p
N−1
2 −NpN−1.
Hence,
G′(p) ≤ 0⇐⇒ H(p) , −(N − 1)
2
+
(N + 1)
2
p− pN+12 ≤ 0.
Since
H ′(p) =
N + 1
2
(
1− pN−12
)
≥ 0,
we conclude that H is increasing. Hence H(p) ≤ H(1) = 0. Hence G′ ≤ 0, which implies G
decreasing. Hence G(p) ≥ G(1) = 0. This implies F ′ ≥ 0, and thus F is increasing.
Corollary 3.9. 1. The function F (p) in the proof of Lemma 3.8 satisfies
0 = F (0) ≤ F (1) = l − k
2
≤ F (+∞) = l − k.
2. For p ≥ 1, E[X] ≤ c implies that l ≤ 2c.
Remark 3.10. Let X as in (40). If t ≥ l, then P (X > t) = 0. If k ≤ t < l, then by Lemma
3.5,
P (X > t) =
l∑
n=⌊t⌋+1
Cpn = p⌊t⌋+1−k
1− pl−⌊t⌋
1− pl−k+1 .
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Theorem 3.2. Let c > 0. For X truncated geometric as in (40), the condition E[X] ≤ c
implies that for all t ≥ c,
P (X > t) ≤ ee− 2t5(c+1) .
In particular, if c ≥ 1, one has
P (X > t) ≤ ee− t5c .
Proof. Recall the structure of the p.m.f. of X as in (40), and let t ≥ c. Using Lemma 3.4,
one may assume that k = 0.
• Assume p ≥ 1. Then, by Corollary 3.9, part 4., l ≤ 2c. Hence, for all t ≥ 2c
P (X > t) = 0.
It follows that for all t ≥ 0,
P (X > t) ≤ ee− t2c .
• Now, assume p < 1. Denote N = l + 1, and recall that
E[X] =
p
1− p −
NpN
1− pN .
Case 1: Assume p ≤ 1− 1N , so one may write p = 1− 1f(N) , where f(N) ∈ (1, N ] (f(N) may
depends on N). In this case, we have
E[X] = f(N)− 1−
N(1− 1f(N))N
1− (1− 1f(N))N
.
Note that (
1− 1
f(N)
)N
= e
N log(1− 1
f(N)
) ≤ e− Nf(N) ,
hence,
N(1− 1f(N))N
1− (1− 1f(N))N
≤ Ne
− N
f(N)
1− e− Nf(N)
.
We deduce that
E[X] ≥ −1 + f(N)

1− Nf(N)e−
N
f(N)
1− e− Nf(N)

 = −1 + f(N) [1− x
ex − 1
]
, x =
N
f(N)
≥ 1.
Note that the function x 7→ xex−1 is decreasing on (1,+∞), hence
E[X] ≥ −1 + f(N)
[
1− 1
e1 − 1
]
≥ −1 + 2
5
f(N).
We conclude that the condition E[X] ≤ c implies
f(N) ≤ 5
2
(c+ 1).
Using Remark 3.10 together with the fact that p < 1, we have
P(X > t) ≤ p⌊t⌋+1 ≤ pt = et log(1− 1f(N) ) ≤ e− 25 tc+1 .
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Case 2: Assume 1 > p ≥ 1− 1N . Since E[X] is an increasing function of p by Lemma 3.8, it
follows that
E[X] ≥ p
∗
1− p∗ −
N(p∗)N
1− (p∗)N , p
∗ = 1− 1
N
.
Simplifying, we obtain
E[X] ≥ N − 1−N
[
(1− 1N )N
1− (1− 1N )N
]
≥ −1 +N
[
1− e
−1
1− e−1
]
≥ −1 + 2
5
N.
Recalling that N = l + 1, we deduce that
l ≤ 5
2
(E[X] + 1) ≤ 5
2
(c+ 1).
Hence P(X > t) = 0 whenever t ≥ 52(c+ 1), and we conclude that for all t ≥ 0,
P(X > t) ≤ ee− 2t5(c+1) .
We deduce the following large deviation inequality for all log-concave random variables.
Corollary 3.11. For all log-concave random variables X, for all t ≥ 0,
P(X > t) ≤ ee− 2t5(E[X]+1) .
In particular, if E[X] ≥ 1, one has
P(X > t) ≤ ee− t5E[X] .
Corollary extends [20, Corollary 2.4] to all log-concave random variables. In particular,
we established that for all discrete log-concave random variable X with E[X] ≥ 1,
P(X > tE[X]) ≤ ee− t5 , ∀t ≥ 0.
Proof of Corollary 3.11. Let us fix a discrete log-concave random variable X0 and t ≥ 0. By
approximation, one may assume that X0 is compactly supported. The inequality
P(X0 > t) ≤ ee−
2t
5(E[X0]+1)
follows from Theorem 3.2 together with the discrete localization technique (Corollary 2.14)
applied to Φ(PX) = PX((t,+∞)) under the constraint E[h(X)] ≥ 0, where h(n) = c−n with
c = E[X0].
We also deduce that log-concave random variables concentrate around their mean in the
following sense.
Corollary 3.12. For all log-concave random variable X, for all t ≥ 0,
P(|X − E[X]| > t) ≤ 2ee− 2t5(E[X]+1) .
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Proof. One has for all t ≥ 0,
P(|X − E[X]| > t) = P(X > t+ E[X]) + P(X < E[X]− t).
Since P(X < E[X]− t) = 0 for t ≥ E[X], we deduce that
P(X < E[X]− t) ≤ ee− tE[X] .
The result follows using Corollary 3.11
Finally, we deduce that moments of discrete log-concave random variables are compa-
rable, that is, discrete log-concave random variables satisfy a reverse Jensen inequality. In
particular, we recover the fact that all moments exist (see, e.g., [26]).
Corollary 3.13. Let X be a discrete log-concave random variable. Then, for all 1 ≤ r ≤ s,
E[Xs]
1
s ≤ 5s(se) 1s E[X
r]
1
r + 1
2
.
In particular, if E[X] ≥ 1, then
E[Xs]
1
s ≤ 5s(se) 1sE[Xr] 1r .
Proof. The argument is standard. By Fubini theorem and Corollary 3.11, denoting c = E[X],
E[Xs] = s
∫ +∞
0
ts−1P(X > t) dt
≤ se
∫ +∞
0
ts−1e
− 2t
5(c+1) dt
= se
[
5(c+ 1)
2
]s ∫ +∞
0
us−1e−u du.
Since c = E[X] ≤ E[Xr] 1r , we deduce that
E[Xs] ≤ se
[
5
E[Xr]
1
r + 1
2
]s
Γ(s),
and the result follows.
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