Due to the growing performance requirements, embedded systems are increasingly more complex. Meanwhile, they are also expected to be reliable. Guaranteeing reliability on complex systems is very challenging. Consequently, there is a substantial need for designs that enable the use of unverified components such as real-time operating system (RTOS) without requiring their correctness to guarantee safety.
INTRODUCTION
With the increased use of embedded systems in various safetycritical environments, these systems are expected to provide both reliability and high-performance. On the one hand, delivering highperformance drives the need for more complex systems 1 . On the other hand, the high complexity increases the possibilities for errors and makes formal verification more challenging.
In these complex control systems where one or more control applications run on top of an RTOS and share the resources, two root causes may lead to safety violations 2 . First, the control application may issue a set of unsafe commands due to the incorrect logic (bugs) or fail to generate any commands at all (i.e., applicationlevel faults). Second, even with a bug-free control application, faults in underlying software layers such as the RTOS can disrupt the execution of the controller and jeopardize the safety (i.e., system-level faults). Ideally, all the components of these systems including the RTOS must be formally verified to ensure they are fault-free. Due to the high complexity, formal verification of the entire platform is tough. Therefore, designing platforms and architectures that enable the system designers to utilize components such as RTOS and vendor drivers without requiring to prove their correctness to guarantee safety is important.
In this work, a new approach is proposed to provide faulttolerance and liveliness in the presence of application-level faults (faults in application logic and its implementation) as well as system-level faults (faults in the underlying software such as RTOS and middleware) using only one COTS processing unit. This paper explains the procedure to design a controller that enables the entire computing system to be safely restarted at runtime. This controller can keep the system inside a subset of safety region, only by updating the actuator input at least once after every system restart. In other words, after a restart, system can restart again after only one command is applied to the actuators. In this paper, this controller is called Base Controller (BC).
Restarting a system is an effective approach for recovery from unknown faults at runtime with a very predictable outcome. As soon as a fault occurs that disrupts the execution of critical software components, a hardware watchdog timer (WD) restarts the system. During a restart, a fresh image of all the software (middleware, RTOS, and applications) is loaded from a read-only storage which recovers the system into an operational state. Prior to this work, restarting was proposed as a way to increase the availability of non-safety critical systems [9-12, 14, 15, 29] . Alongside, partial restarting of safety-critical systems using extra hardware was investigated in [4, 5] . To the best of our knowledge, this is the first work that proposes to restart the entire system in a safetycritical environment.
Having only BC and the WD mechanism which enables restarting, allows the system to remain safe, tolerate faults and recover from them. However, it does not make any progress towards its mission goal. To address this issue, BC is complemented with a Mission controller (MC) and a Decision Module (DM). MC is an unverified, high-performance, complex controller that drives the system towards the mission setpoints. It may contain unsafe logic or bugs that jeopardize safety. To maximize the progress towards the mission goals, in every control cycle, DM checks the MC command. If it satisfies the safety requirements, DM allows it to be sent to the actuators. Otherwise, BC command is applied to the system. By doing so, MC drives the system for as long as possible, And, whenever it is not possible, BC takes the control. The logical view of this design is depicted in Figure 1 .
In the proposed design, the only components that need to be verified for correct functionality are BC, DM and Flushing Task. Any faults in the system software (System-Level or ApplicationLevel) that results in a fail-silent failure (also known as fail-stop) of these two components leads to WD triggering a system-wide restart and recovery. However, our design does not protect the system from faults that alter the logic of BC or DM at execution time. In summary, this design enables the system to provide formal safety guarantees by verifying only the correctness of BC, DM and Flushing Task instead of entire MC, RTOS, and middleware.
The key contributions of our work are:
• Introducing system-wide restart and software reload from read-only storage as a recovery method for embedded systems with safety-critical constraints.
• Tolerating application-level faults as well as system-level faults using only one COTS processing unit.
• Empirical validation of both the practicality of our proposed design and the safety guarantees through faultinjection testing on a prototype controller for a 3DOF helicopter.
The rest of this paper is organized in the following way. We discuss the related works in Section 2 and compare them to our design. In Section 3 we formalize the safety definition of a system. In Section 4 we describe our design and the safety conditions in decision module. In Section 5 we explain how to construct BC. Then we apply our approach to creating a controller for a 3DOF helicopter and verify its robustness with fault-injection testing in Section 6. In Section 7, we discuss the limitations of our proposed approach. Section 8 concludes the paper. 
RELATED WORK
The concept of utilizing an unverified, complex controller along with a simple, verified safety controller for fault tolerance was initially proposed as Simplex Architecture in [24] [25] [26] . In earlier simplex designs, fault tolerance was achieved in one of two ways. In some of these designs such as [13, [23] [24] [25] [26] , all three components (safety controller, complex controller and decision unit) share the same computing hardware (processor) and software platform (OS, middleware). As a result, these designs only protect the safety against the faults in the application logic of the complex controller. And, there is no guarantee of the correct behavior in the presence of system-level faults. Our proposed design protects the system from both application-level and system-level faults.
Some Simplex-based designs such as System-level Simplex [5] , S3A [20] and other variants [30] run the safety controller and the decision logic on an isolated, dedicated hardware unit. By doing so, the trusted components are protected from the faults in the complex subsystem. However, exercising System-Level Simplex design on most COTS multicore platforms/SoC (system on chip) is challenging. The majority of commercial multicore platforms is not designed to achieve strong inter-core fault isolation due to the high-degree of hardware resource sharing. For instance, a fault occurring in a core with the highest privilege level may compromise power and clock configurations of the entire platform. To achieve full isolation and independence, one has to utilize two separate boards/systems. In contrast, the approach proposed in this paper needs only one processor and tolerates system-level faults.
Note that, the control domain of the proposed BC depends on the system dynamics and the restart time of the platform. Increased restart time, shrinks the domain size. And, for a given system, it may be empty; meaning that the dynamics of the system does not allow a controller with such properties to exist. System-Level Simplex does not have this limitation, because it uses a dedicated hardware that is not impacted by faults (or restarts) in the complex controller unit. Proposed approach is especially suitable for Internet of Things (IoT) applications, requiring increased robustness at low cost and without using extra hardware as System-Level Simplex requires.
Notion of restarting as a means of recovery from faults and improving system availability is previously proposed in literature. These approaches are generally divided into two categories, viz., i) revival, reactively restart a failed component and ii) rejuvenation, prophylactically restart functioning components to prevent state degradation [8] . Our approach, as described in this paper, fits in the former category. However, with slight modification, our design can incorporate periodic self-triggered restarts to prevent future unscheduled unavailable times. In the second form, this work can also be categorized in the latter category.
Most of the previous works on restarting are proposed for traditional non safety-critical computing systems such as servers and switches. Authors in [9] introduce recursively restartable systems as a design paradigm for highly available systems and uses a combination of revival and rejuvenation techniques. Earlier literature [10] [11] [12] illustrates the concept of microreboot which consists of having fine-grain rebootable components and trying to restart them from the smallest component to the biggest one in the presence of faults. The works in [14, 15, 29] focus on failure and fault modeling and try to find an optimal rejuvenation strategy for various systems. In this context, our previous work in Reset-Based Recovery [4] was an attempt to utilize restarting as a recovery method for computing systems in safety-critical environments. In [4] , we used System-Level Simplex architecture and proposed to restart only the complex subsystem upon occurrence of faults. This was feasible, because the safety subsystem ran on a dedicated hardware unit and was not impacted by the restarts in the complex subsystem. The approach of the current paper is significantly different and uses only only one hardware unit.
CONTROL SYSTEM DESCRIPTION
Consider a linear control system given by
where x (t ) ∈ R n is the state vector, u (t ) ∈ R i is the inputs, and matrices A, B and C define the dynamics of the system and are of the appropriate dimensions.
Formulating Safety
Physical systems have limits and constraints that need to be respected. For example, a UAV must take the sharp turns only when its velocity is under a safe threshold otherwise the wings can get damaged. In this paper, we define safety region S as a subset of the state space where all those physical constraints are respected. The system is considered safe as long as it stays inside S. We express the safety region through linear inequalities in the following form:
Here, S ⊆ R n is called the safety region. The state of the system must always evolve inside S. Additionally, physical actuators also have limits on their operational ranges which can be similarly expressed by
Here S u ⊆ R i . A controller guarantees safety if it ensures that the system remains inside S using only the control commands in S u .
Reachable Set
A state x f is called a reachable state from x 0 within δt time, if for any given t 0 , there exist a control input u (t ) = u 0 , t ∈ [t 0 , t 0 + δt] and u 0 ∈ S u such that x (t 0 + δt ) = x f . We use the following notation for reachable set; Reach ≤τ (x, u) refers to the set of reachable states from x, under the constant control input u, in up to τ time and Reach =τ (x, u) are the states reached after exactly τ unit time has elapsed. Also, we naturally extend Reach to initial sets of states, where the resultant set of reachable states is the union of the set of reachable states from each state in the initial set.
DESIGN APPROACH
As depicted in Figure 1 , our proposed design consists of three main components; Base Controller (BC), Mission Controller (MC) and Decision Module (DM).
BC is a verified, reliable controller that is only concerned with safety. It does not make progress towards the mission set points of the system (i.e., it does not provide liveness). MC, on the other hand, is the main controller of the system which is concerned with the mission-critical requirements. This controller may have complex logic, can be changed and upgraded while the system is running and may even contain unsafe logic and bugs.
All the components of the system run on top of the RTOS. The length of one control cycle of the system is τ c . kth control cycle where k ∈ N refers to the period [(k − 1)τ c , kτ c ]. The cycles count and the time origin are restarted after every system restart. Therefore, k = 1 always refers to the first cycle after the latest system restart. Furthermore, we assume that the length of the restart time 3 of the system is an integer multiply 4 of τ c i.e., τ r = mτ c where m ∈ N. While the system is running, sensor values are sampled at t = kτ c − ϵ where ϵ τ c and actuator inputs are updated at t = kτ c .
In every control cycle, after MC runs and generates its output u mc , DM evaluates the safety requirements under u mc and decides whether u mc can be applied to the actuators. Then, DM writes its output, along with the corresponding MC command and a time stamp (cycle number) to a fixed memory address.
At the end of control cycle, at time kτ c − ϵ after sensors are sampled, BC runs and generates u bc . Then a flushing task retrieves u mc , u bc , the decision of DM and the corresponding timestamp from the memory. If the timestamp matches with the current cycle number (k), it updates the actuator commands with u mc or u bc based on the DM decision and resets WD. Non-matching time stamps indicate that one or both of the DM and BC tasks did not execute or missed their deadlines. In such cases, the flushing task does not update the WD. Consequently, WD expires at t = kτ c and triggers a restart. Note that as a result of this mechanism, restarts are only triggered at times t = kτ c and do not occur in between control cycles. The steps are illustrated in Figure 2 . In the rest of this section, we discuss the assumptions and the fault model of the system. Then, we introduce the properties of the BC and how it is able to safely tolerate the restarts. Finally, we discuss the safe switching logic of the DM.
Assumptions and Fault Model
In this section, we clarify several assumptions we make about faults and components of the system.
(1) In this work, we are not concerned about hardware faults and we assume that hardware is reliable. (2) BC, DM, and flushing task are independently verified and fault-free. They might, however, fail silently (no output is generated) due to the faults in the previously dependent software layers or other applications. (3) System-level and application-level faults may cause BC, DM and flushing task to fail silently but may not change their logic or alter their output. (4) Once a command is sent to an actuator input; the actuator holds that value until the control system sends a new actuation command. Therefore, during a system-level restart, the actuators operate with the last command that was sent before the restart occurred 5 . (5) We assume that the system-level faults do not happen within the first control cycle τ c after the boot is complete so that the BC has the chance to execute correctly at least once. In other words, this assumption implies that the system is not completely dysfunctional. In Section 4.2, we demonstrate the necessity of this assumption.
Properties of the Base Controller
In this section, we introduce what properties the BC must have. Later, in Section 5, we explain how to construct such a controller. BC has the following properties. There exists a subset I of the state space, such that for all points x ∈ I, BC can find a control command u bc ∈ S u , such that if u bc is applied to the system at time 5 Commercial chips such as [2] are available that provide programmable PWM controller. Using these intermediate chips prevents the invalid signals that may appear on the GPIO of the board during a restart, from changing the actuation command. t 0 and state x (t 0 ) ∈ I, then:
Note that it is assumed that the actuators hold the command u bc within the period of
Intuitively, above properties imply that if the current state of the system is inside I, BC is able to generate a control command that keeps the physical system safe. For the intuition, assume that in the above conditions, t 0 is the end of kth control cycle; t 0 = kτ c . Property (i) implies that one control cycle after u bc is applied to the actuators, at the end of (k + 1)th cycle, state is inside I. Therefore, if the system is still running and no faults have occurred, BC is able to find another safe command at t = (k + 1)τ c . If a fault had occurred within the (k + 1)th cycle, a restart will be triggered at end of the cycle and BC will not be available to update the actuator input. Property (ii) implies that in such a case, system will be in I, after the restart completes. This guarantees that the system is stabilizable, after the restart completes. Finally, property (iii) ensures that the system remains inside the safety region during (k + 1)th cycle and a possible consequent restart.
A BC with the above properties, without any other components, can keep the system in safety, only if it updates the actuator commands at least once after every restart. Therefore, it is necessary for the system to not have any system-level faults within the first cycle after the restart.
Switching Logic of DM
A system with only BC remains safe and tolerates restarts but it does not make any progress towards the mission goal. In order to maximize the progress towards the mission goal, it is desirable to use the MC command in every cycle that is possible.
In every cycle k, DM runs and evaluates the following conditions. If they hold, u mc is safe to be applied to the actuator inputs at the end of the cycle (i.e., at time t = kτ c ). Otherwise, DM chooses u bc . Following conditions guarantee that the system remains safe and recoverable under u mc whether it restarts or not.
Here, τ r and τ c are the restart time and the length of the control cycle of the platform.x[k] is the state of the system when the actuator command is going to be applied to the system (i.e., end of the cycle at time t = kτ c ).
From properties of the BC, it is known that if the state is inside I, BC can find a control command that keeps the system safe and restartable. Condition (1) ensures that one control cycle after u mc is applied to the system the state will be inside I. If no faults occur within the control cycle, BC is guaranteed to be able to find a safe control for the system. However, if a fault occurs within the cycle, WD triggers a system restart at the end of the cycle. Condition (2) ensures that state will be inside I when the restart completes (i.e., at τ c + τ r ). Furthermore, Condition (3) guarantees that during the control cycle and restart time (if it happens) state remains inside the safety region.
Note that, in the real implementation, calculating reachable set and therefore evaluating these conditions requires time and does not happen instantaneously. Therefore, assuming k is the current 
,
is the sampled state in the previous cycle (state of the system at the beginning of the current control cycle.). u k −1 is the control command sent to the actuators in the previous cycle. Since, in the first control cycle after a restart, u k-1 is not available, the DM always chooses the BC in the first cycle. We use the real-time reachability approach proposed in [6] to compute the states that are reachable within a bounded time. The computation time of this algorithm is adjustable. However, the calculated reachable set is tighter with increased computation time. This allows the reachability task to be scheduled in the framework of real-time system computation.
BASE CONTROLLER DESIGN
In the previous section, we assumed that a base controller exists with the properties mentioned in Section 4.2. In this section, we explain how to construct such a controller.
To construct the BC, we utilize an algorithm from control theory to find an invariant subset I ⊆ S in Section 5.2 and then use I to find a run-time control strategy for BC in Section 5.3. The particular procedure that we use here is only applicable to linear discrete-time systems. However, there are algorithms in [7] to find invariant subsets for non-linear systems as well.
Continuous dynamics can be converted to the discrete form with sampling time of τ c in the following way:
where we have the following:
In this section, we show how to construct a BC with the following properties:
where m = τ r /τ c and m ∈ N.
Readjusting the Safety Region
There is one issue that we need to address before calculating I and the BC. The property presented in Equation 7 enforces the state to be inside I after one control cycle and one restart time (if happens) after that. However, it does not imply anything about the trajectory of state within the restart time. To guarantee safety, the state of the system within the restart time must not go outside of S.
To enforce this, we find a subset S ⊆ S such that if x (t 0 ) ∈ S , then x (t ) ∈ S for any u (t ) ∈ S u and t ∈ [t 0 , t 0 + τ r ]. Later on, we enforce I to be a subset of S . This ensures that if the state is in I at the sampling time, it cannot go outside of S within τ r time. This approach uses some similar concepts that are used in [6] for computing real-time reachability.
Definitions: Before explaining the procedure, some notations and definitions are necessary. Note that from the definition of S in Section 3.1, S is a convex polyhedron because it is the intersection of a finite number of half-spaces. For a given face f , let its surface normal be n. The outward direction normal will be either n or − n. To determine which, let v be a point such that v ∈ S and v f and let one of the vertices of the face f be p. Now, consider the two vectors n and pv = v − p. If n · pv is negative, then n is facing outwards or vice versa (Figure 3) . Furthermore, for a given face f , there exists a linear inequality c T x ≤ d that is valid for S and we have f = S ∩ {x : c T x = d}. The inward neighborhood of the face f with width l ≥ 0 is n f = S ∩ {x :
Following steps describe the procedure to find S :
(1) The maximum outward derivative along each face (in the direction of outward normal vector of the face) of the S over all the inputs (S u ) is computed. One inward neighborhood is constructed for each face (Figure 3) , where the width of the corresponding neighborhood is based on the observed maximum outward derivative (the width is the derivative multiplied by the τ r ). (2) The neighborhoods are all constructed based on the computed widths, such that the edges overlap as shown in Figure 3 . (3) In each constructed neighborhood (n i ), the maximum outward derivative is calculated over the states in that neighborhood (n i ) and all the inputs (S u ). If it is larger than the previously observed maximum, the width of the neighborhoods are recomputed, and the process repeats by returning to step 2. The computed subset is called adjusted safety region, is denoted by S , and can be represented with some matrix H a x and a vector h a x of appropriate dimensions in the form of H a x · x ≤ h a x , where the inequality is interpreted by components. Any trajectory starting from a point in the S , will not reach any state outside of S within a τ r time unit.
To guarantee the termination, we limit the number of times the algorithm can return to step 6 2. For some systems, this procedure may result in an empty set. An empty set indicates that the restart time τ r of the platform is too long for the given physical dynamics. In Section 7, we discuss a practical design approach to reduce the restart time of the multicore platforms.
Note that, to compute a more efficient S , the algorithm above can be repeated q ∈ N times and each time using a time parameter of τ r /q instead of τ r in steps 1, 2, and 3. Increasing the value of q can lead to finding a larger S region and also may increase the computation time of S .
Finding the Invariant Subset I
To compute the set I, we closely follow the usual construction method based on backwards reachable sets to compute the largest invariant set for linear discrete-time systems (see e.g. in [7] ). We slightly modify this procedure and present it in Algorithm 1 to compute the subset I ⊆ S , such that for the discrete-time system in Equation 4, I satisfies the properties in Section 4.2 or Equation7.
Algorithm 1:
Computing the invariant subset I. 
Intuitively, this algorithm starts from S as initial region (line 2). In every iteration of this algorithm, this region is augmented in the extended state-control space R n+m (line 5). This linear inequality is then projected back into the state space (line 6). The outcome of lines 5 and 6 is to calculate I (p+1) which is the subset of states in I (p ) where a control value in S u exists such that, the state in one cycle and m + 1 cycle after is inside I (p ) .
The algorithm proceeds until either I (p ) ⊆ I (p+1) or I (p+1) = ∅. In the former case, procedure successfully ends (lines 7 to 8). The latter case indicates that the dynamics of the system does not allow such a region, for the given restart time. There are cases in which the procedure does not stop in a finite number of steps unless a finite p max is fixed. This may happen if I (∞) has an empty interior, but it is not empty [7] .
If matrix A d and B d are controllable, we can use ideas from [22] to ensure convergence. However, in general we cannot guarantee that the procedure in Algorithm 1 will converge to a non-empty I. In such cases, one may have to loosen the safety constraints of the system (i.e., S) or may have to switch to a hardware platform with a shorter restart time, to be able to apply this approach.
Base Controller in Runtime
All the previous steps introduced in Subsections 5.1 and 5.2 are offline and take place at the design time. What remains is to describe how the BC calculates the control command in runtime. Assuming that k is the current sampling instance, the goal of BC is to find a control input u[k] that satisfies following conditions:
With replacing the x[k + 1] and x[k + m + 1] from the discretetime model (4) in the above equations we have the following linear inequalities: 
CASE STUDY AND EVALUATION
To demonstrate the practicality of our proposed approach, we implemented a controller system for a 3DOF helicopter [17] (Figure 4 ) and empirically verify fault tolerance guarantees. We utilize one COTS platform to implement our controller. We inject faults in the control logic, control application, and the operating system and demonstrate that the system remains safe, despite the faults, and recovers.
Experimental Setup
For the prototype of the proposed design, a i.MX7D application processor is used. This SoC provides two general purpose ARM Cortex-A7 cores capable of running at the maximum frequency of 1 GHz and one real-time ARM Cortex-M4 core that runs at the maximum frequency of 200MHz. The real-time core runs from tightly coupled memory to ensure predictable behavior required for the real-time applications/tasks. The real-time core on the considered platform runs FreeRTOS [1] , an operating system for real-time applications. Because our control tasks have real-time constraints, we implement our controller on the real-time core. Ideally, the general purpose cores would have been completely disabled for the experiments. However, in i.MX7D platform, only Cortex-A7 cores have direct access to the flash memory and, only these two cores can load the binary images of the real-time core from flash into the real-time core's memory after each restart. Hence, instead of permanently disabling those cores, they are only disabled after the software of the real-time core is loaded from flash into the memory. Note that, this mechanism is specific to this particular platform and does not impact the generality of our proposed technique.
The manufacturer's boot procedure of the board is designed to boot the general purpose cores and the real-time core at the same time. It includes extra initialization procedures that are necessary only for running the general purpose core's kernel and mounting its file system. It loads the real-time core code only after those procedures are completed.
To reduce the boot time of the real-time core, we made two modifications to the bootloader (u-boot) source code which can be found in [3] . (i) We included the binary of the real-time core executables (FreeRTOS, MC, BC, DM, and flushing task) as a static array in the u-boot source code and made it part of the u-boot binary after compilation. (ii) In our modified boot process, at the boot time, the general purpose processor copies u-boot binary (that includes the FreeRTOS and application binaries) from the SD-card into the RAM. After successful initialization of only the necessary peripherals and configuring the clock by the u-boot procedures, u-boot loads the binaries of the real-time core in its tightly coupled memory and releases it from reset. These modifications reduce the real-time core's boot time from seconds to less than 250ms 7 .
The control tasks on the real-time core of I.MX7D run with a frequency of 20 Hz (τ c = 50 ms). Our controller interfaces with the 3DOF helicopter through a PCIe-based Q8 High-Performance H.I.L. Control and data acquisition unit [18] and an intermediate Linux-based PC. The PC communicates with the i.MX7D through the serial port. At the end of every control cycle, a flushing task on the real-time core communicates with the PC to receive the sensor readings (elevation, pitch, and travel angles) and send the motors' voltages. It also updates the hardware WD of the platform after sending the motor voltages. The PC uses a custom driver written for Linux to send the voltages to the 3DOF helicopter motors and reads the sensor values.
Physical System Description
3DOF helicopter (displayed in figure 4) is a simplified helicopter model, ideally suited to test intermediate to advanced control concepts and theories relevant to real world applications of flight dynamics and control in the tandem rotor helicopters, or any device with similar dynamics [17] . It is equipped with two motors that can generate force in the upward and downward direction, according to the given actuation voltage. It also has three sensors to measure elevation, pitch and travel angle as shown in Figure 4 . We use the linear model of this system obtained from the manufacturer manual [17] for designing the BC and the DM and test the designed controller on the real system. For 3DOF helicopter, the safety region is defined in such a way that the helicopter fans do not hit the surface underneath, as shown in Figure 4 , while respecting the maximum angular velocities. The linear inequalities describing the safety region are given in (10) which is in the form of H x · x ≤ h x . In equation (10) , the first two rows of the matrix H x and vector h x specify the set of pitch and elevation angles such that the helicopter does not contact with the surface. Rows 3-6 set limits on the maximum angular velocities of the helicopter. 
Here, variables ϵ, ρ, and λ are the elevation, pitch, and travel angles of the helicopter. Equation (11) describes the limits on the motor voltages of the helicopter in the form of
Here, v l and v r are the voltage for controlling left and right motors.
FreeRTOS on the Cortex-M4 core restarts in 250 ms (upper bound). We apply the algorithm described in Section 5.1 to compute the readjusted safety region for restart time τ r = 0.250 seconds. In order to improve the computation of S , it was performed in 5 consequent steps each with a time parameter of τ r /5. Increasing q beyond 5 did not improve the size of S . We achieved the following readjusted safety constraints: 
Testing the Base Controller.
To verify that the constructed base controller has the desired properties, we simulated the system with this controller from all the vertices of region I as starting points and observed that the system's state at τ c and τ c + τ r time units after actuation was inside I. In addition to the simulations, we implemented the obtained BC on the i.MX7D platform to validate our design approach. Based on the properties of BC in Section 4.2, it should be able to stabilize the system with only one control cycle after every restart. To test the BC, we impose this worst case scenario such that BC could only update the actuators once after every restart (i.e., one actuator update every τ c + τ r = 300 ms). It was observed that if the starting state was in I, BC could stabilize the system.
Fault Injection
In Table 1 , a list of faults that were tested on the implementation is provided. We also compare them with Application-Level Simplex and System-Level Simplex. For the application-level faults, we verified that the mission controller was able to actuate the 3DOF helicopter as long as it did not jeopardize safety. When the helicopter's state approached the states where the safety conditions were not satisfied, BC took over and prevented the helicopter from hitting the surface underneath. For the system-level faults, we observed that the WD restarted the system and after restart system continued its operation.
Some of these faults are elaborated in the rest of this section.
Maximum Voltage in Wrong
Way. The helicopter should not hit the surface even if the MC outputs a voltage that normally would result in a crash. We consider an extreme case of this scenario where the MC generates a voltage that pushes the helicopter towards the surface. The unsafe MC commands were detected by DM (they did not satisfy the system safety conditions), and the control was switched to the BC until the system was in the safety and then control was handed back to MC.
Timing faults (CPU and Resource).
Our proposed solution also protects the system from timing faults. A faulty task may behave differently in runtime from its expected/reported behavior. For instance, it may lock a particular resource used by other critical tasks for more than the intended duration. Or, it may run for more time than its reported worst case execution time (WCET) which was used for the schedulability test of the system. Timing faults may also originate from RTOS or driver misbehaviors. If the fault delays/stops the execution of the DM or BC, WD will trigger a system-wide restart. This recovers the system from the fault and keeps the physical system safe. We perform two experiments to test the fault-tolerance against timing faults.
In the first experiment, we run an additional task on the system that uses the serial port in parallel to the flushing task to communicate with the PC. We inject a fault into this task so that in random execution cycles, it holds the lock on the serial port for more than its intended period. This prevents the flushing task from updating the actuator (which needs the serial port) before the end of the control cycle. As a result, WD expires and restarts the system. We verified that the system recovers from the fault and remains safe during the restart.
In the second test, we introduce a task that runs at the same priority as the BC and DM. We inject a fault into the task such that in some cycles, its execution time exceeds its reported WCET. FreeRTOS runs the tasks with equal priority using round-robin scheduling with a context switch at every 1ms. Therefore, the faulty task delays the response time of the DM and BC. If the interference is too long, the output of BC may not be ready by the time the flushing task needs to update the actuators. When this happens, WD restarts the system. TrustZone [16] and limiting the access to these critical components can mitigate this issue.
DISCUSSION
Restart Time: As the restart time of the platform increases, domain of the BC shrinks. Therefore, the proposed solution in its current form, even though useful for many platforms, may not suit some platforms with a longer restart time.
We are actively working on an alternative multi-stage booting solution for multicore platforms to mitigate this problem. Our main idea is to boot one core with the bare minimum requirements to execute the BC in the shortest possible time. The BC can keep the system safe, while the real-time or general purpose OS boots on the other cores. Once the boot process is complete, the control switches to the controllers running on the OS. As a future extension, we are working on implementing this solution on i.MX7D platform. We first boot the real-time core with a FreeRTOS and run the BC on top of it and then boot an embedded Linux on the general purpose core.
Linear Dynamics: In this paper, we have only considered systems that can be modeled by linear differential equations. One can apply our design to non-linear systems using the ideas in [28] and [21] . This may however increase the computational complexity of computing the invariant region I in the design time.
CONCLUSION
Restarting is considered as a reliable way to recover the traditional computing system from software faults. However, restarting safetycritical CPS is challenging. In this work we propose a novel approach that guarantees safety and liveness in the presence of software faults in the application-layer as well as system-layer faults utilizing only one COTS processor based on complete systemlevel restarts.
