





















































































































要素 パラメータ 値 意味
テンポ
TempoBase [40, 208] 演奏全体の基準となるテンポ
TempoRange [0.0, 0.6] テンポの変化幅
TempoV ar constant, decrease, increase テンポの変化の仕方を示すフラグ
音量
V elocityBase [16, 127] 演奏全体の基準となる音量
V elocityRange [0.0, 0.7] 音量の変化幅
V elocityV ar constant, decrease, increase 音量の変化の仕方を示すフラグ
音の長さ
LengthSign -1，0，1 音を長く演奏するか短く演奏するかを示す
LengthBase [1.5, 10.0] 楽譜からどれだけ短く・長くなるかを示す
LengthRange 0 音の長さの変化幅
LengthV ar constant 音の長さの変化の仕方を示すフラグ
な部分的な変化は扱わない．また，音の長さの変化幅を表すパラメータ LengthRange，音の長さの変化の仕
方を表すパラメータ LengthV arは，実際の演奏を考えたときに，1音ごとの音の長さを厳密に意識して演奏
することは難しいと考えられる．このことから，本論文では，LengthRangeと LengthV arは表 1に示すよう
に定数として扱い，音の長さについては 1音ごとの制御は行わないものとする．
楽曲のフレーズ中のメロディの音符数を nとしたとき，テンポ，音量，音の長さはそれぞれベクトル !T =










































































if “活動性因子の印象値 aA is LI” and “気品因子の印象値 aC is VIE”
then “基準テンポ TempoBase is Allegro”
テンポ，音量の変化方法を示すパラメータ，演奏時に音を長くするか短くするかを示すパラメータである































































































Bの 2つの演奏表情を被験者に提示し，演奏表情 Aの印象に対して演奏表情 Bの印象はどのくらい差がある
と感じるかを図 3に示す尺度を用いて評価する．例えば，イメージ語「明るい」が反映されている演奏表情 A
と，異なる印象値から生成された演奏表情 Bを比較し，Bが Aより明るいと感じるか，明るくないと感じる






































数を人間の評価に置き換えた Interactive Particle Swarm Optimization [19](以下，IPSOとする)を用いる．
IPSOでは，位置と速度を持つ個体群が解空間を移動し，最適な位置を探索する．各個体が持つ位置と速度
は式 (1)，式 (2)で計算される．
xj(t+ 1) = xj(t) + vj(t) (1)
vj(t+ 1) = w(t)vj(t) + c1r1(pj(t)− xj(t)) + c2r2(g(t)− xj(t)) (2)
xj は個体 jの位置，vj はその速度を表す．式 (2)の pj は個体 jが t世代目までで最もよい評価を得た位置，
gは個体群の中で最もよい評価を得た位置である．r1と r2はそれぞれ [0.0, 1.0]の乱数，wは慣性係数である．
c1，c2 は学習係数であり，c1 は各個体が最もよい評価を得た位置に近づく重み，c2 は個体群の中で最もよい
評価を得た位置に近づく重みを表す．本論文では，ユーザが入力する修正指示語や，ユーザによる演奏表情の
評価を w，c1，c2と対応付ける．また，IPSOにおける個体が演奏表情に対応し，個体の位置 xj が演奏表情 j
の印象値を表す．
任意に決められるパラメータ w，c1，c2 のうち，慣性係数 wを以下のように演奏表情ごとに設定する．



















式 (2)の学習係数 c1，c2 は以下のように設定する．
c2 =
1
1 + e−(EvalP (t)−5)
(6)
c1 = 1.0− c2 (7)
c1 と c2 の値は 1.0前後が適切であることが経験則から言われていることから，式 (6)，式 (7)から求められ
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