Abstract. In this paper, we solve a long-standing open problem: nonlinear stability of current-vortex sheet in the ideal incompressible Magneto-Hydrodynamics under the linear stability condition. This result gives a first rigorous confirmation of the stabilizing effect of the magnetic field on Kelvin-Helmholtz instability.
1. Introduction 1.1. Presentation of the problem. In this paper, we consider the idea incompressible Magneto-Hydrodynamics(MHD). Let u = (u 1 , u 2 , u 3 ) be the velocity and h = (h 1 , h 2 , h 3 ) be the magnetic field. The incompressible MHD system reads as follows (1.1)
We denote Q T ∪ t∈(0,T ) {t} × Ω t ⊂ (0, ∞) × R 3 .
Let u, h be a weak solution of the MHD system (1.1). A current-vortex sheet is a moving surface Γ(t) ⊂ Q T such that for 
with jump condition for the pressure
Here n is the outward unit normal to ∂Ω .4) is so called the current-vortex sheet problem. The goal of this paper is to study the well-posedness of this system under suitable stability condition on the initial data.
For simplicity, we consider
and Γ(t) is a graph:
such that
All functions(and vectors) are assumed to be periodic in x ′ . On the artificial boundary Γ ± = T 2 × {±1}, we impose the following boundary conditions on u ± , h ± :
(1.6) u
Under this setting, the boundary condition on Γ(t) in (1.2) is transformed into Let us remark that the divergence free restriction on h ± is automatically satisfied if div h ± 0 = 0, because of
Similar argument can be also applied to yield h ± · N = 0 if h ± 0 · n 0 = 0.
Backgrounds.
A velocity discontinuity in an inviscid flow is called a vortex sheet. A vortex sheet has vorticity concentrated as a measure(delta function) in a set of codimension one, a curve or a surface for two dimensional flow or three dimensional flow respectively. For the 2-D incompressible Euler equations, the evolution of the vortex sheet can be described by Birkhoff-Rott(BR) equation. The linear stability analysis of BR equation shows that the kth Fourier mode of the solution grows like e |k|t . This instability is so called Kelvin-Helmholtz instability. We refer to [17] for more introductions.
In a series of important works [9, 10, 11] , Coulombel and Secchi proved the nonlinear stability of supersonic compressible vortex sheets for the 2-D isentropic Euler equations. This is a nonlinear hyperbolic equations with free boundary. Moreover, the free boundary is characteristic and the Kreiss-Lopatinskii condition holds only in a weak sense, which yields losses of derivatives. For this, they proved the existence of the solution by using Nash-Moser iteration. On the other hand, for the 2-D compressible Euler equation with the Mach number M < √ 2 or 3-D compressible Euler equations, the vortex sheet is violently unstable.
Trakhinin [27] first found a sufficient condition for the neutral stability of planar compressible current-vortex sheet for a general case of the unperturbed flow. Furthermore, he also proved an a priori estimate for the linear variable coefficients linearized problem, which is a key step towards nonlinear problem. Again in this case, the Kreiss-Lopatinskii condition holds only in a weak sense. The existence of compressible current-vortex sheet was solved independently by Chen-Wang [7] and Trakhinin [29] by using Nash-Moser iteration. Recently, Secchi and Trakhinin [21] also proved the well-posedness of the plasma-vacuum interface problem in ideal compressible MHD equations. Wang and Yu [30] analyzed the linear stability of 2-D compressible current-vortex sheet.
The necessary and sufficient condition for the planar(constant coefficients) incompressible current-vortex sheet was found by Syrovatskii [25] and Axford [5] for a long time ago. The linear stability condition reads as follows [u] 2 ≤ 2 |h [19] proved an a priori estimate with a loss of three derivatives for the linearized system. Under strong stability condition
Trakhinin [26] proved an a priori estimate without loss of derivative from data for the linearized system with variable coefficients.
In a recent work [13] , Coulombel, Morando, Secchi and Trebeschi proved an a priori estimate without loss of derivatives for nonlinear current-vortex sheet problem under the strong stability condition (1.11) . This important progress gives some hope for the existence of the solution. However, unlike usual existence theory of the PDE problem, it is usually highly nontrivial for a free boundary problem to conclude the existence of the solution from uniform a priori estimates .
Nonlinear stability of the incompressible current-vortex sheet problem has been an open question, even under the strong stability condition [28] . Compared with compressible current-vortex sheet problem, one of main difficulties is that the incompressible current-vortex sheet problem is not a hyperbolic problem, since the pressure is an unknown determined by an elliptic equation.
1.3. Main result. This paper is devoted to proving nonlinear stability of the system (1.2)-(1.5) under the weak stability condition
By Lemma 6.1, weak stability condition implies that
Now, let us state our main result. Theorem 1.1. Let s ≥ 3 be an integer. Assume that
. Furthermore assume that there exists c 0 > 0 so that
Now let us present main ideas of our proof, which are motivated by recent important progress on the well-posedness for the water-wave problem [31, 32, 4, 15, 16, 12, 33] , especially [22, 23, 24] .
A key idea is to consider the evolution of the unknowns(the free surface, the normal velocity etc.) defined on the free surface and the motion of the fluid in the interior simultaneously. For this end, we will derive an important evolution equation of the scaled normal velocity defined by
which satisfies
where g denotes the lower order nonlinear terms and
The most important finding of this work is that the system (1.13) is strictly hyperbolic under the weak stability condition (1.10) in the following sense: f satisfies a second order equation in the form
where D t = ∂ t + w 1 ∂ 1 + w 2 ∂ 2 , and the principal symbol of the operator is
which is strictly negative under (1.10).
The motion of the fluid will be described by the vorticity equations. With the vorticity and current, the velocity and magnetic field are recovered by solving the divcurl system in a finite strip. To ensure the existence and uniqueness of the solution of the div-curl system, we need to introduce the suitable compatiblity conditions on the vorticity, and prescribe a value on the average of the tangential components on the fixed boundary.
To estimate the nonlinear term g, we need to study the estimates in Sobolev spaces of the Dirichlet-Neumann(DN) operator. Motivated by [3] , we will use the paradifferential operator tools to give the precise estimate for the DN operator, especially on the dependence of regularity of the free surface.
The construction of the approximate solution is completed by introducing the suitable linearization of the system and the iteration map. We proved that the approximate solution sequence is a Cauchy sequence in the lower order Sobolev spaces. Thus, we can obtain a limit system. The question of whether the limit is equivalent to the origin system is also highly nontrivial.
We believe that our method can be applied to solve the plasma-vacuum interface problem in ideal incompressible MHD and the other related free boundary problems(see [14] for example). The well-posedness of the linearized plasma-vacuum interface problem has been proved by Morando, Trakhinin and Trebeschi [20] .
The rest of this paper is organized as follows. In section 2, we will introduce the reference domain and harmonic coordinate used in this paper. In section 3, we introduce the Dirichlet-Neumann operator and present the estimates in Sobolev spaces. In section 4, we solve the div-curl system. In section 5, we reformulate the system into a new formulation. In section 6, we reformulate the weak stability condition and study linear stability. In section 7, we present the uniform estimates for the linearized system. Section 8-Section 10 are devoted to the existence and uniqueness of the solution. Section 11 is an appendix, in which we introduce the paradifferential operator and present an elliptic estimate in a strip.
Reference domain and harmonic coordinate
Motivated by [22] , we introduce a fixed reference domain in order to solve the free boundary problem. Let Γ * be a fixed graph given by
The reference domain Ω ± * is given by
We will seek the free boundary which lies in a neighborhood of the reference domain. For this, we define
For f ∈ Υ(δ, k), we can define the graph Γ f as
The graph Γ f separates Ω t into two parts:
We denote
That is, N f is the outward normal vector of Ω − f . Now we introduce the harmonic coordinate. Given f ∈ Υ(δ, k), we define a map Φ ± f from Ω ± * to Ω ± f by harmonic extension:
where the symbol λ(x, ξ) of the leading term is given by
Obviously, λ ∈ Γ 1 ε (T 2 ) with the bound
The remainder R − f of the DN operator is given by
Similarly, we have
where R + f has a similar representation as R
Then it follows from Proposition 11.1 and Lemma 3.2 that for σ ≥ 1 2 ,
On the other hand, Lemma 3.1 implies that
Thus, we get by the interpolation that
which implies the desired inequality for σ ∈ [ 1 2 , s − 
) can be proved by the interpolation.
3.4.
Commutator estimates of DN operator. We present some commutator estimates of DN operator. Although they will not be used in this paper, they are independent of interest and may be useful for the zero-surface tension limit problem.
, then it holds that for any σ ∈
, we have
Proof. Let us first prove the first commutator estimate. We get by (3.6) and (3.9) that
which together with Proposition 11.1 and Lemma 3.2 gives the first inequality of the lemma.
By (3.6) and (3.9) again, we have
is an algebra. Thus, we infer from Lemma 3.2 that
We write
By Proposition 11.1 and Sobolev embedding, we get
Using Bony's decomposition (11.3) and Lemma 11.1, we have
Similarly, we have 
Proof. We first get by (3.9) that
It follows from Proposition 11.1 that
where we have
Then we infer from Proposition 11.1 and Lemma 3.3 that
By (3.8) again, we have
Then by Lemma 3.3 and the proof of (11.18), we get 
Proof. It is easy to see that δΦ satisfies
It follows from Proposition 11.3 that
The proof is finished.
Div-curl system
In this section, we solve the following div-curl system (4.1)
In this section, we assume that f ∈ H s+ 1 2 (T 2 ) for s ≥ 2 and satisfies (3.1). Our main result is stated as follows.
with the compatiblity condition:
and ω satisfies The proof of the proposition is based on the following lemmas.
Remark 4.1. For the compatiblility conditions on ω, we have the following geometric interpretation:
with the following compatibility condition
Moreover, we have
.
Proof. The proof is standard by using Lax-Milgram theorem and regularity theory for elliptic equation(see [8, 15] , for example).
Proof. Without loss of generality, we assumeθ = 0. From curl v = 0, we know that there exists a scalar function
On the other hand, we have
This means that φ is periodic in x 1 . Similarly, φ is also periodic in x 2 . Thus, φ ∈ H 2 (Ω + f ) and is harmonic in Ω + f with homogeneous Neumann boundary condition. This implies the uniqueness of the solution from Lemma 4.1.
Proof. In the case when Ω + f is flat, the system of (4.2) can be explicitly solved by transforming the system into an ODE system.
In general case, we follow the extension argument from [8] . Let us give a sketch, see section 5.2.2 in [8] for the details. Let ω be a divergence-free extension of ω to
Then we introduce v by solving the following system in
Since v does not satisfy our desired regularity and the boundary condition, we need to subtract the nonregular part from v. For this, we introduce p which solves
Then u = v + ∇p is our desired solution. Now let us prove Proposition 4.1.
Proof. The uniqueness of the solution is a direct consequence of Lemma 4.2. Let us prove the existence of the solution. Let u 1 be a solution of the system (4.2) determined by Lemma 4.3. By Lemma 4.1, we can find φ so that
. Then u is a unique solution of the system (4.1) and satisfies the desired bound.
Reformulation of the problem
In this section, we will reformulate the system (1.2)-(1.5) into a new formulation, which consists of the evolution equations of the follow quantities:
• The height function of the interface: f ; • The scaled normal velocity on the interface: θ = u ± · N f ; • The curl part of velocity and magnetic field in the fluid region: ω = ∇ × u, ξ = ∇ × h; • The average of tangential part of velocity and magnetic field on top and bottom fixed boundary:
5.1. Evolution of the scaled normal velocity. We define
Thus, we have
θ is the normal component of the fluid velocity on the interface Γ f . In this subsection, we will derive the evolution equation of θ.
Proof. A direct calculation shows that
This implies the lemma by recalling
Now, let us derive the evolution equation of θ. Using the first equation of (1.2), we deduce from Lemma 5.1(recall h
A similar derivation gives
It follows from (5.4) and (5.5) that
Taking the divergence to the first equation of (1.2), we get
Then for the pressure p ± , we have the following important representation
Thus, we infer from (5.6) that on Γ f , we have
Thanks to the definition of DN operator, we get
Recalling that
Therefore, from the fact that
we obtain
Thanks to
f g ± is well-defined. However, we do not know whether the functions 
5.2. The equations for the vorticity and current. We denote
where we used the fact that
5.3.
Tangential velocity on Γ ± . Let us derive the evolution equations for the following quantities
The motivation is that we have to recover a vector field by its curl, divergence, and normal components on upper and bottom boundary in the domain Ω ± f . However, the solution may be not unique unless the mean values of their tangential components are given on top and bottom boundary.
Thanks to u 3 (t, x ′ , ±1) ≡ 0, we deduce that for i = 1, 2
which gives
or equivalently
5.4. Solvability conditions of div-curl system. We have to recover the divergencefree velocity(magnetic) field from its curl part. Namely, we need to solve the following div-curl system with certain boundary conditions:
The solvability of u requires that ω must satisfy the following two compatibility conditions:
and ∂ t f must be average free, i.e., C3.
6. Weak stability condition and linear stability 6.1. Weak stability condition. Recall that the weak stability condition
It is not easy to see why the weak stability condition (S1) will ensure that the system (1.2)-(1.5) is well-posed. So, we reformulate it into a new formulation. The condition (S1) implies that
where e 1 = (1, 0, 0) and e 2 = (0, 1, 0). Thanks to u
Thus, we may assume
Then (S1) is equivalent to ν 2 1 + ν 2 2 < 2, which is actually equivalent to (S2) inf
by simply using Cauchy-Schwartz inequality.
In our graph case, we find that (S2) implies the following lemma.
Lemma 6.1. There exists c 0 > 0 such that
(h
where
Proof. Let q = (q 1 , q 2 , q 3 )⊥N f with q 3 = q 1 ∂ 1 f + q 2 ∂ 2 f and (q 1 , q 2 ) determined by
Then with the fact h ± · N f = 0, we have
Thus, (S2) tells us that
The above inequality holds for all x ∈ Γ f . Thus, there exists a constant c 0 > 0 such that
2[(h
which gives rise to the lemma.
6.2. Linear stability. Let (u ± , h ± ) be a constant solution of the system (1.2). The linearized system of (5.2) and (5.10) around (u ± , h ± ) takes as follows
where A is a linear operator of second order defined by
[u], and L(θ, f ) denotes the lower order linear terms.
It is easy to verify that
The principal symbol of the operator on the right hand side is
which is negative by weak stability condition (S2). This means that f satisfies a strictly hyperbolic equation. Thus, the system is linearly well-posed.
Uniform estimates for the linearized system
In this section, we linearize the equivalent system derived in section 5 around ( f, u ± , h ± ), and present the uniform energy estimates for the linearized system.
7.1. The linearized system of ( f, θ). For the system (5.2) and (5.10), we introduce the following linearized system:
We remark that
T 2θ dx ′ may not vanish since we have performed the linearization.
Let us introduce the energy functional E s defined by
s 2 f ) and
It is easy to see that there exists C(L 0 ) > 0 so that
The stability condition (7.6) insures that there exists C(c 0 , L 0 ) so that
Proof. We only present the uniform estimates, which ensure the existence and uniqueness of the solution. Using the fact that
It follows from Lemma 11.2 that
as well as
Obviously, it holds that
We get by integration by parts that
, which give rise to
, as well as
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Thus, we obtain
Putting the estimates of I 1 , · · · , I 5 together, we conclude that
On the other hand, it is easy to show that
. Then we get by (7.12) that
which along with Lemma 2.1 gives
This gives the desired estimate by Gronwall's inequality.
Let us conclude this subsection by the estimate of g defined by (7.9).
Lemma 7.1. It holds that
Proof. It follows from Proposition 3.1, Proposition 3.2 and Lemma 2.1 that
and by Proposition 11.2,
7.2. The linearized system of (w, ξ). For the vorticity system (5.11)-(5.12), we introduce the following linearized system:
Let ̟ ± =ω ± +ξ ± , which satisfies
We define the flow map X ± (t, ·)
This is a linear ODE system, which admits a unique solution apparently.ω ± −ξ ± can be solved in the same way. Moreover, we have the following estimate.
Proposition 7.2. It holds that
Proof. Thanks to ∂ t f = u ± · N f , we get by integration by parts that
Using the equation (7.15 ) and h ± · N f = 0, we get by Lemma 2.1 that
In a similar way, we can deduce that
Then the proposition follows from Gronwall's inequality.
The solution of the system (7.13)-(7.14) satisfies the following properties, which are important compatibility conditions for solving the velocity and magnetic field from the vorticity and current.
Lemma 7.2. It holds that
The proof for ω − 3 , ξ − 3 is similar.
Construction of the iteration map
Assume that
Furthermore, assume that there exists c 0 > 0 so that
We choose f * = f 0 and take
for the equivalent system is defined as follows
In addition, we choose a large constant M 0 > 0 so that
To construct the iteration map, we introduce the following functional space.
Definition 8.1. Given two positive constants M
together with the condition
with suitably chosen constants M 1 , M 2 and T . 8.1. Recover the bulk region, velocity and magnetic field. Recall that
and harmonic coordinate map Φ
where P div f is an operator, which projects a vector field Ω ± f to its divergence-free part.
Then we can define the velocity field u ± and magnetic field h ± by solving the following div-curl system
It follows from Proposition 4.1 and (8.2) that
In addition, there holds
By Proposition 4.1 again and (8.3), we get
Similarly, we can obtain
Also, we have
Now, we choose T small enough so that
. We conclude that for any t ∈ [0, T ],
8.2. Define the iteration map. Given ( f, u ± , h ± ) as above, let us define the iteration map. First of all, we solvef 1 by the linearized system (7.8) and (ω ± ,ξ ± ) by (7.13) and (7.14) with the initial data
We defineω
The iteration map F is defined as follows
wheref is given byf
Proof. We check the conditions in Definition 8.1. The initial conditions is automatically satisfied. Proposition 7.1 and Proposition 7.2 ensure that
From the equation (7.8), (7.13) and (7.14), we deduce that
Obviously, we have
We first take M 2 = C(M 1 ), and then take M 1 large enough so that
Next, we take T sufficiently small depending only on c 0 , δ 0 , M 0 so that all other conditions in Definition 8.1 are satisfied. 
Proof. By the elliptic estimate, we have
Since u A and u B are defined on different region, we can not estimate their difference directly. Thus, we introduce for
It is easy to show that
Then we infer from Proposition 4.1 that
We have
and for C = A, B,
It is easy to verify that
Similar to the proof of Proposition 7.2, we can show that
Using the equation
we have
Thus, we deduce from (9.1) and (9.3)-(9.6) that
Then the proposition follows by taking T small enough depending on c 0 , δ 0 , M 0 . 9.2. The limit system. Proposition 8.1 and Proposition 9.1 ensure that the map F has a unique fixed point ( f, 10) and the vorticity (ω ± , ξ ± ) satisfies
Recall that p u ± 1 ,u ± 2 is determined by the elliptic equation
10. From the limit system to the current-vortex sheet system It is highly nontrivial whether the limit system (9.7)-(9.12) is equivalent to the current-vortex sheet system (1.2)-(1.4). The proof is split into several steps.
Step 1. curl u ± = ω ± and curl h ± = ξ ± From the fact that div u ± = div h ± = 0, it is easy to get that
which imply that div ω ± = div ξ ± = 0, and thus curl u
Step 2. Determination of the pressure
We define the projection operator P :
We introduce the pressure p ± of the fluid by
Here we should be careful that g ± may not have zero mean.
Step 3. The velocity equation
We will show that
This in particular implies that
First, by the definition of p + , we have
Thus, we obtain div w + = 0, curl w
As u 3 = 0, h 3 = 0 on Γ + , we have
Moreover, it holds that for i = 1, 2,
By the converse computations in Section 5.1, we get
Recalling that P∂ t θ = P∂ 2 t f = P∂ t (u + · N f ), we obtain
from which and the fact
we deduce that
Then we infer from Lemma 5.1 that
On the other hand, (10.3) and (10.4) imply that This shows that w + satisfies the system (10.2). The proof for w − is similar.
Step 4. The magnetic field equation
It suffices to show that
where H ± = ∂ t h ± − h ± · ∇u ± + u ± · ∇h ± . This implies that
. From the fact that h + · N f = 0 on Γ f , we deduce that
Thus, we deduce that As u 3 = 0, h 3 = 0 on Γ ± , we have H ± 3 = 0 on Γ ± . Moreover, it holds that for i = 1, 2,
This shows that H + satisfies the system (10.2). The proof for H − is similar.
Step 1-Step 4 ensure that (u ± , h ± , f, p ± ) is a solution of the system (1.2)-(1.4).
11. Appendix 11.1. Paradifferential operator. Let us recall some basic facts on paradifferential operator from [18] . We first introduce the definition of the symbol with limited spatial smoothness. We denote by W k,∞ (T d ) the usual Sobolev spaces for k ∈ N, and the Hölder space with exponent k for k ∈ (0, 1). Here we will take the admissible cut-off function χ(θ, η) as follows
where ζ(θ) = 1 for |θ| ≤ 1.1 and ζ(θ) = 0 for |θ| ≥ 1.9; and ζ k (θ) = ζ(2 −k θ) for k ∈ Z,
We also introduce the Littlewood-Paley operators ∆ k , S k defined by
In the case when the function a depends only on the first variable x in T a u, we take ψ = 1. Then T a u is just the usual Bony's paraproduct defined by
We have the following well-known Bony's decomposition(see [6] ): au = T a u + T u a + R(u, a), (11.3) where the remainder term R(u, a) is defined by
R(u, a) = |k−ℓ|≤2
Using ∂ z Ψ = T A Ψ + W, we get by Proposition 11.1 that
This proves (11.16 ).
