The main purpose of this paper is to deal with classification algorithm with feature selection is used to improve the prediction accuracy in the medical data. This paper applies best first search and greedy search as a searching methods and feature evaluator used as CFS. Naive Bayes classification algorithm is used for hepatitis patients' dataset. It analyzes the data set taken from the UC Irvine machine learning repository. The result of the classification model is time and improved classification accuracy. Finally, it concludes that the proposed methodology performance is better than other classification algorithms.
Hepatitis means injury to the liver with inflammation of the liver cells. The liver is the largest gland in the human body. It weighs approximately 3 lb (1.36 kg). It is reddish brown in color and is divided into four lobes of different sizes and lengths. It is also the largest internal organ. It is below the diaphragm on the right in the thoracic region of the abdomen. Blood reaches the liver through the hepatic artery and the portal vein. The portal vein carries blood containing digested food from the small intestine, while the hepatic artery carries oxygen-rich blood from the aorta.
The liver is made up of thousands of lobules; each lobule consists of many hepatic cells. Hepatic cells are the basic metabolic cells of the river. The liver has a wide range of functions, including: Detoxification, Stores vitamins A, D, K and B12 Protein synthesis. The production of biochemical needed for digestion, such as bile, Maintains proper levels of glucose in the blood, produces 80% of your body's cholesterol, the storage glycogen, decomposing red blood cells, synthesizing plasma protein, the production of hormones and produces urea.
Most liver damage is caused by 3 hepatitis viruses, called hepatitis A, B and C. However, hepatitis can also be caused by alcohol and some other toxins and infections, as well as from our own autoimmune process. About 250 million people globally are thought to be affected by hepatitis C, while 300 million people are thought to be carriers of hepatitis B. Not all forms of hepatitis are infectious. Alcohol, medicines, and chemical may be bad for the liver and cause inflammation.
A person may have a genetic problem, a metabolic disorder, or an immune related injury. Obesity can be a cause of liver damage which can lead to inflammation. These are known as noninfectious, because they cannot spread form person-to-person. Life prognosis of hepatitis is a challenging task in early stage due to various interdependent features. A model can be developed which can used in life prognosis of hepatitis diseases. Data mining techniques have been extensively used in bioinformatics to analyze biomedical data. Data mining algorithms can be used efficiently in prediction and classification of inter-related data. The objective of this analysis is classify and improving the accuracy of hepatitis data base.
Feature Selection 1-2 is a technique which is used to reduce the dimensionality of data or eliminate the irrelevant features and to improve the predictive accuracy. The feature selection begins with an empty set of features and generates all possible single feature expansions and the subset with the maximum accuracy is chosen and expanded in the same way by adding single features. The search continues, if the accuracy's subset expansion is maximized, then the search goes to the next best unexpanded subset. Then, the subset with the maximum accuracy will be selected as the reduced feature set [3] [4] . The objective of this study is to predict the life expectancy for patients with hepatitis based on a hepatitis data and improve the classification accuracy. The proposed work is using Naive Bayes algorithm to get the accuracy of the classification and prediction. In order to increase its accuracy Correlation Based Feature Selection (CFS), best first algorithm and greedy approach of feature selection is being used. This is to make sure the noisy or irrelevant features are removed. Then compare the accuracy of prediction by using Naive bayes and other classification algorithms like J48, Multi layer Perceptron (MLP), Radial Basis Function (RBF).
This paper is organized as follows. Part 2 deals with related work. Part 3 deals with the concept of CFS and Best First Search based CFS and Naïve Bayes Algorithm (BFSCFS-NB) and greedy search based CFS and Naïve Bayes algorithm (GSCFS-NB). Part 4 elaborates the naive bayes classification algorithm. Part 5 discusses the data set descriptions. Part 6 deals with the proposed methodology and part 7 illustrate the performance evaluation.
Related Works
Lu, Xinguo et al., 5 has proposed a novel feature selection method based on CFS. Initially, the measures of variable to variable and variable to observe were calculated respectively. Then heuristic search method to search the space of variable for selecting informative gene subset was utilized and the subset weight was computed using these measures. Through regression a subset of distinguished genes was obtained.
The stratified sampling strategy was presented to obtain the most exposed genes and the classification performance was tested to evaluate the proposed method applies Ten-fold cross-validation for the leukemia, colon cancer and prostate tumor datasets.
E.Caballero-Ruiz et al. 6 dealt with classification with automatic blood glucose data from patients glucose meter for the development of decision support systems for gestational 
Where Ms is relevance of feature subset, cf r is the average linear correlation coefficient between these features and classes and ff r is the average linear correlation coefficient between different features. Normally, CFS adds (forward selection) or deletes (backward selection) one feature at a time, however, in this research, we used best first search (BFS) and greedy hill climbing search algorithms for the best results [13] [14] .
GSCFS-NB Algorithm
Searching the space of feature subsets within reasonable time constraints is necessary if a feature selection algorithm is to operate on data with a large number of features. One simple search strategy, called greedy hill climbing, considers local changes to the current feature subset. Frequently, local change is that is the addition or deletion of a single feature from the subset. When the algorithm considers only additions to the feature subset it is known as forward selection and the deletions is known as backward elimination method 6, 13, 14 . An alternative approach, called stepwise bi-directional search, uses both addition and deletion. It encompasses each of these variations, the search method may consider all possible local changes to the current subset and then choose the best, or the first change that improves the merit of the current feature subset. In both cases, once a change is identified then it is never reconsidered. The first half(step 1 to 7) of the algorithm is used to select the subset using Genetic Search and then the second half(8 to 12) of the algorithm is for classification using Naïve Bayes. The GSCFS-NB classification algorithm is given below.
Step 1 Let s  start state.
Step 2 Enlarge s by making each possible local change. Step 3 Evaluate each child t of s.
Step 4 Let s'  child t with highest evaluation e (t).
Step 5 If e(s')  e(s) then s s', go to 2.
Step 6 Return s.
Step 7 Obtain the new data set.
Step 8 Construct both training and test data discrete.
Step 9 Estimate the prior probabilities P(C j ), j=1,... k from the training data, where k is the number of classes.
Step 10 Step 12 Estimate the posterior probabilities P(C j /A) for each test example x represented by a feature vector A.
Step 13 Assign x to the class C * such that C * = arg max j=1,2 P(C j /A).
BFSCFS-NB Algorithm
The Best first search is an important AI search strategy that allows backtracking along the search path 13, 14 . Like greedy hill climbing, best first moves through the search space by making local changes to the current feature subset. However, unlike hill climbing method, suppose path being explored begins to look less promising, the best first search method can back-track to a more promising previous subset and continue the search from there. A best first search will explore the entire search space for specified time, so it is common to use a stopping criterion. Normally this involves limiting the number of fully expanded subset that result in no improvement. The first half(step 1 to 8) of the algorithm is used to select the subset using Best First Search and then the second half(step 9 to 13) of the algorithm is for classification using Naïve Bayes. The following shows the BFSCFS-NB classification algorithm.
Step If BEST changed in the last set of expansions then go to 2.
Step 7
Return BEST.
Step 8
Obtain the new data set. Step 9 Construct both training and test data discrete.
Step 10 Estimate the prior probabilities P(C j ), j=1,... k from the training data, where k is the number of classes.
Step 11 Step 12 Estimate the posterior probabilities P(C j / A) for each test example x represented by a feature vector A.
Step 13 Assign x to the class C * such that C * = arg max j=1,2 P(C j / A).
Naïve Bayes Classifier
A Naive Bayesian [15] [16] [17] classifier based on Bayes theorem is a probabilistic statistical classifier. Here, the term "naive" indicates conditional independence among features or attributes. The "naive" assumption greatly reduces computation complexity to a simple multiplication of probabilities. The prime advantage of the Naive Bayesian classifier is its swiftness of use and this swiftness occurs because it is the simplest algorithm among classification algorithms. Because it is simple, it can eventually handle a data set with many attributes.
The naive Bayesian classifier needs only small set of training data to develop accurate parameter estimations because it requires only the calculation of the frequencies of attributes and attribute outcome pairs in the training data set 18 . In this paper, Naive Bayes algorithm is used as a classification algorithm.
Data set
The dataset used in this model should be more precise and accurate in order to improve the predictive accuracy of data mining algorithms. The dataset set is collected may have missing (or) irrelevant attributes. These are to be handled efficiently to obtain the optimal outcome from the data mining process.
Attribute Identification
Dataset collected from UC Irvine machine learning repository 19 which consists of 155 instances and 19 attributes with the class stating the life prognosis yes (or) no. The dataset consist of 14 nominal attributes and 6 multi-valued attributes shown in Table 1 .
Methodology of Proposed System
The new approach is incorporated in two stages. Firstly all the number of features of the hepatitis disease dataset was reduced to 10 from 19 by CFS Evaluator based on best first and greedy search. Then, hepatitis disease dataset is classified by using Naive Bayes classification Algorithm. The block diagram of proposed methodology is shown in Fig. 1 .
Performance Evaluation
It needs a measure for evaluating performance which has to be introduced and this measure in the literature is accuracy defined as correct classified instances divided by the total number of instances.
Accuracy, Sensitivity, Specificity and Precision
A single prediction has the four different possible outcomes shown in Table II Table  IV. Based on classification accuracy, sensitivity and specificity the models were evaluated. We have applied CFS with Best first search and naïve bayes in our proposed method. Using this model a prediction accuracy of 88% is achieved.
The accuracy, Time, Precision, Sensitivity and Specificity for GS based CFS-MLP, GS based CFS-RBF, GS based CFS-SMO, GS based CFS-J48 and GS based CFS-NB are mentioned in Table V .
K-Fold Cross-Validation
The k-fold cross-validation method has been used for best performance in this work. The classification algorithm is trained and tested k time. In its most elementary form, cross validation divides the data into k subgroups and each subgroup is tested via classification rule constructed from the remaining (k -1) groups. Thus the k different test results are obtained for each train-test configuration. The average result gives the test accuracy of the algorithm. It uses tenfold cross-validation in this work.
Kappa Statistics
The kappa parameter measures pair wise agreement between two different observers, corrected for an expected chance agreement. For instance, if the value is one, it means that there is a complete agreement between the classifier and real world value. Kappa value is calculated using following equation
... (8) Where N is the total number of instances used. P (A) is the percentage of agreement between the classifier and underlying truth calculated by Eq. (7). P (E) is the chance of agreement calculated by Eq. (8) . In this study the kappa value is 0.6302 for BFSCFS-NB and GSCFS-NB which is calculated by Eq. (6).
Confusion Matrix
A confusion matrix is calculated for Naive Bayes, BFSCFS-NB and GSCFS-NB classifiers based on best first and greedy search to interpret the results. The confusion matrix is shown in Tables VI and VII. Fig. 2 . Shows the performance analysis related to accuracy of various algorithms based on CFS and Best First search. Fig. 3 . Shows the performance analysis related to time over various algorithms based on CFS and best first search Fig. 4 . Shows performance analysis related to accuracy of various algorithms based on CFS and Greedy search. Fig. 5 . Shows the performance analysis related to time of various algorithms based on CFS and Greedy search.
Graph Results

CONCLUSION
In this proposed work an enhanced medical diagnostic method for addressing hepatitis diagnosis problem is developed. Experiment results on various portions of the hepatitis dataset proved that the new approach performs better in distinguishing the live from the dead one. It is observed that BFSCFS-NB and GSCFS-NB achieved the best classification accuracies for a reduced feature subset that contained ten features. Meanwhile, comparative study is conducted on the methods such as MLP, SMO, J48, and RBF. The experimental result shows that the BFSCFS-NB and GSCFS-NB performed advantageously over the other methods in terms of the classification accuracy and time. We hope the results demonstrated by the proposed algorithms can ensure that the physicians make accurate diagnostic decision.
