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bstract
Power system is constantly exposed to disturbances of varying intensity and cascading propagation of disturbance that can lead
o partial or total power system blackout. Some of the consequences are network topology changes, outage of generator units or
ccurrence of low-frequency electromechanical oscillations (LFEO). One of the techniques for signal analysis and processing used
n the past 20 years for power system disturbance analysis, and helped in better understanding of power system dynamic, is Wavelet
ransform (WT). This work reviews WT applications for power system dynamic behavior analysis. With research made on vast
iterature it can be concluded that WT technique has different applications in disturbances identification and localization, LFEO
dentification and analysis, and assessment of active power imbalance.
 2015 Electronics Research Institute (ERI). Production and hosting by Elsevier B.V. This is an open access article under the CC
Y-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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.  Introduction
Power system is a very complex system which is exposed to disturbances of varying intensity and some of the
isturbances or cascading propagation of initial disturbance can be of such intensity that can lead the system to its
artial or total blackout (Novosel et al., 2004). These kinds of situations were happening in the past 15 years, and large
umber of protection devices, system for control and protection, information and telecommunication infrastructures
ith highly educated human resources were not sufficient for their prevention. Serious consequences that these events
an bring indicate on the necessity for blackout prevention and implementation of efficient corrective measures.
dditionally, human mistakes or slow and inadequate response to the existing situation can endanger the systemtability. With focus on that, Novosel et al. (2004) emphasize the need for defense plan which would prevent spreading
f the initial disturbances. The prevention should include improved system monitoring with ability to filter, display
nd analyze only critical information (Novosel et al., 2004).
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Modern Wide Area Monitoring Protection and Control (WAMPC) systems, in comparison with existing SCADA
systems, provide more useful information to the system operators. With that information identification of critical
situations as well as early corrective actions can be performed. These systems provide synchronized measurements
through phasor measurement units (PMUs). With PMUs it is possible to track power system dynamics and detect
conditions that could lead system to the blackout early (Novosel et al., 2008). In addition to the possibility of different
power system conditions detections, identification and monitoring of disturbances consequences, these systems also
provide large number of signals that can be used for further analysis and extraction of useful information. Signals related
to the power system electromechanical transients demonstrate system behavior in low-frequency range (up to 5 Hz).
These signals are usually nonlinear and nonstationary and require adequate mathematical techniques for analysis. One
of the techniques for signal analysis and processing frequently used in the past 20 years for power system disturbance
analysis, and helped in better system dynamic behavior understanding, is Wavelet Transform (WT).
In this area WT has a significant contribution. Wavelet theory is a continuation of the Fourier transformation
and its modified short-term Fourier transformation (STFT) (Daubechies, 1992; Mallat, 1999). These transformations
decompose signal over oscillatory waveforms and extract properties of the signal. The Fourier transform perform
processing over stationary signals (the  properties  of  signals  do  not  change  in  time). It is based on fixed-sized windowing
technique and is less efficient in tracking nonstationary signals. Unlike the Fourier transform, the Wavelet Transform is
based on ‘variable-sized windowing technique’ (Messina, 2009). It processes signals with different window size. The
larger windows allow detecting low-frequent signal components (slowly  changing  components) and for high-frequent
signal components (rapidly  changing  components) the shorter windows are used. Thus, multiresolution analysis in
frequency and time domain is provided and nonstationary signals from power system can be efficiently tracked (Messina,
2009). Also, nonstationary nature of the transient processes in the power system is a result of time-dependent control
actions and nonlinear dynamics (Messina et al., 2009, 2010).
Because of mentioned properties WT is often named ‘mathematical microscope’. Significant contribution in devel-
opment of widely accepted and applied WT comes from scientists Alfred Haar, Ingrid Daubechies, Jean Morlet, Dennis
Gabor, Alex Grossmann, Ives Meyer, Stephane Mallat, and many others. Today, the WT with all its advantages rep-
resents the most prominent technique among other techniques for signal processing and analysis and it has found
application in almost all areas of science. With Hilbert–Huang transform, it presents the most popular mathematical
technique in the last decade.
In this paper, a short review of the WT contributions in analysis of power system dynamic behavior is presented.
More than 37 papers, extracted from different scientific databases, were analyzed. Results of the analysis show many
applications of this mathematical technique in denoising and detrending signals from power system, disturbances
identification, identification and character definition of low-frequency electromechanical oscillations (LFEO), identi-
fication and estimation of active power imbalance, disturbances classification, etc. It is also concluded that there is a
possibility for additional researches in this area, and authors of this work aim that the presented review will help in
better consideration of mentioned issues and identification of possible researches in the future.
The paper is organized as follows. The short mathematical explanation of WT is introduced in Section 2. Section
3 presents important dates and events related to power systems and WT development in history. A short review and
authors contributions of selected works in this area are presented in Section 4, while Section 5 gives the conclusions.
2.  Wavelets  –  a short  mathematical  background
Next to Hilbert–Huang transform, in the last 15 years, the WT presents the most popular mathematical technique and
efficient tool for signal analysis, as well as for signal representation in time–frequency domain. It is used in different
science areas as appropriate tool for analysis of complex processes in the nature and in the society. During description
and analysis of these processes, specific problem in their study and understanding is nonlinearity caused by fast and
short changes and WT occurs as an ideal tool for that analysis.
Theory of wavelets is a natural continuation of the Fourier transform and its modified short-term Fourier trans-
formation (STFT). WT overcomes the limitation present in STFT related to resolution, i.e. selection of window size.
This shortcoming means once the window size is chosen the resolution remains constant, no matter whether the signal
observed is at low or at high frequencies. The concept which provides good frequency resolution at low frequencies
and good time resolution at high frequencies is called multiresolution analysis (MRA) and it is directly related to the
WT.
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Fig. 1. Two-component synthetic signals.
Heisenberg principle is valid for STFT, as well as it is valid for MRA: areas t•f  are the same overall, only
ndividual values of t  and f  are changing. Continuous Wavelet Transform (CWT) of signal x(t) is defined as
Daubechies, 1992; Mallat, 1999):
CWT(x,  a,  b) = 1√|a|
∫ ∞
−∞
x(t)ψ∗a,b
(
t  −  b
a
)
dt (1)
here a  and b  are the scale parameter and translation parameter, respectively, and ψ(t) is the basic wavelet function
mother wavelet). The versions translated and scaled from mother  wavelet  are defined with ψa,b(t) =  1/
√|a|ψ(t  −  b/a).
t is also wave function of limited length with
∫∞
−∞ ψ(t)dt  =  0.
In this work two-component synthetic signals (x1 and x2) are used for practical analysis and illustration: x1(t) =
 sin(1.6πt) +  20 sin(πt); x2 (t) = 8 sin(1.6πt) −  20 sin(πt); (based on Laila et al., 2009). Signals x1 and x2 are shown
n Fig. 1, and CWT with Morlet wavelet function in Fig. 2.
Hence signals of x1 and x2 have 0.8 Hz and 0.5 Hz components (Laila et al., 2009); using CWT they are clearly
dentified and it is evident that amplitude of 0.8 Hz component is much lower than 0.5 Hz component amplitude. These
omponents are present over the whole observed time interval (30 s), and any changes in the signals would be clearly
dentified on these time–frequency maps.
If function x(t) is discrete function, its transform is made by Discrete Wavelet Transform (DWT) defined by
Daubechies, 1992; Mallat, 1999):
DWT(x,  m,  n) = 1√
am0
∫ ∞
−∞
x(t)ψ
(
t  −  nb0am0
am0
)
dt (2)
here m  and n are integer numbers and a0 > 1 is fixed scale parameter. Usually, a0 = 2 and b0 > 1 (translation parameter),
o that division on frequency axis is dyadic scale. This way, value of parameter a at each new level is two times bigger
han the value at previous level. The number of points in which wavelets are defined becomes two times smaller than
he number at previous level, i.e. the resolution decreases, and therefore the multiresolution is enabled. DWT presents
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Fig. 2. Morlet wavelet spectrum of the signal x1 from Fig. 1.
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filtering process of input data set with lowpass and highpass filters, where lowpass filter is defined by scale function
and highpass filter is defined by wavelet function. Process of DWT can be interpreted as function passing through bank
of filters. High-frequency filter is added to low-frequency filter and they make Quadrature Mirror Filters (QMF). It is
possible to reconstruct input signal based on output signals if the filters are considered in pair.
The first step in signal filtering process is splitting approximation and details of discrete signal in two separate
signals. After that detailed signal processing starts, i.e. signal which is already filtered at previous level is being filtered
again at new level, with high-frequency and low-frequency filters. It is possible then to identify components in specific
frequency range and signal trend at last decomposition level. Practically, for signal with 2.5 Hz sampling frequency
(signals of x1 and x2), frequency range of analyzed phenomena is 0–1.25 Hz. Filtering with fast DWT separates
detail 1 – D1 [0.625–1.25 Hz] and approximation 1 – A1 [0–0.625 Hz] at first level, where each filter allows passing
only the half of the original signal frequency range. Filtered signals are then subsampled so that any other sample is
removed. The approximation coefficients of first decomposition level or output signal of low-frequency filter present
input signal for next decomposition level where detail 2 D2 [0.3125–0.625 Hz] and approximation A2 [0–0.3125 Hz]
are generated. This procedure is finished when specific decomposition level is achieved or after maximum k  steps,
where original signal length is 2k. DWT algorithm is relatively simple but selection of appropriate filters or filters that
will present analyzed phenomena in the best possible way is not so simple. Generally, it is hard to find literature that
gives recommendations for selection of wavelet functions, filters characteristics specifically.
There are many wavelet families with different characteristics created until now, and in each family there are different
wavelets implementations. The most known family is Daubechies filters with dbN  notation, where N represents number
of null moments of wavelet function. These filters are maximum flat (maxflat), and they are constructed based on two
crucial properties: (i) filters (and wavelets) are orthogonal and (ii) frequency responses are maximum flat for ω  = 0 and
ω = π. The wavelet for N  = 1 represents Haar’s wavelet which has linear phase (skew-symmetric  impulse  response),
complete localization in time domain and poor localization in frequency domain. In this wavelet family with different
N values different filters are defined, and they belong to a group of orthogonal wavelets. Their regularity is increasing
with increasing N. Haar’s wavelet (db1) is a symmetric wavelet, and all others are asymmetric wavelets, including those
with very strong asymmetry. Previous mentioned terms orthogonality (biorthogonality), asymmetry and regularity are
important factors in construction and selection of wavelets (for more information Daubechies, 1992; Mallat, 1999).
The second important wavelet family, also constructed by Ingrid Daubechies, is Symlet wavelets, with SymN
notation. These wavelets are modification of dbN  wavelets with purpose to improve their symmetry and they represent
minimum asymmetric orthogonal wavelets. In fact, if scale function and wavelet function are symmetric, filters have
linear phase that is good for acoustic signals processing. This wavelet family is relatively symmetric.
Ingrid Daubechies also constructed wavelets less asymmetric than dbN  wavelets like Coiflet wavelets (CoifN).
Wavelet function has 2N, and scale function 2N  −  1 moments equal to zero. This family is often used in numerical
analysis.
Important wavelet family is also Biorthogonal wavelets with notation biorI.J where I is number of null moments on
decomposition side, and J is the number of null moments on reconstruction side. In other words, decomposition filters
are different than reconstruction filters and they enable implementation of filter banks with linear phase. Advantage
of biorthogonal basis in comparison with orthonormal one is construction of symmetric filters, therefore symmetric
wavelets as well (Daubechies, 1992; Mallat, 1999).
Fig. 3 represents DWT decomposition of signals x1 and x2 using db4, sym4 and bior4.4 wavelet. Like mentioned
before, 0.8 Hz signal components will be identified at the first decomposition level, and 0.5 Hz signal components
at the second one. Other levels have extremely lower amplitudes so they are not shown. Last level (a4) represents
low-frequency component or trend of the signal.
3.  Power  system  and  WT  through  history
First WT applications in power system electrical engineering came from Robertson  and  Ribeiro  in 1994 (Rosa and
Nelson, 2002). After works of these authors, which were related to harmonic analysis of power system (electromagnetic)
transients, the scientists gave a vast number of papers in the field of WT application in power system electrical
engineering during past 20 years. Many of those papers are related to areas of the power system electromagnetic
transients, power system quality, power system protection, partial discharges, etc.
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Fig. 3. DWT decompositions of signals x1 and x2 using db4, sym4 and bior4.4 wavelets.
The important dates and events related to power systems and WT development through history are presented in
able 1 (based on Pozˇar, 1983; Gao and Yan, 2011; Polikar, 1999).
Until the First World War the power systems were characterized by huge historical inventions and beginning of the
evelopment of power networks. In their further development, power of generator units and voltage level values are
ncreasing and large interconnection systems are being established. In the period from 1980 until 1995, starting by
onneville Power Administration (BPA), Western System Coordinating Council (WSCC) in cooperation with Electric
ower Research Institute (EPRI) first created WAMS. Development related to the WT had different beginnings but
he complete theory was presented to the academic community just around the end of the 1980s. With work of Ingrid
aubechies related to the construction of orthonormal wavelet bases of the space of square integrable functions that
onsists of compactly supported functions with prescribed degree of smoothness, wavelet theory is being completed.
.  Overview  of  the  power  system  dynamic  behaviors  supervised  by  wavelets
Power system electromechanical dynamic phenomena are slow system phenomena that can threaten the stability of
he system. When disturbances (usually disturbances of high intensity) in the power system cause an imbalance between
he mechanical and electrical powers of the machines, the rotor angles will begin to deviate from their steady-state
alues. Further, some of the parameters can be outside of its nominal value. Based on the machines moment of inertias
nd value of the active power imbalance, the oscillation or movement of rotors all machines will occur at different
ates. As a consequence, LFEO throughout the power system will appear (Phadke and Thorp, 2008).
One of the high-priority tasks for WAMS is to identify LFEO, especially inter-area oscillations and their damping,
s correct as possible. Identification of disturbances, disturbance classification, active power imbalance estimation, etc.
re also some of the tasks of modern WAMS. More than 35 works related to the WT application for improving existing
AMS are identified (Aravena and Chowdhury, 1996; Kang and Ledwich, 1999; Hojo et al., 2003; Hashiguchi et al.,
003, 2004, 2007; Vega et al., 2005; Mei et al., 2006; Ukil and Zivanovic, 2006; Tsai et al., 2006; Bronzini et al.,
006, 2007; Cirio et al., 2006; La Scala et al., 2006; Ngamroo et al., 2007a,b; Watanabe et al., 2009; Messina et al.,
009, 2010; Liu et al., 2010; McNabb et al., 2010; Avdakovic and Nuhanovic, 2010; Peng et al., 2010; Turunen et al.,
010a,b, 2011; Avdakovic et al., 2011, 2012, 2014a; Rueda et al., 2011; Pan et al., 2011; Wenzhong and Jiaxin, 2011;
eyedi and Majid Sanaye-Pasand, 2012; Yang et al., 2012; Neto et al., 2013; Sharma et al., 2013; Ngamroo, 2013).
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Table 1
Power system and WT through history – important dates and events.
Year Power System WT Year
1799 A. Volta – electrical chemical
element
J.B.J. Fourier – Fourier analysis 1822
1872 Z. Gramme – first DC electrical
generator
Alfred Haar – dissertation titled
“On the theory of the orthogonal
function systems”- development
of a set of rectangular basis
functions
1909
1880 Edison – illumination in New
York
Paul Levey, John Littlewood and Richard
Paley – different works related to this area
but without complete WT theory
1930–1931
1882 First public power plant Pearl Street – New
York
Desprez and Muller – DC 2 kV transmission
between Miesbacha i Munchena Jean Morlet and Alex Grossmann – these
two scientist papers are considered as first
papers in the theory of wavelets
19821888 N. Tesla – multiphase induction motors
based on rotating magnetic field
1891 First alternating current system of
transmission of electric energy between
Laufen and Frankfurt, (179 km) 12 kV
voltage level
1895 N. Tesla – Niagara, first hydro-electric power
plant (three two-phase generators, 3.7 MW
power, 2.4 kV voltage level)
1941 Power of generators and transmission
voltage levels values are increasing until
1941 (110 kV in Germany and USA). In
USA there are 220 kV and 287.5 kV voltage
levels as well.
1952 400 kV transmission line (1000 km) between
HPP Harsprangert and TS Hallsberg
(Sweden).
1954 100 kV DC cable line across the
Baltic See
1957 USSR – commissioning of
500 kV transmission line
1963 USSR – commissioning of
±400 kV DC overhead line
1965 Canada – commissioning of
735 kV line
Ingrid Daubechies – the foundations of the
modern wavelet theory (Daubechies’
orthonormal bases of compactly supported
wavelets)
1988
1980–1995 BPA, WSCC, EPRI-
WAMS development
Stephane Mallat – A theory of
multiresolution signal
decomposition
1989One of the possible reasons for relatively small number of papers can be complexity of WT and area known as Power
System Dynamics. Applications of WT in this area are different, and the number of publications over the years is
shown in Fig. 4.
Relatively larger number of publications is identified after 2003, and one of the possible reasons is the fact that large
number of power systems blackouts occurred over the world in 2003, causing detailed analysis of those events.
Both CWT and DWT have found their application in the analysis of electromechanical transients or analysis of
the power system dynamic behaviors. The first WT application in this area has been identified in 1996. Aravena et al.
proposed a new approach to fast fault detection and isolation in power systems based on WT (Aravena and Chowdhury,
1996). Also, authors suggest the possibility of classification of the power system disturbances by combination of WT and
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Fig. 4. Number of publications over the years.
eural networks (NN). In the presentation of proposed approach and computer simulations, authors used transmission
ine with three segments analysis of load voltage (Aravena and Chowdhury, 1996). An interest of other works could be
resented in the several areas as: (i) denoising and detrending of measured signals, (ii) an identification of the power
ystem disturbance occurrence, (iii) power system disturbance localization, (iv) an analysis of power system dynamic
ehavior after a disturbance such as identifications and analyses of the LFEO, identification of coherent groups of
enerators, an estimation rate of the frequency change (df/dt), and an estimation of the active power imbalance, etc.
Regarding the available literature (Aravena and Chowdhury, 1996; Kang and Ledwich, 1999; Hojo et al., 2003;
ashiguchi et al., 2003, 2004, 2007; Vega et al., 2005; Mei et al., 2006; Ukil and Zivanovic, 2006; Tsai et al., 2006;
ronzini et al., 2006, 2007; Cirio et al., 2006; La Scala et al., 2006; Ngamroo et al., 2007a,b; Watanabe et al., 2009;
essina et al., 2009, 2010; Liu et al., 2010; McNabb et al., 2010; Avdakovic and Nuhanovic, 2010; Peng et al., 2010;
urunen et al., 2010a,b, 2011; Avdakovic et al., 2011, 2012, 2014a,b; Rueda et al., 2011; Pan et al., 2011; Wenzhong
nd Jiaxin, 2011; Seyedi and Majid Sanaye-Pasand, 2012; Yang et al., 2012; Neto et al., 2013; Sharma et al., 2013;
gamroo, 2013), Table 2 presents CWT and DWT applications, and Table 3 shows WT applications in signal processing
rom both, real and test systems.
It can be concluded that DWT and CWT have almost the same number of applications in these works (Table 1),
hile more works are related to the applications to signals from real power systems (Table 2).
.1.  Denoising  and  detrending  of  measured  signals
A very important aspect in analysis of available signals is denoising and detrending. Most signals from real power
ystems are sensitive to noise so its elimination is very important for better interpretation of analyzed signal. Detrending
s elimination of low-frequency component from the rest of the signal. Low-frequency component can provide useful
nformation about system dynamic behavior. Practically, WT is a very efficient tool in signal denoising and detrending
ith its practical application presented by Hojo et al. (2003), Mei et al. (2006), Tsai et al. (2006), Messina et al. (2009),
vdakovic et al. (2011, 2012), Wenzhong and Jiaxin (2011), Seyedi and Majid Sanaye-Pasand (2012), Yang et al.
able 2
WT and DWT applications.
Refs. Total
WT Kang and Ledwich (1999), Vega et al. (2005), Bronzini et al. (2006, 2007), Cirio
et al. (2006), La Scala et al. (2006), Messina et al. (2009, 2010), Peng et al. (2010),
Turunen et al. (2010a,b, 2011), Rueda et al. (2011), Pan et al. (2011), Sharma et al.
(2013) and Avdakovic et al. (2014a,b)
17
WT Aravena and Chowdhury (1996), Hojo et al. (2003), Hashiguchi et al. (2003, 2004,
2007), Mei et al. (2006), Ukil and Zivanovic (2006), Tsai et al. (2006), Ngamroo
et al. (2007a,b), Watanabe et al. (2009), Liu et al. (2010), McNabb et al. (2010),
Avdakovic and Nuhanovic (2010), Avdakovic et al. (2011, 2012, 2014a,b),
Wenzhong and Jiaxin (2011), Seyedi and Majid Sanaye-Pasand (2012), Yang et al.
(2012), Neto et al. (2013) and Ngamroo (2013)
23
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Table 3
WT applications in signal processing (real and test systems).
Refs. Total
Signals from real power system Hojo et al. (2003), Hashiguchi et al. (2003, 2004, 2007), Vega et al. (2005), Mei
et al. (2006), Ukil and Zivanovic (2006), Tsai et al. (2006), Bronzini et al. (2006,
2007), Cirio et al. (2006), La Scala et al. (2006), Ngamroo et al. (2007a,b),
Watanabe et al. (2009), Messina et al. (2009, 2010), Liu et al. (2010), McNabb
et al. (2010), Peng et al. (2010), Turunen et al. (2010a,b, 2011), Yang et al. (2012),
Ngamroo (2013) and Avdakovic et al. (2014b)
26
Signals from test system Aravena and Chowdhury (1996), Kang and Ledwich (1999), Avdakovic and
Nuhanovic (2010), Avdakovic et al. (2011, 2012, 2014a,b), Rueda et al. (2011),
13Pan et al. (2011), Wenzhong and Jiaxin (2011), Seyedi and Majid Sanaye-Pasand
(2012), Neto et al. (2013) and Sharma et al. (2013)
(2012) and Neto et al. (2013). In the works by Avdakovic et al. (2011, 2012) DWT is efficiently used for estimating
the rate of frequency change (df/dt) and the active power imbalance.
4.2.  An  identiﬁcation  of  the  power  system  disturbance  occurrence
In the work by Aravena and Chowdhury (1996), the authors proposed fast fault detections based on DWT. Further,
they propose possibility for disturbance classification in combination with DWT and NN (Aravena and Chowdhury,
1996). For practical DWT applications in the identification of disturbance origin the readers can refer to Mei et al.
(2006) and Avdakovic et al. (2012), where wavelet filter banks are used.
4.3.  Power  system  disturbance  localization
Localization of the disturbance is also a very important task in the system. Regarding the widely spread PMUs
and synchronized measurements, in the works by Hashiguchi et al. (2007) and Avdakovic et al. (2012) localization
based on PMU signals and identification of local oscillation amplitudes are proposed. It is shown that local oscillation
amplitudes (frequency range 1–2 Hz) are the most high near to disturbance (electrically near).
4.4.  An  identiﬁcation  and  analyses  of  the  LFEO
LFEO identification and analysis are the most interesting for authors. Applications of CWT in these identifications
are presented by Kang and Ledwich (1999), Vega et al. (2005), Bronzini et al. (2006, 2007), Cirio et al. (2006), La
Scala et al. (2006), Messina et al. (2009, 2010), Peng et al. (2010), Turunen et al. (2010a,b, 2011), Rueda et al. (2011),
Pan et al. (2011), Sharma et al. (2013) and Avdakovic et al. (2014a,b), while DWT applications are presented by Hojo
et al. (2003), Hashiguchi et al. (2003, 2004), Ngamroo et al. (2007a,b), Watanabe et al. (2009), Liu et al. (2010),
McNabb et al. (2010), Avdakovic and Nuhanovic (2010), Avdakovic et al. (2011, 2012, 2014a,b), Neto et al. (2013)
and Ngamroo (2013). A very important aspect is damping estimation with its practical examples and is found in the
following works Kang and Ledwich (1999), Bronzini et al. (2007), Turunen et al. (2010a,b, 2011), Rueda et al. (2011)
and Sharma et al. (2013).
4.5.  Generator  coherency
Interconnections between individual systems are present over large geographic areas and they make power system
dynamic characteristics even more complicated. Unlike small (national) systems, interconnected systems have relatively
huge transfer impedance between connected systems. In these ‘weak’ connections, coherent generator groups are
formed. Between these groups synchronized powers become weaker and oscillations of relative angles occur in dynamic
response of complex interconnections.
These oscillations cause powers oscillations in interconnected lines which can lead the system to overall oscillations.
Then, coherent groups of generators are swinging against each other, causing persistent power oscillations between
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ower system areas. Practical examples related to coherent generators groups can be found in the following works
ashiguchi et al. (2003, 2004), Avdakovic and Nuhanovic (2010) and Avdakovic et al. (2014b). Fig. 5 shows application
f wavelet phase difference approach in identifications of coherent generators groups (based on Avdakovic et al., 2014b).
CWT will efficiently identify inter-area oscillations. Then, with cross-wavelet transform and wavelet phase difference
pproach it is simple to estimate orientation between identified components in specific frequency range. For x1 and
2 signals used in this paper 0.8 Hz signal components are in-phase and 0.5 Hz signal components are out-of-phase
arrows oriented for π). The same conclusion can be made by Fig. 3, where d1 components are in-phase (co-move
ogether) while d2 components are out-of-phase or they are oscillating in opposition (Fig. 5).
.6.  Classiﬁcations  of  power  system  dynamic  events
Dynamic events classification is a very important area in modern monitoring, protection and control systems.
lassifier based on WT and neural networks (NN) is proposed by Avdakovic et al. (2014a). It is a relatively simple
lassifier with poor information input based on one variable analysis in one point of the system. LFEO will occur after
isturbance in the system. With analysis of these components in different frequency range it is possible to extract their
nergy values. These values represent individual energy contribution in original signal. Thus, it is possible to decrease
umber of input variables for NN. Simulation results by Avdakovic et al. (2014a) show that the proposed classifier has
otential for practical application and also possibility for its further improvement (possible including df/dt  component
n classification process; this component gives information about disturbance which causes power imbalance).
.  Conclusions
In this paper, a short review on contributions of the WT applications in the analyses of the power system electrome-
hanical dynamic behavior is presented.
Relatively small number of papers is identified in available scientific databases during this research. One of the
ossible reasons can be complexity of WT and area known as Power System Dynamics. Applications of both, CWT
nd DWT, in the processing and analysis of the available signals provide different views on the power system dynamic
ehavior and create a real basis for significant improvement of modern WAMS.
Time–frequency analysis allows the WT to be a great tool for the identification of the disturbance in the power
ystem. In the case of the availability of the WAMS, the WT enables fast and efficient localization of disturbances.
fter disturbance, the WT allows the LFEO identification, insight into the power system dynamic behavior, assessment
f its stability, and rather an accurate assessment of the active power imbalance, etc.
The future contributions can be expected in several areas such as development of algorithms for the fast classification
f power system disturbances of high intensity and providing support for determining and improving strategies for
ide-area control, wide-area protection, etc.
An interesting area for future researches is definitely implementation of algorithms based on WT with local data
nalysis and their application in improvement of existing protection devices as well as complete protection systems
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(e.g. under frequency load sheding). With WAMS improvement and more frequent installation of devices all over
the power system, research areas can be expanded to the area of data compressing and transmission. That is also a
important research area but is not included in this work. Expected areas are also testing of different wavelet filter banks
in LFEO identification and estimation of oscillations damping. Looking forward to the future, authors of this paper
consider that WT will have application in future monitoring, protection and control systems, and definitely will be part
of future Smart Grids.
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