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Z a r y s  t r e ś c i. W artykule dyskutuje się metody wyznaczania prognoz falkowych 
na podstawie szeregów jednowymiarowych oraz proponuje nowe rozwiązanie w tym 
zakresie, oparte na nieparametrycznej estymacji losowego sygnału metodą wyrów-
nywania falkowego. Podejście to jest falkowym odpowiednikiem metody wyrówny-
wania wykładniczego, będąc jednak rozwiązaniem znacznie bardziej uniwersalnym 
przy niewiele większej złożoności obliczeniowej. Badanie empiryczne wykonane 
na podstawie 17 szeregów czasowych z bazy M3-IJF-Competition dostarcza bardzo 
obiecujących wyników, które potwierdzają przydatność proponowanego rozwiązania.
S ł o w a  k l u c z o w e: prognozy falkowe, nieparametryczna estymacja sygnałów, 
przeskalowywanie falkowe. 
WSTęP 
analiza czasowo-skalowa (falkowa) jest rodzajem analizy częstotliwościowej 
pozwalającym efektywnie badać zmienne w czasie charakterystyki spektral-
nej procesów. Chociaż nie jest ona techniką prognostyczną per se, jej cechy 
wyróżniające, takie jak dekompozycja procesów według pasm częstości, do-
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bre własności lokalizacyjne w czasie, efektywność obliczeniowa i względna 
prostota metodyczna nasuwają przypuszczenie, że może być ona użyteczna 
w prognozowaniu ekonomicznych szeregów czasowych, szczególnie szere-
gów charakteryzujących się niestacjonarnością, przejawiających krótkookre-
sowe oscylacje o zmiennej amplitudzie, dla których ogniwa poprzedzające 
w łańcuchach przyczynowych zależą od skali czasu (horyzontu decyzyjnego). 
Z teoretycznego punktu widzenia falki powinny – z jednej strony – umożli-
wiać dokładniejszą analizę przez specyfikacje osobnych zależności według 
pasm częstości, a następnie konstruowanie prognoz oryginalnych szeregów 
w postaci agregatów prognoz wyznaczonych dla poszczególnych komponen-
tów procesów (skal czasu), z drugiej zaś – upraszczać analizę przez prze-
kształcenie szeregu do postaci, dla której może być łatwiej dobrać odpowiedni 
predyktor. W tym drugim przypadku zakłada się, że dekompozycja falkowa 
upraszcza strukturę procesów, czyniąc je łatwiejszymi w prognozowaniu (por. 
Kaboudan, 2005). należy jednak pamiętać o możliwych wadach takiego po-
dejścia, wiążących się z większa ilością parametrów podlegających estymacji 
i arbitralnością wyboru falki czy poziomu dekompozycji. 
Celem artykułu jest zaprezentowanie metod konstrukcji prognoz falko-
wych ograniczonych do przypadku prognoz konstruowanych na podstawie 
szeregów jednowymiarowych, ocena użyteczności predyktorów falkowych 
z punktu widzenia m.in. zastosowań logistycznych oraz propozycja nowe-
go rozwiązania w zakresie sposobu wykorzystania falek w prognozowaniu. 
Proponowana metoda opiera się na nieparametrycznej estymacji losowego 
sygnału z wykorzystaniem falkowej redukcji szumu, który to sygnał jest na-
stępnie prognozowany z użyciem liniowych bądź nieliniowych modeli typu 
autoregresyjnego. W dotychczasowych pracach falkowe metody redukcji 
szumu jako podstawę prognozowania zawężano jedynie do tzw. falkowej 
eliminacji progowej (ang. wavelet thresholding) – patrz alrumaih, al-Faw-
zan (2002), Ferbar, Čreslovnik, Mojškerc, rajgelj (2009), Schlüter, deuschle 
(2010). W artykule argumentuje się, że progowanie falkowe ma zastosowanie 
jedynie w przypadku sygnałów deterministycznych, proponowane zaś tutaj 
wyrównywanie falkowe zakłada implicite, że badany sygnał ma charakter lo-
sowy i – wobec tego – jedynie przeskalowuje się spektrum badanego procesu, 
zwłaszcza w zakresie częstości wysokich, a nie redukuje jego wartość do zera. 
Proponowaną metodę prognozowania weryfikuje się w oparciu o 17 szeregów 
czasowych z bazy M3-IJF-Competition (patrz np. Makridakis, Hibon, 2000), 
wskazując na jej przewagę nad klasycznym wyrównywaniem wykładniczym, 
błądzeniem przypadkowym czy liniowymi modelami autoregresji.
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1. dYSKreTna anaLiZa FaLKoWa
analiza falkowa polega na dekompozycji szeregu na składowe będące prze-
suniętymi i przeskalowanymi wersjami pewnej funkcji ѱ(x) zwanej falką 
podstawową, wycałkowującej się do zera i mającej jednostkową energię. 
dekompozycja ta może mieć różny charakter w zależności od rodzaju za-
stosowanej transformaty falkowej. W przypadku tzw. analizy dyskretnej 
(dWT – ang. Discrete Wavelet Transform), która pojawia się najczęściej 
w zastosowaniach prognostycznych, efektem transformacji są współczynniki 
falkowe zdefiniowane dla oktaw częstości, co skutkuje oszczędną reprezen-
tacją danych. Ponadto rozważanie wyłącznie oktaw częstości może być uza-
sadnione w przypadku analizy procesów ekonomicznych, dla których – jak 
się wydaje – posługiwanie się przedziałami częstości, a nie pojedynczymi 
częstościami nie powinno wiązać się z nadmierną utratą informacji, co na-
stąpi w szczególności w przypadku procesów, których dynamika zależy od 
diadycznej skali czasu. 
dyskretną transformatę falkową (dyskretnego) sygnału f(x) definiuje się 
następująco:
Prognozowanie i estymacja sygnałów metodą wyrównywania falkowego 3 
zać się z nadmierną utratą inform cji, co będzie miało miejsce w szc ególności 
w przypadku procesów, których dynamika zależy od diadycznej skali czasu.  
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Funckje )(xS j  and )(xD j  znane są jako wartości wygładzone lub aproksyma-
cje (ang. smooths) i detale (ang. details). aproksymacje z najwyższego pozio-
mu, )(xSJ , reprezentują komponent niskoczęstotliwościowy procesu, podczas 
gdy detale )(1 xD , )(2 xD , …, )(xDJ  są związane z oscylacjami o okresach z 
przedziałów 42 , 84 , …, 122  JJ . dekompozycja postaci (4) określana 
jest jako analiza wielorozdzielcza (ang. multiresolution analysis).  
 Rozważmy wektor długości 02JN   postaci  ),,,( 110  Nxxx x . Wów-
czas możliwa jest maksymalnie J0-poziomowa dekompozycja szeregu, przy 
czym liczby (konwencjonalnych) współczynników falkowych i skalujących z 
każdego poziomu są następujące: 1,,, 42 NN . natomiast tzw. maksymalnie 
nachodząca (ang. maximal overlap) dyskretna transformata falkowa 
(ModWT), zwana również transformatą niezdziesiątkowaną lub ciągło-
dyskretną, dostarcza takiej samej liczby współczynników obu typów (odpo-
wiednio tjW ,
~  i tjV ,
~ ) na każdym poziomie dekompozycji ze względu na brak 
operacji podpróbkowania (decymacji), przy czym liczba ta wynosi N. Współ-
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Falka podstawowa jest zwykle definiowana za pomocą tzw. funkcji skalu-
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Te dwa rodzaje współczynnikó  tworzą dekompozycję wyjściowej funk-
cji postaci:
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Funckje SJ (x) and DJ (x) znane są jako wartości wygładzone lub aproksy-
macje (ang. smooths) i detale (ang. details). aproksymacje z najwyższego po-
ziomu, SJ (x), reprezentują komponent niskoczęstotliwościowy procesu, pod-
czas gdy detale D1 (x), D2 (x) , …, DJ (x) są związane z oscylacjami o okresach 
z przedziałów 2–4, 4–8, …, 2J–2J+1. dekompozycja postaci (4) określana jest 
jako analiza wielorozdzielcza (ang. multiresolution analysis). 
rozważmy wektor długości 02JN =  postaci x = (x0, x1, ..., xN–1)′. Wów-
czas możliwa jest maksymalnie J0-poziomowa dekompozycja szeregu, przy 
czym liczby (konwencjonalnych) współczynników falkowych i skalujących 
z każdego poziomu są następujące: 1,,, 42 NN . natomiast tzw. maksy-
malnie nachodząca (ang. maximal overlap) dyskretna transformata falkowa 
(ModWT), zwana również transformatą niezdziesiątkowaną lub ciągło-dys-
kretną, dostarcza takiej samej liczby współczynników obu typów (odpowied-
nio tjW ,
~  i tjV ,
~ ) na każdym poziomie dekompozycji ze względu na brak operacji 
podpróbkowania (decymacji), przy czym liczba ta wynosi N. Współczynniki 
te po przeskalowaniu, które służy zachowaniu energii, dane są następująco:
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gdzie }{ ,ljh  i }{ ,ljg są odpowiednimi filtrami j-tego poziomu dekompozycji 
długości 1)1)(12(  LL jj  (patrz Percival, Walden, 2000, Rozdział 4). 
}{ ,ljh  jest filtrem pasmowym z pasmem przenoszenia 
jj f 2/12/1 1  , na-
tomiast }{ ,ljg  jest filtrem dolnoprzepustowym z częstotliwością odcięcia 
12/1 j . 
 Współczynniki falkowe i skalujące nie tworzą jeszcze wielorozdzielczej 
dekompozycji procesu2. W celu przeprowadzenia analizy wielorozdzielczej 
stosuje się odpowiednie odwrotne przekształcenie falkowe, które prowadzi bez-
pośrednio do addytywnej dekompozycji szeregu czasowego. Dekompozycja ta 
może być wykonana z użyciem zarówno konwencjonalnej jak i ciągło-
dyskretnej transformaty, dostarczając za każdym razem składowych o długości 
identycznej z oryginalnym sygnałem. Problemem praktycznym, jaki się tu po-
jawia, są zniekształcenia współczynników falkowych bądź skalujących oraz 
detali i aproksymacji na krańcach próby. Powoduje to konieczność usuwania 
odpowiednich współczynników brzegowych i jest szczególnie istotne w przy-
padku sygnałów niestacjonarnych. 
 W części trzeciej niniejszej pracy, gdzie prezentowane są metody konstruk-
cji predyktorów falkowych, zwraca się w szczególności uwagę na to, jakie ele-
menty analizy falkowej stanowią podstawę budowy prognoz: podpróbkowane 
bądź maksymalnie nachodzące współczynniki falkowe i skalujące czy też od-
powiednie detale i wartości wygładzone.  
2. MeTodY KonSTruKCJi ProGnoZ FaLKoWYCH 
 Wśród metod konstrukcji prognoz falkowych z wykorzystaniem jednowy-
miarowych szeregów czasowych Schlüter i Deuschle (2010) wyróżniają cztery 
następujące: 
                                                 
2 Wyjątkiem jest popularna w prognozowaniu falka Haara, której współczynniki falkowe two-
rzą addytywną dekompozycję wyjściowego sygnału. 
,  (5)
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pośrednio do addytywnej dekompozycji szeregu czasowego. Dekompozycja ta 
może być wykonana z użyciem zarówno konwencjonalnej jak i ciągło-
dyskretnej transformaty, dostarczając za każdym razem składowych o długości 
identycznej z oryginalnym sygnałem. Problemem praktycznym, jaki się tu po-
jawia, są zniekształcenia współczynników falkowych bądź skalujących oraz 
detali i aproksymacji na krańcach próby. Powoduje to konieczność usuwania 
odpowiednich współczynników brzegowych i jest szczególnie istotne w przy-
padku sygnałów niestacjonarnych. 
 W części trzeciej niniejszej pracy, gdzie prezentowane są metody konstruk-
cji predyktorów falkowych, zwraca się w szczególności uwagę na to, jakie ele-
menty analizy falkowej stanowią podstawę budowy prognoz: podpróbkowane 
bądź maksymalnie nachodzące współczynniki falkowe i skalujące czy też od-
powiednie detale i wartości wygładzone.  
2. MeTodY KonSTruKCJi ProGnoZ FaLKoWYCH 
 Wśród metod konstrukcji prognoz falkowych z wykorzystaniem jednowy-
miarowych szeregów czasowych Schlüter i Deuschle (2010) wyróżniają cztery 
następujące: 
                                                 
2 Wyjątkiem jest popularna w prognozowaniu falka Haara, której współczynniki falkowe two-
rzą addytywną dekompozycję wyjściowego sygnału. 
,  (6)
Joanna Bruzda 4 









txhW j j  , (5) 
1,,0,~2 1
0 mod)(,,
2/    NtxhW j
L
l Nltljtj








txgV j j  ,  (7) 
1,,0,~2 1
0 mod)(,,
2/    NtxgV j
L
l Nltljtj
j  ,  (8) 
gdzie }{ ,ljh  i }{ ,ljg są odpowiednimi filt ami j-tego poziomu dekompozycji 
długości 1)1)(12(  LL jj  (patrz Pe cival, Walden, 2000, Rozdział 4). 
}{ ,ljh  jest filtrem pasmowym z pasmem przenoszenia 
jj f 2/12/1 1  , na-
tomiast }{ ,ljg  jest filtrem dolnoprzepustowym z częstotliwością odcięcia 
12/1 j . 
 Współczynniki falkowe i skalujące nie tworzą jeszcze i l r i l j 
dekompozycji procesu2. W celu przeprowadzeni  analizy wielorozdzielczej 
stosuje się odpowiednie odwr tne przekształcenie falk , któr  prowadzi bez-
pośr dnio do addytywnej dekompozycji szeregu czasowego. Dekompozycja ta 
może być wyk nana z użyciem zarówno konw ncjon lnej jak i ciągło-
dyskretnej transform ty, do tarczając za każdym razem składowych o długości 
identycznej z oryginal ym sygnałem. Problemem praktycznym, jaki się tu po-
jawia, są zniekształce ia współ zynników falkowych bądź skalujących oraz 
detali i aproksymacji na krańcach próby. Powoduje to konieczność usuwania 
odpowied ich współczyn ików brzegowych i jest szczególnie istotne w przy-
padku sygnałów niestacjonarnych. 
 W części trzeciej niniejs ej pracy, gdzie pr zent wane są metody konstruk-
cji predyktorów falkowych, zwraca się w szczególności uwagę na to, ja ie ele-
menty analizy falkowej stanowią odstawę budowy prognoz: podpróbkowane 
bądź maksym lnie nachodzące współczynniki falkowe i skalujące czy też od-
powiednie detale i wartości wygładzone.  
2. MeTodY KonST uKCJi ProGnoZ FaLKoWYCH 
 Wśród metod konstrukcji prognoz falkowych z wykorzystaniem jednowy-
miarowych szeregów czasowych Schlüter i Deuschle (2010) wyróżniają cztery 
następujące: 
                                              
2 Wyjątkiem jest popularna w prognoz waniu falka Haara, której współczynniki falkowe two-
rzą addytywną dekompozycję wyjściowego sygnału. 
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0 mod)(,,
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j  ,  (8) 
gdzie }{ ,ljh  i }{ ,ljg są odpowiednimi filtrami j-tego poziomu dekompozycji 
długości 1)1)(12(  LL jj  (patrz Pe cival, Walden, 2000, Rozdział 4). 
}{ ,ljh  jest filtrem pasmowym z pasmem przenoszenia 
jj f 2/12/1 1  , na-
tomiast }{ ,ljg  jest filtrem dolnoprzepustowym z częstotliwością odcięcia 
12/1 j . 
 Współczynniki falkowe i skalujące nie tworzą jeszcze wielorozdzielczej 
dekompozycji procesu2. W celu przeprowadzenia analizy wiel rozd ielczej 
st suje się odpowiednie odwrotne pr ekształcenie falkowe, które prowadzi bez-
pośrednio do addytywnej dekompozycji szeregu czasowego. Dekompozycja ta 
może być wykonana z użyciem zarówno konwencjonalnej j  i ciągł -
dyskretnej transformaty, dostarczając za każdym razem składowych o dług ści 
identycznej z oryginal ym sygnałem. Problemem praktycz ym, jaki się tu po-
jawia, są zniekształcenia współczynników falkowych bądź skalujących oraz 
detali i aproksymacji na krańcach próby. Powoduje to konieczność usuwania 
odpowiednich współczynników brzegowych i jest szczególnie istotne w przy-
padku s gnał  niestacjonarnych. 
 W części trzeciej niniejszej pracy, gdzie prezentowane są metody konstruk-
cji predy torów falkowych, zwraca się w szczególności uwagę na to, jakie ele-
menty analizy falkowej stanowią p dstawę budowy prognoz: podpróbkowane 
bądź maksymalnie nachodzące współczynniki falkowe i skalujące czy też od-
powiednie detale i wartości wygładzone.  
2. MeTodY KonST uKCJi ProGnoZ FaLKoWYCH 
 Wśród metod konstrukcji prognoz falkowych z wykorzystaniem jednowy-
miarowych szeregów czasowych Schlüter i Deuschle (2010) wyróżniają cztery 
następujące: 
                                                 
2 Wyjątkiem jest popularna w prognozowaniu falka Haara, której współczynniki falkowe two-
rzą addytywną dekompozycję wyjściowego sygnału. 
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gdzie {hj, l} i {gj, l} są odpowiednimi filtrami j – tego poziomu dekompozycji 
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j  ,  (8) 
gdzie }{ ,ljh  i }{ ,ljg są odpowiednimi filtrami j-tego poziomu dekompozycji 
długości 1)1)(12(  LL jj  (patrz Percival, Walden, 2000, Rozdział 4). 
}{ ,ljh  jest filtrem pasmowym z pasmem przenoszenia 
jj f 2/12/1 1  , na-
tomiast }{ ,ljg  jest filtrem dolnoprzepustowym z częstotliwością odcięcia 
12/1 j . 
 Współczynniki falko e i skalujące ni  tworzą jeszcze wielorozdzielczej 
dekompozycji procesu2. W celu przeprowadzenia analizy wielor dzielczej 
stosuje się odp wiednie odwrotne przekształcenie falk we, które prowadzi bez-
pośrednio do addytywnej dekompozycji szeregu czasowego. Dekompozycja ta 
może być w ko a z użyci  zarówno konwen jonalnej jak i ciągło-
dyskretnej transformaty, dostarczając za każdym razem składowych o długości 
identycznej z oryginalnym sygnałem. Problemem praktycznym, jaki się tu po-
jawia, są zniekształce ia współczynników falkowych bądź skalujących oraz 
etali i aproksymacji na krańcach próby. Powoduje to konieczność usuwania 
odpowiednich współczynników brzegowych i jest szczególnie istotne w przy-
padku sygnałów niestacjonarnych. 
 W części trzeciej niniejszej pracy, gdzie prezentowa e są metody nstruk-
cji predyktorów falkowych, zwraca się w szczególności uwagę na to, jakie ele-
menty analizy falkowej stanowią podstawę budowy prognoz: podpróbkowane 
bądź maksymalnie nachodzące współczynniki falkowe i skalujące czy też od-
powiednie detale i wartości wygładzone.  
2. MeTodY KonSTruKCJi ProGnoZ FaLKoWYCH 
 Wśród metod konstrukcji prognoz falkowych z wykorzystaniem jednowy-
miarowych szeregów czasowych Schlüter i Deuschle (2010) wyróżniają cztery 
następujące:
 redukcja reprezentacji czasowo-częstotliwościo ej (falkowa redukcja 
szumu, ang. wavelet denoising) z wykorzystaniem techniki eliminacji pro-
go ej miękkiej lub twardej; 
                                                 
2 Wyjątkiem jest popularna w prognozowaniu falka Haara, której współczynniki falkowe two-
rzą addytywną dekompozycję wyjściowego sygnału. 
 tr  Percival, Walden, 2000, rozd iał 4). 
{hj, l} jest filtrem pasmowym z as em przenoszenia 
jj f 2/12/1 1 ≤≤+ , 
natomiast {gj, l} jest filtrem dolnoprzepustowym z częstotliwością odcięcia 
12/1 +j .
Współczynniki falkowe i skalujące nie tworzą jeszcze wielorozdzielczej 
dekompozycji procesu1. W celu przeprowadzenia analizy wielorozdzielczej 
stosuje się odpowiednie odwrotne przekształcenie falkowe, które prowadzi 
 1 Wyjątkiem jest popularna w r gnozowaniu falka Haara, której spółczynniki fal-
kowe tworzą addytywną dekompozycję wyjściowego sygn łu.
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bezpośrednio do addytywnej dekompozycji szeregu czasowego. dekompozy-
cja ta może być wykonana z użyciem zarówno konwencjonalnej, jak i ciągło-
-dyskretnej transformaty, dostarczając za każdym razem składowych o długo-
ści identycznej z oryginalnym sygnałem. Problemem praktycznym, jaki się 
tu pojawia, są zniekształcenia współczynników falkowych bądź skalujących 
oraz detali i aproksymacji na krańcach próby. Powoduje to konieczność usu-
wania odpowiednich współczynników brzegowych i jest szczególnie istotne 
w przypadku sygnałów niestacjonarnych.
W części trzeciej niniejszej pracy, gdzie prezentowane są metody kon-
strukcji predyktorów falkowych, zwraca się w szczególności uwagę na to, 
jakie elementy analizy falkowej stanowią podstawę budowy prognoz: pod-
próbkowane bądź maksymalnie nachodzące współczynniki falkowe i skalują-
ce czy też odpowiednie detale i wartości wygładzone. 
2. MeTodY KonSTruKCJi ProGnoZ FaLKoWYCH
Wśród metod konstrukcji prognoz falkowych z wykorzystaniem jednowymia-
rowych szeregów czasowych Schlüter i deuschle (2010) wyróżniają cztery 
następujące:
–  redukcja reprezentacji czasowo-częstotliwościowej (falkowa redukcja 
szumu, ang. wavelet denoising) z wykorzystaniem techniki eliminacji 
progowej miękkiej lub twardej;
–  falkowe modele strukturalne szeregów czasowych;
–  prognozowanie w dziedzinie falkowej (prognozowanie współczynni-
ków falkowych);
–  prognozowanie z wykorzystaniem lokalnie stacjonarnych modeli fal-
kowych.
W pierwszym z tych podejść bazuje się na obserwacji, że białoszumowy 
składnik losowy w reprezentacji postaci ‘sygnał + szum’ w jednakowym stop-
niu zniekształca współczynniki falkowe różnych poziomów dekompozycji. 
dlatego dla wszystkich poziomów proponuje się redukcję współczynników 
co do wartości bezwzględnej mniejszych od wybranej wielkości progowej. 
Tak zmodyfikowane współczynniki transformuje się następnie do dziedziny 
czasu, uzyskując przekształcony sygnał wyjściowy. Przekształcone współ-
czynniki otrzymuje się, stosując eliminację progową miękką lub twardą, przy 
czym ta pierwsza dana jest następująco:
Prognozowanie i estymacja sygnałów metodą wyrównywania falkowego 5 
 redukcja reprezentacji czasowo-częstotliwościowej (falkowa redukcja 
szumu, ang. wavelet denoising) z wykorzystaniem techniki eliminacji pro-
gowej miękkiej lub twardej; 
 Falkowe modele strukturalne szeregów czasowych; 
 Prognozowanie w dziedzinie falkowej (prognozowanie współczynników 
falkowych); 
 Prognozowanie z wykorzystaniem lokalnie stacjonarnych modeli falko-
wych. 
W pierwszym z tych podejść bazuje się na obserwacji, że białoszumowy skład-
nik losowy w reprezentacji postaci ‘sygnał + szum’ w jednakowym stopniu 
zniekształca współczynniki falkowe różnych poziomów dekompozycji. Dlatego 
dla wszystkich poziomów proponuje się redukcję współczynników co do warto-
ści bezwzględnej mniejszych od wybranej wielkości progowej. Tak zmodyfi-
kowane współczynniki transformuje się następnie do dziedziny czasu uzyskując 
przekształcony sygnał wyjściowy. Przekształcone współczynniki otrzymuje się 
stosując eliminację progową miękką lub twardą, przy czym ta pierwsza dana 
jest następująco: 
  tjWtjtj WW' ,1,, ,  (9a) 
zaś druga: 
     tjWtjtjtj WWW' ,1)sig( ,,, , (9b) 
gdzie  jest przyjętą wartością progową. Wartość progu dyskryminacji może 
być wyznaczana na podstawie charakterystyk całego szeregu (eliminacja pro-
gowa globalna) lub adaptacyjnie (patrz augustyniak, 2003)3, lecz w zastosowa-
niach prognostycznych spotyka się, jak dotąd, jedynie to pierwsze podejście, 
realizowane najczęściej w oparciu o tzw. próg uniwersalny i implementowane 
na bazie konwencjonalnej dWT.  
 W badaniu prezentowanym w pracy Schlütera i Deuschle (2010) okazało 
się, że falkowa eliminacja progowa poprawia krótkookresowe prognozy gene-
rowane z modeli arMa i ariMa. Wniosek ten otrzymano na podstawie ana-
lizy cen ropy i kursów walut. Podobne wnioski otrzymali alrumaih, al-Fawzan 
(2002), analizując notowania giełdowe. Interesującym artykułem jest praca 
Ferbara i in. (2009), w której proponuje się zastosowanie metody eliminacji 
progowej do prognozowania popytu w łańcuchu dostaw. Wedle moje wiedzy, 
jest to pierwsza propozycja aplikacji prognoz falkowych do optymalizacji kosz-
tów w ramach łańcucha dostaw. Z analizy symulacyjnej prezentowanej w cyto-
wanym opracowaniu wynika, że prognozy falkowe mają przewagę nad wygła-
                                                 
3 Na temat różnych metod ustalania wartości progu dyskryminacji patrz np. Percival, Walden 
(2000), Rozdział X, Nason (2008), Rozdział III. 
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zaś druga:
Prognozowanie i estymacja sygnałów metodą wyrównywania falkowego 5 
 redukcja reprezentacji czasowo-częstotliwościowej (falkowa redukcja 
szumu, ang. wavelet denoising) z wykorzystaniem techniki eliminacji pro-
gowej miękkiej lub twardej; 
 Falkowe modele strukturalne szeregów czasowych; 
 Prognozowanie w dziedzinie falkowej (prognozowanie współczynników 
falkowych); 
 Prognozowanie z wykorzystaniem lokalnie stacjonarnych modeli falko-
wych. 
W pierwszym z tych podejść bazuje się na obserwacji, że białoszumowy skład-
nik losowy w reprezentacji postaci ‘sygnał + szum’ w jednakowym stopniu 
zniekształca współczynniki falkowe różnych poziomów dekompozycji. Dlatego 
dla wszystkich poziomów proponuje się redukcję współczynników co do warto-
ści bezwzględnej mniejszych od wybranej wielkości progowej. Tak zmodyfi-
kowane współczynniki transformuje się następnie do dziedziny czasu uzyskując 
przekształcony sygnał wyjściowy. Przekształcone współczynniki otrzymuje się 
stosując eliminację progową miękką lub twardą, przy czym ta pierwsza dana 
jest następująco: 
  tjWtjtj WW' ,1,, ,  (9a) 
zaś druga: 
     tjWtjtjtj WWW' ,1)sig( ,,, , (9b) 
gdzie  jest przyjętą wartością progową. Wartość progu dyskryminacji może 
być wyznaczana na podstawie charakterystyk całego szeregu (eliminacja pro-
gowa globalna) lub adaptacyjnie (patrz augustyniak, 2003)3, lecz w zastosowa-
niach prognostycznych spotyka się, jak dotąd, jedynie to pierwsze podejście, 
realizowane najczęściej w oparciu o tzw. próg uniwersalny i implementowane 
na bazie konwencjonalnej dWT.  
 W badaniu prezentowanym w pracy Schlütera i Deuschle (2010) okazało 
się, że falkowa eliminacja progowa poprawia krótkookresowe prognozy gene-
rowane z modeli arMa i ariMa. Wniosek ten otrzymano na podstawie ana-
lizy cen ropy i kursów walut. Podobne wnioski otrzymali alrumaih, al-Fawzan 
(2002), analizując notowania giełdowe. Interesującym artykułem jest praca 
Ferbara i in. (2009), w której proponuje się zastosowanie metody eliminacji 
progowej do prognozowania popytu w łańcuchu dostaw. Wedle moje wiedzy, 
jest to pierwsza propozycja aplikacji prognoz falkowych do optymalizacji kosz-
tów w ramach łańcucha dostaw. Z analizy symulacyjnej prezentowanej w cyto-
wanym opracowaniu wynika, że prognozy falkowe mają przewagę nad wygła-
                                                 
3 Na temat różnych metod ustalania wartości progu dyskryminacji patrz np. Percival, Walden 
(2000), Rozdział X, Nason (2008), Rozdział III. 
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gdzie λ jest przyjętą wartością progową. Wartość r   
być wyzn cza na podstawie charakterystyk całego szeregu (eliminacja 
pro ow  globaln ) lub adaptacyjnie (patrz augustyniak, 2003)2, lecz w z -
stosowa iach prognostycznych spotyka się, jak dotąd, jedynie to pierwsz  
podejście, realizowane najczęściej w oparciu o tz . próg uniwersalny i imple-
mentowane na bazie konwencjonalnej dWT. 
W b daniu pr zentowanym w pracy Schlütera i deuschle (2010) okaza-
ło się, że f lkowa eliminacja prog wa poprawia krótkookresowe prognozy 
ge rowane z modeli arMa i ariMa. Wniosek ten otrzymano n  podst -
wi  analizy cen ropy i kursów walut. Podobne wnioski otrzymali alrumaih, 
al-Fawzan (2002), analizując not ania giełdowe. interesujący  artykułem 
jest praca Ferbara i in. (2009), w której proponuje się zastosowanie meto-
dy eliminacji progo ej do prognozowania popytu w łańcuchu dosta . We-
dle moje wiedzy jest to pierwsza propozycja aplikacji prognoz falkowych do 
optymalizacji kosztów w ramach łańcucha dostaw. Z analizy symulacyjnej 
prezentowanej w cytowanym opracowaniu wynika, że prognozy falkowe 
mają przewagę nad wygładzaniem wykładniczym, które zostało potraktowane 
jako metoda benchmarkowa.
druga metoda wyznaczania prognoz falkowych na podstawie szeregów 
jednowymiarowych polega na zastosowaniu analizy wielorozdzielczej w celu 
dekompozycji szeregu, a następnie osobnym modelowaniu i prognozowaniu 
składowych procesu. ostateczna prognoza jest sumą prognoz poszczególnych 
składników. Podejście to zaproponowano w pracy arino (1995), a stosowa-
ne było ono także m.in. przez Wonga i in. (2003) i Fernandez (2008), przy 
czym arino i Fernandez rozważają osobne modelowanie dwu składowych 
procesów, a Wong i in. dekomponują szeregi na trzy części. na przykład 
w pracy arino analizowano miesięczną sprzedaż samochodów w Hiszpanii, 
przyjmując składnik trendowy postaci 5677 DDDSY +++=  oraz skład-
nik zawierający wahania sezonowe i komponent przypadkowy w postaci 
4321 DDDDZ +++= . dla każdego z tak zdefiniowanych szeregów dopaso-
wano następnie odpowiedni model (S)ariMa. 
 2 na temat różnych metod ustalania wartości progu dyskryminacji patrz np. Percival, 
Walden (2000), rozdział X, nason (2008), rozdział iii.
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Trzecie podejście do prognozowania jest stosowane m.in. w pracach Che-
na i in. (2004), Conejo i in. (2005), renaud i in. (2002) oraz Minu i in. (2010). 
na przykład w pierwszej ze wspomnianych prac opracowano oryginalną me-
todę prognostyczną WaW (skrót od ang. wavelet-armax-winters), w myśl 
której stosuje się transformatę ModWT w celu zdefiniowania komponentów 
trendu, sezonowości i wysokiej częstotliwości, a następnie prognozuje osob-
no te składniki z wykorzystaniem metod takich jak wyrównywanie wykładni-
cze, modele harmoniczne i modele arMa(X). ostateczna prognoza powstaje 
po zastosowaniu odwrotnego przekształcenia falkowego. natomiast renaud 
i in. (2002) wprowadzają modele Mar (ang. Multiscale Autoregression), de-
finiowane z wykorzystaniem współczynników konwencjonalnej dWT, prze-
prowadzanej z użyciem falki Haara, Minu i in. (2010) zaś przekształcają ten 
model do postaci nieliniowej z zastosowaniem sieci neuronowych. W każdym 
z przypadków zakłada się implicite, że współczynniki falkowe można opisać 
z wykorzystaniem prostszych modeli niż dane oryginalne.
Czwarta z metod prognozowania falkowego, opracowana przez Fryźlewi-
cza i in. (2003), bazuje na pojęciu lokalnie stacjonarnych procesów falkowych 
(patrz nason, 2008, i znajdujące się tam odwołania do literatury). W meto-
dzie tej stosuje się predyktor typu autoregresyjnego o parametrach zmienia-
jących się w czasie, wyznaczanych przez falkowy odpowiednik równań Yule’ 
a–Walkera. Podstawą metody jest niezdziesiątkowana (maksymalnie nacho-
dząca) dyskretna transformata falkowa, a wykorzystanie tej metody w prakty-
ce wymaga estymacji ewolucyjnego spektrum falkowego metodą skorygowa-
nego periodogramu falkowego.
Porównanie jakości różnych metod prognozowania falkowego na pod-
stawie jednowymiarowych rzeczywistych szeregów czasowych prezentowa-
ne w pracy Schlütera i deuschle (2010) wskazuje na przewagę pierwszego 
i trzeciego podejścia, które są w stanie wygenerować prognozy lepsze od tych 
uzyskanych metodami klasycznymi.
3. ProGnoZoWanie Z WYKorZYSTanieM 
WYróWnYWania FaLKoWeGo
Jak wspominano we wprowadzeniu, metoda prognozowania oparta na elimi-
nacji progowej zakłada, że prognozowany proces jest sumą deterministyczne-
go sygnału i losowego szumu. Takie założenie skutkuje eliminacją wysokich 
częstotliwości w szeregu, tj. w praktyce współczynniki falkowe z niższych po-
ziomów dekompozycji (w szczególności z pierwszego poziomu) traktuje się 
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jako szum. Podejście takie jest jednak niewłaściwe, jeśli przyjmie się założe-
nie o losowym charakterze sygnału. Założenie o losowości sygnałów jest pod-
stawą konstrukcji tzw. strukturalnych modeli szeregów czasowych czy modeli 
wyrównywania wykładniczego i wydaje się bardziej adekwatne w opisie pro-
cesów ekonomicznych, dla których zwykle lepsze efekty w modelowaniu daje 
przyjmowanie paradygmatu losowości i których kształt spektrum odbiega od 
spektrów w reprezentacjach ‘funkcja deterministyczna + biały szum’. 
Załóżmy, że interesujący nas proces jest generowany według modelu:
Yt = Xt + ηt ,  (10)
gdzie ηt  jest białym szumem nieskorelowanym z Xt dla wszystkich opóźnień 
i wyprzedzeń. Chcąc oszacować sygnał Xt, rozwiązujemy następujący pro-
blem:
Prognozowanie i estymacja sygnałów metodą wyrównywania falkowego 7 
dejścia, które są w stanie wygenerować prognozy lepsze od tych uzyskanych 
metodami klasycznymi. 
3. ProGnoZoWanie Z WYKorZYSTanieM 
WYRÓWNYWANI  FaLKoWeGo 
 Jak wspominano we wprowadzeniu, metoda prognozowania oparta na eli-
minacji progowej zakłada, że prognozowany proces jest sumą deterministycz-
nego sygnału i losowego szumu. Takie założenie skutkuje eliminacją wysokich 
częstotliwości w szeregu, tj. w praktyce współczynniki falkowe z niższych po-
ziomów dekompozycji (w szczególności z pierwszego poziomu) traktuje się 
jako szum. Podejście ta ie jest j dnak niewłaściwe, jeśli przyjmie się założenie 
o losowym charakterze sygnału. Założenie o losowości sygnałów jest podstawą 
konstrukcji tzw. strukturalnych modeli szeregów czasowych czy modeli wy-
równywania wykładniczego i wydaje się bardziej adekwatne w opisie procesów 
ekonomicznych, dla których zwykle lepsze efekty w modelowaniu daje przyj-
mowanie paradygmatu losowości i których kształt spektrum odbiega od spek-
trów w reprezentacjach ‘funkcja deterministyczna + biały szum’.  
 Załóżmy, że interesujący nas proces jest generowany według modelu: 
ttt XY    (10) 
gdzie t  jest białym szumem nieskorelowanym z tX  dla wszystkich opóźnień i 
wyprzedzeń. Chcąc oszacować sygnał tX , rozwiązujemy następujący problem: 
minˆ
2
 XXE ,  (11) 
gdzie X i X̂  są wektorami (wierszowymi) długości T odpowiednio – wartości 

















gdzie XW  i XŴ  są wektorami długości T współczynników klasycznej DWT 








 są odpowiednimi wektorami długo-
ści T współczynników MODWT, zaś J jest przyjętym poziomem dekompozycji. 
Dalej zakłada się, że analizowane współczynniki falkowe mają średnią 0, co jest 
równoważne założeniu, że filtry falkowe mają wystarczającą liczbę zerowych 
momentów dla eliminacji komponentów deterministycznych badanego szeregu. 
ponadto zakłada się także stacjonarność tych współczynników.  
,  (11)
gdzie X i 
Prognozowanie i estymacja sygnałów metodą wyrównywania falkowego 7 
dejścia, które są w stanie wygenerować prognozy lepsze od tych uzyskanych 
metodami klasycznymi. 
3. ProGnoZoWanie Z WYKorZYSTanieM 
WYRÓWNYWANIA FaLKoWeGo 
 Jak wspominano we wprowadzeniu, metoda prognozowania oparta na eli-
minacji progowej zakłada, że prognozowany proces jest sumą deterministycz-
nego sygnału i losowego szumu. Takie założenie skutkuje eliminacją wysokich 
częstotliwości w szeregu, tj. w praktyce współczynniki falkowe z niższych po-
ziomów dekompozycji (w szczególności z pier szego poziomu) traktuje się 
jako szum. Podejście takie jest jednak niewłaściwe, jeśli przyjmie się założenie 
o losowym charakterze sygnału. Założenie o losowości sygnałów jest podstawą 
konstrukcji tzw. strukturalnych modeli szeregów czasowych czy modeli wy-
równywania wykładniczego i wydaje się bardziej adekwatne w opisie procesów 
ekonomicznych, dla których zwykle lepsze efekty w modelowaniu daje przyj-
mowanie paradygmatu losowości i których kształt spektrum odbiega od spek-
trów w reprezentacjach ‘funkcja deterministyczna + biały szum’.  
 Załóżmy, że interesujący nas proce jest generowany według modelu: 
ttt XY    (10) 
gdzie t  jest białym szumem nieskorelowanym z tX  dla wszystkich opóźnień i 
wyprzedzeń. Chcąc oszacować sygnał tX , rozwiązujemy następujący problem: 
minˆ
2
 XXE ,  (11) 
gdzie X i X̂  są wektorami (wierszowymi) długości T odpowiednio – wartości 
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 są odpowiednimi wektorami długo-
ści T współczynników MODWT, zaś J jest przyjętym poziomem dekompozycji. 
Dalej zakłada się, że analizowane współczynniki falkowe mają średnią 0, co jest 
równoważne założeniu, że filtry falkowe mają wystarczającą liczbę zerowych 
momentów dla eliminacji komponentów deterministycznych badanego szeregu. 
ponadto zakłada się także stacjonarność tych współczynników.  
 są wektorami (wierszowymi) długości T odpowiednio – wartości 
sygnału i jego ocen. Z własności przekształcenia falkowego otrzymujemy:
Prognozowanie i estymacja sygnałów metodą wyrównywania falkowego 7 
dejścia, które są w stanie wygenerować prognozy lepsze od tych uzyskanych 
metodami klasycznymi. 
3. ProGnoZoWanie Z WYKorZYSTanieM 
WYRÓWNYWANIA FaLKoWeG  
 Jak wspominano we wprowadzeniu, metoda prognozowania oparta na eli-
mi acji progowej zakłada, że pro nozowany proces jest sumą deterministycz-
nego sygnału i losowego szumu. Takie założenie skutkuje eliminacją wysokich 
częstotliwości w szeregu, tj. w praktyce współczynniki falkowe z niższych po-
ziomów dekompozycji (w szczególności z pierwszego poziomu) traktuje się 
jako szum. Podejście takie jest jednak niewłaściwe, jeśli przyjmie się założenie 
o losowym charakterze sygnału. Założenie o losowości sygnałów jest podstawą 
konstrukcji tzw. strukturalnych modeli szeregów czasowych czy modeli wy-
równyw nia w kładniczego i wydaj  się bardzi j ad kwatne w opisi  procesów 
ekonomicznych, dla których zwykle lepsze efekty w modelowaniu daje przyj-
mowanie paradygmatu losowości i których kształt spektrum odbiega od spek-
trów w reprezentacjach ‘funkcja det rministyczna + biały szum’.  
 Załóżmy, że interesujący nas proces jest generowany według modelu: 
ttXY    (10) 
gdzie t  jest białym szumem nieskorelowanym z tX  dla wszystkich opóźnień i 
wyprzedzeń. Chcąc oszacować sygnał tX , rozwiązujemy następujący problem: 
minˆ
2
 XXE ,  (11) 
gdzie X i X̂  są wektorami (wierszowymi) długości T odpowiednio – wartości 

















gdzie XW  i XŴ  są wektorami długości T współczynników klasycznej DWT 








 są odpowiednimi wektorami długo-
ści T współczynników MODWT, zaś J jest przyjętym poziomem dekompozycji. 
Dalej zakłada się, że analizowane współczynniki falkowe mają średnią 0, co jest 
równoważne założeniu, że filtry falkowe mają wystarczającą liczbę zerowych 
momentów dla eliminacji komponentów deterministycznych badanego szeregu. 
ponadto zakłada się także stacjonarność tych współczynników.  
,  (12)
dzie 
Pr gnozowanie i estymacja sygnałów metodą wyró nyw nia falkowego 7 
dejścia, które są w stanie wygenerować prognozy lepsze od tych uzyskanych 
metodami klasycznymi. 
3. ProGnoZoWanie Z WYKorZYSTanieM 
WYRÓWNYWANIA F LKoWeGo 
 Jak wspominano we wprowadze iu, metod  prognozow nia op rta na eli-
minacji progowej z kłada, że prognozowany proces je t sumą deterministycz-
nego sygnału i losowego sz mu. Takie założ nie s tkuje eliminacją wysokich 
częstotliwości w szeregu, tj. w praktyce współczynniki falkowe z niższych po-
ziomów dekompozycji (w szczególności z pierwszego p ziomu) traktuje się 
jako szum. Podejście taki  jest jednak niewłaściw , jeśli przyjmie się założ nie 
 losowym charakt rze sygnału. Założ nie  los wości sygnałów jest podstawą 
konstrukcji tzw. str kturalnych modeli szeregów czasowych czy modeli wy-
równyw nia wykładni zego i wydaje ię bardziej ad kwatne w opisie procesów 
ek nomicznych, dla których zwykl  lepsze efekty w modelowaniu daje przyj-
mowanie paradygmatu los wości i których kształt spektrum odbiega od spek-
tró w r prezent jach ‘funkcja deterministyczna + biały szum’.  
 Załóżmy, że interesujący nas proces jest generowa y według mode u: 
ttt XY    (10) 
gdzie t  jest białym szu em nieskorelowanym z tX  dla wszystkich opóźnień i 
wyprzedzeń. Chcąc oszacować sygnał tX , rozwiązujemy następujący pr blem: 
minˆ
2
 XXE ,  (11) 
gdzie X i X̂  są wektorami (wierszowymi) długości T odpowiednio – wartości 
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 są odpowiednimi wektorami długo-
ści T współczynników MODWT, zaś J jest przyjętym p zio em dekompozycji. 
Dalej z kłada się, że analizowane współczynniki falkowe mają średnią 0, co jest 
równoważne założeniu, że filtry falkowe mają wystarczającą liczbę zerowych 
omentów dla eliminacji komponentów deterministycznych badanego szeregu. 
ponadto z kłada się także stacjo arność tych współczynników.  
 i 
Prognozowanie i estymacja sygnałów metodą wyrównywania falkowego 7 
dejścia, które są  stanie ygenero ać prognozy lepsze od tych uzyskanych 
etoda i klasyczny i. 
3. P Z ie Z Z ST ie  
I  F L e  
 Jak spo inano e pro adzeniu, etoda prognozo ania oparta na eli-
inacji progo ej zakłada, że prognozo any proces jest su ą deter inistycz-
nego sygnału i loso ego szu u. Takie założenie skutkuje eli inacją ysokich 
częstotli ości  szeregu, tj.  praktyce spółczynniki falko e z niższych po-
zio ó  deko pozycji (  szczególności z pier szego pozio u) traktuje się 
jako szu . Podejście takie jest jednak nie łaści e, jeśli przyj ie się założenie 
o loso y  charakterze sygnału. Założenie o loso ości sygnałó  jest podsta ą 
konstrukcji tz . strukturalnych odeli szeregó  czaso ych czy odeli y-
ró ny ania ykładniczego i ydaje się bardziej adek atne  pisie procesó  
ekono icznych, dla których z ykle lepsze efekty  odelo aniu daje przyj-
o anie paradyg atu loso ości i których kształt spektru  odbiega od spek-
tró   reprezentacjach ‘fu kcja d ter inistyczna + biały szu ’. 
 Załóż y, że interesujący nas proces jest genero a y edług odelu: 
ttt XY   (10) 
gdzie t  jest biały  szume  nieskorelo any  z tX  dla szystkich opóźnień i 
yprzedzeń. Chcąc oszaco ać sygnał tX , roz iązuje y następujący pr ble : 
inˆ
2
 ,  (11) 
gdzie X i X̂  są ektora i ( ierszo y i) długości T odpo iednio – artości 

















gdzie X  i Xˆ  są ektora i długości T spółczynnikó  klasycznej T 








 są odpo iedni i tora i długo-
ści T spółczynnikó  T, zaś J jest przyjęty  poziome  deko pozycji. 
alej zakłada się, że analizo ane spółczynniki falko e ają średnią 0, co jest 
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gdzie t jest białym szumem nieskorelowanym z tX  dla wszystkich opóźnień i 
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gdzie X  i Xˆ  są ektora i dłu  spółczy kó  klasycznej  








 są dpo iedni i ektora i długo-
ści T spółczy nikó  , zaś J jest prz jęty  pozio e  deko pozycji. 
alej zakłada się, że analizo ane spółczy niki falko e ają średnią 0, co jest 
ró no ażne założeniu, że filtry falko e ają yst rczającą liczbę zero ych 
o entó d a eli inacji ko ponentó  deter inistycznych badanego szeregu. 
ponadto zakłada się także stacjonarność tych spółczy nikó . 
,
r z ie i esty cj  sy ł  et  wyr y i  f lk e   
j i , t r   w t i  w r w  r  l  t   
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. ProGn Zo anie Z YKorZYSTanie  
YRÓ NY NIA FaLKo eGo 
  w mi   w r w i , m t  r w i  rt   li-
mi ji r w j akł ,  r w  r  j t m  t rmi i t -
 łu i l  m . T i  ł i  t j  limi j  w i  
t tliw i w r , tj. w r t  w ł i i f l w   i  -
i m w m ji (w l i  i rw  i m ) tr t j  i  
j  m. j i  t i  je t j  i wł iw , j li r jm i  ł i  
 l w m r t r  ł . Z ł i   l w i ł w j t t w  
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r w w i  w ł i  i w i  r i j w t  w i i  r w 
mi , l  t r  w l  l e f t  w m l w i  j  r j-
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tr w w r r t j  ‘f j  t rmi i t   i ł  m’. 
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t  ł i  t  t j r  t  w ł i w. 
,
Prognozowanie i estymacja sygnałów metodą wyrównywania falkowego 7 
dejścia, które są w stanie wygenerować prognozy lepsze od tych uzyskanych 
metodami klasycznymi. 
3. ProGn ZoWanie Z WYKorZYSTanieM 
WYRÓWNYW NIA FaLKoWeGo 
 Jak wspominano we wprowadzeniu, metoda prognozowania oparta na eli-
minacji progowej zakłada, że prognozowany proces jest sumą deterministycz-
nego sygnału i loso ego szumu. Takie założ nie skutkuje eliminacją wysokich 
częstotliwości w szeregu, tj. w prakt ce współczynniki f lkowe z niższych po-
ziomów dekompozycji (w szczególności z pierwszego pozio u) traktuje się 
jako szum. Podejście takie jest jednak niewłaściwe, jeśli przyjmie się założenie 
o losowym charakterze sygnału. Założenie o losowości sygnałów jest podstawą 
konstrukcji tzw. strukturalnych modeli szeregó  czasowych czy modeli wy-
równywania wykładniczego i wydaje się bardziej adekwatne w opisie procesów 
ekonomicznych, dla których zwykle lepsze efekty w modelowaniu daje przyj-
mowanie paradygmatu losowości i których kształt spektrum odbiega od spek-
trów w reprezentacjach ‘funkcja deterministyczna + biały szum’.  
 Załóżmy, że interesujący nas proces jest generowany według modelu: 
ttt XY    (10) 
gdzie t  jest białym szu em nieskorelowanym z tX  dla wszystkich opóźnień i 
wyprzedzeń. Chcąc oszacować sygnał tX , rozwiązujemy następujący problem: 
minˆ
2
 XE ,  (11) 
gdzie X i X̂  są wektorami (wierszowymi) długości T odpowiednio – wartości 

















gdzie XW  i XŴ  są wektorami ł ści T spółczyn ików klasycznej DWT 








 są odpowiednimi wektorami długo-
ści T współczynników MODWT, zaś J jest przyjętym pozio em dekompozycji. 
Dalej zakłada się, że analizowane współczynniki falkowe mają średnią 0, co jest 
równoważne założeniu, że filtry falkowe mają wystarczającą liczbę zerowych 
omentów dla eliminacji komponentów deterministycznych badanego szeregu. 
ponadto zakłada się także stacjonarność tych współczynników.  
i dnimi wektorami długo-
łczy nikó  dWT, J jest zaś prz jętym pozio  dekompozy-
cji. dalej z kłada się, że lizo ane współczynniki falkow  mają średnią 0, 
co jest równ wa ne założeniu, że filtry f lkowe mają wystarczającą li zbę 
zerowych mom ntów dla elimi acji komponentów deterministycznych bada-
nego szeregu. Ponadto zakłada się także stacjonarność tych współczynników. 
W dalszej kolejności przyjmujemy estymator postaci3:
 3 Propozycję taką wysuwają Percival i Walden (2000), s. 407, w odniesieniu do 
współczynników konwencjonalnej transformaty falkowej. W niniejszej pracy koncen-
trujemy się na współczynnikach transformaty niezdziesiątkowanej z kilku powodów. Po 
pierwsze, dają one dokładniejsze estymatory wariancji falkowej wykorzystywane dalej 
w operacyjnej wersji proponowanego nieparametrycznego estymatora sygnału. Po drugie, 
transformata niezdziesiątkowana działa na szeregach dowolnej długości (niekoniecznie 
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Zauważmy ponadto, że z założenia o białoszumowści t  wynika, iż: 
   2112 ~2
1~ 
tjjt WEWE  . 
Jeśli teraz przyjmiemy, że wariancja falkowa szumu na pierwszym poziomie 
dekompozycji (tj. dla skali 11  ) dana jest następująco: 
    ]1,0[  pewnego dla   ~)(~)( 21122112  hWEhhWE YtYt   , 
to ostatecznie otrzymujemy: 
                                                 
4 Propozycję taką wysuwają Percival i Walden (2000), s. 407, w odniesieniu do współczynni-
ków konwencjonalnej transformaty falkowej. W niniejszej pracy koncentrujemy się na współ-
czynnikach transformaty niezdziesiątkowanej z kilku powodów. Po pierwsze, dają one dokład-
niejsze estymatory wariancji falkowej wykorzystywane dalej w operacyjnej wersji proponowane-
go nieparametrycznego estymatora sygnału. Po drugie, transformata niezdziesiątkowana działa na 
szeregach dowolnej długości (niekoniecznie długości będącej potęgą liczby 2). Ponadto można 
wykazać, że w przypadku stosowania przekształcenia odwrotnego podejście takie wiąże się z 
mniejszym błędem średniokwadratowym estymacji sygnału (patrz Bruzda, 2011) niż pokazuje to 
formuła (12), opisująca odpowiedni błąd wynikający z zastosowania transformaty zdziesiątkowa-
nej. dodatkowo, oceny sygnału uzyskane tą metodą nie zależą od momentu czasu, w którym 
rozpoczynamy wyznaczanie współczynników falkowych, co wiąże się z niezmienniczością trans-
formaty MODWT względem przesunięć kołowych. 
   (13)
i rozwiązujemy zadanie:
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Jeśli teraz przyjmiemy, że wariancja falkowa szumu na pierwszym poziomie 
dekompozycji (tj. dla skali 11  ) dana jest następująco: 
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to ostatecznie otrzymujemy: 
                                                 
4 Propozycję taką wysuwają Percival i Walden (2000), s. 407, w odniesieniu do współczynni-
ków konwencjonalnej transformaty falkowej. W niniejszej pracy koncentrujemy się na współ-
czynnikach transformaty niezdziesiątkowanej z kilku powodów. Po pierwsze, dają one dokład-
niejsze estymatory wariancji falkowej wykorzystywane dalej w operacyjnej wersji proponowane-
go nieparametrycznego estymatora sygnału. Po drugie, transformata niezdziesiątkowana działa na 
szeregach dowolnej długości (niekoniecznie długości będącej potęgą liczby 2). Ponadto można 
wykazać, że w przypadku stosowania przekształcenia odwrotnego podejście takie wiąże się z 
mniejszym błędem średniokwadratowym estymacji sygnału (patrz Bruzda, 2011) niż pokazuje to 
formuła (12), opisująca odpowiedni błąd wynikający z zastosowania transfor aty zdziesiątkowa-
nej. dodatkowo, oceny sygnału uzyskane tą metodą nie zależą od momentu czasu, w którym 
rozpoczynamy wyznaczanie współczynników falkowych, co wiąże się z niezmienniczością trans-
formaty MODWT względem przesunięć kołowych. 
,  (14)
otrzymując rozwiązanie postaci:
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4 Propozycję taką wysuwają Percival i Walden (2000), s. 407, w odniesieniu do współczynni-
ków konwencjonalnej transformaty falkowej. W niniejszej pracy koncentrujemy się na współ-
czynnikach transformaty niezdziesiątkowanej z kilku powodów. Po pierwsze, dają one dokład-
niejsze estymatory wariancji falkowej wykorzystywane dalej w operacyjnej wersji proponowane-
go nieparametrycznego estymatora sygnału. Po drugie, transformata niezdziesiątkowana działa na 
szeregach dowolnej długości (niekoniecznie długości będącej potęgą liczby 2). Ponadto można 
wykazać, że w przypadku stosowania przekształcenia odwrotnego podejście takie wiąże się z 
mniejszym błędem średniokwadratowym estymacji sygnału (patrz Bruzda, 2011) niż pokazuje to 
formuła (12), opisująca odpowiedni błąd wynikający z zastosowania transformaty zdziesiątkowa-
nej. dodatkowo, oceny sygnału uzyskane tą metodą nie zależą od momentu czasu, w którym 
rozpoczynamy wyznaczanie współczynników falkowych, co wiąże się z niezmienniczością trans-
formaty MODWT względem przesunięć kołowych. 
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następnie, korzystając z faktu, że 
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Zauważmy ponadto, że z założenia o białoszumowści t  wynika, iż: 
   2112 ~2
1~ 
tjjt WEWE  . 
Jeśli teraz przyjmiemy, że wariancja falkowa szumu na pierwszym poziomie 
dekompozycji (tj. dla skali 11  ) dana jest następująco: 
    ]1,0[  pewnego dla   ~)(~)( 21122112  hWEhhWE YtYt   , 
to ostatecznie otrzymujemy: 
                                              
4 Propozycję taką wysuwają Percival i Wald n (2000), s. 407, w odniesieniu do spółczynni-
ków konwencjonalnej transformaty falkowej. W niniejszej pracy koncentrujemy się na współ-
czynnikach transformaty niezdziesiątkowanej z kilku powodów. Po pierwsze, dają one dokład-
niejsze estymatory wariancji falkowej wykorzystywane dalej w operacyjnej ersji propo owane-
go nieparam trycznego estymatora sygnał . Po drugie, transformata niezdziesiątkowana działa na 
szeregach dowolnej długości (niekoniecznie dług ści będącej tęgą liczby 2). Ponadto można 
w kazać, że w przypadku stosowania przekształcenia odwrotnego podejście takie wiąże się z 
mniejszym błędem średniokwadratowym estymacji sygnału (patrz Bruzda, 2011) niż pokazuje to 
f rmuła (12), opisująca odpowiedni bł d wynikający  zastosowania transformaty zdziesiątkowa-
nej. dodatkowo, oceny sygnału uzyskane tą metodą nie zależą od mome tu czasu, w którym 
rozpoczynamy wyznaczanie współczynników falkowych, co wiąże się z niezmienniczością trans-
formaty MODWT względem przesunięć kołowych. 
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Zauważmy ponadto, że z założenia o białoszumowści t  wynika, iż: 
   2112 ~2
1~ 
tjjt WEWE  . 
Jeśli teraz przyjmiemy, że wariancja falkowa szumu na pierwszym poziomie 
dekompozycji (tj. dla skali 11  ) dana jest następująco: 
    ]1,0[  pewnego dla   ~)(~)( 21122112  hWEhhWE YtYt   , 
to ostatecznie otrzymujemy: 
                                                 
4 Propozycję taką wysuwają Percival i Walden (2000), s. 407, w odniesieniu do współczynni-
ków konwencjonalne  transformaty falkowej. W niniejszej pracy koncentrujemy się na współ-
czy nikach transformaty niezdziesiątkowanej z kilku powodów. Po pierwsze, dają one dokład-
niejsze esty atory wariancji falkowej wykorzysty ane dalej w operacyjnej wersji proponowane-
go nieparametrycznego estymatora sygnału. Po rugie, transformata niezdziesiątk a działa na 
szerega h dowolnej długości (niekoniecznie długości będącej potęgą liczby 2). Ponadto można 
wykazać, że w przypadku stosowania przekształcenia dwrotnego podejście takie wiąże się z 
mniejszym błę em średniokwad atowym estymacji sygnału (patrz Bruzda, 2011) niż pokazuje to 
formuła (12), opisująca odpowiedni błąd wynikający z zastosow nia transformaty zdziesiątkowa-
nej. dodatkow , oceny sygnału uzyskane tą me dą nie zależą d momentu czasu, w którym 
rozpoczynamy w z czanie współczynników falkowych, co wiąż  się z niezmienniczością trans-
for aty MODWT względem przesunięć kołowych. 
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Zauważmy ponadto, że z założenia o białoszumowści t  wynika, iż: 
   2112 ~2
1~ 
tjjt WEWE  . 
Jeśli teraz przyjmiemy, że wariancja falkowa szumu na pierwszym poziomie 
dekompozycji (tj. dla skali 11  ) dana jest następująco: 
    ]1,0[  pewnego dla   ~)(~)( 21122112  hWEhhWE YtYt   , 
to ostatecznie otrzymujemy: 
                                                 
4 P opozycję taką wysuwają Percival i Walden (2 0), s. 407,  odniesieniu do współczy ni-
ków konwencjonalnej transformaty falkowej. W niniejszej pracy koncentrujemy się na współ-
czy nikach transformaty niezd iesiątkowanej z kilku powodów. Po pierwsze, dają one dokład-
ni jsze est matory wariancji falkowej wykorzystywane dalej w operacyjn j ersji proponowane-
go nieparametrycznego estymatora sygnału. Po drugie, transformata niezdziesiątkowana działa na 
szeregach dowolnej długości (niekoniecznie długości będącej p tęgą liczby 2). P n dto można 
wykazać, że w przypadku stosowania przekształcenia wrotnego podejście takie wiąże się z 
mniejsz m błędem średniokwadratowym estymacji sygnału (patrz Bruzda, 20 1) niż pokazuje to 
formuła (12), opisująca odpowiedni błąd wynikający z zastosowania transformaty zdziesiątkowa-
nej. dodatkowo, oceny sygnału uzyskane tą metodą nie zależą od momentu czasu, w którym 
rozpoczynamy wyznaczanie współczy ników falkowych, co wiąże się z niezmie niczością trans-
formaty MODWT zględem przesunięć kołowych. 
, dostaje y:
Joanna Bruzda 8 





~~̂    (13) 





j WWE , (14) 













a  .  (15) 


































Zauważmy ponadto, że z założenia o białoszumowści t  wynika, iż: 
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Jeśli teraz przyjmiemy, że wariancja falkow szumu na pierwszym poziomie 
dekompozycji (tj. dla skali 11  ) dana jest następująco: 
    ]1,0[  pewnego dla   ~)(~)( 21122112  hWEhhWE YtYt   , 
to ostatecznie otrzymujemy: 
                                            
4 Propozycję taką wy uwają Percival i Walden (2000), . 407, w odnies niu do współczynni-
ków konwencj nalnej transformaty falkow j. W nin ejszej pracy koncentrujemy się na współ-
cz nnikach transformaty niezdziesiątkowanej  kilku powodów. Po ierwsz , dają one dokład-
niejsze estymatory wariancji f lkowej wykorzystywane d lej w operacyjnej wersji pro nowane-
g  nieparametryczneg  estymatora sygnału. Po drugie, tr nsform ta niezdziesiątkowana działa na 
szeregach d lnej długości (niekoniecznie długości będącej potęgą liczby 2). Ponadto można
wykazać, że w pr ypadku sto owania przekształcenia odwrotnego podejście takie wiąże się z 
mniejszym błędem średniokwadratowym estymacji sygnału (patrz Bruzda, 2011) niż pokazuje to 
formuła (12), opisująca odp iedni błąd wynikający z zastosowania transfor aty zdziesiątkowa-
nej. dodatkowo, oceny sygnału uzyskane tą metodą nie zależą od momentu czasu, w którym 
rozpoczynamy wyznaczanie współczynników falkowych, co wiąże się z niezmienniczością trans-
formaty MODWT względem przesunięć kołowych. 
Zauważmy ponadto, że z założenia o białoszumowści ηt wynika, iż:
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4 Propozycję taką wysuwają Percival i Walden (2000), s. 407, w odniesieniu do współczynni-
ków konwencjonalnej transformaty falkowej. W niniejszej pracy koncentrujemy się na współ-
czynnikach transformaty niezdziesiątkowanej z kilku powodów. Po pierwsze, dają one dokład-
niejsze estymatory ariancji falkowej wykorzystywane dalej w operacyjnej wersji proponowane-
go nieparametrycznego estymatora sygnału. Po drugie, transformata niezdziesiątkowana działa na 
szeregach dowolnej długości (niekoniecznie długości będącej potęgą liczby 2). Ponadto można 
wykazać, że w przypadku stosowania przekształcenia odwrotnego podejście takie wiąże się z 
mniejszym błędem średniokwadratowym estymacji sygnału (patrz Bruzda, 2011) niż pokazuje to 
formuła (12), opisująca odpowiedni błąd wynikający z zastosowania transfor aty zdziesiątkowa-
nej. dodatkowo, oceny sygnału uzyskane tą metodą nie zależą od momentu czasu, w którym 
rozpoczynamy wyznaczanie współczynników falkowych, co wiąże się z niezmienniczością trans-
formaty MODWT względem przesunięć kołowych. 
J śli t raz przyjmiemy, że wariancja falkowa szumu na pierwszym pozio-
mie dekompozycji (tj. dla skali λ1) dana jest następująco:
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au aż y ponadto, że z założenia o białoszu o ści t  ynika, iż: 
   2112 ~2
1~ 
tjjt  . 
Jeśli teraz przyj ie y, że ariancja falko  szu u na pier szy  pozio ie 
deko pozycji (tj. dla skali 11 ) dana jest następująco: 
    ]1,0[  pe nego dla   ~)(~)( 21122112  hhh YtYt   , 
to ostatecznie otrzy uje y: 
                                               
4 Propozycję taką w suwają Perciv  i alden (2000), s. 407, w odniesieniu do współczynni
ków konwe cjonalnej transfor aty falk wej.  nini jszej pracy koncen ruj y się na współ
czy nik ch transfor aty iez ziesiątkowanej z kilku pow dów. Po pierwsze, dają one dokł -
ni jsze est at ry wariancji falkowej wykorzystywane d lej w operacyj j wersji proponowane-
go niepara trycznego esty atora sygnału. Po drugie, tr nsfor ata niezd iesiątkowana działa na
szer gach dowolnej długości (niek niecznie długości będącej potęgą liczby 2). Ponadto ożna
wykazać, że w przyp dku stosowania przekszt łcenia odwr tnego podejście aki  wiąże ię z 
niejszy  błęde  średniokw dr towy  s y acji syg ału (patrz Bruzda, 2011) niż pokazuje to
f r uła (12), opisująca odpo iedni błąd wynikający z zast sowania transfor aty zd iesiątkowa
nej. dodatkowo, oceny sygnału uzyskane tą etodą nie zależą od o entu czasu, w który  
rozpoczyna y wyznaczanie współczynników falkowych, co wiąże się z niez ienniczością trans-
for aty OD T względe  przesunięć kołowych. 
to ostatecznie otrzymujemy:
dług ści będąc j p tęgą liczby 2). Pona t można wykazać, że w przypadku sto owania 
przeks tałce ia odwr tnego podejści  takie wiąże się z mniejszym błędem średni kwa-
dratowym e tymacji s gn łu (patrz Bruzd , 2011) niż pokazuje t  fo muła (12), pisująca 
odpowiedni błąd wynikający z zastosowania transformaty zdziesiątkowanej. odatkowo, 
oceny sygnału uzyskane tą metodą ni  zależą od momentu czasu, w którym rozp czyna y 
wyznac nie współcz nników falkowych, co wiąże się z niezmienn czością transformaty 
ModWT wzglę em przesunięć kołowych.
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,  (16) 
gdzie  22 ~)( YtjjY WE  jest wariancją falkową procesu tY  dla skali 
12  jj  (j = 1, 2, …, J). Skorzystanie ze wzoru (16) będzie w praktyce wy-
magać zastąpienia wariancji falkowych )(2 jY   ich ocenami uzyskanymi na 
podstawie współczynników MODWT5.  
 Proponowaną procedurę falkowej nieparametrycznej estymacji sygnału 
losowego należy uzupełnić dalszymi dwoma rozwiązaniami szczegółowymi. Po 
pierwsze, do tej pory nie dyskutowaliśmy jeszcze sposobu redukcji współczyn-
ników skalujących. W tym zakresie można zaproponować albo pozostawienie 
ich w niezmienionej postaci (por. Percival, Walden, 2000, s. 424), co ma uza-
sadnienie w przypadku procesów niestacjonarnych kowariancyjnie, albo prze-
skalowanie odchyleń tych współczynników od ich wartości średniej tm  w spo-
sób zgodny ze wzorem (17), tj. następująco: 






























 ,  (17) 
co może mieć praktyczne zastosowanie w przypadku procesów niestacjonar-
nych w średniej oraz procesów stacjonarnych. 
 Drugie uzupełnienie procedury estymacji dotyczy sposobu uzyskania koń-
cowej oceny sygnału. Z zasady ma tu zastosowanie odwrotne przekształcenie 
falkowe, co rodzi jednak potrzebę ustalenia przeskalowanych wartości współ-
czynników także poza próbą estymacyjną, gdyż filtry odwrotnego przekształce-
nia falkowego są symetrycznymi filtrami nieprzyczynowymi. W niniejszej pra-
cy proponuje się więc rozwiązanie dwojakiego rodzaju. Po pierwsze, przy przy-
jęciu niskich poziomów dekompozycji oraz filtrów falkowych i skalujących 
Haara zastosowanie ma prosta formuła postaci (patrz Bruzda, 2011): 
JJ WWVX
~̂...~̂~̂ˆ̂ 1  . (18) 
W szczególności, przy dekompozycji jednopoziomowej błąd estymacji sygnału 
związany z estymatorem (18) jest dany wzorem (12), a przy wyższych pozio-
mach jest od niego większy. Do oceny sygnału uzyskanej wzorem (18) stosuje 
się w etapie postestymacyjnym założone proste metody prognozowania (np. 
model błądzenia przypadkowego czy modele autoregresyjne). Niewątpliwą 
                                                 
5 Na temat własności DWT- i ModWT-estymatorów wariancji falkowej patrz np. Percival, 
Walden (2000), Rozdział VIII. 
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,  (16) 
gdzie  22 ~)( YtjjY WE  jest wariancją falkową procesu tY  dla skali 
12  jj  (j = 1, 2, …, J). Skorzystanie ze wzoru (16) będzie w praktyce wy-
magać zastąpienia wariancji falkowych )(2 jY   ich ocenami uzyskanymi na 
podstawie współczynników MODWT5.  
 Proponowaną procedurę falkowej nieparametrycznej estymacji sygnału 
losowego należy uzupełnić dalszymi dwoma rozwiązaniami szczegółowymi. Po 
pierwsze, do tej pory nie dyskutowaliśmy jeszcze sposobu redukcji współczyn-
ników skalujących. W tym zakresie można zaproponować albo pozostawienie 
ich w niezmienionej postaci (por. Percival, Walden, 2000, s. 424), co ma uza-
sadnienie w przypadku procesów niestacjonarnych kowariancyjnie, albo prze-
skalowanie odchyleń tych współczynników od ich wartości średniej tm  w spo-
sób zgodny ze wzorem (17), tj. następująco: 






























 ,  (17) 
co może mieć praktyczne zastosowanie w przypadku procesów niestacjonar-
nych w średniej oraz procesów stacjonarnych. 
 Drugie uzupełnienie procedury estymacji dotyczy sposobu uzyskania koń-
cowej oceny sygnału. Z zasady ma tu zastosowanie odwrotne przekształcenie 
falkowe, co rodzi jednak potrzebę ustalenia przeskalowanych wartości współ-
czynników także poza próbą estymacyjną, gdyż filtry odwrotnego przekształce-
nia falkowego są symetrycznymi filtrami nieprzyczynowymi. W niniejszej pra-
cy proponuje się więc rozwiązanie dwojakiego rodzaju. Po pierwsze, przy przy-
jęciu niskich poziomów dekompozycji oraz filtrów falkowych i skalujących 
Haara zastosowanie ma prosta formuła postaci (patrz Bruzda, 2011): 
JJ WWVX
~̂...~̂~̂ˆ̂ 1  . (18) 
W szczególności, przy dekompozycji jednopoziomowej błąd estymacji sygnału 
związany z estymatorem (18) jest dany wzorem (12), a przy wyższych pozio-
mach jest od niego większy. Do oceny sygnału uzyskanej wzorem (18) stosuje 
się w etapie postestymacyjnym założone proste metody prognozowania (np. 
model błądzenia przypadkowego czy modele autoregresyjne). Niewątpliwą 
                                                 
5 Na temat własności DWT- i ModWT-estymatorów wariancji falkowej patrz np. Percival, 
Walden (2000), Rozdział VIII. 
jest wari ncją falkową procesu Yt dla skali λj = 2 
j–1 
(j = 1, 2, …, J). Skorzystanie ze wzoru (16) będzie w praktyce wymagać za-
stąpienia wariancji falkowych )(2 jY λσ  ich ocenami uzyskanymi na podstawie 
współczynników ModWT4. 
Proponowaną procedurę falkowej nieparametrycznej estymacji sygnału 
losowego należy uzupełnić dalszymi dwoma rozwiązaniami szczegółowymi. 
Po pierwsze, do tej pory nie dyskuto aliśmy jeszcze sposobu redukcji współ-
czynników skalujących. W tym zakresie można zaproponować albo po osta-
wienie ich w niezmienionej po taci (por. Percival, Walden, 2000, . 424), co 
ma uzasadnienie w przypadku pro esów niestacjonarnych kowariancyjnie, 
albo przeskalowanie odchyleń tych spółczynnikó  od ich wartości śred-
niej mt w sposób zgodny ze wzorem (17), tj. następująco:


























,  (16) 
gdzie  22 ~)( YtjjY   jest ariancją falko ą procesu tY  dla skali 
12  jj  (j = 1, 2, , J). Skorzystanie ze zoru (16) będzie  praktyce y-
agać zastąpienia ariancji falko ych )(2 jY   ich ocena i uzyskany i na 
podsta ie spółczynnikó  T5.  
 Propono aną procedurę falko ej niepara etrycznej esty acji sygnału 
loso ego należy uzupełnić dalszy i d o a roz iązania i szczegóło y i. Po 
pier sze, do tej pory nie dyskuto aliś y jeszcze sposobu redukcji spółczyn-
nikó  skalujących.  ty  zakresie ożna zapropono ać albo pozosta ienie 
ich  niez ienionej postaci (por. Percival, alden, 2000, s. 424), co a uza-
sadnienie  przypadku procesó  niestacjonarnych ko ariancyjnie, albo prze-
skalo anie odchyleń tych spółczynnikó  od ich artości średniej t   spo-
sób zgodny ze zore  (17), tj. następująco: 






























 ,  (17) 
co oże ieć praktyczne zastoso anie  przypadku procesó  niestacjonar-
nych  średniej oraz procesó  stacjonarnych. 
 rugie uzupełnienie procedury esty acji dotyczy sposobu uzyskania koń-
co ej oceny sygnału. Z zasady a tu zastoso anie od rotne przekształcenie 
falko e, co rodzi jednak potrzebę ustalenia przeskalo anych artości spół-
czynnikó  także poza próbą esty acyjną, gdyż filtry od rotnego przekształce-
nia falko ego są sy etryczny i filtra i nieprzyczyno y i.  niniejszej pra-
cy proponuje się ięc roz iązanie d ojakiego rodzaju. Po pier sze, przy przy-
jęciu niskich pozio ó  deko pozycji oraz filtró  falko ych i skalujących 
aara zastoso anie a prosta for uła postaci (patrz Bruzda, 2011): 
JJ
~̂...~̂~̂ˆ 1  . (18) 
 szczególności, przy deko pozycji jednopozio o ej błąd esty acji sygnału 
z iązany z esty atore  (18) jest dany zore  (12), a przy yższych pozio-
ach jest od niego iększy. o oceny sygnału uzyskanej zore  (18) stosuje 
się  etapie postesty acyjny  założone proste etody prognozo ania (np. 
odel błądzenia przypadko ego czy odele autoregresyjne). ie ątpli ą 
                                                 
5 Na temat własności D T- i od T-estymatorów wariancji falkowej patrz np. Percival, 
alden (2000), Rozdział VIII. 
   (17)
co może mieć praktyczne zastosowanie w przypadku procesów niestacjonar-
nych w średniej oraz procesów stacjonarnych.
drugie uzupełnienie procedury estymacji dotyczy sposobu uzyskania koń-
cowej oceny sygnału. Z zasady ma tu zastosowanie odwrotne przekształcenie 
falkowe, co rodzi jednak potrzebę ustalenia przeskalowanych wartości współ-
czy ników także poza próbą estymacyjną, gdyż filtry odwrotnego przekształ-
cenia falkowego są symetr cznymi filtrami nieprzycz nowymi. W niniejszej 
pracy proponuje się ięc rozwiązanie dwojakiego rodzaju. Po pierwsze, przy 
p zyjęciu niskich poziomów dekompozycji ora filtrów falkowych i skalują-
cych Haara zastosowanie ma prosta formuła postaci (patrz Bruzda, 2011):
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gdzie  22 ~)( YtjjY WE  jest wariancją falkową procesu tY  dla skali 
12  jj  (j = 1, 2, …, J). Skorzystanie ze wzoru (16) będzie w praktyce wy-
magać zastąpienia wariancji falkowych )(2 jY   ich ocenami uzyskanymi na 
podsta i  współcz nników MODWT5.  
 Proponowaną proc durę falkowej nieparametrycznej e tymacji s gnału 
losowego należy uzupełnić alszy i dwoma ro wiązaniami szczegóło ymi. Po 
pierwsze, do tej pory n  dyskutowaliś y jeszcze sposobu redukcji współczyn-
ników skalujących. W tym zakresie możn  zaproponować albo pozostawienie 
ich w niezmienionej postaci (por. Perciv l, W lden, 2000, s. 424), co ma uza-
sadnienie w przypadku procesów niestacjonarnych kowariancyjnie, albo prze-
skalowanie odchyleń tych współczynników od ich wartości średniej tm  w spo-
sób zgodny ze wzorem (17), tj. następująco: 






























 ,  (17) 
co może mi ć praktyc ne zasto owanie w przypadku procesów niestacjonar-
nych w ś edniej oraz procesów stacjonarnych. 
 Drugie uzupeł ienie procedur  estymacji d tyczy sposobu uzyskania koń-
cowej ceny sygnału. Z zasady ma t  z stosowanie od rot e przekształcenie 
falkowe, co rodzi jednak otrzebę ustalenia przeskalowanych wartości współ-
czyn ików także p za próbą estymacyjną, gdyż filtry od rotnego przekształce-
nia falkowego ą symetrycznymi filtrami nieprzyczynowymi. W niniejszej a-
cy proponuje się więc rozwiązanie dwojakiego rodzaju. Po pierwsze, przy prz -
jęciu niskich poziomów dekompozycji oraz filtrów falkowych i skalujących 
Haara zastosowanie ma prosta formuła postaci (patrz Bruzda, 2011): 
JJ WWVX
~̂...~̂~̂ˆ̂ 1  . (18) 
W szc ególności, przy dekompozycji jednop ziomowej błąd estymacji sygnału 
związany z estymatorem (18) jest dany wzorem (12),  przy wyższych pozio-
mach jest od niego większy. Do oceny sygnału uzyskanej wzorem (18) stosuje 
się w etapie postestymacyjnym założone prost met dy prognozowania (np. 
model błądzenia przypadkowego czy modele autoregresyjne). Niewątpliwą 
                                          
5 Na temat własności DWT- i ModWT-estymatorów wariancji falkowej patrz np. Percival, 
Walden (2000), Rozdział VIII. 
  (18)
W szczególności przy dek mpozycji jednopoziomowej błąd estymacji sy-
gnału związany z estymatorem (18) jest dany wzorem (12), a przy wyższych 
 4 na temat własności dWT- i ModWT-estymatorów wariancji falko ej patrz np. 
Percival, Walden (2000), rozdział Viii.
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poziomach jest od niego większy. do oceny sygnału uzyskanej wzorem (18) 
stosuje się w etapie postestymacyjnym założone proste metody prognozowa-
nia (np. model błądzenia przypadkowego czy modele autoregresyjne). nie-
wątpliwą zaletą tego podejścia jest to, iż opiera się ono w całości na filtrach 
przyczynowych i, jako takie, nie wymaga prognozowania współczynników 
falkowych.
drugie rozwiązanie polega natomiast na przeniesieniu całego procesu pro-
gnozowania do dziedziny falkowej, co wiąże się z wyznaczeniem osobnych 
prognoz dla współczynników z różnych poziomów dekompozycji w horyzon-
cie obejmującym założony na początku horyzont predykcji i powiększonym 
o okres niezbędny dla przeprowadzenia transformaty odwrotnej. Podejście to 
nawiązuje więc do założenia, w myśl którego współczynniki falkowe i współ-
czynniki skalujące można prognozować z użyciem prostszych narzędzi niż 
procesy oryginalne. W praktyce – ze względu na problemy związane z ko-
niecznością ekstrapolacji próby już na etapie estymacyjnym – zastosowanie 
mogą mieć krótkie filtry daubechies. Warto natomiast podkreślić, że w zakre-
sie samej jedynie estymacji sygnału błąd średniokwadratowy jest tutaj niższy 
od wartości danej wzorem (12). 
4. oCena WŁaSnośCi PredYKTYWnYCH 
ProPonoWaneGo narZędZia
W celu praktycznej weryfikacji proponowanej metody prognozowania zasto-
sowano ją do wyznaczenia prognoz 17 szeregów gospodarczych z bazy M3-
-IJF-Competition. Były to szeregi o numerach: n2863–n2883, które wybrano 
ze względu na to, iż wydają się one mieć stałą wartość średnią, tj. nie zawie-
rają wyraźnej tendencji wzrostowej lub spadkowej. Metodę zaimplementowa-
no, przyjmując pierwszy sposób podejścia do współczynników skalujących5 
oraz ustalając arbitralnie stałą wygładzania na poziomie h = 0.5. rozważo-
no dwa najkrótsze filtry falkowe daubechies (falkę Haara i falkę d4), po 20 
prognoz w horyzoncie od jednego do pięciu okresów, wydłużając stopniowo 
próbę o jedną obserwację, szacując za każdym razem wariancje falkowe i wy-
znaczając nowe prognozy i błędy ex post. W charakterze prostych z założenia 
metod prognozowania współczynników transformaty ModWT oraz oszaco-
 5 W istocie, dalsze wyniki przeprowadzonego badania wskazują, że drugi sposób 
potraktowania tych współczynników, tj. przyjęcie formuły (17) z wartością m szacowaną 
na poziomie średniej arytmetycznej szeregu, dostarcza jeszcze bardziej przekonywających 
wyników na rzecz proponowanej tutaj metody.
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wanego sygnału przyjęto modele takie jak błądzenie przypadkowe oraz mo-
dele autoregresyjne dla poziomów i przyrostów z liczbą opóźnień ustaloną 
zgodnie ze wskazaniem kryterium aiC6. W przypadku falki Haara zastosowa-
no podejście bez inwersji (patrz wzór (18)) oraz z inwersją. Przyjęto do pięciu 
poziomów dekompozycji w metodzie bez inwersji, do czterech w metodzie 
z inwersją przy zastosowaniu falki Haara i do dwóch – w metodzie z inwersją 
przy zastosowaniu falki d4. należy dodać, że prognozowane szeregi czasowe 
mają długości w przedziale: 76–79, tak więc długość pierwszej próby będącej 
podstawą estymacji sygnału była liczbą z przedziału 52–55. dla porównania 
zastosowano także klasyczne podejście w postaci modelu błądzenia przypad-
kowego, modelu wyrównywania wykładniczego Browna z optymalizowaną 
stałą wygładzania i wartością początkową identyczną z pierwszą obserwacją 
oraz modeli autoregresji dla poziomów i przyrostów dla oryginalnych (nie-
przekształconych) danych. W Tabeli 1 prezentuje się średniokwadratowe błę-
dy dla prognoz jednokrokowych, które to prognozy są najczęściej wykorzy-
stywane w logistyce, np. w kontekście optymalizacji rozmieszczenia towarów 
w magazynie. należy dodać, że przewaga proponowanego podejścia nad me-
todami klasycznymi była bardziej widoczna dla dłuższych horyzontów. dwa 
najlepsze rezultaty dla każdego szeregu wyróżniono tłustym drukiem.
Wyniki badania można podsumować następująco. Klasyczne metody 
prognozowania pozwoliły osiągnąć najmniejszy średniokwadratowy błąd 
prognozy tylko w czterech przypadkach spośród 17 przebadanych. najlepsze 
wyniki osiągnięto, stosując falkową wersję wyrównywania wykładniczego re-
alizowaną za pomocą metody bez inwersji, która w wielu sytuacjach pozwo-
liła znacznie zredukować błąd prognoz. Tylko w jednym przypadku klasycz-
ne wyrównywanie wykładnicze dostarczyło prognoz o mniejszym średnim 
błędzie. Metody z inwersją uplasowały się na drugiej pozycji, przy czym nie 
daje się zaobserwować wyraźnej przewagi falki Haara lub falki d4. Ponadto 
można zauważyć, że dobre prognozy uzyskane za pomocą falki d4 wydają się 
korespondować z odpowiednimi prognozami uzyskanymi metodą z inwersją 
za pomocą falki Haara, ale dla wyższych poziomów dekompozycji. 
Zaprezentowany przykład wskazuje, że podejście do prognozowania suge-
rowane w niniejszej pracy jest obiecujące i może stanowić alternatywę wzglę-
dem klasycznych metod wygładzania szeregów. do zastosowań praktycznych 
należy zarekomendować metodę bez inwersji wymagającą użycia falki Haara. 
Kolejne badania empiryczne na tym samym i rozszerzonym zestawie danych, 
 6 Wskazania uzyskane kryterium Schwartza nie różniły się od tych uzyskanych kry-
terium akaike’a. Maksymalna liczba opóźnień wynosiła 8.
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nieprzytaczane w tym artykule, wskazują także, że dalszą poprawę przynosi 
wygładzenie współczynników skalujących oraz, co jest oczywiste, optyma-
lizacja stałej h i poziomu dekompozycji, wymagająca podziału próby esty-
macyjnej na dwie części. W dalszych badaniach zwraca uwagę także fakt, że 
przyjęcie stałej wygładzania h na poziomie 1, co w przybliżeniu odpowiada 
metodzie falkowej eliminacji progowej, dostarcza wyraźnie gorszych wyni-
ków niż te przytaczane w pracy, prowadząc w mniejszej liczbie przypadków 
do dominacji nad metodami klasycznymi.
PodSuMoWanie
Metoda prognozowania zaproponowana w niniejszym artykule zakłada, że 
obserwowane szeregi gospodarcze są realizacjami procesów będących sumą 
losowego (stacjonarnego lub niestacjonarnego) sygnału i szumu będącego 
procesem czysto losowym. Ważnym etapem procedury prognostycznej jest tu 
nieparametryczna estymacja sygnału z użyciem metod falkowych. do wygła-
dzonych szeregów stosuje się proste narzędzia prognostyczne, takie jak meto-
da naiwna czy modele autoregresyjne. Podstawową zaletą takiego podejścia 
jest redukcja złożoności obliczeniowej wynikająca z obejścia konieczności 
estymacji parametrów modeli strukturalnych szeregów czasowych z użyciem 
takich metod, jak filtracja Kalmanowska. Jednym z możliwych obszarów za-
stosowań tej metody są prognozy procesów nieliniowych generowanych we-
dług prostych modeli typu STar czy SeTar, zanieczyszczonych dodatkowo 
szumem białym, jednakże interesujące wyniki otrzymuje się także w przypad-
ku prognozowania procesów liniowych. 
Zaprezentowana w artykule analiza empiryczna dostarczyła obiecujących 
wyników pozwalających na zarekomendowanie do zastosowań praktycznych 
wariantu metody opartej na falce Haara, który nie wymaga prognozowania 
współczynników transformaty falkowej. dalszą poprawę metody można uzy-
skać, optymalizując stałą wygładzania h i liczbę poziomów dekompozycji 
falkowej oraz – w przypadku procesów stacjonarnych bądź trendo-stacjonar-
nych – stosując, obok przeskalowywania współczynników falkowych, także 
redukcję współczynników skalujących. Wydaje się, że proponowana metoda 
w praktyce może dominować nad innymi mechanicznymi podejściami do pro-
gnozowania w rodzaju wyrównywania wykładniczego i średnich ruchomych 
z arbitralnie przyjmowanym systemem wag. Ze względu na fakt, że uniwer-
salność tego podejścia nie jest okupiona dużą złożonością obliczeniową, me-
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ForeCaSTinG Via WaVeLeT SMooTHinG
a b s t r a c t. in the paper we discuss existing techniques for univariate time series 
forecasting based on the wavelet transform and introduce also a new method of fore-
casting with wavelets. The new approach is based on a nonparametric estimation of 
a stochastic signal via a wavelet smoothing. The method can be thought of as a wa-
velet variant of the exponential smoothing, which is, however, much more universal, 
being at the same time relatively computationally efficient. our empirical verification 
based on 17 time series from the M3-JIF-Competition database provides very promi-
sing results, confirming the practical relevance of the suggested approach.
K e y w o r d s: wavelet forecasting, nonparametric signal estimation, wavelet 
smoothing.
