Abstract-This paper presents a statistical method for the estimation of thickness variations present across a wafer lot in LPCVD and reactively grown films. The method uses experimental thickness data to construct a unified Karhunen-Loève expansion based model that captures both deterministic and random thickness variations. The model uses a set of quadratic interpolation functions fitted to mean spatial data to approximate the deterministic non-uniformity and a few normalized random variables to represent run-to-run fluctuations. This model therefore retains the spatial correlations present between different deposition and growth steps in a process necessary for the estimation of parametric yield and permits the calculation of distribution functions over different lot populations (wafer, die, point, etc.). Models for spatial correlations in LPCVD oxide, nitride, polycrystalline silicon, and thermal oxide growth were constructed from a data set of 35,000 thickness measurements recorded from a total of 40, 25-wafer runs. In each case, the model gives good predictions ( 90-95% confidence ) with just one or two random variables.
I. INTRODUCTION
Ç VER the last three decades much work has been devoted to the development of yield models and design centering techniques for semiconductor thin film manufacturing processes [1] . Thin film devices are subject to two yield loss mechanisms. Point defects are associated with discrete gross imperfections in the wafer and determine the catastrophic yield loss while smooth uniformity variations determine the "out-of-spec" or parametric yield loss [2] . Point defects originate mostly from random sources such as scratches and dust particles, and their yield reducing effect is largely understood. Uniformity variations originate from both random sources and deterministic imperfections of the processing equipment; therefore their treatment is more involved.
While many models, techniques, and tools [3, 4] have been developed for parametric yield estimation, most of these models are largely based on untested assumptions in the parameter distributions [5] . For example, the most widely known statistical process simulator, FABRICS [3] , uses Monte Carlo (MC) methods coupled with random disturbance generators to model the lot, wafer, and die level fluctuations. These disturbance models are based on assumptions of uniform average variances for the entire lot [6] and experimentally "tuned" inter-level average autocovariances. One of the main difficulties with this approach is that the spatial information is lost by the averaging process which may easily lead to incorrect yield estimates.
For example, consider the wafer shown in Fig. 1 (a) where process regions A and B have different device features that fall within each yield acceptability region. If the two regions are not overlapping, the actual parametric yield is zero, but the average parametric yield is not. Fig. 1 lapping process acceptability regions result in a parametric yield greater than zero. Therefore only through careful construction of process models retaining spatial correlations between process steps is accurate yield prediction possible.
This paper presents a simple unified statistical model that accounts for the impact of deterministic and random spatial thickness variations on the parametric yield. The model uses a set of quadratic interpolation functions to represent loading effects which are affected by a small number of random variables (r.v.). The justification for this form is based on the fact that the film deposition or growth process is controlled by a small number of variables which are subject to random errors, each of them affecting the entire lot in a particular fashion. Furthermore, since the space of wafer coordinates is continuous, the thickness is modeled as a continuous random process. This random process is subsequently approximated with a truncated KarhunenLoève (K-L) expansion [7] which provides the correct form for the model in a compact manner.
The paper starts with a description of the statistical model in Section II. Sections III and IV describe the experimental runs and the connection with the model. Section V discusses the experimental extraction of the random variable distribution. Section VI presents the model parameters for LPCVD nitride and polysilicon and compares the model predictions with the experimental data. Section VII shows a method for the calculation of the spatially correlated thickness probability density functions (SC PDFs) over different lot populations.
II. BASIC STATISTICAL MODEL
The starting point is a model that is consistent with the physical process responsible for the film deposition or growth. LPCVD and thermally grown films are deposited or grown inside a reactor system schematically abstracted in Fig. 2 
In stating this form, we implicitly make the assumption that there are no missing control variables in Ù. This is in general true for LPCVD and reactive growth processes but not for other processing steps such as plasma etching. To this effect, if Eq. (1) is valid any observable randomness must originate from uncertainties in Ù or any inherent random process embedded within the underlying PDE such as for example, the presence of turbulence. The latter in most cases is negligible, and since the number of settings is small, the randomness in the rate should be adequately modeled with a small number of random variables. In most practical cases, the vector Ù is characteristic for a specific recipe and by default fixed. Therefore, without loss of generality, the random rate can be written as Ê´ Üµ Ê´ Ü µ (2) where is a vector of uncorrelated random variables representing uncertainties in Ù. These uncertainties originate from many sources such as thermocouple and gas flow controller drifts, replacement of non-identical reactor parts, and pump degradation. Equation (2) represents a random process with characteristic autocovariance kernel ´Ü Ü µ ´Ê´ Ü µ Ê´ Ü µµ´Ê´ Ü µ Ê´ Ü µµ (3) where ¡ indicates the expectation over the random field, and Ê´ Üµ Ê´ Üµ is the mean or deterministic rate. The r.v.
have probability density functions (PDFs) which may or not be Gaussians.
The observable response Ê´ Ü µ is the result of the setting PDFs filtered through the reactor transfer function. The calculation of this type of random response has been studied extensively [7] [8] [9] , and formal methods of analysis are available. These methods are not directly applicable to our problem because of the lack of statistical knowledge of Ù since for each run only the film thickness is recorded. Nevertheless these methods are quite powerful and provide a suitable functional form for Ê´ Ü µ. A particularly amenable form is provided by the K-L expansion [7] which states that any random process may be expanded as series of products of deterministic functions and random variables. Therefore the random rate can be written as
where ´ µ is a set of zero-mean uncorrelated unity variance r.v. with arbitrary distribution function, Ò is a constant, and Ò´ Üµ is an orthonormal set of deterministic functions. Since for practical purposes only a finite number of r.v. are required, due to the finite number of control variables, and is unknown, we use the truncated K-L expansion form
where Ò are uncorrelated r.v. with PDFs determined from experimental data. The number of terms Ñ determines the accuracy of the expansion. Since Ò and Ò are normalized, the model error due to the truncation of the K-L expansion is
It can be shown that the autocovariance eigenvalues are positive; hence, if they are labeled in order of decreasing magnitude
the truncation error is minimized. The eigenvalue ratio ·½ is a good indicator of the correlation between different points in the lot. If the ratio is low, the rate is mostly determined by first few dominant terms. The procedure for finding Ò and Ò for the continuous case requires the solution of an integral equation, but Ò can be easily approximated if the lot domain is discretized as will be shown in the next section.
The rate model of Eq. (5) 
This relationship between ½´ Üµ and Ê´ Üµ has been experimentally observed for the films used in this study as will be shown later. Therefore Eq. (5) can be rewritten as
where ½ is an empirical weighting constant. The reduced model of Eq. (9) states that the randomness of the settings can be lumped into a single random parameter that mostly affects the average rate. If these reduction conditions are met then the rate model can be obtained without the need of any spectral decomposition because ½ can be determined from the variance of the mean rate. The validity of this hypothesis is discussed in Section III. Rate data can be extracted from thickness measurements since for a given run time, , the film thickness Ø is
The integration is just Ế Ü µ if the process is linear such as LPCVD deposition. The reason for conversion to deposition rate is based on our target application of parametric yield estimation in automated process compilation [10, 11] which uses process rates to determine optimal processing times.
In the sections that follow, we describe the methodology for creating the model presented in Eq. (5) and the procedure to determine if the reduced model in Eq. (9) is valid. Then we show that the linear model in Eq. (9) with one or two r.v. is sufficient to simulate the statistical behavior of the thin films studied in this paper. The procedure for finding ½ and its connection to the autocovariance eigenvalues is described in Section IV.
III. RANDOM FIELD DISCRETIZATION AND EXPERIMENTAL RUNS
As stated in the previous section, the usefulness of the K-L expansion relies on the ability to solve the integral equation
where represents the domain spanned by Ü and Ü , in order to find the normalized eigenvalues and eigenfunctions. However, if the domain is discretized, in this case [7] the autocovariance kernel ´Ü Ü µ becomes a matrix, and Ò and Ò correspond to the eigenvalues and eigenvectors of the sample autocovariance matrix, respectively. The calculation for the PDF of ´ µ involves a power series expansion in . The normalized eigenvalues and eigenvectors can be calculated directly from sample autocovariance matrix S , which we call the autocovariance matrix for the rest of the paper. The procedure for discretizing the total wafer area in each lot is as follows. For each different thin film process, on each of the AE ¾ wafers in a lot, Ã ¿ measurements are recorded on 100mm silicon wafers at the locations shown in Fig. 3 .
The ¿ measurement locations at the wafer level consisted of ¾ locations forming a grid across the wafer and the remaining locations constitute a six term, circular, I-optimal design of experiments (I-OPT [12] ) at measurement locations ½, , ½ , ½ , ¾ , and ¿ which are used to extract fitting coefficients for a six term response surface model representing the mean rate fluctuation. All measurements were recorded inside a circular pattern of radius 4.08cm which is 1.0cm away from the edge of the wafer to eliminate inaccurate measurements on regions with scratches originated by wafer handling.
Based on an analysis using a 95% confidence interval criterion and assuming a Gaussian distribution we chose the number of furnace runs to be Å ½¼. containing the information necessary to extract the random factors in the model. Table I shows the recipe parameters for the four different films grown on the furnaces (Thermco T-MX 9000). Thickness measurements were performed using an Leitz MPV Spectrophotometer with a computer controlled x-y stage for the silicon dioxide and nitride films and a Dektak 8000 profilometer on patterned polysilicon films deposited on oxidized wafers. The polysilicon patterns were etched in a ¼ÑÐ À AE Ç ¿ ¼¼ÑÐ À ¾ Ç ¼ÑÐ AE À solution for 4 minutes.
IV. PRINCIPAL COMPONENT ANALYSIS (PCA) OF DISCRETIZED DATA AND MODEL EXTRACTION
The main idea in PCA exploits the spectral eigenvalue decomposition of the autocovariance matrix S into a series of its eigenvalues and normalized eigenvectors S Ã AE ½ Ì (13) and which can be approximated with just a few dominant terms contributing the largest variance. Since the normalized eigen- -60  350m  920  40  TMX9000  NITRIDE  --160  40  200m  820  60  TMX9000  POLY  80  ---180m  625  60  TMX9000 WET THERM. OXIDE  ----760  1100  80 vectors are orthogonal, the expansion terms kept are the "principal components" making up most of S . From Eq. (13), the relative importance of each term depends on the magnitude of the eigenvalues . The total variance of the points × ¾ Ñ in the subspace defined by the first Ñ principle components is given by the sum of the variances of the points when projected onto each component axis [13] . Therefore,
The total variance of the original space × ¾ Ã AE is just the sum of the variances of the original variates Ë , which is the trace of the autocovariance matrix ØÖ ´S¯µ
The number of eigenvalues retained to represent the original space may cover only a portion of the total variance and is quantified with È Ñ , an adequacy or goodness of fit measure in percentage of variance retained as
PCA was performed on each of the four film autocovariance matrices and it was found that the autocovariance matrix for the LPCVD films can be approximated with just a single random variate (i.e. m=1) while capturing at least ± of the cumulative variance of the system; however, two components are needed (i.e. m=2) for the thermal oxide reactive growth. Figure 4 shows that the largest eigenvalue, ½ , accounts for ±, ±, and at least ± of the cumulative variance for LPCVD oxide, nitride, and polysilicon, respectively. The thermal oxide system requires the retention of two variates to capture at least ± of its cumulative variance. From the inset in Fig. 4 , it is clear that the first and largest eigenvalue of the LPCVD process captures the majority of the variance by the small magnitude of the ¾ ½ and ¿ ¾ ratios. Since we are interested in the first Ñ eigenvalue/eigenvector pairs, the autocovariance matrix is approximated
where Ñ Ã AEand © is a diagonal error matrix © Ë Ì . Equation (16) can now be linked to our model using the approximate orthogonal factor data model [14] Ê Ê · L ¡ · ¯, where in this case the error vector is ignored, justified by the structure of the truncated K-L expansion where the majority of the variance is retained in the largest Ñ eigenvalue/eigenvector pairs [15] . Therefore, the discretized rate model is
where L is a matrix of size ¢ Ñ of loading vectors, and is a vector of Ñ uncorrelated unity variance random variates. The autocovariance matrix for the orthogonal factor model is simply
where © is assumed negligible. Therefore by inspection of Eq.
Equation (17) is the discretized vector form of Eq. (5) evaluated at a few discrete Ü . If a single variate is sufficient to approximate the randomness (i.e. Ñ ½ ), as is the case for the LPCVD films studied in this paper, the empirical weight coefficient ½ in Eq. (9) 
The empirical weight factor ½ is selected to minimize the error length ³ ¾ . Setting
one easily obtains
where the brackets ¡ indicate the dot product. Alternatively, the eigenvectors and eigenvalues could be determined numerically.
Rather than using a vector of rates at a finite number of points, the model of Eq. 
where Ü Ì Û Ü Û Ý Û is the vector of discrete coordinates at wafer Û, and
The constants , , , , , and for each wafer are rotated polynomial fitting coefficients. These coefficients are determined using a conventional least squares singular value decomposition. Once the coefficients are determined, Eq. (24) is used to interpolate the rate at all points within a wafer; therefore each lot is completely characterized by a vector of 150 deterministic fitting coefficients. For each wafer one or two coefficients Û are used to model the random fluctuations as in Eq. (9) .
The variance of the rate (or thickness) at a specific position in each wafer is hence 
Obviously from Eq. (27) the variance of the system can be calculated directly from the raw data. In other words, the fitting constant can be calculated without the need for spectral decomposition of the autocovariance matrix. From Eq. (27), the fitting constant ½ can be calculated using a similar technique used earlier
where ¾ Ê is a vector of variances associated with each measurement location in the lot (i.e. 875 locations), and Ê ¾ represents a vector where all elements of Ê are squared. The procedures described above apply to any r.v. with arbitrary distribution function. In order to model the distribution of adequately it is necessary to look at experimental data recorded over many runs.
V. DISTRIBUTION OF RUN-TO-RUN RATES
A proper examination of the PDF for the random variates representing run to run fluctuations requires first and foremost an extensive collection of measured data. In this study we have used deposition rates recorded at two different university labs. Histograms and Normal-scores plots were created to visually evaluate the distribution of deposition rates. Each histogram was created using 20 bins over the spread of the deposition rate data. The normal-scores plots are visual tools for analyzing departures from the Gaussian distribution. The procedure for calculating the normal-scores plot is outlined in [16] .
A. Analysis of Michigan Rate Data
In this study we have used single-point deposition rates recorded at the University of Michigan Solid State Electronics Laboratory over a three-year period spanning 1995-1997. Deposition rate data for two different recipes were analyzed, 186 rate observations for a high temperature oxide recipe and 121 rate observations for a nitride recipe. The distribution of the random deposition rate when modeled as a Gaussian distribution matches the observed random variation reasonably well for the LPCVD furnaces. Figure 5 (a) depicts the histogram of the rate data calculated for the LPCVD oxide recipe, and Fig. 5(b) shows the normal-scores plot. The histogram of the LPCVD nitride deposition rate data is shown in Fig. 5(c) , and the normalscores plot are shown in Fig. 5(d) . The nitride data deviates from a Gaussian distribution substantially at lower deposition rates.
B. Analysis of Berkeley Rate Data
In addition to the Michigan data, we have used single and multi-point measurements recorded at the University of California Berkeley Microfabrication Facility spanning a period of 11 years (1985 to 1996) for three different LPCVD films. The Berkeley set consists of phosphosilicate glass (PSG) (339 pt.), stoichiometric nitride (Ë ¿ AE ) (395 pt.), and doped polysilicon (250 pt.) deposition rates on Tylan furnaces as shown in Fig.  6 . For this data, the log-normal distribution model fits the data better than a normal distribution. We suspect that this may be attributed to the longer recording period over which the rate may have suffered a few discrete systematic shifts resulting in a broader peak. Despite their differences, all plots display bell- shaped type distributions. Therefore, these are approximated by Gaussians for the remainder of the paper.
VI. STATISTICAL MODELS FOR THIN FILM PROCESSES
In order to justify the hypothesis of Eq. (8), the first eigenvector of the experimental autocovariance matrix ½ was compared to the mean rate. A suitable comparison is established by the
As shown in the first column of Table II , the angle in all cases was less than 6 AE ; therefore for all practical purposes Eq. (8) is valid. The average weight coefficient ½ calculated using both methods presented in the previous section are shown in Table  II . The third column represents the weighting coefficient for the LPCVD films used in this study calculated using Eq. (23). The last column represents the weighting coefficient calculated using Eq. (28). Calculation of the weighting coefficient using Eq. (28) produces very accurate results while avoiding the calculation of the eigenvalues and eigenvectors of the autocovariance matrix. The reduction procedure was not valid for the thermal oxide film because m=2 and the mean rate could not be modeled with the first eigenvector. The above procedure was applied to the experimental data recorded in Section III. Tables III and IV in the Appendix show the 150 fitting coefficients for lots of LPCVD nitride and polysilicon supplementary to those presented in [17] . The coordinate units of the interpolation function are in cm and the thickness is in nm. The uppercase table coefficients must be rotated for removal of the mixed ÜÝ term as outlined in [18] before they can 
VII. PROBABILITY DENSITY FUNCTIONS
The statistical model of Eq. (9) permits the calculation of thickness PDFs on different populations of the lot. For a given wafer, the thickness depends on its corresponding quadratic interpolation function and the random variates , and since every wafer is identical in size the lot PDF in this case is equal to the average of the wafer PDFs. Of particular interest is the overall thickness PDF for the lot since it yields the thickness PDF limit for small die size. This PDF is obtained in two steps. First the mean thickness (or rate) density ´Êµ (where Ê, in this section represents, the continuous deposition rate) originating from the mean Ê´ Üµ is found. This deterministic density can be interpret-ed as a PDF if all the resulting dies are placed in a randomized storage compartment. Next ´Êµ is combined with the PDFs of the r.v. , Ö´Ê µ , in accordance with Eq. (9) to yield the overall PDF Ì´Ê µ for each wafer and the lot over many runs.
A. Deterministic Density
The calculation of ´Êµ for a particular wafer Û´Ê µ uses the diagrams shown in Figs. 8(a) and 8(b) . Figure 8 (a) represents a contour map of the rate across the surface of the wafer. From Fig. 8(a) , the differential area, Ö´Ê µ, of the contour map is equal to the probability differential of the hatched slot shown in Fig. 8(b) . From Fig. 8(b) , the differential area, dr(R, θ ) r w A w Y w r dA X w 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 Û´Ê µ Ê, is defined as the probability that rate Ê is contained within the differential rate interval Ê, namely
This probability is equal to the normalized wafer area enclosed by the two contours. in Fig. 8(a) ; hence
where Û is the area of the wafer. Because the non-uniformity in each wafer is modeled with a quadratic function, the rate contours are represented as conic sections, and the rate density can be calculated analytically. First a new set of coordinates is defined as shown in Fig. 9 . The wafer centroid is displaced from the Ü Ý axes by ¾ in the Ü direction and ¾ in the Ý direction. If the contours are elliptical, the second order polynomial equation can be rearranged in the standard ellipse form
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where Ö Û is radius of the wafer. Equations (32) and (40) have four solutions, and the angles
Only real solutions provide meaningful integration limits. Combining Eqs. (32) and (40) yields the fourth order polynomial
where
Therefore, solving for the roots gives
Similar expressions exist for ¿ ´Êµ. The analysis for the hyperbolic case is analogous. The deterministic density depends on the sudden appearance or elimination of contour intersections causing discontinuities on its slope. This is illustrated in the examples of Fig. 10 . In of densities in a very rapid manner; hence the model is suitable for TCAD applications that require density information [11, 10] .
B. Random Density
The randomness in the distributions is contributed by the r.v. . In the case of a single approximating variate, ½ , the two PDFs, ´Êµ and Ö´Ê µ can be combined in accordance with the model of Eq. (9) using the non-linear convolution [19] 
This convolution blurs the deterministic density (which contains abrupt peaks) with a smooth Gaussian. The shape of the final distribution hence depends strongly on the ratio of the r.v. to the deterministic variance. Figure 12 shows thickness PDFs for the LPCVD processes calculated using Eq. (45) and compared to the PDFs obtained directly from the experimental data set using a MC method. Therefore the model retains the effects of arbitrarily broad mean rate (thickness) non-uniformities with high fidelity if ½ is small, and gradually converges to the r.v. PDF as the randomness is increased due to the increase in the fitting factor ½ , as shown in Fig. 13 , where ½ is increased from ¼ ¼ to ¼ ¼ for the LPCVD oxide lot density.
The distributions generated by the model are in good agreement with the data. Note that the density determined from the mean wafer fit, ´Êµ in all cases is very jagged, but the total density Ì´Ê µ is smooth because of the blurring effect of the convolution. The LPCVD oxide lots show a larger weight coefficient than the nitride and the polysilicon resulting in a broader, Gaussian-like profile. The same procedure was applied to the thermal oxide data with similar results.
VIII. SUMMARY
This paper describes the methodology for constructing a statistical deposition rate model retaining spatial non-uniformities (spatial correlations in the growth process) present in the wafer lot. This method does not assume a priori the distribution or the covariance structure of the random variables and therefore is an important tool to accurately characterize the spatial correlations of the process. The deposition rate is treated as a random process which can be modeled using a truncated Karhunen-Loève (K-L) expansion. Through the discretization of the random field, a discretized rate was created from the truncated K-L expansion using the orthogonal factor model and principle component analysis (PCA) for analyzing the variance of the system. Under certain simplifying conditions, a linear rate model can be derived from the truncated K-L expansion which does not require spectral decomposition of the autocovariance matrix which can be very time consuming. It was found that the truncated K-L expansion can be reduced to the linear rate model using only one random variable for the LPCVD data collected at the Solid State Electronics Laboratory at the University of Michigan. However, data collected for wet thermal oxide required two random variables and therfore could not be represented by the reduced linear model. The last section of the paper presents a methodology to calculate the probability density functions at all levels (die, wafer, and lot). Comparisons of model predictions with experimental data are in good agreement.
IX. APPENDIX 
