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Abstract. In this work we extend the perturbation theory for modified gravity (MG) in two
main aspects. First, the construction of matter overdensities from Lagrangian displacement
fields is shown to hold in a general framework, allowing us to find Standard Perturbation
Theory (SPT) kernels from known Lagrangian Perturbation Theory (LPT) kernels. We then
develop a theory of biased tracers for generalized cosmologies, extending already existing
formalisms for ΛCDM. We present the correlation function in Convolution-LPT and the
power spectrum in SPT for ΛCDM, f(R) Hu-Sawicky, and DGP braneworld models. Our
formalism can be applied to many generalized cosmologies and to facilitate it, we are making
public a code to compute these statistics. We further study the relaxation of bias with the
use of a simple model and of excursion set theory, showing that in general the bias parameters
have smaller values in MG than in General Relativity.
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1 Introduction
With the advent of large scale structure surveys such as Euclid1 [1], DESI2 [2], and LSST3
[3] we will determine the Baryon Acoustic Oscillations (BAO) and Reshift Space Distortions
(RSD) in much more precise way than in previous surveys, and we will be in position to test
gravity at unprecedented cosmological scales. These upcoming experiments will cover wider
an deeper regions of space, probing more modes that behave linearly and quasi-linearly than
in previous surveys. Henceforth, the methods of Perturbation Theory (PT) for dark matter
clustering will be very valuable for the understanding of the outcomes of such experiments. As
a matter of fact, with the exception of weak lensing observations that directly probes the dark
matter distribution, the objects of observations will be biased tracers of the underlying matter
content. Hence, a PT that incorporates biased tracers is needed. The main difficulty of such a
theory relies on that the formation and evolution of tracers are highly nonlinear processes that
1www.euclid-ec.org
2www.desi.lbl.gov
3www.lsst.org
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cannot be captured by PT itself. Hence, their effects are commonly accommodated within an
effective field theory that integrates out small scales, by smoothing the relevant dynamical
fields. As a result, a set of bias parameters that encode the ignorance of our theory are
incorporated, and should be estimated from observations or simulations; or otherwise, they
may be obtained from a bias model, as in the peak-background split procedure [4–6] applied
to a universal mass function [6, 7]. An inconvenience of this effective description is that
the smoothing scale is arbitrary and the final results depend on it, thus a renormalization
procedure for the biases should be accounted for [8–12]. The modeling of bias in ΛCDM
has been studied for decades [4–6, 9, 13–17] and by now is in a mature state [18]. For
generalized cosmologies the situation is rather different, and comparatively little work on
the subject has been developed so far [19–22]. By generalized cosmologies we mean models
that contain dark matter and the standard matter particles, but the acceleration of the
Universe is driven by other unknown fields, rather than a cosmological constant. One may
think of the case of dark energy, but this is almost trivial for PT since their effects are
mainly a consequence of the overall Hubble flow, and its impact on the nonlinear regime
is small because its perturbations grow almost negligible and are stress-free. The case of
Modified Gravity (MG) is in this sense more interesting since one can easily have a theory
observationally indistinguishable from ΛCDM at the background level, but predicting very
different clustering of matter [23, 24]. Therefore, in this work we concentrate on MG theories;
for recent reviews on infrared modifications to General Relativity (GR) see [25–27].
Lagrangian Perturbation Theory (LPT) [28–36] is highly successful in modeling the
matter correlation function and the phases of the BAO, but it poorly models the broadband
of the nonlinear power spectrum. On the other hand, (Eulerian) Standard Perturbation
Theory (SPT) performs better in the broadband power spectrum, but formally it cannot be
Fourier transformed to obtain the correlation function [37]: if one insists and performs a
cutoff to the power spectrum at some arbitrary, small scale, and Fourier transforms it, the
correlation function will show a double peak structure around the BAO scale [38], reflecting
the artificial phase shift induced by the mode coupling in the Eulerian formalism. In that
sense, LPT and SPT approaches are complementary [39]. The advantage of starting with
displacement fields is that matter 2-point functions can be obtained from 2- and 3-point
cumulants of the Lagrangian displacements, for both SPT and LPT statistics: for ΛCDM
model, the LPT power spectrum was shown to be a resummation of that of SPT [34, 40].
In this work we show that this procedure works in more generality, by finding equations
that relate the SPT and LPT kernels and that are valid for MG theories, extending the cases
constructed in [17, 41]. This fact may be not surprising since the relation between Lagrangian
and Eulerian frames has a geometric nature, but a formal proof was lacking. By doing this,
we are able to construct the SPT kernels from known LPT kernels, and we present explicit
SPT second order kernels in MG, which include coefficients that are solutions to simple linear
second order differential equations, such that they may be solved also by Green methods.
The nonlinear PT for MG was developed initially in [42] based on the closure theory for
structure formation of ref. [43], and further studied in several other works [44–55]. But bias
has been considered only at the linear level [19–21, 56], with the exception of time dependent
parametrized models [22]. In this work we are aiming to fill this gap by considering the
nonlinear evolution of initially biased tracers. We will focus on the structure of the PT,
instead than on the evolution of the bias parameters themselves. But for the latter we put
forward a simple model that, although primitive, captures the fact that for theories that
incorporate additional scalar fields to the gravity sector, as in f(R) gravity, the local bias
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parameters acquire smaller values than in GR. This effect has been observed recently in
simulations [57], and it is expected since the associated, attractive fifth force leads to a more
efficient clustering of matter, and consequently it provokes a more rapid relaxation of bias.
The LPT for dark matter fluctuations in MG was developed in [52], and in the present
work we extend that formalism to incorporate biased tracers using the tools of ref. [12].
Alternatively, this work can be considered as an extension of the works of Matsubara [34],
and of Carlson, Reid and White [35], that introduce the effects of MG; however, here we do
not deal with RSD.
Our approach is that of Lagrangian bias, in which one considers an almost homogeneous
distribution of matter at an early initial time that is smoothed over some scale RΛ, and
to which the bias procedure is applied; after that, the nonlinear evolution of fields takes
place. An alternative route is that of Eulerian bias, in which the bias is introduced into the
evolved fields. We notice both methods are not equivalent since the process of smoothing and
nonlinear evolution do not commute; thus, for example, initially local bias evolves into non
local bias [17]. We consider bias operators constructed as powers of the matter overdensity
δ and its curvature ∇2δ, as in [10, 12]. Our definition for bias parameters will be that
proposed in ref. [12], as an extension to the one introduced in ref. [16]. Once renormalized,
these bias parameters are equivalent to the peak-background split biases, which quantify
the change in the tracer abundances against variations of the background density and its
curvature. Other possible operators as tidal bias will not be treated here since they are
generated by the nonlinear evolution [58], even if they are not initially present. Nevertheless,
it is worth to notice that there are some important evidences of the existence of a non-zero
Lagrangian tidal bias [59, 60]. Our formalism can be extended to include Lagrangian tidal
bias, as in ref.[60], but the renormalization procedure, under our bias prescription, is not
clear. Also, in our formalism we introduce operators constructed from the new fields present
in the MG theories, specifically the Laplacian of the scalar field; but we will observe that this
is degenerated with the curvature bias for scales larger than the range of the induced fifth
force. Therefore, we keep the prescription to use only a Lagrangian bias function F with two
arguments that relates matter and tracers (X) overdensities as 1 + δX = F (δ,∇2δ). A more
rigorous approach would construct all the invariant operators out of the fields entering the
theory up to the desired order in fluctuations, and thereafter perform the bias expansion.
However, we note this is no sufficient for general MG models because the linear growth cannot
be factorized in scale and time dependent pieces and hence such expansion is not complete
(see for example the discussion in sect. 8.3 of [18]). However, by noting that the source
of the Klein-Gordon equation can be expanded in powers of k2/m2a2 this drawback in our
formalism is partially tamed by operators ∇2δ, ∇4δ, and so on, for sufficiently large scales.
We present results for the correlation function in the context of Convolution Lagrangian
Perturbation Theory (CLPT) [35] and the power spectrum in SPT. Throughout this work
we exemplify our findings with ΛCDM, Hu-Sawicky f(R) [61, 62] and the Dvali-Gabadadze-
Porrati (DGP) braneworld [63] models; although, as in several previous works, the techniques
developed here can be applied to other MG models, essentially to the whole Horndeski sector
[64], as shown in ref. [49].
The rest of the paper is organized as follows: In section 2 we first review the LPT
formalism in MG and thereafter we find relations among the SPT and LPT kernels; in section
3 we present a formalism for initially biased tracers and their nonlinear evolution, obtaining
the structure of the matter 2-point functions; in section 4 we put forward a simplified model
for the estimation of the numerical values of the bias parameters, and compare them to
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the outputs of excursion set theory with moving barriers; finally, we conclude in section 5.
Almost all lengthy computations are delegated to appendices; specifically, in appendices C
and D we construct all the necessary functions to compute the power spectra and correlation
functions.
2 Nonlinear evolution of matter fluctuations
2.1 Lagrangian displacement fields in generalized cosmologies
This subsection reviews the LPT for MG formalism, and also helps us to set our notation;
for details see [52].
Matter particles follow trajectories with Eulerian comoving coordinates x. The La-
grangian displacement vector field Ψ relates the initial (Lagrangian) q and Eulerian x posi-
tions of particles as
Ψ(q, t) = x(q, t)− q + Γ(q, t), (2.1)
chosen such that x(q, tini) = q, with tini an early time where the evolution of all scales
of interest remains linear and the overdensities are quite small, δ(x, tini) = δ(q)  1. We
introduced a vector Γ that carries the transverse piece of the Lagrangian displacement, for
irrotational perfect fluids it has contributions starting at third order in perturbation theory
[36], but they do not show up in matter density 2-point, 1-loop statistics. The vector Γ,
on the other hand, has contributions at all orders if we aim to describe the dispersion of
the velocity of particles [65] and the generation of vorticity [66]. In this work the matter
content is composed only by cold dark matter particles and we want to describe the lowest
corrections to statistics, allowing us to safely set Γ = 0, and to consider Ψ a longitudinal
field. Using matter conservation,
(1 + δ(x, t))d3x = (1 + δ(q))d3q, (2.2)
one gets the known relation between density and Lagrangian fields
δ(x, t) =
1 + δ(q)− J
J
' 1− J
J
, (2.3)
where Jij = ∂xi/∂q
j = δij + Ψi,j is the Jacobian matrix of the coordinate transformation
in eq. (2.1) and J its determinant. Since Ψ is a potential field, the Jacobian matrix is
symmetric.
A main generic feature found in models that modify gravity is that the effective gravita-
tional strength “Geff” becomes scale and time dependent. In wide generality, the linearized
fluid equations take the form
(Tˆ −A(k, t))δL(k, t) = 0, (2.4)
where Tˆ ≡ d2
dt2
+ 2H ddt , as was introduced in [36], and we defined
A(k, t) = A0
(
1 +
2β2k2
k2 +m2a2
)
, (2.5)
A0 = 4piGρ¯, (2.6)
with ρ¯ the background matter density. In general β and m are time and scale dependent
and may be viewed as arbitrary parameters for unknown underlying theories [24, 67]. Or,
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otherwise, they can be obtained directly from a specific gravitational model. As long as
m 6= 0, for scales k/a  m we recover GR, while for small scales we get A = (1 + 2β2)A0.
For example, in f(R) gravity β = −1/√6, meaning that the strength of the gravitational
interaction is enhanced by a factor 4/3 at small scales. Clearly this fact would invalidate any
f(R) model if it were not for the presence of the nonlinearities of the theory, below encoded in
the term δI, leading to the chameleon effect and driving the theory to GR in the appropriate
limits. A notable example in which the function A is scale independent is the DGP model, for
which the mass is zero, though linear growth is affected by a time dependent β2 function. Our
formalism deals with this model by simply setting m = 0 in eq. (2.5). But note that it does
not reduce to GR at large scales, implying that DGP is highly constrained by background
cosmology observations. In the following we will keep the discussion general and assume that
the function A is k-dependent. Because of this, the solutions to eq. (2.4), named the linear
growth functions, carry a k dependence as well. We will denote the fastest growing of these
two solutions as D+(k, t), and we omit the discussion of the decaying solution.
4
The equation of motion for the Lagrangian displacement is given by the geodesic equa-
tion,
TˆΨ(q, t) = −1
a
∇xψ(x, t)|x=q+Ψ. (2.7)
We use ∇x = ∂/∂x to denote partial differentiation with respect to Eulerian coordinates, and
∇ = ∂/∂q for differetiantion with respect to Lagrangian coordinates. The two gravitational
potentials of the metric are related by φ−ψ = ϕ/2, where ϕ is the scalar field mediating the
fifth force, such that the Poisson equation is modified to
1
a2
∇2xψ = A0δ(x, t)−
1
2a2
∇2xϕ. (2.8)
The scalar field is coupled to the trace of the matter energy momentum tensor, T = −ρ, and
its Klein-Gordon equation in the quasi-static limit takes the form [42]
1
a2
∇2xϕ = −4A0β2δ +m2ϕ+ 2β2δI, (2.9)
where δI is defined to contain all nonlinear terms, and here we expand it in Fourier space as
δI(k) = 1
2
∫
d3k1d
3k2
(2pi)3
δD(k− k1 − k2)M2(k1,k2)ϕ(k1)ϕ(k2)
+
1
3
∫
d3k1d
3k2d
3k3
(2pi)6
δD(k− k1 − k2 − k3)M3(k1,k2,k3)ϕ(k1)ϕ(k2)ϕ(k3). (2.10)
Equivalent expansions on matter overdensities are also common in the literature. In Brans-
Dicke theories we identify 3+2ωBD = 1/2β
2, allowing us to recognize the β parameter as the
strength of the matter to scalar field coupling. Instead of the mass m, other works use the
notation M1 = m
2/2β2, making eq. (2.9) more symmetrical. The combination I = M1ϕ+δI
corresponds to the derivative of the scalar field potential.
It is convenient to recast eq. (2.7) in terms of only Lagrangian coordinates, then by
taking the x-divergence and transforming to Lagrangian coordinates with the aid of ∇xi =
4Unlike [52] that uses Green function methods, here we solve for the higher order growth functions with
differential equations, which we find numerically simpler. If the former method is used, it is necessary to
consider both growing and decaying solutions to eq. (2.4).
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(J−1)ji∇i, we get in Fourier space
[
(J−1)ij Tˆ Ψi,j
]
(k) = −A(k)δ˜(k) + 2β
2k2
k2 +m2a2
δI(k) +
1
2
m2
k2 +m2a2
[(∇2xϕ−∇2ϕ)](k). (2.11)
We have used the notation [(· · · )](k) to denote the Fourier transform of (· · · )(q), and
δ˜(k) =
∫
d3qe−iq·kδ(x) =
[
1− J(q)
J(q)
]
(k). (2.12)
The geometric term [(∇2xϕ−∇2ϕ)](k) is called frame-lagging and is more important at large
scales, especially if the theory is expected to reduce to GR in that limit. It arises from
the correction of spatial derivatives when transforming from the Eulerian to the Lagrangian
frame. Equation (2.11) is solved perturbatively using (J−1)ij = δij − Ψi,j + Ψi,kΨk,j + · · · .
To linear order we have
(Tˆ −A(k, t))[Ψ(1)i,i ] = 0, (2.13)
which is the same equation for the linear matter overdensity. Hence, the first order solution
is
Ψ
(1)
i (k, t) = i
ki
k2
δL(k, t) = i
ki
k2
D+(k, t)δL(k, t0), (2.14)
where we notice the normalization is fixed by eq. (2.2), and we choose the growth function
such that D+(k → 0, t0) = 1, where t0 denotes present time. More generally, Lagrangian
displacements are expanded as
Ψi(k) =
∞∑
n=0
Ψ(n) =
∞∑
n=1
i
n!
∫
k1...n=k
L
(n)
i (k1, ...,kn)δL(k1) · · · δL(kn). (2.15)
Hereafter we make use of the shorthand notation∫
k1···n=k
=
∫
d3k1
(2pi)3
· · · d
3kn
(2pi)3
(2pi)3δD(k− k1···n), (2.16)
and k1···n = k1 + · · ·+ kn denotes the sum of arbitrary number of momenta.
The kernels L
(n)
i are obtained order by order using eq. (2.11). At first order, reading
eq. (2.14) above, we have
L
(1)
i (k) =
ki
k2
, (2.17)
while to second order we obtain [52]
L
(2)
i (k1,k2) =
3
7
ki
k2
(
A(k1,k2)− B(k1,k2)(k1 · k2)
2
k21k
2
2
)
, (2.18)
with k = k1 + k2,
A(k1,k2) = 7D
(2)
A (k1,k2)
3D+(k1)D+(k2)
, B(k1,k2) = 7D
(2)
B (k1,k2)
3D+(k1)D+(k2)
, (2.19)
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and the second order growth functions are the solutions to equations
(Tˆ −A(k))D(2)A =
[
A(k) + (A(k)−A(k1))k1 · k2
k22
+ (A(k)−A(k2))k1 · k2
k21
−
(
2A0
3
)
k2
a2
M2(k1k2)
6Π(k)Π(k1)Π(k2)
]
D+(k1)D+(k2), (2.20)
(Tˆ −A(k))D(2)B =
[
A(k1) +A(k2)−A(k)
]
D+(k1)D+(k2), (2.21)
with appropriate initial conditions. As it is common, we have used Π(k) ≡ (k2+m2a2)/6β2a2.
The second and third terms in the right hand side of eq. (2.20) arise because of the frame-
lagging contributions. The fourth term is the second order contribution of δI, which in
MG is responsible of the screening mechanism. Since A and B depend on k1 and k2, the
decomposition in eq. (2.18) is arbitrary and we adopt it because they take values of order
unity and the connection to ΛCDM is direct. For this case we obtain
D
(2)
A (t) = D
(2)
B (t) = (Tˆ −A0)−1
[
3
2
ΩmH
2D2+
]
=
3
7
D2+(t) +
4
7
(Tˆ −A0)−1
[
3
2
ΩmH
2D2+
(
1− f
2
Ωm
)]
, (2.22)
thus A = B are only time dependent. For f = Ω1/2m we get AEdS = BEdS = 1 and the
standard kernels in Einstein-de Sitter (EdS) are recovered.
The third order kernel L
(3)
i (k1,k2,k3) is provided in ref. [52] and we do not reproduce
it here.
2.2 From Lagrangian to Standard Perturbation Theory
An alternative approach is to deal from the beginning with the overdensity δ(x) and the
velocity divergence θ(x) = ∇x · v/(aH) fields that evolve according to the hydrodynamical
continuity and Euler equations, in Fourier space
H−1∂tδ(k) + θ(k) = −
∫
k12=k
α(k1,k2)θ(k1)δ(k2), (2.23)
H−1∂tθ(k) +
(
2 +
H˙
H2
)
θ(k)−
(
k
aH
)2
ψ(k) = −1
2
∫
k12=k
β(k1,k2)θ(k1)θ(k2), (2.24)
respectively, supplemented by the Poisson equation (2.8). The functions α and β describe
how two plane waves interact and are given by
α(k1,k2) = 1 +
k1 · k2
2
(
1
k21
+
1
k22
)
, β(k1,k2) =
(k1 · k2)|k1 + k2|2
k21k
2
2
. (2.25)
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In SPT the expansion is performed directly to the overdensity and velocity fields, δ = δ(1) +
δ(2) + · · · and θ = θ(1) + θ(2) + · · · , which in Fourier space can be written as
δ(n)(k) =
∫
p1+···+pn=k
Fn(p1, . . . ,pn)δL(p1) · · · δL(pn), (2.26)
θ(n)(k) = −
∫
p1+···+pn=k
Gn(p1, . . . ,pn)δL(p1) · · · δL(pn). (2.27)
The Fn and Gn kernels are obtained by solving iteratively eqs. (2.23, 2.24). In this notation,
the linear growth functions D+ are kept attached to the linear fields because they are scale
dependent and cannot be pulled out of the integral; and the Gn kernels carry the linear
growth factors f = d logD+/d log a. Our notation coincides with that of ref. [48] except for
a minus sign in Gn, but differs from the most used notations that factorize the f factors. In
the following we obtain these kernels from the Lagrangian kernels at arbitrary perturbative
order.
From matter conservation (2.2), the Lagrangian displacement field is related to the
matter density field by
δ(k, t) =
∫
d3qe−ik·q
(
e−ik·Ψ(q,t) − 1
)
=
∫
d3qe−ik·q
∞∑
n=1
1
n!
(−ik ·Ψ(q, t))n. (2.28)
The inverse q-Fourier transform is Ψ(q, t) =
∫ d3p
(2pi)3
eip·qΨ(p, t), hence
δ(k) =
∞∑
`=1
(−i)`
`!
ki1 · · · kim
∫
k1...`=k
Ψi1(k1) · · ·Ψi`(k`), (2.29)
that is obtained after performing the q integration that yields a Dirac delta function that
ensures conservation of momentum. We now substitute eq. (2.15) into each Lagrangian
displacement appearing in eq. (2.29) to obtain
δ(k) =
∞∑
`=1
∞∑
m1=1
· · ·
∞∑
m`=1
ki1 · · · ki`
`!m1! · · ·m`!
∫
k1+···+k`=k
∫
p11+···+p1m1=k1
· · ·
∫
p`1+···+p`m`=k`
L
(m1)
i1
(p11, ...,p1m1) · · ·L
(m`)
i`
(p`1, ...,p`m`)δL(p11) · · · δL(p1m1) · · · δL(p`1) · · · δL(p`m`).
(2.30)
We are looking for an expression with the same form as eq. (2.26). At order n, there should
be n linear density fields, then m1 + · · ·+m` = n, and because 1 ≤ mi ≤ n we must have at
most ` = n. Having these considerations in mind and relabeling the momenta p11, . . . ,p`,m`
as p1, . . . ,pn, we obtain
δ(n)(k) =
n∑
`=1
∑
m1+···+m`=n
ki1 · · · ki`
`!m1! · · ·m`!
∫
p1···n=k
L
(m1)
i1
(p1, ...,pm1) · · ·L
(m`)
i`
(pm`−1+1, ...,pm`)
× δL(p1) · · · δL(pn). (2.31)
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This expression gives the SPT Fn kernels in terms of the first n LPT kernels
Fn(k1, . . . ,kn) =
n∑
`=1
∑
m1+···+m`=n
ki1 · · · ki`
`!m1! · · ·m`!L
(m1)
i1
(k1, ...,km1) · · ·L(m`)i` (km`−1+1, ...,km`)
(2.32)
with k = k1 + · · · + kn. It may be convenient to symmetrize (s) over the arguments in the
above kernels; we do that for n = 2, 3, yielding
F2(k1,k2) =
1
2
(
kiL
(2)
i (k1,k2) + kikjL
(1)
i (k1)L
(1)
j (k2)
)
(2.33)
F s3 (k1,k2,k3) =
1
3!
(
kiL
(3)s
i (k1,k2,k3) + kikj(L
(2)
i (k1,k2)L
(1)
j (k3) + cyclic)
+ kikjkkL
(1)
i (k1)L
(1)
j (k2)L
(1)
k (k3)
)
(2.34)
The two above special cases of eq. (2.32) were found in refs. [17, 41]. An explicit expression
for F2 is found by substituting eqs. (2.17, 2.18) into eq. (2.33):
F2(k1,k2) =
1
2
+
3
14
A+
(
1
2
− 3
14
B
)
(k1 · k2)2
k21k
2
2
+
k1 · k2
2
(
1
k21
+
1
k22
)
. (2.35)
This equation generalizes eq. (71) of reference [37] (after correcting a typo). From here we
can identify the parameter  ≈ 37Ω
2/63
m [68, 69] with AΛCDM = BΛCDM = 73.
A standard approach to find the SPT kernels, by using Euler and continuity equations,
is surprisingly difficult. However, by knowing the structure of eq. (2.35), we can insert it as
ansatz into the hydrodynamical equations and find that A and B coincide with eqs. (2.19).
This computation also shows that the frame-lagging terms, that in LPT are a consequence
of transforming from Eulerian to Lagrangian spatial derivatives, in SPT arise as nonlinear
responses of velocity fields to the scale- and time-dependent strength. That same approach
shows the G2 kernel is
G2(k1,k2) =
3
14
A(f1 + f2) + 3A˙
14H
+
(
f1 + f2
2
− 3
14
B(f1 + f2)− 3B˙
14H
)
(k1 · k2)2
k21k
2
2
+
k1 · k2
2
(
f2
k21
+
f1
k22
)
, (2.36)
where f1,2 = f(k1,2). In ΛCDM, the terms A˙/H and B˙/H in G2 can be safely neglected
because 73 ' 1 changes in about 1% over a Hubble time. If we do that, we recover eq. (72)
of reference [37]. In appendix B we obtain an analogous expression to eq. (2.32) that relates
LPT kernels to the SPT Gn kernels; that relation confirms the validity of eq. (2.36).
Now, we turn to compute the SPT power spectrum from the LPT formalism. The
1-loop expression is
P SPT1-loop(k) = PL(k) + P22(k) + P13(k) (2.37)
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with PL(k) = 〈δ(1)(k)δ(1)(k′)〉′ the linear power spectrum, and P22(k) = 〈δ(2)(k)δ(2)(k′)〉′
and P13(k) = 2〈δ(1)(k)δ(3)(k′)〉′ the pure loop contributions. Using eq. (2.26) P22 is given by
P22(k) ≡ 2
∫
d3p
(2pi)3
(F2(k− p,p))2PL(|k− p|)PL(p) (2.38)
=
1
2
∫
d3p
(2pi)3
(kiL
(2)
i (k− p,p))2PL(|k− p|)PL(p) (2.39)
+ kikjkk
∫
d3p
(2pi)3
L
(2)
i (k− p,p)L(1)j (k− p)L(1)k (p)PL(|k− p|)PL(p) (2.40)
+
1
2
∫
d3p
(2pi)3
(kikjL
(1)
i (k− p)L(1)j (p))2PL(|k− p|)PL(p), (2.41)
where in the second equality we make use of eq. (2.33). Equivalently, using eqs. (2.26, 2.34)
we have
P13(k) ≡ 6PL(k)
∫
d3p
(2pi)3
F3(k,p,−p)PL(p)
= PL(k)
∫
d3p
(2pi)3
kiL
(3)
i (k,p,−p)PL(p)
+ 2PL(k)
∫
d3p
(2pi)3
kikjL
(2)
i (k,p)L
(1)
j (−p)PL(p)
+ PL(k)
∫
d3p
(2pi)3
kikjkkL
(1)
i (k)L
(1)
j (p)L
(1)
k (−p)PL(p). (2.42)
Now, we use the definitions of Q(k) and R(k) functions5 in appendix C.1 to obtain
P22(k) =
9
98
Q1(k) +
3
7
Q2(k) +
1
2
Q3(k) (2.43)
P13(k) =
10
21
R1(k) +
6
7
R2(k)− σ2Lk2PL(k) (2.44)
with
σ2L =
1
3
δij〈Ψi(0)Ψj(0)〉 = 1
6pi2
∫
dpPL(p), (2.45)
the 1D variance of the of Lagrangian displacements.
In ref. [52], the matter power spectrum constructed from eqs. (2.43, 2.44) was denoted
as P SPT* due to its resemblance to the SPT power spectrum, and to its well known equiv-
alence for the EdS case [34]. Now, we are showing that this identification holds generally,
demonstrating that P SPT* = P SPT for generalized cosmologies.
In figure 1 we plot the ratios of the SPT 1-loop to linear matter power spectra, for
models ΛCDM, F4 and the normal branch of DGP with crossover scale fixed by the Hubble
constant, rc = H
−1
0 ; in appendix A we give a brief summary of these models. We fix the
cosmological parameters to Ωm = 0.281, Ωb = 0.046, h = 0.697, ns = 0.971, and σ8 = 0.82,
corresponding to WMAP 9 years best fit to ΛCDM [70]. For F4 model, the background
cosmology is indistinguishable to that in ΛCDM. This is not the case for DGP. However, as
it is usual in the literature, for DGP we fix to a ΛCDM background. In such a way we can
5These k-functions were introduced in [34] and generalized to MG in [52].
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Figure 1. Ratio of 1-loop SPT to ΛCDM linear matter power spectra for ΛCDM, F4 and DGP
models at redshift z = 0 We fix cosmological parameters to the best fit of the WMAP Nine-year
results [70].
compare the differences in the growth of perturbations due to the fifth force and not to a
different Hubble flow. Despite this, the power spectrum in DGP suffers a scale independent
shift because A(k, t) = A(t) 6= A0. We plot the power spectra with and without screenings;
the latter are provided by setting M2 = M3 = 0 in eq. (2.10). We stress out that for ΛCDM
we make use of their exact kernels, that differ to those using EdS kernels by about 1% at
quasi-linear scales. For the three models we use the same linear ΛCDM power spectrum as
input, and thereafter we rescale it with
PL(k, t) =
(
D+(k, t)
DΛCDM+ (t0)
)2
PΛCDML (k, t0), (2.46)
to get the linear power spectra in MG. This prescription is valid for models sharing an
early EdS phase, as the majority of MG models considered in cosmology, and particularly to
those used here. Otherwise, the linear power spectrum can be computed from an Einstein-
Boltzmann code as MGCAMB [71, 72].
3 Lagrangian biased tracers in modified gravity
In large scale cosmological surveys, most of the objects of interest do not follow exactly the
patterns of the underlying matter clustering, but their evolution is encoded in the statistics
of tracers that provide biased estimations of matter statistics. Since we are interested in late
time dynamics, where structure formation takes place, we assume all the matter is in the
form of dark matter, and baryonic effects are not accounted for; instead all high nonlinearities
are encapsulated into the bias parameters. In subsection 3.1, we apply the bias to initial, yet
linear fields, which is the Lagrangian bias approach. Thereafter, nonlinear evolution takes
place, which is studied in subsection 3.2.
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3.1 Initially biased tracers
We filter the initial matter overdensities over a spatial scale RΛ, that smooths out small
scales, q . RΛ (or k & Λ = 1/RΛ in Fourier space), nonlinear fluctuations of the overdensity
field as
δR(q) =
∫
d3q′W (|q− q′|;RΛ)δm(q′), (3.1)
and assume the existence of a function F that relates the density fluctuations δX(q) of tracers
with a given set of operators constructed out of the fields that enter the theory. We consider
smoothed overdensities of the underlying dark matter field, and the additional gravitational
scalar field. Nevertheless, we may note from the Klein-Gordon equation that
k2
2a2
ϕ = (A(k)−A0)δ˜ = 2A0β2 k
2δ˜
m2a2
+O
(
k4
m4a4
)
, (3.2)
where the first equality is valid at first order in field fluctuations and the second is obtained
by expanding in powers of k2/m2a2. Thus, the inclusion of bias expansion dependence on
∇2ϕ is degenerated with a bias dependence on ∇2δ, and equivalently a bias operator ϕ is
degenerated with an operator δ. For that reason we will assume a Lagrangian bias function
of the form6
1 + δX(q) = F (δR(q),∇2δR(q)). (3.3)
We thus expect that our formalism accomodates better for k-modes smaller than the cor-
responding scalar field mass. A similar expansion to the one in eq. (3.2) can be performed
to the growth equation of linear overdensities [eq. (2.4)]. Showing that at sufficently large
scales we can effectively describe the effects of the fifth force, and the biasing in MG models
with m 6= 0, with higher order derivative operators.
We now Fourier transform eq. (3.3) over both arguments to get
1 + δX(q) =
∫
d2Λ
(2pi)2
F˜ (Λ)eiD·Λ, (3.4)
with vectors Λ = (λ, η) and D = (δR,∇2δR). We call to λ and η the spectral bias parameters
corresponding to bias operators δR and ∇2δR, respectively, and we define the bias parameters
as [12, 16]
bnm ≡
∫
d2Λ
(2pi)2
F˜ (Λ)e−
1
2
ΛTΣΛ(iλ)n(iη)m, (3.5)
with a covariance matrix given by Σ11 = 〈δ2R〉 = σ2R, Σ12 = Σ21 = 〈δR∇2δR〉, and Σ22 =
〈(∇2δR)2〉. We identify bn0 with the local (in matter density) Lagrangian bias of order n,
bn0 = bn; while b01 with the linear bias in the curvature, commonly written as b01 = b∇2 .
Nevertheless, we keep in mind that b01 is introduced from an operator ∇2ϕ which turns out,
fortunately, to be degenerated with ∇2δ.
6A more formal approach starts by constructing all invariant operators out of the gravitational and velocity
potentials, or alternatively out of the deformation tensor ∇iΨj , and include only those that are relevant up
to the desire order in PT [9, 11, 73]. Nevertheless, to do it in this way, our definition of eq. (3.5) has to be
properly extended, and although it can be adapted to include a bare tidal bias [60], for example, it is not
clear to us how to renormalize it. Hence, appealing simplicity, we consider a bias relation given by eq. (3.3).
In this sense, our biasing scheme is not exhaustive.
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The local bn0 are already renormalized in the sense of ref. [8], i.e., the biased tracers
statistics have no zero-lag correlators. But strictly, the bnm biases require further renormal-
ization in order to remove subleading dependences on the smoothing kernel: For scales much
larger than the smoothing RΛ, tracers statistics should not depend on RΛ, but the existence
of the BAO bump in the correlation function at about rBAO ' 110 Mpc/h with a width
of ∆rBAO ' 20 Mpc/h makes the smoothing-independence condition more restrictive. If it
is not accomplished, an artificial damping of the BAO peak is produced. This observation
led to the introduction and renormalization of curvature and higher order derivative bias
operators [10]. Under our bias definition, that renormalization is provided by replacing the
factor (iη)n by (i(η +W1R
2
Λλ))
n in eq. (3.5), where W1 is the second term in the expansion
of the filtering function in Fourier space, W˜ (kRΛ) =
∑∞
n=0Wn(kRΛ)
2n [12]. This reintro-
duction of the filtering kernel makes the results independent of the smoothing scale up to
order O(R4Λ∇4δR), that can be further improved by considering higher derivatives operators
as arguments of the bias function F .
Leaving aside these complications, we can deal directly with the definition (3.5), and
keep in mind that the renormalization procedure makes the statistics RΛ independent. For
example, we can replace ξR(q) = 〈δR(q1)δR(q2)〉 by ξL(q) = 〈δ(q1)δ(q2)〉 as long as q  RΛ,
the other terms in the bias expansion will deal with the fact that ξR = ξL + 2W1R
2
Λ∇2ξL +
O(R4Λ∇4ξL).
Now, we come back to eq.(3.4) and multiply the integrand by 1 = e−
1
2
ΛTΣΛe
1
2
ΛTΣΛ.
We then expand e
1
2
ΛTΣΛ+iΛ·D in powers of λ and η, and with the use of eq. (3.5) we obtain
the tracer overdensity
δX(q) = b10δ + b01∇2δ + 1
2
b20δ
2 + b11δ∇2δ + 1
2
b02(∇2δ)2 + · · · , (3.6)
up to second order. Given our discussion above, we have omitted to write the label R in
the matter fluctuations and assume this equation is valid for q  RΛ. The linear correlation
function is given by ξX,L = 〈δX(q′ + q)δX(q′)〉, or
ξX(q) = b
2
10ξL(q) + 2b10b01∇2ξL(q) + b201∇4ξL(q), (3.7)
since
∇2ξL(q) = 〈δ(q′)∇2δ(q′ + q)〉 = −
∫
d3k
(2pi)3
eik·qk2PL(k), (3.8)
∇4ξL(q) = 〈∇2δ(q′)∇2δ(q′ + q)〉 =
∫
d3k
(2pi)3
eik·qk4PL(k). (3.9)
The Fourier transform gives the linear power spectrum for tracers
PX,L(k) = (b10 − b01k2)2PL(k), (3.10)
which has the same form as the peak model (PM) linear bias with
b10 = b
PM
10 , b01 = −bPM01 . (3.11)
We notice that the notation bnm for bias is adopted also in the context of non-Gaussian linear
fields [74], and is not related with our notation.
We have not assumed the time at which the initial fields are defined, and therefore the
linear statistics we derived apply equally well to the case of Eulerian biased tracers. If fields
are evolved nonlinearly, Eulerian and Lagrangian biasing schemes give different results.
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3.2 Evolution of biased tracers in PT
As is common practice, we make the assumption that the number of tracers is conserved,
(1 + δX(x))d
3x = (1 + δX(q))d
3q, (3.12)
that is clearly a simplification since tracers can merge or be created. Developing this equation,
we obtain
1 + δX(x) =
∫
d3q δD(x− q−Ψ)(1 + δX(q))
=
∫
d3k
(2pi)3
∫
d3qeik·(x−q−Ψ)
∫
d2Λ
(2pi)2
F˜ (Λ)eiΛ·D, (3.13)
where in the second equality we used eq. (3.4).
We notice that the Lagrangian displacement entering eq. (3.13) is that of dark matter
and not that of tracers. On top of that, the biasing is applied by using eq. (3.3). However,
tracers are subject to tidal forces not experienced by dark matter particles, inducing a velocity
bias. Indeed, it is known that this bias should enter in the description as a higher derivative
operator, on the same footing as the operator ∇2δ [18, 73]. In peaks theory this bias is
completely determined once the linear power spectrum is given and a filtering kernel is chosen
[75, 76], and shifts the Lagrangian displacement field by a term ∝ k2Ψ(k). Having this in
mind, we can think of considering a bias operator ∇ · ∇2Ψ with bias parameter bX,Ψ as an
argument of F . We note however that at leading order in PT it becomes degenerated with
the density Laplacian bias operator because ∇·Ψ(1) = −δL. Hence, the effect of the velocity
bias, introduced here through the Lagrangian displacement, is to shift the bias parameter b01
to b01− bΨ,X . This impact of a linear velocity bias over the biased overdensities is consistent
with known results in the, more common, Eulerian approach and in the Lagrangian peaks
formalism; see [73, 76, 77] and sects. 2.7 and 6.9 of [18].
Now, the LPT tracers power spectrum is given by [12, 16, 33]
(2pi)3δD(k)+P
LPT
X (k) =
∫
d3qeik·q
∫
d2Λ1
(2pi)2
d2Λ2
(2pi)2
F˜ (Λ1)F˜ (Λ2)〈ei[Λ1·D1+Λ2·D2+k·∆]〉, (3.14)
where D1,2 = (δR(q1,2),∇2δR(q1,2)) and
∆i = Ψi(q2)−Ψi(q1) =
∫
d3k
(2pi)3
(eik·q2 − eik·q1)Ψi(k)
=
∞∑
n=1
∫
d3k
(2pi)3
(eik·q2 − eik·q1)Ψ(n)i (k) (3.15)
is the difference of Lagrangian displacement fields separated by a distance q = q2 − q1. We
will employ the cumulant expansion theorem
〈eiX〉 = exp
( ∞∑
N=1
iN
N !
〈XN 〉c
)
= exp
(
−1
2
〈X2〉c − i
6
〈X3〉c + · · ·
)
, (3.16)
where 〈XN 〉c denotes the cumulant of XN . In this case we have X = Λ1 ·D1 +Λ2 ·D2 +k ·∆.
The strategy now is to expand all terms that contain bias spectral parameters λ and
η with the exception of a term e−
1
2
ΛTΣΛ, and use the definition of eq. (3.5) to obtain the
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biases. Keeping the local bias up to second order and the curvature bias to first order we
obtain
(2pi)3δD(k) + P
LPT
X (k) =
∫
d3qeik·qe−
1
2
kikjAij− i6kikjkkWijk
[
1 + b210ξL + 2ib10kiUi +
1
2
b220ξ
2
L
− (b20 + b210)kikjUiUj + 2ib10b20ξLkiUi + ib210kiU11i + ib20kiU20i − b10kikjA10ij
+ 2b10b01∇2ξL − 2ib01ki∇iξL + b201∇4ξL
]
, (3.17)
with functions [35]
Umni (q) = 〈δmL (q1)δnL(q2)∆i〉c, (3.18)
Amnij (q) = 〈δmL (q1)δnL(q2)∆i∆j〉c, (3.19)
Wijk(q) = 〈∆i∆j∆k〉c, (3.20)
and Ui = U
10
i , Aij = A
00
ij . In appendix C.2 we find the explicit expressions for these q-
functions in generalized cosmologies. The complete expansion that includes second order
curvature bias can be found in [12]; the terms we are neglecting here are subdominant.
One can continue this process to include higher order biases, but this necessarily needs the
introduction of higher order fluctuations.
If we keep all terms quadratic in k in the exponential of eq. (3.17) and expand the rest,
we can Fourier transform it and, by performing several multivariate Gaussian integrations,
obtain an analytical expression for the correlation function. This is the approach of CLPT,
first developed in [35]. But, in order to treat on an equal footing linear and nonlinear fields
contributions, in this work we keep exponentiated only the linear piece of Aij and expand
the rest, as was done in [78], obtaining the CLPT correlation function for tracers,
1 + ξCLPTX (r) = 1 + ξ
CLPT(r) + b10x10(r) + b
2
10x20(r) + b20x01(r) + b10b20x11(r)
+ b201x02(r) + 2(1 + b10)b01x∇2(r) + b
2
01x∇4(r), (3.21)
with matter correlation function
1 + ξCLPT(r) =
∫
d3q
(2pi)3/2|AL|1/2
e−
1
2
(r−q)TA−1L (r−q)
(
1− 1
2
Aloopij Gij +
1
6
ΓijkWijk
)
, (3.22)
where gi = (A
−1
L )ij(qj − rj), Gij = (A−1L )ij − gigj , and Γijk = (A−1L ){ijgk} + gigjgk. The “1”
in between the parentheses corresponds to the Zel’dovich approximation. The notation xNM
(and for the aNM introduced below) means that these bias contributions are multiplied by
the linear local bias to the N power times the second order local bias to the M power. These
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functions are
x10(r) =
∫
d3q
(2pi)3/2|AL|1/2
e−
1
2
(r−q)TA−1L (r−q)(−2Uigi −A10ij Gij), (3.23)
x20(r) =
∫
d3q
(2pi)3/2|AL|1/2
e−
1
2
(r−q)TA−1L (r−q)(ξL − UiUjGij − U11i gi), (3.24)
x01(r) =
∫
d3q
(2pi)3/2|AL|1/2
e−
1
2
(r−q)TA−1L (r−q)(−U20i gi − UiUjGij), (3.25)
x11(r) =
∫
d3q
(2pi)3/2|AL|1/2
e−
1
2
(r−q)TA−1L (r−q)(−2ξLUigi), (3.26)
x02(r) =
∫
d3q
(2pi)3/2|AL|1/2
e−
1
2
(r−q)TA−1L (r−q) 1
2
ξ2L, (3.27)
x∇2(r) =
∫
d3q
(2pi)3/2|AL|1/2
e−
1
2
(r−q)TA−1L (r−q)∇2ξL(q), (3.28)
x∇4(r) =
∫
d3q
(2pi)3/2|AL|1/2
e−
1
2
(r−q)TA−1L (r−q)∇4ξL(q). (3.29)
The explicit computation that leads to eq. (3.21), yields also a term∇iξL(q)gi. However,
as noted in [60], this is highly degenerated with ∇2ξL(q): indeed, both terms correspond to
a contribution −k2PL to the SPT power spectrum. Therefore, we have substituted the
combination 2b10b01∇2ξL(q)+2b01∇iξL(q)gi by 2(1+b10)b01∇2ξL(q) when writing eq. (3.21).
LPT describes quite well the BAO wiggles in the power spectrum, but it fails to follow
its broadband trend. Since here we are interested in the latter also, we expand all terms out of
the exponential in eq. (3.17) and perform the q integration to obtain the SPT power spectrum
for Lagrangian biased tracers. This procedure involves lengthy mathematical manipulations
that are presented in appendix D, yielding
P SPTX (k) = PL(k) + P22(k) + P13(k) + b10a10(k) + b20a01(k) + b
2
10a20(k)
+ b10b20a11(k) + b
2
20a02(k)− 2(1 + b10)b01k2PL(k) + b201k4PL(k) (3.30)
with P22 and P13 given by eqs. (2.43, 2.44), and
a10(k) = 2PL(k) +
10
21
R1(k) +
6
7
R1+2(k) +
6
7
R2(k) +
6
7
Q5(k) + 2Q7(k)− 2σ2Lk2PL(k),
(3.31)
a01(k) = Q9(k) +
3
7
Q8(k), (3.32)
a20(k) = PL(k) +
6
7
R1+2(k) +Q9(k) +Q11(k)− σ2Lk2PL(k), (3.33)
a11(k) = 2Q12(k), (3.34)
a02(k) =
1
2
Q13(k), (3.35)
where Q and R functions are given in appendix C.1. It is worth to pointing out that the
results of Sect. 2.2 are allowing us to identify eq. (3.30) with the SPT power spectrum with
Lagrangian biased tracers in generalized cosmologies. We further notice that its structure is
similar to that of [16]; but in MG the Q and R functions are different. Also, here we find a
function R1+2, which for EdS coincides with the combination R1 +R2.
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Figure 2. Bias components for the CLPT correlation function [eq. (3.21)] and SPT power spectrum
[eq. (3.30)] for models ΛCDM model, F4 and the normal branch of DGP with crossover scale rc =
1/H0. We fix cosmological parameters to the best fit of the WMAP Nine-year results [70] and evaluate
at redshift z = 0.
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Figure 3. Ratios of bias functions xMN over the Zel’dovich approximation correlation function.
3.3 Numerical results
To compute the SPT power spectrum and the CLPT correlation function we have developed
the code MGPT that we make public available with this article.7 First, it calculates the set
of Q and R functions in appendix C.1, for which the angular x integration uses a Gauss-
Legendre quadrature and the radial part uses the trapezoidal quadrature. At each step of the
integration we solve the differential equations eqs. (2.20, 2.21) to obtain the functions DA,
DB using the solver bsstep [79], as well as the corresponding third order growth functions.
The “time” variable is chosen as η = ln a, with a the scale factor, starting with EdS initial
conditions at ηini = −6. Thereafter, the code computes the q-functions of appendix C.2 and
the CLPT contributions of eqs. (3.22-3.29).
In figure 2 we show the different contributions aNM and xNM to the tracers power
spectrum and correlation function for models ΛCDM, F4 and the normal branch of DGP
with crossover scale rc = 1/H0. Though these specific models are already ruled out by
observations, they show the kind of growth of fluctuations expected in MG theories. As in
section 2.2, in the ΛCDM case we make use of their exact kernels.
In figure 3 we plot the ratios of the xNM bias contributions to the Zel’dovich approxi-
mation correlation function for each model; while in figure 4 we plot the ratios of the aNM
bias contributions to the linear power spectrum for each model.
7The code is available at www.github.com/cosmoinin/MGPT
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Figure 4. Ratios of bias functions aMN over the linear power spectrum.
4 Simple model for halo bias in f(R) gravity
So far, we were concerned in how the bias parameters appear in the structure of LPT and SPT
statistics, saying nothing about their own evolution. In this section we put forward a model
for the estimation of local bias in MG, which although is not rigorous, reflects the following
observation: Generally MG is scale dependent and because the fifth force is attractive (in
general), matter fluctuations grow faster than in GR. This implies that the critical density
for collapse δc is smaller in MG. On the other hand, by the same reason the power spectrum
acquires more strength and the variance
S(R) ≡ σ2R =
∫
d3k
(2pi)3
|W˜ (kR)|2PL(k) (4.1)
becomes larger in MG than in GR. Typically, a local bias depends on the critical density for
collapse δc and on the fluctuations variance, schematically bn ∼
(
δc
σ2R
)n
+ · · · , which is a good
approximation for massive halos. This implies that
bMGn < b
GR
n , (4.2)
reflecting that halos are more efficiently formed in MG than in GR. This effect has been
observed recently in N-body simulations [57]. The rest of this section is aimed to show this
property in f(R) theories.
4.1 Bias model
There are some obstacles when describing bias in generalized cosmologies. First, the scale
dependence of growth functions implies that even linear bias is scale dependent; second,
Birkhoff’s theorem is not valid, and therefore cannot be applied to spherical collapse calcu-
lations or to the peak-background split (PBS) prescription. From the work of [19] we know
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Figure 5. Analytical large scale bias bLS = 1 + b1 and bias b2 for models ΛCDM, F6, F5 and F4.
We use eqs. (4.8, 4.9) with Sheth-Tormen parameters q = 0.707 and p = 0.3. The filtering function is
a top-hat of width given by the Lagrangian radius R(M).
that the Lagrangian linear local bias evolves as b1(z) ∝ D−1+ (k, z). Bearing this in mind,
perhaps the most easy way to get a model for bias parameters is to compute it from a univer-
sal mass function at sufficiently large redshift zi at which the evolution is indistinguishable
from GR (as is the case for the models we have used to show our results), and the peak
background split procedure is valid. In such a way we obtain a bias for GR as a function of
mass b(R(M), tini) and thereafter we evolve it with a growth function that we choose as
8
D˜MG+ (M, z; zi) ≡
σR,MG(M, z)
σR,MG(M, zi)
=
σR,MG(M, z)
σR,ΛCDM(M, z)
DΛCDM+ (z; zi) (4.3)
where M is the mass enclosed by the spherical perturbation and R = (3M/4piρ¯m(z = 0))
1/3
its Lagrangian radius. The only requirement we adopt is that at the initial redshift zi, the
evolution of fluctuations in MG and GR are the same for all scales of interest.
We consider a mass function that gives the number density of halos over a mass interval
(M,M + dM),
n(M, z) =
ρ¯
M2
νf(ν)
∣∣∣∣ d log νd logM
∣∣∣∣ , (4.4)
with νf(ν) the multiplicity function and ν = δc/σR is the peak significance threshold. We
apply the PBS prescription to obtain the local biases at redshift zi
bn(M, zi) =
(−1)n
σnR(M, zi)
1
νif(νi)
dnνif(νi)
dνni
, (4.5)
8This growth function was proposed in [20] since excursion sets calculations are particularly sensitive to
the growth of the variance of smoothed fields.
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Figure 6. Correlation function for tracers (non-solid curvers) using first and second order biases
from the results of figure 5, with the halo masses fixed to 1013.5M. The lower, solid curves, show
the correlation functions for matter. We plot the models ΛCDM (black), F6 (blue), F5 (green) and
F4 (red).
and thereafter we evolve them to redshift z with the growth of eq. (4.3) as
bn(M, z) =
1
[D˜MG+ (M, z; zi)]
n
bn(M, zi) =
(−1)n
σnR(M, z)
1
νif(νi)
dnνif(νi)
dνni
, (4.6)
with νi = ν(zi). It is necessary to specify the time of evaluation of the peak significance
because unlike in GR, it is time dependent in MG. We emphasize that the bias parameters
obtained from the PBS prescription coincide with those defined in eq. (3.5), as it was shown
in [12].
In ΛCDM the density collapse threshold δGRc is scale independent and weakly depends
on the cosmology. Instead, in MG it becomes scale dependent and also dependent on the
environmental density δenv because of violation of Birkhoff’s theorem. It is possible to obtain
a unique function δMGc (M, z) by averaging over environmental overdensities or by choosing
an specific one out of a known distribution of environments [80]. An alternative route is
adopted in [81], where that average is performed to the initial conditions using Gaussian
peaks model [82]; that work also provides a fitting function for the top-hat density collapse
threshold in f(R) gravity, that we will use also here to exemplify our bias model.
The multiplicity function may be parametrized as [6]
νf(ν) = N
√
2
pi
qν2(1 + (qν2)−p)e−qν
2/2, (4.7)
where the number N normalizes the multiplicity as ∫∞0 dνf(ν) = 1/2. The two free param-
eters take values q = 1 and p = 0 for Press-Schechter [7], and q = 0.707 and p = 0.3 for
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Figure 7. Multiplicity function νf(ν) as a function of log σ−1R (left panel), and as function of ν
(right panel). We notice that while σR is the same for all models, the peak significance ν is a model
dependent quantity. The dashed curve shows the Press-Schechter analytical mass function. We have
used the redshift for collapse zc = 0.
Sheth-Tormen [6] mass functions. The linear and second order local biases become
b1(M) =
1
D˜+
1
δc
(
qν2 − 1 + 2p
1 + (qν2)p
)
, (4.8)
b2(M) =
1
D˜2+
1
δ2c
(
q2ν4 − 3qν2 + 2p(2qν
2 + 2p− 1)
1 + (qν2)p
)
. (4.9)
It has been shown that the Sheth-Tormen model gives good results for the halo mass
function also in f(R) gravity [83]. Motivated by this, we compute our analytical formula
for biases of eqs. (4.8-4.9) fed with the Sheth-Tormen mass function parameters and using a
top-hat filter in the variance. We plot the cases b1 and b2 in figure 5 for GR, F6, F5 and F4
models. From here we strenghten our heuristic result in eq. (4.2). In the next subsection we
compare our bias model to results obtained from excursion set theory.
Figure 6 shows the CLPT correlation functions for matter and for tracers with a fixed
halo mass of 1013.5M, computed with the biases b1 and b2 shown in figure 5 and using
eq. (3.21). This shows that regardless the MG model, the matter correlation functions are
quite similar at large, linear scales, while for tracers they can differ significatively.
4.2 Excursion sets
Excursion set theory [84] identifies the places where virialized structures will form with
overdensities that, when smoothed over that same region, exceed some critical value, that
we take to be the top-hat density collapse δc. Letting the smoothing lenght vary from ∞ to
R makes δR(q) to describe a random walk with R as the evolution variable, although it is
convenient to parametrize the trajectories in terms of the variance S(R) which decrease with
R.
The different realizations of the overdensity produce an ensemble of walkers which cross
the barrier δMGc (M, z) at different “times” S. The main assumption in excursion set theory
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Figure 8. Large scales bias bLS = 1 + b1 for models ΛCDM, F6, F5 and F4 as a function of halo
mass M . The analytical results make use of eq. (4.8) with p = 0 and q = 1 corresponding to Press-
Schechter PBS bias in GR, and use the threshold density for collapse computed from the fitting
functions provided in ref. [81]. We plot solid black curves for ΛCDM model, dashed blue for F6,
dotted green for F5, and dotted-dashed for F4. The dots are the numerical results using excursion
sets in section 4.2. The lower paner shows the ratio of these quantities to the analytical ΛCDM bias.
is that the halo mass function is directly related to the fraction fFU(S)dS of walkers that
have their first (up-)crossing in the interval (S, S + dS),
n(M, z)dM =
ρ¯
M2
fFU(S)dS, (4.10)
that when comparing to eq. (4.4) gives
f(ν)dν = fFU(S)dS , (4.11)
which can be used to compute the bias parameters (4.6).
In order to estimate fFU we perform Monte Carlo simulations considering the simplest
case of a sharp-k filtering W˜ = ΘH(1/R(M) − k). In such a way the trajectories δR(S)
are Markovian, meaning that each jump ∆δR from S to S + ∆S is uncorrelated with the
previous ones, and are drawn from a Gaussian distribution. In ΛCDM this process can
be solved analytically to obtain the Press-Schechter mass function and corresponding bias
parameters. This is not the case for moving barriers, as those present in MG, and the
solution should be found numerically. We emphasize that we are considering this procedure
at initial time with an already environmental independent density collapse, so our approach
is that of [81], but here we restrict our attention to the simplest case — the authors of that
work consider subsequent refinenemts by accounting for top-hat window function, which has
been discussed to be more proper [84], as well as drifting and diffusing barriers to model non-
spherical collapse. Other approaches make this analysis for environmental dependent collapse
densities and then average the resulting first up-crossing distributions [80, 83, 85–87].
We plot our results in figure 7, showing the multiplicity function as a function of log σ−1R
in the left panel and as a function of ν in the right panel. Since we are taking the walkers
at initial time, the variance, and hence σ−1R is equal to all models. But this is not the case
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for ν = δc/σ which is model dependent. We note that for the latter case, all the multiplicity
functions are (almost) equal, suggesting a universal pattern. When properly rescaled to σ−1R ,
they look different. In ref. [81] (their figure 9), the authors present similar results to our plot
in the left panel of figure 7.
The local linear bias is computed by taking the logarithmic derivative of νf(ν) and
dividing by the collapse threshold δc. In figure 8 the marks show our numerical results with
error bars denoting the scattering after performing several runs for walkers. Together, we plot
the analytical results obtained from eq. (4.8) using Press-Schechter parameters. For massive
halos we find a decent agreement between our bias analytical formula and the numerics. For
small masses our model underestimate the bias, though it follows correctly the trend of the
data, as shown in the upper panel of figure 8.
5 Conclusions
In this work we have continued the development of perturbation theory for MG theories within
the Lagrangian formalism. Our main goal was to develop a theory of large-scale-structure
bias for MG models that was lacking in the literature. However, to develop the theory it was
first necessary to understand the SPT power spectrum computed from the LPT formalism
developed in a previous work [52]. In order to compute the SPT power spectrum, we found
relations that connect the Lagrangian and Eulerian kernels to arbitrary order in PT and that
holds for general cosmological models, these are given by eqs. (2.32) and (B.6). Using these
kernels, our result for the SPT power spectrum is given by eqs. (2.43, 2.44) that exactly
coincides with the expression valid for the ΛCDM model. Of course, in eqs. (2.43, 2.44)
one should employ the PL, Q- and R-functions corresponding to the appropriate cosmology.
This derivation was in fact not known, although it was perhaps expected and, in any case,
necessary for us to develop bias contributions. In Ref. [52] two of us have named the SPT
power spectrum computed from eqs. (2.43, 2.44) as SPT*; now, we have demonstrated this
result coincides with the SPT standard result.
To finally develop the bias theory for MG cosmological models, we start from La-
grangian, initially biased tracers. We consider smoothed overdensities of the underlying
dark matter field and of the MG-related scalar field, and note that given the form of the
Klein Gordon equation, the inclusion of bias expansion dependence on ∇2ϕ is degenerated
with a bias dependence on ∇2δ. For that reason we assume a Lagrangian bias function with
operators δ and ∇2δ as arguments that will finally conduct us to define the bias parameters
bnm and explain the way to renormalize them with the prescription given in [12]. Then we
computed the linear correlation function and power spectrum for biased tracers. Next step
is to construct the full LPT power spectrum and the CLPT correlation function for biased
tracers in alternative cosmologies with screening mechanisms, in which we introduced local
bias to second order and curvature bias to first order to match consistency in the 1-loop
approximation order. By doing this we have generalized, beyond ΛCDM, the Q and R func-
tions which are building blocks of matter and tracers statistics; in appendix D we provide
with all these functions.
In order to facilitate the use of our formalism, that implies the manipulation of many
cumbersome formulae, we are making public available a new code, called MGPT (Modified
Gravity Perturbation Theory), that computes all the necessary functions and the SPT power
spectrum and the CLPT correlation function for ΛCDM and MG models that can be brought
to a scalar-tensor description, e.g. through field redefinitions; the code is released in the
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github repository cosmoinin/MGPT. To illustrate the functionality and tests of code, we
have computed these 2-point, 1-loop statistics for models ΛCDM, Hu-Sawicki f(R) and DGP
braneworld.
Finally, we put forward a simple halo bias model to illustrate its effects stemming from
modifications of gravity. We note that in general terms the MG dynamics are scale dependent
and because the fifth force is attractive (in many models), matter fluctuations grow faster
than in GR, leading to a more efficient relaxation of bias, and implying that in general one can
expect bMGn < b
GR
n . This result is generic and can contribute to distinguish MG models from
ΛCDM. To illustrate this fact, we constructed a particular bias model for the Hu-Sawicki
f(R) gravity and compare our analytical results with excursion set theory. Our results are
consistent and shown in figure 8, confirming that b
f(R)
n < bGRn holds over a wide range of halo
masses.
A MG models
This appendix aims to provide the required functions that are introduced in the formalism to
determine the specific MG model. These functions are the so-called M functions appearing
in the Klein-Gordon equation and that are valid within the quasi-static limit, whose validity
was studied elsewhere for both models considered here [88–92]. The employed models are:
Hu-Sawicky f(R) gravity and DGP braneworld models.
A.1 Hu-Sawicky f(R) gravity model
This is the most studied f(R) model, see details in ref. [61], in which the Einstein-Hilbert
Lagrangian density is substituted by a general function
√−g(R + f(R)) of the Ricci scalar.
The model introduces a scalar degree of freedom, ϕ = δfR, with fR = df/dR, and is char-
acterized by its value fR0 = fR|z=0, that allow us to specify both a particular background
cosmology and a fifth force range for the scalar, gravitational fifth force. Klein-Gordon equa-
tion for ϕ can be found by taking the trace to the modified Einstein’s field equations, an in
the quasi-static limit this is
3
a2
∇2xϕ = −2A0δ + δR, (A.1)
with δR = R(fR)−R(f¯R). Comparing to eq. (2.9) we note β2 = 1/6, and I = M1ϕ+δI = δR.
The M functions are obtained by expanding δR = M1ϕ +
1
2M2ϕ
2 + 16M3ϕ
3 + · · · , and by
using
R(fR) ' R¯(fR0/fR)1/2, (A.2)
which is valid in cosmological scenarios, and where the background value of the Ricci scalar
is R¯ = 3H20 (Ωm0a
−3 + 4ΩΛ). We obtain
M1(a) =
3
2
H20
|fR0|
(Ωm0a
−3 + 4ΩΛ)3
(Ωm0 + 4ΩΛ)2
, (A.3)
M2(a) =
9
4
H20
|fR0|2
(Ωm0a
−3 + 4ΩΛ)5
(Ωm0 + 4ΩΛ)4
, (A.4)
M3(a) =
45
8
H20
|fR0|3
(Ωm0a
−3 + 4ΩΛ)7
(Ωm0 + 4ΩΛ)6
, (A.5)
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while the mass is given by m =
√
M1/3. Values fR0 = −10−4,−10−5,−10−6 are used in this
paper and correspond to models F4, F5 and F6, respectively. The fact that for these values
of fR0 the expansion history is indistinguishable to that in ΛCDM, as we have assumed, has
been studied in [61].
A.2 DGP braneworld model
The DGP model proposes we are living 4-D brane immersed in a 5-D spacetime [63] in which
the interesting parameter is the crossover scale (rc) that is proportional to the ratio of the
5-D to 4-D gravitational constants. The Hubble flow is given by
H(z) = H0
(√
Ωm0(1 + z)3 + Ωr + 
√
Ωr
)
, (A.6)
with Ωr = 1/4r
2
cH
2
0 . It has two branches: the self-accelerating (sDGP) [93], corresponding
to  = 1, and the normal branch (nDGP), corresponding to  = −1. Both models have
interesting features that have been intensively studied, see e.g. [94]. We choose in this work
the nDGP model, though unfortunately its background evolution is very different than in
ΛCDM. However, one can add a smooth dark energy component to match as much as desired
the background evolution in ΛCDM [95].
This model possesses no mass term, hence M1 = 0 and m = 0, but it has k dependences
for higher order terms stemming from quadratic second derivatives in the Klein-Gordon
equation:
1
a2
∇2xϕ = −4A0β2δ + 2β2
r2c
a4
(
(∇2xϕ)2 − (∇x i∇x jϕ)2
)
, (A.7)
hence, comparing to eq. (2.9),
δI = r
2
c
a4
[
(∇2xϕ)2 − (∇x i∇x jϕ)2
]
=
r2c
a4
[
(ϕ,ii)
2 − (ϕ,ij)2 − 4Ψi,mϕ,imϕ,jj − 2Ψi,miϕ,mϕ,jj
+ 4Ψi,mϕ,mjϕ,ij + 2Ψj,miϕ,mϕ,ij
]
, (A.8)
where the second equality arises when transforming from Eulerian to Lagrangian coordinates.
The Fourier transform of Lagrangian displacements give [Ψi,j ](k) = − kikj4a2A0β2ϕ(k) to leading
order. Comparing to eq. (2.10) we can read the M functions as
M2(k1,k2) =
2r2c
a4
[
k21k
2
2 − (k1 · k2)2
]
, (A.9)
M3(k1,k2,k3) =
3r2c
a6A0β2
(
2(k1 · k2)2k23 + (k1 · k2)k21k23
− (k1 · k2)(k1 · k3)2 − 2(k1 · k2)(k2 · k3)(k3 · k1)
)
. (A.10)
In addition, we have A(t) = A0
(
1 + 2β2
)
, with
β2(t) =
1
6βDGP(t)
, βDGP(t) = 1− 2Hrc
(
1 +
H˙
3H2
)
. (A.11)
In DGP literature a different notation for β is commonly used, in which [βDGP]
here =
[β]other works.
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B Gn kernels
Computing the Gn kernels is a little more messy than the Fn, but still straightforward. The
velocity field is given by vi(x, t) = dx/dt = Ψ˙i(q, t). We use ∂/∂q
i = (∂xj/∂qi)∂/∂xj =
Jji∂/∂x
j , to get ∇xi = (J−1)ji∇j , with (J−1)ji = ikpjqrJkqJpr/2J or
J(J−1)ji = δij + (δijδab − δiaδjb)Ψa,b + 1
2
ikpjqrΨk,qΨp,r, (B.1)
hence
J∇x ivi = Ψ˙i,i + Ψj,jΨ˙i,i −Ψi,jΨ˙i,j + 1
2
ikpjqrΨk,qΨp,rΨ˙i,j . (B.2)
The Fourier transform of the velocity divergence yields
Hθ(k) =
∫
d3xe−ik·x∇x ivi =
∫
d3qe−ik·qe−ik·Ψ(q,t)J(q, t)∇x ivi
=
∫
d3qe−ik·q
∞∑
`=0
(−ikaΨa)`Ψ˙i,i + (δijδab − δiaδjb)
∫
d3qe−ik·qΨa,bΨ˙i,j
∞∑
`=0
(−ikkΨk)`
+
1
2
ikpjqr
∫
d3qe−ik·qΨk,qΨp,rΨ˙i,j
∞∑
`=0
(−iksΨs)`. (B.3)
On the other hand by taking the derivative of the displacement field in eq. (2.15)
Ψ˙i(p) = i
∞∑
m=1
1
m!
∫
p1···m=p
L
′(m)
i (p1, . . . ,pm)δL(p1) · · · δL(pn), (B.4)
with
L
′(m)
i (p1, . . . ,pm) = L˙
(m)
i (p1, . . . ,pm) +HL
(m)
i (p1, . . . ,pm)(f(p1) + · · ·+ f(pm)). (B.5)
We get
HGn(p1, . . .pn) =
n−1∑
`=0
∑
m1+···+m`+1=n
ki1 · · · ki`ai
`!m1! · · ·m`+1!L
(m1)
i1
(p1, . . . ,pm1) · · ·
· · ·L(m`)i` (pm`−1+1, . . . ,pm`)L
′(m`+1)
i (pm`+1, . . . ,pm`+1)
−(δijδpq − δipδjq)
n−2∑
`=0
∑
m1+···+m`+2=n
ki1 · · · ki`aqbj
`!m1! · · ·m`+2!L
(m1)
i1
(p1, . . . ,pm1) · · ·
· · ·L(m`)i` (pm`−1+1, . . . ,pm`)L
(m`+1)
p (pm`+1, . . . ,pm`+1)L
′(m`+2)
i (pm`+1+1, . . . ,pm`+2)
+
1
2
ikpjqr
n−3∑
`=0
∑
m1+···+m`+3=n
ki1 · · · ki`arbqcj
`!m1! · · ·m`+3! L
(m1)
i1
(p1, . . . ,pm1) · · ·L
(m`)
i`
(pm`−1+1, . . . ,pm`)
×L(m`+1)p (pm`+1, . . . ,pm`+1)L
(m`+2)
k (pm`+2, . . . ,pm`+2)L
′(m`+3)
i (pm`+2+1, . . . ,pm`+3),
(B.6)
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where k is the sum of all involved momenta, k = p1 + · · ·+ pn for order n kernel, and
ai = (pm`+1 + · · ·+ pm`+1)i, (B.7)
bi = (pm`+1+1 + · · ·+ pm`+2)i, (B.8)
ci = (pm`+2+1 + · · ·+ pm`+3)i. (B.9)
The notation may be somewhat confusing, for LPT kernels that are contracted with momen-
tum k (these are the corresponding to m1 to m`) we allow mi to take zero values, in such a
case we define L
(mi=0)
il
≡ 1. While kernels contracted with momenta a, b and c are restricted
to have positive orders, m` + 1, . . . ,m`+3 ≥ 1.
C k- and q-functions
In this appendix we give expressions for the q- and k-functions of Sects.2 and 3. Before we
proceed to display all of them we show how they arise by considering Aij as an example:
Aij = 〈∆i∆j〉c =
∫
d3k1
(2pi)3
d3k2
(2pi)3
(eik1·q2 − eik1·q1)(eik2·q2 − eik2·q1)〈Ψi(k1)Ψj(k2)〉c. (C.1)
By homogeneity and rotational symmetry we have
〈Ψi(k)Ψj(k′)〉c = (2pi)3δD(k + k′)
(
δijp(k) +
kikj
k2
a(k)
)
= (2pi)3δD(k + k
′)
kikj
k2
a(k), (C.2)
where in the last equality we use our assumption that the Lagrangian displacement are
longitudinal, Ψ = k(k · Ψ). By expanding perturbatively 〈Ψi(k1)Ψj(k2)〉c and using the
definitions of eqs. (C.12, C.16) below we have
Aij(q) =
∫
d3k
(2pi)3
(2− eik·q − e−ik·q)kikj
k4
(
PL(k) +
3
7
Q1(k) +
10
21
R1(k)
)
. (C.3)
In analogous way all q-functions can be obtained.
C.1 k-functions
Let us define the mixed polyspectra at order m+ n1 + · · ·nN
〈δL(k1) · · · δL(km)Ψ(n1)i1 (p1) · · ·Ψ
(nN )
iN
(pN )〉c =
−(−i)NC(n1...nN )i1···iN (k1, · · ·km, ; p1, · · · ,pN )(2pi)3δD(k1 + · · ·+ pN ), (C.4)
which is composed of m smoothed linear overdensities and N Lagrangian displacements.
This definition differs by a minus sign to that in [16], but coincides with [34] if bias is not
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considered, that is for m = 0. The following polyspectra are needed
C
(11)
ij (k) = L
(1)
i (k)L
(1)
j (k)PL(k), (C.5)
C
(22)
ij (k) =
1
2
∫
d3p
(2pi)3
kikjL
(2)
i (k− p,p)L(2)i (k− p,p)PL(|k− p|)PL(p), (C.6)
C
(13)
ij (k) =
1
2
L
(1)
i (k)PL(k)
∫
d3p
(2pi)3
L
(3)
j (k,−p,p)PL(p), (C.7)
C
(112)
ijk (k1,k2,k3) = C
(121)
jki (k2,k3,k1) = C
(211)
kij (k3,k1,k2)
= −L(1)i (k1)L(1)j (k2)L(2)k (k1,k2)PL(k1)PL(k2), (C.8)
C
(12)
ij (p1; p2,p3) = C
(21)
ji (p1; p3,p2) = L
(1)
i (p2)L
(2)
j (p1,p2)PL(p1)PL(p2), (C.9)
C
(2)
i (p1,p2; p3) = −L(2)i (p1.p2)PL(p1)PL(p2). (C.10)
(C.11)
The only k-function that involves third order fluctuation is
R1(k) ≡ 21
5
kikjC
(13)
ij (k) =
∫
d3p
(2pi)3
21
10
kiL
(3)s
i (k,−p,p)PL(p)PL(k) (C.12)
=
∫
d3p
(2pi)3
21
10
D(3)s(k,−p,p)
D+(k)D2+(p)
PL(p)PL(k). (C.13)
Label “s” means that D(3) should be symmetrized over; its expression is somewhat large and
we do not present it here, it is given by eq. (84) of [52].
We define the ratio of internal over external momenta and the cosine of the angle between
them as r = p/k and x = kˆ · pˆ. The k-functions constructed with both linear and second
order displacement fields are
Q1(k) ≡ 98
9
kikjC
(22)
ij (k) (C.14)
=
∫
d3p
(2pi)3
(
A− B (p · (k− p))
2
p2|k− p|2
)2
PL(|k− p|)PL(p) (C.15)
=
k3
4pi2
∫ ∞
0
drPL(kr)
∫ 1
−1
dxr2
(
A− B (−r + x)
2
1 + r2 − 2rx
)2
PL(k
√
1 + r2 − 2rx), (C.16)
Q2(k) ≡ 7
3
kikjkk
∫
d3p
(2pi)3
C
(211)
ijk (k,−p,p− k) (C.17)
=
∫
d3p
(2pi)3
k · p k · (k− p)
p2|k− p|2
(
A− B (p · (k− p))
2
p2|k− p|2
)
PL(|k− p|)PL(p) (C.18)
=
k3
4pi2
∫ ∞
0
drPL(kr)
∫ 1
−1
dx
rx(1− rx)
1 + r2 − 2rx
(
A− B (r − x)
2
1 + r2 − 2rx
)
PL(k
√
1 + r2 − 2rx),
(C.19)
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QI(k) ≡ 7
3
(kikjkk − k2kiδjk)
∫
d3p
(2pi)3
C
(211)
ijk (k,−p,p− k)
=
∫
d3p
(2pi)3
(k · p)k · (k− p)− k2p · (k− p)
p2|k− p|2
(
A− B (p · (k− p))
2
p2|k− p|2
)
PL(|k− p|)PL(p)
=
k3
4pi2
∫ ∞
0
drPL(kr)
∫ 1
−1
dx
r2(1− x2)
1 + r2 − 2rx
(
A− B (−r + x)
2
1 + r2 − 2rx
)
PL(k
√
1 + r2 − 2rx),
(C.20)
Q5(k) ≡ 7
3
kikj
∫
d3p
(2pi)3
C
(12)
ij (−p; p− k,k)
=
∫
d3p
(2pi)3
k · p
p2
(
A− B (p · (k− p))
2
p2|k− p|2
)
PL(p)PL(|k− p|)
=
k3
4pi2
∫ ∞
0
PL(kr)
∫ 1
−1
dxrx
(
A− B (−r + x)
2
1 + r2 − 2rx
)
PL(k
√
1 + r2 − 2rx), (C.21)
Q8(k) ≡ 7
3
ki
∫
d3p
(2pi)3
C
(2)
i (−p,p− k; k)
=
∫
d3p
(2pi)3
(
A− B (p · (p− k))
2
p2|p− k|2
)
PL(p)PL(|p− k|)
=
k3
4pi2
∫ ∞
0
drPL(kr)
∫ 1
−1
dxr2
(
A− B (r − x)
2
1 + r2 − 2rx
)
PL(k
√
1 + r2 − 2rx), (C.22)
R2(k) ≡ 7
3
kikjkk
∫
d3p
(2pi)3
C
(112)
ijk (k,−p,p− k)
=
∫
d3p
(2pi)3
k · p k · (k− p)
p2|k− p|2
(
A− B (p · k)
2
p2k2
)
PL(k)PL(p)
=
k3
4pi2
PL(k)
∫ ∞
0
drPL(kr)
∫ 1
−1
rx(1− rx)
1 + r2 − 2rx
(A− Bx2) , (C.23)
RI(k) ≡ 7
3
(k2δij − kikj)
∫
d3p
(2pi)3
C
(12)
ij (k;−p,p− k)
=
∫
d3p
(2pi)3
[(
(k · p)k− k2p) · (k− p)
p2|k− p|2
](
A− B (k · p)
2
p2k2
)
PL(p)PL(k)
=
k3
4pi2
PL(k)
∫ ∞
0
drPL(kr)
∫ 1
−1
dx
r2(1− x2)
1 + r2 − 2rx
(A− Bx2) , (C.24)
R1+2(k) ≡ 7
3
kikj
∫
d3p
(2pi)3
C
(12)
ij (−p; k,p− k)
=
∫
d3p
(2pi)3
k · (k− p)
|k− p|2
(
A− B (k · p)
2
p2k2
)
PL(p)PL(k)
=
k3
4pi2
∫ ∞
0
dr PL(kr)
∫ 1
−1
dx
r2(1− xr)
1 + r2 − 2rx(A− Bx
2). (C.25)
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The normalized second order growth functions are evaluated as A,B(p,k−p) for Q functions,
while as A,B(k,−p) for R functions. For EdS (or more precisely for ΛCDM with f = Ω1/2m ),
A = B = 1 and we have the following relations
REdSI = R
EdS
1 , Q
EdS
I = Q
EdS
1 , R
EdS
1+2 = R
EdS
1 +R
EdS
2 (C.26)
recovering the results of [16, 34, 35].
We further have k-functions constructed from linear displacements fields, hence these
functions have the same form in ΛCDM and in MG,
Q3(k) =
∫
d3p
(2pi)3
(k · p)2(k · (k− p))2
p4|k− p|4 PL(p)PL(|k− p|), (C.27)
Q7(k) =
∫
d3p
(2pi)3
(k · p)2
p4
k · (k− p)
|k− p|2 PL(p)PL(|k− p|), (C.28)
Q9(k) =
∫
d3p
(2pi)3
k · p
p2
k · (k− p)
|k− p|2 PL(p)PL(|k− p|), (C.29)
Q11(k) =
∫
d3p
(2pi)3
(k · p)2
p4
PL(p)PL(|k− p|), (C.30)
Q12(k) =
∫
d3p
(2pi)3
k · p
p2
PL(p)PL(|k− p|), (C.31)
Q13(k) =
∫
d3p
(2pi)3
PL(p)(PL(|k− p|)− PL(p)). (C.32)
A direct computation leads to Q13(k) = F [ξ2L(q)] =
∫ d3p
(2pi)3
PL(p)PL(|k− p|) (see eq.(D.11)).
The constant term is added in order to make Q13 insensitive to the smoothing scale [12],
following the renormalization method of [8].
C.2 q-functions
We first consider those q-functions that are required for the unbiased case. Aij ≡ 〈∆i∆j〉c
was already given by eq. (C.3), but here we exploit rotational symmetry to write it more
conveniently as one dimensional integrals,
Aij(q) = X(q)δij + Y (q)qˆiqˆj , (C.33)
with
X(q) =
1
pi2
∫ ∞
0
dk
(
PL(k) +
9
98
Q1(k) +
10
21
R1(k)
)(
1
3
− j1(kq)
kq
)
, (C.34)
Y (q) =
1
pi2
∫ ∞
0
dk
(
PL(k) +
9
98
Q1(k) +
10
21
R1(k)
)
j2(kq), (C.35)
where we used the definition of the polyspectra and the k-functions of the previous subsection.
Similarly for Wijk ≡ 〈∆i∆j∆k〉c, see [78],
Wijk(q) = V (q)qˆ{iδjk} + T (q)qˆiqˆj qˆk, (C.36)
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with
V (q) = − 1
pi2
∫ ∞
0
dk
k
V˜ (k)j1(kq)− 1
5
T (q), (C.37)
T (q) = − 1
pi2
∫ ∞
0
dk
k
T˜ (k)j3(kq), (C.38)
and
V˜ (k) =
3
35
(QI(k)− 3Q2(k) + 2RI(k)− 6R2(k)), (C.39)
T˜ (k) =
9
14
(QI(k) + 2Q2(k) + 2RI(k) + 4R2(k)). (C.40)
Now we focus our attention to those q-functions that are accompanied by bias parame-
ters. The most cumbersome of these isA10ij = A
10(12)
ij +A
10(21)
ij = 2A
10(12)
ij = 2〈δL(q1)∆(1)i ∆(2)i 〉,
or
A10ij = 2
∫
d3k1
(2pi)3
d3k2
(2pi)3
d3k3
(2pi)3
eik1·q1(eik2·q2 − eik2·q1)(eik3·q2 − eik3·q1)〈δ(k1)Ψ(1)i (k2)Ψ(2)j (k3)〉c
= 2
∫
d3k
(2pi)3
eik·q
∫
d3p
(2pi)3
[
(1 + e−ik·q)Cij(−k; k− p,p)− Cij(−p; k,p− k)
− Cij(−p; p− k,k)
]
=
∫
d3k
(2pi)3
eik·q
3
14
[
δij
k2
RI(k)− kikj
k4
(2R1+2(k) +RI(k) + 2R2(k) + 2Q5(k))
]
+
∫
d3k
(2pi)3
3
14
[
δij
k2
RI(k)− kikj
k4
(RI(k) + 2R2(k))
]
, (C.41)
where we have used the definition of Q(k) and R(k) functions in appendix C.1. We can
rewrite eq. (C.41) in a simpler form
A10ij (q) = X10(q)δij + Y10(q)qˆ
iqˆj , (C.42)
with
X10(q) =
1
14pi2
∫ ∞
0
dk
[
2(RI −R2) + 3RIj0(kq)− 3(RI + 2R2 + 2R1+2 + 2Q5)j1(kq)
kq
]
,
(C.43)
Y10(q) =
3
14pi2
∫ ∞
0
dk(RI + 2R2 + 2R1+2 + 2Q5)j2(kq). (C.44)
Analogous computations for functions Umni (q) = 〈δmL (q1)δnL(q2)∆i〉c ≡ Umn(q)qˆi give
U(q) = − 1
2pi2
∫ ∞
0
dk k
(
PL(k) +
5
21
R1(k)
)
j1(kq), (C.45)
U20(q) = − 3
14pi2
∫ ∞
0
dk kQ8(k)j1(kq), (C.46)
U11(q) = − 3
7pi2
∫ ∞
0
dk kR1+2(k)j1(kq). (C.47)
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D SPT power spectrum
Expanding the exponential exp(−12kikjAij− i6kikjkkWijk) in the tracers LPT power spectrum
of eq. (3.17) we obtain
P SPTX (k) =
∫
d3qeik·q
[
− 1
2
kikjAij − i
6
kikjkkWijk +
1
8
kikjkkklA
L
ijA
L
kl + b
2
10ξL + 2ib10kiUi
− ib10kikjkkALijULk −
1
2
b210kikjA
L
ijξL +
1
2
b20ξ
2
L − (b20 + b210)kikjULi ULj
+ 2ib10b20ξLkiU
L
i + ib
2
10kiU
11
i + ib20kiU
20
i − b10kikjA10ij
]
≡ PA + PW + PA2 + PξL + PU + PAU + PAξL + Pξ2L + PUU + PUξL (D.1)
+ PU11 + PU20 + PA10 ,
where we omit for the moment the curvature bias contributions. We are searching for an
expression involving only theQ(k) and R(k) functions of appendix C.1. Out of these integrals,
the most cumbersome is PW , that we compute here: Using eq. (C.36) we have kikjkkWijk =
k3(3V (q)µ+ T (q)µ3) with µ = kˆ · qˆ, hence
PW (k) = − i
6
kikjkk
∫
d3qeik·qWijk = − i
6
k3
∫
d3qeik·q(3V (q)µ+ T (q)µ3)
= − i
6
k32pi
∫ ∞
0
dqq2
∫ 1
−1
eikqµ(3V (q)µ+ T (q)µ3). (D.2)
Now, we use the identities
∫ 1
−1 dµµe
ixµ = 2ij1(x) and
∫ 1
−1 dµµ
3eixµ = 2i
(
3
5j1(x)− 25j3(x)
)
,
and from eqs. (C.37, C.38) we have
PW = −2pi
3
k3
1
pi2
∫ ∞
0
dp
p
∫ ∞
0
dqq2
(
3V˜ (p)j1(kq)j1(pq)− 2
5
T˜ (p)j3(kq)j3(pq)
)
= − 2
3pi
k3
∫ ∞
0
dp
p
3V˜ (p)
∫ ∞
0
dqq2j1(kq)j1(pq) +
2
3pi
k3
∫ ∞
0
dp
p
2
5
T˜ (p)
∫ ∞
0
dqq2j3(kq)j3(pq)
= −V˜ (k) + 2
15
T˜ (k). (D.3)
where we used the integral form of the Dirac delta function δD(p−k) = 2pkpi
∫∞
0 dqq
2j`(kq)j`(pq).
Using the definitions (C.39, C.40) we obtain
PW (k) =
3
7
Q2(k) +
6
7
R2(k). (D.4)
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Analogous computations for the other integrals in eq. (D.1) yield
PA(k) = −1
2
kikj
∫
d3qeik·qAij = PL(k) +
9
98
Q1(k) +
10
21
R1(k), (D.5)
PA2(k) =
1
8
kikjkkkl
∫
d3qeik·qALijA
L
kl =
1
2
Q3(k)− σ2Lk2PL(k), (D.6)
PξL(k) = b
2
10
∫
d3qeik·qξL = b210PL(k), (D.7)
PU (k) = 2b10ki
∫
d3qeik·qUi = 2b10PL(k) +
10
21
b10R1(k), (D.8)
PAU (k) = −ib10kikjkk
∫
d3qeik·qALijU
L
k = 2b10(Q7(k)− k2σ2LPL(k)), (D.9)
PAξL(k) = −
1
2
b210kikj
∫
d3qeik·qALijξL = b
2
10(Q11(k)− k2σ2LPL(k)), (D.10)
Pξ2L
(k) =
1
2
b20
∫
d3qeik·qξ2L =
1
2
b220Q13(k), (D.11)
PUU (k) = −(b20 + b210)kikj
∫
d3qeik·qULi U
L
j = (b20 + b
2
10)Q9(k), (D.12)
PUξL(k) = 2ib10b20ki
∫
d3qeik·qξLULi = 2b20b10Q12(k) (D.13)
PU11(k) = ib
2
10ki
∫
d3qeik·qU11i =
6
7
b210R1+2(k), (D.14)
PU20(k) = ib20ki
∫
d3qeik·qU20i =
3
7
b20Q8(k), (D.15)
PA10(k) = −b10kikj
∫
d3qeik·qA10ij =
6
7
b10(R1+2(k) +R2(k) +Q5(k)). (D.16)
Considering the terms coming from trivial integrals of ∇2ξL and ∇4ξL, giving −k2PL and
k4PL respectively, and rearranging terms, we arrive to eq. (3.30).
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