Abstract. A formula due to Sudakov relates the first intrinsic volume of a convex set in a Hilbert space to the maximum of the isonormal Gaussian process over this set. Using this formula we compute the first intrinsic volumes of infinite-dimensional convex compact sets including unit balls with respect to Sobolev-type seminorms and ellipsoids in the Hilbert space. We relate the distribution of the random one-dimensional projections of these sets to the distributions S 1 , S 2 , C 1 , C 2 studied by Biane, Pitman, Yor [Bull. AMS 38 (2001)]. We show that the k-th intrinsic volume of the set of all functions on [0, 1] which have Lipschitz constant bounded by 1 and which vanish at 0 (respectively, which have vanishing integral) is given by
Introduction and statement of main results

Intrinsic volumes. For a bounded convex set T ⊂ R
n the intrinsic volumes V 0 (T ), . . . , V n (T ) are defined as the coefficients in the Steiner formula (1) Vol n (T + rB n ) = n k=0 κ n−k V k (T )r n−k , r ≥ 0, where B n denotes the n-dimensional unit ball, Vol n denotes the n-dimensional volume, and κ k = π k/2 /Γ( volume of a projection of T onto a uniformly chosen random m-dimensional linear subspace in R n . Then, Kubota's formula states that for every 1 ≤ m ≤ n,
V m (T ) = n m κ n κ m κ n−m EW m .
In particular, V 1 (T ) coincides with the so-called mean width EW 1 , up to a constant factor. For an extensive account on integral geometry we refer to the books [20] and [13] Sudakov [22] (who considered the case k = 1) and Chevet [6] (who considered arbitrary k ∈ N) introduced a generalization of the intrinsic volumes to infinitedimensional convex sets; see also [5, Ch. 4, § 9.9] . Let H be a separable Hilbert space. The normalization in (1) is chosen so that V k (T ) depends only on T and not on the dimension of the surrounding space, so that the definition of V k (T ) can be extended to any finite-dimensional convex subsets of H (that is, convex subsets which are contained in some finite-dimensional affine subspace of H). Then, for an arbitrary convex set T ⊂ H one defines
where the supremum is taken over all finite-dimensional convex subsets T of T .
Examples of infinite-dimensional sets for which the intrinsic volumes are known explicitly are rare. The aim of this paper is to extend the list of known examples by computing the first intrinsic volume (and, whenever possible, all intrinsic volumes) of "Sobolev balls". These are certain infinite-dimensional convex compact subsets of the Hilbert space Case p = 1. Let first p ∈ (1, ∞]. Consider the set
For example, it is well-known that the set K ∞ consists of all functions on [0, 1] with Lipschitz constant at most 1. The set K p contains all constant functions and hence is non-compact in L 2 . However, if we add various boundary conditions, we can obtain compact sets. We will consider the following sets:
As we will see later, these sets correspond to the Brownian Motion (BM) and the Brownian Motion centered by its integral (CBM), respectively. Define also the following two sets corresponding to the Brownian Bridge (BB) and the Brownian Bridge centered by its integral (CBB):
f (s)ds = 0, f (0) = f (1) .
Let also M [0, 1] be the set of all non-decreasing functions on [0, 1] and consider the sets Case p = 1. In the case p = 1 the above definition yields sets which are not compact in L 2 . Instead of absolutely continuous functions we have to pass to a more broad class of functions with bounded variation. For technical reasons it will be convenient to extend the functions from [0, 1] to R. Let D be the set of all cádlág functions f : R → R which are constant on the intervals (−∞, 0) and [1, +∞) . The value of the function over the first interval need not coincide with the value over the other interval. Let T V (f ) be the total variation of the function f on R. For p = 1 we define
We now impose various boundary conditions on the functions from K 1 . Denote by f (t−) = lim s↑t f (s) the left limit of f at t ∈ R. Let J f (t) = f (t) − f (t−) be the jump of f at t ∈ R. Define
Also, we consider the sets
Denoting by M the set of monotone non-decreasing functions on R, we write
We are always interested in the values of the functions on the interval [0, 1], but for technical reason, we extended the functions to the whole real line. The reader may always restrict the functions under consideration to the interval [0, 1], but keep in mind that after such restriction the information about the value f (0−) gets lost. Also, note that the jump at 0 makes a contribution to the total variation T V (f ).
Notation. Let us agree to write K p * (respectively, L p * ) if we mean one of the sets introduced above, where * ∈ {BM, CBM, BB, CBB} (respectively, * ∈ {BM, BB}).
We will consider the sets K 
1.3.
Main results on intrinsic volumes. The only known result computing explicitly intrinsic volumes of infinite-dimensional convex bodies seems to be the following theorem due to Gao and Vitale [9] and Gao [8] .
In fact, Gao and Vitale [9, 8] stated their results in slightly different terms. They considered the Wiener spiral (introduced by Kolmogorov [14] ) and the Brownian bridge spiral,
and computed the intrinsic volumes of the closed convex hulls of these sets. It is not difficult to see that these closed convex hulls are in fact isometric to L 1 BM and L 1 BB . We will complement Theorem 1.3 (which deals with TV-balls, p = 1) by proving a similar result for Lipschitz balls, p = ∞.
. The proof of Theorem 1.4 will be given in Section 2. Theorems 1.3 and 1.4 have interesting probabilistic consequences which will be discussed in Sections 1.5 and 1.6.
For the sets K p * and L p * with general p ∈ [1, ∞], we will compute only the first intrinsic volume. To state this result, let {W (t) : t ∈ [0, 1]} be a standard Brownian motion. Consider the following Gaussian processes on [0, 1] (which are the Brownian motion, the Brownian bridge, the centered Brownian motion and the centered Brownian bridge):
These processes are special cases of the Gaussian free field on [0, 1] with suitable boundary conditions.
We will state and prove a more general result, Theorem 3.1, in Section 3. In the special cases p = 1 and p = ∞ we can use Theorem 1.5 to obtain explicit results. Proposition 1.6. In the case p = 1 we have
Proposition 1.7. In the case p = ∞ we have
The formula for V 1 (K ∞ BB ) was mentioned in [23, Example 1] . Note that (10) is a special case of Theorem 1.3, whereas (11) is a special case of Theorem 1.4.
For p = 2, the Sobolev balls reduce to ellipsoids in the Hilbert space with halfaxes equal to either 1, 1.4. Sudakov's and Tsirelson's theorems. The main tool in the proof of Theorem 1.5 is a formula due to Sudakov [22] . It establishes a link between the first intrinsic volume and the supremum of the isonormal process. Recall that the isonormal process over a separable Hilbert space H is a mean zero Gaussian process {ξ(h) : h ∈ H} having the covariance function Cov(ξ(h), ξ(g)) = h, g . Theorem 1.8 (Sudakov) . For every convex set T ⊂ H it holds that
Tsirelson [24] generalized the previous theorem to all intrinsic volumes as follows. Consider k independent copies {ξ i (h) : h ∈ H}, 1 ≤ i ≤ k, of the isonormal process. The k-dimensional spectrum of a compact convex set T ⊂ H is a random set
Recall that the set T is called a GB-set if there is a version of the isonormal process over T which has bounded sample paths. It is known that the GB-property is equivalent to V 1 (T ) < ∞ in which case we also have V k (T ) < ∞ for all k ∈ N; see [6] .
Theorem 1.9 (Tsirelson). For every k ∈ N and every compact convex GB-set T ⊂ H it holds that
Remark 1.10. To see that Theorem 1.9 generalizes Theorem 1.8 note that in the case when k = 1 the spectrum Spec 1 T is just the range of the process {ξ(h) : h ∈ T } and Theorem 1.9 states that
However, since the processes ξ and −ξ have the same distribution, it holds that E inf h∈T ξ(h) = −E sup h∈T ξ(h) and we recover (13) . Remark 1.11 (On separability). In order to have a well-defined supremum in (13) , it is tacitly assumed in Theorem 1.8 that we are dealing with the separable modification of ξ; see Proposition 2.6.1 in [4] for the proof of its existence. In Theorem 1.9 a separable modification is not sufficient and one tacitly assumes that one is dealing with the so-called natural modifications of ξ 1 , . . . , ξ k ; see [4, Proposition 2.6.4] for the proof of their existence in the case of a GB-set T . We will have no problems with separability since the sets K p * and L p * have the GC-property (meaning that the isonormal process has a version with continuous sample paths over these sets); see Lemma 3.4.
1.5. Applications to Brownian convex hulls. Combining Tsirelson's Theorem 1.9 with the results of Section 1.3 it is possible to obtain interesting probabilistic consequences. The main idea here is that the convex hull of a Brownian motion in R k can be viewed as a projection of the convex hull of the Wiener spiral onto a "uniformly chosen" random k-dimensional linear subspace of L 2 . A precise formulation of this statement is given by Tsirelson's Theorem 1.9 (which can be seen as an infinite-dimensional analogue of the Kubota's formula (2) ). This allows to establish a connection between the k-th intrinsic volume of the convex hull of the Wiener spiral and the expected volume of the convex hull of a Brownian motion in R k . Let {W (t) : t ≥ 0} be a standard Brownian motion. The isonormal process
where the stochastic integral is in the usual Itô sense. Let
Brownian motion whose components W 1 (t), . . . , W k (t) are independent copies of W (t). Using the isometry between L 
Here, Conv A denotes the convex hull of a set A. Using Kubota's formula (2) and the fact that the m-dimensional projection of a k-dimensional Brownian motion is an m-dimensional Brownian motion, we obtain a generalization of (15) to arbitrary intrinsic volumes. Namely, for all 0 ≤ m ≤ k,
Eldan [7] obtained (15) and (16) 
Using Kubota's formula (2) and the fact that an orthogonal projection of X BB is again a Brownian bridge, we obtain that for all 0 ≤ m ≤ k,
Randon-Furling et al. [18] and Majumdar et al. [16] obtained (17) and (18) for k = 2. Let us also mention discrete versions of the above results. Consider the following points in R n :
Denote by T BM,n the convex hull of P 0 , . . . , P n and by T BB,n the convex hull of P * 0 , . . . , P * n . The sets T BM,n and T BB,n are simplices and can be seen as the discrete analogues of L 1 BM and L 1 BB . The next theorem is due to Gao and Vitale [9] and Gao [8] .
Theorem 1.12. For every k = 1, . . . , n it holds that
The spectrum Spec k (T BM,n ) is the convex hull of an n-step Gaussian random walk in R k . Similarly, Spec k (T BB,n ) is the convex hull of an n-step Gaussian random walk in R k conditioned to return to 0. Namely,
Tsirelson's Theorem 1.9 combined with Theorem 1.12 yields the formulae for the expected volumes of these convex hulls:
Kubota's formula (2) allows to generalize these formulae to arbitrary intrinsic volumes. We obtain that for every 1 ≤ m ≤ k,
For the semiperimeter V 1 of the convex hull of a general (not necessarily Gaussian) two-dimensional random walk S 1 , S 2 , . . ., Spitzer and Widom [21] and Baxter [1] obtained the formula
In the Gaussian case, the right-hand side of this formula is
. This is equivalent to (23) with k = 2, m = 1. 
This follows from a stochastic integral representation of the isonormal process, see 
Using Kubota's formula (2) and the invariance of the Brownian motion under projections, we obtain that
Using Theorem 1.9 and Theorem 1.4 we obtain that
Using Kubota's formula (2) and the invariance of the Brownian bridge under projections we obtain that
Finally, one can also obtain discrete versions of the above results. Denote by Zon(v 1 , . . . , v n ) the zonotope spanned by a collection of vectors v 1 , . . . , v n :
Consider the sets (25) F BM,n = Zon{P 1 , . . . , P n }, F BB,n = Zon{P * 1 , . . . , P * n }, The sets F BM,n and F BB,n are parallelotopes and can be seen as the finite-dimensional analogues of the sets L ∞ BM and L ∞ BB ; see Section 2.1. We next result complements Theorem 1.12. Theorem 1.13. For every k = 1, . . . , n it holds that
Clearly, Spec k (F BM,n ) is the zonotope spanned by the n-step Gaussian random walk in R k . Similarly, Spec k (F BB,n ) is the zonotope spanned by the n-step Gaussian random walk in R k conditioned to return to the origin at time n. Namely,
Tsirelson's Theorem 1.9, together with Theorem 1.13, yields the formulae for the expected volumes of these zonotopes:
Using Kubota's formula (2) one obtains a generalization of these formulae to arbitrary intrinsic volumes. For every 1 ≤ m ≤ k,
2. Intrinsic volumes of Lipschitz balls: Proof of Theorems 1.13 and 1.4
In this section we compute the intrinsic volumes of the Lipschitz balls K 
It is easy to see that these definitions are equivalent to the previous ones; see (25) . Our aim is to prove Theorem 1.13 which can be restated as follows:
Proof of Theorem 1.13. We prove (32). Consider the linear operator A :
n under the operator A. In particular, F BM,n is the parallelotope generated by the vectors Ae 1 , . . . , Ae n , where e 1 , . . . , e n is the standard basis of R n . A formula for the intrinsic volumes of a parallelotope is well-known, see [13, Theorem 9.8.2] , and yields in our case
Denoting by G l1,...,l k the Gram matrix of the collection {Ae n−l1+1 , . . . , Ae n−l k +1 }, we have
The (i, j)-th entry of G l1,...,l k is given by min(l i , l j ). The determinant of G l1,...,l k can be computed by elementary row transformations, but we prefer to use probabilistic reasoning. Namely, observe that G l1,...,l k is the covariance matrix of the random vector (B(l 1 ), . . . , B(l k )), where B denotes a standard Brownian motion. The probability density of this random vector at point zero can be computed by using the formula for the multivariate Gaussian density or by using the Markov property of the Brownian motion. Comparing both results we obtain that 1
Inserting the resulting formula for det(G l1,...,l k ) into (34) we obtain (32).
The proof of (33) is similar. This time we consider the linear operator A : 
Here, G l1,...,l k is the Gram matrix of the collection {Ae n−l1 , . . . , Ae n−l k }. The (i, j)-th entry of this matrix is equal to min(l i , l j ) − 1 n l i l j . Again, it is easy to compute the determinant of G l1,...,l k by using row transformations, but we will provide a probabilistic argument. Observe that G l1,...,l k is the covariance matrix of the random vector (B(l 1 ) , . . . , B(l k )) conditioned on B(n) = 0. Computing the density of this vector by using the formula for the multivariate Gaussian density and by using the Markov property of the Brownian bridge, we obtain
Inserting this into (35) we obtain (33). by their discrete analogues.
Step 1: L ∞ BM . Take some n ∈ N and let L ∞ BM,n be the parallelotope in L 2 [0, 1] spanned by the functions f 1,n , . . . , f n,n , where
It is clear that L 
By the lower semicontinuity of the functional V k (which is stated in Proposition 13 of [22] for k = 1 but is valid for any k ∈ N with the same proof), we have
To compute V k (L ∞ BM,n ) we proceed as in the proof of Theorem 1.13. The (i, j)-th entry of the Gram matrix of the collection {f 1,n , . . . , f n,n } is
Thus, the Gram matrix of the collection {n 3/2 f 1,n , . . . , n 3/2 f n,n } is very close but not equal to the Gram matrix of the collection {Ae n , . . . , Ae 1 } which spans the parallelotope F BM,n . Repeating the argument from the proof of Theorem 1.13, we obtain
where the constant in the O-term does not depend on l 1 , . . . , l k . Replacing Riemann sums by Riemann integrals we obtain
The integral is easy to compute:
where the Beta function B has k variables. This gives the required formula for
In the setting of L ∞ BB one similarly arrives at the integral
The integral can be computed using the Beta function with k + 1 variables:
Step 3:
To compute the intrinsic volumes of K ∞ BM and K ∞ BB , note that with h(t) = t/2 ∈ L 2 we have the set equalities
. Remark 2.1. Gao and Vitale [9] conjectured that for any convex GB-set in a Hilbert space, the sequence m k := (k + 1)V k+1 /V k (which is known to be decreasing) either converges to a strictly positive limit or satisfies m k = O(1/ √ k). It is easy to see that for the sets L 3.1. The Gaussian width. Our aim is to determine the first intrinsic volume of K p * and L p * . More generally, we will compute the distribution of the Gaussian width of these sets. For a bounded set T ⊂ R n , the Gaussian width W G (T ) and the uniform width W U (T ) are defined by
where N has a standard normal distribution on R n , while U has a uniform distribution on the unit sphere in R n . We have a representation
where R n is a random variable which is independent of U and such that R 2 n has χ 2 -distribution with n degrees of freedom. By the law of large numbers, R n / √ n converges to 1 in distribution, as n → ∞. Thus, for large values of n, the scaled uniform width √ nW U is close to the Gaussian width W G . In the case of infinite n, the uniform width makes no sense, but there is a natural infinite-dimensional generalization of W G , namely the range of the isonormal process. Therefore, for a set T in a separable Hilbert space H define its Gaussian width to be
where {ξ(h) : h ∈ H} is the isonormal process over H. We always consider a separable version of the isonormal process; see Proposition 2.6.1 in [4] for its existence. The next theorem determines the Gaussian width of K p * and L p * . We use the notation x + = max(x, 0) and x − = max(−x, 0). Recall that X * is a Gaussian process as in (5)- (8). 
The Gaussian width of K p * and L p * is given by
Using Sudakov's Theorem 1.8 we immediately obtain Theorem 1.5 as a corollary of Theorem 3.1. The proof of Theorem 3.1 will be given in Sections 3.2 and 3.3.
Isonormal process over K
where the stochastic integral is in the Itô sense. In Lemma 3.3 below we will provide an alternative representation of the isonormal process over K Proof. In the case p = 1 the functions f and g are continuous, so that the statement becomes trivial. Let p = 1. Then, the functions f and g are right-continuous at any t ∈ [0, 1), so they must coincide there. We have to show that f (0−) = g(0−) and f (1) = g(1).
Case * = BM . Then, we have the boundary condition f (0−) = g(0−) = 0 and the functions f and g are left-continuous at 1, so that f (1) = g(1).
Case * = CBM . Then, we have the boundary conditions f (0−) = g(0−) = 0 and f (1) = g(1) = 0.
Case * = BB. Then, f and g are left-continuous at 1 and hence, f (1) = g (1) . Also, we know that f (0) = g(0) and since J f (0) = J g (0) = 0, we get f (0−) = g(0−).
Case * = CBB. We know that f (0) = g(0) and J f (0) = J g (0) = 0, hence f (0−) = g(0−). Also, we have the boundary conditions f (0) = f (1) and g(0) = g(1), hence f (1) = g(1). Lemma 3.3. With X * as in (5)- (8) we have
and similarly with L
Proof. Note that any f ∈ K p * is a function with bounded variation. Integrating by parts, see e.g. [15, Theorem 2.3.7] for justification, we have
Case 1: * = BM . Then, the process {X * (1 − t) : t ∈ [0, 1]} (which is a standard Brownian motion with reversed time) has the same finite-dimensional distributions as {W (1) − W (t) : t ∈ [0, 1]}. We have f (0−) = 0 and hence,
This proves (37).
In the remaining three cases, the process {X * (1 − t) : t ∈ [0, 1]} has the same finite-dimensional distributions as the process {−X * (t) : t ∈ [0, 1]}. So, we need to prove that
Case 2: * = CBM . We have f (0−) = f (1) = 0 and writing N = 1 0 W (s)ds we obtain
Case 3: * = BB. We have 1 0 f (t)dt = 0 and hence, by definition of X * (t),
where we used that 
Remark 3.5. Consequently, the right-hand side of (37) defines a Gaussian process with continuous sample paths. (Note that the process X(t) := X * (1 − t) satisfies the boundary conditions of Lemma 3.4). Thus, the sets K p * and L p * have the GCproperty. In the sequel, we always deal with the version of the isonormal process over K p * or L p * which is given by the right-hand side of (37).
Remark 3.6. Let us consider an example showing that the assumptions on X(0) and X(1) in the case p = 1 cannot be omitted. Consider the sequence 
It converges in
there is a subsequence f ni for which Ψ(f ni ) converges to Ψ(f ), as i → ∞.
Step 1. We prove that it is possible to find a subsequence f ni for which Ψ(f ni ) converges to some limit. Note that the total variation of the function f n is bounded by 1 for every n. For p = 1 this follows from the definition of K 1 * , whereas for p > 1 we have f n ∈ AC[0, 1] and T V (f n ) = f n 1 ≤ f n p ≤ 1 by the Lyapunov inequality and the definition of K p * . The inequality T V (f n ) ≤ 1, together with the boundary conditions, implies that f n ∞ ≤ 1.
We can introduce the signed Lebesgue-Stieltjes measures µ n ((s, t]) = f n (t) − f n (s), s < t. The total variation of µ n is at most 1. By Helly's theorem, we can extract a subsequence µ ni converging weakly to some signed measure µ, as i → ∞.
Note that µ is concentrated on the interval [0, 1]. If p = 1, then we can tell more. Namely, for every 0 ≤ x ≤ y ≤ 1 by the Hölder inequality we have
By the Arzelà-Ascoli theorem we can extract a subsequence f ni which converges uniformly to some continuous function. It follows that µ ni converges weakly to some signed measure µ which has no atoms. Since X is a continuous function, it follows from the definition of weak convergence that
Step 2. We prove that Ψ(f ) = 1 0
X(t)µ(dt).
In the proof below we consider the case p = 1. The proof in the case p = 1 is similar and, in fact, even much simpler, because in this case the measure µ has no atoms and therefore we can ignore terms with µ({0}) and µ({1}).
, where δ 1 is the delta-measure at 1. Consider the function h(t) = µ
• ((−∞, t]). By construction, h is cádlág and h(0−) = 0, J h (1) = 1, so that h satisfies the same boundary conditions as the functions from K 1 BM . By the definition of the weak convergence, we have
for all t ∈ (0, 1) where h is continuous. By the dominated convergence theorem, we obtain that f ni converges to h in L 2 . On the other hand, f ni converges to f in L 2 . By the uniqueness of the L 2 -limit, f and h coincide a.e. on [0, 1]. By the same reasoning as in Lemma 3.2, these functions in fact coincide everywhere. It follows that
where the last step holds because we have the assumption X(1) = 0. 
for all t ∈ (0, 1) where h is continuous. By the dominated convergence theorem, we obtain that f ni converges to h in L 2 . On the other hand, f ni converges to f in L 2 . By the uniqueness of the L 2 -limit, f and h coincide a.e. on [0, 1] . By the same reasoning as in Lemma 3.2, these functions in fact coincide everywhere. Hence, 
where the last step holds because we have the assumption X(0) = X(1) = 0. 
On the other hand, f ni converges to f in L 2 . It follows that f (t) − h(t) = c a.e. for a suitable constant c ∈ R. However, since both f and h have vanishing integral over [0, 1], we have f = h a.e. on [0, 1] and, by the reasoning of Lemma 3.2, even everywhere on R. It follows that
where we used the assumption X(0) = X(1).
3.3.
Proof of Theorem 3.1. Recall that by Lemma 3.3 the isonormal process is given by
Let first p ∈ (1, ∞]. Then, any f ∈ K p * is absolutely continuous. By the Hölder inequality we have
On the other hand, the equality in (39) is attained if f = g, where
Below we will show that it is possible to modify g such that it satisfies the boundary conditions of K p * . But let us first consider the case p = 1. Then, the total variation of every f ∈ K 1 * is at most 1 and hence,
The equality is attained if f = g, where
Let us now show how to modify the minimizer g to make the boundary conditions satisfied. Let p ∈ (1, ∞].
Case * = BM . Choose f = g since the boundary condition g(0) = 0 is satisfied.
Case * = BB. Choose f (t) = g(t)+a, where a is a constant such that For p = 1 the argument is the same, but we have also to note that J g (0) = J g (1) = 0 by definition (since the process X * does not attain its maximum at 0 or at 1). So, the boundary conditions of K 1 * are satisfied. Let us now consider the maximum over L p * . Since every f ∈ L p * is monotone non-decreasing, we have
and one can repeat the same considerations as in cases * = BM and * = BB above with X * replaced by max(X * , 0).
Intrinsic volumes of ellipsoids in Hilbert space
4.1. The first intrinsic volume of an ellipsoid. Consider a separable Hilbert space H over R with an orthonormal basis ψ 1 , ψ 2 , . . .. For concreteness, we assume that H is infinite-dimensional, but the same considerations apply in the finite-dimensional case. Let λ 1 , λ 2 , . . . be a sequence of positive numbers such that ∞ n=1 λ 2 n < ∞. Consider the following subset of H:
Note that E is an ellipsoid with half-axes λ 1 , λ 2 , . . .. Let us derive a formula for the Gaussian width and the first intrinsic volume of E. Width(E)
Remark 4.2. We have M < ∞ a.s. since we assume that ∞ n=1 λ 2 n < ∞. Hence, the set E is a GB-set.
Proof of Proposition 4.1. The isonormal process {ξ(h) : h ∈ H} is given as follows:
By the Cauchy-Schwarz inequality and the definition of E, see (41), we have the estimate
On the other hand, for x n = λ 2 n N n / √ M an equality is attained in (43), so that
Thus, by Sudakov's formula, the first intrinsic volume of E is given by (42).
Remark 4.3. Rivin [19] obtained a formula very similar to Proposition 4.1 for the surface area (which is 2V n−1 ) of the ellipsoid. Namely, he showed that for an ndimensional ellipsoid E * with half-axes 1/λ 1 , . . . , 1/λ n , the surface area is given by
In fact, Rivin's formula (44) can be deduced from Proposition 4.1, see Proposition 4.8 below. The results on the surface area obtained in Rivin's paper [19] can be translated to the setting of V 1 .
4.2.
Special cases: E d and F d . We now consider some special cases in which it is possible to compute E √ M explicitly. Using the formula Ee we obtain that the Laplace transform of M is given by
Example 4.4. Denote by E d the ellipsoid whose half-axes are 1 nπ , n ∈ N, where each value has the same multiplicity d ∈ N. Then, the Laplace transform of M is given by
Random variables with Laplace transform (45) appear frequently in probability theory and were studied in [3] and [17] . A generic random variable M with Laplace transform (45) is denoted by S d/2 in these papers where, among many other results, some moments of S 1 and S 2 were calculated. By Proposition 4.1, the width of E d is
It follows from Proposition 4.1 and the results of [3] (see, e.g., Table 1 in [17] ) that
Example 4.5. Denote by F d the ellipsoid whose half-axes are
where each value has the same multiplicity d ∈ N. Then, the Laplace transform of M is given by
A generic random variable M with Laplace transform (48) was denoted by C d/2 in [3] and [17] . By Proposition 4.1, the width of
From the formulae for EC 1/2 d/2 derived in [3] (see, e.g., Table 1 in [17] ) we obtain that (50) Proposition 4.6. For every k ∈ N, the k-th intrinsic volume of the ellipsoid E defined in (41) is given by
where W k is a random k × k-matrix whose (i, j)-th entry equals ∞ n=1 λ 2 n N n,i N n,j , and {N n,i : n ∈ N, 1 ≤ i ≤ k} are i.i.d. standard normal random variables.
Proof. Recall that ψ 1 , ψ 2 , . . . is an orthonormal basis of H and that we represent a vector h ∈ H in the form h = ∞ n=1 x n ψ n . Define k independent isonormal processes {ξ i (h) : h ∈ E}, where 1 ≤ i ≤ k, by
Keeping in mind Tsirelson's Theorem 1.9, consider the random convex set
Define a column vector y = y(h) ∈ R ∞ and a k × ∞ matrix A by
Then, y 2 ≤ 1 if and only if h ∈ E and we have a representation
Denote by a 1 , . . . , a k the row vectors of the matrix A:
and let V be the linear span of {a 1 , . . . , a k } in the Hilbert space 2 of square summable sequences. It holds that dim V = k and V ⊥ = KerA a.s. Therefore,
Any y ∈ V a.s. has a unique representation y = c 1 a 1 + · · · + c k a k and it holds that
where c = (c 1 , . . . , c k ) T . It follows that
Thus, Spec k E is an ellipsoid defined by the quadratic form AA T . The volume of an ellipsoid is known (see, e.g., Proposition 4.8 below for k = n), and we obtain
The proof is completed by applying Tsirelson's Theorem 1.9.
Remark 4.7. In the finite-dimensional case, Proposition 4.6 was obtained in [10] .
The next proposition states a duality between V k and V n−k for ellipsoids. It explains Remark 4.3. Let Σ be a symmetric, positive definite n×n matrix. Consider the following two ellipsoids in R n :
If the half-axes of E are λ 1 , . . . , λ n , then the half-axes of E * are 1/λ 1 , . . . , 1/λ n .
Proposition 4.8. For every 0 ≤ k ≤ n it holds that
Proof. It is known that there exists a symmetric positive definite matrix denoted by U such that Σ −1 = U 2 . Let B n be the unit ball in R n . Then, considering U as a linear operator on R n , we have U (E) = B n , U (B n ) = E * .
Intrinsic volumes are a special case of mixed volumes, see, e.g., [20 Applying the linear transformation U to the mixed volumes, we obtain
This is the desired formula. 
Width(K 
where the known characterizations of the distribution of the supremum and the range of the Brownian motion and the Brownian bridge in terms of the distributions S 1 , S 2 , C 1 , C 2 were used; see [3] . Note that In the case of arbitrary d ∈ N one has to expand the components of the function ψ separately. Here we consider the case p = ∞. Recall that the sets K ∞ * consist of functions which have Lipschitz constant at most 1 and are subject to additional boundary conditions. In the set L ∞ * the functions are additionally required to be monotone. Applying Theorem 3.1 with q = 1 and using the notation σ 2 * (t) = Var X * (t) we obtain the formula Evaluating the integral of σ * (t) we obtain the formulae for the first intrinsic volume of K ∞ * stated in Proposition 1.7. Similarly, we obtain that the first intrinsic volume of L ∞ * is given by
