Abstract -In this work, sparse regression using a penalized least absolute deviations objective function is considered. Regression model sparsity is promoted using a L0 -pseudo norm penalty (the cardinality of the model parameter vector). Implemented using mixed integer linear programming (MILP) it is demonstrated that the use of the L0 -norm (without approximation) enables efficient and accurate solutions to sparse regression problems of practical size. For model development with a large number of potential model parameters (or features) methods to relax the MILP are also developed; using nonlinear function approximations to the L0-norm, penalty terms are linearized and solved using sequential linear programming. Experimental results (using both simulated and real data) demonstrate that these algorithms are also computationally efficient producing accurate and parsimonious model structures. Applications considered are the development of a calibration model for prediction with Near Infrared (NIR) data and the development of a model for the prediction of chemical toxicity -a quantitative structure activity relationship (QSAR).
Introduction
Sparse approximation describes algorithms aimed at minimizing two competing objectives; that an approximation be as accurate and concise as possible. The development, analysis and application of sparse approximation techniques occur in a significant number of scientific and engineering disciplines. Applications include regression, image and signal processing, the identification of mechanistic networks (such as gene regulatory networks) etc. An approach to sparse regression that has gained popularity in recent years uses model parameter regularization; performing regression using the entire set of suggested model input variables and controlling model complexity in order to improve predictive performance, e.g. see [1] . To do this, an objective function is minimized that combines a measure of model prediction error and a term that penalizes complexity, i.e. the term ‖ ‖ which is the Lm -norm of the error between the measured and predicted model output and the penalty term (̂) which is a non-negative function of the estimated model parameters, ̂= [̂1, … ,̂] T (where r is the total number of model parameters),
The weighting, , is known as the (model) regularization parameter. For increasing values of different (sparse) solutions to (1) are obtained (a value of = 0 corresponding to the nonpenalized solution (where all parameters will be present in the model) and a value of → ∞ being a fully penalized solution with all model parameters at zero). The aim is to determine a value of , that gives both the best model structure and the associated parameters. This may be achieved using cross-validation strategies using, for example, a second data set or, by the use of the well-known information criteria for model selection, such as the Akaike information criteria (AIC) proposed by [2] and Bayesian Information Criteria (BIC) proposed by [3] .
The Least Absolute Shrinkage and Selection Operator (LASSO) was introduced by [4] to perform regularized regression where the objective is to minimize (1) subject to the penalty (2), the L1 -norm of the estimated model parameters.
Since its introduction LASSO has been a popular approach. However, there are a number of known disadvantages of the method, notably that a) the parameter estimates obtained using (2) are known to 'shrink' as the regularization weight is increased and as a result LASSO does not always provide the correct model structure, see e.g. [5] , b) if model input variables are correlated, the regularization process (slowly increasing the value of and observing the resulting reduction in model complexity) tends to choose one of the model parameters and ignore the rest of the parameters associated with the input variables that are correlated, c) if > (where r the number of model inputs and N is the number of data points) the LASSO is limited to the selection of at most N terms in the model, [6] , and d) if the aim is use the model for the purposes of prediction, because of the parameter shrinkage that occurs during the regularization process, a sub-optimal predictive model will be obtained [7] .
A more natural choice for (̂) is the pseudo-norm defined as the number of non-zero elements (the cardinality of the parameter vector), subsequently referred to as the L0 -norm, (̂) = ‖̂‖ 0 = {{̂|̂≠ 0}} (3) Using the L0 -norm ensures that in minimizing (1) the most parsimonious model explaining the data is found. However, the L0 -norm is non-convex and discontinuous and solution of (1) using the L0 -norm penalty is known to be NP-hard (e.g. when implemented as a best subset regression problem it does not scale to problem sizes where, >~30 − 40). As a result, there are numerous reported works that suggest approximating the L0 -norm penalty using a continuous smooth function. For example, [8] used (where 1 is a small number that is used to avoid the discontinuity in the logarithm function at zero),
The approximation imitates the L0 -norm in that the penalty term (and hence the objective function) decreases rapidly to zero for small values of |̂| compared to its slower increase for larger values of |̂|. Therefore it is better to increase e.g. some of the |̂| while setting others to zero rather than obtaining a compromise solution that contains all coefficients. Other approximations to the L0 -norm include the use of an exponential function [9] , the Smoothly Clipped Absolute Deviation (SCAD) penalty [10] , the Bridge Penalty, e.g. see [11] , the Seamless L0 -or SELO, proposed by [12] etc. The idea behind the use of these penalties is the same; they offer a better approximation to the cardinality constraint than the L1 -norm and therefore the opportunity to more efficiently (in terms of computational overhead) perform sparse regression.
In this paper, as opposed to using an approximation, a MILP implementation of the sparse regression problem that uses the cardinality constraint directly is proposed. This offers a novel regularization strategy, which decouples the parameter estimation and structure identification problems (therefore avoiding parameter estimation bias). Using slack variable constraints the MILP is formulated as a smooth, constrained problem which demonstrates a significant decrease in computational effort required to solve the cardinality constrained MILP for problems where, ~100 − 150. For higher dimensional input data novel relaxed versions of the MILP are proposed to further improve algorithm efficiency (in terms of computational effort required to obtain a solution). The relaxed MILPs are implemented via sequential linear programming using an iteratively linearized nonlinear penalty function that approximates the behavior of the L0 -norm.
Methods
Given = 1, … , measured data points a response vector, ( x 1) and a feature matrix ( x ) a linear model is defined as (where, ̂ is a vector of model parameters and = [ ,1 ⋯ , ] are random errors with a mean of zero and variance, ),
=̂+
It is assumed that only a small subset of { } =1 have non-zero parameters and the aim is to efficiently identify this subset and the associated parameters using MILP. As opposed to using a least squares objective function (minimizing the squared error between an output and a predicted output) in this work the measure of prediction error used is the sum of the absolute errors (the L1 -norm), i.e. m = 1 in objective function (1) . This provides a popular alternative to Least Squares (L2 -norm minimization) because it is insensitive to outliers in the data set. Moreover, the L1 -norm may be formulated as a linear objective function. To ensure regression model sparsity, a set of binary variables (associated with each of the parameters of the model) are used to perform regularization rather than the parameters themselves. The binary variables provide a normalised entropy measure (independent of the magnitude of the regression parameters) and are directly related to the number of parameters in the model (the cardinality of the parameter vector).
Mixed integer linear programming
The L1 -norm cost function, including the L0 -norm regularization penalty is (5) .
Rewriting (5) using a vector of auxiliary variables, = ( 1 , … , ) T and binary variables = ( 1 , … , )
T (where = 1 if ̂≠ 0 and = 0 if ̂= 0) gives (6) . If this is minimized, subject to the constraints (7) -(10), the MILP implementation is equivalent to (5) .
The decision variables for the MILP are a) the ( = 1, … , ) where the constraints (7) ensure the smallest possible (positive values) are obtained that minimize (6) , b) the model parameters ̂ ( = 1, … , ) and c) the binary variables, ( = 1, … , ). The and represent the upper and lower bounds on the model parameter values, ̂. The constraints (8) and (9) ensure the values of = 1 if ̂≠ 0 and = 0 if ̂= 0. This is the well-known Big-M formulation, e.g. see [13] frequently used in the development of MILP models. Provided the lower ( ) and upper ( ) bounds are chosen to be sufficiently large, a solution to the MILP will be obtained.
Efficient L0-norm regularization
The MILP (6) - (10) is non-smooth and therefore not as easy to solve for as, say, a Linear Program (LP). One way to overcome this difficulty is to introduce slack variables into the problem. The non-smooth, MILP can be cast into the following equivalent smooth, constrained problem which is more amenable to solution,
The additional constraints (12) ensure that the slack variable, s, (which is an integer and an additional decision variable for the MILP) provides a smooth penalty that represents the constraint violation. At the optimum, the slack variable, s, will be equal to the value of, ∑ =1 if the constraints are satisfied. This formularization has been successfully used in the process control literature e.g. see [14] - [16] , for the development of constrained model predictive control algorithms. Essentially, it allows the MILP to 'soften', i.e. violate the constraints, if no alternative solution can be found thereby promoting a more efficient search.
Implementation of LASSO via MILP
If the binary variable constraint (9) is replaced by the weaker constraint that each of the belong to the interval [0 1], the NP-hard optimization problem may be transformed into a related problem that is solvable in polynomial time (Linear Programming rather than MILP). It is straightforward to verify that if the upper and lower bounds on the model parameters are specified as,
The optimal value of the 'relaxed' binary variables will be, =̂⁄ -see constraint (8) . Therefore the relaxed MILP is equivalent to the LASSO (performing L1 -norm regularization) where,
[17] and [18] have considered strategies to tighten the value of the upper bound to enhance the solution efficiency of a cardinality constrained quadratic optimisation strategy. However, optimal determination of these bounds is itself a combinatorial problem (all subsets of models would have to be regressed to get the true upper bounds for each of the model parameters). Therefore, in the next section of the paper, an iterative approach is proposed where nonlinear function approximations to the L0-norm are used to reweight the relaxed binary variables in order to implement cardinality constrained regression.
Approximating the L0 -norm penalty and sequential linear programming
As the name suggests, sequential linear programming (SLP) is an iterative optimisation approach that is realized through linearization of any nonlinear terms (either in the cost function or constraints) around a current solution point. The solution of the resulting linear program (LP) is then used as a new point to solve the nonlinear problem and this is continued until a stopping criterion is met. To develop a SLP approach to L0-norm regularization, a first order Taylor series approximation of the regularization penalty is considered (where 'k' represents an iteration index and is a vector of the relaxed binary variables; non-negative functions of the model parameters), giving at the ( + 1) ℎ iteration,
As (̂) and (̂) | are constants they will not affect the optimal solution at the ( + 1) ℎ iteration, therefore the objective function to be minimized is,
, +1 (13) If the penalty term is taken as (̂) = ∑ =1 minimization of (13) with respect to the constraints (7), (8) , (10) and ∈ [0,1] is the relaxed MILP (the LASSO). Alternative realizations of (13) may be obtained through the use of nonlinear penalty functions that have been suggested in the literature as approximations to the L0-norm. Consider, for example, the nonlinear approximation (4), defined in terms of the relaxed binary variables,
The formula for the penalty term of this SLP approach to cardinality constrained regression using two alternative nonlinear approximations to the L0 -norm suggested in the literature are provided in Table 1 (in the results the performance of each of these penalties is compared). While the mathematical structures differ, the mechanism used to ensure sparsity is the same. The effective regularization weight increases rapidly for small values of , , it is therefore better to set some , +1 to zero at the next iteration than obtain a compromise solution where a number of model parameters are non-zero.
A single iteration of the (13) using any of the penalty terms corresponds to the LASSO (provided the SLP is initialized appropriately, e.g. (14) could be initialized as, = 0, ,0 + = 1). However, further iteration may proceed until a stopping criteria, e.g.
where is a small tolerance), has been reached. This iterative reweighting of a penalty function has been indirectly used in reweighted L1 penalized regression, see e.g. [19] , [20] who demonstrated the effectiveness of the approach (applied in the area of compressive sensing addressing the recovery of sparse signals). [21] use the DC (difference of convex functions) programming framework to derive a variant of (14) through the consideration of nonlinear penalty terms. They subsequently solve the resulting nonlinear optimisation problem using an extension to the coordinate-wise LASSO optimisation approach of [22] . Table 1 . Alternative formula for the linearized penalty term based on nonlinear penalties using an exponential function and the Seamless L0 -or SELO. The constants 2 and 3 are 'tuning' parameters that affect the shape of the penalty.
Model structure selection
The choice of the optimal regularization parameter ( ) is an important issue and this may be achieved using a model validation strategy. Generally, cross validation strategies are used, determining the optimal by finding the minimum of the prediction error on a test (or validation) data set. However, choosing in this manner can be computationally intensive. Alternative approaches are to use information criteria such as AIC and BIC. It is known that AIC-based methods are not consistent for model selection as irrelevant model parameters tend to be selected e.g. see [23] . Therefore, in this work the BIC criterion is used which may be described by,
= −2 ( ) + ( )
Where ′ ′ is the maximum value of the likelihood function of the model, is the number of parameters (degree of freedom) of the model. Using the LAD cost function the BIC cost function is,
An optimal model structure corresponds to the regularization parameter that minimizes (15) . Therefore, the MILP may be minimized for a range of values in order to determine the regularization path (or landscape) and the corresponding values of (15) are calculated to determine the optimal model structure. For LASSO, [24] prove that the number of non-zero coefficients within the model is an unbiased estimator of the model degree of freedom, ; for our MILP strategy this is the sum of the binary variables associated with each model parameter. For the relaxed implementations of the MILP, the number of non-zero values may be heuristically determined.
Fortunately, unlike LASSO the determination of the optimal weighting for a L0-norm constrained MILP does not require cross-validation. The optimal value of may be specified directly from the information criteria such as AIC, BIC etc. (each of which are known to be optimal given certain assumptions about the data). For example, in using the BIC, = log ( ). This allows model parameter estimation and structure selection to be achieved in a single step for the MILP algorithms directly using the L0 -norm, (11) and (12) . In the results that follow we make the additional assumption that the SLP algorithms derived using the nonlinear approximation to the L0-norm are sufficiently accurate to justify the direct specification of using the BIC criteria.
Results
The first two examples presented in this section of the paper are used to compare the performance of the MILP using the cardinality constraint (as well as the implementation using the slack variable), the relaxed-MILP (LASSO) and the use of SLP to implement L0 -norm regularization. The third example is an application to the development of a calibration model for prediction with Near Infrared (NIR) data. The data set comprises spectral intensities of 60 samples of gasoline at 401 wavelengths and their octane ratings. The data is available in MATLAB and used as a demonstration for Principal Component Regression (PCR) and Partial Least Squares (PLS). The final example considers the development of a model for prediction of chemical toxicity. The model is developed using the descriptors which characterize behavior (from the commercial DRAGON package). For all examples reported the MILP is solved using the function 'intlinprog' with default settings in MATLAB.
Example 1
This example was originally presented by [24] to show conditions where LASSO does not choose the correct model. While this simulated example is a small problem, it is presented to demonstrate the characteristics of L1 -norm and L0 -norm regularization across an entire regularization path. Independent and identically distributed random variables 1 , 2 , , were generated ( = 100) with a mean of zero and a variance of one. An additional random variable is constructed as,
Giving the matrix of input data, = [ 1 2 3 ]. The model parameters are specified as, = [ 2 3 0 ] and the output data generated using the linear model, = + . The objective is to determine the true model structure and model parameters using the input ( ) and output ( ) data.
To perform model regularization, is increased from an initial value of 0.1 to a final value of over fifty log-spaced intervals. The value of is taken to be = sum(abs( )) which is the value of the LAD cost function when ̂= . For all experimental runs the upper and lower bounds on the parameter values were specified as, ( , ) = (0, 3). Fig. 1 demonstrates the model regularization using the LASS0 (implemented using the relaxed MILP). In Fig. 1a the transition of the model parameters may be observed as the regularization weight is increased. The dashed lines represent the best estimate of the true model parameters (assuming the model structure is known). It may be observed that the LASS0 produces biased parameter estimates and does not recover the true model structure (or parameters). In Fig. 1b ; corresponding exactly to the parameter estimates obtained using the known model structure. As the value of is increased it may be observed that the correct model parameters are removed from the model, while the third parameter re-appears; this sub-optimal model structure having an increased value of the BIC criterion. At the end of the regularization process all model terms are set to zero as indicated in Fig. 2b . ; corresponding exactly to the parameter estimates obtained using the known model structure. The average number of iterations required in order for the algorithm to converge was four. Identical results were obtained for the SLP implemented using the SELO (using 2 =0.01) and identical stopping criteria. However, while the SLP implemented using the logarithm penalty (using 3 =0.05) correctly identified the correct model structure the parameter estimates, ̂= [ 1.6566 3.0286 0 ] were biased. 
Example 2
The following linear model is simulated, 
Input data (N = 200) was generated from a Gaussian distribution with a mean of zero and the covariance structure, ∑( , ) = 0.3 | − | (arbitrarily chosen to reflect the fact that in many practical examples of sparse regression the input variables are correlated). Noise ( ) with a mean of zero and a standard deviation defined to give an output-signal to noise ratio of 10% was added to the process output signal. For all experimental runs the upper and lower bounds on the parameter values were specified as, ( , ) = (−2, 2). To solve the SLP the same penalty function, tolerances and stopping criteria were used as in example 1. The results of one hundred Monte Carlo simulations are presented in Table 2 . To perform model regularization, for the LASSO, was increased from an initial value of 0.1 to a final value of over fifty log-spaced intervals. The value of is taken to be = sum(abs( )). For the cardinality constrained algorithms, the value of = 5.3. For the MILP (slack), which is the MILP implemented using the slack variable, the true parameter vector is discovered in 100% of the Monte Carlo simulations for r = 10, 50, 100 variables and 97% of the models had the correct structure for r = 150. Relative run time (all relative to the time it took to solve the LASSO with r = 10 variables across an entire regularization path using fifty log-spaced values of ) of the MILP (slack) increased for r = 150, 200 variables (therefore the result is only reported for one simulation where the correct model structure was found). In comparison the direct implementation of the L0-norm regularization strategy (referred to as MILP in the tables) using (6)- (10) however, the relative run-times are significantly reduced. It may be observed in Table 2 that for problems involving a small number of variables, ≤ 100 the MILP (slack) is more efficient than the LASSO. This is because a single value of the regularization parameter, = 5.3 is used whereas for the LASSO is performed across the entire regularization landscape. The SLP was implemented using equation (14) and the performance (in terms of model structure and parameter estimation) is similar to the MILP (slack). However, as the number of model parameters increase to r = 150, 200 the relative run-time of the SLP is significantly lower than the MILP (slack).
In all the simulations, LASSO performance (in terms of obtaining the correct model structure) is significantly inferior to the L0-norm regularization strategy tending to identify false positive models (with the percentage of false positive models increasing as the number of potential parameters increase). In Table 2 it may also be noted that the consistent identification of the correct model structure using the L0-norm strategy provides consistent values for the MAE and 2-Norm of the parameter vector. While for the LASSO, the MAE and 2-Norm of the parameter vector increase with an increase in the number of potential model parameters (a result of the increase in the number of false positive models).
To test the performance of the various algorithms using data with alternative covariance structures, the Monte Carlo simulations were repeated (the number of simulations was again 100). The true model was again taken to be (18) with r = 100 potential regression variables. Three covariance structures ∑( , ) = | − | with c = 0, 0.5 and 0.8 respectively were investigated. Noise ( ) with a mean of zero and a standard deviation defined to give an outputsignal to noise ratio of 10% was added to the process output signal. Table 3 . The performance of the MILP (slack) and the SLP algorithms for three alternative covariance structures (r = 100 potential regression variables). The relative run-time is reported with respect to the most efficient (fastest) algorithm for each correlation structure. Table 3 compares the performance of the MILP (slack) with each of the SLP implementations. The run-time is reported with respect to the most efficient algorithm for each covariance structure. There is only a small difference in run-time for the SLP algorithms (caused by slight variations in the number of iterations required to converge to the optimal solution). An interesting observation with the MILP (slack) is that the relative run-time improved as the correlation between the variables increased. In terms of model parameter and structure identification, for each covariance structure, a high percentage of correctly identified models are obtained.
Regression of spectra data
The data set (available with MATLAB) consists of octane number (octane) and NIR spectra (NIR) of 60 gasoline samples [26] . Each NIR spectrum consists of 401 diffuse reflectance measurements from 900 to 1700 nm. The objective is to predict the octane number. Since, ≫ the problem may be categorized as a high dimensional data set and methods such as PCR and PLS regressions have been shown to be successful in developing models using this data. In order to implement the MILP on this data set, it is possible to reduce the dimensionality of the parameter regression problem, if it is assumed that the model parameters, ̂ are a linear combination of X such that, ̂= giving
= +
The matrix (N x N) is referred to as a linear kernel in support vector regression, e.g. see [27] . The advantage when ≫ is that the number of unknown model coefficients, (r x 1) to be estimated is reduced. Model regularization is therefore performed to determine the optimal subset of , and as with PCR and PLS the optimal predictor is a function of all the dependent variables.
To identify a prediction model using the MILP (slack) and SLP the upper and lower bounds on the parameter values were specified as, ( , ) = (−0.5, 0.5). To solve the SLP the same penalty function, tolerances and stopping criteria were used as in example 1. The input -output data was scaled to be in the range [-1, 1]. The data samples were then partitioned into a training data set and a testing (validation data set), with 50 samples in the training data and 10 in the validation (chosen randomly). A value of = 3.91 was used in the experimental runs. In order to compare the performance of the algorithms, models were also developed using PCR and PLS. Fig. 4 shows the prediction performance of the model obtained using the MILP (slack) and compares this performance to the best model obtained using PLS. In Table 4 a summary of the training and testing MAE as well as the optimal number of model terms are presented for the MILP (slack), SLP (the penalty function used was the logarithm penalty using the same settings as example 1), PCR and PLS.
It may be observed that the performance of each algorithm is comparable. The PLS model provides the lowest MAE (on the training and validation data set), the next best performance is that obtained using PCR. The performance of the MILP (slack) and SLP (log) are slightly inferior, however as can be seen in Fig. 4 this is not significant. The one "outlier", which can be observed for the MILP (slack) in Fig. 4a , might be due to the minimization of the absolute error with the proposed approaches, which is known to be more robust towards outliers. However, both, the MILP (slack) and SLP (log), use only three/five inputs (which are the support vectors that constitute the basis of support vector machines), whereas the PLS and PCR use all inputs. It could be argued therefore that the model structures identified by MILP (slack) and SLP (log) are more parsimonious than those of the PCR and PLS. Fig. 4 A comparison of the observed and predicted response of the models developed using the MILP (slack) and PLS. The data consists of octane number (octane) and NIR spectra (NIR) of 60 gasoline samples [26] .
(a) Observed y versus predicted y (training data). Blue dots slack MILP the red PLS (b) Observed y versus predicted y (testing data) Blue dots slack MILP the red PLS

QSAR
QSAR (Quantitative Structure Activity Relationships) is a well established technique for deriving structure property relationships for chemical compounds that can be used to predict the properties of novel chemical structures. Chemical compounds can be represented by a large number of computed numerical values, called "descriptors", each of which in some way characterize the structure of the compound. The idea of QSAR is to build empirical or semiempirical models that relate the descriptors of a compound to some physical, chemical or biological property. Software packages are available to compute descriptor values for compounds with a known structure. Many of these are commercial products (e.g. DRAGON) but there are also free/open source packages (e.g. the Chemical Development Kit (CDK; [28] ).
QSAR uses a data set of known chemical compounds and a measured endpoint for each compound. The measured endpoint is the property of interest. Typical properties of interest are those related to pharmaceutical drug development. These include biological activities representing the ability of a compound to perform its desired function (e.g. IC50, the concentration of a compound required to inhibit a particular biological or biochemical function by half) and the ADME properties (adsorption, distribution, metabolism and excretion) which characterize the behavior of a pharmaceutical drug compound within the organism.
The prediction of chemical toxicity is another chemical property that is of vital importance in both pharmaceutical drug development and managing the environmental risk of chemical compounds. In the latter case there are legal regulatory structures (e.g. the REACH regulations in the European Union -EC 1907/2006) that specify that QSAR models should play a part in managing this risk in order to reduce the costs of experimental toxicity measurement. One method for experimentally evaluating chemical toxicity is the measurement of the growth inhibition of ciliated protozoan T. pyriformis. There are freely available aquatic toxicity data for more than 1000 compounds, due to the efforts of [29] . [30] have used this to compile a data set of 1093 unique compounds and have developed a number of predictive QSAR models using various descriptor packages and modelling methodologies. Here, we demonstrate the development of a linear predictive model of chemical toxicity using this data set (using the descriptors from the commercial DRAGON package) and the results compared with those published in [30] and [31] .
The T. pyriformis toxicity values (i.e. the response y data) are measured as the logarithm of the 50% growth inhibition concentration log(IGC50 -1 ). The data available for training QSAR models contains 644 compounds and 449 compounds are used as an external test/validation data set to verify the predictive ability of the models. For each compound 1664 DRAGON descriptor values are used as the predictor data (i.e. the input X data contains 1664 input variables) -compound structures, toxicity and descriptor values are, at time of writing, available from the EU CADASTER website at http://www.cadaster.eu/node/65.
As with example 3, it is assumed that the model parameters, ̂ are a linear combination of X such that, ̂= giving
= +
Model regularization is therefore performed to determine the optimal subset of . To identify a prediction model the SLP algorithms were used with the upper and lower bounds on the parameter values were specified as, ( , ) = (−0.5, 0.5). To solve the SLP the same penalty function, tolerances and stopping criteria were used as in example 1. The inputoutput data was scaled to be in the range [-1, 1] . A value of = 3.91 was used in the experimental runs. Fig. 5 shows the prediction performance of the model obtained using the SLP (log) on the training and validation data set. [30] report their results in terms of MAE (mean absolute error) for two test sets -referred to in their paper as Validation set 1 (339 compounds) and Validation set 2 (110 compounds) that comprise the whole test set used here. In terms of MAE, the best model obtained using the SLP (log) has an MAE(training) = 0.3506, and MAE(test) = 0.3729. This compares to our earlier results [31] , that used a genetic programming (GP) to develop a nonlinear regression model minimizing 'goodness of fit' to the data of MAE(training) = 0.3292 and MAE(test) = 0.3518. The identified model is of comparable accuracy to that obtained using the computationally expensive global search technique of GP and a compact, linear model was obtained containing 22 variables automatically selected from 664 possible variables.
In [30] the results of a number of individual models (and ensemble models) are reported, built using various descriptor packages and modelling techniques. Some of these models consider the "applicability domain" (AD) of the compounds (i.e. whether the compounds lie in the region of descriptor space deemed to be suitable for generating a prediction) whereas others do not employ AD considerations. In general, models that consider AD give more accurate predictions but only the results of the non AD models using the DRAGON descriptors are repeated here.
The first DRAGON descriptor based model is a support vector machine (SVM) regression that yields MAE(Validation set 1) = 0.37 and MAE(Validation set 2) = 0.42. This corresponds to an MAE(test) = 0.38. The second DRAGON based model is a k-nearest neighbor (k-NN) approach that achieves MAE(Validation set 1) = 0.29, MAE(Validation set 2) = 0.43 corresponding to MAE(test) = 0.32. Hence it can be seen that the developed model has achieved predictive performance of the order of the current state of the art empirical modelling methodologies while ensuring that a low complexity structure is obtained.
Discussion and conclusions
Several works have shown that alternative penalties to the L1-norm can improve sparse regression. In this paper MILP has been used as a framework for solving L0-norm regularized regression. For problems where ~100 − 150 variables it has been demonstrated that this may be achieved without approximation. For regression problems of higher dimension, approximation of the L0-norm by nonlinear functions allows sparse regression using SLP. The results presented in the paper demonstrate the MILP (slack) and the SLP algorithms efficiently solved sparse regularization problems (both in terms of computational overhead and accuracy of the resulting model structures and parameters). To the best of our knowledge, this is the first time that L0-norm applications (without approximation or relaxation) with input dimension >50 have been shown to be efficiently and accurately solved.
The performance of the SLP algorithms will be dependent on their respective tuning parameters, ( = 1, … ,3). In this work, fixed values of these tuning parameters were used in order to demonstrate the capability of the SLP approach to parsimonious model development. In principle when implementing these methods, the values of these parameters may be finetuned, e.g. via an internal optimization loop. It would therefore be of interest to assess SLP algorithm performance improvements when an internal optimisation loop is used to define the optimal values of the tuning parameters.
Motivated by the elastic net [32] and the adaptive elastic net [33] , it may be possible to also consider a mixed penalty involving the L0-norm and the L2-norm. The elastic net and the adaptive elastic net have been demonstrated to outperform sparse regression methods that do not involve an L2 penalty in a number of settings. An assessment of the relative merits of the combined penalty would therefore be an interesting direction of research. For the nonrelaxed implementation of the algorithms discussed in this paper this would necessitate the use of mixed integer nonlinear programming (MINLP). For the relaxed variants of the MILP, implemented using SLP, this would merely involve the use of a modified nonlinear penalty that may be linearized as discussed in section 2.4 of this paper.
Finally, while linear regression techniques have been considered in this paper, it would also be interesting to consider the use of MILP for the development of nonlinear models. This could be achieved using for example, polynomial or Gaussian kernels. This would allow the benefits of L0 -norm regularization (without approximation) to be studied within the wider applications of support vector machines.
