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reduces the average cost of the communication by 400ms.   The reduction in the image size 
provides an extremely large decrease in the amount of time required to perform the face 
detection algorithm.  The time to perform the face detection drops from an average of 300ms 
to 15ms.  Choosing to reduce the image to 151 x 100 pixels was the result of experiments with 
an image containing 4 faces.  Reducing the image past 151 x 100 pixels resulted in a false 
negative detection of faces within that image.   
Figure 3 shows the results of a single image sequence were it is apparent that the time 
to build the TCP connection adds an overhead to the initial detection sequence.  After the TCP 
connection is established the remaining image frames have and average total detection time of 
57ms.  By establishing the TCP connection to the EC2 instance prior to sending the first image I 
was able to process 16 frames per second. 
15 
 
CONCLUSION 
 
  Future work will focus on integrating cloud computing into the ASAP distributed camera 
network.  Off‐loading the computationally intensive tasks onto the cloud infrastructure 
facilitates the implementation of more complex analysis of the data collected in the ASAP 
sensor network.  Moving computations into the cloud will also allow the use of the local in‐
network resources to provide an even greater level of responsiveness for real‐time situations 
that exhibit a high priority level. 
  This study has attempted to show that moving computations into the cloud is feasible 
and easily allows for the processing of 10 to 15 frames per second.  Integrating cloud services 
into the ASAP system will require more research regarding the most effective way to predict 
the need for more computational resources in the cloud.  The 20 to 30 second delay in scaling 
the cloud resources presents a serious problem in regards to the real‐time responsiveness of 
the ASAP system.  Another interesting area is the use of selective filters implemented at the 
clients to reduce the number of images which are sent to the cloud instance.  Simple and fast 
methods to selectively choose images that are sent for processing are necessary to ensure that 
using the cloud remains a cost effective solution. 
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