Abstract : With the participation of 12 volunteers, the off-line application of independent component analysis for automatic artefacts removal based on power spectral density is investigated. By using the "range" values of the power spectra of the independent components within the frequency range of 2 to 8 Hz along with the integral values of the independent components in the range of 8 to 30 Hz, artificial independent components are automatically marked and removed. The artefact-free electroencephalographic signal is further classified using the method of common spatial pattern. It is found that the modification of the conventional common spatial pattern can result in a higher imagery task classification.
Introduction
To classify multi-class tasks in brain machine interface applications based on event-related desynchronization and synchronization, the Common Spatial Pattern (CSP) method has been applied to artefact-free imagery tasks for off-line and on-line analyses with promising results in [1] - [4] . CSP is a method based on the decomposition of the raw electroencephalographic (EEG) signals into spatial patterns in which the difference between the motor imagery tasks or classes is maximized [3] .
Proper and standard set-ups and other measurements such as shielding rooms or shielded electrodes can greatly reduce the effect of external artefacts sources. However, the rejection of other artefacts resulting from physiological sources (e.g. eye blinks, muscle and eye movements, and electrocardiogram (ECG)) requires other means of signal processing. The contamination of the EEG signal with these artefacts substantially deteriorate the performance of CSP filters. Independent Component Analysis (ICA) can be used to eliminate the artefacts from EEG. ICA is a novel technique for finding underlying factors or components from multivariate statistical data [5] . ICA was proposed and effectively used in [6] - [8] to eliminate artefacts from EEG. Harmonic elimination using ICA was suggested in [6] . Knowing that the presence of harmonics disturb the analysis and processing of weak signals, this research work suggested the application of ICA to remove the harmonics resulting from power line, integer and non-integer power sources from the EEG data. The suppression of artefacts with a wavelet enhanced independent component analysis was presented in [7] . Using a wavelet thresholding to the de-mixed independent components (ICs), it was shown that the neural activity embedded in the artificial ICs can be recovered. In [8] , the ocular artefacts were removed from EEG by using the kurtosis of the amplitude distribution of ICs over time. The word artificial in this text was used to refer to any IC related to or containing artefacts.
By using Power Spectral Density (PSD), one can find the distribution of the power of a signal with respect to frequency. In this paper, it is shown that the PSD analysis of the extracted ICs in frequency bands where the artefacts are maximal can help to find artificial ICs automatically. The "range" and integral values of the ICs spectra in frequencies of 2 ∼ 8 Hz and 8 ∼ 30 Hz are respectively used for artificial ICs identification. It is also shown that the inclusion of the transpose of the Class-Specific Transformed Covariance Matrix (CSTCM) of each class for further eigenvectors calculation can result in higher classification rates compared to the conventional CSP in which just the individually transformed class-specific covariance matrices are used.
Methods

Range
Range is the simplest measure of variability in a sample. It is the difference between the largest and smallest sample values [9] . The "range" values of the ICs for frequencies less than 8 Hz are calculated and are used for finding the artificial ICs.
Power Spectral Density
The PSD of a signal describes how the power of a signal is distributed with frequency. Let one channel of raw EEG data X N×M be x(n) where n = 1, 2, . . . , M. Then, its Discrete Fourier
M . The PSD of X(k) between two frequencies f 1 and f 2 can be written as
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where
, N is the number of channels, M is the number of sample points, and T is the sampling period [10] .
Independent Component Analysis
Detailed explanation of ICA can be found in [5] . By the application of ICA, one tries to find an un-mixing matrix W. Multiplying this matrix by the raw EEG data X yields the source or ICs matrix Y. The ICs are
In order to deal with the non-stationary property of EEG, Infomax algorithm is used. Closely related to maximum likelihood estimation algorithm, Infomax ascertains of the mutual independence of the source signals through measuring the entropy which is related to independence. The entropy of a discrete set of signals in the un-mixing matrix W depends on the uniformity of the values in the set. The un-mixing matrix W can yield mutually independent signals if it maximizes the entropy of a fixed nonlinear function g of the signals extracted by that matrix [11] .
The model joint probability distribution function can be found by [11] 
Using equation 3, the quality of any un-mixing matrix extracting signals Y = WX for a set of observed mixtures X can be evaluated. The Infomax algorithm used in EEGLab 1 is used for the extraction of ICs.
Common Spatial Pattern
Considering two motor imagery cases for simplicity, the objective of CSP is to simultaneously diagonalize the two covariance matrices of the two imagery tasks. The mathematical procedure for the calculation of spatial filters is already outlined and elaborated in [2] - [4] . The extension of original CSP is explored in [12] - [15] . [12] suggests to embed a time delay τ into the series of measurements of EEG samples. By varying the values of τ and testing the values on the training set of the data, the optimum value of τ can be found by leave one trial out cross-validation procedure. The adaptation of a transformation matrix and a classifier to produce spatial filters that performs on-line adaptive feature extraction is proposed in [13] . In order to overcome the overfit of the high number of electrodes mounted on the scalp for EEG recording, [14] proposes the application of norm regularization to spatial filters to make them sparse. Statistical learning theory to perform automatic learning of spatio-spectral filters is employed in [15] .
As it is elaborated in [3] , [4] , and [16] , two class-covariance matrices C l , and C r are obtained. In the next step, a whitening transformation matrix P is obtained in such a way that where I is an identity matrix. Then, CSTCMs of the two classes are S l = PC l P T and S r = PC r P T , respectively. The spatial filters F can be found by
where B is an orthogonal matrix obtained by
where Λ is a diagonal matrix. The rows of the spatial filters F are multiplied by each of EEG trials to decompose each trial to find its feature vector. The columns of F −1 are the common spatial patterns or the time-invariant EEG distribution vectors.
Tasks and EEG Recordings
Imagery Tasks
By referring to the international 10-10 system of electrode placement, 42 mono-polar electrodes in the order shown in Fig. 1 were used for the collection of EEG from 12 healthy right-handed subjects (with an age range from 21 to 32 years old and a mean age of 23). The sequence of events of one imagery task is shown in Fig. 2 .
Seven of the subjects were new to these kinds of experiments and one third of the subjects were female. Screw able passive Gold EEG electrodes with g.EEGcap 2 were used in all of the experiments. Three g.USBamp 2 amplifiers were used for the collection of EEG data.
The experiment with each subject was fulfilled in one day lasting for three to four hours including electrodes mounting. Each experiment was divided into 5 sessions. In each session, 20 trials of three imagery tasks were collected (20 × 3 = 60 trials). At the beginning of each experiment, each subject was informed of the nature of the three Left Hand (LH), Right Hand (RH) and Right Foot (RF) imagery tasks. All of the subjects were instructed to bring the performance of a certain task to their mind on cue to try to make each imagery task execution as close as possible to a kinaesthetic one. The subjects were instructed to avoid any motion while they sat on an armchair with their hands and foot relaxed in a darkened not electrically shielded room in front of a monitor. The monitor was placed almost two meters away from the subject and it was used for displaying each task's events sequences shown in Fig. 2 . Each task consisted of visual fixation crosses, an audible warning tone, an arrow pointing either to the right side (RH imagery task) or to the left side (LH imagery task) or to the upside of the monitor (RF imagery task), and blank screens. As it is depicted in Fig. 2 , a visual cross appeared at the center of the monitor between seconds 0 ∼ 2 and seconds 4.3 ∼ 7.3. At the second two, a short and audible warning tone occurred to inform the subject of the following imagery task execution. Arrows appeared on the screen from the second 3 to the second 4.3. In order to avoid adaptation, a random delay between 1.3 and 2.9 seconds was introduced between the trials. During this delay-time, a blank screen appeared on the monitor. The order of the appearance of arrows on the screen and the length of between trials delay-time were set randomly. The subjects were supposed to start each imagery task on cue (the 3 rd second) and to continue it until the arrow disappeared from the screen (the 4.3 rd second). The recorded EEG electrodes were referenced to either right or left earlobes. The subject's forehead was connected to the ground. EEG data was originally band pass filtered between 2 and 60 Hz. A notch filter of 50 Hz was used to suppress the power source frequency interference. The sampling frequency was set to 256 Hz.
Artificial Tasks
Main physiological artefacts are electrooculogram (EOG), electromyogram (EMG), and ECG. High amplitude patterns in EEG signal are caused by eye blinks or low frequency patterns of the rolling of the eyes. These kinds of artefacts are EOG [17] . EOG artefacts are mostly prominent over the anterior head regions with a maximal frequency of 4 Hz [18] . EMG artefact caused by the movements of trunk, neck, tongue, and jaw are the source of large disturbances in EEG. EMG artefact is maximal at frequencies higher than 30 Hz [17] , [18] which can be excluded from EEG by band pass filtering. ECG artefact causes rhythmic activity in EEG signal.
The property of the artefacts affecting EEG has been investigated in [17] - [19] . In order to verify the specifications of the artefacts of our EEG data, a set of three artificial tasks were collected from 6 subjects (2 female and 4 male subjects) for further frequency analysis. Six subjects were half of the subjects participated in our experiments. They were chosen randomly. Six subjects were chosen because the condition and all other experimental specifications were the same for all of the 12 subjects. Therefore, it was decided that the experimental data for artificial tasks from these 6 subjects would be sufficient to compare our artefacts analysis results with the previously researched papers.
In 6 different experiments, 20 trials of each artificial task were collected from the six subjects by using the artificial tasks' sequence of events shown in Fig. 3 . Each subject was instructed to perform one of the three tasks of (1) blinking, (2) lightly closing and opening his/her mouth, and (3) moving his/her eyes upward once at the 3rd second on cue. Artificial tasks were band pass filtered between 2 and 60 Hz with a notch filter of 50 Hz. Fig. 3 The sequence of events for the artificial tasks. Table 1 Extracted ICs of the six subjects for artificial tasks. Table 2 Algorithm.
The sampling frequency was set to 256 Hz.
The frequency analysis of the ICs of the artificial trials was carried out using PSD with a Hamming window length of one second or 256 samples. The means and standard errors of the PSD analysis of the marked and rejected artificial ICs of the six subjects are shown in Fig. 4 . Since ICA sorts ICs in a decreasing order of the EEG variance that each IC accounts for [20] , the rejected ICs with the same index number were grouped together. Then, the means and standard errors of the ICs were found after PSD analysis of the ICs. This means that the IC with an index number of 1 is the one that accounts for the largest amount of variance with respect to the EEG. Table 1 shows the ICs rejected in the case of each subject.
In order to find the artificial ICs of the artificial tasks, the artefact suppression part of the algorithm shown in Table 2 (the black color dotted box) was used. In the first step, the time series ICs (Y) were calculated. After finding the PSD of the ICs, Fig. 4 The means and standard errors of the artificial tasks ICs PSD analyses of the six subjects. Fig. 5 The two marked and rejected ICs of artificial tasks of subject S6. Fig. 6 The time series and scalp maps of the three imagery tasks of the subject S6. Fig. 8 The plots of 5 EEG channels of subject S6. Fig. 9 The PSD analysis of the three imagery tasks of subject S6 spatially filtered with both the conventional and modified CSPs. 
EEG Signal Analysis
EEG Artefacts Suppression
By using artefacts suppression part of the algorithm (see Table 2 ), the ICs of the three imagery tasks were extracted. For each IC, one time course (un-mixing matrix multiplied by the raw EEG data) and one scalp map (the inverse of the un-mixing matrix) was obtained. Figure 6 shows the time course and the scalp maps of two ICs of the subject S6 for three imagery tasks of LH, RH and RF. The index numbers of these ICs are shown in Table 3 . The time courses of the ICs show irregular bursts. Some of the scalp maps are typical of eye blinks with focal optima in the frontal site of the scalp (e.g. RH IC1, LH IC2, and RF IC1). The ICs LH IC1 and RH IC2 are the ones related to the temporal muscle artefacts with a characteristic of focal optima at temporal sites.
In order to automatically find and reject these ICs, the ICs' PSDs were first calculated. Then, by using the difference of the Range P 2∼8 and Integral P 8∼30 values of the ICs, the two ICs were isolated and rejected. In detail, Range P 2∼8 values of the ICs were calculated. This resulted in large Range P 2∼8 values for those ICs with irregular bursts and small values for those ICs with no bursts. The ones with large (significant) "range" values were those ICs being candidates of artificial ICs. After finding the ICs with large Range P 2∼8 , their Integral P 8∼30 values were analyzed. The two ICs with very large Range P 2∼8 , and small Integral P 8∼30 were marked as artificial ICs. After rejecting the artificial ICs, the remaining 40 ICs were used to reconstruct the artefact-free imagery tasks. Artefact-free imagery task is referred to an imagery task that does not contain irregular bursts resulting from artefacts such as blinks.
The means and standard errors of the PSD of the remaining 40 ICs used to reconstruct the artefact-free EEG are shown in Fig. 7 . Two seconds of a LH imagery task before and after suppression analysis is shown for five channels from frontal, parietal and occipital lobes in Fig. 8 . Black and white lines show the LH imagery task after and before artefact suppression, respectively. The suppression of a sharp peak in channels AF3, AF4 and Cz can be seen between the time range of 4.8 and 5 seconds.
EEG Spatial Filtering
After removing the artefacts and reconstructing the imagery tasks, each trial was band pass filtered between 8 and 30 Hz. The choice of 8 to 30 Hz frequency band filtering is because this frequency band is the most suitable for imagery tasks classifications ( [2] , [21] ). Moreover, we could verify from our own analysis shown in Fig. 9 that the frequency bands of alpha and beta were the optimum frequency bands for imagery tasks classifications.
The steps for spatial filters construction are described in section 2.4. First, symmetric covariance matrices of the three classes were calculated. Then, an orthogonal whitening transformation matrix P was found by using equation 4. Using the matrix P, CSTCMs (S l , S r , and S f ) were found. Due to the symmetric property of the covariance matrices, the CSTCMs should also be symmetric. In this case, the eigenvalue decomposition of each class specific transformed covariance matrix can be achieved by using equation 6. However, the symmetric property of these matrices can not be preserved due to the round-off calculation errors. In order to make these matrices symmetric, each CSTCM was added to its transpose. Then, the orthogonal eigenvectors and diagonal eigenvalues were found by
where j = LH, RH, and RF. This guarantees the calculation of eigenvectors B or class specific spatial filters for a symmetric matrix of each imagery class.
In order to construct the projection filters F, only a small number 2m of the projection filters were used. Figure 10 shows the patterns of the filters extracted in the case of subject S6 (the first two largest (1 and 2) and the last two smallest (41 and 42) filters). The columns of F −1 of the three imagery tasks of the subject S6 were used for the construction of patterns. For all patterns, the eigenvalues were sorted in a descending order. The first (1 and 2) and the last two (41 and 42) are shown for the three imagery tasks of LH, RH, and RF. The projection filters contain most of the discriminative information between classes (e.g. the signal variance). These projection filters are the rows of F corresponding to the m largest and m smallest eigenvalues Λ. m was set to 1 for the construction of the projection filters. Therefore, four projection filters for each two-class combination (e.g. LH and RH) were extracted.
The 1 st patterns of LH and RH imagery tasks in Fig. 10 corresponding to the large eigenvalues show focal points at the areas of LH and RH motor cortex for the modified CSP. The 2nd largest and the smallest eigenvalue patterns in the case of RH CSP Patterns for the conventional CSP shows a focal point at the right motor cortex. The same argument is true for the 3rd eigenvalue patterns for the conventional CSP in the LH CSP Patterns and RF CSP Patterns. For RF CSP Patterns for the largest eigenvalue pattern in the case of modified CSP, a better sign difference (maximization and minimization) can be seen.
EEG Classification
The classification of the three imagery classes was achieved by the extraction of the feature vectors of the trails as follows
where k = 1, 2, . . ., number of trials. Based on the extracted feature vectors, a classifier was estimated using the log-transformed signal variance
where k = 1, 2, . . ., number of trials. The matrix f , a two dimensional matrix, was used for the imagery tasks classification. Each class of the imagery task was divided into training (80%) and test data (20%) sets. The training data set was chosen in such a way that the number of trials were the same for the three imagery tasks. Depending on the subject, 96 to 98 out of 100 trials were used. The training data was used to construct the projection filters matrix F. Then, equation 9 was used to calculate each trial's log-transformed variance for further classification.
The classification of the imagery tasks was done by using linear discriminant analysis. One second of each trial from the second 3 to the second 4 was used for the classification. The classification rates shown in Table 4 are averaged over 40 repetition of this procedure. Table 4 The classification accuracy of the conventional and modified CSPs.
Discussion
Using "range" and integral values of the PSDs of the ICs, it was shown that the artefacts such as blinks could be suppressed. In order to find the algorithm used for this artefact suppression, the analysis of artificial tasks was essential. We could verify that the presence of low frequency ICs contaminate EEG. As a result, the exclusion of these ICs was found to be the key to suppress the artefacts. This was achieved by using the "range" values of the ICs in the frequency range of 2 to 8 Hz and integral values in the frequency range of 8 to 30 Hz. While the distortion effect of artefact suppression analysis on the frontal channels is minimal, it was shown in Fig. 8 that the distortion in channels in the parietal and occipital areas was very negligible. As a result, robust artefact suppression could be achieved.
In order to compare the classification of these three classes of artefact-free EEGs, their feature vectors were obtained by both the conventional and modified CSPs, respectively. Since the symmetric property of the CSTCMs in conventional CSP can not be preserved as a result of round-off calculation errors, the addition of the transpose of these matrices was proposed. By this modification, symmetric CSTCMs could be obtained resulting in better projection filters. Through this modification, polarized (e.g. the 3 rd and 4 th LH CSP Patterns, the 3 rd RH CSP Patterns) and better focal points in patterns could be obtained as it was shown in Fig. 10 . In Fig. 9 , the imagery tasks filtered with the modified CSP showed a better between-class difference in a wider frequency range. The spatial filtering of the imagery tasks also helped to reduce the dimension of the data substantially. Therefore, a linear discriminant analysis could be used for the classification of the imagery tasks.
Conclusion
Simple and robust artefact suppression can be achieved by the ICA and PSD analysis of the ICs. The spatial filtering of artefact-free imagery tasks with modified CSP yields better spatial filters in terms of polarity and motor cortex focal points. This is achieved by preserving the symmetric property of the CSTCMs. As a result, higher classification of the imagery tasks is obtained.
Although this method yields higher classification results, it also has some shortcomings. The presence of artefacts changes the result of the classification significantly. It relies on an effective pre-processing method to suppress the noise before spatial filtering and classification. The signal distortion of the channels in the frontal lobe is also the weak point of the artefact suppression analysis section. The neural activity related signals embedded in the rejected ICs are discarded together with the artefacts. Future improvements of the method require the development of the algorithm to keep neural activity related portion of the EEG signal while suppressing the artefacts.
