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71. Introduction
A typical problem in ﬁnite model theory is to determine if two logics have the same
expressive power. To prove that one of the logics is more expressive, by deﬁnition,
it has to be shown that there is a query that one of the logics can express which the
other cannot.
Showing that a query is expressible is usually straightforward, one has to give
only a sentence and prove that it expresses the query, although sometimes ﬁnding
the sentence may be non-trivial. Much of the machinery of ﬁnite model theory has
been developed for proving the opposite, that the query is not expressible.
The most direct approach to prove non-expressivity is to construct a sequence
of pairs of structures, such that the query considered separates the structures in
every pair, but any sentence of the logic fails to separate the structures in some
pair. Instead of considering single sentences, some kind of notion of complexity
of sentence is usually deﬁned, which gives an equivalence relation “no sentence of
certain complexity can separate the structures”.
The standard notion of complexity for extensions of ﬁrst-order logic with general-
ized quantiﬁers is the quantiﬁer-rank of the sentence. The equivalence relation given
by this notion can be characterized by two-player games parameterized by pairs of
structures, where one of the players has a winning strategy if the structures are
equivalent. The moves of the game correspond to the choice of the interpretations
of the variables bound by quantiﬁers. For many important logics, the generic game
characterization can be simpliﬁed.
While the game characterizations give a general framework for non-expressivity
proofs, ﬁnding and describing a winning strategy of the game is often laborious
even in the case of ﬁrst-order logic. Therefore there has been a motivation to ﬁnd
tools that would simplify the proofs. Locality can be seen as such a tool. From
the point of view of logical games, the idea is that elements of the structure that
are in some sense near each other are dependent on each other and we have to
consider their relationship, while the game strategy near the elements with a great
distance separating them may be designed independently. If the logic admits this
8kind of strategy, i.e., it is local, then we can usually give a suﬃcient condition for the
equivalence of the structures by using only local information about the structures.
The idea of locality ﬁrst occurred in diﬀerent forms in Hanf’s [Han65] and Gaif-
man’s theorems [Gai82], both of which can be applied also in the context of inﬁnite
model theory. The ﬁrst gives a suﬃcient condition for ﬁrst-order equivalence of
structures up to given quantiﬁer rank in terms of neighborhood types occurring in
the structures. The second theorem gives a normal form for ﬁrst-order formulas
such that quantiﬁcations in the subformulas are bounded to neighborhoods of ﬁxed
elements. These theorems were generalized as abstract properties by Hella, Libkin
and Nurmonen [HLN99] and used for example to prove inexpressibility results of
certain database query languages [HLNW01].
Locality is usually considered as a property of a single query. From this point of
view, it seems fragile: for example a local query on graphs may become non-local,
if we complement every graph in the query, although intuitively complementation
should not change the complexity of the query.
In this thesis, locality is studied as a property of a logic satisfying various regu-
larity properties, most important case being the extensions of ﬁrst-order logic with
generalized quantiﬁers. We begin in Section 3 with the question, when a quantiﬁer
gives rise to a local logic. Clearly, the query corresponding to the quantiﬁer has
to stay local under quantiﬁer-free interpretations. This is however not enough. We
give in the section two suﬃcient criteria: either locality has to be preserved under
inﬁnitary quantiﬁer-free interpretations or the query has to admit a decomposition
resembling the normal form of Gaifman’s theorem. At the end of Section 3 we show
how inﬁnite counting logic relates to the concepts.
Section 4 considers the relation of uniform reduction to the criteria developed in
the previous section and we see also that there are logics that are local without
satisfying the ﬁrst condition. This means in particular that there does not exist a
greatest local extension of ﬁrst-order logic with generalized quantiﬁers.
An order-invariant logic is a logic whose sentences may use a built-in linear order
on structures but the truth of the sentence must not depend on the linear order cho-
sen. The deﬁnition is motivated by the fact that order-invariant extensions of logics
that capture complexity classes only on ordered structures, capture them strongly,
i.e, on all structures. We show in Section 6 that the logics can also be deﬁned quite
naturally as maximal extensions of a certain logic such that the extension does not
increase the expressive power of the logic on a given class of structures, in the case
of order-invariant logics, on the class of ordered structures.
The starting point for the material in Section 5 and the rest of the thesis was the
question by Luc Segouﬁn about the expressive power of order-invariant ﬁrst-order
logic on ﬁnite trees. The question was answered independently in [Nie05] and two
subsequent papers [BS05a] and [BS05b]. In both proofs, ﬁrst-order logic (possibly
with counting modulo quantiﬁers) is characterized on trees using a set of necessary
and suﬃcient conditions.
9An important intermediate result of the former proof, which will be presented
in Section 7, was that Gaifman-locality implies Hanf-locality on trees assuming
that the logic is suﬃciently regular. This leads to the question, how generally this
happens.
The main result of Section 5 is that ﬁrst-order logic can be extended with gen-
eralized quantiﬁers so that it remains Gaifman-local but loses Hanf-locality. The
example given works on graphs with bounded genus and degree. Before giving
the example, Gaifman-locality is characterized by a deﬁnition that resembles Hanf-
locality. This allows also to deﬁne a natural hierarchy of locality notions between
Gaifman- and Hanf-locality such that every level of the hierarchy contains an ex-
tension of ﬁrst-order logic.
Order-invariant logics are the subject of Section 6. After recalling some prop-
erties of order-invariant logics, we show that order-invariant ﬁrst-order logic is not
deﬁnable on any level of the quantiﬁer hierarchy. We turn then our attention to
locality of order-invariant logics.
By the result of Grohe and Schwentick [GS00], order-invariant ﬁrst-order logic is
Gaifman-local. We show ﬁrst that no order-invariant proper extension of ﬁrst-order
logic with relativized unary quantiﬁers is Gaifman-local, however order-invariant
extensions with counting modulo quantiﬁers satisfy weaker versions of Gaifman-
locality. As pointed out in [BS05b], Gaifman-locality is not a necessary condition
for the expressive power of a logic to collapse to ﬁrst-order logic on trees, although
the logic clearly has to be Gaifman-local on trees. We show that a weak version of
Gaifman-locality is enough to give Hanf-locality on trees which implies that order-
invariant extension of ﬁrst-order logic with counting modulo k quantiﬁer FO<(Dk)
collapses to the corresponding logic FO(Dk) without order, if k is odd. If k is even,
we show that the order-invariant logic has greater expressive power on trees.
2. Foundations
2.1. General notations. A sequence (a0, . . . , ak−1) is abbreviated as a when its
length is clear from the context. We drop often commas and parenthesis when
speaking about sequencens and may also write a0 . . . ak−1. If a is a k-sequence,
[a] = {a0, . . . , ak−1}. If f is a function A → B and a ∈ A
k, then (f(a0), . . . , f(ak−1))
is abbreviated as f(a), and if X ⊆ Ak, then f(X) = {f(a) | a ∈ X}. The con-
catenation of two sequences a and b is denoted by ab. Given a set X, we use the
convention X0 = 1 = {0} = {∅}.
We use quite extensively the convention that the free variables at the right side
of the set comprehension {. . . | . . .} are quantiﬁed existentially.
2.2. Structures. A vocabulary τ is a set of relation and constant symbols. Denote
the set of all relation symbols of τ by Rel(τ) and the set of all constant symbols of
τ by Con(τ). We assume the following convention throughout the thesis.
Convention 2.1. The set Con(τ) is always ﬁnite. Rel(τ) may be inﬁnite.
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Because we allow inﬁnitely many unary relation symbols, the convention only
prohibits constructions where we would need formulas with inﬁnitely many free
variables. These are seldom useful in ﬁnite model theory.
Relation symbols are usually written in upper-case letters and constant symbols
in lower case. We associate each relation symbol R with a natural number ar(R)
called the arity of the symbol. Also 0-ary relation symbols are allowed and called
proposition symbols.
A τ -structure A is a pair (A, ρ), where A is a non-empty set called the domain
Dom(A) of the structure and ρ is a function mapping each symbol R of τ to its
interpretation RA = ρ(R). If R is a relation symbol, its interpretation in A is
a relation RA ⊆ Dom(A)ar(R) and if c is a constant symbol, its interpretation in
A is a constant cA ∈ Dom(A). Note, that if R is a proposition symbol, by the
convention we have, RA ∈ P(Dom(A)0) = {0, 1}. A partial τ -structure is deﬁned
like a structure, but all constant symbols need not have an interpretation.
A structure is ﬁnite if its domain is ﬁnite. We denote the class of all ﬁnite τ -
structures by Mod(τ). All structures in the thesis will be ﬁnite without further
mention, although some deﬁnitions and results may be valid also on inﬁnite struc-
tures.
Two partial τ -structures A and B are isomorphic, A ∼= B, if there exists a
bijection α : Dom(A) → Dom(B) such that for all relation symbols R ∈ τ , RB =
α(RA), for all proposition symbols S ∈ τ , SB = SA and for all constant symbols
c ∈ τ , either cB = α(cA) or both cB and cA are undeﬁned. Although Mod(τ) is a
proper class, Mod(τ)/∼= is countable, when τ is ﬁnite, and of size 2|τ | if τ is inﬁnite.
If α : τ → τ ′ is a function preserving types and arities of the symbols, α induces
a function Iα : Mod(τ
′) → Mod(τ) such that for each A ∈ Mod(τ ′), Dom(Iα(A)) =
Dom(A) and for each R ∈ τ , RIα(A) = α(R)A. In the special case, where α is an
inclusion τ ⊂ τ ′, we denote Iα(A) by Aτ .
Assume τ and τ ′ = {R0, . . . , Rn−1} are disjoint vocabularies. If A is a partial τ -
structure, (A, E0/R0, . . . , En−1/Rn−1) denotes the partial τ ∪ τ
′-structure B, whose
domain is Dom(A), B  τ = A and RBi = Ei. We call the new structure an
expansion of A. If x = x0 . . . xn−1 is a sequence of constant symbols, and a ∈
Dom(A)n, we write (A, a/x) to abbreviate (A, a0/x0, . . . , an−1/xn−1). If X is a set,
(X,E0/R0, . . . , En−1/Rn−1) denotes the structure we get by expanding a ∅-structure
of domain X.
If A is a partial τ -structure and X ⊆ Dom(A), the substructure of A with domain
X, 〈X〉A, is a partial τ -structure such that Dom(〈X〉A) = X, and for relation
symbols R ∈ τ , R〈X〉
A
= RA ∩ Xar(R). If c ∈ τ is a constant symbol and cA ∈ X,
then c〈X〉
A
= cA, otherwise c〈X〉
A
is not deﬁned.
Suppose τ and τ ′ are vocabularies such that τ ∩ τ ′ contains only relation symbols
of arity at least one. If A is a partial τ -structure and B a partial τ ′-structure,
then their disjoint union A unionsq B is a partial τ ∪ τ ′-structure with domain ({0} ×
Dom(A)) ∪ ({1} × Dom(B)). Let ιi(a) = (i, a). Then for each relation symbol
R ∈ τ ∩ τ ′, RAunionsqB = ι0(R
A) ∪ ι1(R
B), for each symbol R ∈ τ \ τ ′, RAunionsqB = ι0(R
A)
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and for each symbol R ∈ τ ′ \ τ , RAunionsqB = ι1(R
B). If A and B are structures, then
A unionsqB is also a structure.
2.3. Logics. A τ -query q is a subclass of Mod(τ) closed under isomorphism. We
denote A ∈ q by A |= q. A k-ary τ -query is a pair q = (q′, x), where x is a sequence
of k constant symbols not in τ and q′ is a τ ∪ [x]-query. We write A |= q(a) for
(A, a/x) ∈ q′ and q(A) = {a ∈ Dom(A)k | A |= q(a)}.
A logic is a pair (L, |=L), where L is a function mapping each vocabulary τ to a
set L[τ ] of τ -sentences and |=L is a relation between models and L-sentences giving
the semantics to the logic so that the following conditions are satisﬁed:
a) Every sentence ϕ ∈ L[τ ] deﬁnes a τ -query qϕ = {A ∈ Mod(τ) | A |=L ϕ}.
b) If α : τ → τ ′ is a function preserving types and arities of the symbols, it induces a
bijection Sα : L[τ ] → L[τ
′] such that for all ϕ ∈ L[τ ] and A ∈ Mod(τ), Iα(A) |=L
ϕ ⇐⇒ A |=L Sα(ϕ).
c) We can associate every L-sentence ϕ with a vocabulary τ(ϕ) such that ϕ ∈
L[τ ] ⇐⇒ τ(ϕ) ⊆ τ and for all τ -structures A, A |=L ϕ if and only if τ ⊇ τ(ϕ)
and Aτ(ϕ) |=L ϕ.
It is usually clear from the context which |=L-relation we are using and so the
subscript is mostly dropped. Denote Sα(ϕ) by ϕ[x′/x,R
′
/R], when α is a function
mapping x to x′, R to R′ and ﬁxing all other symbols in the vocabulary of ϕ.
Deﬁnition 2.2. A logic L is inﬁnitary if for some ϕ ∈ L[τ ], τ(ϕ) is inﬁnite. If a
logic is not inﬁnitary, it is ﬁnitary. A logic is ﬁnite (countable), if it contains only
ﬁnitely (countably) many diﬀerent sentences up to renaming relation and constant
symbols.
A k-ary τ -formula of a logic L is a pair ϕ = (ϕ′, x), where x is a sequence of k
constant symbols enumerating Con(τ(ϕ′)) \ τ and ϕ′ ∈ L[τ ∪ [x]]. We denote the
set of all k-ary τ -formulas of L by Lk[τ ]. Given another sequence y of constant
symbols let ϕ(y) = (ϕ′[y/x], y). Every k-ary formula ϕ = (ϕ′, x) deﬁnes a k-ary
query qϕ = (qϕ′ , x). Hence we can deﬁne the notations A |= ϕ(a) ⇐⇒ A |= qϕ(a)
and ϕ(A) = qϕ(A). We will sometimes refer to the parameter sequence x of the
formula ϕ as xϕ.
Most of the concepts and operations we deﬁne for sentences are also valid and will
be used for formulas, we just apply them to the underlying sentences. Therefore
we usually omit deﬁning them separately for formulas. We also identify queries and
0-ary queries as well as sentences and 0-ary formulas.
Two formulas ϕ and ϕ′ are equivalent, ϕ ≡ ϕ′, if they deﬁne the same query:
qϕ = qϕ′ . The expressive power of a logic L is greater than or equal to the expressive
power of L′, if every query deﬁnable in L′ is also deﬁnable in L. This is denoted
by L ≥ L′. If the logics deﬁne the same queries, we say that they have the same
expressive power and write L ≡ L′. Finally, L < L′, if L ≤ L′, but not L ≥ L′.
If L is a set of logics, we deﬁne minimal, maximal, the least and the greatest
logics of the set as usual using ≤ as a partial order.
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It sometimes makes sense to examine the expressive power of logics relativized to
some class of structures. Let M be any class of structures, possibly with diﬀerent
vocabularies, closed under isomorphism. A k-ary τ -query q is deﬁnable in L modulo
M , if there exists ϕ ∈ Lk[τ ] such that q(A) = ϕ(A) for all A ∈ M . We write
L ≥ L′ (mod M), if every query deﬁnable in L′ modulo M is also deﬁnable in L
modulo M . If L ≥ L′ (mod M) and L ≤ L′ (mod M), we write L ≡ L′ (mod M).
2.4. Composition of formulas and logics. Let τ and τ ′ be vocabularies such
that Con(τ ′) ⊆ Con(τ). An L-interpretation of τ ′ in τ is a function ψ : Rel(τ ′) →⋃
k∈N Lk[τ ], R → ψR, such that for all R ∈ Rel(τ
′), ψR is an ar(R)-ary L-formula.
We denote the set of all such interpretations by I(L, τ, τ ′).
An interpretation ψ ∈ I(L, τ, τ ′) induces a function ψ∗ : Mod(τ) → Mod(τ ′) such
that for all A ∈ Mod(τ), Dom(ψ∗(A)) = Dom(A), for all relation symbols R ∈ τ ′,
Rψ
∗(A) = ψR(A) and for all constant symbols c ∈ τ
′, cψ
∗(A) = cA.
If L and L′ are logics, we deﬁne a new logic L ◦ L′ such that
(L ◦ L′)[τ ] = {ϕ ◦ ψ | τ ′ is a vocabulary, ϕ ∈ L[τ ′], ψ ∈ I(L′, τ, τ ′)}.
The logic has the following semantics:
A |=L◦L′ ϕ ◦ ψ ⇐⇒ ψ
∗(A) |=L ϕ.
We can set τ(ϕ ◦ ψ) = Con(τ(ϕ)) ∪
⋃
R∈Rel(τ(ϕ)) τ(ψR).
If ψ ∈ I(L′, τ ′, τ ′′) and θ ∈ I(L′′, τ, τ ′), we deﬁne ψ ◦ θ ∈ I(L′ ◦ L′′, τ, τ ′′) such
that for all R ∈ Rel(τ ′′), (ψ ◦ θ)R = ψR ◦ θ. This deﬁnition satisﬁes the equation
(ψ ◦ θ)∗ = ψ∗ ◦ θ∗. Now, if ϕ ∈ L[τ ′′], then (ϕ ◦ ψ) ◦ θ ≡ ϕ ◦ (ψ ◦ θ) and we
conclude (L ◦ L′) ◦ L′′ ≤ L ◦ (L′ ◦ L′′). The converse does not generally hold,
because there may exist an L′ ◦ L′′-interpretation that is not a composition of L′-
and L′′-interpretations. It is however hard to give a natural example of this.
We can deﬁne the composition also in a more restricted way in order to acquire
associativity. Let Iw(L, τ, τ ′) be a subset of I(L, τ, τ ′) containing only interpreta-
tions ψ such that for all R ∈ Rel(τ ′), Con(τ(ψR)) = [x
ψR ]. We say that the elements
of Iw(L, τ, τ ′) are interpretations without parameters. Deﬁne L ◦w L′ as L ◦ L′, but
I replaced by Iw.
Lemma 2.3. Every interpretation γ ∈ I(L ◦w L′, τ, τ ′) is equivalent to an interpre-
tation ψ ◦ θ, for some ψ ∈ I(L, τ ′′, τ ′) and θ ∈ Iw(L′, τ, τ ′′). If γ is an intepretation
without parameters, also ψ can be chosen to be an interpretation without parameters.
Proof. For every R ∈ Rel(τ ′), γR ≡ (ψR ◦ θ
R, xR), where ψR ∈ L[τR] and θ
R ∈
Iw(L′, τ, τR). We may assume without loss of generality that the sets Rel(τR) are
disjoint for diﬀerent relation symbols R. Since θR ∈ Iw(L′, τ, τR), we may also
assume [xR] ∩ Con(τ(θ
R
S )) = ∅ for all S ∈ τR. Let τ
′′ =
⋃
R∈Rel(τ ′) τR and θ =⋃
R∈Rel(τ ′) θR ∈ I
w(L′, τ, τ ′′). We may consider formulas (ψR, xR) together as an
interpretation ψ ∈ I(L, τ ′′, τ ′) and so γ ≡ ψ ◦ θ. 
Corollary 2.4. For all logics L, L′ and L′′, we have L◦ (L′ ◦wL′′) ≡ (L◦L′)◦wL′′.
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We deﬁne next a suﬃcient condition when the composition with and without
parameters are equivalent and the associativity of the composition holds.
Let τ be a vocabulary and c a sequence of constants. Let τ ′ be a vocabulary,
that contains for every relation symbol R ∈ τ , an (ar(R) + |c|)-ary relation symbol
R′ and contains the same constant symbols as τ . If A′ is a τ ′ ∪ [c]-structure, let
A = prc(A
′) be a τ -structure such that Dom(A) = Dom(A′) and for every relation
symbol R ∈ τ , RA = {a ∈ Dom(A)ar(R) | acA
′
∈ RA
′
} and all constant symbols of τ
have the same interpretation as in A′. If q is a τ -query, we say that a τ ′-query q′ is
its c-decoration, if
prc(A
′) |= q ⇐⇒ A′ |= q′.
A logic is closed under decorations if for every query deﬁnable in the logic all its
decorations are also deﬁnable.
Lemma 2.5. If L is closed under decorations and L′ is an arbitrary logic, L◦L′ ≡
L ◦w L′.
Proof. Clearly L ◦w L′ ≤ L ◦ L′. Suppose L is closed under decorations and
ϕ ◦ ψ ∈ (L ◦ L′)[τ ]. Let c be a sequence of constant symbols such that [c] =⋃
R∈τ(ϕ) Con(τ(ψR)) \ [x
ψR ]. Let ϕ′ be an L-sentence expressing the c-decoration of
the query that ϕ deﬁnes and let ψ′ be the interpretation such that ψ′R = ψR(x
ψRc)
Now ϕ′ ◦ ψ′ is in L ◦w L′ and equivalent to ϕ ◦ ψ. 
Lemma 2.6. If L′ is closed under decorations, L◦L′ is also closed under decorations.
Proof. Let ϕ ◦ ψ ∈ (L ◦ L′)[τ ] and suppose c is a sequence of constant symbols.
For all R ∈ Rel(τ(ϕ)), let ψ′R be a formula expressing the c-decoration of the query
deﬁned by ψR. Then ψ
′ is an interpretation in the vocabulary τ ∪ [c] such that
ψ∗(prc(A)) = (ψ
′)∗(A). Now ϕ ◦ ψ′ expresses the c-decoration of the query deﬁned
by ϕ ◦ ψ which proves the lemma. 
Corollary 2.7. If L′ is closed under decorations, L ◦ (L′ ◦ L′′) ≡ (L ◦ L′) ◦ L′′.
Proof. By the lemmas just proven,
L ◦ (L′ ◦ L′′) ≡ L ◦ (L′ ◦w L′′) ≡ (L ◦ L′) ◦w L′′ ≡ (L ◦ L′) ◦ L′′.

If (Li)i∈I is a sequence of logics, we can deﬁne a new logic as their union. L =⋃
i∈I L
i is a logic such that L[τ ] = {(i, ϕ) | i ∈ I, ϕ ∈ Li[τ ]} and A |=L (i, ϕ) ⇐⇒
A |=Li ϕ.
A logic L is closed under substitution, if L◦L ≤ L holds. Let 〈L〉1 = L, 〈L〉k+1 =
L ∪ (L ◦ 〈L〉k) and 〈L〉 =
⋃
k∈Z+
〈L〉k. Then we have
Lemma 2.8. If L is ﬁnitary, 〈L〉 is the least extension of L closed under substitu-
tion.
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Proof. If L′ is a logic such that L ≤ L′ and L′ is closed under substitution, we can
show by induction that 〈L〉k ≤ L′. Hence, if 〈L〉 is closed under substitution, it
must be the minimal such logic.
Now, suppose L is ﬁnitary. Let ϕ ◦ θ ∈ 〈L〉 ◦ 〈L〉. Then for some k ∈ N,
ϕ ∈ 〈L〉k. Because 〈L〉k is ﬁnitary, τ(ϕ) is ﬁnite and there exists l ∈ N such that
θ  τ(ϕ) ∈ 〈L〉l. Thus ϕ ◦ θ is equivalent to an 〈L〉k ◦ 〈L〉l-sentence. Because
〈L〉k ◦ 〈L〉l ≤ 〈L〉k+l ≤ 〈L〉, we have 〈L〉 ◦ 〈L〉 ≤ 〈L〉. 
2.5. Speciﬁc logics. Let FO be ordinary ﬁrst-order logic and QF its quantiﬁer-free
fragment. Let QF∞ be a logic of all inﬁnitary quantiﬁer free sentences, i.e., QF∞[τ ]
contains all atomic sentences Rc, for R, c ∈ τ and negations, inﬁnite conjunctions
and disjunctions of the sentences already in QF∞[τ ]. Our convention to consider
only vocabularies with ﬁnitely many constant symbols aﬀects the nature of this
logic. All three logics are closed under decorations.
If Q is a τ -query, we may deﬁne the least logic LQ expressing Q. The conventional
way to deﬁne the logic if τ = {R0, . . . , Rn−1} is to use a syntactic construction called
generalized quantiﬁer: the sentences of LQ[τ
′] are of the form
ϕ ≡ Qx0, . . . , xn−1(S0y0, . . . , Sn−1yn−1),
where each Si is a relation symbol in the vocabulary τ
′, |xi| = ar(Ri) and each
sequence yi contains variables in xi and constant symbols in the vocabulary τ
′. We
have A |= ϕ, if and only if (Dom(A), ψ0(A)/R0, . . . , ψn−1(A)/Rn−1) ∈ Q, where
ψi(xi) = Siyi.
Using the notations deﬁned so far, we can write FO ≡ 〈QF ∪ L∃〉 and FO(Q) ≡
〈QF ∪ L∃ ∪ LQ〉, where ∃ is a {U}-query such that A ∈ ∃ if and only if U
A = ∅. If
Q is a set of quantiﬁers, then we have to take union of the logics LQ, Q ∈ Q, and
QF ∪ L∃ and close it by 〈·〉 to form FO(Q).
Let ULk be a logic that deﬁnes all τ -queries q such that τ is ﬁnite, relational and
for all R ∈ τ , ar(R) ≤ k.
Given a logic L, let L  k be a fragment of L containing only sentences ϕ such
that |Con(τ(ϕ))| ≤ k.
2.6. Equivalence relations and types. Every set of sentences Φ ⊆ L[τ ] induces
an equivalence relation ≡Φ on Mod(τ) deﬁned as
A ≡Φ B ⇐⇒ {ϕ ∈ Φ | A |= ϕ} = {ϕ ∈ Φ | B |= ϕ}.
When Φ = {ϕ} we write ≡Φ as ≡ϕ. If Φ is ﬁnite ≡Φ is a ﬁnite equivalence relation,
i.e., it has ﬁnitely many equivalence classes.
We say that a τ -query q preserves an equivalence relation ≡ on Mod(τ), if A ≡ B
implies A |= q ⇐⇒ B |= q.
Lemma 2.9. A logic L can express all queries preserving ≡L if and only if QF∞ ◦
L ≡ L.
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Proof. Assume ﬁrst that QF∞ ◦ L ≡ L. For every τ -structure A, deﬁne
ψA ≡
∧
ϕ∈L[τ ]
A|=ϕ
ϕ ∧
∧
ϕ∈L[τ ]
A |=ϕ
¬ϕ.
Then A ≡L B if and only if B |= ψA. Now, if q is a τ -query preserving ≡L, we
can express it as
∨
A∈q ψA. The sentence is in QF∞ ◦ L and so the query is also
expressible in L.
Assume then that L can express all queries preserving ≡L. Every boolean com-
bination of the sentences preserving ≡L preserves ≡L and so QF∞ ◦ L ≤ L. 
Types are conceptually equivalence classes of ≡Φ. For notational reasons, we
however deﬁne Φ-type t(x) as a subset of Φ such that for some structure A and
a ∈ Dom(A), t(x) = tpAΦ(a) = {ϕ ∈ Φ | (A, a/x) |= ϕ}. Atomic types are types
with Φ = QF. We denote tpAQF(a) by atp
A(a).
If t(x) is a type and ϕ ∈ Φ, we sometimes denote ϕ ∈ t(x) by t(x) |= ϕ(x). The
notation t(x)y means the maximal subset of t(x) containing only sentences ϕ with
τ(ϕ) ∩ ([x] \ [y]) = ∅.
2.7. Characterizing equivalence relations with games. We assume that the
reader is familiar with the Ehrenfeucht-Fraisse game for FO. We describe in this
section a game characterization for 〈QF ∪ ULk〉. The characterization, deﬁned in
[Hel89], is particularly elegant and it is called k-bijective game.
Deﬁnition 2.10. Let A and B be τ -structures. BGkn(A,B) is a game between two
players I and II. If n = 0, Player II wins the game if and only if A ≡QF B. Otherwise,
Player II chooses a bijection α : Dom(A) → Dom(B) and after that Player I chooses
k elements a ∈ Dom(A)k. The game continues as BGkn−1((A, a/x), (B, α(a)/x)),
where x is a sequence of constants not in τ .
Lemma 2.11. A ≡ULk◦L B if and only if there exists a bijection α : Dom(A) →
Dom(B) such that for all at most k-ary L-formulas ψ(x), α(ψ(A)) = ψ(B).
Proof. If A and B have diﬀerent cardinality, there exist ϕ ∈ ULk[∅] and ψ ∈
I(L, τ, ∅) such that A ≡ϕ◦ψ B, so we may assume that A and B have the same
cardinality. Assume that a bijection described in the lemma does not exist. Then
for every bijection α : Dom(A) → Dom(B) there exists an L-formula θα with arity
at most k, such that α(θα(A)) = θα(B). Because there are only ﬁnitely many bi-
jections between ﬁnite structures, we may form an interpretation ψ such that every
formula θα interprets some relation symbol. No bijection α can be an isomorphism
from ψ∗(A) to ψ∗(B) and so ψ∗(A) ∼= ψ∗(B). Because ULk can express all queries on
ﬁnite vocabularies with arity at most k, there exists ϕ ∈ ULk such that A ≡ϕ◦ψ B.
On the other hand, if such a bijection α : Dom(A) → Dom(B) exists, then for
any L-interpretation ψ such that the arity of all formulas in ψ is at most k, we have
α : ψ∗(A) ∼= ψ∗(B) and no ULk-sentence can separate the structures. 
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Theorem 2.12. Let L0k = QF, L
′ 0
k = QF∞, L
n+1
k = ULk ◦ L
n
k and L
′n+1
k = ULk ◦
QF∞ ◦ L
′n
k . The following are equivalent for all n ≥ 0:
a) Player II wins BGkn(A,B)
b) A ≡Lnk B
c) A ≡L′nk B.
Proof. The claim is clear for n = 0. Assume that the theorem holds for n. We prove
it for n + 1.
By deﬁnition, Player II wins BGkn+1(A,B) if and only if there exists a bijec-
tion α : Dom(A) → Dom(B) such that for any sequence a ∈ Dom(A)k, Player II
wins BGkn((A, a/x), (B, α(a)/x)). By induction hypothesis, this is equivalent to
(A, a/x) ≡Lnk (B, α(a)/x) which is equivalent to α(ψ(A)) = ψ(B) for all at most
k-ary Lnk -formulas ψ. Thus Player II wins the game by Lemma 2.11 if and only if
A ≡ULk◦Lnk B. This proves the equivalence of (a) and (b). The equivalence of (a)
and (c) is proved in the same way using the fact that ≡L′nk and ≡QF∞◦L′nk are the
same equivalence relation. 
2.8. Regularity. We call a logic semi-regular, if it is closed under substitution and
contains FO. We will be mainly interested in logics of the form FO(Q), where Q is
a set of generalized quantiﬁers. These logics are ﬁnitary and semi-regular and every
ﬁnitary semi-regular logic is also equivalent to some FO(Q).
Given a τ -query q and a unary relation symbol U not in τ , the relativization of q
is a τ ∪ {U}-query qU such that A ∈ qU if and only if 〈UA〉Aτ ∈ q.
We say that a logic L is regular, if it is semi-regular and additionally closed under
relativization, i.e., if ϕ ∈ L[τ ] and U is a unary relation symbol not in τ , then there
exists ϕU ∈ L[τ ∪ {U}] that deﬁnes the relativization of the query deﬁned by ϕ.
Although regularity is deﬁned in [Ebb85], there does not seem to be an established
name for semi-regularity.
Proposition 2.13. FO(Q) is regular if and only if the relativization of Q is deﬁnable
in FO(Q). 
In particular, if Q is a relativization of some query, FO(Q) is regular.
Let k ∈ Z+ and let τ be a vocabulary. Let τ
(k) = {R(k) |R ∈ τ}∪{c0, . . . , ck−1 | c ∈
τ} be a vocabulary, where R(k) is a new relation symbol with ar(R(k)) = k ar(R) and
c0, . . . , ck−1 are new constant symbols. If A is a τ
(k)-structure, its k-vectorization,
A(k), is a τ -structure with universe Dom(A)k and if R ∈ τ and r = ar(R),
RA
(k)
= {(a0, . . . , ar−1) ∈ (Dom(A)k)r | a0 . . . ar−1 ∈ (R(k))A},
and if c ∈ τ is a constant symbol
cA
(k)
= (cA0 , . . . , c
A
k−1)
A logic L is closed under vectorization if for all k ∈ Z+, τ , and ϕ ∈ L[τ ], there is
ϕ(k) ∈ L[τ (k)] such that for all A ∈ Mod(τ (k)),
A |= ϕ(k) ⇐⇒ A(k) |= ϕ.
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A logic is vectorized regular if it is regular and closed under vectorization.
3. Locality
3.1. Gaifman graph. Locality of a logic means that the logic can only speak about
small neighborhoods of some elements at a time. In order to deﬁne diﬀerent forms of
locality formally, we have to introduce the basic concepts of neighborhood, distance
and components in structures. These concepts are deﬁned for graphs and thus we
can deﬁne them for all kind of structures by deﬁning ﬁrst a graph that represents
our intuition of nearness. The basic idea of locality can be applied also using some
other notion of neighborhood as we show in Section 3.4.
Given a structure A, its Gaifman graph is G(A) = (Dom(A), E), where
E = {(a, b) ∈ Dom(A)2 | a = b, {a, b} ⊆ [c], c ∈ RA, R ∈ τ}.
Given a, b ∈ Dom(A), we denote the length of a shortest path between a and b
on G(A) by dA(a, b). If there is no path between a and b, we put dA(a, b) = ∞.
The deﬁnition generalizes in the standard way to the distance between a set and an
element and for the distance between two sets.
We deﬁne an r-neighborhood of a ∈ Dom(A)<ω as
NAr (a) = {b ∈ Dom(A) | d
A([a], b) ≤ r}.
Neighborhoods can also be thought as (partial) substructures of A. Besides the
substructure, neighborhood structure also speciﬁes the center of the neighborhood:
NAr (a) =
|a|−1⋃
i=0
〈NAr (ai)〉
(A,a/v),
where v is a sequence of constants we reserve for the purpose of deﬁning the center.
Note, that the neighborhood given by this deﬁnition is not always isomorphic to
〈NAr (a)〉
(A,a/v), for example if a = a0a1 and d
A(a0, a1) = 2r + 1. The reason for
choosing the former deﬁnition is that it satisﬁes the equivalence: NAr (ab) is connected
if and only if dA(a, b) ≤ 2r.
3.2. Strong Gaifman-locality. We develop in this section the basic tools for han-
dling compositions of local logics.
Deﬁnition 3.1. A sentence ϕ is k-bounded, if for all a, b ∈ Con(τ(ϕ)), A |= ϕ
implies dA(aA, bA) ≤ k. We call an interpretation k-bounded, if it consists of k-
bounded formulas.
The following lemma motivates the deﬁnition.
Lemma 3.2. If an interpretation ψ from τ to τ ′ is k-bounded then for all τ -
structures A and all a, b ∈ Dom(A), dA(a, b) ≤ kdψ
∗(A)(a, b). If ψ is an interpreta-
tion without parameters and for all A and a, b ∈ Dom(A), dA(a, b) ≤ kdψ
∗(A)(a, b),
then ψ is k-bounded.
18
Proof. Suppose that ψ is k-bounded. If dψ
∗(A)(a, b) = 1, then there exists a relation
symbol R ∈ τ ′ and a sequence c ∈ Rψ
∗(A) such that a, b ∈ [c]. Because A |= ψR(c)
and ψR is k-bounded, d
A(a, b) ≤ k. Note, that we need here the assumption that if
ψR(x) is a formula, [x] ⊆ τ(ψR).
Now, if dψ
∗(A)(a, b) = r, there exists a path of length r from a to b, and using
triangle inequality and the observation above, we get dA(a, b) ≤ rk, proving one
direction of the lemma.
The other direction is easy: If A |= ψR(c) and a, b ∈ [c], then d
ψ∗(A)(a, b) ≤ 1.
Then if the inequality holds, dA(a, b) ≤ k, and ψR is k-bounded. The assumption
that ψ is interpretation without parameters is necessary, because otherwise we could
only bound the distance between constants that occur as parameters of ψR. 
The following deﬁnitions are introduced in [HLN99].
Deﬁnition 3.3. Let [c] = Con(τ), and let q be a τ -query. The query q is strongly
r-Gaifman-local, if for all τ -structures A and B, NAr (c
A) ∼= NBr (c
B) implies A ≡q B.
The query is r-Gaifman-local, if for all τ -structures A and B, NAr (c
A) ∼= NBr (c
B)
and A  Rel(τ) ∼= B  Rel(τ) implies A ≡q B. A logic is Gaifman-local, if all its
sentences deﬁne Gaifman-local queries.
The deﬁnition diﬀers slightly but is equivalent to the usual one.
Let SGLr be a logic expressing all strongly r-Gaifman-local queries and let SGLrk
be its fragment containing only the sentences that deﬁne k-bounded queries.
Lemma 3.4. Let a, b ∈ Con(τ). There exists θτ,a,b2r ∈ SGL
r
2r[τ ] deﬁning the query
qτ,a,b2r = {A ∈ Mod(τ) | d
Aτ (aA, bB) ≤ 2r}.
Proof. A sentence deﬁning qτ,a,b2r is clearly 2r-bounded. It can be deﬁned in SGL
r[τ ]
because, if NAτr (a
AbA) ∼= NBτr (a
BbB) then dAτ (aA, bA) ≤ 2r ⇐⇒ dBτ (aB, bB) ≤
2r. Note, that τ(θτ,a,b2r ) = Rel(τ) ∪ {a, b}. 
Lemma 3.5. SGLr k ≡ (QF∞◦SGL
r
2(k−1)r)k. In particular, SGL
r ≡
⋃
k∈N QF∞◦
SGLrk.
Proof. Assume that τ is a vocabulary with k ∈ N constant symbols and let A be a
τ -structure. Deﬁne a graph G = (Con(τ), EG) such that (a, b) ∈ EG if and only if
a = b and dA(aA, bA) ≤ 2r.
Let C ⊆ Con(τ) be a component of G. Then there exists a sentence γCA ∈ SGL
r
2dr,
where d is the diameter of C in G, such that B |= γCA ⇐⇒ N
A
r (C
A) ∼= NBr (C
B).
Because NAr (C
A) is connected, B |= γCA implies that N
B
r (C
B) also is connected, and
so γCA is 2dr-bounded. Because d ≤ k − 1, it is also 2(k − 1)r-bounded.
Let C be the set of all components of G. We can now write a sentence
ψA ≡
∧
C∈C
γCA ∧
∧
(a,b)∈Con(τ)2\EG
a=b
¬θτ,a,b2r
in QF∞ ◦ SGL
r
2(k−1)r. The sentence is true on B if and only if N
A
r (Con(τ)
A) ∼=
NBr (Con(τ)
B).
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Now any ϕ ∈ (SGLr k)[τ ] is equivalent to the sentence∨
A∈Mod(τ)
A|=ϕ
ψA.
This shows SGLr k ≤ QF∞ ◦ SGL
r
2(k−1)r. The other direction is easy since QF∞ ◦
SGLr ≡ SGLr and SGLr2(k−1)r is a fragment of SGL
r. 
Lemma 3.6. Let ψ ∈ I(SGLr1k1 , τ, τ
′) and suppose Con(τ) = Con(τ ′) = [c]. If
NAr0k1+r1(c
A) ∼= NBr0k1+r1(c
B) then N
ψ∗(A)
r0 (c
A) ∼= N
ψ∗(B)
r0 (c
B).
Proof. Let α be an isomorphism α : NAr0k1+r1(c
A) ∼= NBr0k1+r1(c
B). If a ∈ NBr0k1(c
B),
then a restriction of α gives NAr1(ac
A) ∼= NBr1(α(a)c
B). This means that for any
R ∈ τ ′, A |= ψR(a) ⇐⇒ B |= ψR(α(a)). Thus 〈N
A
r0k1
(cA)〉ψ
∗(A) ∼= 〈NBr0k1(c
B)〉ψ
∗(B).
By Lemma 3.2, N
ψ∗(A)
r0 (c
A) ⊆ NAr0k1(c
A) and N
ψ∗(B)
r0 (c
B) ⊆ NBr0k1(c
B). Thus a
restriction of α gives us N
ψ∗(A)
r0 (c
A) ∼= N
ψ∗(B)
r0 (c
B). 
Corollary 3.7. SGLr0 ◦ SGLr1k1 ≤ SGL
r0k1+r1. 
Lemma 3.8. Suppose that L contains only k0-bounded sentences and L
′ only k1-
bounded sentences. Then all sentences in L ◦w L′ are k0k1-bounded.
Proof. We prove that all L◦wL′-interpretations without parameters are k0k1-bounded.
Any such interpretation can be written by Lemma 2.3 as ψ ◦ θ, where ψ is a
L-interpretation without parameters and θ a L′-interpretation without parame-
ters. For any structure A and a, b ∈ Dom(A), we have dA(a, b) ≤ k1d
θ∗(A)(a, b) ≤
k0k1d
(ψ∗◦θ∗)(A)(a, b) ≤ k0k1d
(ψ◦θ)∗(A)(a, b) by Lemma 3.2 and so, by the same lemma,
ψ ◦ θ is k0k1-bounded. 
Remark. The lemma does not hold for the ordinary composition of logics. As an ex-
ample, let τ = {a, b} and τ ′ = {U, a, b} where U is unary. Let ψ be an interpretation
from τ to τ ′ such that ψU(x) ≡ x = a. Let ϕ ≡ ¬Ub.
Now, τ(ψU) = {x, a} and ψU is 0-bounded, because if ψU holds distance between
x and a is zero. Also ϕ is 0-bounded, because τ(ϕ) contains only one constant
symbol. However, ϕ ◦ ψ is not k-bounded for any k, since A |= ϕ ◦ ψ always when
aA = bA.
Corollary 3.9. SGLr0k0 ◦
w SGLr1k1 ≤ SGL
r0k1+r1
k0k1
. 
3.3. Hanf-like locality. The purpose of this section is to give some suﬃcient condi-
tions for FO(Q) to be Hanf-local. We will later give a deﬁnition for Gaifman-locality
that resembles Hanf-locality and therefore we prove the results in a general setting
so that they can also be applied to Gaifman-locality.
Suppose we are given a sequence (≡rτ )r∈N,τ of equivalence relations on all ﬁnite
τ -structures for all vocabularies τ . We assume that the following conditions hold
a) If A ∼= B then A ≡rτ B.
b) For all r ≤ r′ and τ ⊆ τ ′, A ≡r
′
τ ′ B implies Aτ ≡
r
τ Bτ .
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c) If A ≡r0k1+r1τ B and ψ ∈ I(SGL
r1
k1
, τ, τ ′), then ψ∗(A) ≡r0τ ′ ψ
∗(B).
d) There exist functions s0, s1 : N → N such that if x is a sequence of constant sym-
bols, A ≡s0(|x|)rτ B and NAs1(|x|)r(a)
∼= NBs1(|x|)r(b), then (A, a/x) ≡
r
τ∪[x] (B, b/x).
We will usually drop the subscript because it is determined by the structures.
The functions s0 and s1 appearing in the conditions are constants in the case
of Hanf-locality, but we need to allow them to increase later when we consider
Gaifman-locality.
The following deﬁnition is again from [HLN99].
Deﬁnition 3.10. We write α : A r B, if α is a bijection Dom(A) → Dom(B)
such that for all a ∈ Dom(A), NAr (a)
∼= NBr (α(a)). We denote the existence of such
bijection by Ar B and call A and B r-Hanf-equivalent. A query or a sentence ϕ
is r-Hanf-local, if for all A r B, we have A ≡ϕ B. A logic is Hanf-local, if all its
sentences are r-Hanf-local for some r ∈ N.
We verify that Hanf-equivalence (r)r∈N satisﬁes the conditions given above.
Conditions (a) and (b) are clear. In order to verify condition (c), let α : Ar0k1+r1
B, ψ ∈ I(SGLr1k1 , τ, τ
′) and a ∈ Dom(A). For any ϕ ∈ SGLr0 [τ ′∪{x}], (A, a/x) ≡ϕ◦ψ
(B, α(a)/x) by Corollary 3.7, and so (ψ∗(A), a/x) ≡ϕ (ψ
∗(B), α(a)/x). This means
N
ψ∗(A)
r0 (a) ∼= N
ψ∗(B)
r0 (α(a)). Because a was arbitrary, α : ψ
∗(A) r0 ψ
∗(B). Condi-
tion (d) holds with s0(k) = 1 and s1(k) = 2 by the following lemma.
Lemma 3.11. If Ar B and N
A
2r(a)
∼= NB2r(b), then (A, a/x)r (B, b/x).
Proof. If A r B, then any partial injection α
′ : Dom(A) → Dom(B) such that
for all c ∈ dom(α′), NAr (c)
∼= NBr (α
′(c)), can be extended to α ⊇ α′ such that
α : Ar B.
Assume β : NA2r(a)
∼= NB2r(b). Then α
′ = β NAr (a) satisﬁes the condition above
and can be extended to α. But then α : (A, a/x) ∼= (B, b/x): If c ∈ NAr (a), then
β NAr (c) : N
A
r (c)
∼= NAr (α(c)). If c ∈ Dom(A) ⊆ N
A
r (a), then no constant symbols in
x are deﬁned in N(A,a/x)(c) or N(B,b/x)(α(c)) and so N(A,a/x)(c) ∼= N(B,b/x)(α(c)). 
Let HLr = HL(≡r) be a logic that deﬁnes all queries preserving ≡r and no others,
and deﬁne HL =
⋃
r∈N HL
r.
Lemma 3.12. HLr0 ◦ SGLr1k1 ≤ HL
r0k1+r1.
Proof. This is the condition (c) rephrased. 
Corollary 3.13. HLr0 ◦ (HLr0k1+r1 0 ∪ SGLr1k1) ≤ HL
r0k1+r1.
Proof. If ϕ◦ψ ∈ HLr0 ◦(HLr0k1+r1 0∪SGLr1k1) and A ≡
r0k1+r1 B, then all HLr0k1+r1-
sentences agree on A and B and can be eliminated from the sentence. Then the
previous lemma gives the result. 
Lemma 3.14. HLr k ≤ QF∞ ◦ (HL
s0(k)r 0 ∪ SGLs1(k)r k).
Proof. This is a direct consequence of the condition (d). 
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If we combine this with Lemma 3.5, we get
Corollary 3.15. HLr k ≤ QF∞ ◦ (HL
s0(k)r 0 ∪ SGL
s1(k)r
2r(k−1) k).
Given a logic L let Lﬁn be its ﬁnitary fragment, i.e. a logic containing all ﬁnitary
sentences of L. Now, denote the logic
⋃
r,r′,k∈N QF ◦ (HL
r  0 ∪ SGLr
′
k )
ﬁn by HL∗ =
HL∗(≡r)r∈N.
We can now prove the main result of this section.
Theorem 3.16. If one of the following conditions hold, then 〈L〉 ≤ HL.
1) L is ﬁnitary and L ◦QF∞ ≤ HL.
2) L◦QF∞ ≤ HL
r for some r ∈ N and for all k ∈ N, sup{ar(R) | R ∈ Rel(τ(ϕ)), ϕ ∈
Lk} < ∞.
3) L is ﬁnitary and L ◦QF ≤ HL∗.
We prove each condition in Lemmas 3.17–3.20.
Lemma 3.17. If L is ﬁnitary and L ◦QF∞ ≤ HL, then L ◦ HL ≤ HL.
Proof. Because L is ﬁnitary, ϕ ◦ ψ ∈ L ◦HL implies that for some r, k ∈ N, ϕ ◦ ψ ∈
L ◦ (HLr k). We have
L ◦ (HLr k) ≤ L ◦ (QF∞ ◦ (HL
s0(k)r 0 ∪ SGL
s1(k)r
2r(k−1) k))
≡ (L ◦QF∞) ◦ (HL
s0(k)r 0 ∪ SGL
s1(k)r
2r(k−1) k)
≤ HL ◦ (HLs0(k)r 0 ∪ SGL
s1(k)r
2r(k−1) k)
≤ HL,
where we have applied Corollary 3.15, Corollary 2.7, the assumptions of the lemma
and Corollary 3.13. 
This implies the suﬃciency of the condition (1) by induction.
We can drop the assumption of ﬁnitarity, if we can bound the locality rank of the
logic L ◦QF∞ uniformly.
Lemma 3.18. If L ◦ QF∞ ≤ HL
r0, then L ◦ (HLr1  k) ≤ HLm(r0,r1,k), where
m(r0, r1, k) = max{s0(k)r0, 2r0r1(k − 1) + s1(k)r1}.
Proof. We have
L ◦ (HLr1 k) ≤ L ◦ (QF∞ ◦ (HL
s0(k)r1 0 ∪ SGL
s1(k)r1
2r1(k−1)
k))
≡ (L ◦QF∞) ◦ (HL
s0(k)r1 0 ∪ SGLs1(k)r12r(k−1) k)
≤ HLr0 ◦ (HLs0(k)r1 0 ∪ SGL
s1(k)r1
2r1(k−1)
k)
≤ HLm(r0,r1,k).

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Now, if condition (2) holds, and mk = sup{ar(R) | R ∈ Rel(τ(ϕ)), ϕ ∈ L  k},
then for all ϕ◦ψ ∈ (L◦HLr1)k, ψ ∈ I(HLr1 (k+mk), τ, τ
′), since τ has at most k
constant symbols and arities of the relation symbols in τ ′ are bounded by mk. Thus
(L ◦ HLr1)  k ≡ (L ◦ (HLr1  (k + mk)))  k ≤ HL
r  k for some r by the previous
lemma. Thus we can prove for all i that 〈L〉i k ≤ HL, which implies 〈L〉 ≤ HL.
Lemma 3.19. (QF◦(HLr0 0∪SGL
r′0
k0
)ﬁn)◦w (HLr1 0∪SGL
r′1
k1
)ﬁn ≤ QF◦(HLr0k1+r
′
1 
0 ∪ HLr1 0 ∪ SGL
r′0k1+r
′
1
k0k1
)ﬁn. In particular, HL∗ ◦w (HLr1 0 ∪ SGL
r′1
k1
)ﬁn ≤ HL∗. 
Proof. We can write
(QF ◦ (HLr0 0 ∪ SGL
r′0
k0
)ﬁn) ◦w (HLr1 0 ∪ SGL
r′1
k1
)ﬁn
as
QF ◦ ((HLr1 0)ﬁn ∪ (HLr0 0 ∪ SGL
r′0
k0
)ﬁn ◦w (SGL
r′1
k1
)ﬁn)
which is equivalent to
QF ◦ (HLr1 0 ∪ (HLr0 0 ◦w SGL
r′1
k1
) ∪ (SGL
r′0
k0
◦w SGL
r′1
k1
))ﬁn
and that can be written as in the lemma. 
Lemma 3.20. If L is ﬁnitary and L ◦QF ≤ HL∗ then L ◦ HL∗ ≤ HL∗.
Proof. Because L is ﬁnitary, ϕ ∈ L ◦ HL∗ implies that for some r1, r
′
1, k1 ∈ N,
ϕ ∈ L ◦ (QF ◦ (HLr1 0 ∪ SGL
r′1
k1
)ﬁn)
≡ (L ◦QF) ◦w (HLr1 0 ∪ SGL
r′1
k1
)ﬁn
≤ HL∗ ◦w (HLr1 0 ∪ SGL
r′1
k1
)
≤ HL∗.

This implies the suﬃciency of the condition (3) in Theorem 3.16.
The main purpose of Theorem 3.16 was to give suﬃcient conditions when FO(Q)
is Hanf-local. Because FO(Q) ≡ 〈QF∪L∃ ∪LQ〉, we need to show that QF and L∃
satisfy the conditions.
Strictly speaking, QF does not satisfy the second part of the condition (2). How-
ever, if ϕ ◦ ψ ∈ (QFk) ◦ L and R ∈ τ(ϕ) with ar(R) > k, then some constant has
to be repeated at every occurrence of R. Assume that Rx0x0 . . . xn−1 is one of the
occurrences. Let ϕ′ be a QF-sentence identical to ϕ except Rx0x0 . . . xn−1 replaced
by R′x0 . . . xn−1, where ar(R
′) = ar(R)−1. Let ψ′ be a new L-interpretation, where
we have added a formula ψR′ to ψ and ψR′ is get from ψR(y) by identifying the
parameters y0 and y1. This is possible by the requirements we assumed every logic
to satisfy. Then ϕ ◦ ψ ≡ ϕ′ ◦ ψ′. In this way, we can eliminate all occurrences of
the relation symbols with arity greater than k from ϕ. So for the purposes of The-
orem 3.16, we may assume that QF satisﬁes the condition (2). The same argument
applies also for QF∞.
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Proposition 3.21. The logics QF and UL1 satisfy (essentially) the conditions (1)
and (2) of Theorem 3.16 and QF∞ satisﬁes (essentially) the condition (2).
Proof. Because 1-neighborhoods of the constants of a structure determine the atomic
type of the constants, QF∞ ◦QF∞ ≡ QF∞ is 1-Hanf-local.
For the same reason, if we know the isomorphism types of all 1-neighborhoods of
the elements in a τ -structure A, we can determine ψ∗(A), where ψ ∈ I(QF∞, τ, τ
′)
and ar(R) ≤ 1 for all R ∈ τ ′. Thus UL1 ◦QF∞ is 1-Hanf-local. 
Because L∃ ≤ UL1, this shows also that L∃ satisﬁes the conditions (1) and (2).
We show that it satisﬁes the condition (3) later in Proposition 4.14.
Now, by condition (2), we get the result proved in [HLN99].
Corollary 3.22. The logic 〈QF∞ ∪ UL1〉 is Hanf-local.
This implies also that the ﬁnitary fragment of 〈QF∞∪UL1〉 satisﬁes the condition
(1) of Theorem 3.16.
3.4. Neighborhoods and bijective game. The logic 〈QF∞∪UL1〉 captures Hanf-
locality on classes of structures with bounded degree. In [Lib01] the logic was
extended so that it captures Hanf-locality on all ﬁnite structures. The extended
logic however is not closed under substitution. By Theorem 3.16, there exists a
greatest Hanf-local extension of the ﬁnitary fragment of 〈QF∞∪UL1〉 that is closed
under substitution. The main point of this section is to show that the extension
is proper, because there are other notions of neighborhoods and 〈QF∞ ∪ UL1〉 is
Hanf-local also with respect to these notions.
Let τ be a relational vocabulary, M a class of τ -structures that is closed under
isomorphism and I a nonempty set. Suppose that we have been given for every
r ∈ I and A ∈ M a function clAr : P(Dom(A)) → P(Dom(A)). We denote cl
A
r ([a])
by clAr (a) and the structure (〈cl
A
r (a)〉
A, a) by ClAr (a).
Deﬁnition 3.23. We say that (M, I, cl) is a notion of neighborhood if the following
conditions are satisﬁed, where all structures are from M :
a) X ⊆ clAr (X)
b) X ⊆ Y ⇒ clAr (X) ⊆ cl
A
r (Y )
c) If p : 〈clAr (X)〉
A → B is an embedding, then rng p ⊆ clBr (p(X)).
d) There exists a function γ : I × I → I such that for all p, q ∈ I, A and X ⊆
Dom(A), clAp (cl
A
q (X)) ⊆ cl
A
γ(p,q)(X).
e) There exists a function β : I → I such that for all r ∈ I, a ∈ Dom(A)<ω,
b ∈ Dom(B)<ω, a′ ∈ Dom(A) \ clAβ(r)(a) and b
′ ∈ Dom(B) \ clBβ(r)(b), if Cl
A
r (a)
∼=
ClBr (b) and Cl
A
r (a
′) ∼= ClBr (b
′), then ClAr (aa
′) ∼= ClBr (bb
′).
The conditions (a), (b) and (d) are just the deﬁnition of closure, where the usual
cl(cl(X)) = cl(X) is replaced by (d). The condition (c) ensures that extensions of
the structure do not make the neighborhood smaller. The condition (e) says that
the elements not in the closure of a tuple are in some sense independent from the
tuple.
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We write α : A ∼r B if α is a bijection Dom(A) → Dom(B) such that for all
a ∈ Dom(A), ClAr (a)
∼= ClBr (b). Notation A ∼r B means that such a bijection
exists.
Lemma 3.24. If p : ClAγ(r,r′)(X)
∼= ClBγ(r,r′)(p(X)) and Y ⊆ cl
A
r′(X), then
pclAr (Y ) : Cl
A
r (Y )
∼= ClBr (p(Y )).
Proof. By the conditions (d), (a) and (b), clAr (Y ) ⊆ cl
A
γ(r,r′)(X). By the condition (c),
p(clAr (Y )) ⊆ cl
B
r (p(Y )). The condition (c) implies also that p(cl
A
r′(X)) ⊆ cl
A
r′(p(X))
and so clBr (p(Y )) ⊆ cl
B
γ(r,r′)(p(X)). Thus p
−1(clBr (p(Y )) ⊆ cl
A
r (Y ) and we get
p(clAr (Y )) = cl
B
r (p(Y )). Because a restriction of an isomorphism is an isomorphism,
the lemma follows. 
Theorem 3.25. Assume (M, I, cl) is a notion of neighborhood. For every n ∈ N,
there exists r ∈ I such that, if A,B ∈ M and A ∼r B, then Player II has a winning
strategy in BG1n(A,B).
Proof. Choose r0 ∈ I arbitrarily and deﬁne inductively ri+1 = γ(ri, β(ri)). Note
that clAri(X) ⊆ cl
A
ri
(clAβ(ri)(X)) ⊆ cl
A
ri+1
(X).
We prove inductively the following claim that implies the lemma: If A ∼rn−1 B
and the partial function pn = {(ai, bi) | i < m} can be extended into an isomorphism
p′n : Cl
A
rn(dom(pn))
∼= ClBrn(rng(pn)), then Player II has a winning strategy in the
game BG1n((A, a/x), (B, b/x)). If n = 0, we do not require the second condition.
When n = 0, the claim is clear. Assume that the claim has been proven for n.
We prove the claim for n+1. Let α : A ∼rn B such that p
′
n+1 cl
A
β(rn)(dom(pn+1)) =
α  clAβ(rn)(dom(pn+1)). This is possible, because by Lemma 3.24, for all c ∈
clAβ(rn)(dom(pn+1)), Cl
A
rn(c)
∼= ClBrn(pn+1(c)).
We prove that playing α leads to winning strategy for Player II. For that we have
to show that for all c ∈ Dom(A), Player II has a winning strategy in the game
BG1n((A, a/x, c/y), (B, b/x, α(c)/y)). By the induction hypothesis, it suﬃces to ﬁnd
p′n : Cl
A
rn(dom(pn))
∼= ClBrn(rng(pn)) extending pn = pn+1 ∪ {(c, α(c))}.
If c ∈ clAβ(rn), we may put p
′
n = p
′
n+1 cl
A
rn(dom(pn+1)∪{c}) by Lemma 3.24. Oth-
erwise, c /∈ clAβ(rn)(dom(pn+1)) and we have also α(c) /∈ cl
B
β(rn)(rng(pn+1)). Because
α : A ∼rn B, Cl
A
rn(c)
∼= ClBrn(α(c)) and so by condition (e) Cl
A
rn(ac)
∼= ClBrn(bα(c)).
We let p′n be this partial isomorphism. 
We give now an application of Theorem 3.25. Let τ = {R}, where R is a ternary
relation symbol. Let M be the class of all ﬁnite abelian groups, where R encodes the
group operation. We say that A ∈ M is k-divisible, k ∈ Z+, if ∀x(kx = 0↔ x = 0)
holds in A. If A is k-divisible, the equation kx = b has a unique solution for all
b ∈ A.
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Let I = Z+. If r ∈ I, A ∈ M is k-divisible for all 1 ≤ k ≤ r and X ⊆ Dom(A),
we deﬁne
clAr (X) =
{
a ∈ Dom(A) | qa =
∑
i<r
bi, 1 ≤ q ≤ r, b0, . . . , br−1 ∈ X ∪ (−X) ∪ {0}
}
.
If A is not k-divisible for some 1 ≤ k ≤ r, we put clAr (X) = Dom(A).
The triple (M, I, cl) is a notion of neighborhood. The condition (a) follows be-
cause for every x ∈ X we can show that x ∈ clAr (X) by choosing q = 1, b0 = x and
bi = 0 for all i > 0. The conditions (b) and (c) are clear from the deﬁnition.
In order to establish (d), we deﬁne γ(r, s) = sr. If a ∈ clAr (cl
A
s (X)), there exists a
1 ≤ q ≤ r and b0, . . . , br−1 ∈ cl
A
s (X) such that qa =
∑
i<r bi (note that a closure is
always closed under opposite and contains 0). Then there exists also elements 1 ≤
pi ≤ s and ci,j ∈ X ∪ (−X)∪ {0}, where i < r and j < s such that pibi =
∑
j<s ci,j.
Let m =
∏
i<r pi. Then a satisﬁes the equation
ma =
∑
i<r
m
pi
∑
j<s
ci,j.
Because m ≤ sr and the right side of the equation can be written as a sum of at
most sr elements, a ∈ clAγ(r,s)(X).
Finally, we put β(r) = 2r3. Assume |a| = |b| = m, α0 : Cl
A
r (a)
∼= ClBr (b),
α1 : Cl
A
r (a
′) ∼= ClBr (b
′), a′ /∈ clAβ(r)(a) and b
′ /∈ clBβ(r)(b). These assumptions imply
that A and B are k-divisible for all k ≤ β(r).
Let x ∈ clAr (aa
′). Then for some 1 ≤ q ≤ r and s0, . . . , sm−1, s
′ ∈ Z such that
|s′| +
∑
i<m |si| ≤ r, we have qx = s
′a′ +
∑
i<m siai. Because A is q-divisible, we
ﬁnd x0 and x1 such that x = x0 + x1, qx0 =
∑
i<m siai and qx1 = s
′a′. Clearly
x0 ∈ cl
A
r (a) and x1 ∈ cl
A
r (a
′).
Suppose now that for some y0 ∈ cl
A
r (a) \ {x0} and y1 ∈ cl
A
r (a
′) \ {x1}, we have
x = y0+y1. By the deﬁnition of the closure, for some 1 ≤ p
′ ≤ r and −r ≤ t′ ≤ r, we
have p′y1 = t
′a′ and for some 1 ≤ p ≤ r and t0, . . . , tm−1 ∈ Z such that
∑
i<m |ti| ≤ r,
we have py0 =
∑
i<m tiai. From this we can conclude
pq(y0 − x0) =
∑
i<m
(qti − psi)ai
p′q(x1 − y1) = (p
′s′ − qt′)a′
Because y0 − x0 = x1 − y1, we have
p(p′s′ − qt′)a′ =
∑
i<m
p′(qti − psi)ai.
Because p′q ≤ β(r), A is p′q-divisible. We assumed that x0 = y0 and so p
′s′ −
qt′ cannot be zero. On the other hand |p′s′ − qt′| ≤ 2r2 ≤ β(r). We have also∑
i<m |p
′(qti−psi)| ≤ p
′q
∑
i<m |ti|+p
′p
∑
i<m |si| ≤ 2r
3 ≤ β(r). Thus a′ ∈ clAβ(r)(a).
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This contradicts our assumptions and we conclude that the representation of x as
a sum of elements in clAr (a
′) and clAr (a) is unique.
The resolution above holds also on B and so
α(x0 + x1) = α0(x0) + α1(x1)
deﬁnes a function with an inverse
α−1(y0 + y1) = α
−1
0 (y0) + α
−1
1 (y1).
This is an isomorphism α : ClAr (aa
′) ∼= ClBr (bb
′).
Now we can show:
Proposition 3.26. For all n ∈ N there exists r ∈ Z+ such that if A and B are
Abelian groups of the same cardinality and they are k-divisible for all k ≤ r, then
Player II has a winning strategy in BG1n(A,B).
Proof. Let r be as in Theorem 3.25 for the notion of neighborhood deﬁned above. If
A is divisible for all k ≤ r, then clAr (0A) = {0A}. We show that if a ∈ Dom(A)\{0A},
then ClAr (a)
∼= ClQr (1), where we interpret Q as an abelian group. The isomorphism
is deﬁned so that we map x ∈ clAr (a), where qx = sa, to s/q. By divisibility, the map
is well deﬁned and clearly a partial isomorphism from A to Q. Thus any bijection
from Dom(A) → Dom(B) mapping 0A to 0B shows A ∼r B and by Theorem 3.25,
Player II has a winning strategy in BG1n(A,B). 
Lemma 3.27. If ψ ∈ I(QF∞, τ
′, τ), ψ∗(A) and ψ∗(B) are ﬁnite groups (with one
ternary relation R in the vocabulary) and A16 B, then A ∼= B.
Proof. Denote the product of a and b in ψ∗(A) by ab, the neutral element by 1
and the inverse of a by a−1. By group axioms, for all a, b ∈ Dom(A), ψR(a, b, ab),
ψR(a, 1, a) and ψR(a, a
−1, 1).
If all elements of A have diﬀerent atomic types, the lemma clearly holds. As-
sume therefore that there exist a, b ∈ Dom(A) such that a = b, but atpA(a) =
atpA(b). For all c ∈ Dom(A), A |= ψR(a, a
−1c, c) ∧ ¬ψR(b, a
−1c, c). This means
that atpA(a, a−1c, c) = atpA(b, a−1c, c), and so either a−1c or c belongs to NA1 (ab).
Because this holds for all c ∈ Dom(A) and c → a−1c is a bijection, we conclude that
|NA1 (ab)| ≥ |A|/2.
If there exist c, d ∈ Dom(A) \ NA2 (ab) such that c = d but atp
A(c) = atpA(d),
then we have |NA1 (cd)| ≥ |A|/2, but N
A
1 (ab) ∩N
A
1 (cd) = ∅. Necessarily, Dom(A) =
NA1 (abcd), which implies that every component of A has radius at most 6, the worst
case being the one where a, b, c and d are in the same component. Thus, in this
case, A7 B implies A ∼= B.
Assume then that such elements do not exist. Then every pair of diﬀerent ele-
ments in S = Dom(A) \NA2 (ab) have diﬀerent atomic types. Let
T = {x ∈ Dom(A) | (∀y ∈ NA2 (x))(atp
A(y) = atpA(a))}.
Clearly T ⊆ S, because all elements in NA2 (ab) have a or b in their 2-neighborhoods.
Every element x in T has a 2-neighborhood that can be distinguished from any other
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2-neighborhood in A because if the other element is in T its atomic type diﬀers from
atpA(x) and if it is in Dom(A) \ T it has an element with atomic type atpA(a) in
its neighborhood.
The set S\T is either contained in NA4 (ab) or in N
A
4 (abc), where c ∈ S\T is unique
element with atpA(c) = atpA(a). So we can choose for every component of the Gaif-
man graph of A relativized to Dom(A)\T an element such that its 13-neighborhood
contains all elements of the component. Because all elements at distance 14 from
these elements have unique 2-neighborhoods, knowing all 16-neighborhoods suﬃces
for reconstructing the structure. 
By combining Proposition 3.26 and Lemma 3.27 we get an example showing that
there are logics satisfying the condition (1) of Theorem 3.16 that are not in the
extensions of ﬁrst-order logic with unary quantiﬁers.
Proposition 3.28. There are ﬁnitary logics L satisfying L ◦QF∞ ≤ HL
k for some
k ∈ Z+, such that L ≤ 〈QF∞ ∪ UL1〉.
Proof. Let Q be a query that is true, if A ∼= Zp2 , where p is a prime. Then LQ◦QF ≤
HL16 by Lemma 3.27. For any n ∈ Z+, let r be as in Proposition 3.26 and let p
be a prime greater than r. Then the groups Zp2 and Z
2
p are both divisible for all
k ≤ r and have the same cardinality. So by Proposition 3.26, Zp2 ≡〈QF∞∪UL1〉n Z
2
p.
However, Q separates the groups. Thus 〈QF∞ ∪ UL1〉 cannot deﬁne Q. 
4. Locality and uniform reduction
4.1. Uniform reduction. We call two vocabularies τ0 and τ1 compatible, if τ0 ∩ τ1
contains only relation symbols of arity at least 1. If τ0 and τ1 are compatible,
A ∈ Mod(τ0) and A
′ ∈ Mod(τ1), then A unionsq A
′ is a τ0 ∪ τ1 -structure.
Deﬁnition 4.1. A logic L has weak uniform reduction, if for all compatible τ0 and
τ1 and every ﬁnite Φ ⊆ L[τ0 ∪ τ1] there exists a ﬁnite equivalence relation ∼Φ on
Mod(τ0) such that for all structures A,A
′ ∈ Mod(τ0) and A
′′ ∈ Mod(τ1), equivalence
A ∼Φ A
′ implies A unionsq A′′ ≡Φ A
′ unionsq A′′.
A logic has uniform reduction, if ∼Φ can be chosen to be ≡ΨΦ , where ΨΦ ⊆ L[τ0]
is ﬁnite.
The following fact is well known:
Proposition 4.2. First-order logic has uniform reduction.
Our goal in the rest of this subsection is to show what kind of relationship uniform
reduction and its weak variant have.
Deﬁnition 4.3. A logic L is closed under model extensions if for all compatible
vocabularies τ0 and τ1, for every ϕ ∈ L[τ0 ∪ τ1] and C ∈ Mod(τ1) there exists
ϕC ∈ L[τ0] such that A |= ϕ
C ⇐⇒ A unionsq C |= ϕ.
Lemma 4.4. Suppose QF ◦ L ≤ L. Then L has uniform reduction, if and only if
it has weak uniform reduction and it is closed under model extensions.
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Proof. Let L be a logic with uniform reduction. By our deﬁnition, it is clear that
it also has weak uniform reduction. In order to prove that it is closed under model
extensions, let ϕ ∈ L[τ0 ∪ τ1] and C ∈ Mod(τ1) be arbitrary. Then we put
ϕC ≡
∨{ ∧
ψ∈Ψ{ϕ}
A|=ψ
ψ ∧
∧
ψ∈Ψ{ϕ}
A |=ψ
¬ψ | A ∈ Mod(τ0),A unionsq C |= ϕ
}
.
If A unionsq C |= ϕ, then clearly A |= ϕC. If A |= ϕC, then there exists a structure
A′ ∈ Mod(τ0) such that A
′ unionsq C |= ϕ and
A |=
∧
ψ∈Ψ{ϕ}
A′|=ψ
ψ ∧
∧
ψ∈Ψ{ϕ}
A′ |=ψ
¬ψ,
but the latter means that A ≡Ψ{ϕ} A
′ and so A unionsq C |= ϕ.
Suppose then L is closed under model extensions and has weak uniform reduction.
Let Φ ⊆ L[τ0 ∪ τ1] be a ﬁnite set. We put Ψ
′
Φ = {ϕ
C | ϕ ∈ Φ,C ∈ Mod(τ1)}. If
A ≡Ψ′Φ A
′, then for every ϕ ∈ Φ,
A unionsq C |= ϕ ⇐⇒ A |= ϕC ⇐⇒ A′ |= ϕC ⇐⇒ A′ unionsq C |= ϕ,
i.e. A unionsq C ≡Φ A
′ unionsq C. However, the set Ψ′Φ is not necessarily ﬁnite. Let ∼Φ be a
ﬁnite equivalence relation on Mod(τ1) given by weak uniform reduction for τ1 ∪ τ0.
If C,C′ ∈ Mod(τ1) and C ∼Φ C
′, then
A |= ϕC ⇐⇒ A unionsq C |= ϕ ⇐⇒ A unionsq C′ |= ϕ ⇐⇒ A |= ϕC
′
.
Hence we can choose a ﬁnite ΨΦ ⊆ Ψ
′
Φ such that every sentence in Ψ
′
Φ is equivalent
to some sentence in ΨΦ. This shows L has uniform reduction. 
Lemma 4.5. If L ◦QF and L′ have weak uniform reduction, then L ◦ L′ has weak
uniform reduction.
Proof. Suppose L ◦ QF and L′ have weak uniform reduction and let ϕ ◦ ψ ∈ (L ◦
L′)[τ0 ∪ τ1]. We may assume ψ ∈ I(L
′, τ0 ∪ τ1, τ(ϕ)). For every ψR(x) and y ⊆ x,
let ∼ψR,y be an equivalence relation witnessing weak uniform reduction of ψR for
τ0 ∪ [y] and τ1 ∪ ([x] \ [y]). Let CψR,y be the set of all equivalence classes of ∼ψR,y.
Given a structure A ∈ Mod(τ0), let Y0(A) be a structure with the same domain
and the same constants as A such that for every ψR(x), y ⊆ x and if t ∈ CψR,y the
structure has a relation
H
Y0(A)
t = {a ∈ Dom(A)
|y| | (A, a/y) ∈ t}.
Let τ ′0 be the vocabulary of this structure.
Deﬁne Y1(A) for all structures A ∈ Mod(τ1) in a similar way, but with τ0 and τ1
reversed. Let τ ′1 be the vocabulary of these structures and suppose τ
′
0 ∩ τ
′
1 = ∅. We
ﬁnd now for every R ∈ τ(ϕ) a formula ψ′R ∈ QF[τ
′
0 ∪ τ
′
1] such that
A unionsq A′ |= ψR(a) ⇐⇒ Y0(A) unionsq Y1(A
′) |= ψ′R(a).
These formulas form an interpretation ψ′ ∈ I(QF, τ ′0 ∪ τ
′
1, τ(ϕ)).
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By the assumption of the lemma, there exists an equivalence relation ∼ϕ◦ψ′ wit-
nessing weak uniform reduction of ϕ ◦ ψ′. Let ∼′ be the equivalence relation
A ∼′ A′ ⇐⇒ Y0(A) ∼ϕ◦ψ′ Y0(A
′).
Clearly, A ∼′ A′ implies AunionsqA′′ ≡ϕ◦ψ A
′unionsqA′′ for all A′′ ∈ Mod(τ1). The equivalence
relation ∼′ is ﬁnite, because it is an inverse image of a ﬁnite equivalence relation
and thus it witnesses weak uniform reduction of ϕ ◦ ψ. 
Given a logic L, let E(L) be a logic containing for every ϕ ∈ L[τ0 ∪ τ1] and
C ∈ Mod(τ1) a sentence ϕ
C ∈ E(L)[τ0] such that A |= ϕ
C ⇐⇒ AunionsqC |= ϕ. Because
we may choose C to be an empty structure, E(L) ≥ L.
Lemma 4.6. If L ◦ QF has weak uniform reduction, then E(L) ◦ QF has weak
uniform reduction.
Proof. Let U be a new unary relation symbol and F : Mod(τ) → Mod(τ∪{U}), A →
(A,Dom(A)/U). Let ϕC ◦ ψ ∈ (E(L) ◦QF)[τ ]. There is ψ′ ∈ I(QF, τ ∪ {U}, τ(ϕC))
such that ψ∗(A) unionsq C = (ψ′)∗(A unionsq F (C)). Now,
A unionsq A′′ |= ϕC ◦ ψ ⇐⇒ ψ∗(A unionsq A′′) unionsq C |= ϕ
⇐⇒ (ψ′)∗(A unionsq A′′ unionsq F (C)) |= ϕ
⇐⇒ A unionsq (A′′ unionsq F (C)) |= ϕ ◦ ψ′.
So, if A ∼ϕ◦ψ′ A
′, then A unionsq A′′ ≡ϕC◦ψ A
′ unionsq A′′. This shows E(L) ◦ QF has weak
uniform reduction. 
Combining the lemmas we get the following theorem showing in particular that
in the class of the extensions of FO with generalized quantiﬁers, every logic with
weak uniform reduction can be extended to a logic with uniform reduction.
Theorem 4.7. If L◦QF has weak uniform reduction, there exists a logic L′ ≥ L∪QF
that is closed under substitution, model extensions and has uniform reduction.
Proof. If L ◦QF has weak uniform reduction, then by Lemma 4.5, L ◦ (L ◦QF) has
weak uniform reduction as well as (L ◦ L) ◦ QF ≤ L ◦ (L ◦ QF). By Lemma 4.6,
E(L) ◦QF has weak uniform reduction.
Deﬁne a sequence (Li)i of logics where i is an ordinal. Put L0 = L∪QF, Li+1 =
E((Li ◦ Li) ∪ Li). and Li =
⋃
j<i Lj, if i is a limit ordinal. Every logic in the
sequence has weak uniform reduction.
Let L′ be the union of the logics Li. The logic has weak uniform reduction. It
is closed under model extensions, because if ϕ ∈ L′ is equivalent to a sentence in
Li, then ϕ
C is equivalent to a sentence in Li+1. It is also closed under substitution,
because if ϕ is equivalent to a sentence in Li and ψ is an interpretation such that
for every formula ψR there exists an equivalent LjR-formula, then ϕ◦ψ is equivalent
to some Lsup{i,jR | R∈τ(ϕ)}+1-sentence. 
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4.2. A characterization of weak uniform reduction. We characterize in this
section the expressive power of the logics without weak uniform reduction.
We call Y ⊆ X free from S ⊆ P(X), if there exists a ∈ Y and b ∈ X \ Y such
that for every Y ′ ∈ S, either {a, b} ⊆ Y ′ or {a, b} ⊆ X \ Y ′. A set S is free, if every
Y ∈ S is free from S \ {Y }.
Lemma 4.8. If S ⊆ P(X) is inﬁnite, it has a free countably inﬁnite subset.
Proof. We construct a countable subset {Y0, Y1, . . . , } by induction. Let S0 = S.
Our induction hypothesis is that Si is inﬁnite and for all j < i, Yj is free from Si.
Let Ui be a non-principal ultraﬁlter on Si. It exists because Si is inﬁnite. Let
Zi = {a ∈ X | {Y ∈ Si | a ∈ Y } ∈ Ui}. Because Si is inﬁnite, there exists some
Yi ∈ Si such that Yi = Zi. Choose a ∈ Yi and b ∈ X \ Yi so that either {a, b} ⊆ Zi
or {a, b} ⊆ X \ Zi. Now, let Si+1 = {Y ∈ Si | {a, b} ⊆ Y or {a, b} ⊆ X \ Y }.
Yi is clearly free from Si+1. If {a, b} ⊆ Zi, then Si+1 ⊇ {Y ∈ Si | a ∈ Y } ∩ {Y ∈
Si | b ∈ Y } ∈ Ui and if {a, b} ⊆ X \ Zi, Si+1 ⊇ {Y ∈ Si | a /∈ Y } ∩ {Y ∈ Si | b /∈
Y } ∈ Ui. Thus Si+1 ∈ Ui and Si+1 is inﬁnite, because Ui is non-principal. 
Lemma 4.9. Let G = (V ∪ V ′, E) be a bipartite graph, where E ⊆ V × V ′. For all
v ∈ V , denote the set {v′ ∈ V ′ | (v, v′) ∈ E} by NG(v). Assume that V is inﬁnite
and for all v0, v1 ∈ V , if N
G(v0) = N
G(v1), then v0 = v1. Then, for some relation
R among =, =, ≤ or ≥, we can embed (N × {0, 1}, {((i, 0), (j, 1)) | i, j ∈ N, iRj})
in G.
Proof. Let S = {NG(v) | v ∈ V }. Because the graph G is inﬁnite and every pair of
vertices in V have diﬀerent neighborhoods, the set S is inﬁnite. Therefore, by the
previous lemma, we ﬁnd a countable inﬁnite set H ⊆ V such that {NG(v) | v ∈ H}
is free. For every v ∈ H, choose av ∈ N
G(v) and bv ∈ V
′ \ NG(v) such that for
every v′ ∈ H \ {v}, either {av, bv} ⊆ N
G(v′) or {av, bv} ⊆ V
′ \NG(v′).
Now, deﬁne a countable ordered graph G′ = (H, {(v, v′) ∈ H2 | v = v′, av ∈
NG(v′)}, <), where the ordering can be arbitrary well order. By Ramsey’s theorem,
it has a countable homogeneous subset H ′ ⊆ H. We can assume, if necessary
restricting the set H ′, that the order type of < restricted to H ′ is ω
Let E ′ = {(v, v′) ∈ (H ′)2 | v = v′, av ∈ N
G(v′)}. Then we have four possibilities,
either E ′ = (<) ∩ (H ′)2, E ′ = (>) ∩ (H ′)2, E ′ = ∅ or E ′ = (H ′)2 \ {(v, v) | v ∈
H ′}. In the ﬁrst three cases let K = {av | v ∈ H
′}. Then the subgraph of G
with domain H ′ ∪ K is isomorphic to a desired graph. In the fourth case, let
K = {bv | v ∈ H
′}. Then subgraph of G with domain H ′ ∪ K is isomorphic to
(N× {0, 1}, {((i, 0), (j, 1)) | i, j ∈ N, i = j}). 
Theorem 4.10. L does not have weak uniform reduction, if and only if there exists
a sentence ϕ ∈ L[τ ] and two sequences of structures (Ai)i∈N and (A
′
i)i∈N such that
Ai unionsq A
′
j |= ϕ ⇐⇒ iRj, where R is one of the relations =, =, ≤ or ≥.
Proof. If weak uniform reduction fails in L, there exists a sentence ϕ ∈ L[τ0 ∪ τ1]
and a countable inﬁnite set of structures H ⊆ Mod(τ1) such that for all A
′
0,A
′
1 ∈ H,
if K(A′0) = K(A
′
1), then A
′
0 = A
′
1, where K(A
′) = {A ∈ Mod(τ0) | A unionsq A
′ |= ϕ}.
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We ﬁnd the sequences (Ai)i∈N and (A
′
i)i∈N by applying the previous lemma to the
graph (H ∪Mod(τ0),
⋃
A′∈H{A
′} ×K(A′)).
If there exists a sentence ϕ and sequences (Ai)i∈N and (A
′
i)i∈N as described in the
theorem, L cannot have weak uniform reduction, because for every ﬁnite equivalence
relation ∼ on Mod(τ0) there are Ai and Aj in the same ∼-equivalence class, but for
some A′k, Ai unionsq A
′
k ≡ϕ Aj unionsq A
′
k. 
Corollary 4.11. If QF ◦ L ≤ L, L is closed under relativization and does not have
weak uniform reduction, then there exists a sentence ϕ ∈ L[τ ] and two sequences of
structures (Ai)i∈N and (A
′
i)i∈N such that Ai unionsq A
′
j |= ϕ ⇐⇒ i = j.
Proof. Let ϕ be a sentence and (Ai)i∈N and (A
′
i)i∈N sequences given by the pre-
vious theorem. If R = (=), we are ﬁne. If R = (=), we can use the same se-
quences and the sentence ¬ϕ. If R = (≤) or R = (≥), let U and V be new unary
relation symbols. Then the sequences (Ai unionsq A
′
i,Dom(Ai)/U,Dom(A
′
i)/V )i∈N and
(Ai unionsq A
′
i,Dom(A
′
i)/U,Dom(Ai)/V )i∈N and the sentence ϕ
U ∧ ϕV satisfy the corol-
lary. 
4.3. Hanf-locality and uniform reduction. With weak uniform reduction, we
can strengthen Lemma 3.5.
Lemma 4.12. If L ≤ SGLr  k has weak uniform reduction then L ≤ QF ◦
SGLr2(k−1)r.
Proof. Let ϕ be a L[τ ]-sentence, where |Con(τ)| ≤ k. For all C ⊆ Con(τ), let ∼C
be a ﬁnite equivalence relation witnessing uniform reduction of ϕ for Rel(τ)∪C and
τ \ C. Let TC be the set of equivalence classes of ∼C .
For every C ⊆ Con(τ) and t ∈ TC , there is a SGLr2(k−1)r[Rel(τ) ∪ C]-sentence
γCt such that A |= γ
C
t if and only if N
A
r (C
A) is connected and in t. Let sentences
θa,b2r ∈ SGL
r
2r[Rel(τ) ∪ {a, b}] be as in the proof of Lemma 3.5 and let Φ be a ﬁnite
set of sentences containing θa,b2r for all a, b ∈ Con(τ) and γ
C
t for all C ⊆ Con(τ) and
t ∈ TC .
Assume A ≡Φ B. We claim then A ≡ϕ B, which implies the lemma. Because Φ
contains sentences θa,b2r , for all a, b ∈ Con(τ), d
A(aA, bA) ≤ 2r ⇐⇒ dB(aB, bB). Let
G = (Con(τ), E) be a graph deﬁned as in the proof of Lemma 3.5 and let C be the
set of its components.
Now,
NAr (Con(τ)
A) ∼=
⊔
C∈C
NAr (C
A),
NBr (Con(τ)
B) ∼=
⊔
C∈C
NBr (C
B)
and for all C ∈ C, the neighborhoods NAr (C
A) and NBr (C
B) are connected. Because
L ≤ SGLr, we have A ≡ϕ
⊔
C∈C N
A
r (C
A) and B ≡ϕ
⊔
C∈C N
B
r (C
B). The equivalence
A ≡Φ B implies for all C ∈ C, N
A
r (C
A) ∼C NBr (C
B). Thus, by applying weak
uniform reduction iteratively,
⊔
C∈C N
A
r (C
A) ≡ϕ
⊔
C∈C N
B
r (C
B). 
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We need the following concept in the formulation of the Theorem 4.13 and in the
proof of Proposition 4.14. A ﬁrst-order formula ϕ(x) is r-local, if all quantiﬁcations
in ϕ are of the form ∃y(d(y, x) ≤ r ∧ ψ(y)), where d(y, x) ≤ r is a FO-formula such
that A |= d(a, b) ≤ r ⇐⇒ dA(a, [b]) ≤ r.
Theorem 4.13. (Gaifman’s theorem) Every ﬁrst-order formula is equivalent to
a Boolean combination of local ﬁrst-order formulas and sentences of the form
∃x1 . . . xn(
∧
1≤i≤n
ϕ(xi) ∧
∧
1≤i<j≤n
d(xi, xj) > 2r)
where ϕ is r-local ﬁrst-order formula for some r.
Proof. Originally proved in [Gai82]. The proof is presented also in [EF99] and
[Lib04]. 
Proposition 4.14. First-order logic satisﬁes the condition (3) of Theorem 3.16.
Proof. Given a FO-sentence, let ϕ(x) be a formula such that every constant symbol
of the sentence occurs as a parameter of the formula. By Gaifman’s theorem, this
can be written as a Boolean combination of certain sentences and r-local formulas
for some r. Sentences do not contain free variables, and so they are in HLr
′
 0
for some r′. The r-local formulas are equivalent to SGLr-formulas. By Lemma,
4.12 they are equivalent with QF ◦ SGLr2r-formulas and so the original sentence
is equivalent to a QF ◦ (HLr
′
 0 ∪ SGLr2r)-sentence. Because FO is ﬁnitary, the
condition (3) of Theorem 3.16 is satisﬁed. 
The next lemma shows that if the logic does not have weak uniform reduction and
it is closed under relativization, we can encode structures with inﬁnite vocabulary
using a ﬁnite vocabulary so that the encoding does not break Hanf-equivalence, but
we can recover a ﬁxed formula of the logic. The lemma is non-trivial only if the
vocabulary τ is inﬁnite.
Lemma 4.15. Let L be a logic that is closed under relativization, but does not
have weak uniform reduction. Assume also that FO ◦ L ≤ L. Let τ be a relational
vocabulary. Let ψ(x) be a QF∞[τ ]-formula. Then there exists a ﬁnite vocabulary τ
′
with U ∈ τ ′, L[τ ′]-formula ψ′(x) and a function F : Mod(τ) → Mod(τ ′) such that
for all A ∈ Mod(τ), ψ(A) = ψ′(F (A)) ∩ (Dom(A))|x| and for all A,A′ ∈ Mod(τ)
and r ≥ 1, Ar A
′ if and only if F (A)r F (A
′).
Proof. Let θ ∈ L[τ ′′] be a sentence and (Ci)i∈N and (C
′
i)i∈N sequences of structures
such that Ci unionsq C
′
j |= θ if and only if i = j. The sequence exists by Corollary 4.11.
Let m = |x| and τ ′ = τ ′′ ∪ {U, V,∼, S0, . . . , Sm, Y,Xy | y ∈ [x]
≤m}, where U , V ,
Y and Xy are unary relation symbols, ∼ is a binary relation symbol and for all
0 ≤ i ≤ m, Si is an i + 1-ary relation symbol.
Let T be the set of all atomic types t(y) on τ such that |y| ≤ m and for some
R ∈ τ , and permutation ρ of |y|, Ryρ(0) . . . yρ(|y|−1) ∈ t. Let < be any linear-order
on T .
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For all A ∈ Mod(τ), let TA ⊂ T be the set of all types in T that are realized in
A. Let nA = |TA| ∈ N. We deﬁne an enumeration (tAi )i<nA of T
A such that for all
i < j, tAi < t
A
j . Deﬁned in this way, we have that if T
A = TA
′
, then for all i < nA,
tAi = t
A′
i .
Given A ∈ Mod(τ) and a type t(y) ∈ TA, we denote the set of its realizations,
{a ∈ A|y| | A |= t(a)}, by t(A).
We deﬁne next the function F . We have F (A) = F0(A) unionsq F1(A). The ﬁrst part,
F0(A), encodes the atomic types of A and depends only on A and m, but not on
ψ. The second part, F1(A), encodes a fragment of ψ and depends only on ψ and
TA. The relations UF (A, V F (A) and S
F (A)
i are contained in the ﬁrst part and the
relations X
F (A)
y ,Y and ∼ in the second part.
We let
Dom(F0(A)) = Dom(A) ∪
⋃
i<nA
tAi (A)×Dom(Ci).
The non-empty relations are deﬁned in the following way:
UF (A) = Dom(A)
V F (A) = Dom(F0(A)) \Dom(A)
S
F (A)
k = {(a0, . . . , ak−1, ab) | i < n
A, a ∈ tAi (A), |a| = k, b ∈ Dom(Ci)}
and for all R ∈ τ ′′, where ar(R) = k,
RF0(A) = {(ab0, . . . , abk−1) | i < n
A, a ∈ tAi (A), b ∈ R
Ci}.
Let SA be the set of all atomic m-types t(x) such that t(x) |= ψ(x) and if y ∈ [x]≤m
and for some R ∈ τ , Ry ∈ t, then ty ∈ TA. Clearly SA contains all atomic m-types
realized in A and satisfying ψ, but it depends only on TA. If t ∈ SA and we know
t(x)  y for all [y] ⊆ [x] such that t(x)  y ∈ TA, we can determine t. This implies
that |SA| ≤ |TA|m
m
.
We deﬁne now F1(A). We let
Dom(F1(A)) = {(t, y, b) | t ∈ S
A, y ∈ [x]≤m, i < nA, ty = tAi , b ∈ Dom(C
′
i)}.
The non-empty relations are deﬁned in the following way:
Y F (A) = Dom(F1(A))
∼F (A) = {((t, y, b), (t′, y′, b′)) ∈ (Dom(F1(A)))
2 | t = t′}
X
F (A)
y = {(t, y
′, b) ∈ Dom(F1(A)) | y = y
′}
and for all R ∈ τ ′′, where ar(R) = k,
RF1(A) = {((tAi , y, b0), . . . , (t
A
i , y, bk−1)) ∈ (Dom(F1(A)))
k
| i < nA, y ∈ [x]≤m, b ∈ RC
′
i}.
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The formula ψ′(x) is deﬁned in the following way
ψ′(x) ≡
∧
i<m
Uxi ∧ ∃z
⎛
⎝Y z ∧ ∧
y∈[x]≤m
(∨
R∈τ
Ry
)
→ θγy,z
⎞
⎠ ,
where θγy,z is the relativization of θ to the set deﬁned by the formula
γy,z(w) ≡ S|y|yw ∨ (w ∼ z ∧Xyw).
Assume a ∈ Dom(A)|x|, y ∈ [x]≤m and a′ is the interpretation of y, if the in-
terpretation of x is a. Let c = (t′, y′, b′) ∈ Y F (A). If (F (A), a/x, c/z) |= γy(c),
then c is either in {a′} × Dom(Ci), where i < n
A such that tAi = atp
A(a′), or in
(t′, y) × Dom(C′j), where t
A
j = t
′  y. This means that F (A) |= ψ′(a), if and only if
there exists t′ ∈ SA such that for all y ∈ [x]≤m, if t′′ = atpA(a/x)  y ∈ TA, then
t′′ = t′(x)  y. As mentioned above, this is equivalent with atp(a) = t′ and thus
F (A) |= ψ′(a) if and only if A |= ψ(a).
Finally, we have to prove that A r A
′ implies F (A) r F (A
′), where r ≥ 1.
Assume α : A r A
′. This implies TA = TA
′
. Thus F1(A) = F1(A
′) and because
F0(A) and F1(A) are disjoint parts of F (A), it suﬃces to show F0(A)r F0(A
′).
For every a ∈ Dom(A), let βa : N
A
r (a)
∼= NA
′
r (α(a)). We deﬁne μ : Dom(F0(A)) →
Dom(F0(A
′)) such that μ  Dom(A) = α and for all ab ∈ V F (A) = V F0(A) =⋃
i<nA t
A
i (A)×Dom(Ci), μ(ab) = βa0(a)b. Because βa0 preserves the atomic type of a,
rng(μ) ⊆ Dom(F0(A
′)). If μ(ab) = μ(a′b), then βa0(a0) = α(a0) = α(a
′
0) = βa′0(a
′
0)
implying a0 = a
′
0 and because βa0 is a bijection, a = a
′. Thus μ is bijective.
Let c ∈ Dom(A). We have N
F0(A)
r (c) ⊆ NAr (c) ∪ {ab ∈ V
A | a ∈ NAr (c)}. Thus
we ﬁnd an isomorphism N
F0(A)
r (c) ∼= N
F0(A′)
r (μ(c)) by mapping all elements a ∈
N
F0(A)
r (c) ∩ UA to βc(a) and all elements ab ∈ N
F0(A)
r (c) ∩ V A to βc(a)b. If c =
ab ∈ V A, we get the isomorphism N
F0(A)
r (c) ∼= N
F0(A′)
r (μ(c)) by restricting the
isomorphism of the neighborhood with center a0. 
Remark. Lemma 4.15 generalizes quite easily to the case where ψ is an interpretation
of a ﬁnite vocabulary τ . We need only to add the second part of the structure, F1(A),
that depends on the formula, for every formula ψR, with R ∈ τ .
Theorem 4.16. Suppose L and L′ are closed under relativization, L is ﬁnitary and
FO ◦L′ ≤ L′. If L◦L′ is Hanf-local, but L ◦QF∞ is not, then L
′ has weak uniform
reduction.
Proof. Let ϕ ◦ψ ∈ L ◦QF∞[τ ] be a sentence that is not Hanf-local. Then there are
sequences of structures (Ar)r∈N and (A
′
r)r∈N such that for all r ∈ N, ψ(Ar) |= ϕ and
ψ(A′i) |= ϕ but Ar r A
′
r.
Now, if L′ did not have weak uniform reduction, by Lemma 4.15, there would be an
L′-interpretation ψ′ and a function F such that 〈UF (A)〉(ψ
′)∗(F (A)) = ψ∗(A), where U
is a unary relation symbol as in Lemma 4.15, and if Ar A
′, then F (A)r F (A
′).
Thus the sequences (F (Ar))r∈N and (F (A
′
r))r∈N would witness that the sentence
ϕU ◦ ψ′ ∈ L ◦ L′ is not Hanf-local. 
35
Corollary 4.17. A ﬁnitary and regular Hanf-local logic L has weak uniform reduc-
tion or satisﬁes the condition L ◦QF∞ ≤ HL.
Proof. Assume that L does not satisfy the condition L ◦ QF∞ ≤ HL. By choosing
L′ = L, all conditions of Theorem 4.16 are satisﬁed and so L has weak uniform
reduction. 
4.4. A regular Hanf-local logic L such that L ◦QF∞ is not Gaifman-local.
Corollary 4.17 raises a question, if there exists a logic that does not satisfy the
second disjunct, i.e., it is Hanf-local, but L ◦ QF∞ is not Hanf-local. The example
we use to show that this is possible, is a modiﬁcation of Gurevich’s and Shelah’s
multipede -structure [GS96]. We present the construction in a little more general
form than is necessary here, because we shall reuse it later.
Let τk = {U, P, ,∼, E}, where U and P are unary relation symbols,  and ∼
are binary relation symbols and E is a 2k-ary relation symbol. We deﬁne for each
X ⊆ n a τk-structure Ak,n,X . The universe of Ak,n,X is (Zn×k)∪P(n). The relation
symbols U , P ,  and ∼ have the following interpretations that do not depend on X:
• UAk,n,X = Zn × k,
• PAk,n,X = P(Zn),
• Ak,n,X = {〈(i, j), V 〉 ∈ UAk,n,X × PAk,n,X | i ∈ V } and
• ∼Ak,n,X= {〈(i, j), (i′, j′)〉 ∈ (UAk,n,X )2 | i = i′}.
Let Sk be the set of all permutations k → k, Ak ⊆ Sk the set of all even permu-
tations and A′k = Sk \ Ak the set of all odd permutations k → k. For all i ∈ Zn,
let
Ei = {(i, f(0)) . . . (i, f(k−1))(i+1, g(f(0))) . . . (i+1, g(f(k−1))) | f ∈ Sk, g ∈ Ak}
and
E ′i = {(i, f(0)) . . . (i, f(k−1))(i+1, g(f(0))) . . . (i+1, g(f(k−1))) | f ∈ Sk, g ∈ A
′
k},
where i + 1 is computed in the cyclic group Zn.
Now, we deﬁne
EAk,n,X =
⋃
i∈X
E ′i ∪
⋃
i∈Zn\X
Ei.
Lemma 4.18. Ak,n,X ∼= Ak,n,Y if and only if |X| ≡ |Y | (mod 2).
Proof. Assign every sequence of permutations p = (pi)i∈Zn ∈ S
Zn
k with a permutation
αp on Zn × k ∪ P(n) that ﬁxes P(n) and maps (i, j) to (i, pi(j)). For all p ∈ A
Zn
k
and X ⊆ n, αp is an automorphism of Ak,n,X . If pi ∈ Ak for all i ∈ Zk \ H
and pi ∈ A
′
k for all i ∈ H, then αp : Ak,n,X
∼= Ak,n,Y for all X,Y ⊆ Zn such that
XΔY = HΔ{i − 1 | i ∈ H}. Because for every X with even cardinality, there
exists H such that X = HΔ{i − 1 | i ∈ H}, we conclude that Ak,n,X ∼= Ak,n,Y , if
|X| ≡ |Y | (mod 2).
If we choose for each i ∈ Zx a bijection qi : {i} × k → {i + 1} × k such that
〈(i, 0), . . . , (i, k− 1), qi(i, 0), . . . , qi(i, k− 1)〉 ∈ E
Ak,n,X , then q = qi−1 ◦ qi−2 ◦ · · · ◦ q0 ◦
36
qn−1 ◦ · · ·◦qi+1 ◦qi is a bijection {i}×k → {i}×k. Independently of the choice of qi,
the permutation is even, if |X| is even and odd, if |X| is odd. Thus Ak,n,X ∼= Ak,n,Y ,
if |X| ≡ |Y | (mod 2). 
Let Mk,i = {Ak,n,X | n ∈ Z+, X ⊆ Zn, |X| ≡ i (mod 2)} and Mk = Mk,0 ∪Mk,1.
Lemma 4.19. The class of structures isomorphic to a structure in Mk is FO-
deﬁnable.
Proof. We can say with the following FO-expressible sentences that a structure A
is isomorphic to a structure in Mk:
1) Dom(A) = UA ∪ PA and UA ∩ PA = ∅.
2) ∼A is an equivalence relation on UA and the cardinality of all its equivalence
classes is k.
3) A ⊆ UA× PA and for each p ∈ PA, the set N(p) = {u ∈ UA | (u, p) ∈ A} is a
union of ∼A-equivalence classes.
4) If p, p′ ∈ PA and p = p′, then N(p) = N(p′).
5) PA is non-empty and for each p ∈ PA and u ∈ UA, there exists p′ ∈ PA such
that N(p′) = N(p)Δ[u]∼A .
6) Let V = UA/∼A and D = {(a, b) ∈ V | EA ∩ ak × bk = ∅}. Then the directed
graph (V,D) is a cycle.
7) For all (a, b) ∈ D, the relation EA ∩ ak × bk is isomorphic to Ei for any i.
The sentence (6) is ﬁrst-order expressible, because we know from the sentences (3)-
(5) that the elements of PA encode all unions of ∼A-equivalence classes and thus we
can say that (V,D) is connected and in-degree and out-degree of every vertex is 1.
The sentence (7) is ﬁrst-order expressible, because we know from (2) that a∪ b has
ﬁxed size 2k. 
Let Qk be the query containing all structures isomorphic to a structure in Mk,0
and no others.
Proposition 4.20. For all k ≥ 2, LQk ◦QF∞ is not Gaifman-local.
Proof. Let τ ′ = {U, P,∼, E} ∪ {Ui | i ∈ N} ∪ {PX | X ⊆ N, |X| < ω}, where every
Ui and PX is unary, other relation symbols are as before and a and b are sequences
of constant symbols of length k. Let r ∈ Z+ and n = 2r + 1. Deﬁne a τ
′-structure
A′k,n so that it has the same universe and the same interpretations of the symbols
U , P and ∼ as in Ak,n,∅. Deﬁne the other relations as
U
A′k,n
i =
{
{i} × k if i < n,
∅ otherwise
P
A′k,n
X =
{
{X} if maxX < n,
∅ otherwise
EA
′
k,n = EAk,n,∅ \ ({n− 1} × k)× ({1} × k).
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We have dA
′
k,n({0} × k, {n− 1} × k) = n− 1 in this structure.
Deﬁne k-sequences a, a′ and b so that for all i < k, ai = (0, i) and bi = (n− 1, i),
for all i < k−2, a′i = (0, i), a
′
k−2 = (0, k−1) and a
′
k−1 = (0, k−2). These sequences
satisfy N
A′k,n
r (ab) ∼= N
A′k,n
r (a′b).
Let ψ ∈ I(QF∞, τ
′ ∪ [z]∪ [w], τ) such that the interpretation does not change the
relations U , P and ∼,
ψ(xy) =
∨
X⊆N
|X|<ω
∨
i∈X
Uix ∧ PXy.
and
ψE(xy) = Exy ∨
∨
f∈Sk
g∈Ak
∧
i<k
(xi = wf(i) ∧ yi = zg(f(i)).
With this interpretation ψ∗(A′k,n, a/z, b/w) = Ak,n,∅ ∈ Qk and ψ
∗(A′k,n, a
′/z, b/w) =
Ak,n,{n−1} /∈ Qk and so LQk ◦QF∞ is not Gaifman-local. 
Lemma 4.21. Let τ be a ﬁnite vocabulary, r, n ∈ N, ψ(x) a QF-formula and Q a
τ -query. Deﬁne a τ -query Q′ so that A ∈ Q′, if and only if there exists c ∈ Dom(A)
such that |ψ(A) \NAr (c)| ≤ n and 〈ψ(A)〉
A ∈ Q. Then Q′ is expressible in HL∗.
Proof. For each partial τ -structure A and k ≥ r, let QA,k = {A
′ ∈ Mod(τ∪{c}) | Aunionsq
〈ψ(A′) ∩ NA
′
k (c
A′)〉A
′
 τ ∈ Q, |A| + |ψ(A′) ∩ NA
′
k (c
A′) \ NA
′
r (c
A′)| ≤ n}. The query
can be expressed in QF ◦ SGLk+12k+2 (we have to consider also the constants at the
distance k + 1 from cA
′
, because they may modify ψ(A′)). Let ϕA,k be a sentence
expressing the query. Let θA,k be a FO-sentence expressing the query {A
′ ∈ Mod(τ∪
{c}) | 〈ψ(A′) \NA
′
k (c)〉
A′ ∼= A}. Let M be the set of all partial τ -structures with at
most n elements. Because τ is ﬁnite, also M is ﬁnite up to isomorphism.
Now we can express Q′ as
∃c
∨
r<k≤r+n+1
(
¬∃x(ψ(x) ∧ d(x, c) = k) ∧
∨
A∈M
(ψA,k ∧ ϕA,k−1)
)
If the sentence holds on A′, then there is c ∈ Dom(A) and k ∈ N such that r ≤ k ≤
r + n + 1 and 〈ψ(A′)〉A
′ ∼= 〈ψ(A′) ∩ NAk−1(c)〉
A′ unionsq 〈ψ(A′) \ NAk (c)〉
A′ . Additionally
A = 〈ψ(A′) \NAk (c)〉
A′ ∈ M and 〈ψ(A′) ∩NAk−1(c)〉
A′ satisﬁes QA,k−1, which means
that 〈ψ(A′)〉A
′
∈ Q. Also the condition |ψ(A′) \NA
′
r | ≤ r is enforced.
The sentence expressing Q′ is in FO ◦HL∗ and so the query is expressible also in
HL∗ by Lemma 3.20. 
Let Q′k be a relativization of Qk, i.e., a τ -query such that A ∈ Q
′
k if and only if
〈UA ∪ PA〉A ∈ Qk.
Proposition 4.22. LQ′k ◦QF ≤ HL
∗.
Proof. Let τ ′ be a ﬁnite vocabulary and ψ ∈ I(QF, τ ′, τ). We need to show that the
query K0 = {A
′ ∈ Mod(τ ′) | ψ(A′) ∈ Q′k} is expressible in HL
∗.
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Let
K1 = {A
′ ∈ Mod(τ ′) | 〈Uψ(A
′) ∪ Pψ(A
′)〉ψ(A
′) ∈ Mk},
K2 = {〈U
ψ(A′) ∪ Con(τ ′)A
′
〉A
′
| A′ ∈ K0}, and
K3 = {A
′ ∈ Mod(τ ′) | 〈Uψ(A
′) ∪ Con(τ ′)A
′
〉A
′
∈ K2}.
Clearly for all A′ ∈ K0, A
′ ∈ K1 ∩K3. On the other hand, if A
′ ∈ K1 ∩K3, then
A′ ∈ K0, because the isomorphism type of 〈U
ψ(A′) ∪ Con(τ ′)A
′
〉A
′
determines the
isomorphism type of Eψ(A
′)∩ (Uψ(A
′))2 and so tells if A′ ∈ K0 or A
′ ∈ K1 \K0. Thus
K0 = K1 ∩K3.
By Lemma 4.19, the query K1 is FO-deﬁnable. Let m be the number of diﬀerent
unary atomic types realizable on τ ′-structures. Let r = 4, n = k(m + 2),
K4 = {A
′ ∈ Mod(τ ′) | ∃c ∈ Dom(A′)(|Uψ(A
′) \NA
′
r (c)| ≤ n)}, and
K5 = K3 ∩K4.
By Lemma 4.21, K5 and so also K1 ∩K5 is expressible in HL
∗. (the unary formula
in the lemma is in this case ψU(x) ∨
∨
c∈Con(τ ′) x = c
A). Thus it is enough to show
that K1 ⊆ K4, which implies K1 ∩K5 = K1 ∩K3
Let A′ be a τ ′-structure and A = ψ(A′) such that such that A ∈ K1. The
relation ∼A is an equivalence relation on UA. Denote its equivalence classes by
[a] = {b ∈ UA | a ∼A b}.
Let a, b, c, d ∈ UA be elements from diﬀerent ∼A-equivalence classes such that
atpA
′
(a) = atpA
′
(b) and atpA
′
(c) = atpA
′
(d). There exists an element e ∈ PA such
that (a, e), (c, e) ∈ A and (b, e), (d, e) /∈ A. This means atpA
′
(ae) = atpA
′
(be) and
since atpA
′
(a) = atpA
′
(b), necessarily a or b is in NA
′
1 (e). The same thing holds for
the elements c and d and we conclude {c, d} ∩NA2 (ab) = ∅.
Assume that |UA| > 3km. Then there exists a, b, c, d ∈ UA from diﬀerent ∼A-
equivalence classes having the same atomic type. Then, by the conclusion above,
for some pair of the elements, say for (a, b), dA(a, b) ≤ 2.
If X ⊆ UA ⊆ ([a] ∪ [b]) is a set of elements with the same atomic type, then we
necessarily have |X \ NA2 (ab)| ≤ k. Otherwise, there were c, d ∈ X \ N
A
2 (ab) from
diﬀerent ∼A-equivalence classes. This implies |UA \ NA2 (ab)| ≤ k(m + 2). Because
dA(a, b) ≤ 2, we have |UA \NA4 (a)| ≤ k(m + 2). 
Corollary 4.23. If L′ is regular and L′ ≤ HL∗, then L′ has weak uniform reduction.
Proof. The claim follows from Theorem 4.16 if we let L in Theorem to be LQ′k .
The composition LQ′k ◦ L
′ is Hanf-local by Lemma 3.20 and other conditions are
clear. 
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5. Gaifman-locality
5.1. A characterization of Gaifman-locality. If C is a subset of the universe
of A, let
NAr (C) = {a ∈ A | ∃b ∈ C(d
A(a, b) ≤ r)} =
⋃
b∈C
NAr (b).
As with neighborhoods of constants, we deﬁne NAr (C) = 〈N
A
r (C)〉
(A,C), i.e., C is
encoded in NAr (C) as a unary relation.
We give in this section a new family of notions of locality, that satisfy the condi-
tions of Section 3.3 and with some regularity assumptions has Gaifman-locality as
a special case.
Deﬁnition 5.1. We write An,r B, if and only if there exist partitions Dom(A) =
A0 ∪ · · · ∪An−1 and Dom(B) = B0 ∪ · · · ∪Bn−1 such that for all i < n,
〈NAr (Ai)〉
(A,A0/X0,...,An−1/Xn−1) ∼= 〈NBr (Bi)〉
(A,B0/X0,...,Bn−1/Xn−1).
Deﬁnition 5.2. We write Awn,r B, if and only if there exist partitions Dom(A) =
A0 ∪ · · · ∪ An−1 and Dom(B) = B0 ∪ · · · ∪ Bn−1 such that for all i < n, N
A
r (Ai)
∼=
NBr (Bi).
If n = 2, the deﬁnitions coincide: A2,r B ⇐⇒ A
w
2,r B. For n > 2, we
have An,r B ⇒ A
w
n,r B. If n < n
′, we have also An,r B ⇒ An′,r B
and Awn,r B ⇒ A
w
n′,r B. For all n, r ∈ Z+, A
w
n,r B ⇒ A r B, since if
Dom(A) = A0 ∪ · · · ∪ An−1 and Dom(B) = B0 ∪ · · · ∪Bn−1 such that for all i < n,
αi : N
A
r (Ai)
∼= NBr (Bi), then
⋃
i<n αi Ai : Ar B.
Most of the things we say hold both forn,r and 
w
n,r, however we can prove
only that the former gives a notion of locality that satisﬁes the conditions in Section
3.3.
Lemma 5.3. Suppose L◦QF ≤ L and for every L-formula ϕ(x) there exists r ∈ N
such that NAr (a)
∼= NAr (b) implies (A, a/x) ≡ϕ(x) (A, b/x). Then for all L-sentences
ϕ there is r ∈ N such that A2,r A
′ implies A ≡ϕ A
′.
Proof. In order to simplify notations, let us assume that τ contains only one relation
symbol R. Suppose A 2,r+1 A
′ (we choose r later) which means that there are
partitions A = A1∪A2 and A
′ = A′1∪A
′
2 and partial isomorphisms αi : N
A
r+1(Ai) →
NA
′
r+1(A
′
i) of A such that αi(Ai) = A
′
i.
Let D = NA1 (A1) ∩N
A
1 (A2) and β : N
A
r (D) → N
A
r (D),
β(x) =
{
x if x ∈ A1,
α−12 (α1(x)) if x ∈ A2.
Clearly β is bijective and β(D) = D. For every i ∈ N, let Ri = β
i(RA ∩ Dar(R))
and let R′ = RA \ R0. Note, that β(R
′ ∩ (Nr(D))
ar(R)) = R′ ∩ (Nr(D))
ar(R). Now
A = (Dom(A), (R′ ∪ R0)/R) and (Dom(A), (R
′ ∪ R1)/R) ∼= A
′, where the latter
isomorphism is α1 A1 ∪ α2 A2.
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We say that a permutation γ : D → D has a characteristic orbit if there is x ∈ D
such that γs(x) = x implies γs = idD.
Claim 1. If βk D has a characteristic orbit and r is big enough (depending only
on ϕ), (Dom(A), R′ ∪Ri) ≡ϕ (Dom(A), R
′ ∪Ri+k).
Let γ = βk D and let c ∈ D be an element such that γs(c) = c implies γs = idD.
Let S = {(γs(y), γs(c)) ∈ Dar(R)+1 | y ∈ RA and s ∈ Z} and let C = (A,R′, S).
If ψ(y) = Ry ∨ Syc then
(Dom(A), ψ(C, c)) = (Dom(A), R′ ∪Ri)
and
(Dom(A), ψ(C, γ(c))) ∼= (Dom(A), R′ ∪Ri+k).
This needs the assumption that γ has a characteristic orbit.
Note that γ : NCr (c)
∼= NCr (γ(c)). Now, if we let ϕ
′(c) = ϕ ◦ {(R,ψ)} and choose
r to be the locality rank of ϕ′ the claim follows.
Claim 2. Let o be the smallest positive integer such that βo  D = idD. Let
o =
∏
p p
lp be the prime factorization of o. Then for every prime p, βo/p
lp
has a
characteristic orbit.
Let γ = βo/p
lp
 D. Because γp
lp
= idD, every element x ∈ D has order that
divides plp . If no x ∈ D has order plp , γp
lp−1
= idD contradicting the choice of o.
This proves the claim.
Now, if I is the set of indices i such that 0 ≤ i < o and (Dom(A), R′ ∪ R0) ≡ϕ
(Dom(A), R′ ∪ Ri), the last two claims combined gives that if p
l|o then pl| |I|. Be-
cause 0 ∈ I, |I| = o and in particular 1 ∈ I i.e. A ∼= (Dom(A), R′, R0) ≡ϕ
(Dom(A), R′, R1) ∼= A
′. 
Since relationn,r is probably not an equivalence relation, we deﬁne its transi-
tive closure:
Deﬁnition 5.4. We write A ∗n,r A
′, if there exists a sequence of structures
A0, . . . ,Ak such that A0 = A, Ak = A
′ and for all i < k, Ai n,r Ai+1. In a similar
way, letw,∗n,r be the transitive closure of
w
n,r.
Lemma 5.5. Let s0 = 0, and inductively deﬁne sk+1 = 6+2ksk for k ≥ 0. Let A be
an arbitrary structure and r, k ∈ N. If a, b ∈ Dom(A)k such that NAskr(a)
∼= NAskr(b),
then (A, a/x)∗2,r (A, b/x).
Proof. We prove the lemma by induction on k. The claim is trivial for k = 0.
Suppose, the lemma is true for all k′ < k and let A be a structure and a, b ∈ Dom(A)k
such that α : NAskr(a)
∼= NAskr(b). We prove the claim now by cases.
Case 1. [a] ∩NA4r(b) = ∅.
Let A0 = N
A
r (a) ∪N
A
r (b) and A1 = Dom(A) \ A0. Because N
A
2r(a) ∩N
A
2r(b) = ∅,
the function α  NA2r(a) ∪ α
−1  NA2r(b) is an automorphism of N
A
r (A0) and thus
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N
(A,a/x)
r (A0) ∼= N
(A,b/x)
r (A0). Because ([a] ∪ [b]) ∩ N
A
r (A1) = ∅, N
(A,a/x)
r (A1) =
NAr (A1) = N
(A,b/x)
r (A1) and thus (A, a/x)2,r (A, b/x).
Case 2. [a] ∩NA4r(b) = ∅ and [a] ⊆ N
A
4r+(k−1)sk−1r
(b).
For all i < k, let di = d
A(b, ai). We may assume without loss of generality that
d0 ≤ · · · ≤ dk−1. Because d0 ≤ 4r and dk−1 > 4r + (k − 1)sk−1r, there has to exist
i < k − 1 such that di+1 − di > sk−1r.
Let a′ = a0 . . . ai, a
′′ = ai+1 . . . ak−1, b
′
= b0 . . . bi and b
′′
= bi+1 . . . bk−1. By the
choice of i, dA(a′, a′′) > sk−1r. Because α preserves distances up to 2skr between
elements of a, also dA(b
′
, b
′′
) > sk−1r. In addition, we trivially have d
A(b
′
, a′′) >
sk−1r. This implies N
(A,a′′/y)
sk−1r (a
′) ∼= N
(A,a′′/y)
sk−1r (b
′
) and N
(A,b
′
/x)
sk−1r (a
′′) ∼= N
(A,b
′
/x)
sk−1r (b
′′
).
Applying the induction hypothesis, we get
(A, a′/x, a′′/y)∗2,r (A, b
′
/x, a′′/y)∗2,r (A, b
′
/x, b
′′
/y).
Case 3. [a] ⊆ NA4r+(k−1)sk−1r(b).
Denote ai = α
i(a). Note, that for some i, [ai] possibly is not anymore in N
A
skr
(a)
and so ai+1 is not deﬁned. However at least a2 is deﬁned, because a1 = b and
[b] ⊆ NA4r+(k−1)sk−1r(a). We have now two subcases:
Case 3.a. For some i, [ai] ⊆ N
A
4r+2(k−1)sk−1r
(a).
This implies that [ai] ⊆ N
A
4r+(k−1)sk−1r
(a)∪NA4r+(k−1)sk−1r(b) and thus by the cases
1 and 2, we have (A, a/x)∗2,r (A, ai/x)
∗
2,r (A, b/x).
Case 3.b. The sequence ai is deﬁned for all i ∈ N and [ai] ⊆ N
A
4r+2(k−1)sk−1r
(a).
LetA0 =
⋃
i∈N N
Ai
r (ai) andA1 = Dom(A)\A0. SinceN
A
r (A0) ⊆ N
A
6r+2(k−1)sk−1r
(a),
αNAr (A0) is an automorphism ofN
A
r (A0) showing thatN
(A,a/x)
r (A0) ∼= N
(A,b/x)
r (A0).
We have also N
(A,a/x)
r (A1) = N
(A,b/x)
r (A1) and so (A, a/x)2,r (A, b/x). 
Combining these two lemmas we conclude:
Theorem 5.6. If L ◦QF ≤ L, then the following are equivalent:
a) L is Gaifman-local.
b) For all L-sentences ϕ, there is r such that A2,r A
′ implies A ≡ϕ A
′,
c) L is Gaifman-local with formulas containing only one variable.

This gives an alternative proof for the theorem from [HLN99]:
Theorem 5.7. Hanf-local logics with L ◦QF ≤ L are Gaifman-local.
Proof. This follows from the theorem, because A2,r A
′ implies Ar A
′. 
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5.2. Composition properties of Gaifman-locality. We prove in this section
that for all n ≥ 2, (∗n,r)r∈N satisﬁes the conditions of Section 3.3. The conditions
(a) and (b) are clearly satisﬁed. The following lemma shows that the condition (c)
holds.
Lemma 5.8. If An,r0k1+r1 B and ψ ∈ I(SGL
r1
k1
, τ, τ ′), then ψ∗(A)n,r0 ψ
∗(B).
Proof. We may add the partition witnessing A n,r0k1+r1 B to the structures as
unary relations: Dom(A) = XA0 ∪ · · · ∪X
A
n−1 and Dom(B) = X
B
0 ∪ · · · ∪X
B
n−1. We
may also assume that {X0, . . . , Xn−1} ⊆ τ
′ and ψXi(x) = Xix.
For each i < n, let αi : N
A
r0k1+r1
(XAi )
∼= NBr0k1+r1(X
B
i ). Choose some enumeration
a of XAi and let b = αi(a). Clearly [b] = X
B
i . Now N
A
r0k1+r1
(a) ∼= NAr0k1+r1(b) and
Lemma 3.6 implies N
ψ∗(A)
r0 (a) ∼= N
ψ∗(B)
r0 (b). This shows 〈N
ψ∗(A)
r0 (X
A
i )
∼= NBr0(X
ψ∗(B)
i ).
Because this holds for all i < n, we have ψ∗(A)n,r0 ψ
∗(B). 
Remark. The equivalence relationswn,r also satisfy conditions (a)-(c).
We show next that the condition (d) holds.
Lemma 5.9. If An,(4k+1)r B and a ∈ (Dom(A))
k, then there exists a sequence
b ∈ (Dom(B))k such that NAr (a)
∼= NBr (b) and (A, a/x)n,r (B, b/x).
Proof. Let Dom(A) = A0 ∪ . . .∪An−1 and Dom(B) = B0 ∪ . . .∪Bn−1 be partitions
witnessing An,(4k+1)r B. For all i < n, let
αi : 〈N
A
(4k+1)r(Ai)〉
(A,A0/X0,...,An−1/Xn−1) ∼= 〈NB(4k+1)r(Bi)〉
(B,B0/X0,...,Bn−1/Xn−1).
Let Ki = {d
A(Ai, aj) | j < k}. Because |Ki| ≤ k, we can choose for all i < n,
si ∈ [0, 2kr] such that [si − r + 1, si + r] ∩Ki = ∅.
For all i < n, let A′i = N
A
si
(Ai) \
⋃
j<i A
′
j and B
′
i = N
A
si
(Bi) \
⋃
j<i B
′
j. The
sequences (A′i)i<n and (B
′
i)i<n form partitions of Dom(A) and Dom(B).
If j < k and i < n such that aj ∈ A
′
i, then for all i
′ < i, dA(Ai′ , aj) > si′
and dA(Ai, aj) ≤ si. By the choice of si’s, for all i
′ < i, dA(Ai′ , aj) > si′ + r and
dA(Ai, aj) ≤ si − r. This implies N
A
r (aj) ⊆ Ai.
We have clearly A′i ⊆ N
A
2kr(Ai) ⊆ dom(αi). We claim now that for all i
′ < n,
αi(A
′
i′ ∩N
A
(2k+1)r(Ai)) = B
′
i′ ∩N
B
(2k+1)r(Bi). This, in particular, implies αi(A
′
i) = B
′
i.
If c ∈ NAsi′ (A
′
i′) ∩ N
A
(2k+1)r(Ai), then there is d ∈ A
′
i′ such that d
A(c, d) ≤ si′ .
But now dA(Ai, d) ≤ (2k + 1)r + si′ ≤ (4k + 1)r and so d ∈ N
A
(4k+1)r(Ai) and
dA(αi(c), αi(d)) ≤ si′ . Because αi maps Ai′ ∩ dom(αi) to Bi′ ∩ rng(αi), we have
αi(c) ∈ N
B
si′
(Bi′). In a similar way, we can show that if c ∈ N
B
si′
(B′i′)∩N
B
(2k+1)r(Bi),
then α−1(c) ∈ NAsi′ (Ai′). Because the sets A
′
i and B
′
i are boolean combinations of
the neighborhoods NAsi′ (A
′
i′) and N
B
si′
(B′i′), this proves the claim.
Now, deﬁne a sequence b so that bj = αi(aj), where i is chosen such that aj ∈ A
′
i.
Because each aj belongs to exactly one neighborhood N
A
r (A
′
i), for all i < n, αi 
NAr (A
′
i) : 〈N
A
r (A
′
i)〉
(A,a/x,A′0/X0,...,A
′
n−1/Xn−1) ∼= 〈NBr (B
′
i)〉
(B,b/x,B′0/X0,...,B
′
n−1/Xn−1). We
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have NAr (a)
∼= NBr (b), because every component of N
A
r (a) is completely included in
some of the sets A′i. 
Lemma 5.10. If A ∗n,(4k+1)skr B, a ∈ Dom(A)
k, b ∈ Dom(B)k and NAskr(a)
∼=
NBskr(b), then (A, a/x)
∗
n,r (B, b/x).
Proof. By the previous lemma, there exists b
′
∈ Dom(B)k such that NAskr(a)
∼=
NBskr(b
′
) and (A, a/x) n,skr (B, b
′
/x). By Lemma 5.5, (B, b
′
/x) 2,r (B, b/x).

5.3. Grids. Our goal in Sections 5.3–5.5 is to construct examples showing that
the hierarchy of logics (HL(n,r)r∈N)n≥2 is strict. We describe in this section the
structures we use in the construction and prove some of their basic properties.
Let τ = {Ei | i < n}, where every Ei is a binary relation symbol. We call a
τ -structure A an n-dimensional grid, if the following conditions are satisﬁed:
a) For all 0 ≤ i < n, EAi is the graph of a partial injection f
A
i : Dom(A) → Dom(A).
b) For all 0 ≤ i < j < n, fAi ◦ f
A
j = f
A
j ◦ f
A
i , in particular dom(f
A
i ◦ f
A
j ) =
dom(fAj ◦ f
A
i ).
c) For all k ≤ n, 0 ≤ i0 < i1 < · · · < ik−1 < n, and 0, . . . , k−1 ∈ {−1, 1},
dom((fAi0)
0 ◦ · · · ◦ (fAik−1)
k−1) = dom((fAi0)
0) ∩ · · · ∩ dom((fAik−1)
k−1).
Note, that because fAi is a partial injection, (f
A
i )
−1 also is a well-deﬁned partial
injection. The conditions (b) and (c) imply (fAi )
0 ◦ (fAj )
1 = (fAj )
1 ◦ (fAi )
0 for all
0, 1 ∈ {1,−1}.
Informally, grids can be thought as discretizations of n-dimensional manifolds by
rectangular elements. The condition (c) ensures that the boundaries of the grids
cannot be jagged and they must meet at common corners.
Let us deﬁne some grids. Let δj ∈ Z
n be such that (δj)j = 1 and (δj)i = 0 if i = j.
Given m0, . . . ,mn−1 ∈ Z+, an m0, . . . ,mn−1-rectangle, Rm0,...,mn−1 is a τ -structure
with the universe Dom(Rm0,...,mn−1) = m0 × · · · ×mn−1 and
E
Rm0,...,mn−1
j = {(i, i + δj) | i ∈ m0 × · · · ×mj−1 × (mj − 1)×mj+1 × · · · ×mn−1}.
Given a subgroup N of Zn, an N -torus, TN is a τ -structure with the universe
Dom(TN) = Z
n/N and
ETNj = {(i + N, i + δj + N) | i ∈ Z
n}.
All these structures are n-dimensional grids.
Given n0- and n1-dimensional grids A0 and A1 we deﬁne a new n0+n1-dimensional
grid A0 ⊗ A1, which we call the product of A0 and A1. We put Dom(A0 ⊗ A1) =
Dom(A0)×Dom(A1), for all 0 ≤ j < n0, let
EA0⊗A1j = {((a, b), (a
′, b)) | (a, a′) ∈ EA0j , b ∈ Dom(A1)}
and for all 0 ≤ j < n1, let
EA0⊗A1n0+j = {((a, b), (a, b
′)) | a ∈ Dom(A0), (b, b
′) ∈ EA1j }.
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If A is an n-dimensional grid and σ is a permutation of n, we deﬁne a new
n-dimensional grid Aσ such that Dom(Aσ) = Dom(A) and for all 0 ≤ j < n,
EA
σ
j = E
A
σ(j).
We can now give a complete characterization of n-dimensional grids in terms of
the grids and the operations we have deﬁned so far.
Proposition 5.11. Every ﬁnite n-dimensional grid is isomorphic to a disjoint
union of the grids (TN⊗Rm0,...,mn1−1)
σ, where N is a subgroup of Zn0 and n = n0+n1.
Proof. Suppose A is a ﬁnite connected n-dimensional grid and a ∈ Dom(A). Deﬁne
a partial function gAa : Z
n → Dom(A) such that
gAa (i) = ((f
A
0 )
i0 ◦ · · · ◦ (fAn−1)
in−1)(a).
Because the functions fA0 , . . . , f
A
n−1 commute, for all 0 ≤ j < n, f
A
j (g
A
a (i)) =
gAa (i+ δj) and (f
A
j )
−1(gAa (i)) = g
A
a (i− δj). This and the connectedness of A implies
rng(gAa ) = Dom(A).
If gAa (i+ jδj) is deﬁned for all 0 ≤ j < n, where j ∈ {−1, 0, 1}, by the condition
(c) of grids, gAa (i+(0, . . . , n−1)) is deﬁned. This implies that dom(g
A
a ) = I0×· · ·×
In−1, where every Ij is a possible inﬁnite interval of integers.
Suppose min Ij exists. If c = g
A
a (i) is deﬁned, then (f
A
j )
min Ij−ij(c) is deﬁned, but
(fAj )
min Ij−ij−1(c) is not. Therefore gAa (i) = g
A
a (i
′
) implies ij = i
′
j. Now, if Ij were
inﬁnite, then the structure A would be inﬁnite contrary to our assumption. The
same holds, if max Ij exists. We conclude that every interval Ij is either ﬁnite or Z.
We may assume, if necessary by permuting the relations of A, that there exists
0 ≤ n0 ≤ n such that for all 0 ≤ j < n0, Ij = Z and for all n0 ≤ j < n, Ij is ﬁnite.
Let n1 = n− n0. For all j < n1, let mj = In0+j.
Deﬁne N ⊆ Zn0 as
N = {i ∈ Zn0 | gAa (i0) = a},
where 0 is a sequence of n − n0 zeroes and i0 denotes the concatenation of the
sequences. If i, i
′
∈ N , then by commutativity of the functions fj, g
A
a (i0 + i
′
0) =
gA
gAa (i0)
(i
′
0) = gAa (i
′
0) = a and gAa (−i0) = g
A
gAa (i0)
(−i0) = gAa (i0 − i0) = a. Thus
i + i
′
,−i ∈ N and N is a subgroup of Zn0 .
Suppose gAa (ij) = g
A
a (i
′
j
′
). We have already seen that j = j
′
. Now, gAa (ij −
i
′
j
′
) = gA
gAa (ij)
(−i
′
j
′
) = gA
gAa (i
′
j
′
)
(−i
′
j
′
) = gAa (i
′
j
′
− i
′
j
′
) = a, i.e, i − i
′
∈ N . On the
other hand, if i − i
′
∈ N , gAa (ij) = g
A
gAa (i
′
0−i0)
(ij) = gAa (i
′
0 − i0 + ij) = gAa (i
′
j).
Thus α : (Z/N) × m0 × · · ·mn1−1 → Dom(A), (i + N, j0, . . . jn−1) → g
A
a (i, j0 +
min In0 , . . . , jn1−1 + min In−1) is a well-deﬁned bijection.
It is now quite easy to see, that α is in fact an isomorphism TN ⊗Rm0,...,mn1−1
∼=
A. Because we now have a characterization of connected n-dimensional grids the
proposition follows. 
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We add now some additional structure into the grids. Let τ = {Ei | i < n} ∪
{Ui,j | 0 ≤ i < j < n}, where each Ui,j is a unary relation symbol. We call a τ -
structure A a rigidiﬁed n-dimensional grid, if A{E0, . . . , En−1} is an n-dimensional
grid and the following conditions hold for all 0 ≤ i < j < n and  ∈ {−1, 1}:
a) If a ∈ UAi,j and b = (f
A
i ◦ f
A
j )
(a) is deﬁned, b ∈ UAi,j.
b) If a ∈ UAi,j, then (f
A
i )
(a) is deﬁned if and only if (fAj )
(a) is deﬁned.
c) If (fAi )
(a) and (fAj )
(a) are undeﬁned, a ∈ UAi,j.
Proposition 5.12. The class of all ﬁnite rigidiﬁed n-dimensional grids is ﬁrst-order
deﬁnable and closed under n. 
We omit the proof, because ﬁrst-order deﬁnability is easy and already implies
that the class is closed under r for some r. This is all we need.
Proposition 5.13. Let A be a connected rigidiﬁed n-dimensional grid and suppose
A{E0, . . . , En−1} = TN ⊗Rm0,...,mn1−1, where N is a subgroup of Z
n0.
1) For all 0 ≤ i < j < n1, mi = mj and
UAn0+i,n0+j = {(a, k) ∈ Dom(TN)×Dom(Rm0,...,mn1−1) | ki = kj}.
2) For all 0 ≤ i < j < n, if Ui,j = ∅, then 0 ≤ i < j < n0 or n0 ≤ i < j < n.
Proof. Let 0 ≤ i < j < n1 and suppose (a, k) ∈ Dom(TN) × Dom(Rm0,...,mn1−1). If
ki = kj, consider an element b = (a, k − ki(δi + δj)). This is in U
A
n0+i,n0+j
by the
condition (c), because both (fAi )
−1(b) and (fAj )
−1(b) are undeﬁned. Applying the
condition (a) inductively, we conclude that (a, k − (ki − s)(δi + δj)) ∈ U
A
n0+i,n0+j
for all 0 ≤ s ≤ ki. Therefore b ∈ U
A
n0+i,n0+j
. If ki = kj, we ﬁrst notice that
(a, k − min{ki, kj}(δi + δj)) /∈ U
A
n0+i,n0+j
by the condition (b) and by induction,
(a, k) is not in UAn0+i,n0+j. Thus
UAn0+i,n0+j = {(a, k) ∈ Dom(TN)×Dom(Rm0,...,mn1−1) | ki = kj}.
By the condition (c), every element (a, k) such that ki = mi− 1 and kj = mj − 1
has to be in UAn0+i,n0+j. Hence mi = mj. We have now shown the ﬁrst part of the
proposition.
Suppose 0 ≤ i < n0 ≤ j < n and j
′ = j − n0. The second part of the proposition
is equivalent to the claim UAi,j = ∅. Suppose (a, k) ∈ U
A
i,j. By the condition (a),
b = (a− kj′δi, k − kj′δj′) ∈ U
A
i,j. However, this is a contradiction, because (f
A
i )
−1(b)
is deﬁned, but (fAj )
−1(b) is not. 
5.4. Gaifman locality on grids. Denote the interval {x ∈ R | a ≤ x ≤ b} by [a, b]
in this section. Let F ni,0 = {x ∈ [0, 1]
n | xi = 0} and F
n
i,1 = {x ∈ [0, 1]
n | xi = 1}.
Theorem 5.14. (Lebesgue’s covering theorem) Suppose A is a ﬁnite family of
closed sets covering the unit cube, [0, 1]n =
⋃
A, and none of the sets intersects two
opposite sides of the cube, i.e, for all X ∈ A and 0 ≤ i < n, either X ∩ F ni,0 = ∅ or
X ∩ F ni,1 = ∅. Then there exists A
′ ⊆ A, |A′| = n + 1 such that
⋂
A′ = ∅.
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Proof. The theorem was conjectured by Lebesgue and ﬁrst proven by Brouwer
[Bro24]. The proof in English can be found for example in [HW41]. 
Let M = m0 × · · · × mn−1, where for all i < n, mi ≥ 1. Given a, b ∈ M , let
d(a, b) = max{|b0 − a0|, . . . , |bn−1 − an−1|}. We say that X0, X1 ⊆ M are separated,
if for all a ∈ X0 and b ∈ X1, d(a, b) > 1. The set X ⊆ M is connected, if there does
not exist a partition X0 ∪X1 = X such that X0 and X1 are separated. X ⊆ Y is a
component of Y , if X is connected and X and Y \X are separated.
Let Si,0 = {a ∈ M | ai = 0} and Si,1 = {a ∈ M | ai = mi − 1}.
Lemma 5.15. Suppose X0 ∪ · · · ∪ Xn−1 = M . Then for some i, j ∈ n, Xi has a
component C such that C ∩ Sj,0 = ∅ and C ∩ Sj,1 = ∅.
Proof. Let Bi be the family of all components of Xi and let B =
⋃
i<n Bi. Suppose
that the lemma were not true, i.e., for all C ∈ B and j < n, either C ∩ Sj,0 = ∅ or
C ∩ Sj,1 = ∅.
For all a ∈ M , let c(a) = [a0, a0 + 1]× · · · × [an−1, an−1 + 1] and for all X ⊆ M ,
c(X) =
⋃
a∈X c(a). Because ﬁnite unions of closed sets are closed, c(X) is closed for
all X ⊆ M .
Let A = {c(C) | C ∈ B}. Then
⋃
A = [0,m0 + 1] × · · · × [0,mn−1 + 1] and
because for all C ∈ B and j < n, C ∩ Sj,0 = ∅ or C ∩ Sj,1 = ∅, none of the sets
in A intersects two opposite faces of the cuboid
⋃
A. By the Lebesgue’s covering
theorem, for some A′ ⊆ A, |A′| = n + 1,
⋂
A′ = ∅.
Let B′ = {C ∈ B | c(C) ∈ A′}. The pigeonhole principle and |B′| = n+1 implies
that for some i < n, |Bi ∩ B
′| ≥ 2. Let C,C ′ ∈ Bi ∩ B
′, where C = C ′. Because
c(C) ∩ c(C ′) = ∅, there exist a ∈ C and b ∈ C ′ such that c(a) ∩ c(b) = ∅. But then
d(a, b) ≤ 1, and C and C ′ are not separated. This is a contradiction, because C and
C ′ were supposed to be diﬀerent components of Xi. 
Remark. Lemma 5.15 is in the case n = 2 closely related to the board game named
Hex, where two players try to connect opposite sides of the board by their pieces.
Because one color connects the sides on every completely colored board, the game
cannot end in a tie. This result is credited to John Nash [Wik07].
Let Q be a query containing all rigidiﬁed n-dimensional grids A that are isomor-
phic to Rm,...,m for some m ∈ Z+. We want to show that FO(Q) ≤ HL(n,r)r∈N.
Let τ ′ = τ ∪ {D, F, Vi,j |  ∈ {−1, 0, 1}
n, 0 ≤ i < j < n}, where D and Vi,j are
unary relation symbols and F is a binary relation symbol. Let θ ∈ I(FO, τ, τ
′) be
such that θ∗(A) expands A, (a, b) ∈ F
θ∗(A)
 if and only if b = h
A
 (a) = ((f
A
0 )
0 ◦ · · · ◦
(fAn−1)
n−1)(a), D
θ∗(A)
 = dom(h
A
 ) and V
θ∗(A)
i,j = N
A
1 (U
A
i,j). Let Q
′ = {θ∗(A) | A ∈ Q}.
Clearly FO(Q) ≡ FO(Q′).
Lemma 5.16. Let ψ ∈ I(QF∞, τ
′′, τ ′). There is r ∈ Z+ such that if ψ
∗(A) ∈ Q′
and and An,r B, then ψ
∗(A) ∼= ψ∗(B).
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Proof. Let ϕ be a ﬁrst-order sentence axiomatizing the class of all rigidiﬁed n-
dimensional grids expanded with θ∗. The sentence ϕ ◦ ψ is Hanf-local, let r be its
locality rank or n + 1 depending on which is bigger.
Assume that ψ∗(A) ∈ Q′ and A n,r B. We may assume also without loss of
generality that Dom(A) = m× · · · ×m, for some m ∈ Z+. Because A |= ϕ ◦ψ, also
B |= ϕ ◦ ψ and so ψ∗(B) is a rigidiﬁed n-dimensional grid expanded with θ∗.
Let Dom(A) = A0 ∪ · · · ∪ An−1 and Dom(B) = B0 ∪ · · · ∪ Bn−1 be partitions
witnessing A n,r B and for all i < n, let αi : N
A
n(Ai)
∼= NBn (Bi). Because
Dom(A) = m × · · · ×m, Lemma 5.15 gives us a component C ⊆ Ai such that for
some j < n, C contains elements c and c′ such that cj = 0 and c
′
j = m− 1.
For all a ∈ C<ω, atpA(a) = atpB(αi(a)) and so for all relation R ∈ τ
′, αi(R
ψ∗(A)∩
Car(R)) = Rψ
∗(B) ∩ αi(C)
ar(R). Because we have added the relations F into the
structures ψ∗(A) and ψ∗(B), this implies that αi(C) is connected in ψ
∗(B).
Choose j′ ∈ n\{j} arbitrarily. Deﬁne a function h : m×· · ·×m → Z, a → aj′−aj.
We have h(c) = cj′−cj = cj′ ≥ 0 and h(c
′) = c′j′−c
′
j = m−1−c
′
j ≤ 0. If d(a, b) ≤ 1,
then |h(a) − h(b)| ≤ 2. Therefore the connectivity of C implies that there exists
c′′ ∈ C such that |h(c′′)| ≤ 1. Because U
ψ∗(A)
j,j′ = h
−1{0} and V
ψ∗(A)
j,j′ = h
−1{−1, 0, 1},
V
ψ∗(A)
j,j′ ∩ C = ∅. Hence V
ψ∗(B)
j,j′ ∩ αi(C) = ∅ and so U
ψ∗(B)
j,j′ ∩N
ψ∗(B)
1 (αi(C)) = ∅. for
all j′ ∈ n \ {j}.
Let D be a component of B such that αi(C) ⊆ D. By Proposition 5.11, 〈D〉
B 
{E0, . . . , En−1} ∼= (TN ⊗Rm0,...,mn1−1)
σ, where N ⊆ Nn0 . Without loss of generality,
we may assume σ = idn. Because (f
A
j )
−1(c) is not deﬁned and the unary relations D
encode the domains of the functions fAj′ , also (f
B
j )
−1(αi(c)) is undeﬁned. This means
n0 ≤ j < n. Because U
〈D〉B
j,j′ is non-empty for all j
′, j′ = j, by Proposition 5.13,
n0 = 0 and m0 = · · · = mn−1 = m
′. We have now 〈D〉B{E0, . . . , En−1} = Rm′,...,m′ .
Now, consider a function u : C → m′, u(a) = (αi(a))j. Let C
′ = {a ∈ C | u(a) =
aj}. Because u(c) = 0 = cj, c ∈ C
′. If a, b ∈ C and dA(a, b) = 1, then a ∈ C ′ ⇐⇒
b ∈ C ′. Because C is connected, C ′ = C. In particular u(c′) = m− 1, which means
m′ = m. Because A and B have the same number of elements, they have to be
isomorphic. 
Lemma 5.16 and the condition (1) of Theorem 3.16 implies the following theorem.
Theorem 5.17. FO(Q) ≤ HL(n,r)r∈N.
5.5. Non-locality of Q on grids. Fix n, r ∈ Z+ and d ≥ (2n + 2)r + 2. For
all S ⊆ n and m ∈ Z+, let AS,m be a rigidiﬁed n-dimensional grid with AS,m 
{E0, . . . , En−1} = A
0
S,m ⊗ · · · ⊗ A
n−1
S,m , where A
i
S,m = Rm, if i ∈ S and A
i
S,m = TdZ,
if i /∈ S. If i, j ∈ S or i, j ∈ n \ S, then U
AS,m
i,j = {a ∈ Dom(AS,m) | ai = aj}.
Otherwise U
AS,m
i,j = ∅. Note that An,m
∼= Rm,...,m.
For all m ∈ Z+, let Bm =
⊔
S⊆nAS,m. Our goal in this section is to prove the
following lemma:
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Lemma 5.18. For all k ≥ 2, R(k+1)d+1,...,(k+1)d+1 ∼= An,(k+1)d+1 n+1,r Bkd+1.
We need to deﬁne some partition witnessing the lemma. Fix S ⊆ n and k ∈ Z+.
Let
IS,k = {(T, a) | T ⊆ n, a ∈ (k + 1)S, for all i ∈ S \ T , a(i) < k}.
For all (T, a) ∈ IS,k, let X ′S,kT,a = 0X
′S,k
T,a × · · · × n−1X
′S,k
T,a , where
iX
′S,k
T,a =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
[a(i)d− |T |r, a(i)d + |T |r] ∩ [0, kd] if i ∈ S ∩ T
[a(i)d + (|T |+ 1)r + 1,
(a(i) + 1)d− (|T |+ 1)r − 1] ∩ [0, kd] if i ∈ S \ T
[−|T |r, |T |r] + dZ if i ∈ T \ S
[(|T |+ 1)r + 1, d− (|T |+ 1)r − 1] + dZ if i /∈ T ∪ S.
The set X ′S,kT,a is a subset of Dom(AS,kd+1). Deﬁne,
XS,kT,a = X
′S,k
T,a \
⋃
{X ′S,kT ′,a′ | (T
′, a′) ∈ IS,k, |T ′| > |T |}.
We shall show that the sets XS,kT,a form a partition of Dom(AS,kd+1).
Figure 1. The structure AS,kd+1, with n = 2, r = 2, d = 9 and
k = 3. The partition (XS,kT,a) and r-neighborhoods of some parts are
shown.
Lemma 5.19.
⋃
(T,a)∈IS,k X
′S,k
T,a = Dom(AS,kd+1).
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Proof. Consider an arbitrary b ∈ Dom(AS,kd+1). Deﬁne h ∈ N
n as follows: If i ∈ S,
let c = bi/d+ 1/2 and hi = |bi − dc|. Then for all c
′ ∈ Z, |bi − dc
′| ≤ hi. If i /∈ S,
then bi ∈ Z/dZ. Let hi be the unique element 0 ≤ hi ≤ d/2 such that bi = hi+dZ
or bi = −hi + dZ.
We may assume without loss of generality that for all i < n − 1, hi ≤ hi+1. Let
T = min{i < n | hi > (i+ 1)r} ∪ {n}. Then, for all i ∈ T , hi ≤ (i+ 1)r ≤ |T |r and
for all i ∈ n \ T , hi > (|T |+ 1)r.
Now, choose a ∈ ZS so that a(i) = bi/d+1/2, if i ∈ S ∩T , and a(i) = bi/d, if
i ∈ S \ T . Then i ∈ S ∩ T implies 0 ≤ a(i) ≤ k and i ∈ S \ T implies 0 ≤ a(i) < k,
and so (T, a) ∈ IS,k.
If i ∈ S ∩ T , then |bi − da(i)| = hi ≤ |T |r, if i ∈ S \ T , then da(i) + (|T |+ 1)r <
bi < d(a(i)+1)−(|T |+1)r, if i ∈ T \S, then bi ∈ [−|T |r, |T |r]+dZ and if i /∈ S∪T ,
then bi ∈ [(|T | + 1)r + 1, d − (|T | + 1)r − 1] + dZ. This shows bi ∈ iX
′S,k
T,a and so
b ∈ X ′S,kT,a . 
The lemma implies that also
⋃
(T,a)∈IS,k X
S,k
T,a covers Dom(AS,kd+1). This is because
for all b ∈ Dom(AS,kd+1), if (T, a) ∈ I
S,k is an element with b ∈ X ′S,kT,a maximizing
|T |, then b ∈ XS,kT,a . We show next that the sets X
S,k
T,a are disjoint. For that and some
following considerations we prove:
Lemma 5.20. If (T, a), (T ′, a′) ∈ IS,k, |T | = |T ′| and (T, a) = (T ′, a′), then
dAS,kd+1(X ′S,kT,a , X
′S,k
T ′,a′) ≥ 2r + 2.
Proof. Let b ∈ X ′S,kT,a and b
′
∈ X ′S,kT,a be arbitrary elements of the sets. We show that
dAS,kd+1(b, b
′
) ≥ 2r + 2.
Consider ﬁrst the case T = T ′. Then we have necessarily a = a′. Suppose
ﬁrst, there exists i ∈ T ∩ S such that a(i) < a′(i). Then bi ≤ a(i)d + |T |r and
b′i ≥ a
′(i)d− |T ′|r. Thus b′i − bi ≥ a
′(i)d− |T |r − a(i)d− |T ′|r ≥ d− 2nr ≥ 2r + 2
and the claim holds.
Suppose then that for some i ∈ S \T , a(i) < a′(i). In this case, bi ≤ (a(i)+1)d−
(|T |+1)r−1 and b′i ≥ a
′(i)d+(|T ′|+1)r+1. We have now b′i− bi ≥ a
′(i)d+(|T ′|+
1)r+1−(a(i)+1)d+(|T |+1)r+1 ≥ (a′(i)−a(i)−1)d+(|T |+ |T ′|+2)r+2 ≥ 2r+2,
again implying the lemma.
Assume next that T = T ′. Since |T | = |T ′|, there exists i ∈ T \T ′ and j ∈ T ′ \T .
If i /∈ S, then bi ∈ [−|T |r, |T |r] + dZ and b
′
i ∈ (Z \ [−(|T |+ 1)r, (|T |+ 1)r]) + dZ. If
i ∈ S, the same holds for bi + dZ and b
′
i + dZ and we therefore have |b
′
i− bi| ≥ r+1.
The same holds also for bj and b
′
j, thus d
AS,kd+1(b, b
′
) ≥ 2r + 2. 
Lemma 5.20 shows in particular, that if (T, a) = (T ′, a′), but |T | = |T ′|, then
X ′S,kT,a ∩X
′S,k
T ′,a′ = ∅. This implies that the sets X
S,k
T,a form a partition of Dom(AS,kd+1).
50
For all (T, a) ∈ IS,k, let βS,kT,a be a function T → {−1, 0, 1}
βS,kT,a(i) =
⎧⎪⎨
⎪⎩
−1 if i ∈ T ∩ S and a(i) = 0
0 if i ∈ T \ S or 0 < a(i) < k
1 if i ∈ T ∩ S and a(i) = k.
Let γS,kT,a ⊆ n
2 be such that
(i, j) ∈ γS,kT,a ⇐⇒ (i ∈ S ↔ j ∈ S) ∧
(i ∈ T ↔ j ∈ T ) ∧ (i, j ∈ S → a(i) = a(j))
Note that γS,kT,a is always an equivalence relation. Let Inv
S,k
T,a = (T, β
S,k
T,a, γ
S,k
T,a).
Lemma 5.21. If InvS,kT,a = Inv
S′,k′
T ′,a′, there exists an isomorphism β : N
AS,k
r (X
S,k
T,a)
∼=
N
AS′,k′
r (X
S′,k′
T ′,a′ ). Additionally, if x ∈ dom(β)∩X
S,k
T ′′,b, then for some b
′, β(x) ∈ XS
′,k′
T ′′,b′.
Proof. Given k ∈ Z+, S ⊆ n and a : S → Z, let α
S,k
a : Z
n → Dom(AS,k) be a partial
function such that if i ∈ S and 0 ≤ bi + a(i)d ≤ kd, then (αS,a(b))i = bi + a(i)d and
if i /∈ S, then (αS,ka (b))i = bi + dZ.
Suppose InvS,kT,a = Inv
S′,k′
T ′,a′ = (T, β, γ). If D ⊆ Z
n is such that αS,ka D and α
S′,k′
a′ D
are total injections on D, there exists a unique bijection βD : α
S,k
a (D) → α
S′,k′
a′ (D)
such that αS
′,k′
a′ = βD ◦ α
S,k
a .
Let D′ = D0 × · · · ×Dn−1, where
Di =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
[0, (|T |+ 1)r] if i ∈ T and β(i) = −1
[−(|T |+ 1)r, (|T |+ 1)r] if i ∈ T and β(i) = 0
[−(|T |+ 1)r, 0] if i ∈ T and β(i) = 1
[|T |r + 1, d− |T |r − 1] if i /∈ T .
and
D =
{
b ∈ D′ |
∑
i∈T
max{|bi| − |T |r, 0}+
∑
i∈n\T
max{0, (|T |+ 1)r + 1− bi, bi − d + (|T |+ 1)r + 1} ≤ r
}
.
We check ﬁrst that D ⊆ dom(αS,ka ). This means that for all b ∈ D and i ∈ S, we
must show 0 ≤ bi + a(i)d ≤ kd. If a(i) = 0, then β(i) = −1 or i /∈ T and so for
all b ∈ D, bi ≥ 0. If a(i) > 0, we have bi ≥ −(|T | + 1)r ≥ −(n + 1)r ≥ −d and so
bi + a(i)d ≥ 0. The upper bound holds for similar reasons.
We show next that αS,ka  D is an injection. Assume b, b
′
∈ D and αS,ka (b) =
αS,ka (b
′
). If i ∈ S, then bi + a(i)d = b
′
i + a(i)d implying bi = b
′
i. If i /∈ S, then
bi + dZ = b
′
i + dZ implying d|b
′
i − bi. Because D
i is an interval of length at most
max{2(|T |+ 2) + 1, d− 2|T |r − 2} < d, we must have bi = b
′
i.
51
These properties hold symmetrically for αS
′,k′
a′ D and so we get a bijection βD.
We show next that this bijection is an isomorphism 〈αS,ka (D)〉
AS,k ∼= 〈α
S′,k′
a′ (D)〉
AS′,k′ .
Remember that the vocabulary of AS,k is {Ei | i < n} ∪ {Ui,j | 0 ≤ i < j < n}. For
all i < n,
(αS,ka (b), α
S,k
a (b
′
)) ∈ E
AS,k
i ⇐⇒ (α
S,k
a (b
′
))i = (α
S,k
a (b))i + 1
and for all j = i, (αS,ka (b
′
))j = (α
S,k
a (b))j
⇐⇒ b′i = bi + 1 and for all j = i, b
′
j = bj
⇐⇒ (αS
′,k′
a′ (b), α
S′,k′
a′ (b
′
)) ∈ E
AS′,k′
i .
Let 0 ≤ i < j < n. If (i, j) /∈ γ = γS,kT,a, there are three possibilities:
(1) i ∈ S ↔ j ∈ S,
(2) i ∈ T ↔ j ∈ T , or
(3) i, j ∈ S and a(i) = a(j).
We show that in all cases U
AS,k
i,j ∩ α
S,k
a (D) = ∅. In the ﬁrst case, U
AS,k
i,j = ∅.
In the second case, we may assume by symmetry that i ∈ T and j /∈ T . Then for
all b ∈ D,
max{|bi| − |T |r, 0}+ max{0, (|T |+ 1)r + 1− bj, bj − d + (|T |+ 1)r + 1} ≤ r.
In particular,
|bi| − |T |r + (|T |+ 1)r + 1− bj = |bi| − bj + r + 1 ≤ r
and
|bi| − |T |r + bj − d + (|T |+ 1)r + 1 = |bi|+ bj − d + r + 1 ≤ r.
Combining the inequalities, we get
|bi|+ 1 ≤ bj ≤ d− 1− |bi|.
This implies
1 < |bi| − bi + 1 ≤ bj − bi ≤ d− 1− |bi| − bi < d
and so bi + a(i)d = bj + a(j)d, i.e. α
S,k
a (b) /∈ U
AS,k
i,j .
In the third case, we may assume i ∈ T ↔ j ∈ T and by symmetry a(i) < a(j).
If i, j ∈ T , then for all b ∈ D,
bi + a(i)d ≤ (|T |+ 1)r + a(i)d < −(|T |+ 1)r + a(j)d ≤ bj + a(j)d.
If i, j /∈ T , then
bi + a(i)d ≤ d− |T |r − 1 + a(i)d < |T |r + 1 + a(j)d ≤ bj + a(j)d.
In the similar way, we may show that U
AS′,k′
i,j ∩ α
S′,k′
a′ (D) = ∅ and so Ui,j satisﬁes
the isomorphism condition.
Assume then that (i, j) ∈ γ. Now U
AS,k
i,j ∩ α
S,k
a (D) = ∅ and we have to show that
βD maps it to U
AS′,k′
i,j ∩α
S′,k′
a′ (D). If i, j ∈ S, then a(i) = a(j) and a
′(i) = a′(j). This
means (αS,ka )
−1(U
AS,k
i,j ) = {b ∈ dom(α
S,k
a ) | bi = bj} and (α
S′,k′
a′ )
−1(U
AS′,k′
i,j ) = {b ∈
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dom(αS
′,k′
a′ ) | bi = bj}, Because D ⊆ dom(α
S,k
a ) ∩ dom(α
S′,k′
a′ ), this case is clear. If
i, j /∈ S, then (αS,ka )
−1(U
AS,k
i,j ) = {b ∈ dom(α
S,k
a ) | d|bj − bi} and (α
S′,k′
a′ )
−1(U
AS′,k′
i,j ) =
{b ∈ dom(αS
′,k′
a′ ) | d|bj − bi} and also this case is clear.
We have now constructed an isomorphism βD : 〈α
S,k
a (D)〉
AS,k → 〈αS
′,k′
a′ (D)〉
AS′,k′ .
It maps elements of the set XS,kT ′′,b to the set X
S′,k′
T ′′,b−a+a′ and thus satisﬁes the addi-
tional condition of the lemma. Because NAS,k(XS,kT,a) ⊆ α
S,k
a (D) and N
AS′,k′ (XS
′,k′
T ′,a′ ) ⊆
αS
′,k′
a′ (D), we get an isomorphism satisfying the lemma restricting βD to N
AS,k(XS,kT,a).

Suppose k ∈ Z+, S, T ⊆ n, β : T → {−1, 0, 1} and γ is an equivalence relation on
n. Let
N(S, k, T, β, γ) = |{a | (T, a) ∈ IS,k, InvS,kT,a = (T, β, γ)}|.
Lemma 5.22. If β−1{−1, 1} ⊆ S ∩ T and (i, j) ∈ γ implies i ∈ S ↔ j ∈ S,
i ∈ T ↔ j ∈ T and β(i) = β(j), then
N(S, k, T, β, γ) = (k − 1)|(β
−1{0}∩S∩T )/γ|k|(S\T )/γ|.
Otherwise, N(S, k, T, β, γ) = 0.
Proof. By the deﬁnition, (i, j) ∈ γS,kT,a implies i ∈ S ↔ j ∈ S and i ∈ T ↔ j ∈ T . If
i, j ∈ S, it also implies a(i) = a(j), which gives us βS,kT,a(i) = β
S,k
T,a(j). If β
S,k
T,a(i) = 0,
then i ∈ S ∩T . Thus if (T, β, γ) does not satisfy the conditions, then it diﬀers from
InvS,kT,a for all a and so N(S, k, T, β, γ) = 0.
Suppose the conditions are satisﬁed. We may then partition S into three parts:
J0 = β
−1{−1, 1}, J1 = β
−1{0} ∩ S ∩ T and J2 = S \ T . If i ∈ J0, for all a ∈
N(S, k, T, β, γ), a(i) is either 0 or k depending on whether β(i) is −1 or 1. If i ∈ J1,
we have 0 < a(i) < k and if i ∈ J2, then 0 ≤ a(i) < k. If (i, j) ∈ γ, then a(i) = a(j),
but this is only restriction to values of a between diﬀerent parameters. Because J1
and J2 are unions of the equivalence classes of γ, we conclude N(S, k, T, β, γ) =
(k − 1)|J1/γ|k|J2/γ|. 
Lemma 5.23. For all T ⊆ n, β : T → {−1, 0, 1} and γ,
N(n, k + 1, T, β, γ) =
∑
S⊆n
N(S, k, T, β, γ).
Proof. We may assume that β−1{−1, 1} ⊆ S ∩ T , γ is an equivalence relation,
and (i, j) ∈ γ implies i ∈ T ↔ j ∈ T and β(i) = β(j), because otherwise
N(S, k, T, β, γ) = 0 for all S and k and the lemma holds trivially.
Let
S = {S ⊆ n | β−1{−1, 1} ⊆ S,∀(i, j) ∈ γ(i ∈ S ↔ j ∈ S).
If S ∈ S, then
N(S, k, T, β, γ) = (k − 1)|(β
−1{0}∩S∩T )/γ|k|(S\T )/γ|
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otherwise N(S, k, T, β, γ) = 0. Clearly n ∈ S. Let P0 = (T ∩ β
−1{0})/γ and
P1 = (n \ T )/γ. We have
S =
{
β−1{−1, 1} ∪
⋃
S0 ∪ S1 | S0 ⊆ P0, S1 ⊆ P1
}
.
For all S0 ⊆ P0 and S1 ⊆ P1,
N
(
β−1{−1, 1} ∪
⋃
S0 ∪ S1, k, T, β, γ
)
= (k − 1)|S0|k|S1|.
Thus ∑
S⊆n
N(S, k, T, β, γ) =
∑
S0⊆P0
∑
S1⊆P1
(k − 1)|S0|k|S1|
=
( ∑
S0⊆P0
(k − 1)|S0|
)( ∑
S1⊆P1
k|S1|
)
= k|P0|(k + 1)|P1|
= N(n, k + 1, T, β, γ).

Proof of Lemma 5.18. Let I ′ = {(S, T, a) | S ⊆ n, (T, a) ∈ IS,k}. Let IS,ki =
{(T, a) ∈ IS,k | |T | = i} and I ′i = {(S, T, a) ∈ I
′ | |T | = i}. Deﬁne
Ai =
⋃
(T,a)∈In,k+1i
Xn,k+1T,a
and
Bi =
⋃
(S,T,a)∈I′i
XS,kT,a .
We have already seen that (Ai)i≤n is a partition of Dom(An,(k+1)d+1) and (Bi)i≤n is
a partition of Bkd+1. We show now that these partitions witness An,(k+1)d+1 n+1,r
Bkd+1.
Fix 0 ≤ i ≤ n. We have to show
N
(An,(k+1)d+1,A0/U0,...,An/Un)
r (Ai) ∼= N
(Bkd+1,B0/U0,...,An/Un)
r (Bi).
First, ﬁx a bijection α′i : I
n,k+1
i → I
′
i such that for every (T, a) ∈ I
n,k+1
i and
(S ′, T ′, a′) = α(T, a), we have Invn,k+1T,a = Inv
S′,k
T ′,a′ . This is possible by Lemma 5.23.
Then choose for each pair (T, a) ∈ In,k+1 an isomorphism αT,a : N
An,k+1
r (X
n,k+1
T,a )
∼=
N
AS′,k
r (X
S′,k
T ′,a′), that exists by Lemma 5.21. Let αi =
⋃
(T,a)∈In,k+1 α
T,a. The domains
of the isomorphisms αT,a are separated by Lemma 5.20 and so αi is an isomor-
phism N
An,(k+1)d+1
r (Ai) ∼= N
Bkd+1
r (Bi). The same bijection is also an isomorphism
N
(An,(k+1)d+1,A0/U0,...,An/Un)
r (Ai) ∼= N
(Bkd+1,B0/U0,...,An/Un)
r (Bi), because isomorphisms
αT,a maps elements of Aj to Bj by Lemma 5.21 for all 0 ≤ j ≤ n. 
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Lemma 5.18 implies that for arbitrarily large values of r, there exist n+1,r-
equivalent structures that Q separates. This gives:
Theorem 5.24. LQ ≤ HL(n+1,r)r∈N.
Combining Theorems 5.17 and 5.24, we get:
Corollary 5.25. The logics (HL(n,r)r∈N))n≥2 form a strict hierarchy, i.e for all
n ≥ 2, HL(n,r)r∈N < HL(n+1,r)r∈N. Consecutive levels of the hierarchy can be
separated using a logic of the form FO(Q).
6. Order-invariant logics
6.1. Invariant logics. Our main purpose in this section is to deﬁne order-invariant
logics, but for the amusement of the reader, we ﬁrst show how the concept of
invariant logics can be deﬁned in a quite general way.
Let L ≥ QF be a ﬁnitary logic and M a class of structures, not necessarily from
the same vocabulary. Assume that if A ∈ M , x is a sequence of constant symbols
and a ∈ Dom(A)|x|, then (A, a/x) ∈ M . This ensures that if L ≤ L′ (mod M) then
L′′ ◦ L ≤ L′′ ◦ L′ (mod M).
Deﬁnition 6.1. Let R(L,M) be the greatest ﬁnitary logic L′ such that L′ ◦ L ≤
L (mod M).
The greatest logic exists, because we can deﬁne it by comprehension from the
universal logic capable to express all possible queries.
The following proposition gives a more intuitive deﬁnition of the logic.
Proposition 6.2. If L is closed under substitution, then R(L,M) is the greatest
ﬁnitary extension of L satisfying R(L,M) ≤ L (mod M) and being closed under
substitution.
Proof. Because we assumed QF ≤ L, we have R(L,M) ≤ L (mod M). The logic is
closed under substitution, since (R(L,M) ◦R(L,M)) ◦ L ≤ R(L,M) ◦ (R(L,M) ◦
L) ≤ R(L,M)◦L ≤ L (mod M). If L is closed under substitution, then L◦L ≤ L,
which implies L ≤ R(L,M). Finally, if L′ is a ﬁnitary extension of L, closed under
substitution and L′ ≤ L (mod M), then L′ ◦ L ≤ L′ ◦ L′ ≤ L′ ≤ L (mod M)
implying L′ ≤ R(L,M). 
The size of the class M aﬀects considerably the expressive power of R(L,M). We
show next that under mild assumptions on L and M , there is a following dichotomy:
either R(L,M) is a fragment of second-order logic over L or it contains uncountably
many sentences.
Deﬁnition 6.3. Given a logic L, Σ11(L) is the logic with
Σ11(L)[τ ] = {(ϕ, τ, τ
′) | τ ⊆ τ ′, |τ ′ \ τ | < ω,ϕ ∈ (FO ◦ L)[τ ′]}
and A |=Σ11(L) (ϕ, τ, τ
′) if and only if there exists A′ ∈ Mod(τ ′) expanding A and
A′ |= ϕ. The logic Π11(L) has the same sentences as Σ
1
1(L), but the semantics:
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A |=Π11(L) (ϕ, τ, τ
′) if and only if for all A′ ∈ Mod(τ ′) expanding A, A′ |= ϕ. The
logic Δ11(L) is a fragment of Σ
1
1(L) containing only sentences that are equivalent to
some Π11(L) sentences.
Deﬁnition 6.4. Let M be an arbitrary class of ﬁnite structures and let M ′ ⊆
Mod(τ). We say that M L-covers M ′, if there exists a ﬁnite sequence of vocabularies
τ0, . . . , τk−1 and interpretations ψ0, . . . , ψk−1, such that ψi ∈ I(L, τi, τ) and M
′ ⊆⋃
i<k ψ
∗
i (M ∩Mod(τi)).
Proposition 6.5. Suppose M∩Mod(τ) is Δ11(L)-deﬁnable for all ﬁnite vocabularies
τ and L is ﬁnitary. If for every ﬁnite vocabulary τ , the class M L-covers Mod(τ),
then R(L,M) ≤ Δ11(L).
Proof. Let τ be a ﬁnite vocabulary, ϕ ∈ R(L,M)[τ ] and suppose that the vocabu-
laries τi and ψi, 0 ≤ i < k witness that M L-covers Mod(τ). We may assume that
every τi is ﬁnite, because τ is ﬁnite and L is ﬁnitary.
By the deﬁnition of R(L,M), there exist sentences ϕi ∈ L[τ ] such that ϕi ≡
ϕ ◦ ψi (mod M). Then
A |= ϕ ⇐⇒
∨
0≤i<k
(∃A′ ∈ M ∩Mod(τi))(A = ψ
∗
i (A
′) ∧ A′ |= ϕi)
⇐⇒
∧
0≤i<k
(∀A′ ∈ M ∩Mod(τi))(A = ψ
∗
i (A
′) → A′ |= ϕi).
We prove the ﬁrst equivalence. If A |= ϕ, then by the L-covering, for some i < k,
there exists A′ ∈ M ∩Mod(τi) such that A = ψ
∗
i (A
′). Then A′ |= ϕ ◦ ψi implying
A′ |= ϕi. On the other hand, if the right side holds, then for some i < k and
A′ ∈ M ∩Mod(τi), we have A = ψ
∗
i (A
′) and A′ |= ϕi. But then A
′ |= ϕ ◦ ψi which
implies A |= ϕ. The second equivalence is proved similarly.
Because the sets M ∩Mod(τi) are Δ
1
1(L)-deﬁnable and vocabularies τi ﬁnite, this
can be expressed by a Δ11(L)-sentence. 
Proposition 6.6. Assume L is countable, FO ◦ L ≤ L and there is a ﬁnite vo-
cabulary τ such that M does not L-cover Mod(τ). Then there exists an inﬁnite
set M ′ ⊆ Mod(τ) such that R(L,M) can deﬁne any query on M ′. In particular,
R(L,M) is uncountable and cannot be a fragment of Σ11(L).
Proof. Because L is countable, there exist only countably many interpretations in⋃
τ ′ ﬁnite I(L, τ
′, τ) up to renaming the symbols in the vocabularies. Let (ψi)i∈N be
an enumeration of them and let τi be a vocabulary such that ψi ∈ I(L, τi, τ). Let
Mi = ψ
∗
i (M∩Mod(τi)). Since M does not L-cover Mod(τ), the set Mod(τ)\
⋃
i<k Mi
is nonempty for all k ∈ N and we can choose a structure Ak from each of them. Let
M ′ = {Ak | k ∈ N}.
Suppose Q ⊆ M ′ and q = {A′ ∈ Mod(τ) | A ∈ Q,A ∼= A′}. In order to show
that there exists an R(L,M)-sentence ϕ expressing q, we have to show that for all
L-interpretations ψi, q ◦ ψi is equivalent to a L-sentence modulo M . Now for all
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A ∈ M ∩Mod(τi),
A |= ϕ ◦ ψi ⇐⇒ ψ
∗
i (A) ∈ q ⇐⇒ ∃j < i(ψ
∗
i (A)
∼= Aj ∧ Aj ∈ q).
By the assumption FO ◦L ≤ L, this is expressible in L. Note that the isomorphism
is expressible in FO because Aj is a ﬁxed ﬁnite structure. 
Deﬁnition 6.7. An L-bi-interpretation on M ⊆ Mod(τ) is a pair (θ, ρ), where
θ ∈ I(L, τ, τ ′) and ρ ∈ I(L, τ ′, τ), such that for all A ∈ M , (ρ ◦ θ)∗(A) ∼= A.
Proposition 6.8. If L is closed under substitution and for every ﬁnite vocabulary λ
there exists a ﬁnite vocabulary τλ and an L-bi-interpretation (θλ, ρλ) on M∩Mod(λ)
such that θ∗λ(M ∩Mod(λ)) ⊆ M
′ ∩Mod(τλ), then R(L,M
′) ≤ R(L,M).
Proof. It suﬃces to show that R(L,M ′) ≤ L (mod M). Let ϕ ∈ R(L,M ′)[λ]
be an arbitrary sentence. For some ϕ′ ∈ L[τλ], ϕ
′ ≡ ϕ ◦ ρλ (mod M
′). Now
ϕ′ ◦ θλ ≡ ϕ ◦ ρλ ◦ θλ ≡ ϕ (mod M) and ϕ
′ ◦ θλ ∈ L[λ]. 
Let Ord(τ) = {A ∈ Mod(τ ∪ {<}) | <A is a linear order on Dom(A)} and
Ord =
⋃
τ ﬁnite Ord(τ).
We call a sentence ϕ ∈ L[τ ∪ {<}], where (<) /∈ τ , order-invariant, if for all
A,A′ ∈ Ord(τ) such that A  τ ∼= A′  τ , we have A ≡ϕ A
′. Let L< be a logic with
L<[τ ] = {ϕ ∈ L[τ ∪{<}] | ϕ is order-invariant} (if (<) ∈ τ , we may rename it when
considering the order-invariance of ϕ) and with semantics A |=L< ϕ, if there exists
A′ ∈ Ord(τ) such that A = A′ τ and A′ |=L ϕ.
Proposition 6.9. If L is ﬁnitary and closed under substitution, then we have L< ≡
R(L,Ord).
Proof. Let ϕ ∈ R(L,Ord)[τ ] and let ψ ∈ I(L, τ ∪ {<}, τ) such that ψ∗(A) = A  τ .
Then there exists ϕ′ ∈ L[τ∪{<}] such that ϕ′ ≡ ϕ◦ψ (mod Ord). The sentence ϕ′ is
order-invariant, because for all A,A′ ∈ Ord(τ), if Aτ ∼= A′ τ , then ψ∗(A) ∼= ψ∗(A′)
implying A ≡ϕ′ A
′. Thus ϕ′ ∈ L<[τ ] and ϕ
′ in L<-semantics is equivalent to ϕ. This
proves R(L,Ord) ≤ L<.
Let ϕ ∈ L<[τ ] and ψ ∈ I(L, τ
′, τ) be arbitrary. We show that there is ϕ′ ∈ L[τ ′]
such that ϕ′ ≡ ϕ ◦ ψ (mod Ord). This is trivial, if (<) /∈ τ ′. If (<) ∈ τ ′, let
ψ′ ∈ I(L, τ ′, τ ∪ {<}) such that (ψ′)∗(A)  τ = ψ∗(A) and (<(ψ
′)∗(A)) = (<A). Then
ϕ ◦ ψ′ ≡ ϕ ◦ ψ (mod Ord), where ϕ occurs ﬁrst as a L[τ ∪ {<}]-sentence and then
as a L<[τ ]-sentence. This shows L< ≤ R(L,Ord). 
The order-invariant logic preserves some basic properties of the base logic.
Proposition 6.10. If L is regular, then L< is regular.
Proof. We have already seen that if L is ﬁnitary and closed under substitution,
then R(L,Ord) ≡ L< have these properties and L ≤ L<. Thus, if FO ≤ L then we
have also FO ≤ L<. We have to prove now that L< is closed under relativization,
whenever L is.
If ϕ ∈ L[τ ∪{<}] is order-invariant, and U is a unary relation symbol not in τ , let
ϕU be the relativization of ϕ to U . If A,A′ ∈ Ord(τ ∪ {U}) and Aτ ∪ {U} ∼= A′ 
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τ∪{U}, then 〈UA〉Aτ ∼= 〈UA
′
〉A
′
τ and 〈UA〉Aτ∪{<}, 〈UA
′
〉A
′
τ∪{<} ∈ Ord(τ),
which implies 〈UA〉A τ ∪ {<} ≡ϕ 〈U
A′〉A
′
 τ ∪ {<}. Thus A ≡ϕU A
′, showing that
ϕU is order-invariant. It is easy to see that ϕU is also a relativization of ϕ in
L<-semantics. 
Proposition 6.11. Let M be a class of structures and L a logic and assume that
for each pair (τ0, τ1) of compatible vocabularies, there exist compatible vocabularies
τ ′0 and τ
′
1, an interpretation ψ ∈ I(L, τ
′
0 ∪ τ
′
1, τ0 ∪ τ1) and functions f0 : Mod(τ0) →
Mod(τ ′0), and f1 : Mod(τ1) → Mod(τ
′
1) such that for all A0 ∈ Mod(τ0) and A1 ∈
Mod(τ1), f0(A0) unionsq f1(A1) ∈ M and A0 unionsq A1 = ψ
∗(f0(A0) unionsq f1(A1)). If L has weak
uniform reduction, also R(L,M) has weak uniform reduction.
Proof. Assume ﬁrst that L has weak uniform reduction. Let τ0 and τ1 be compatible
vocabularies and ϕ an arbitraryR(L,M)[τ0∪τ1]-sentence. Let τ
′
0, τ
′
1, f0, f1 and ψ be
as in the proposition Then there exists ϕ′ ∈ L[τ ′0∪τ
′
1] such that ϕ
′ ≡ ϕ◦ψ (mod M).
Let ∼ be a ﬁnite equivalence relation witnessing weak uniform reduction for the
vocabularies τ ′0 and τ
′
1. Then for all A0,A
′
0 ∈ Mod(τ0) and A1 ∈ Mod(τ1), such that
f0(A0) ∼ f0(A
′
0),
A0 unionsq A1 |= ϕ ⇐⇒ ψ
∗(f0(A0) unionsq f1(A1)) |= ϕ
⇐⇒ f0(A0) unionsq f1(A1) |= ϕ
′
⇐⇒ f0(A
′
0) unionsq f1(A1) |= ϕ
′
⇐⇒ ψ∗(f0(A
′
0) unionsq f1(A1)) |= ϕ
⇐⇒ A′0 unionsq A1 |= ϕ.
Thus f−10 (∼) is a ﬁnite equivalence relation witnessing weak uniform reduction of
R(L,M). 
Corollary 6.12. If L is ﬁnitary, closed under substitution, has (weak) uniform
reduction and L ≥ QF, then L< also has (weak) uniform reduction.
Proof. Assume ﬁrst that L has weak uniform reduction. Let M be a class of struc-
tures that have relations <′, U and V in their vocabulary such that the interpreta-
tions of U and V form a partition of the universe and <′ is a disjoint union of two
linear orders one on the set U and one on the set V . We claim that R(L,Ord) ≤
R(L,M). This is an implication of Proposition 6.8, because we can deﬁne a linear
order on any structure in M by the QF-formula θ(x, y) ≡ x <′ y ∨ (Ux ∧ V y) and
we can so deﬁne a bi-interpretation where one direction just adds interpretation to
the symbol < and other direction removes the interpretation.
For each pair (τ0, τ1) of compatible vocabularies that do not contain relation
symbols U , V and <′, let τ ′0 = τ0 ∪ {U,<
′} deﬁne f0 so that f0(A)  τ0 = A,
U f0(A) = Dom(A) and (<′)f0(A) is a linear order on Dom(A). Deﬁne τ ′1 and f1
similarly but using the relation symbol V instead of U . Let ψ ∈ I(QF, τ ′0∪τ
′
1, τ0∪τ1)
such that ψ∗(A) = A  (τ0 ∪ τ1). These deﬁnitions show that M and L satisfy the
conditions of Proposition 6.11. Since R(L,Ord) ≤ R(L,M), if L has weak uniform
reduction, also L< has it.
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In order to show that L< inherits also uniform reduction from L, we have to show
that if L is closed under model extensions, also L< is closed under model extensions
(Lemma 4.4). Fix compatible vocabularies τ0 and τ1, a structure C ∈ Mod(τ1) and
a sentence ϕ ∈ L<[τ0 ∪ τ1]. We have to show that ϕ
C deﬁned so that A |= ϕC if and
only if A unionsq C |= ϕ is in L<[τ0].
Denote the sentence ϕ by ϕ′ when it is considered in L[τ0 ∪ τ1 ∪ {<}]-semantics.
Let θ be as above and C′ = (C,Dom(C)/V,O/<′), where O is any linear order
on Dom(C). Let γ ∈ I(QF, τ0 ∪ {<}, τ0 ∪ {U,<
′}) that adds interpretation of U
to the structure such that Uγ
∗(A) = Dom(A) and renames < as <′. Then for all
A ∈ Ord(τ0), θ
∗(g(A) unionsq C′) ∈ Ord(τ0 ∪ τ1). We have now for all A ∈ Mod(τ0),
(A, O/<) |= (ϕ′ ◦ θ)C
′
◦ γ ⇐⇒ (A,Dom(A)/U,O/<′) |= (ϕ′ ◦ θ)C
′
⇐⇒ (A,Dom(A)/U,O/<′) unionsq C′ |= ϕ′ ◦ θ
⇐⇒ (A unionsq C, O′/<) |= ϕ′
Where O is an arbitrary linear order and O′ a concatenation of O and linear order in
C′. Because ϕ′ is order-invariant, also (ϕ′ ◦ θ)C
′
◦ γ is order-invariant and equivalent
to ϕC. Thus ϕC is in L<. 
6.2. Order-invariant ﬁrst-order logic is hierarchical. Although FO< seems
weak — it is even hard to ﬁnd a query that is expressible in FO< but not in FO —
the logic is not contained at any level of quantiﬁer hierarchy.
Let Qk be the query deﬁned in Section 4.4.
Lemma 6.13. The query Qk is deﬁnable in FO<.
Proof. We have already shown in Lemma 4.19 that the class of structures isomorphic
to a structure in Mk is FO-deﬁnable. We have to show now that FO< can separate
Mk,0 and Mk,1.
Let τk be the vocabulary of Qk and deﬁne the following FO[τk ∪ {<}]-formula:
ψ(z) ≡ ∃x0 . . . xk−1y0 . . . yk−1
(∧
i<k
xi ∼ z
∧
∧
i<k−1
(xi < xi+1 ∧ yi < yi+1) ∧ Ex0 . . . xk−1y0 . . . yk−1
)
.
Consider a structure A = (Ak,n,X , <
A/<) in Mk expanded with a linear order.
Remember that the domain of A is (Zn× k)∪P(n). For all i ∈ Zn, let fi ∈ Sk such
that (i, fi(0)) <
A · · · <A (i, fi(k − 1)). Then if A |= ψ((i, j)), we must have
〈(i, (fi(0)), . . . , (i, (fi(k − 1)), (i + 1, (fi+1(0)), . . . , (i + 1, (fi+1(k − 1))〉 ∈ E
A.
By the deﬁnition of EA, if i ∈ X this happens if and only if there exists g ∈ A′k such
that fi+1 = g ◦ fi, i.e., fi+1 ◦ f
−1
i ∈ A
′
k. If i /∈ X, we must have fi+1 ◦ f
−1
i ∈ Ak.
Hence
ψ(A) = (XΔ{j ∈ Zn | fi+1 ◦ f
−1
i ∈ Ak})× k.
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Because (f0 ◦ f
−1
n−1) ◦ (fn−1 ◦ f
−1
n−2) ◦ · · · ◦ (f1 ◦ f
−1
0 ) = idk is an even permu-
tation, we must have |{j ∈ Zn | fi+1 ◦ f
−1
i ∈ Ak}| ≡ n (mod 2). Thus |X| =
|(UA \ ψ(A))/∼A| (mod 2). This parity can be expressed in the same way as in the
Gurevich’s well-known example that separates FO and FO<: We start by ordering
the equivalence classes:
x ≺ y ≡ ∃x′(x ∼ x′ ∧ ∀y′(y ∼ y′ → x′ < y′)).
Let ρ(x) ≡ Ux ∧ ¬ψ(x) and deﬁne a successor relation on (ρ(A)/ ∼A,≺A) as
S(x, y) ≡ x ≺ y ∧ ¬∃z(ρ(z) ∧ x ≺ z ≺ y).
Now the sentence
∃z(Pz ∧ ∀xy((ρ(x) ∧ ρ(y) ∧ S(x, y)) → (xz ↔ ¬yz)) ∧
∀x(ρ(x) ∧ (¬∃y(ρ(y) ∧ y ≺ x) ∨ ¬∃y(ρ(y) ∧ x ≺ y))→ xz))
is true on A if and only if |X| is odd. Because it does not depend on the order <A
chosen, it is order-invariant and in L<[τk]. 
The logics ULk used in the next lemma were deﬁned in Subsection 2.5.
Lemma 6.14. The query Qk is not deﬁnable in FO(UL2k−3) .
Proof. We prove the lemma by showing that for all r ∈ N, if n > 2(2k)r, then Player
II has a winning strategy in the game BG2k−3r (Ak,n,∅,Ak,n,{−1}).
Given a sequence p ∈ SZnk of permutations, let αp : Dom(Ak,n,∅) → Dom(Ak,n,{−1})
be a bijection deﬁned so that for all a ∈ P(n), αp(a) = a and αp((i, j)) = (i, pi(j)).
All bijections Player II will choose in our winning strategy will be of the form αp.
For all relations R in τk excluding E and for all sequences p ∈ S
Zn
k , we have
αp(R
Ak,n,∅) = RAk,n,{−1} . Let A(p) = {i ∈ Zn | pi ∈ A
′
k} and D(p) = A(p)Δ{i−1 | i ∈
A(p)}Δ{−1}. The function αp  (Dom(Ak,n,∅) \D(p) × k) is a partial isomorphism
from Ak,n,∅ to Ak,n,{−1}.
Given sequences a and b on Dom(Ak,n,∅) and Dom(Ak,n,{−1}), let B(a, b) = {p ∈
SZnk | αp(a) = b}. This is the set of possible moves in the game situation (a, b).
Let m(a, i) = |[a] ∩ (i× k)|. The pair (a, b) ﬁxes whether p ∈ B(a, b) has pi ∈ Ak
or pi ∈ Ak if and only if m(a, i) ≥ k − 1. Let M(a) = {i ∈ Zn | m(a, i) ≥ k − 1}.
Then for all p ∈ B(a, b) and Z ⊆ Zn \ M(a), there exists p
′ ∈ B(a, b) such that
A(p′) = A(p)ΔZ.
We claim now that Player II has a winning strategy in the game
BG2k−3r ((Ak,n,∅, a/x), (Ak,n,{−1}, b/x)),
if there exists p ∈ B(a, b) such that D(p) = {i} and for all j ∈ [i− (2k)r, i+ (2k)r],
m(a, j) = 0. The claim implies the existence of a winning strategy.
If r = 0, all elements of a lie in Dom(Ak,n,∅) \D(p)× k for some p ∈ B(a, b) and
since αp  [a] is a partial isomorphism, atp
Ak,n,∅(a) = atpAk,n,{−1}(b) and Player II has
won the game.
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Assume then that the claim holds for r and there is p ∈ B(a, b) such that D(p) =
{i} and for all j ∈ [i − (2k)r+1, i + (2k)r+1], m(a, j) = 0. Player II plays now the
bijection αp.
Assume that Player I plays pairs (a′0, b
′
0), . . . , (a
′
2k−4, b
′
2k−4) ∈ αp. If m(a
′, j) <
k − 1 for all j ∈ [i, i + (2k)r+1], then for all j ∈ [i + 1, i + (2k)r+1], there is p′ ∈
B(aa′, bb
′
) such that A(p′) = A(p)Δ[i + 1, j], which means D(p′) = j. Similarly, if
m(a′, j) < k− 1 for all j ∈ [i− (2k)r+1, i], then for all j ∈ [i− (2k)r+1, i] there exists
p′ ∈ B(aa′, bb
′
) such that D(p′) = j. Because |a′| = 2k − 3, there can be only one j
with m(a′, j) ≥ k − 1 and we ﬁnd j and p′ ∈ B(aa′, bb
′
) such that D(p) = {i} and
for all j ∈ [i− (2k)r, i + (2k)r], m(a, j) = 0. 
The lemmas together imply the following theorem.
Theorem 6.15. For all k ∈ Z+, FO< ≤ FO(ULk). In particular, FO< cannot be
deﬁned by extending FO with ﬁnitely many generalized quantiﬁers.
6.3. Counting. One of the basic properties of ﬁrst-order logic is its inability to
count. This manifests in many ways. At its simplest, FO cannot separate two sets
of diﬀerent but large enough cardinality. We formalize next these properties.
Let cutn,k : N → n + k be the unique function such that cutn,k n = idn and for
all i ≥ n, n ≤ cutn,k(i) < n+ k and cutn,k(i) ≡ i (mod k). We say that a set S ⊆ N
is k-periodic, if for some n ∈ N, S = cut−1n,k(S). If I is a set and S ⊆ N× I, we say
that S is uniformly k-periodic, if for some n ∈ N, S = {(j, i) | (cutn,k(j), i) ∈ S}.
If τ is a vocabulary, f : N → Mod(τ) a function, K ⊆ N and L is a logic,
we say that L is K, f -periodic if for every ϕ ∈ L[τ ], there exists k ∈ K such
that {i ∈ N | f(i) |= ϕ} is k-periodic. If g : N × I → Mod(τ), we say that L
is uniformly K, g-periodic if for every ϕ ∈ L[τ ], there exists k ∈ K such that
{(j, i) ∈ N× I | g(j, i) |= ϕ} is uniformly k-periodic.
Let f∅ : N → Mod(∅) and f< : N → Ord(∅) be such that |f∅(i)| = |f<(i)| = i.
Deﬁne gτ : N ×Mod(τ) → Mod(τ) such that gτ (i,A) is isomorphic to the disjoint
union of i copies of A. Deﬁne gτ,< : N × Ord(τ) → Ord(τ) so that gτ,<(i,A)  τ =
gτ (i,Aτ) and <
gτ,<(i,A) is a concatenation of the linear orders on the copies of A.
Because K, f<-periodicity and uniform K, gτ,<-periodicity depends only on the
expressive power of the logic on linearly ordered structures, these properties trans-
form from L to L<.
Proposition 6.16. If L ◦ QF has weak uniform reduction, then L is uniformly
N, gτ,<-periodic for all vocabularies τ .
Proof. Let M be the class of τ ∪{<′, U, V }-structures deﬁned in the proof of Corol-
lary 6.12, i.e., U and V form a partition of the universe of every structure in the
class and <′ is a linear order on U and V . Let ψ ∈ I(QF, τ ∪ {<′, U, V }, τ ∪ {<})
such that for all R ∈ τ , Rψ
∗(A) = RA and ψ<(x, y) = x <
′ y ∨ (Ux ∧ V y). For all
A ∈ M , ψ∗(A) ∈ Ord(τ).
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Consider an arbitrary ϕ ∈ L[τ ∪ {<}]. Let ∼ be a ﬁnite equivalence relation
witnessing weak uniform reduction of ϕ ◦ ψ and let l be the number of equivalence
classes of ∼. Deﬁne k = lcm{1, . . . , l} and n = l.
Given A ∈ Ord(A), there exists i < j ≤ l such that
(gτ,<(i,A),Dom(gτ,<(i,A))/U) ∼ (gτ,<(j,A),Dom(gτ,<(j,A))/U).
Then
gτ,<(m + j) ∼= ψ
∗((gτ,<(j),Dom(gτ,<(j))/U) unionsq (gτ,<(m),Dom(gτ,<(m))/V ))
≡ϕ ψ
∗((gτ,<(i),Dom(gτ,<(i))/U) unionsq (gτ,<(m),Dom(gτ,<(m))/V ))
∼= gτ,<(m + i).
Using this equivalence repeatedly, we can show that for all A ∈ Ord(A), gτ,<(m) ≡ϕ
gτ,<(cutn,k(m)), i.e., L is uniformly N, gτ,<-periodic. 
If the logic contains only sentences on unary vocabularies, we can say even more.
A query q on unary vocabulary τ is periodic, if there is n, k ∈ Z+ such that
A ≡q B if for all atomic 1-types t on τ , cutn,k|{a ∈ Dom(A) | A |= t(a)}| =
cutn,k|{b ∈ Dom(B) | B |= t(b)}|.
Proposition 6.17. If ϕ ∈ L[τ ], τ is a ﬁnite unary vocabulary and L has weak
uniform reduction, then ϕ deﬁnes a periodic query.
Proof. Let ϕ ∈ L[τ ], and let ∼ be a ﬁnite equivalence relation witnessing weak
uniform reduction of ϕ. Let S be the set of all atomic 1-types on τ . For all t ∈ S,
there exist structures At and Bt, both having only elements realizing t, such that
|At| < |Bt| and At ∼ Bt.
Choose
n = max{|Bt| | t is an atomic 1-type}
and
k = lcm{|Bt| − |At| | t is an atomic 1-type.}.
Let A be a τ -structure. If t ∈ S and A has mt > |Bt| realizations of t, then
there exists A′ such that A ∼= A′ unionsq Bt ≡ϕ A
′ unionsq At. The structure A
′ unionsq At has
mt − (|Bt| − |A − t|) realizations of t. If m > n + k we can ﬁnd a structure with
mt− k realizations of t iterating the equivalence. Repeating this we eventually ﬁnd
a structure ϕ-equivalent to A and having cutn,k(mt) realizations of each type t ∈ S.
Thus ϕ deﬁnes a periodic query.
Note that it is necessary to assume that τ is ﬁnite. Otherwise, the least common
multiple k would not generally exist. 
Let τU = {U}, where U is a unary relation symbol. Let Dn,k,i be a τU -query such
that A ∈ Dn,k,i if and only if cutn,k(|U
A|) = i. Let Dk = D0,k,0. It is easy to see
that Dn,k,i is deﬁnable in FO(Dk) for all n, i ∈ N.
Proposition 6.18. Let τ be an arbitrary ﬁnite unary vocabulary. If Q is a periodic
τ -query, then FO(Q) ≤ FO(Dk) for some k. If FO(Q) is additionally regular, k can
be chosen such that FO(Dk) ≡ FO(Q).
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Proof. Let k be the least positive integer such that for some n ∈ Z+, n and k witness
the periodicity of Q.
Let S be the set of atomic 1-types on τ and let Let C be the set of all sequences
in NS such that if c ∈ C and A has ct realizations of each type t ∈ S, then A ∈ Q.
We can express Q in FO(Dk) now by the sentence∨
c∈C∩(n+k)S
∧
t∈S
Dn,k,ctx(t(x)).
Thus FO(Q) ≤ FO(Dk).
Assume then that FO(Q) is regular. Given c ∈ NS, t0 ∈ S and a sequence x of
constant symbols such that |x| ≥
∑
t∈S ct, we can deﬁne interpretations ψc,t0 , ψ
′
c,t0
∈
I(FO, {U, x}, τ ∪ {V }} such that if A is a {U, x}-structure and xAi are distinct
constants outside of UA, then 〈V ψ
∗(A)〉ψ
∗(A) is a τ -structure having for all t ∈ S, ct
realizations of t, and 〈V (ψ
′)∗(A)〉(ψ
′)∗(A) is similar, but it has |UA|+ ct0 realizations of
t0.
Let θ be a FO(Q) sentence deﬁning the relativization of Q. If A is a {U}-
structure, |UA| ≡ 0 (mod k) and a ∈ (Dom(A) \ UA)|x| are distinct element, then
(A, a/x) |= (θ ◦ ψc,t0) ↔ (θ ◦ ψ
′
c,t0
) for all c such that ct0 ≥ n. If |U
A| ≡ 0 (mod k),
this has to fail for some t0 ∈ S and c ∈ (n + k)
S with ct0 ≥ n, because otherwise k
would not be the smallest period of Q.
This gives us a way to express Dk in FO(Q): We ﬁrst quantify distinct values for
variables x with |x| = (n+2k)|S| so that the elements are not in UA. If Dom(A)\UA
is too small, we can redeﬁne UA by removing some multiple of k elements from
it. Then we test that sentence (θ ◦ ψc,t0) ↔ (θ ◦ ψ
′
c,t0
) holds for all t0 ∈ S and
c ∈ (n + 2k)|S| with ct0 ≥ n. We have to deﬁne Dk separately for structures with
less than (n + 2k)|S| + k elements. 
The logic FO(Dk)k∈N is by the previous propositions a candidate for the strongest
extension of FO with unary quantiﬁers that has weak uniform reduction. It has also
all other nice properties of FO. Before showing them, we give a characterization of
the logic. Because every FO(Dk)k∈N-sentence can be expressed in FO(Dk) for some
k, it suﬃces to characterize FO(Dk).
Let FOn(Dk) be a fragment deﬁned recursively so that FO0(Dk) ≡ QF and
FOn+1(Dk) ≡ QF ◦ (FOn(Dk) ∪
⋃
i<k LD1,k,i ◦ FOn(Dk)). It is easy to see that⋃
n∈N FOn(Dk) ≡ FO(Dk). Let S
k
n[τ ] be the set of all 1-types of FOn(Dk) on vo-
cabulary τ and for all t ∈ Skn[τ ], let t(A) = {a ∈ Dom(A) | A |= t(a)}. We have
now
A ≡FOn+1(Dk) B ⇐⇒ A ≡QF◦(FOn(Dk)∪
S
i<k LD1,k,i◦FOn(Dk))
B
⇐⇒ A ≡FOn(Dk)∪
S
i<k LD1,k,i◦FOn(Dk)
B
⇐⇒
∧
t∈Skn[τ ]
cut1,k(|t(A)|) = cut1,k(|t(B)|),
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because every 1-type of FOn(Dk) already determines the ≡FOn(Dk)-equivalence class
of the structure.
Proposition 6.19. The logic FO(Dk)k∈K is vectorized regular and has uniform
reduction for all K ⊆ Z+.
Proof. We show ﬁrst vectorized regularity. It suﬃces to show that the relativization
and all vectorizations of the query Dk are deﬁnable in FO(Dk). The relativization
is deﬁned by
(A,UA, RA) ∈ DUk ⇐⇒ (A,U
A, RA) |= Dkx(Ux ∧Rx).
For vectorization we need some auxiliary sentences. First, the {R}-query Dnk,l
with semantics
A ∈ Dnk,l ⇐⇒ |R
A| ≡ l (mod k),
where ar(R) = n, is deﬁnable in FO(D
(n)
k ). The deﬁnition is
∃x0 . . . xl−1
(∧
i<l
Rxi ∧
∧
i<j<l
xi = xj ∧D
(n)
k y(Ry ∧
∧
1≤i≤l
y = xi)
)
.
Now nth vectorization of Dk can be deﬁned recursively
A(n) ∈ Dk ⇐⇒ A ∈ D
(n)
k
⇐⇒ A |=
∨
l∈{0,...,k−1}kP
ili≡0 (mod k)
(Dk,l1xD
n−1
k,1 yRxy ∧ · · · ∧Dk,lk−1xD
n−1
k,k−1yRxy).
We show then that the logic has uniform reduction by showing that FOn(Dk)[τ ]
has uniform reduction for all n ∈ N. Because every FO(Dk)-sentence can access
only ﬁnitely many relations of the structure, we may assume that the vocabulary τ
is ﬁnite. Then the set FOn(Dk)[τ ] is also ﬁnite and uniform reduction follows if we
can show that for all A ≡FOn(Dk) B and C, we have A unionsq C ≡FOn(Dk) B unionsq C.
This is clearly true for n = 0. Assume it is true for n and let us show it for n+1. If
A ≡FOn+1(Dk) B, then for all t ∈ S
k
n[τ ] cut1,k(|t(A)|) = cut1,k(|t(B)|). If a ∈ Dom(A)
and b ∈ Dom(B) and tpAFOn(Dk)(a) = tp
B
FOn(Dk)
(b), then (A, a/x) ≡FOn(Dk) (B, b/x)
and by induction hypothesis (AunionsqC, a/x) ≡FOn(Dk) (BunionsqC, b/x), i.e., tp
AunionsqC
FOn(Dk)
(a) =
tpBunionsqCFOn(Dk)(b). Similarly, for all c ∈ Dom(C), tp
AunionsqC
FOn(Dk)
(c) = tpBunionsqCFOn(Dk)(c). Thus for
all t ∈ Skn[τ ],
cut1,k(|t(A unionsq C)|) = cut1,k(|t(A unionsq C) ∩Dom(A)|+ |t(A unionsq C) ∩Dom(C)|)
= cut1,k(|t(B unionsq C) ∩Dom(B)|+ |t(B unionsq C) ∩Dom(C)|)
= cut1,k(|t(B unionsq C)|),
where we use the facts that cut1,k(|t(AunionsqC)∩Dom(A)|) = cut1,k(|t(BunionsqC)∩Dom(B)|)
and |t(Aunionsq C)∩Dom(C)| = |t(Bunionsq C)∩Dom(C)|. This shows that Aunionsq C ≡FOn+1(Dk)
B unionsq C. 
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6.4. Locality of FO<(Dk). Grohe and Schwentick have proven in [GS00] that FO<
is Gaifman-local. We consider in this section how this can be extended to stronger
logics.
Assume our logic L is a regular order-invariant extension of FO. We saw in
Section 6.2 that FO< can express the query Qk, which means that FO< ◦ QF∞
is not Gaifman-local. By Theorem 4.16, if L is Hanf-local, then L has to have
weak uniform reduction. In fact, we could prove this also for Gaifman-locality by
replacingr by2,r in Lemma 4.15. This shows that if we hope for L to be local,
it should have weak uniform reduction.
By Propositions 6.17 and 6.18, if FO(Q) is regular, has uniform reduction and
Q is a unary quantiﬁer, then FO(Q) ≡ FO(Dk) for some k. Thus it is natural to
consider the locality of the logics FO<(Dk). However, these logics fail to have even
Gaifman-locality.
Proposition 6.20. FO<(Dk) is not Gaifman-local for any k ≥ 2.
Proof. Let τ = {S, T}, where both S and T are binary relation symbols. Let Mk
be a class of τ -structures deﬁned by the following sentences
∀x(∃1ySxy ∧ ∃1yTxy ∧ ∃1ySyx ∧ ∃1yTyx)
∀v0∃v1 . . . vk−1
( ∧
0≤i<j≤k−1
vi = vj ∧ Tv0v1 ∧ · · · ∧ Tvk−2vk−1 ∧ Tvk−1v0
)
∀x∃yx′y′(Sxx′ ∧ Syy′ ∧ Txy ∧ Tx′y′).
These sentences express that S and T are graphs of permutations s and t, every
orbit of t contains exactly k elements and s ◦ t = t ◦ s.
Now, consider the following FO(Dk)[τ ∪ {<}] sentence
ϕ ≡ Dkzψ(z),
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where
θi(x, y) ≡ ∃v0 . . . vi(v0 = x ∧ vi = y ∧ Tv0v1 ∧ · · · ∧ Tvi−1vi)
θ(x, y) ≡
∨
0≤i<k
θi(x, y)
ρ(x) ≡ ∀y(θ(x, y) → y ≥ x)
ψ(z) ≡ ∃xyx′
(
ρ(x) ∧ Sxy ∧ ρ(x′) ∧
∨
0≤i<j<k−1
θi(y, z) ∧ θj(y, x
′)
)
.
Formula θ(x, y) expresses that x and y belong to the same orbit of t. Formula ρ(x)
says that x is the smallest element of its t-orbit. We explain formula ψ next.
Given A ∈ Mk and a set X ⊆ Dom(A) such that X contains exactly one element
from every orbit of t, let fAX : X → k be the unique function such that t
fAX(x)(s(x)) ∈
X for every x ∈ X. Formula ψ is deﬁned such that |ψ(A)| =
∑
x∈ρ(A) f
A
ρ(A)(x) and
so (A, <) |= ϕ, if and only if
∑
x∈ρ(A) f
A
ρ(A)(x) ≡ 0 (mod k).
Let a, b ∈ X such that s(a) and b belong to the same t-orbit. Let Y = (X \{b})∪
t(b). Then fAX  (X \ {a, b}) = f
A
Y  (X \ {a, b}), f
A
X(a) ≡ f
A
Y (a) + 1 (mod k) and
fAX(b) ≡ f
A
Y (t(b))− 1 (mod k). Thus
∑
x∈X f
A
X(x) ≡
∑
x∈Y f
A
Y (x) (mod k). Because
the sum is invariant under changing one element of the set X, it is invariant under
any changes. This shows that
∑
x∈ρ(A) f
A
ρ(A)(x) does not depend modulo k on the
linear order < and the sentence ϕ is order-invariant.
Let An,k,h be a τ -structure with universe n× k, so that
TAn,k,h = {〈(i, j), (i, j′)〉 | i ∈ n, j ∈ k, j′ ∈ k, j′ ≡ j + 1 (mod k)}
and
SAn,k,h = {〈(i, j), (i + 1, j)〉 | i ∈ (n− 1), j ∈ k}
∪{〈(n− 1, j), (0, j′)〉 | j ∈ k, j′ ∈ k, j′ ≡ j + h (mod k)}.
Because
∑
x∈n×{0} f
An,k,h
n×{0} = h, for all n ∈ Z+, An,k,0 ≡ϕ An,k,1. However it is easy
to see that A4r+2,k,0 2,r A4r+2,k,1 by dividing the domain of A4r+2,k,0 to two parts
both containing the same number of consecutive t-orbits. Hence FO<(Dk) is not
Gaifman-local. 
We will see in the next section a weak version of Gaifman-locality that explic-
itly excludes the equivalence we used in the previous example and so applies to
FO(Dk). This leads however to a deﬁnition that is hard to use in practice. A simple
idea to weaken Gaifman-locality using the original deﬁnition is to forbid that the
neighborhoods of the constants intersect when Gaifman-locality is applied.
Deﬁnition 6.21. L is symmetrically Gaifman-local, if for every ϕ ∈ L[τ ∪ {x, y}],
there exists r ∈ N such that, if A ∈ Mod(τ), a, b ∈ Dom(A), NAr (a) ∩ N
A
r (b) = ∅
and NAr (a)
∼= NAr (b), then (A, a/x, b/y) ≡ϕ (A, b/x, a/y).
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The logic FO<(Dk) satisﬁes this deﬁnition, if k is odd, but fails to satisfy it, if k
is even as we next show.
Let τ = {F}, where F is a binary relation symbol. Let EvenP be a query contain-
ing all τ -structures A where FA is a graph of an even permutation f : Dom(A) →
Dom(A).
Proposition 6.22. The query EvenP is deﬁnable in FO<(D2).
Proof. We can express in FO that FA is a graph of a permutation on Dom(A), so
we have to ﬁnd only a FO<(D2)-sentence separating even and odd permutations.
Let f be a permutation of a ﬁnite set A ordered by <. A pair (a, b) ∈ A2 is called
an inversion pair, if a < b but f(a) > f(b). It is well known fact that f is an even
permutation if and only if it has even number of inversion pairs. We can express
this deﬁnition in FO<(D2):
D2x¬D2y(x < y ∧ ∃x
′y′(Fxx′ ∧ Fyy′ ∧ y′ < x′)).

Proposition 6.23. FO(EvenP) is not symmetrically Gaifman-local.
Proof. Let τ = {E,U, V }, where E is binary and U and V are unary relation
symbols. Let An be a τ -structure with universe n×2, E
An = {((i, j), (i+1, j)) | 0 ≤
i < n − 1, 0 ≤ j ≤ 1}, UAn = {(0, 0)} and V An = {(0, 1)}. If n > r, then
NAnr ((n− 1, 0))
∼= NAnr ((n− 1, 1)) and these neighborhoods do not intersect.
Let ψ ∈ I(QF, τ∪{u, v}, {F}), where ψF (x, y) = Exy∨(x = u∧Uy)∨(x = v∧V y).
If FO(EvenP) were symmetrically Gaifman-local, then for big enough n, (An, (n−
1, 0)/u, (n−1, 1)/v) ≡EvenP◦ψ (An, (n−1, 1)/u, (n−1, 0)/v). However, F is a graph of
an even permutation in only one of the structures ψ∗((An, (n−1, 0)/u, (n−1, 1)/v))
and ψ∗((An, (n−1, 1)/u, (n−1, 0)/v)). Hence FO(EvenP) cannot be symmetrically
Gaifman-local. 
In order to avoid the previous example, we weaken the deﬁnition of symmetrical
Gaifman-locality further.
Deﬁnition 6.24. The logic L is alternatingly Gaifman-local, if for every ϕ ∈ L[τ ∪
{x, y, z}], there exists r ∈ N such that, if A ∈ Mod(τ), a, b, c ∈ Dom(A), NAr (a) ∩
NAr (b) = N
A
r (b) ∩ N
A
r (c) = N
A
r (c) ∩ N
A
r (a) = ∅ and N
A
r (a)
∼= NAr (b)
∼= NAr (c), then
(A, a/x, b/y, c/z) ≡ϕ (A, b/x, c/y, a/z).
It is easy to see that symmetrical Gaifman-locality implies alternating Gaifman-
locality. We show in the following sections that FO<(Dk)k∈Z+ has the property.
6.5. Ribbons. We deﬁne in this section some machinery for proving symmetrical
and alternating Gaifman-locality of the logics FO(Dk). The basic idea of represent-
ing relevant information of structures by word models is from [GS00].
Deﬁnition 6.25. A τ ∪ {<,∼}-structure A is a τ -ribbon, if <A is a linear order,
∼A is an equivalence relation, and its equivalence classes can be enumerated as
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CA0 , . . . , C
A
m−1 such that for all 0 ≤ i < j < m, a ∈ C
A
i and b ∈ C
A
j , we have a < b
and for all R ∈ τ and a ∈ RA, either [a] ⊆ CAi ∪ C
A
i+1 for some i < m − 1 or
[a] ⊆ CA0 ∪ C
A
m−1
If A is a τ -ribbon, there is clearly only one way to enumerate the classes CAi
satisfying the deﬁnition.
Given a τ -ribbon A with m equivalence classes and 0 ≤ i < m, let TAr (i) =〈⋃
i−r≤j≤i+r C
A
j
〉(A,CAi−r/S−r,...,CAi+r/Sr)
, where the subscripts of CA are counted mod-
ulo m. Note that TAr (i) is a partial τ ∪{S−r, . . . , Sr}-structure with some constants
possibly undeﬁned.
Let T kn [τ ] be the set of all ≡FOn(Dk)-equivalence classes on
⋃
X⊆Con(τ) Mod(Rel(τ)∪
{S−r, . . . , Sr} ∪X).
An n, k-reduct Rkn(A) of a τ -ribbon A with m equivalence classes is a {<} ∪
{Ut | t ∈ T
k
n [τ ∪ {S−3n , . . . , S3n}]}-structure. Its universe is m, <
Rkn(A) is a natural
ordering of m and U
Rkn(A)
t = {i < n | T
A
3n(i) ∈ t}, where we identify a partial
τ ∪ {S−3n , . . . , S3n}-structure with constants X ⊆ Con(τ) deﬁned with a complete
Rel(τ) ∪ {S−3n , . . . , S3n} ∪X-structure.
Let iA : Dom(A) → m be a function such that for all a ∈ Dom(A), a ∈ CAiA(a).
As usual iA(a) = (iA(aj))j<|a|. We can prove now that the n, k-reduct completely
characterizes the ≡FOn(Dk)-class of the structure.
Lemma 6.26. Let A and B be τ -ribbons, a ∈ Dom(A)l and b ∈ Dom(B)l. If
(Rkn(A), i
A(a)/x) ≡FO2n(Dk) (R
k
n(B), i
B(b)/x)
and for all j < l,
T
(A,a/x)
3n (i
A(aj)) ≡FOn(Dk) T
(B,b/x)
3n (i
B(bj)),
then (A, a/x) ≡FOn(Dk) (B, b/x).
Proof. The proof is by induction. Assume ﬁrst n = 0 and that the conditions of the
lemma hold. Then FOn(Dn) ≡ QF and 3
n = 1. All tuples in RA are present in some
TA1 (i) and so the second condition implies that atp
Aτ∪{∼}(a) = atpBτ∪{∼}(b) and that
the elements in the same ∼A-class are ordered in the same way as the corresponding
elements in B. The ﬁrst condition implies that also elements in diﬀerent classes are
ordered similarly in both structures. Therefore (A, a/x) ≡QF (B, b/x).
Assume then that n > 0 and the lemma has been proven for all smaller values of
n. Let (A, a/x) and (B, b/x) be structures satisfying the conditions of the lemma.
Claim. If tp
(Rkn(A),i
A(a)/x)
FO2n−1(Dk)
(p) = tp
(Rkn(B),i
B (b)/x)
FO2n−1(Dk)
(q), then for all t ∈ T kn−1[τ ∪ {<,∼}],
we have cut1,k(|t((A, a/x)) ∩ C
A
p |) = cut1,k(|t((B, b/x)) ∩ C
B
q |).
Proof. Assume tp
(Rkn(A),i
A(a)/x)
FO2n−1(Dk)
(p) = tp
(Rkn(B),i
B (b)/x)
FO2n−1(Dk)
(q). If for some j < |x|, |iA(aj)−
p| ≤ 3n−1, then iA(aj)− p = i
B(bj)− q.
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We claim ﬁrst that T
(A,a/x)
2·3n−1 (p) ≡FOn(Dk) T
(B,b/x)
2·3n−1 (q). If the structures do not
contain constants from x, this follows from the fact that p and q satisfy the same
unary relations on Rkn(A) and R
k
n(B) and they encode the ≡FOn(Dk) class of the
T-structures. Otherwise, T
(A,a/x)
2·3n−1 (p) is a substructure of T
(A,a/x)
3n (i
A(aj)) for some
j < |x| and because the former is FOn(Dk)-equivalent to T
(A,a/x)
3n (i
A(bj)), and we
can deﬁne the substructure using unary relations Sr coding diﬀerent equivalence
classes, we also get the claimed equivalence.
Now, for all t ∈ T kn−1[τ ∪ {<,∼}],
cut1,k(|t(T
(A,a/x)
2·3n−1 (p)) ∩ C
A
p |) = cut1,k(|t(T
(B,b/x)
2·3n−1 (q)) ∩ C
B
q |).
We have proven the claim, if we can show that for all a′ ∈ CAp and b
′ ∈ CBq such
that
tp
T
(A,a/x)
2n (p)
FOn−1(Dk)
(a′) = tp
T
(B,b/x)
2n (q)
FOn−1(Dk)
(b′),
we have
tp
(A,a/x)
FOn−1(Dk)
(a′) = tp
(B,b/x)
FOn−1(Dk)
(b′).
This can be shown using the induction hypothesis. By the assumption of the claim,
(Rkn(A), i
A(aa′)/x) ≡FO2n−1(Dk) (R
k
n(B), i
B(bb′)/x),
which implies
(Rkn−1(A), i
A(aa′)/x) ≡FO2(n−1)(Dk) (R
k
n−1(B), i
B(bb′)/x).
Clearly,
T
(A,aa′/xy)
3n−1 (p) ≡FOn−1(Dk) T
(B,bb′/xy)
3n−1 (q).
For all j < |x|, either the new constant a′ is not in T
(A,aa′/xy)
3n−1 (i
A(aj)) or it is a
substructure of T
(A,a/x)
2·3n−1 (p). In both cases, we get the equivalence
T
(A,aa′/xy)
3n−1 (i
A(aj)) ≡FOn−1(Dk) T
(B,bb′/xy)
3n−1 (i
B(bj)).
So the conditions of the lemma are satisﬁed for n− 1. 
Because
(Rkn(A), i
A(a)/x) ≡FO2n(Dk) (R
k
n(B), i
B(b)/x),
we have for all t ∈ T k2n−1[{<} ∪ {Ut}],
cut1,k(|t((R
k
n(A), i
A(a)/x))|) = cut1,k(|t((R
k
n(B), i
B(b)/x))|).
Combined with the previous claim, this implies for all t ∈ T kn−1[τ ∪ {<,∼}],
cut1,k(|t((A, a/x))|) = cut1,k(|t((B, b/x))|),
which proves the lemma. 
Corollary 6.27. If Rkn(A) ≡FO2n(Dk) R
k
n(B), then A ≡FOn(Dk) B.
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Deﬁnition 6.28. Let A be an ordered structure. A subset I ⊆ Dom(A) is FOn(Dk)-
indiscernible, if for all <A-ordered sequences a, b ∈ I<ω such that k = |a| = |b|, we
have tpAFOn(Dk)(a) = tp
A
FOn(Dk)
(b).
Lemma 6.29. For all m,n ∈ N and k ∈ Z+, there exists n0 such that if A is
an ordered structure and J ⊆ Dom(A) with |J | ≥ n0, then there is a FOn(Dk)-
indiscernible set I ⊆ J with |I| = m.
Proof. A standard argument using Ramsey’s theorem. 
It is well known that ﬁrst-order logic cannot separate two long enough linear
orders. Sentences of FOn(Dk) cannot separate them, if they have additionally the
same length modulo kn [Nur00].
Lemma 6.30. Let A,B ∈ Ord(∅). If cutkn,kn(A) = cutkn,kn(B), then A ≡FOn(Dk)
B. 
Lemma 6.31. Let I be a FOn(Dk)-indiscernible set in a word model A. Then for all
Y0, Y1 ⊆ I, such that cut2k2n,k2n(|Y0|) = cut2k2n,k2n(|Y1|), we have (A, Y0/U) ≡FOn(Dk)
(A, Y1/U).
Proof. Deﬁne an equivalence relation∼i on (A, Yi/U) such that a ∼i b, if there are no
elements of Yi between a and b and if a ∈ Yi, then a ≤
A b. and if b ∈ Yi then b ≤
A a.
The structure (A, Yi/U,∼i/∼) is a ribbon (excluding <, the structure A contains
only unary relations and ∼i is deﬁned so that its equivalence classes are continuous),
so it suﬃces to show that Rkn((A, Y0/U,∼0/∼)) ≡FO2n(Dk) R
k
n((A, Y1/U,∼1/∼)).
Let y = y−3n . . . y3n+1, θ(x) ≡ y−3n ≤ x < y3n+1 and ψ ∈ I(QF, τ ∪ [y], τ ∪{∼, U})
such that ψU(x) ≡
∨
−3n≤j≤3n x = yj, for all R ∈ τ , ψR(x) ≡ Rx, and ψ∼(x, x
′) ≡∨
−3n≤j≤3n yj ≤ x < yj+1 ∧ yj ≤ x
′ < yj+1. Let b
i
be a sequence enumerating
Yi in ascending order. If k
n < j < |Yi| − k
n, we have now T
(A,Yi/U,∼i/∼)
3n (j) =
〈θ(A, bij−3n . . . b
i
j+3n+1/y)〉
ψ∗(A,bij−3n ...b
i
j+3n+1/y)
The structures (A, bij−3n . . . b
i
j+3n+1/y) and (A, b
i′
j′−3n . . . b
i′
j′+3n+1/y) are FOn(Dk)-
equivalent for all i, i′ ∈ {0, 1}, kn < j < |Yi| − k
n and kn < j′ < |Yi′| − k
n, since
Y0 and Y1 are subsets of the same indiscernible set. Because a relativization of any
FOn(Dk)-sentence is still in FOn(Dk) and FOn(Dk) ◦ QF ≤ FOn(Dk), this gives
T
(A,Yi/U,∼i/∼)
3n (j) ≡FOn(Dk) T
(A,Yi′/U,∼i′/∼)
3n (j
′).
We can show similarly that
T
(A,Y0/U,∼0/∼)
3n (j) ≡FOn(Dk) T
(A,Y1/U,∼1/∼)
3n (j)
and
T
(A,Y0/U,∼0/∼)
3n (|Y0| − j) ≡FOn(Dk) T
(A,Y1/U,∼1/∼)
3n (|Y1| − j)
for all j ≤ 3n. Thus Rkn((A, Y0/U,∼0/∼)) and R
k
n((A, Y1/U,∼1/∼)) have com-
mon preﬁx and suﬃx of length 3n and all elements between them have the same
atomic type. If cut2k2n,k2n(|Y0|) = cut2k2n,k2n(|Y1|), Lemma 6.30 gives equivalence
between the words without suﬃx and preﬁx. Concatenating FOn(Dk)-equivalent
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structures with a ﬁxed structure keeps them FOn(Dk)-equivalent and so we get
Rkn((A, Y0/U,∼0/∼)) ≡FO2n(Dk) R
k
n((A, Y1/U,∼1/∼)). 
Lemma 6.32. Let n ∈ N and k, s ∈ Z+ such that gcd(k, s) = 1. Fix also a
vocabulary τ . There exists an integer m such that if A is a word model with vo-
cabulary τ and X ⊆ Dom(A) with |X| = m, then there are Y0, Y1 ⊆ X such that
(A, Y0/U) ≡FOn(Dk) (A, Y1/U), |Y0| ≡ 0 (mod s) and |Y1| ≡ 1 (mod s).
Proof. Choosing m big enough, we ﬁnd a FOn(Dk)-indiscernible subset I ⊆ X such
that we can choose Y0, Y1 ⊆ I satisfying |Y0| ≡ 0 (mod s), |Y1| ≡ 1 (mod s) and
cut2k2n,k2n(|Y0|) = cut2k2n,k2n(|Y1|). 
Given a τ -structure A, we call a partial structure B a change on A if Dom(B) ⊆
Dom(A) and the same constant symbols are deﬁned in B and 〈Dom(B)〉A. We get a
structure ApplyB(A) from A by applying the change B, where Dom(ApplyB(A)) =
Dom(A), for all R ∈ Rel(τ), RApplyB (A) = RB ∪ {a ∈ RA | [a] ⊆ Dom(B)} and for
all c ∈ Con(τ), if c ∈ Dom(B), cApplyB (A) = cB and otherwise cApplyB (A) = cA.
Two changes B and B′ are disjoint, if Dom(B) ∩ Dom(B′) = ∅. If Y is a set
of pairwise disjoint changes on A, we can apply them all in any order and get the
same structure. We denote the structure got in this way by ApplyY (A).
If A is a τ -ribbon, we call a change B on A local, if (∼)B = (∼)〈Dom(B)〉
A
, (<)B =
(<)〈Dom(B)〉
A
and Dom(B) = CAi ∪ C
A
i+1 for some i.
Proposition 6.33. Fix n ∈ N, k, s ∈ Z+ such that gcd(k, s) = 1 and a vocabulary τ .
Then there exists an integer m such that if A is a τ -ribbon and Y is a set of disjoint
local changes on A with |Y | ≥ m, there are Y0, Y1 ⊆ Y such that |Y0| ≡ 0 (mod s),
|Y1| ≡ 1 (mod s) and ApplyY0(A) ≡FOn(Dk) ApplyY1(A).
Proof. If m is big enough, we can choose the sets Y0 and Y1 as follows. First,
enumerate Y as {Bi | i ∈ J0} such that Dom(Bi) = Ci∪Ci+1. Choose J1 ⊆ J0 such
that for all i, j ∈ J1, |i−j| > 2·3
n. We can make the choice so that |J1| ≥ |J0|/(2·3
n).
The reducts Rkn(A) and R
k
n(ApplyBi(A)) diﬀer only on elements {i− 3
n, . . . , i +
3n + 1}. We have chosen J1 so that these changes on reducts do not overlap. Now,
choose J2 ⊆ J1 so that for all i, j ∈ J2,
〈{i− 3n, . . . , i + 3n + 1}〉R
k
n(ApplyBi (A)) ∼= 〈{j − 3n, . . . , j + 3n + 1}〉
Rkn(ApplyBj (A)).
This choice can be made so that |J2| ≥ |J1|/t
1+2·3n , where t is the number of atomic
1-types occurring on reducts and depends only on τ , n and k.
By the previous lemma, if m is big enough, there exists K0, K1 ⊆ J2 such that
K0 ≡ 0 (mod s), K1 ≡ 1 (mod s) and (R
k
n(A), K0/U) ≡FO4n(Dk) (R
k
n(A), K1/U).
Let Y0 = {Bi | i ∈ K0} and Y1 = {Bi | i ∈ K1}.
Now, there exists a FO2n-interpretation ψ satisfying for all J
′ ⊆ J2,
Rkn(Apply{Bi | i∈J ′}(A)) = ψ
∗((Rkn(A), J
′/U)).
Thus
Rkn(ApplyY0(A)) ≡FO2n(Dk) R
k
n(ApplyY1(A)),
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which gives us ApplyY0(A) ≡FOn(Dk) ApplyY1(A). 
Given a set K of positive integers, let PFC(K) be the set of all positive integers
whose prime factors occur as prime factors of some elements in K.
Proposition 6.34. The logic FO(Dk)k∈K is uniformly PFC(K), gτ,<-periodic for
all vocabularies τ . In particular, FO<(Dk)k∈K is uniformly PFC(K), gτ -periodic.
Proof. The proposition can be proved using Lemma 6.30 in the same way as in the
proof of Proposition 6.33: Concatenation of many copies of the same structure gives
us a ribbon whose almost all neighborhoods are isomorphic with each other. 
6.6. Locality proofs. As Proposition 6.20 showed, FO<(Dk) is not Gaifman-local.
We deﬁne next a weakening of Gaifman-locality, based on the characterization we
gave in Section 5, that will avoid the example in Proposition 6.20.
Let A and B be τ -structures such that A 2,r B. By the deﬁnition, there
then exist partitions Dom(A) = A0 ∪ A1 and Dom(B) = B0 ∪ B1 and isomor-
phisms, α0 : N
A
r (A0)
∼= NBr (B0) and α1 : N
A
r (A1)
∼= NBr (B1). Denote this situation
by (A0, A1, α0, α1) : A2,r B.
Given a permutation p, let ord(p) be the order of p, i.e., the least k ∈ Z+ such
that pk = iddom(p). If (A0, A1, α0, α1) : A2,r B, then α
−1
1 ◦ α0 is a permutation of
the set NAr (A0) ∩N
A
r (A1).
Theorem 6.35. For every ϕ ∈ FO<(Dk)[τ ] and s such that gcd(k, s) = 1, there
exists r ∈ Z+ such that if (A0, A1, α0, α1) : A2,r B and ord(α
−1
1 ◦ α0) = s, then
A ≡ϕ B.
Proof. Suppose that ϕ is an order-invariant sentence in FOn(Dk)[τ ∪ {<}]. Let m
be as given by Proposition 6.33 for n, k, s and the vocabulary τ . Deﬁne r = 2m.
Assume (A0, A1, α0, α1) : A2,r B. We expand A into a ribbon A
′ by adding a
linear order and an equivalence relation such such that CA
′
0 = A0, for all 1 ≤ i ≤ r,
CA
′
i = N
A
i (A0) \N
A
i−1(A0) and C
A′
r+1 = Dom(A) \N
A
r (A0). We may choose the order
between elements in the same equivalence classes arbitrarily.
For all 1 ≤ i ≤ r, (α−11 ◦ α0) C
A′
i is an automorphism of 〈C
A′
i 〉
A. Deﬁne for all
0 ≤ i < r a local changeBi of A by setting Dom(Bi) = C
A′
i ∪C
A′
i+1, ∼
Bi=∼〈Dom(Bi)〉
A
,
<Bi=<〈Dom(Bi)〉
A
and for all R ∈ τ ,
RBi = (idCA′i
∪ (α−11 ◦ α0)C
A′
i+1)(R
〈Dom(Bi)〉A ).
Let Y = {B2i | i < m}. By the choice of m, there exist subsets Y0, Y1 ⊆ Y such
that ApplyY0(A
′) ≡FOn(Dk) ApplyY1(A
′), |Y0| ≡ 0 (mod s) and |Y1| ≡ 1 (mod s). We
claim now that ApplyY0(A
′)τ ∼= A and ApplyY1(A
′)τ ∼= B.
Deﬁne J0, J1 ⊆ r such that Yi = {Bj | j ∈ Ji}. Let
f0 = idCA′0
∪
⋃
1≤i≤r
((α−11 ◦ α0)
|J0∩i| CA
′
i ) ∪ idCA′r+1
.
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The function is clearly a bijection Dom(A′) → Dom(A). For all i ∈ J0,
f0 (C
A′
i ∪ C
A′
i+1) : 〈C
A′
i ∪ C
A′
i+1〉
A ∼= Bi τ = 〈C
A′
i ∪ C
A′
i+1〉
ApplyY0 (A
′)τ
and for all i ∈ r \ J0,
f0 (C
A′
i ∪ C
A′
i+1) : 〈C
A′
i ∪ C
A′
i+1〉
A ∼= 〈CA
′
i ∪ C
A′
i+1〉
A = 〈CA
′
i ∪ C
A′
i+1〉
ApplyY0 (A
′)τ .
Since |J0| ≡ 0 (mod ord(α
−1
1 ◦ α0)), we have (α
−1
1 ◦ α0)
|J0∩r| = idNAr (A0)∩NAr (A1) and
so
f0 (C
A′
r ∪ C
A′
r+1) : 〈C
A′
r ∪ C
A′
r+1〉
A ∼= 〈CA
′
r ∪ C
A′
r+1〉
ApplyY0 (A
′)τ .
This shows f0 : A ∼= ApplyY0(A
′)τ .
Let
f1 = (α0 C
A′
0 )
−1 ∪
⋃
1≤i≤r
((α−11 ◦ α0)
|J1∩i| ◦ (α0 C
A′
i )
−1) ∪ (α1 C
A′
r+1)
−1
We can show as above that f1 : B ∼= ApplyY1(A
′)τ .
The isomorphisms f0 and f1 induce linear orders on A and B such that the re-
sulting structures are FOn(Dk)-equivalent. Because ϕ is order-invariant, this shows
A ≡ϕ B. 
Symmetrical Gaifman-locality is an easy consequence of Theorem 6.35. We gen-
eralize it a little for the further discussion.
Lemma 6.36. For every ϕ ∈ FO<(Dk)[τ ∪ {x0, . . . , xs−1}], where gcd(k, s) = 1,
there exists r ∈ Z+ such that, if A ∈ Mod(τ), a0, . . . , as−1 ∈ Dom(A), for all
i < j < s, NAr (ai) ∩ N
A
r (aj) = ∅ and N
A
r (ai)
∼= NAr (aj), then (A, a0 . . . as−1/x) ≡ϕ
(A, a1 . . . as−1a0/x).
Proof. Let r0 be the radius that Theorem 6.35 requires for ϕ and s and put r = 2r0.
Let A and a be as in the lemma. We may choose isomorphisms βi : N
A
r (ai)
∼=
NAr (ai+1), where we identify as and a0, such that βs−1 ◦ · · · ◦ β0 = idNAr (a0). Let
A0 = N
A
r0
(a), A1 = Dom(A) \ A0, α0 =
⋃
i<s βi and α1 = idNAr0 (A1)
. Now
(A0, A1, α0, α1) : (A, a0 . . . as−1/x)2,r0 (A, a1 . . . as−1a0/x)
and ord(α−11 ◦ α0) = s and so, by Theorem 6.35,
(A, a0 . . . as−1/x) ≡ϕ (A, a1 . . . as−1a0/x).

Corollary 6.37. FO<(Dk) is symmetrically Gaifman-local, if k is odd. 
Lemma 6.36 gives us also alternating Gaifman-locality in some cases. If six is not
a factor of k, then either k is odd and symmetrical Gaifman-locality implies alter-
nating Gaifman-locality or three is not a factor of k and the lemma gives alternating
Gaifman-locality directly.
We can also prove alternating Gaifman-locality on structures that have enough
disjoint neighborhoods isomorphic to the neighborhoods of the constants we want to
permutate. Suppose that the elements a0, . . . , as−1 have pairwise disjoint isomorphic
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r-neighborhoods on A. If gcd(k, s) = 1 and ϕ ∈ FO<(Dk) and r is big enough, then
for every s-cycle γ on s we have (A, a/x) ≡ϕ (A, aγ(0) . . . aγ(s−1)/x). Because all
s-cycles generate the alternating group on s, in particular, any permutation of three
elements is possible.
In the general case, we do not have the extra elements we could use as above. We
can, however, arrange a similar conﬁguration in another way.
An s-ribbon A is a τ -ribbon with the following extra requirement: If A has m
equivalence classes CA0 , . . . , C
A
m−1, there exists for every 1 ≤ i < m − 1 a partition
CAi = D
A
i,0 ∪ · · · ∪ D
A
i,s−1 such that if R ∈ Rel(τ), a ∈ R and [a] ⊆ C
A
i ∪ C
A
i+1 for
some 1 ≤ i < m− 2, then for some j < s, [a] ⊆ DAi,j ∪D
A
i+1,j. Informally, s-ribbon
consists of s parallel subribbons of the same length that are connected only at the
endpoints. For all j < s, let DAj =
〈
DA1,j ∪ · · · ∪D
A
m−2,j
〉A
be the jth subribbon.
Note that DAj is a τ -ribbon.
Let p = (pi)i<m−2 be a sequence of permutations on s. Deﬁne another sequence
of permutations (qpi )i<m−1 as q
p
0 = ids and q
p
i+1 = pi ◦ qi. If we have for all j < s an
isomorphism βj : D
A
j
∼= DAqm−2(j) we deﬁne the structure Orderp(A) that has the same
universe and constants as A and relations are deﬁned as follows: ∼Orderp(A)=∼A and
for all R ∈ τ ,
ROrderp(A) =
{
a ∈ (Dom(A))ar(R) | ([a] ⊆ DAm−2 ∪D
A
m−1 ∧ a ∈ R
A)
∨
(
[a] ⊆ DAm−2 ∪D
A
m−1 ∧
(⋃
j<s
βj ∪ idCAm−1
)
(a) ∈ RA
)}
.
If a ∈ DAi,j0 and b ∈ D
A
i,j1
for some 1 ≤ i < m− 1 and j0, j1 ∈ s, then a <
Orderp(A) b
if and only if qpi (j0) < q
p
i (j1). Otherwise, a <
Orderp(A) b if and only if a <A b.
Lemma 6.38. Let E,F ∈ Ord(τ) and let Dom(E) = E0∪ · · · ∪Es−1 and Dom(F) =
F0 ∪ · · · ∪ Fs−1 be partitions. Denote 〈Ei〉
E by Ei and 〈Fi〉
F by Fi. Assume the
following:
a) Eτ =
⊔
i<s Ei τ and Fτ =
⊔
i<s Fi τ .
b) For all i < s, Ei ≡FOn(Dk) Fi.
c) If a ∈ Ei, b ∈ Ej, a
′ ∈ Fi, b
′ ∈ Fj, i = j, atp
Ei(a) = atpFi(a′) and atpEj(b) =
atpFj(b′), then a <E b if and only if a′ <F b′.
Then E ≡FOn(Dk) F.
Proof. The proof is by induction. In the case n = 0, the conditions (a) and (b)
imply that the constants of E and F satisfy the same relations R ∈ τ . They are also
ordered similarly by the condition (c). Thus the constants have the same atomic
type and E ≡QF F.
Assume then that the lemma is true for FOn−1(Dk). We prove it for FOn(Dk).
Let c ∈ Ei and c
′ ∈ Fi such that tp
Ei
FOn−1(Dk)
(c) = tpFiFOn−1(Dk)(c
′). This is equiv-
alent to (Ei, c/x) ≡FOn−1(Dk) (Fi, c
′/x). The structures (E, c/x) and (F, c′/x) and
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partitions E0∪· · ·∪Es−1 and F0∪· · ·∪Fs−1 satisfy now the conditions of the lemma
for FOn−1(Dk). This is clear for the conditions (a) and (b) and because the number
of atomic types increases on (E, c/x) and (F, c′/x) the condition (c) requires, in fact,
less than before. By the induction hypothesis, (E, c/x) ≡FOn−1(Dk) (F, c
′/x).
The assumption Ei ≡FOn(Dk) Fi is equivalent with the condition that for all t ∈
T kn−1[τ ∪ {<}], cut1,k(|t(Ei)|) = cut1,k(|t(Fi)|). This implies by the paragraph above
that the same holds also on E and F. Hence E ≡FOn(Dk) F. 
Lemma 6.39. Assume that for all j0 < j1 < s, R
k
n(D
A
j0
) = Rkn(D
A
j1
). Let p and p′
be two sequences of permutations on s. If i < m and pi+d = p
′
i+d for all |d| ≤ 3
n
with 0 ≤ i + d < m − 2, then i has the same atomic type on Rkn(Orderp(A)) and
Rkn(Orderp′(A)).
Proof. The conclusion of the lemma is equivalent to the claim T
Orderp(A)
3n (i) ≡FOn(Dk)
T
Orderp′ (A)
3n (i). If i ≤ 3
n, this is trivial, because assumptions then imply that
T
Orderp(A)
3n (i)
∼= T
Orderp′ (A)
3n (i). This is also the case if i ≥ m − 1 − 3
n, since the
modiﬁcations we made on relations R ∈ τ look locally like we had changed the
order of the subribbons according to qpm−2.
If 3n < i < m − 1 − 3n, the structures T
Orderp(A)
3n (i) and T
Orderp′ (A)
3n (i) are not
necessarily isomorphic. Let γ = (qp
′
i )
−1 ◦ qpi+d. Then q
p
i+d = q
p′
i+d ◦ γ for all |d| ≤ 3
n.
Deﬁne partitions Dom(T
Orderp(A)
3n (i)) = E0∪· · ·∪Es−1 and Dom(T
Orderp′ (A)
3n (i)) = F0∪
· · ·∪Fs−1 such that Ej = Di−3n,j ∪· · ·∪Di+3n,j and Fj = Di−3n,γ(j)∪· · ·∪Di+3n,γ(j).
Now the structures and the partitions satisfy the conditions of Lemma 6.38 and so
T
Orderp(A)
3n (i) ≡ T
Orderp′ (A)
3n (i). 
Let γm be an m-cycle on s that maps every j < m− 1 to j +1 and m− 1 to 0. If
X and Y are disjoint subsets of M , let p(X,Y ) be a sequence of permutations such
that pi(X,Y ) = γ
−1
s , if i ∈ X, pi(X,Y ) = γs, if i ∈ Y and otherwise pi(X,Y ) = ids.
Lemma 6.40. Fix n ∈ N, a vocabulary τ and k, s ∈ Z+ such that gcd(k, s) = 1.
There exists m0 with the following property. Assume A is an s-ribbon, for all j0 <
j1 < s, R
k
n(D
A
j0
) = Rkn(D
A
j1
) and i0 < i1 < u0 < i2 < i3 < u1 < m such that
i1− i0 ≥ m0 and i3− i2 ≥ m0. Then there exist X0, X1 ⊆ [i0, i1] and Y0, Y1 ⊆ [i2, i3]
such that
Rkn(Orderp(X0,Y0)(A), u0/x, u1/y) ≡FO4n(Dk) R
k
n(Orderp(X1,Y1)(A), u0/x, u1/y),
|X0| ≡ |Y0| ≡ 0 (mod s) and |X1| ≡ |Y1| ≡ 1 (mod s)
Proof. The proof is essentially the same as the proof of Proposition 6.33. Instead
of one pair of sets, we have to ﬁnd two pairs (X0, X1) and (Y0, Y1) and we have to
use Lemma 6.39 to show that every element included into one of the sets modiﬁes
the reduct only locally. 
Lemma 6.41. For all n ∈ N, a vocabulary τ and k, s ∈ Z+ such that gcd(k, s) = 1,
there exists m1 with the following property. Assume A is an s-ribbon with at least m1
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equivalence classes, for all j0 < j1 < s, R
k
n(D
A
j0
) = Rkn(D
A
j1
) and DA0
∼= DA1
∼= DA2 .
Then there exist sequences p and p′ of permutations such that qpm−2 = ids, q
p′
m−2 = γ3
and Orderp(A) ≡FOn(Dk) Orderp′(A).
Proof. Let m0 be the number given by Lemma 6.40. Choose m1 so large that given
A with m ≥ m1 equivalence classes, we may choose integers i0, i1, i2, i3, u0 and u1
satisfying 1 ≤ i0 ≤ i1 + 2 · 3
n < u0 < i2 − 2 · 3
n < i3 + 2 · 3
n < u1 < m − 1 − 3
m,
i1− i0 ≥ m0 and i3− i2 ≥ m0. Then the assumptions of Lemma 6.40 hold. Let X0,
X1, Y0 and Y1 be as in the conclusion of the lemma.
We deﬁne p and p′ such that pu0 = p
′
u0
= pu1 = p
′
u1
= γ2 and for all i < m
with i /∈ {u0, u1}, pi = pi(X0, Y0) and p
′
i = pi(X1, Y1). Since all elements of X0
and X1 are before u0 and all elements of Y0 and Y1 are between u0 and u1, q
p
m−2 =
γ2 ◦ ids ◦ γ2 ◦ ids = ids and q
p′
m−2 = γ2 ◦ γs ◦ γ2 ◦ γ
−1
s = γ3.
No elements of X0, X1, Y0 or Y1 are within 2 ·3
n from u0 or u1 and so their neigh-
borhoods in Rkn(Orderp(X0,Y0)(A), u0/x, u1/y) and R
k
n(Orderp(X1,Y1)(A), u0/x, u1/y)
are isomorphic. By Lemma 6.39, modiﬁcations we made on permutation sequences
p and p′ on u0 and u1 modify the reducts only at the 3
n-neighborhoods of the ele-
ments and in the same way in both reducts. Thus there exists a FO2n-interpretation
ψ such that
ψ∗(Rkn(Orderp(X0,Y0)(A), u0/x, u1/y)) = R
k
n(Orderp(A))
and
ψ∗(Rkn(Orderp(X1,Y1)(A), u0/x, u1/y)) = R
k
n(Orderp′(A)).
This shows that Rkn(Orderp(A)) ≡FO2n(Dk) R
k
n(Orderp′(A)) and so
Orderp(A) ≡FOn(Dk) Orderp′(A).

We discussed earlier how alternating Gaifman-locality can be shown, if the neigh-
borhood type of the constants to be permuted have enough realizations in the struc-
ture. We have now established that it is enough to have many disjoint parts of the
structure that are equivalent with the neighborhood. Such parts fortunately always
arrangeable.
Theorem 6.42. The logic FO<(Dk) is alternatingly Gaifman-local for all k ∈ Z+.
Proof. Fix n ∈ N, k ∈ Z+ and a vocabulary τ . Let s be the smallest prime that is
not a factor of k and let m1 be as in Lemma 6.41. Because we have already proven
alternating Gaifman-locality for values of k not divisible by 6, we may assume that
s > 3. Let l be the number of diﬀerent atomic types occurring on n, k-reducts. Set
r = slm1m1.
Let A be a τ -structure and a0, a1, a2 ∈ Dom(A) such that the neighborhoods
NAr (a0)
∼= NAr (a1)
∼= NAr (a2) are disjoint.
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Deﬁne a τ -ribbon Bj such that Bj  τ = 〈N
A
r (aj) \ {aj}〉
A, the ribbon has r
equivalence classes C
Bj
i = N
A
i+1(aj)\N
A
i (aj). The linear order can be chosen on the
ribbons such that B0 ∼= B1 ∼= B2.
The reduct Rkn(B0) is a word model of length r with l symbols in the alphabet.
By the pigeon hole principle, it contains s−2 disjoint isomorphic subwords of length
m0. Suppose these words begin at the positions w0 < · · · < ws−3.
We deﬁne now a s-ribbon C with m0 + 1 equivalence classes such that Cτ = A,
xC = a, for all 0 ≤ i < m0, C
C
i+1 = C
B0
w0+i
∪ CB1w0+i ∪ C
B2
w0+i
∪
⋃
1≤j<s C
B0
wj+i
and CA0
contains all elements not in the other equivalence classes. The linear order is chosen
so that C is a ribbon and 〈Dom(Bj)〉
Cτ∪{<} = Bj  τ ∪ {<}. Finally, D
C
i,0 = C
B0
w0+i
,
DCi,1 = C
B1
w0+i
, DCi,2 = C
B2
w0+i
and for all 2 < j < s, DCi,j = C
B0
wj−2+i
.
The s-ribbon C satisﬁes the conditions of Lemma 6.41 and so there are sequences
p and p′ with Orderp(C) ≡FOn(Dk) Orderp′(C), q
p
m−2 = ids and q
p′
m−2 = γ3. Since
Orderp(C)τ ∪ [x] = (A, a0a1a2/x) and Orderp′(C)τ ∪ [x] ∼= (A, a1a2a0/x) and the
structures Orderp(C) and Orderp′(C) contain linear orders, we have
(A, a0a1a2/x) ≡(FOn(Dk))< (A, a1a2a0/x).
This shows that FO<(Dk) is alternatingly Gaifman-local. 
7. Trees
Let τ be a vocabulary containing one binary relation symbol E and some unary
relation symbols. A τ -structure is a tree if E forms a connected directed graph
having a speciﬁc element called root having no incoming edges and every other
element has exactly one incoming edge.
Denote the root of the tree A by rA. We assume that the vocabulary contains
a relation symbol that marks the root of the tree. Given an element a = rA, the
unique element pA(a) such that (pA(a), a) ∈ E
A is called the parent of a. The set
of the children of an element a is deﬁned as cA(a) = {b ∈ Dom(A) | (a, b) ∈ E
A}.
A k-level subtree SAk (a) of the tree is deﬁned as
SA0 (a) = {a}
and
SAk+1(a) = {a} ∪
⋃
x∈SAk (a)
cA(x),
and a subtree SA(a) as
SA(a) =
⋃
i∈N
SAi (a).
Let SAk (a) = 〈S
A
k (a)〉
(A,a/x) and SA(a) = 〈SA(a)〉(A,a/x).
Given two elements a, b ∈ Dom(A), we let W (A, a, b) be a τ -structure with the
same universe as A and the same unary relations. Relation symbol E has in-
terpretation (EA \ {(pA(a), a), (pA(b), b)}) ∪ {(pA(b), a), (pA(a), b)}. We also deﬁne
W (A, a, b, c, d) = W (W (A, a, c), b, d). (see Figure 2).
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Figure 2. Swap operations
B B A
A W (A, a, b)
B
A
C
D
B
C
A
D
A W (A, a, b, c, d)
A A
A M(A, a, b)
b
A
Let M(A, a, b) be a τ -structure with the same universe as A and the same unary
relations. Relation symbol E has interpretation (EA\ {(pA(a), a)})∪{(b, a)}. With
this notation W (A, a, b) = M(M(A, a, pA(b)), b, pA(a)).
7.1. Hanf -locality. We show in this section that symmetrically Gaifman-local
extensions of ﬁrst-order logic with generalized quantiﬁers are Hanf-local on trees.
The same method is then applied in subsequent sections to show stronger versions
of Hanf-locality.
We use Gaifman-locality to show that certain local changes to trees are possible
while keeping the tree Φ-equivalent to the original one. Repeatedly using these
operations, two r-Hanf-equivalent trees can then be shown Φ-equivalent if Φ is a
given ﬁnite set of sentences and r is big enough.
Instead of neighborhoods, it is technically easier to speak about k-level subtrees.
We generalize therefore the deﬁnition of Hanf-equivalence. Let ∼ be an equivalence
relation on Mod(τ ∪ {x}). We write α : A ∼ B, if α is a bijection Dom(A) →
Dom(B) and for all a ∈ Dom(A), (A, a/x) ∼ (B, α(a)/x).
Let Φ ⊆ L[τ ].
Deﬁnition 7.1. A pair (∼,Φ) admits swapping if the following properties hold for
all trees A:
• If a, b ∈ Dom(A), (A, a/x) ∼ (A, b/x) and SA(a) ∩ SA(b) = ∅ then A ≡Φ
W (A, a, b) and for all c ∈ Dom(A), (A, c/x) ∼ (W (A, a, b), c/x).
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• If a, b, c, d ∈ Dom(A), SA(a) ⊇ SA(b)  SA(c)  SA(d), (A, a/x) ∼ (A, c/x)
and (A, b/x) ∼ (A, d/x) then A ≡Φ W (A, a, b, c, d) and for all e ∈ Dom(A),
(A, e/x) ∼ (W (A, a, b, c, d), e/x).
We deﬁne next a new equivalence relation ≈ based on ∼. (A, a/x) ≈ (A′, a′/x)
if and only if (A, a/x) ∼ (A′, a′/x) and there is a bijection α : cA(a) → cA′(a
′) such
that for all b ∈ cA(a), (A, b/x) ∼ (A
′, α(b)/x). If (∼,Φ) admits swapping then
(≈,Φ) admits swapping.
Lemma 7.2. If a pair (∼,Φ) admits swapping and A≈ A′ then A ≡Φ A
′.
Proof. By the deﬁnition of the ≈ -relation, there is a bijection α : Dom(A) →
Dom(A′) such that for all a ∈ Dom(A), (A, a/x) ≈ (A′, α(a)/x). Let Ψ(A,A′, α) =
{a ∈ Dom(A) \ {rA} | α(pA(a)) = pA′(α(a))}.
The proof proceeds by induction on the size of the set Ψ(A,A′, α). If Ψ(A,A′, α) =
∅, α is an isomorphism and A ≡Φ A
′ is clear. Suppose then that Ψ(A,A′, α) = ∅ and
the lemma has been proved in all cases where the cardinality of the set is smaller.
Fix a bijection β : Dom(A)\{rA} → Dom(A
′)\{rA′} such that for all a ∈ Dom(A)\
{rA},
• α(pA(a)) = pA′(β(a)),
• (A, a/x) ∼ (A′, β(a)/x), and
• if a /∈ Ψ(A,A′, α), β(a) = α(a).
The bijection can be constructed by ﬁrst deﬁning it on Dom(A) \ Ψ(A,A′, α) and
then patching it from the bijections cA(a) → cA′(α(a)) existing by the deﬁnition of
≈ -relation.
Let h : Dom(A) → Dom(A), where h(a) = α−1(β(a)) for all a ∈ Dom(A) \ {rA}
and h(rA) = rA. Because of the third property of β, h is the identity function
on Dom(A) \ Ψ(A,A′, α). On the other hand, if h(a) = a, then α(a) = β(a) and
pA(α(a)) = pA(β(a)) = α(pA(a)) and thus a /∈ Ψ(A,A
′, α). Moreover, h is bijective
and for all a ∈ Dom(A), (A, a/x) ∼ (A, h(a)/x).
If there exists some element a ∈ Ψ(A,A′, α) such that SA(a)∩SA(h(a)) = ∅ then
W (A, a, h(a)) ≡Φ A, because (∼,Φ) admits swapping and (A, a/x) ∼ (A, h(a)/x).
Since for all b ∈ Dom(A), (A, b/x) ∼ (W (A, a, h(a)), b/x), we also have (A, b/x) ≈
(W (A, a, h(a)), b/x) and therefore α still has the property (W (A, a, h(a)), b/x) ≈
(A′, α(b)/x) for all b ∈ Dom(A). This shows that W (A, a, h(a))≈ A.
All elements but a and h(a) have the same parents in A and W (A, a, h(a)) so
Ψ(W (A, a, h(a)),A′, α) ⊆ Ψ(A,A′, α). However, α(pW (A,a,h(a))(h(a))) = α(pA(a)) =
pA′(β(a)) = pA′(α(h(a))) and so h(a) /∈ Ψ(W (A, a, h(a)),A
′, α). This implies
|Ψ(W (A, a, h(a)),A′, α)| < |Ψ(A,A′, α)| and we can use the induction hypothesis
to show that W (A, a, h(a)) ≡Φ A
′. Hence we may assume in the following that for
all a ∈ Ψ(A,A′, α), SA(a) ∩ SA(h(a)) = ∅, i.e either a ∈ SA(h(a)) or h(a) ∈ SA(a).
Let h′ : Dom(A′) → Dom(A′), where h′(a) = α(β−1(a)) for all a ∈ Dom(A′)\{rA′}
and h′(rA′) = rA′ . The function is deﬁned as h but A and A
′ changed. As before
we can show that if a ∈ Dom(A′) and h′(a) are not comparable, the trees have
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to be equivalent. So for all a ∈ Dom(A′), SA
′
(a) ∩ SA
′
(h′(a)) = ∅. Note that
h′ = α ◦ h−1 ◦ α−1.
Choose now an element a ∈ Ψ(A,A′, α) such that no predecessor ((pA)
i(a) for
some i ∈ Z+) of a belongs to Ψ(A,A
′, α). This implies h(a) ∈ SA(a).
Let a′ = β(a) = α(h(a)). By induction, (pA′)
i(a′) = α((pA)
i(a)) and thus a′ /∈
SA
′
(h′(a′)). Thus α(a) = h′(a′) ∈ SA
′
(a′).
Choose b′ ∈ SA
′
(a′) be such that α−1(b′) /∈ SA(h(a)) but α−1(pA′(b
′)) ∈ SA(h(a)).
This kind of element exists because α−1(a′) = h(a) ∈ SA(h(a)) but α−1(h(a′)) =
a /∈ SA(h(a)).
Let b = β−1(b′). Since α−1(pA′(b
′)) = pA(b) ∈ S
A(h(a)), b ∈ SA(h(a)) and
b = h(a). On the other hand, h(b) = α−1(β(b)) = α−1(b′) /∈ SA(h(a)). Com-
bining these inclusions, we get SA(a) ⊇ SA(h(b))  SA(h(a))  SA(b) Hence
W (A, a, h(b), h(a), b) ≡Φ A, W (A, a, h(b), h(a), b)
≈ A and thus
Ψ(W (A, a, h(b), h(a), b),A′, α) ⊆ Ψ(A,A′, α) \ {h(a)}.
The induction hypothesis gives now W (A, a, h(b), h(a), b) ≡Φ A
′. 
Let ∼r be an equivalence relation (A, a/x) ∼r (A
′, a′/x) ⇐⇒ SAr (a)
∼= SA
′
r (a
′).
Let ≈r be the respective ≈ -relation.
Lemma 7.3. Let L be a logic such that L ◦ QF is symmetrically Gaifman-local.
Then for all ϕ ∈ L[τ ], there is r ∈ N such that if (A, a/x) ∼r (A, b/x) and S
A
r+1(a)∩
SAr+1(b) = ∅ then W (A, a, b) ≡ϕ A.
Proof. Note that if SA(a) ∩ SA(b) = ∅, W (A, a, b) is not a tree. However, we can
still speak about equivalence between two structures.
Let ψ be a QF interpretation on vocabulary τ∪{v0, v1, v2, v3} such that it preserves
all unary relations and ψE(x, y) = Exy ∨ (x = v2 ∧ y = v0)∨ (x = v1 ∧ y = v3). Let
ϕ′ = ϕ ◦ ψ and choose r ∈ N witnessing symmetrical Gaifman-locality of ϕ′.
Assume A, a and b are as in the lemma. Let c = pA(a) and d = pA(b). Let A
′ be a
τ -structure with unary relations having the same interpretation as in A, but EA
′
=
EA \ {(c, a), (d, b)}. Because (A, a/x) ∼r (A, b/x), N
A′
r (a)
∼= NA
′
r (b) and the sets
NA
′
r+1(a), N
A′
r+1(b) and N
A′
r (cd) are disjoint N
A′
r (abcd)
∼= NA
′
r (bacd). By symmetrical
Gaifman-locality, (A′, abcd/v) ≡Φ′ (A
′, bacd/v). Because ψ∗((A′, abcd/v)) ∼= A and
ψ∗((A′, bacd/v)) ∼= W (A, a, b), this implies A ≡Φ W (A, a, b). 
Lemma 7.4. Let L be a logic such that L ◦ QF is symmetrically Gaifman-local.
Then for all ﬁnite Φ ⊆ L[τ ], there is r ∈ N such that (∼r,Φ) admits swapping.
Proof. Let r′ be the constant given by the previous lemma for the sentences in Φ.
The ﬁrst condition of swapping follows if r ≥ r′. For the second condition, let
r ≥ 3r′.
Suppose A is a structure and a, b, c and d are elements such that SA(a) ⊇
SA(b)  SA(c)  SA(d), (A, a/x) ∼r (A, c/x) and (A, b/x) ∼r (A, d/x). Let A
′ =
W (A, a, b, c, d). Then W (A, a, c) = W (A′, b, d). Note that dA(a, c) = dA
′
(b, d), so
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Figure 3. The case dA(a, c) ≤ r′ and dA(b, d) ≤ r′
A
B
C
D
D’
C
D
B
C
D’
C
B
A
D
D’
W (A, a, b, c, d′)A W (A, a, b, c, d)
A
B
C
DD’
A
D’
C
DB
A
D
C
BD’
W (A, a, b, c, d′)A W (A, a, b, c, d)
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if dA(a, c) > r′, by the previous lemma, A ≡Φ W (A, a, c) and A
′ ≡Φ W (A
′, b, d).
If dA(b, d) > r′ and a = b, W (A, b, d) = W (A′, a, c) and dA
′
(a, c) = dA(b, d) so
A ≡Φ W (A, b, d) and A
′ ≡Φ W (A
′, a, c). If dA(b, d) > r′ and a = b, W (A, b, d) =
W (A′, c, d) and dA
′
(c, d) = dA(b, d) so we proceed as before.
Thus we have to consider only the case where dA(a, c) ≤ r′ and dA(b, d) ≤ r′. Fix
an isomorphism α : SAr (a) → S
A
r (c). Let d0 = d and di+1 = α(di) for all i such that
di ∈ S
A
r (a). Note that (A, di/x) ∼r−d(a,di) (A, di+1/x) Let d
′ be the ﬁrst di such that
dA(a, d) > 2r′. Then (A, d′/x) ∼r′ (A, d/x).
Now SAr′+1(d) ∩ S
A
r′+1(d
′) = ∅ implies W (A, a, b, c, d′) ≡Φ A and together with
S
W (A,a,b,c,d′)
r′+1 (d) ∩ S
W (A,a,b,c,d′)
r′+1 (b) = ∅, we get A ≡Φ W (W (A, a, b, c, d
′), d, d, b, d′) ∼=
W (A, a, b, c, d) (see Figure 3). 
Lemma 7.5. Let L a logic such that L ◦QF is symmetrically Gaifman-local. Then
for all ﬁnite Φ ⊆ L[τ ], there is r ∈ N such that A∼r A′ implies A ≡Φ A
′.
Proof. By the previous lemma, there is r ∈ N such that (∼r,Φ) admits swapping.
Therefore A ≈r A′ implies A ≡Φ A
′ by Lemma 7.2. Now, this lemma follows
because ≈r and ∼r+1 are the same equivalence relations. 
Theorem 7.6. Symmetrically Gaifman-local logics with L ◦QF ≤ L are Hanf-local
on trees.
Proof. Follows from the previous lemma and the fact that NAr (a)
∼= NA
′
r (a
′) implies
(A, a/x) ∼r (A
′, a′/x). 
7.2. FO(Dk) -Hanf -locality. For this section ﬁx a logic L that satisﬁes L◦QF ≤
L, is symmetrically Gaifman-local and has uniform reduction. Let K ⊆ Z+ be such
that L is uniformly K, gτ -periodic for all vocabularies τ (possibly K = N) and K is
closed under lcm, i.e., if k, k′ ∈ K, then lcm(k, k′) ∈ K.
We begin by proving some auxiliary lemmas.
Lemma 7.7. Suppose ϕ ∈ L[τ ∪ {U}]. There is r ∈ N such that if A is a structure
and Y ⊆ Dom(A) a set of elements such that for all a, b ∈ Y , NAr (a)
∼= NAr (b) and
a = b ⇒ dA(a, b) > 2r, then for all Z,Z ′ ⊆ Y , |Z| = |Z ′| implies (A, Z/U) ≡ϕ
(A, Z ′/U).
Proof. Let ψ ∈ I(QF, τ ∪ {U, x, y}, τ ∪ {U}) that maps identically all other relation
symbols than U and ψU(z) = Uz∨z = x. Let r be the radius witnessing symmetrical
Gaifman-locality of ϕ ◦ ψ.
If A and Y satisfy the conditions of the lemma, Z ⊂ Y and a, b ∈ Y \ {a, b},
a = b, then
(A, Z ∪ {a}/U) = ψ∗(A, Z ∪ /U, a/x, b/y)
≡ϕ ψ
∗(A, Z ∪ /U, b/x, a/y) = (A, Z ∪ {b}/U)
Changing elements one by one as above, we can prove for all Z,Z ′ ⊆ Y satisfying
|Z| = |Z ′| that (A, Z/U) ≡ϕ (A, Z
′/U). 
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Lemma 7.8. If Φ ⊆ L[τ ], there are natural numbers m and k ∈ K such that if
M is a collection of disjoint relational structures and |M | > m, there is M ′ ⊆ M ,
|M ′| = |M | − k, such that
⊔
M ′ ≡Φ
⊔
M .
Proof. Let ≡Φ′ , Φ
′ ⊆ L[τ ], be a ﬁnite equivalence relation witnessing uniform re-
duction of all sentences in Φ and let s be the number of its equivalence classes. Set
m = (n + 2k)s.
Because L is uniformly K, gτ -periodic and K is closed under lcm, there are k ∈ K
and n ∈ N such that for all τ -structures A and i ∈ N, gτ (i,A) ≡Φ gτ (cutn,k(i),A).
If |M | > m, some equivalence class X ⊆ M of ≡Φ′ in M has at least n + 2k
elements. Choose A ∈ X. We can show by uniform reduction that⊔
M ≡Φ gτ (|X|,A) unionsq
⊔
(M \X)
≡Φ gτ (|X| − k,A) unionsq
⊔
(M \X) ≡Φ
⊔
M \ Y,
where Y is any subset of X with k structures. Now M ′ = M \ Y satisﬁes the
conclusion of the lemma. 
Lemma 7.9. Suppose Φ ⊆ L[τ ∪ {U}] is ﬁnite. There are r, l ∈ N and k ∈ K
such that if A is a structure and Y ⊆ Dom(A) a set of elements such that for all
a, b ∈ Y , a = b, NAr (a)
∼= NAr (b) and a and b are in diﬀerent components of the
structure, then for all Z,Z ′ ⊆ Y , l ≤ |Z| ≤ |Z ′| ≤ |Y | − l and |Z| ≡ |Z ′| (mod k)
imply (A, Z/U) ≡Φ (A, Z
′/U).
Proof. Let Φ′ ⊆ L[τ ∪ {U}] be a ﬁnite set of sentences that witnesses uniform
reduction of all sentences in Φ. Let l0 be the number of equivalence classes of ≡Φ′
and let m and k be constants given by Lemma 7.8 for the set Φ′. Put l = l20m + 1.
By Lemma 7.7, when r is chosen suﬃciently big, |Z| = |Z ′| implies (A, Z/U) ≡Φ
(A, Z ′/U). Hence it suﬃces to prove that for all l ≤ i ≤ |Y | − l − k there are some
sets Z,Z ′ ⊆ Y such that |Z| = i, |Z ′| = i+k and (A, Z/U) ≡Φ (A, Z
′/U). Applying
this repeatedly gives the lemma.
For all a ∈ Y , let Ca be the component of A to which a belongs. Since |Y | ≥
l, there exists a subset Y0 ⊆ Y such that |Y0| = m + 1 and for all a, b ∈ Y0,
(〈Ca〉
A, ∅/U) ≡Φ′ (〈Cb〉
A, ∅/U) and (〈Ca〉
A, {a}/U) ≡Φ′ (〈Cb〉
A, {b}/U).
Choose some a0 and let C = 〈Ca0〉
A. Let A′ = 〈Dom(A) \
⋃
a∈Y0
Ca〉
A. For all
Z,Z ′ ⊆ Y \ Y0 such that |Z
′| = |Z| − |Y0|+ k,
(A, Z/U) ≡Φ (A
′, Z/U) unionsq gτ∪{U}(|Y0|, (C, ∅/U))
≡Φ (A
′, Z/U) unionsq gτ∪{U}(|Y0| − k, (C, ∅/U))
≡Φ (A
′, Z ′/U) unionsq gτ∪{U}(|Y0| − k, (C, {a}/U))
≡Φ (A
′, Z ′/U) unionsq gτ∪{U}(|Y0|, (C, {a}/U))
≡Φ (A, (Z
′ ∪ Y0)/U).
If |Y0| ≤ i ≤ |Y | − |Y0| such sets with i = |Z| can be found and we are done. 
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Lemma 7.10. For every ﬁnite Φ ⊆ L[τ ], there are m ∈ N and k ∈ K such that
if A is a tree (possibly with some edges removed), a ∈ Dom(A), Y ⊆ Dom(A) is
a set of children of a, and |Y | ≥ m, then for some Y ′ ⊆ Y , |Y ′| = k, A ≡Φ
〈Dom(A) \
⋃
y′∈Y ′ S
A(y′)〉A.
Proof. Let ψ ∈ I(QF, τ ∪ {z, U}, τ) such that ψE(x, y) = Exy ∨ (x = z ∧ Uy) and
ψ∗ maps other relations identically. Deﬁne Φ′ = {ϕ ◦ψ | ϕ ∈ Φ} and choose m ∈ N
and k ∈ K as in Lemma 7.8 for Φ′.
Assume A, a ∈ Dom(A) and Y ⊆ Dom(A) satisfy the conditions of the lemma.
Deﬁne a new structure A′ so that every relation except E has the same interpretation
as in A and EA
′
= EA \ ({a} × Y ). Then A = ψ∗((A′, a/z, Y/U)).
Because we assumed that A is a tree, for every a ∈ Y , SA(a) is a component
of A′. By the choice of m and k, there exists Y ′ ⊆ Y such that |Y ′| = k and
A′ ≡Φ′
〈
Dom(A) \
⋃
a∈Y ′ S
A(a)
〉A′
. This implies A ≡Φ
〈
Dom(A) \
⋃
a∈Y ′ S
A(a)
〉A
and so the lemma has been proven. 
We deﬁne next new equivalence relations ∼r,m,k. For all r, m and k, let Tr,m,k be
the set of equivalence classes of ∼r,m,k and let G
A
r,m,k be a function Dom(A) → N
Tr,m,k
such that for all a ∈ Dom(A) and t ∈ Tr,m,k, G
A
r,m,k(a)(t) = |{x ∈ cA(a) | x ∈ t}|.
The equivalence relations are deﬁned recursively:
(A, a/x) ∼0,m,k (A
′, a′/x) ⇐⇒ 〈{a}〉A ∼= 〈{a′}〉A
′
and
(A, a/x) ∼r+1,m,k (A
′, a′/x)
⇐⇒ (A, a/x) ∼r,m,k (A
′, a′/x) and for all t ∈ Tr,m,k,
cutm,k(G
A
r,m,k(a)(t)) = cutm,k(G
A′
r,m,k(a
′)(t)).
Let ≈r,m,k be the respective ≈-relation. Note that (A, a/x) ≈r,m,k (A
′, a′/x) if
and only if GAr,m,k(a) = G
A′
r,m,k(a
′).
Lemma 7.11. For every ﬁnite Φ ⊆ L[τ ], there are r,m ∈ N and k ∈ K such that
if (A, a/x) ∼r,m,k (A, b/x) and S
A
r+1(a) ∩ S
A
r+1(b) = ∅ then W (A, a, b) ≡Φ A.
Proof. Let ψ and ψ′ be interpretations in I(QF, τ ∪ {v0, v1, v2, v3}, τ) that map all
other relations in τ identically, but ψE(x, y) = Exy ∨ (x = v2 ∧ y = v0) ∨ (x =
v1 ∧ y = v3) and ψ
′
E(x, y) = Exy ∨ (x = v2 ∧ y = v1) ∨ (x = v0 ∧ y = v3). Let
Φ′ = {ϕ ◦ ψ | ϕ ∈ Φ} and Φ′′ = {ϕ ◦ ψ′ | ϕ ∈ Φ}. Choose a radius r so big that it
witnesses symmetrical Gaifman-locality of all sentences in Φ′. Let m and k ∈ K be
constants given by Lemma 7.10 for the set Φ′ ∪ Φ′′.
Assume A and a, b ∈ Dom(A) are as in the lemma. Let c = pA(a) and d = pA(b).
Let A′ be a τ -structure with unary relations having the same interpretations as in
A, but EA
′
= EA \ {(c, a), (d, b)}.
By applying Lemma 7.10 repeatedly at every element p ∈ SA(a) such that l =
dA(a, p) < r and GAr−l,m,k(p)(t) ≥ m + k to the subtrees of the type t, we ﬁnd a
Φ ∪ Φ′-equivalent substructure B of A′ so that the ∼r,m,k-class of a is same as in
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A′ and every element p ∈ SBr−1 with l = d
B(a, p) < r satisﬁes GBr−l,m,k(p)(t) =
cutm,k(G
B
r−l,m,k(p)(t)). By doing the same thing in the subtree of b, we ﬁnd a
substructure C of A′ such that (C, abcd/v) ≡Φ′∪Φ′′ (A
′, abcd/v) and SCr (a)
∼= SCr (b).
Now, (A′, abcd/v) ≡Φ′ (C, abcd/v) ≡Φ′ (C, bacd/v) ≡Φ′ (A
′, bacd/v). The last
equivalence is an implication of (A′′, abcd/v) ≡Φ′′ (A
′, abcd/v) and the middle one
follows from symmetrical Gaifman-locality. Because ψ∗((A′, abcd/v)) ∼= A and
ψ∗((A′, bacd/v)) ∼= W (A, a, b), this implies A ≡Φ W (A, a, b). 
Lemma 7.12. For every ﬁnite Φ ⊆ L[τ ], there are r,m ∈ N and k ∈ K such that
if
• t ∈ Tr,m,k,
• Q ⊆ Dom(A), |Q| = k, and (A, a/x) ∈ t for all a ∈ Q,
• pA(Q) = {b},
• c ∈ Dom(A) such that c /∈ SA(Q),
• GAr,m,k(b)(t) ≥ m + k and G
A
r,m,k(c)(t) ≥ m,
then M(A, Q, c) ≡Φ A, where M(A, Q, c) is a structure with the same unary relations
as A and EM(A,Q,c) = (EA \ ({b} ×Q)) ∪ ({c} ×Q).
Proof. Let ψ ∈ I(QF, τ ∪ {v0, v1, U0, U1} be an interpretation mapping all relations
of τ identically except ψE(x, y) = Exy ∨ (x = v0 ∧ U0y) ∨ (x = v1 ∧ U1y). Let
Φ′ = {ϕ ◦ ψ | ϕ ∈ Φ}. Let Φ′′ be as Φ′ but every occurrence of U0 replaced by U
′
0
and U1 replaced by U
′
1. Choose r and l so that the conditions of Lemma 7.9 hold
for the set Φ′.
Let m′ and k be the constants Lemma 7.10 gives for the set Φ′ ∪ Φ′′ (note that
the vocabulary is τ ∪ {U0, U1, U
′
0, U
′
1, v0, v1}) and put m = max{m
′, l}.
Let A, t, Q, b and c be as in the lemma. Deﬁne R0 = {a ∈ cA(b) | (A, a/x) ∈ t}
and R1 = {a ∈ cA(c) | (A, a/x) ∈ t} and let A
′ be a τ -structure with EA
′
=
EA \ (({b} × R0) ∪ ({c} × R1)) and unary relations as in A. Then if we manage to
establish (A′, R0/U0, R1/U1, b/v0, c/v1) ≡Φ′ (A
′, (R0\Q)/U0, (R1∪Q)/U1, b/v0, c/v1),
we get A ≡Φ M(A, Q, c).
By the choice of m, we ﬁnd a substructure A′′ of A′, as in the proof of Lemma
7.11, such that R0 ∪R1 ⊆ Dom(A
′′),
(A′′, R0/U0, R1/U1, b/v0, c/v1) ≡Φ′ (A
′, R0/U0, R1/U1, b/v0, c/v1),
(A′′, (R0 \Q)/U0, (R1 ∪Q)/U1, b/v0, c/v1)
≡Φ′ (A
′, (R0 \Q)/U0, (R1 ∪Q)/U1, b/v0, c/v1)
and for all a, a′ ∈ R0 ∪R1, N
A′′
r (a)
∼= NA
′′
r (a
′). Now, by Lemma 7.9,
(A′′, R0/U0, R1/U1, b/v0, c/v1) ≡Φ′ (A
′′, (R0 \Q)/U0, (R1 ∪Q)/U1, b/v0, c/v1).

Lemma 7.13. For every ﬁnite Φ ⊆ L[τ ], there are r,m ∈ N and k ∈ K such that
(∼r,m,k,Φ) admits swapping.
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Proof. The proof of this lemma is similar to the proof of Lemma 7.4. The ﬁrst con-
dition of the swapping follows directly from the lemma 7.11. The second condition
is easy to prove in the case dA(a, c) > r′ or dA(b, d) > r′.
Let r ≥ 3r′ and suppose dA(a, c) ≤ r′ and dA(b, d) ≤ r′. We construct a se-
quence of elements. Let d0 = d and for every i let di+1 be an element such that
(A, di+1) ∼r′,m,k (A, di) and d
A(a, di) = d
A(c, di+1). This kind of element can be
found if (A, a) ∼r,m,k (A, c) and d
A(a, di) ≤ 2r
′. Let d′ be the ﬁrst di such that
dA(a, di) > 2r
′. The rest of the proof goes as in Lemma 7.4. 
Lemma 7.14. For every ﬁnite Φ ⊆ L[τ ], there are r,m ∈ N and k ∈ K such that
A∼r+1,m,k A′ implies A ≡Φ A
′.
Proof. Let r,m ∈ N and k ∈ K be integers such that (∼r,m,k,Φ) admits swapping
and the lemma 7.12 holds.
Let α : Dom(A) → Dom(A′) be a bijection such that for all a ∈ Dom(A),
(A, a/x) ∼r+1,m,k (A
′, α(a)/x). The number of elements belonging to each equiva-
lence class t ∈ Tr,m,k is the same in A and A
′. Therefore if for some a ∈ Dom(A),
GAr,m,k(a)(t) < G
A′
r,m,k(α(a))(t), there has to be an element b ∈ Dom(A) such that
GAr,m,k(b)(t) > G
A′
r,m,k(α(b))(t). This implies G
A
r,m,k(a)(t) ≥ m and G
A
r,m,k(b)(t) ≥
m + k. For any Q ⊆ cA(b) satisfying S
A(Q) ∩ SA(a) = ∅ and |Q| = k, we have
M(A, Q, a) ≡Φ A. Applying this transformation repeatedly, we ﬁnd a structure
A′′ ≡Φ A such that for all a ∈ Dom(A), G
A′′
r,m(a) = G
A′
r,m(α(a)) i.e. A
′′ ≈r,m A′. By
Lemma 7.2, A′′ ≡Φ A. 
7.3. Threshold Hanf-locality. Assume L and K satisfy the same conditions as
in the previous section, i.e., L ◦ QF ≤ L, L is symmetrically Gaifman-local and
has uniform reduction, K ⊆ Z+ such that L is uniformly K, gτ -periodic for all
vocabularies τ and K is closed under lcm.
We begin by deﬁning a new periodicity condition. Deﬁne a function gτ,S in the
same way as gτ,<, but for structures containing a successor relation. If A is a
structure with a successor relation, gτ,S(i,A) is a union of i copies of A with successor
relations concatenated.
Proposition 7.15. L is uniformly K, gτ,S-periodic for all vocabularies τ .
Proof. It suﬃces to prove that {i ∈ N | gτ,S(i,A) |= ϕ} is k-periodic for all τ -
structures A and sentences ϕ ∈ L[τ ], since L has uniform reduction and K is closed
under lcm and so for any ﬁxed ϕ, the proposition can be reduced to periodicity of
gτ,S(·,A) for some ﬁnite set of structures A.
Fix ϕ and A and let n ∈ N and k ∈ K witness uniform K, gτ∪{S}-periodicity of ϕ.
Denote a loop of i copies of A, i.e., the structure gτ,S(i,A) with the last and the ﬁrst
element added to the interpretation of S, by Ci. By symmetrical Gaifman-locality,
for big enough m and i, and any j,
gτ,S(m + ij,A) ≡ϕ gτ,S(m,A) unionsq gτ (j,Ci).
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If j ≥ n
gτ,S(m,A) unionsq gτ (j,Ci) ≡ϕ gτ,S(m,A) unionsq gτ (j + k,Ci)
and so gτ,S(m+ ij,A) ≡ϕ gτ,S(m+ ij + ik,A). In the same way, assuming m is big
enough, gτ,S((m−j)+(i+1)j,A) ≡ϕ gτ,S((m−j)+(i+1)j+(i+1)k,A). This implies
gτ,S(m + ij + ik,A) ≡ϕ gτ,S((m + ij + ik) + k,A) and so gτ,S(i,A) ≡ gτ,S(i + k,A)
for all big enough i. 
Our goal in this section is to prove the following theorem.
Theorem 7.16. For all ϕ ∈ L[τ ], there exists Φ ⊆ FO(Dk)k∈K [τ ∪ {v0}], n, r ∈ N
and k ∈ K such that if A and B are τ -trees and for all ≡Φ-equivalence classes t,
cutn,k(|{a ∈ Dom(A) | N
A
r (a) ∈ t}|) = cutn,k(|{a ∈ Dom(B) | N
B
r (a) ∈ t}|),
then A ≡ϕ B. In particular, L ≤ FO(Dk)k∈K.
The theorem is, in a way, a generalization of Hanf’s theorem that combines both
game-based notions of locality [ABL04] and threshold Hanf-locality used for example
in [FSV95]. The theorem is not true even for FO(Dk)k∈K without the restriction to
trees.
Fix a ﬁnite set Φ of formulas and let r, m and k ∈ K be integers such that
A∼r+1,m,k A′ implies A ≡Φ A
′.
To simplify notations, let C(A) = C∼r+1,m,k(A). We show that if l and k′ ∈ K
are big enough cutl,k′(C(A)) = cutl,k′(C(A
′)) implies A ≡Φ A
′. (Also m has to be
increased.)
Our next goal is to ﬁnd when a given vector c ∈ NTr+1,m,k has a realization, i.e.,
a structure A such that C(A) = c. A necessary condition for this is clearly that for
every occurrence of some type, there are also elements that realize the types of its
children. We formalize next this idea.
In what follows, we use c ≤ c′ for vectors to mean that c(t) ≤ c′(t) for all t, and
c < c′ for c ≤ c′ and c = c′. Also supp c = {t ∈ Tr,m,k | c(t) = 0}.
Let u : Tr+1,m,k → Tr,m,k be the unique function such that if an element realizes
a Tr+1,m,k-type t, then it realizes Tr,m,k-type u(t). Let v : Tr+1,m,k → N
Tr,m,k be a
function such that v(t)(t′) tells how many children of a realization of Tr+1,m,k-type
t realize the Tr,m,k-type t
′, i.e., (A, a/x) ∈ t implies v(t)(t′) = cutm,k(G
A
r,m,k(a)(t
′)).
Let H be a Z-homomorphism : ZTr+1,m,k → ZTr,m,k :
H(c) =
∑
t∈Tr+1,m,k
(χu(t) − v(t))c(t),
where χt ∈ N
Tr,m,k is the characteristic function of the singleton {t}. For a given c,
H(c) tells the number of realizations of each Tr,m,k-type minus the number of Tr,m,k
-types needed to realize all Tr+1,m,k -types. Hence it is required that H(c) ≥ 0 for c
to be realizable.
If H(c)(t) > 0 and t is not the type of the root, then if we can realize c, some
element of the realization must have more children of type t than is necessary to
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realize the element. Let F (c) =
⋃
t∈supp (c){t
′ ∈ Tr,m,k | v(t)(t
′) ≥ m}. If c can be
realized, H(c)(t) > 0 implies t ∈ F (c) or that t is the type of the root.
We next consider how to add new elements to trees. We call c ∈ NTr+1,m,k minimal
if c > 0, H(c) ≥ 0 and if c′ ∈ NTr+1,m,k is another vector such that c ≥ c′ > 0 and
H(c) ≥ H(c′) ≥ 0, then c′ = c.
Lemma 7.17. If c ∈ NTr+1,m,k is minimal H(c) = 0 or H(c) = χt for some t ∈
Tr,m,k.
Proof. Suppose that c ∈ NTr+1,m,k is a counterexample. Choose some element a ∈
supp H(c). We deﬁne a sequence c0, . . . , cj such that c0 = c, ci > ci+1 > 0 for all
i < j and H(cj) = χa.
If ci has been deﬁned, let t ∈ supp ci be an element such that u(t) ∈ supp (H(ci)−
χa) and put ci+1 = ci−χt. Then ci > ci+1 > 0 and H(ci+1) = H(ci)−χu(t) + v(t) ≥
χa.
Now the element cj contradicts the minimality of c. 
We construct for every minimal element c ∈ NTr+1,m,k a τ -structure Dc. These
structures will be building blocks we attach to trees when pumping new elements
to them. The universe of the structure, Dom(Dc), has cardinality
∑
t∈Tr+1,m,k
c(t).
We assign to every element a ∈ Dom(Dc) a type t
c
a ∈ Tr+1,m,k such that for every
t ∈ Tr+1,m,k, |{a ∈ Dom(Dc) | t
c
a = t}| = c(t). We deﬁne the unary relations of τ so
that every element a ∈ Dom(Dc) is in the same relations as if a were a realization
of tca.
Relation EDc is deﬁned so that a is connected to exactly v(tca)(t) many elements
b with u(tb) = t and there is at most one element connected to each element. Self-
loops are allowed. The existence of the relation follows from H(c) ≥ 0.
In this way, we have constructed a structure that realizes c, but is not necessarily
a tree. The structure is connected because if it were not, the types realized by
one of its components would contradict the minimality of c. If H(c) = 0, then the
structure contains one cycle, otherwise H(c) = χt and Dc is a tree whose root has
type t.
If Dc is a tree, let qc be its root. Otherwise, choose qc to be one of the elements
on its cycle. In that case, let q′c be the predecessor of qc, i.e., (q
′
c, qc) ∈ E
Dc .
Let A be a tree, a ∈ Dom(A)\{rA} and c still a minimal vector. We deﬁne a new
structure A′ = I(A, c, a) in the following way: The universe of A′ is disjoint union
of the sets Dom(A) and Dom(Dc) and the unary relations are also deﬁned as unions
of respective relations on A and Dc. Let a
′ be the predecessor of a. If H(c) = 0,
put
EA
′
= EA ∪ EDc ∪ {(a′, qc)}.
If H(c) = 0, put
EA
′
= (EA ∪ EDc ∪ {(a′, qc), (q
′
c, a)}) \ {(a
′, a), (q′c, qc)}.
Let I1(A, c, a) = I(A, c, a) and In+1(A, c, a) = I(In(A, c, a), c, a).
88
Lemma 7.18. If k|n, (A, a/x) ∈ tqc and in the case H(c) = 0, a
′ has at least m
children of type tqc, then C(In(A, c, a)) = C(A) + nc.
Proof. First thing to note is that In(A, c, a) is always a tree. The lemma is proved
showing by induction on r′ ≤ r + 1 that ∼r′,m,k -type of every element in Dom(A)
is preserved and if y is an element in Dom(Dc) and y
′ is corresponding element in
some copy of Dc, then ∼r′,m,k -type of y
′ is ty. For r
′ = 0, the only thing to check
out is that unary relations are deﬁned properly. The induction step is clear for
elements in Dom(A) \ {a′}. If H(c) = 0, ∼r′,m,k -type of a
′ is preserved, because
(In(A, c, a), qc/x) ∼r′,m,k (A, a/x). Preservation of the types of other elements fol-
lows similarly. If H(c) = 0, type of x′ is preserved, because it already has m children
of the type of ac and we add n new elements, where k|n. 
If supp c ⊆ supp C(A) and supp H(c) ⊆ F (C(A)) we always ﬁnd an element a
satisfying the conditions of the lemma. So we may drop the parameter a, In(A, c) =
In(A, c, a). The next lemma allows us to pump elements to trees while keeping them
Φ-equivalent.
Lemma 7.19. There are l0 ∈ N and k
′ ∈ K, k|k′, k′|l0, such that if supp c ⊆
supp C(A) and supp H(c) ⊆ F (C(A)), then Il0(A, c) ≡Φ Il0+k′(A, c).
Proof. If H(c) = 0, this follows from Lemma 7.10 when we apply it to the structure
Il0+k′(A, c, x). We choose x to be a in the lemma and Y the set of all children of x
not belonging to Dom(A).
If H(c) = 0, we use the fact that L is uniformly K, gτ,S-periodic. The structures
In(A, c) can be divided to two parts where one contains the elements in Dom(A)
and another is interpretable in gτ,S(n, S(Dc, S)). Using uniform reduction, we can
ﬁnd l0 and k
′ ∈ K such that Il′(A, c) ≡Φ Il′+k′(A, c) for all l
′ ≥ l0. 
We proved the lemmas assuming that c is minimal. If c is not minimal, but c ≥ 0
and H(c) ≥ 0, it can be written as a sum of minimal elements. We then notice that
by applying the lemmas for every term of the sum, we get the results also in the
general case.
Lemma 7.20. If A is a ﬁnite set and B ⊆ NA is an arbitrary subset it has a ﬁnite
number of minimal elements.
Proof. Suppose that B has an inﬁnite set of minimal elements M . Let < be an
arbitrary linear order on M . For each pair (a, b) ∈ M2 such that a < b, assign
a color {i ∈ A | a(i) > b(i)}. The color is never ∅ because all elements in M are
minimal. By Ramsey’s theory, there is an inﬁnite sequence of elements a0 < a1 < · · ·
such that B = {i ∈ A | aj(i) > aj+1(i)} does not depend on j. But if i ∈ B,
a0(i) > a1(i) > · · · is a strictly decreasing inﬁnite sequence of natural numbers,
that is a contradiction. 
Now we obtain necessary and suﬃcient conditions for c to be realizable. We use
abbreviations a ≡ b (mod k) and k|a for vectors a and b to mean that vectors are
componentwise equal modulo k or k divides every component of the vector.
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Lemma 7.21. There is a ﬁnite set V ⊆ NTr,m,k such that for every c ∈ NTr+1,m,k :
There is a tree A such that C(A) = c if and only if there exists x ∈ V such that
x ≤ c, x ≡ c (mod k), supp x = supp c, H(c− x) ≥ 0 and supp H(c− x) ⊆ F (x).
Proof. For every c ∈ NTr,m,k , let Mc be the set of all trees A such that supp C(A) =
supp c and C(A) ≡ c (mod k). Let Vc be the set of elements x ∈ N
Tr+1,m,k such
that (x,H(x)) is a minimal element in the set {(C(A), H(C(A))) | A ∈ Mc}. By
the previous lemma each set Vc is ﬁnite. Because Mc depends only on supp c and c
modulo k the union V =
⋃
c∈N
Tr,m,k Vc is also ﬁnite.
Assume A is a tree and c = C(A). Let x ∈ Vc ⊆ V be an element such that
x ≤ c and H(x) ≤ H(c). This is possible, because Vc contains all minimal elements
realizable on some structure in Mc and c ∈ Mc. Now the ﬁrst four conditions are
satisﬁed. Because c and x are realizable, supp H(c) ⊆ F (c) and supp H(x) ⊆ F (x).
F (x) depends only on supp x so F (c) = F (x). Thus supp H(c− x) ⊆ supp H(c) ∪
supp H(x) ⊆ F (x).
Assume then that c satisﬁes all conditions of the lemma. Let x ∈ V be as in the
condition. Because all elements in V are realizable, we ﬁnd a structure A0 such that
x = C(A0). Let b =
c−x
k
. We know that b ≥ 0, H(b) ≥ 0, supp b ⊆ supp C(A) and
supp H(b) ⊆ F (x). Thus C(Ik(A0, b)) = c. 
Lemma 7.22. There is l1 ∈ N such that if
cutl1,k′(C(A)) = cutl1,k′(C(A
′)),
cutl1,k′(H(C(A)))) = cutl1,k′(H(C(A
′))),
C(A) ≤ C(A′) and H(C(A)) ≤ H(C(A′)), then A ≡Φ A
′.
Proof. If X ⊆ NI , denote ||X|| = max{xi | x ∈ X, i ∈ I}. Let M be the set of
all minimal c ∈ NTr+1,m,k . We put l1 = ||V || + l0||M ||. (Note that if x ∈ V then
(H(x))t ≤ ||V ||.) Because every c ∈ N
Tr+1,m,k was a sum of minimal elements, we can
assume without loss of generality that b = C(A
′)−C(A)
k′
is minimal. Let x ∈ V be any
element satisfying the conditions of the previous lemma with C(A). If t ∈ supp b,
C(A)(t) ≥ l1. Hence c = C(A)− l0b ≥ x also satisﬁes the conditions of the previous
lemma and there is a tree A′′ such that C(A′′) = c. This gives
A ≡Φ Il0(A
′′, b) ≡Φ Il0+k′(A
′′, b) ≡Φ A
′.

Now the last obstacle is to prove the equivalence also in the case where C(A) and
C(A′) are incomparable. This is done by ﬁnding a new tree A′′ bigger then A or A′
such that we can use the previous lemma to prove equivalences A ≡Φ A
′′ ≡Φ A
′.
If we can ﬁnd e ≥ 0, H(e) ≥ 0 such that supp (C(A) − C(A′)) ⊆ supp e,
supp H(C(A) − C(A′)) ⊆ supp H(e), but t ∈ supp e ⇒ min{C(A)(t), C(A′)(t)} ≥
l1 and t ∈ supp H(e) ⇒ min{H(C(A))(t), H(C(A
′))(t)} ≥ l1 then A
′′ = Ink′(A, e)
will be suitable when n is chosen large enough.
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Lemma 7.23. Let A be a ﬁnite set and B ⊆ ZA a submodule. Then there is
α ≥ 1 such that if a ∈ B and a ≥ 0, M/m > α, X = {x ∈ A | a(x) ≥ M} and
A \X = {x ∈ A | a(x) ≤ m} there is e ∈ B, e ≥ 0, such that X = supp (e).
Proof. Let I ⊆ A be an arbitrary subset. The projection pI : Z
A → ZI maps
submodule B to submodule B′ ⊆ ZI .
This is a free module, because it is a submodule of ZI . Therefore it has a basis
B. Let b : B → ZA such that pI ◦ b = idB. We can extend this map to linear map
qI : Z
I → ZA such that pI ◦ qI = idZI .
Let α = max{‖qI‖∞ : I ⊆ A} and suppose a, X, M and m are as in the
lemma. Let I = A \X. Let e = a− qI(pI(a)). Because pI(e) = pI(a− qI(pI(a))) =
pI(a) − pI(a) = 0, supp e ⊆ X. Because ‖pI(a)‖∞ ≤ m, ‖qI(pI(a))‖∞ ≤ αm < M
and X ⊆ supp e. 
Apply the lemma for the submodule {(c,H(c)) | c ∈ ZTr+1,m,k} ⊆ Z
Tr+1,m,k ×
ZTr,m,k . Then put l = l1α
|Tr+1,m,k|+|Tr,m,k|. Suppose cutl,k′(C(A)) = cutl,k′(C(A
′))
and cutl,k′(H(C(A)))) = cutl,k′(H(C(A
′))). Then we can ﬁnd m and M such that
l1 ≤ m ≤ αm < M ≤ l and each C(A)(t) and H(C(A))(t) is either greater than M
or smaller than m. The lemma gives then e with desired properties. Thus we have
proved:
Lemma 7.24. There is l ∈ N such that if cutl,k′(C(A)) = cutl,k′(C(A
′)) and
cutl,k′(H(C(A)))) = cutl,k′(H(C(A
′))), then A ≡Φ A
′. 
Now by increasing m we can also drop the second condition. Let m′ = l+m+ k′
and suppose cutl,k′(C
∼r+1,m′,k(A)) = cutl,k′(C
∼r+1,m′,k(A′)). Clearly cutl,k′(C(A)) =
cutl,k′(C(A
′)). If H(C(A))(t) = H(C(A′))(t) for some t ∈ Tr+1,m,k there is an exten-
sion of t, t′ ∈ Tr+1,m′,k, such that H(C
∼r+1,m′,k(A))(t′) = H(C∼r+1,m′,k(A′))(t′) and
hence t′ ∈ F (C∼r+1,m′,k(A)). This means that some element of A has at least m′ chil-
dren realizing t′. Thus H(C(A)) ≥ m′−m−k′ = l. H(C(A)) ≡ H(C(A′)) (mod k′)
follows from the fact C(A) ≡ C(A′) (mod k′) and linearity of H.
In this way, we get Lemma 7.24 into the form of Theorem 7.16, where additionally
r-level subtrees are replaced by neighborhoods of radius r.
7.4. Trees and FO<(Dk). As a corollary of Theorem 7.16 and propositions we
showed in Section 6, we get now:
Corollary 7.25. If K contains only odd integers, FO<(Dk)k∈K ≡ FO(Dk)k∈PFC(K)
on trees.
By Proposition 6.22, query EvenP is deﬁnable in FO<(D2). The corollary does
not hold, if K contains even integers, because of the following proposition and
Gaifman-locality of FO(Dk)k∈Z+ .
Proposition 7.26. Logic FO(EvenP) is not Gaifman-local on trees.
Proof. The example used in the proof of Proposition 6.23 is a tree, if we add an edge
between elements (0, 0) and (0, 1) in An and remove the edge in the interpretation.

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It seems, however, conceivable that EvenP is the only new thing expressible in
the order-invariant logic with D2.
Conjecture 7.27. If K contains even integers, then
FO<(Dk)k∈K ≡ FO(EvenP, Dk)k∈PFC(K)
on trees.
If one tries to prove the conjecture using the same proof structure as used here, the
ﬁrst question is, what is the right replacement of Hanf-locality in this case. Because
alternating Gaifman-locality allows cycling three up to some level isomorphic and
disjoint subtrees, one possibility would call trees alternatingly Hanf-local, if the
bijection between trees can be composed from alternating permutations of up to
some level isomorphic subtrees.
This seems to work well with diﬀerent pumping constructions used in the proof,
but showing an analogue of Lemma 7.2 is not trivial. Every alternating permutation
can be composed from 3-cycles, but the problem is how to order the cycles so that
when applying the cycle, subtrees of the elements do not intersect.
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