One of the oldest and most durable propositions in economics is that an increase or decrease) in a country's nominal money stock will cause an expansion (a contraction) in its aggregate nominal Income. Although this proposi tion is often associated with the quantity theory of money and with monetarism, it also emerges from most Keynesian macro models. Indeed, while economists may disagree with one another on how stable or consistent is the response of nominal aggregate income to changes in the money stock, it appears that few, if any, would argue that nominal national income is not affected by changes in the money stock (at least in freemarket economies).
I. Introduction
One of the oldest and most durable propositions in economics is that an increase <a decrease) in a country's nominal money stock will cause an expan sion (a contraction) in its aggregate nominal Income. Although this proposi tion is often associated with the quantity theory of money and with monetarism, it also emerges from most Keynesian macro models. Indeed, while economists may disagree with one another on how stable or consistent is the response of nominal aggregate income to changes in the money stock, it appears that few, if any, would argue that nominal national income is not affected by changes in the money stock (at least in free-market economies).
In recent years, some economists have fit regressions of nominal aggregate income on current and lagged values of the nominal money stock and other variables. (See, for exan^le, Andersen and Jordan [1] and Keran [11] .) The purpose of this research has been to test the strength of the impact of money stock changes on income and also to obtain estimates of the pattern of response of nominal aggregate income to changes in the money stock. In general, the results of these regressions have been consistent with the hypotheses that changes in the money stock affect nominal income with a short lag and that fluctuations in the money stock account for a large portion of the variance in nominal income. This dispute is of great practical importance. Even though we have sound theoretical reasons for expecting money to affect income, if we regress income on current and past values of money we will obtain biased estimates of how money affects Income unless the money stock was exogenous relative to income in the sair5>le period. If money was not exogenous relative to income in the sample period and if the regression results are used by policy makers in a subsequent period, the results of policy actions are likely to turn out to be much different than was expected.
In a recent paper, Sims [14] presented a regression method for testing "the direction of causation in the sense of Granger" among time series.
Furthermore, he applied his test method to quarterly U.S. nominal GNF and ironey stock data of the 1947-1969 period and obtained results which are con sistent with the hypothesis that money causes income without any feedback from income to money.
Sims' paper stimulated other economists to test the direction of causa tion between money and aggregate income in the United States--e.g., DyReyes [5] and Feige and Pearce [6] -and in other countries as well--e.g., Barth and Bennett [2] in Canada, DyReyes [5] in Canada and Japan, Gebauer [8] in Germany, and Williams, Goodhart, and Gowland [15] in the United Kingdom. Sims' exact regression procedure was used by Barth and Bennett and by Gebauer, while modified versions of Sims' procedure were applied in the DyReyes and WilliamsGoodhart-Gowland studies, and Feige and Pearce eiiq>loyed a residual cross-correla^tion procedure. In general, the results of these studies are not in line with
Sims' findings for the United States in that they do not support the hypoth esis of unidirectional causality running from money to income.
Our purpose in undertaking this study was to test for the direction of causation between money and /aggregate income in all the developed market economies for which we could obtain quarterly data series of more than ten years in length. There were six such countries: Australia, Canada, Germany, Japan, the United Kingdom, and the United States. We also wanted to obtain some empirical evidence on whether different test procedures applied to the same data might yield conflicting results. Consequently, we used three test procedures: Sims' exact regression procedure, a modified version of Sims'
regression procedure, and a residual cross-correlation test method developed by Haugh [10] .
Section II contains a discussion of causation in the sense of Granger.
Sims' test method is explained in Section III, and Haugh's test is explained in Section IV. Section V contains our empirical results.
II. Granger's Conception of Causality
Granger's [9] 
Our process is now such that m is exogenous relative to y (i.e., is indepen dent of for all s 0) and there is unidirectional causation from m to y. Sims has given a Hllbert-space rationale for his test method. However, an understanding of his test method can be obtained from an examination of the stochastic-process models presented above. Consider the model described by equations (la) and (lb) in which there is bidirectional causation between y and m. Using data generated by this process, if we were to regress y^. on 
Regression Equations
Outcome of F-test Sims' test method can be fooled, however. To see this, consider the following stochastic-process model:
where a Is a sealer. This model differs from that described by equations (2a) and ( Here we have a case in which m is not exogenous relative to y (i.e.,
is not independent of the disturbance term in equation (3a)) and yet Sims' test would indicate that it is exogenous. The failure of the test is due to any seasonal variation remaining in the dependent variable is deterministic.
We chose instead to allow for stochastic seasonal variance in the modeling of the regression error structures and, thus, to remove seasonal variation from the dependent variables with appropriate filters.
IV. Haugh's Univariate Residual
Cross-Correlation Test Method
Haugh's [10] univariate residual cross-correlation test method was devel oped for use in investigating independence between covariance-stationary time series. However, it has been used by Feige and Pearce [6] and also by Pierce [12] evidence of contemporaneous causality, we cannot ascertain from the data whether this causality is in one direction or the other or in both directions. Table 2 
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The data which was used in this study were obtained from the central banks of the six countries in questionM^(See Table 3 .) The money stock of 12/ each country was defined to consist of currency plus demand deposits.-Nominal GNP was used as the measure of aggregate income in Canada, Germany, Japan, and the United States. For Australia and the United Kingdom, we used
The data of all the countries except Australia were seasonally adjusted at the source. We did obtain seasonally adjusted series for Australia, but they were so much shorter than the unadjusted series that we elected to use the unadjusted data. For Sims' test (but not for Haugh's test) we seasonally adjusted the Australian data with the Census X-11 procedure.
A.
The Results of Sims' Test
Henceforth, Sims' test with his procedure will be referred to as""Test I" while Sims' test with the alternative procedure will be referred to as "Test II". Table 4 shows the filters which were used with Test II. Table 5 Note: SA is "seasonally adjusted"; NSA is "not seasonally adjusted". Note: *** indicates significance at the .01 level, ** at the .05 level, and * at the .10 level. Note: *** indicates significance at the .01 level, ** at the .05 level, and * at the .10 level. Note: *** indicates significance at the .01 level, ** at the .05 level, and * at the .10 level. Note: *** Indicates significance at the .01 level, ** at the .05 level, and * at the ,10 level. Note: *** indicates significance at the .01 level, ** at the .05 level, and * at the .10 level. Japan. Test I results suggest that money and Income are independent, but the Durbln-Watson coefficients for these regressions are quite large (that for the regression of income on money is greater than 3.0).
Test II results are consistent with the h3rpothesis that income causes money and they are also consistent at the . ARIMA models and the procedure for fitting them are fully explained in Box and Jenkins [3] . Hence, here we present only a brief description. The univariate autoregressive representation of stochastic process y was F(B)y^-
The ARIMA model of equation (8) In order to estimate the ARIMA n^del of equation (8) The ARIMA models which we estimated from logarithmic income and money stock data series of each country are shown in Table 12 hypotheses of causal relationships between income and money. Table 13 presents the calculated values of these residual cross correlations, the rj«^(k) , for k ranging from 8 to -8. The enq)irical results for Germany are rather puzzling in that they indicate a lack of any relationship between money and income. Perhaps the anawer to this puzzle is that the German economy is so open with respect to other western European countries that we should have tested the direction of causation between the nominal money stock and nominal aggregate income in all of western Europe (or at least the common market countries) as a whole.
8. The adequacy of the estimated error models was diagnostically checked by examining the san^le autocorrelation function of the residuals of the ** estimated error models.
9. The error structure of the last type is a multiplicative seasonal autoregressive model which is estimated by nonlinear least squares to take account of the restriction on the coefficient of B^e^. 10 . This amounts to assuming that the structure of the regression disturbances are the same whether or not the future values of the right-hand variable are included in the regression.
11. When we first began our research, we used data supplied by the Inter national Monetary Fund. However, when we received the same type of data from the different central banks, we realized that a discrepancy existed between the IMF and central bank data. In some cases, the » discrepancy was very large.
12. Williams, Goodhart, and Gowland of the Bank of England graciously provided us with the data which they used in their recent article.
Hence, the money stock data which we used for the United Kingdom is what Williams, Goodhart, and Gowland [14] describe as "narrow money". 14. Under the null hypothesis of serial independence, the standard deviation 15. There is no unique ARIMA model representation of any given time series Therefore, alternative ARIMA models were fitted to each time series.
The final model choice was based on the "principal of parsimony", minimum estimated standard errors of the residuals, and significant of the model parameters at the .05 level of confidence.
