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Стохастические модели и методы в экономическом планировании.
Е р м о л ь е в Ю. м.. Я с т р е м с к и й А. И. Наука. Главная
редакция Физико-математической литературы, м., 1979.
в книге рассмотрены проблемы применения математических мо·
делей в экономическом планировании в условиях неполной информа·
ции. Неполнота информации в экономическом планировании имеет
место при случайности спроса и потребления продукции, при влия­
нии на некоторые отрасли материального производства ПОГОдlIЫХ
условий, в задачах перспективного планирования. Последовательный
подход к математическому описанию явлений подобного рода необ·
ходимо приводит к использованию стохастических моделей, которые
являются весьма своеобразным и специфическим объектом матема­
гического программирования. В книге развиваются методы количест­
венного и качественного анализа стохастических моделей экономики
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к настоящему времени хорошо изучены моде­
ли оптимального планирования, параметры кото··
рых являются детерминированными величинами.
К этому классу, в частности, относятся модели
линейного, нелинейного, дискретного, динамическо­
го программирования. В практическом отношении
это означает, что плановые расчеты должны ба­
зироваться на строго определенных показателях
затрат, выпуска, потребления и т. п. В то же вре­
мя, особенно в перспективном планировании, весь­
ма сложно, а порой невозможно указать точные
значения этих ПОI,азателей; их фактические зна­
чения могут существенно отличаться от тех, кото­
рые берутся за основу в практике планирования,
могут иметь раз б р о с в о к р у г а н а л н з и­
р у е м ы х 3 Н а ч е н и й. Это обстоятельство мо­
жет привести к существенным ошибкам при при­
нятии плановых решений.
Одним из способов учета недетерминированно­
го характера исходной информации является при­
менение моделей и методов стохастического прог­
раммирования.
Основная цель развития стохастических моде­
лей и методов оптимального планирования (мо­
делей и методов стохастического программирова­
НИЯ) состоит в учете всего диапазона возможных
значений параметров изучаемых процессов, в учете
вероятностного характера I1I1формации, которая по­
ступает в плановый орган. ПРИЧИНЫ вероятно-
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стного характера исходной информации для эко­
номико-математических моделей известны: на­
личие случайных ошибок при прогнозе на перс­
пективу, особенно при быстрых темпах научно­
технического прогресса; случайность спроса;
влияние погодных условий на некоторые отрасли
материального производства и т. д. Изучение, а
также практическое использование стохастических
моделей позволят не только повысить научную обо­
CHOBaHHOCT~ точность и помехоустойчивость плано­
вых расчетов, но также и поставить ряд интересных
задач, решение которых (пусть даже грубо) в рам·
ках детерминированных моделей принципиально
невозможно.
Следует отметить, что в практике планирова­
ния часто требуются ДОПО.llНительные пояснения
того, как появляются вероятности. Хотя исчисле­
ние вероятностей не требует изменений, тем не
менее классической, частотной интерпретации ве­
роятностей, как правило, недостаточно. Ситуации
здесь во многом напоминают те, с которыми при­
ходится сталкиваться в теории статистических
решений при определении априорных законов
распределения. В перспективном планировании
может оказаться необходимым характеризовать
вероятностями величины, которые наблюдаются
только один раз, например, затраты на уникаль­
ное изделие, возможность конфликта в заданном
районе земного шара. По всей видимости, для
практики технико-экономического планирования
может оказаться вполне достаточным тот способ
задания вероятностей, который при меняется в
сетевом планировании. События, происходящие
только один раз, например, момент планируемого
окончания строительства моста через реку, явля,
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ется случайной величиной, значения которой опре­
деляются путем опроса экспертов, каждый из ко­
торых дает три оценки продолжительности - оп­
тимистическую, пессимистическую и наиболее ве­
роятную. Получаемый в результате этого «разб­
рос» оценок позволяет сформировать определен­
ный закон распределения. Если событие носит
сложный характер, а его продолжительность оп­
ределяется продолжительностью элементарных со­
бытий, по которым могут высказываться группы
экспертов различных специальностей, то строятся
сети составляющих его элементарных событий,
каждому из которых приписывается продолжи­
тельность путем опроса соответствующей группы
экспертов. И хотя при этом аналитически найти
распределение интересующей случайной величины
практически невозможно, сетевая модель позво­
ляет наблюдать (с помощью ЭВМ) отдельные
реализации этой величины. Продолжительность
сложного события часто можно интерпретировать
как длину кратчайшего пути в некотором стохас­
тическом графе. Наблюдая длины отдельных дуг
(продолжительность элементарных событий),
можно определять реализации значений кратчай­
шего пути. Аналогично имитационные модели се­
тевого типа могут быть созданы для наблюдения
случайных реализаций таких показателей, как
затраты на разработку уникального изделия,
спрос на продукцию и т. п.
Численные методы оптимизации вероятностных
систем, которые обсуждаются в данной моногра­
фии, не требуют знания законов распределения
случайных параметров; для их применения доста­
точно иметь имитационные модели, позволяющие
наблюдать, значения случайных параметров.
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Плодотворное использование в практических
расчетах и теоретических исследованиях любого
нового класса моделей (В том числе и стохастиче­
ских), если они более адекватно отображают эко­
номическую действительность по сравнению с уже
существуюшими классами моделей, возможно
лишь при наличии взаимосвязанных факторов­
эффективных методов решения и широкой развет­
вленной системы методов качественного анализа
данного класса моделей.
При практическом использовании моделей,
безусловно, главным является наличие хорошо
алгоритмизируемых вычислительных методов, поз­
воляющих за приемлемое время найти оптималь­
ное решение задачи. Кроме того, сам вычисли­
тельный процесс зачастую имеет довольно проз­
рачную экономическую интерпретацию и может
служить моделью р е а л ь н ы х про Ц е с с о в,
происходящих в экономике, поэтому его теорети­
ческий анализ позволяет изучать закономерности
формирования оптимального состояния в изучае­
мой экономической системе.
Необходимо отметить, что большинство прак­
тически интересных моделей стохастического прог­
раммирования обладает рядом особенностей, ко­
торые не позволяют применять к ним традицион­
ные численные методы нелинейного программиро­
вания. К этим особенностям прежде всего следует
отнести недифференцируемость функций цели и
ограничений, а также практическую невозмож­
ность точного вычисления значений этих функций,
их производных или аналогов производных. В
последние годы интенсивно развивались прямые
численные методы стохастического программиро­
вания, с помощью которых стало возможным ре-
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шение подобных задач. Общие схемы некоторых
из этих методов обсуждаются во второй главе.
В третьей главе они применяются к стохастичес­
ким задачам складирования и размещения про­
изводства.
При теоретическом исследовании экономиче­
ских систем с помощью математических моделей
центр тяжести ложится на методы качественного
анализа. Разнообразные признаки оптимальности,
изучение вопросов устойчивости позволяют сделать
ценные выводы по ряду актуальных проблем эко­
номической теории, не прибегая к численным рас­
четам. Помимо этого, знание качественных свойств
экономико-математической модели является су­
щественным подспорьем при ее практической реа­
лизации. С помощью качественного исследования
модели удается глубже проанализировать струк­
туру оптимального плана, установить нормативы
эффективности ресурсов, пересмотреть требования
к точности той или иной группы параметров и в
последующих расчетах учесть эти требования,
полностью или частично элиминировать действие
неучтенных факторов и т. д. Эти вопросы обсуж­
даются подробно в главе IV.
В главах IV-VI дается экономическая интер­
претация соотношений двойственности для стохас­
тического программирования, обсуждаются ка­
чественно новые по сравнению с детерминирован­
ными моделями эффекты, следующие из этих
соотношений, доказываются некоторые маргиналь­
ные теоремы для многоэтапных задач стохастиче­
ского программирования, применяются условия
оптимальности и соотношения двойственности для
анализа стохастических задач динамической и
межотраслевых моделей. Глава УН посвящена
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обоснова нию стохастического диалогового метода
оптимизации в случае, когда отношение предпоч­
тения субъекта планирования задается с ПОМОLЦью
бинарного отношения.
Следует отметить, что данная монография тес­
но примыкает к монографии ю. М. Ермольева [2],
в которой можно найти обоснование рассматри­
ваемых здесь на достаточно элементарном уровне
численных методов. В данной монографии авторы
ставили перед собой цель более подробно очер­
тить ситуации, в которых каждый из методов
применим. Отметим также, что поскольку пред­
метом монографии являются вопросы, НОСЯLЦие
прикладной характер, то наряду со строгим обос­
нованием принципиальных моментов в ней можно
обнаружить рассуждения на эвристическом уров­
не, редко в деталях обсуждаются вопросы суще­
ствования (предполагается, что все достаточные
условия для этого выполняются).
Монография может быть полезна как для на­
учных работников и специалистов, занимаюLЦИХ­
ся исследованием операций и его приложениями,
так и для аспирантов, студентов старших курсов,
специализирующихся по экономической киберне­






§ 1. Учет случайного разброса пара метров моделей
линейного программирования
1. В настоящее время в практике планирования на
сснове математических методов наибольшее распростране­
ние получили детерминированные модели линейного про­
граммирования. В общем виде они сводятся к максимиза­







~ аиХ}+ Ь ;> О
j=l
Xj> О (j = 1, n),
или, в векторно-матричной форме,
(а, Х) -+ шах,
Ах+ Ь> О, Х> О.
Выше приняты следующие обозначения: аи (i = О, т; j =
= [п) - удельный выпуск (если аи> О) или удельные
затраты (если ajj < О) i-ro ингредиента j-M технологичес­
ким способом; Ь ; - количество ингредиента i, которым
располагает экономическая система (если bi > О) или коли­
чество i-ro ингредиента, которое система должна выдать
вовне (Е'сли Ь; < О); Х} - интенсивность j-fО технологичес­
кого способа; Ь = (b1, .•• ,Ьт); а = (ао!, ... ,аоn); А =
= {аU} i=t:m; j=l-:n· Под ингредиентом понимается вид веще·
ства или энергии, находящийся в экономическом обороте.
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Важнейшим предположением, которое неявно содержит­
ся в модели линейного программирования, является предпо­
ложение о детерминированном характере параметров
аи (i = О, т; j = -гn) и bi (i = 1, т). Это равносильно то­
му, что плановый орган располагает абсолютно точной нн­
формацией о неуправляемых параметрах модели. Пред­
положение о детерминированности неуправляемых пара­
метров является довольно оправданным допущением при
планировании на небольшие интервалы времени, в течение
которых основные характеристики системы существенно не
изменяются и их можно достаточно точно оценить. При дол­
госрочном и перспективном планировании неизбежны слу­
чайные ошибки. Ошибки прогнозирования ПОЗВОЛяют полу­
чить только области возможных значений параметров
моделей: новые технологические способы, спрос, за­
пасы полезных ископаемых, урожайность, удельные за­
траты и выпуск. Игнорирование случайного характера не­
управляемых параметров может повлечь за собой грубые
ошибки при принятии плановых решений. Л. В. Канторо­
вич [2] отмечает, чтс' нормативы затрат в способах, в особен­
ности при прогнозах на будущие годы, данные о ресурсах,
в частности, о природных, расчетная потребность и спрос
на будущие годы представляют собой в действительности
стохастические величины, I1звестные нам лишь с той или
иной вероятностью. Поэтому задача построения оптималь­
ного плана также должна рассматриваться I<aK задача сто­
хастического программирования. Помимо осложнения про­
цесса решения это обстоятельство сказывается качествен­
ным образом на оценке эффективности решений и на цено­
образовании.
В моделях стохастического программирования Пау а­
метры Qij. Ь, рассматриваются как случайные величины.
В общем случае они могут быть зависимыми случайными
величинами, поэтому удобно говорить, что аи' Ь; являются
функциями случайных параметров в или, более общо, функ­
циями элементарного события е вероятностногопростран­
Ства (8, :Т, р); при этом е не обязательно является чис­
лом. Здесь 8 - мно.У.ество элементарных событий; у­
множество событий (система подмножеств 6), на которых
определена вероятность Р. Считается, что класс событий 5"
образует о-алгебру событий, т. е. содержит достоверное
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событие (множество 8), невозможное событие (множество
0), замкнут относительно счетных операций объединения,
пересечения и отрицания. Часто е назьшают \:остоянием
природы. Указание зависимости аи, Ь , от е позволяет
учесть LJ моделях оптимального планирования неточность
прогнозов, случайный характер параметров.
2. Наряду с зависимостью от е величины а,) часто зави­












интенсивностей Х=(Х1 , •.. хn)' причем довольно часто можно
считать, что аu зависит только от Xj, т. е. aiJ = aij (Xj, 8).
На рис. 1 приведен типичный график изменения удельных
затрат аu от Х j. Он характеризует снижение затрат на еди­
ницу выпускаемойпродукции.Точки разрыва соответствуют
максимальным объемам производства, на которые способна
данная производственная система без ее перестройки при
постоянной технической оснащенности. Если выпуск пре­
вышает значения хО, х1 , х2 , ... , ТО производство требует
модернизации. Общие затраты довольно точно аппрокси­
мируются кусочно линейными, разрывными функциями вида,
изображенного на рис. 2. Разрывы в точках ха, х1 , х2 , ... свя­
заны с дополнительнымизатратами на условно-постоянные
расходы. Если они невелики по сравнению с общими затра­
тами, ими можно пренебречь и тогда общие затраты явля·
ются непрерывнойкусочно линейной функцией от масштабэ.
производства.
Таким образом, линейные модели, в которых аu, Ь,
считаются постоянными и независимыми от Xj, имеют смысл,
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если интеНСИВНО~1И остаются в интервалах (хО, х 1 ], (хl , x21,
и т. д. ТОТ случай, когда QiJ зависят от Х, но не зависят от
8, приводит К моделям нелинейного программирования.
Оановная цель стохастического программирования - учет
влияния 8 на неконтролируемые параметры.
3. Пусть аи = ан (8), Ь; = Ь; (8) (i = О, т; j = ~).
В каком смысле следует тогд.а понимать запись, которая
получается формально, если в модели (1.1) - (1.3) указать
зависимость ан и bi от 8:
n




~ ан (8) Xj + bj (8) > О
/=1
(i = 1, т), (1.5)
Xj>O и=1,п), (1.6)
где QiJ (8), Ь; (8) - случайные величины? Любой фиксиро­
ванный вектор Х = (ХI, ... , Хn ) при одних значениях 8
может УДОDлетворять ограничениям (1.4) - (1.6), а при
других 8 - нет. В таком случае нетривиальным оказывает­
ся даже вопрос О том, КакОЙ вектор считать допустимым.
Детерминированные модели не учитывают «разброс» зна­
чений QiJ (8), Ь; (8); в этих моделях случайные величины
заменяются детерминированными. Чаще всего вместо
Qij (8), Ь; (8) рассматриваются их средние значения аи (8),
ii; (8), Пl1анирование осуществляется в расчете на средние
затраты, ВЫПУСК, ресурсы и т. П., т. е. рассматривается за­
дача
n
~ ([oj (8) Xj --+ шах,
;=1
n





(j = 1, п). (1.9)
Можно отметить два существенных недостатка такого
подхода. Во-первых, возможны грубейшие ошибки при вы­
боре планового решения, связанные с тем, что план, выбран·
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Рис. 3
ный В соответствии с (1.7)-(1.9), в действительности не
является допустимым ни при одном 8. Чаще всего подоб­
ная ситуация имеет место в том случае, когда аlj(8), Ь ; (8)
имеют дискретное распределение.
Рассмотрим простой пример. Пусть требуется максими­
зировать -х, - Х2 при ограничениях 8х, + Х2 > 1; х, > О;
Х2 > О, где 8 = + 1 с вероятностью 2/3 и 8 = -1 с веро­
ятностью 1/3. Тогда е = 1/3. Планы х, удовлетворяющие
ограничениям данной задачи хотя бы при одном 8={8" 82},
принадлежат пересечению не­
отрицательного ортанта с од-
ним из заштрихованныхполу­
пространств (см. рис. 3). Меж-
ду тем оптимальный план зада· .!~
<1«., i-чи (с усредненнымипараметра· 1.z;:".7
ми) максимизации - х, - Х2
при ограничениях
I
"3 Х1 + х2 > 1,
х1 >О, х2 >0
есть точка (1/3, О), не при­
надлежащая данной области.
Во-вторых, подмена случайных величин детерминиро­
ванными может привести к искажению сущности моделиру­
емого процесса, поскольку с помощью детерминированных
моделей нельзя описать такие важные аспекты планирова­
ния в условиях неопределенности, как возможность коррек­
тировки плана, дополнительные затраты при перепроизвод­
стве и дефиците продукции, ценность информации.
4. Очевидно, что соотношениям (1.5), (1.6) можно
придать иной, отличный от (1.8), (1.9), вероятностный
смысл.
Например, в качестве допустимых планов задачи (1.4)-
(1.6) можно рассматривать векторы х, удовлетворяющие
(1.5), (1.6) при всех 8, т. е.
n
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или почти при всех 8 (по вероятности Р), т. е.
n




Это - так называемые жесткие постановки задач сто­
хастического программирования. В этом случае решение
выбирается чрезвычайно «осторожно», чтобы искомый план
удовлетворял балансовым ограничениям по всем ингре­
Диентам при всех, самых маловероятных значениях 8.
Зачастую система (1.10) не имеет других решений, кроме
тривиальных. Например, пусть имеется неравенство
8х<. 1, Х>О,
где 8 = 1 с вероятностью 0,4, 8 = 2 с вероятностью 0,5
и 8 = - 1 с вероятностью 0,1. Система
Х <. 1, 2х <. 1, - Х <. 1, Х;;;::: О
имеет единственное решение Х = о. Поскольку в данном
примере 8 Е{I, 2} с большей вероятностью, то в некоторых
случаях естественно допустимый план выбирать в расчете
на данное множество 8. В соответствии с этим, допустимым
планом задачи (1.4)-(1.6) иногда предлагают считать век­
тор, удовлетворяющий (1.5), (1.6) при тех 8, мера которых
не ниже заданной величины, следовательно, допустимыми
считаются те векторы Х, которые удовлетворяют ограниче­
ниям
Р {~aи (8) Х}+ bi (8);;;::: о} ;;;::: Р!
(j = Т;n),
(i = 1, т),
(1.11)
где Р! - заданные числа. В постановках с ограничениями
типа (1.11) большие трудности возникают в связи с выбором
значений р,. Кроме того, как правило, множество допус­
тимых планов оказывается невыпуклым. Так, на рис. 3
точки, принадлежащие хотя бы одному из заштрихованных
пространств, образуют невыпуклое множество, которое опи-




Иногда вместо (1.11) рассматривают одно ограничение
р {~aii(6)X}+bi(6)~O и= l,m)}~P'
X}~O (i = ~).
Отметим, что выбор модели зависит от конкретной си·
туащlИ. Например, модель (1.7)-(1.9), по всей видимости,
совершенно непригодна, если параметры имеют большие
дисперсии.
5. В качествефункции цели во всех отмеченных выше по­
становках задач стохастического программирования не обя­
зательно могут быть моменты нулевого ингредиента или ве­
роятность превышения выпуска нулевого ингредиента не­
которого уровня. Например, выпуск нулевого ингредиента
можно максимизировать по Парето, т. е. в качестве опти,
мального считать допустимый план Х, дЛЯ которого не су­
ществует допустимого плана У такого, что
n n
~ ао} (8) Х) <:~ аи (6) У}, 8 Е в,
,=I ;=1
причем хотя бы для одного 8 Е в (1.12) выполняется как
строгое неравенство. Ограничения вида (1.12) можно пони­
мать также по mod р, т. е. почти для всех 8 или о вероят­
ностью 1.
При формировании функции цели и ограничений могут
учитываться разнообраз ные моменты величин ~ аО} (8) Х j и
j
~ ао(8) Х} + bi (8). Ограничения задач стохастического
j
программирования могут быть смешанного вида, т. е. часть
ограничений может пониматься в среднем, другая - как
жесткие, третья - по вероятности или в каком-либо дру­
гом смысле.
Таким образом, конкретных постановок задач стохас­
тического программирования довольно много. Однако для
2 ю. М. Ермольев. А. И. ястремский
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развития общих методов их анализа необходимы также об·
щие постановки. На них мы остановимся в следующеl\1 па·
раграфе. Но перед этим рассмотрим важную (и довольно
общую) модель.
6 Двухэтапная стохастическая модель производствен­
ного планирования. Недостатком рассмотренных постановок
является то, что в них регистрируется лишь сам факт нару­
шения балансов ингредиентов или же нарушениям по разным
ингредиентам и в разные стороны ПрИПl!сывается одинако­
вый вес. Безусловно, в большинстве реальных экономи­
ческих задач имеет значение и величина нарушения балан­
са и вид ингредиента, по которому имеет место дисбаланс.
Рассмотрим возможные постановки, лишенные этого недостатка.
Пусть 'i (и) обозначает штрафную функцию i-ro ограниче­
ния. Тогда эффект от плана Х составит
Можно рассмотреть задачу максимизации ожидаемого
(среднего) эффекта




Если вместо неравенств (1.5) рассматривать соответ­
ствующие равенства и предполагать пропорциональную за­
виСимость штрафа от дисбаланса, то штрафная функция
имеет вид
() { р.} { CXiV , еС.1И и>О, (1.15)'; V = шах CXi V , -!"Р =
- Pjv, если V < О,
где
n
V = ~ аи (6) Х)+ bi (8)
1=1
(i = I,m). 0.16)
СХ ; можно интерпретировать как удельные заТраТЫ на
хранение, а Р; - как удеЛЫlые затраты, связанные с дефн-
Ц1IТOM. Если СХ;>О, [3; > О (i = 1~1) I то задача (1.13) -
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(1.] 6) может быть переписаllа в следующей эквивалентной
форме. Рассмотрим систему
n
~ аи (8) Xj + У, - У: + bi (8) = О
;=1
(i = 1, т), (1.] 7)
Xj> о (j = Гn), Yt> о (i = 1, т).
ПР!I фиксированных Х = (Х1 , ... Хn) найдем Yt = Yt (Х, 8),
удовлетворяющие (1.17) и минимизирующие
n
~ (aiy;f- + ~'Yi).
(=l
Очевидно, что если ! GiJ (8) Х} + bi (8) > О, то
I
nyt (Х, 8) = ~ аи (8) Х} + Ь; (8),
j=1
Yi(x,8) = О;
если ~ GiJ (8) Xj + Ь, (8) < О, то
j
Yt (Х, 8) = О,
n
yt(x, О) = - ~ аи(8) Xj -b t (8).
;=1
Иначе говоря,
И (Х,8) = тах {о, ~ Gi} (8) Х} + bi (е)},
yi (Х, 8) = тах {о, - ~ аи (8) Xj - Ь, (8)} ,
1=1
т. е. функцию (1.13) можно записать в форме:
n 11
F (Х) = ~ aOj (8) Xj + М ~ (а/у! (х, 8) + ~iYi (Х, 8») =
j=1 (=l
(1.18)
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= ~ "йО} «(J) Х)+М ~ (IX i шах {о, ~ аи (8) Х)+ bi (8)} +
+ ~; шах {о, - ~ ао (8) Х) - bi (8)}) __ шiп (1.19)
и задача максимизации функции (1.19) при Х >- О равно­
сильна задаче (1.13)-(1.14).
В задаче (1.17)-(1.19) переменные y~ можно рассмат-
•
ривать как переменные, корректирующие ограничения
11
~ аи (8) Х) + bi (8) = О
/=1
(i = 1, т),
(1.20)
Х) ~ о (j = 1, т).
Фиксированный план Х = (Xt, ... , хn)' принимаемый по ап
риорной информации о состояниях природы 8, не удовлет­
воряет этим ограничениям при каждом 8. Переменные У1
выбираются после наблюдения 8 и ликвидируют невязки.
Затраты на коррекцию определяются согласно (1.18).
С экономической точки зрения дополнительные перемен­
ные У1 можно рассматривать как интенсивности некоторых
технологических способов, которые корректируют план Х,
принятый до наблюдения случайных величин, после того
как появляется новая информация.
Корректировка планов в процессе их реализации яв,
ляется характерной чертой реального экономического пла­
нирования. Необходимость корректировки плана не явля­
ется следствием недостатков планирования. Корректировка
органически присуща выбору и планированию действий в
условиях неопределенности. Недостатки планирования при
неполной информации связаны с большими затратами, ко­
торые необходимы для исправления ранее принятого пла­
на. Важно стремиться принять такие планы, которые тре­
бовали бы минимальных общих затрат на их реализацию и
коррекцию или максимизировали бы ожидаемый суммар­
ный эффект от применения и корректировки плана.
В рамках детерминированных моделей невозможно объ­
единить два этапа - этап принятия плана и этап его кор-
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рекции. Существуют системы детерминированных моделей,
описывающих каждый из этих этапов в отдельности. Пе­
реход от детерминированных величин к случайным, явля­
ющимся причинами коррекции, позволяет получить моде­
ли, объединяющие два указанных выше этапа планиро­
вания, т. е. позволяет говорить о моделях выбора планов,
устойчивых к имеющей место неопределенности, миними·
зирующих ожидаемые затраты на реализацию и коррекцию
или максимизирующих средний общий эффект от пред­
варительного плана и его коррекции. Это - так называе­
мые модели двухэтапного стохастического программирова­
ния. В моделях двухэтапного стохастического программи­
рования отражаются следующие наиболее характерные осо­
бенности планирования в условиях неопределенности:
1) вероятностный характер исходной информации;
2) корректировка ранее выбранного плана по мере уточ­
нения информации;
3) выбор предварительного плана с учетом его будущей
коррекции.
Как уже отмечалось, модель (1.17)-(1.19) - простей­
шая двухэтапная модель стохастического программирова­
ния. В более общем случае план-коррекция вводится в си­
стему ограничений с помощью матрицы коррекции общего
вида, элементы которой могут зависеть от 8, т. е. рассмат­
ривается система неравенств
n r
~ ао (8) Xj + ~ d!k (8) Ук + Ь ; (8) > О
1=1 k=1
(i = 1, т),
Х}> о (j = 1, n), Ук> О (k = lJ),
или в векторно-матричной форме
А (О) Х + D (8) У+ Ь (8) > О,
Х>О, У>О.
Заметим, что в простейшем случае
(1 .21)
0'0 ~ "~1')'Q .. ,-1-1( 1 -1D= О 1, ,о о
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(1.22)
Предварительный план Х принимается до наБJJlодеllИЯ О.
В тот момент, когда О становится известным, выбирается
план-коррекция У так, чтобы выполнялись соотношения
(1.21). При этом эффект от плана-коррекции равен
I
(d (О), У) = ~ dk (О) Yk'
k=!
Поскольку С каждым планом-коррекцией У связан опре­
деленный эффект, то при данном Х и наблюдаемом О его
лучше всего выбирать из условия максимума (1.22) при ог­
раничениях (1.21). Обозначим такой план через У (х, 8)
и назовем его оптимальной коррекцией плана х при состоя­
нии природы О. Можно предполагать, что У (х, О) существу­
ет при каждом х и 8, ибо в противном случае в (1.21) мож­
но ввести искусственные переменные У! (О):
n r
~ atj (tJ) Xj + ~ dt/' (О) У" + У! + Ь ! (О) > О,
j=! k=!
И одновременно ввести и х в (1 .22) с достаточно боль­
шим штрафом с, т. е. вместо (1.22) рассматривать
~dk(O)Yk -с ~ Yi·
k i
Ожидаемый эффект от плана-коррекции равен
,
м ~ d" (О) У" (х, 8)
k=l
Задача состоит в поиске плана х, максимизирующего мате­
матическое ожидание эффекта от плана с учетом его буду­
щей коррекции:
,
F (х) = (а (О), х) +М ~ dk (О) У" (Х, 8) =
k=1
= (а (О), х) +М шах (d (О), У)
у':;> о
при ограничениях




§ 1] УЧЕТ СЛУЧАйНОГО РАЗБРОСА ПАРАМЕТРОВ 23
в дальнейшем будем различать программные техноло­
гические способы с интенсивностями х, и коррекционные
(или адаптивные) - с интенсивностями у. Иногда нелиней­
ную задачу (1.23)-(1.24) удобно сформулировать в не­
сколько ином виде, а именно: найти такой детерминирован­
ный вектор х и такой вектор у (8), чтобы
(а (8), х) + М (d (8), У (8» __ шах
при ограничениях




в данной постановке двухэтапная задача как бы сводится
к одноэтапной: одновременно отыскивается оптимальный план
х и его оптимальная коррекция у (8). Задача (1.25)-(1.26),
в отличие от задачи (1.23)-(1.24),- линейная, однако,
если в задаче (1.23)-(1.24) решением является n-мерный
вектор х, для поиска которого можно применять численные
методы, то в задаче (1.25)-(1 .26) неизвестными являются
(х, у (8» и получить практически реализуемые численные
методы для решения задачи возможно только в случаях,
когда е - конечное множество с небольшим числом эле­
ментов. Рассмотрение (1.25) и (1.26) обычно удобно при
качественном исследовании модели, при выяснении ус­
ловий оптимальности и их эконом ической интерпрета­
ции.
7. Примеры. Рассмотрим ряд конкретных задач, укла­
дывающихся в одну из общих постановок двухэтапной сто­
хастической модели.
Простейшая стохастическая зада-
ч а про и з в о Д с т в е н н о r о п л а н и р о в а н и я.
Пусть требуется спланировать производство однородного
продукта, спрос на который случаен. Обозначим через х
объем производства продукта, через 8 - спрщ: на него,
через с - затраты на производство единицы продукта.
Поскольку спрос на продукцию случаен, то при любых х
возможно либо перепроизводство продукта, либо его дефи­
uит. Обозначим избыток продукта через у+(В, х), дефицит­
через у-(О, х), удельные издержки, связанные с избытком и
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где
дефицитом,- через d+ и d-. Задача заключаетсяв нахожде­
нии х, минимизирующего математическое ожидание за­
трат, связанных с производством, избытком и дефицитом
продукции. Нетрудно сообразить, что искомый план мини­
мизирует
F (х) = сх+М (d+y+ (8, х)+d-y- (8, х)),
у+ (8, х) = шах {О, х - 8},
у- (8, х) = шах {О, 8 -х}, x~ О.
Эта задача - частный случай (1.19).
Нетрудно видеть, что если решение выбрать по среднему
значению спроса е, то при d + и а > с (что, как
правило, выполняется) получаем тривиальный ответ
х = 8.
СтохаGтичеGкая модель выбора оп­
т и м а л ь н о г о с о с т а в а м а ш и н н о-т р а к т о р -
н о г о пар к а. Пусть Ь; (k) - объем работы i-ro вида
(уборочная, посевная и т. п.) В k-й календарный период,
Хн (k) - число агрегатов j-ro вида на i-M виде работ,
WiJ (k) - сменная производительность агрегата. В том слу­
чае, когда bj (k) - детерминированные величины, имеем
соотношения
.I WH (k) Хн (k) = b j (k), Xjj (k) ~ О.
i
Если величины Ь; (k) - случайные, то общая производи­
тельность агрегатов может оказаться меньше или больше
необходимого объема Ь; (k, 8), что приведет к ожидаемым
затратам
м (~( dt (k) шах {О, Ь; (k, 8) - ~ wiJ (k) Хн (k)} +
+di (k) шах {О, ~ WiJ (k) Хн (k) - Ь! (k, 8)})) .
Задача состоит в поиске таких Хи (k) ~ О, которые мини-
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мизируют функцию
!ао (k) xiJ(k) + 2: (шах 2: Xij(k») ~}+
t./.k i k I




где аи (k) - сменные затраты, ~i - коэффициент годовых
отчислений. отличие этой задачи от задачи максимизации
(1.19) в том, что вместо линейной функции дохода ~ aOjxj
j
в (1.19) в данном случае рассматривается нелинейная функ­
ция затрат.
Стохастические модели межотрас­
л е в о r о б а л а н с а. Весьма сложной задачей в межот­
раслевых исследованиях является получение более или
менее точной информации о коэффициентах прямых затрат.
Поэтому матрицу прямых затрат часто удобно считать слу­
чайной. Отсюда могут возникать новые постановки опти­
мизационных межотраслевых моделей.
Введем обозначения: n - количество видов продукции;
ао (6) - удельные затраты i-ro продукта на производство
j-ro; tj - удельные затраты труда на производство j-ro про­
дукта; (Xi - удельный вес i-й продукции в составе конечной
продукции; L - ресурс труда; Xj - производство j-ro
продукта. Будем считать, что (Xi>O (i = 1, n).
При детерминированном плане производства валовой
продукции производство конечной продукции будет слу­
чайным вектором
Х - А (6) Х = (Е - А (6» х,
где Е - единичная матрица, А (6) - матрица коэффициен­
тов aij (6), а общий объем конечной продукции в заданных
пропорциях составит
где {
l, если i = j,
бtJ = О, если i =1= j.
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(j = ~).
Задача состоит в выборе такого вектора Х = (XI, ••• , хп )'
который максимизировал бы при заданных трудовых ре­
сурсах математическое ожидание общего объема конечной
продукции в заданных ПрОПОрUИЯХ, т. е. Х является РЕ'ше­
нием задачи
n
~ tjXj <L, Xj> О
j=l
Эта задача является частным случаем стохастических мак­
симинных задач, обсуждаемых в следующих параграфах.
Хотя эта задача не является задачей двухэтапного стохас­
тического программирования, тем не менее она сводится к
задаче вида (1.25)-(1.26). Введем переменную величину г,
зависящую от в, где z (8) - общий объем производства ко­
нечной продукции в заданных пропорциях. Очевидно, что
рассматриваемая задача эквивалентна следующей:
Мг (8) -+ шах,
(Е - А (8)) Х> аг (8),
(t, Х) <, L, Х >- О,
где t = (tl' ... , tn ). В рассматриваемойзадаче собственно
план производства, т. е. план выпуска валовой продукции,
не зависит от состояния природы. Можно рассмотреть сто­
хастическую межотраслевуюмодель с коррекцией валовых
выпусков.
Обозначим через у (8) производство продукции после
момента наблюдения над 8; L 1 , L 2 - ресурсы труда за про­
межутки времени до и после наблюдения над 8. Одна из
простейших моделей с коррекuией валовых выпусков может
быть записана в виде
Мг (8) -+ шах,
(Е - А (8)) (Х + у (8)) >- аг (8),
(t.x)<L 1, (t,y(8)) <L2, Х>О, у(8»0.
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ЭI\Ономический смысл этой модели довольно прозрачен:
необходимо выбрать таlше планы производства валовой про·
дукции ДО И после ТОГО, как станут точно известными коэф·
фициенты прямых затрат, чтобы маКСИl\lИзировать матема·
тическое ожидание ПРОИЗВОДИI\ЮГО объема конечной
продукции в заданных пропорциях, при условии, что вы·
полняется ограничение по труду в первом и втором пе·
риодах.
8. ~одели перспективного и оперативного стохасти­
ческого программирования. Прежде чем перейти к общим
формулировкам задач стохастического программирования,
остановимся вкратце на их классификации, предложенной в
монографии Ю. М. Ермольева [2]. В рассмотренных выше
моделях искомый план Х принимался по априорной инфор­
мации о 8, перед выБОрО~1 Х не было возможности сде­
лать испытания над 8, поэтому Х не зависел от 8 и яв­
лялся детерминированным. Такие модели названы мо­
делями перспективного стохастического программиро­
вания.
Встречаются, однако, ситуации, когда перед выбором
решения (плана) имеется возможность произвести испыта­
ния над 8 и выбрать решение с учетом результатов испыта­
ний. Например, в медицинской практике решение о спосо­
бе лечения больного принимается после предварительных
исследований его состояния () (рентгеновский анализ и
т. п.), В оперативно-каленДntJНОМ планировании решение
принимается на основе наблюдаемой ситуации.
Если решение (план) принимать по результатам испыта·
ний над 8, то оно является некоторой функцией Х (8). Часто
можно считать, что Х (8) - случайный вектор, т. е. измери­
мая вектор-функция. При этом важно иметь в виду, что в
резу льтате испытаний над 8 состояние 8, вообще говоря,
точно не определяется, поэтому в постановках задач важно
указывать класс наблюдаемых событий, на основе которых
выбираются значения Х (8). Заметим, что не всегда ра­
зумно стремиться к тому, чтобы х (8) оказался измери­
мой функцией. Например, если требуется максимизи­
ровать
n
~ ао} (8) Х}
j=1
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при ограничениях
n
~ ан (8) Xj + bi (8):> о
f=l
(Ё = 1, т),
после наблюдения 8, в результате которого 8 становится из­
вестным, то в качестве Х (8) лучше всего принять решение
этой задачи при данном 8. Это решение неоднозначно и
чтобы получить измеримую функцию Х (8), следует допол­
нительно оговорить определенное правило выбора равно­
сильных решений, приводящее к измеримой функции. С вы'
числительной точки зрения это может привести к суще­
ственным трудностям.
Модели стохастического программирования, в которых
оптимальное решение отыскивается на основе испытаний
над 8, можно для краткости называть моделями оператив­
ного стохастического программирования. Заметим, что
можно было бы воспользоваться терминологией, принятой в
статистике, и говорить об играх с природой без испытаний
или с испытаниями, однако термины «перспективное» и
«оперативное» в сочетании с терминами «программирование»
нам представляются удачными, поскольку служат обозна­
чениями обектов, имеющих многочисленные приложения в
экономике. Однако подчеркнем, что термины «оперативное»
и «перспективное» по смыслу не идентичны с соответствую­
щими экономическими терминами, хотя и очень близки к
ним.
Выше обсуждались возможные постановки задач сто­
хастического программирования без проведения и с про­
ведением испытаний (со случайными исходами) над состоя­
нием природы 8. В общем случае процессы выбора решений
и наблюдений могут развиваться по одной из двух цепочек:
решение - наблюдение - решение - ... - наблюдение -
- решение
наблюдение - решение - наблюдение - ... - наблюдение­
- решение.
Если цепочка решений начинается со слова «решение»
и В ней это слово встречается N раз, то модель выбора реше-
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нин называется N-этапной задачей (моделью) перспективно­
го стохастического програ'м'мирования, а если словами
«наблюдение» - задачей (моделью) оперативного стохас­
тического програ'м'мирования. Заметим, что каждый из эта­
пов может быть разбит на BpeMeHHble интервалы, как' это
было сделано, например, в задаче планирования машинно­
тракторного парка. В таких случаях можно говорить о
N-этапных (одноэтапных, многоэтапных) динамических за­
дачах стохастического программирования.
Обсудим общую постановку одноэтапных задач стохас­
тического программирования, их основные отличия от
задач нелинейного программирования.
Начнем со случая, когда искомый план х - детермини­
рованный, т. е. с моделей перспективного стохастического
программирования. В моделях нелинейного программиро­
вания с каждым планом х, определяемым конечным набо­
ром чисел (хl, ... , хn ), называемых интенсивностями техно­
логических способов, связываются числовые показатели
r (х), v = О, т, характеризующие затраты или выпуск
ингредиентов, и искомый план х выбирается из условия мак­
симума
fO (х), (1.27)
при ограничениях, отражающих различные балансовые со­
отношения и ограничения по ресурсам




Здесь Х - некоторое множество п-мерного пространства
Rn , отвечающее обычно ограничениям специального вида,
например, Х - неотрицательный ортант:
Х = {(х1 , ••• , хn) : х1 :> О, ... , хn :> О}.
, В качестве весьма общей задачи стохастического про­
граммирования можно рассматривать следующую. Имеются
случайные функции
r (х, 8), v = О, т, х Е Х с= Rn ,
значения которых при данном х определяются элементар·
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ным событием 0 некоторого вероятностного пространства
(8, "', Р). Требуется найти план Х = (Xj, .... , хn )' макснми­
зирующий функцию цели
РО (Х) = MfO (Х, 0) = 5'о (Х, 0) Р (d0) (1.30)
при ограничениях
pi (х) = Mfi (Х, 0) = Sfi (Х, 0) Р (d0);> О
хЕК
(i = 1,т), (1.31)
(1.32)
к этой задаче сводятся различные задачи стохастического
программирования приклаДIlОГО характера (в частности те,
которые обсуждались в предыдущем параграфе), поскольку
различные вероятностные характеристики случайной вели­
чины всегда можно представить в виде математического ожи­
дания некоторых функций от этой случайной величины.
Так, в задаче (1.7)-(1.9) с усреднениями
n
fi (Х, 0) = ~ аи (0) Xj + bj (О);
j=1
В задаче с вероятностными ограничениями (1.11)
~ аи (О) Xj + Ь ; (0) < О.
i
О,
fi (Х, 0) = Xi (Х, 0) - Pi'
1, ~ аи (0) Xj + b i (О);> О,
i
в двухэтапной задаче (1.23) - (1.24)
r
'О (Х, 0) = ~ aOj (G)Xj + ~ dk(G) Yk(X, 0).
i k=\
в стохастической модели межотраслевогобаланса без кор­
рекции валовых выпусков
n
/0 (х, О) = шiп -'-~ (бij - аu (8)) Xj.
i С<; ~
[=~
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Можно отметить две существенные особенности задачи
(1.30)-(1.32), которые не позволяют применить для ее ре­
шения традиционные методы нелинейного программирова­
ния. Первая особенность связана со сложностью вычисле­
ния значений функции цели и ограничений fV (х) (v =
= О, т). Формально это сводится к вычислению интегралов
по мере Р, которая часто даже не задана в явном виде. Так
в двухэтапной задаче для вычисления функции цели требу·
ется найти распределение величины
(d (8), У (х, 8» = тах (d (8), у),
у> О, А (8) х+ D (8) У+ ь (8) > О,
как функu.ии х и затем взять соответствующий интеграл
(математичеС'кое ожидание). В стохастической модели
межотраслевого баланса без коррекций для вычисления
ро (х) требуется найти распределение величин
n
{О (х, 8) = min~ ~ (бiJ - ан (8» Xj,
i а, ~
j=I
И затем взять соответствующийинтеграл.
Кроме того, как отмечалось в предисловии,вместо рас­
пределений случайных величин могут быть заданы только
их имитационные модели, позволяющиенаблюдать их от­
дельные реализации. В этом случае в принципе невоз,
~южно найти зависимостьfv (х), поскольку не известно рас­
пределеНlI2 8 (как правило, многомерное). Во всех перечис-
ленных выше примерах вместо значений Fv (х) (v = О, т)
имеется возможность вычислять значения случайных вели-
чин {v (х, 8) (v = О, т). Эта - характерная особенность за­
дачи стохастического программирования (1.30)-(1.32), в
которой требуется найти решение, оперируя только значе-
ниями величин tv (х, 8) (v = О,m). В таком случае даже
ответ на вопрос о том, удовлетворяет ли заданный вектор х
ограничениям (1.31), равносилен проверке сложной гипо·
тезы о том, что математическое ожидание случайных вели-
чин {' (х, 8) (i = 1, т), неотрицательно. (Эта задача
разрешима для весьма частных законов распределения.)
Для решения же задачи стохастического программирования
(1.30)-(1.32) требуется осуществить перебор векторов, для
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которых такая гипотеза верна, 11 среди них найти тот, при
котором математическое ожидание случайной величины
{О (х, 8) максимально.
Вторая характерная сложность задачи (1.30)-(1.32)
состоит в том, что функции Fv (х) (v = О, т) часто оказы­
ваются негладкими (не имеющими непрерывных произ­
водных, разрывными). Переход даже от простейших линей­
ных задач 1( стохастическим приводит к задачам, функции
цели которых могут не иметь непрерывных производных.
Например, пусть необходимо выбрать такую скалярную ве­
личину х, чтобы максимизироватьвероятность выполнения
линейногонеравенства 8х ~1, где 8 - случайная величи­
на, равная + 1 с вероятностью 0,5. Задача состоит в мак­
симизации функции
ро (х) = Р (8х <; 1).
Функция FO (х) разрывна, ее график изображен на рис. 4.
В двухэтапной задаче, в задаче минимакснога или мак­
симинного типа функция цели, как правило, не имеет не­
прерывных частных производных, поскольку под знаком
математического ожидания присутствует операция миними­
зации или максимизации.
В главе II будут детально обсуждаться численные ме·
тоды, позволяющие решать задачи недифференцируемойоп­
тимизации без вычисления точных значений функций цели и
функций ограничений. Отметим здесь только следующую
специфику решения этих задач. Если {(х) - выпуклая
вверх функция, имеющая непрерывные производные, то
необходимым и достаточным признаком экстремума явля'
ется равенство нулю градиента:
Если в некоторой точке XS градиент отличен от нуля, то,
двигаясь в направлении {х (Х'), т. е. рассматривая точку(
xs-I-1 = х' + psfх (XS),
при подходящем шаговом множителе Р. получим новую
точку XS+I , В которой значени~ функции цели больше, чем
{(XS), поскольку градиент {х (х') направлен по нормали к
касательной гиперплоскости в сторону возрастания (рис. 5).
На этом основаны градиентные методы оптимизации.
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ЕеЛII же f (х) не имеет непрерывных ПРОИЗВОДIIЫХ, то
аналогом градиента является обобщенный градиент 11:111
субградиент f (х), который будем в дальнейшем обозначать
fх(х), Такое обозначение является удобным, когда субгра­
диент берется по части переменных. Индекс внизу показы­
























Вектор {х(Х) удовлеТЕоряет основному неравенству
f (х) - f (X S ) < (Тх (XS ), х - XS ).
Если f (х) имеет непрерывные пронзводные, то этому нера­
венству удовлетворяет единственный вектор - градиент
f" (xs). Если же f (х) не имеет непрерывных частных произ­
водных, то получаем некоторое множество д! (х) векторов,
удовлетворяющих этому неравенству. Множество д! (х)
называется субдuфференu,uалом., а его элементы - субгра-
дuенmш,щ, т. е. д! (х) = {f..(x)}. Необходимым и достаточ­
ным условием экстремума в данном случае является
о Е {{... (х)}.
Проверка этого включения представляет сложную зада­
чу, поэтому в недифференuируемом случае практически
невозможно использовать признаки экстремума для ответа
на вопрос о том, может ли быть данная точка точкой экстре-
мума. Кроме того, как показывает рис. 6, направление fx (Х')
3 ю. М. EpMO!lbCB. А. 11. ЯетремеКJlЙ
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не обязательно является направлением возрастания функ­
ции f (х). Найти такой субградиент - чрезвычайно сложная
задача, поэтому обоснование аналога градиентного мето­
да - обобщенного градиентного метода, определяемого со­
отношениями
s-/-1 s + Лf ( S) О 1х = х Р. х х, s = , , ... ,
где 7" (х') - произвольный субградиент f (х) в точке X S , -
требует специального исследования.
Рис_ 6.
Если задача перспективного стохастического програм­
мирования по внешнему виду напоминает задачу нелинеи­
ного программирования в пространстве Rn, то задача опе­
ративного стохастического программирования напоминает
задачу нелинейного программирования в абстрактном про­
странстве. В задачах оперативного стохастического про­
граммирования, как отмечалось в предыдущих параграфах,
решение (план) х выбирается пссле того как станет извест­
ным результат эксперимента со случайным исходом по из­
мерению состояния природы е. Естественно при выборе ре­
шения учитывать информацию о результатах измерения е
или, другими словами, х нужно выбирать как функцию от
е. Поняtно также, что характер зависимости х от е опреде­
ляется тем классом событий, которые можно наблюдать при
измерении е. Чем шире этот класс, т. е. точнее произво­
дится измерение, тем более «гибким» может быть характер
зависимости х от е. Если измерения менее точны, класс
наблюдаемых событий более узок, то более «консерватив­
ной» должна быть вектор-функция х (е).
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Сформулируем это более строго. Пусть (8,01, Р) - ис­
ходное вероятностное пространство; fV (х, 8) (v = О, m)-
случайные функции, х Е Rn , 8 Е е. Поскольку измерения 8
происходят с ошибками, то наблюдаемый класс событий
может быть более узок, чем класс 01, на котором опреде­
лена вероятность Р. Обозначим его через ~. Имеем ~C:01,
причем естественно считать, что ~ - <J-алгебра событий,
т. е. ~ а-подалгебра а-алгебры 01. Значения вектор-функ­
ции х (8) зависят только от наблюдаемых событий ~,
т. е. будем считать, что х (8) - измеримая относительно ~.
Тогда весьма общая задача оперативного стохастического
программирования формулируется как задача поиска ~­
измеримой вектор-функции х (8), максимизирующей Функцио­
нал
FO (х (8» = ) ro (х (8), 8) Р (d8) = М {О (х (8), 8)
при ограничениях
(1.33)
F i (х (8» = j fl (х (8), 8) Р (d8) = М fl (х (е), 8)~ О
(i=l,m), (1.34)
х (8) Е Х (8). (1.35)
Решение задачи (1.33)-(1.35) иногда будем обозначать че­
рез x~ (8). Отметим простое свойство x~ (8). Пусть име·
ются два решения x~ (8) и x~ (8), причем ~1 С: ~2;
1 2
тогда
FO (xffi? (8» ~ FO (x~ (8».
j 2
Это непосредственно следует из того, что 1 (~j) С: 1 (~2)'
если ~1 С: ~2' где 1 (~) - множество ~-измеримых век­
торов, т. е. чем точнее производятся измерения, чем шире
класс ~, тем эффективнее решение. Множество 1 (~) бу­
дем называть Ин'формацион'н'ЫМ множеством.
В зап.аче (1.33) - (1.35) функционалы F V (х (8», как и
функционалы FV (х) в задаче (1.30) - (1.32), как правило,
точно не вычисляются и являются негладкими. Кроме того,
специфика задачи состоит и в том, что случайный вектор
х (8) должен быть измерим относительно вполне определен.
3"
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ной а-подалгебры ro? Отметюл, что с праКТllческой точки
зрения недостаточно одного указания на то, что решение
х должно быть 'ЭЛ-измеримой функцией х (8). В этом случае
зависимости х (8) могут оказаться довольно сложными и
практически нереализуемыми. Требование практической
реализуемости х (8) приводит к тому, что х (8) должно при­
надлежать определенному классу правил, а более опреде­
ленно, х (8) должно быть некоторой функцией от 8-
r (8, у), где у - неизвестные детерминированные пара­
метры. Основная задача при этом сводится к определению
k!eKTOpa у на основе априорной информации о 8. В резуль­
тате такой параметризации решения задача оперативного
стохастического программирования сводится к задаче пер­
спективного стохастического программирования. Напри­
мер, политика планирования запасов в зависимости от
уровня запаса 8 есть функция х (8). Однако реализация
х (8) общего вида приведет к сложной системе заказов, не­
ритмичной работе транспорта. Часто ограничиваются так
называемыми (s, S)-стратегиями, когда поставка запаса до
уровня S осуществляется в те моменты времени, когда
уровень запаса окажется ниже s. Основная задача при
этом - найти детерминированные числа s, S по априор­
ной информации о спросе 8.
9. Многоэтапная стохастическая модель производ-
ственного планирования. В дву хэтапной стохастической
модели имелось два вида технологических способов­
программные и коррекционные, которые применялись со­
ответственно до и после наблюдения над состоянием при­
роды 8. Предварительный план мог корректироваться лишь
после того как полностью станут известными действи­
тельные значения 8. Как уже отмечалось, в действитель­
ности корректировка может происходить не только после
получения полной информации о состоянии природы, но и
после того, как информация о состоянии природы лишь
уточнится, т. е. более реальной и общей является мно­
гоэтапная схема получения и использования инфОР·
мации.
Опишем модель, в которой реализуется возможность
многократного получения плановым органом некоторых
порций информации и их использование для последова­
~ельной коррекции предварительного плана. Пусть n-
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количество технологических способов; т + 1 - количе­
ство видов ингредиентов; G"j (8) - удельный выпуск или
затраты '\'-го ингредиента j-M способом; Ь; (8) - на·
личие i-ro ингредиента или плановые задания по его выпус­
ку; Xj - интенсивность применения j-ro способа. Вели­
чины GVj И Ь ; могут быть положительными и отриuательны­
ми; в последнем случае они показывают удельные затраты
и количество Iшгредиента, которое необходимо выдать
вовне.
Множество технологических способов разбито на N + 1
непересекающихся множеств и! (t = О, N), а состояние при­
роды 8 состоит из N компонент 8 (t) (t = 1, N). Обозначим
через Х; вектор {Xj} jEU l' Проuесс получения и использова­
ния информации плановым органом происходит следующим
образом. На нулевом шаге информация о векторе 8 может
быть известна плановому органу с точностью до вероят­
ностного распределения. В этот момент необходимо выбрать
интенсивности хо способов из множества U о' После этого
происходит наблюдение над I:J (1) и в зависимости от слу­
чайного исхода выбираются интенсивности технологических
способов из множества U j • На t-M шаге наблюдаются реа-
лизации 8/ = (8 (1), ... , 8 (t)) и выбираются интенсивности
технологических способов из множества и ! и т. д. вплоть
до шага N. Задача состоит в выборе такого детерминиро-
ванного вектора ХО и таких векторов Х; (t = 1, N), завися­
щих от 81 И предыдущих решений, чтобы максимизировать
математическое ожидание выпуска нулевого ингредиента.
для изучения условий оптимальности эту задачу удобно
сформулировать в форме, аналогичной форму лировке
(1.25)-(1.26) двухэтапной задачи. Рассмотрим векторы хо
и Х! (81) при t> О. Векторы Х[ (81) зависят от 01 = (8 (1), ...
. . . , 8 (t)). Тогда многоэтапная задача равносильна следую­
щей одноэтапной.
Найти векторы Хо , x1 (8\ максимизирующие
при условии, что с вероятностью 1 выполняются балансы
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ингредиентов:
N
~ А! (8) Х! (8/) + Ь (8) ~ О (mod Р),
/=0
где запись rnod Р означает «с вероятностью 1», и с вероят­
ностью 1 выполнялось условие неотрицательности пере­
менных:
(t = О, N),
где
Здесь через ХО (О) обозначается детерминированный вектор
Хо. Это обозначение введено для того, чтобы все группы пе­
ременных имели единообразные обозначения.
Хотя приведенная выше постановка многоэтапной за­
дачи имеет довольно прозрачный смысл, все же она недо­
статочно строга, поскольку в ней не указывается характер
зависимости XtOT 8t • .
Рассмотрим более сбщую (и более строгую) постановку
задачи. Предположим, что в каждый - момент времени
t = О, 1, ... ,N решение выбирается на основе случайного
эксперимента над 8, описываемого а-подалгеброй 9Лt (j-ал­
гебры ,if основного вероятностного пространства(8, ,if, Р).
Пусть А! (8) = {аи (8)}1=1.m; jEU/. Необходимо выбрать 9Лt ­
измеримые вектор-функции Х! (8), максимизирующие
N








Х/ (8) > О (rnod Р) (t = О, N). (1.38)
В предыдущей за'J,аче 8 = (8 (1), ... , 8 (N)) и 8(t) являлись
векторами пространства Rnt .
Естественно предполагать, что со временем поступает
все более точная информация о случайных параметрах, т. е.
9Л/ ~ 9Лt+I' В частности, возможно, что 9ЛN =:r, т. е.
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MfO (хо (8), ... , xN(8))
при ограничениях
fl (хо (е), ... , xN (8)) ~ О (mod Р) (i = 1, т),
после N-ro этапа состояние е становится известно. В пре­
дыдущей задаче ro?о·= {е, 0}. CJЯN =.У.
Если CJЯо = {е. 0}, то (1.36)-(1.38) является моделью
многоэтапного перспективного стохастического программиро­
вания (планирования), в противном случае-моделью много­
этапного оперативного стохастического программирования
(планирования).
В дальнейшем, при отсутствии специальных оговорок,
в основном будут рассматриваться многоэтапные модели, в
которых CJЯо = {е, 0}. CJЯN = 09'.
В заключение сформулируем нелинейный аналог задачи
(1.36)-(1.38): найти CJЯt-измеримые вектор-функции Х/ (е).
максимизирующие
X t (8)~ О (mod Р)
Двухэтапная задача является частным случаем задачи
(1.36)-(1.38) при N = 1, CJЯо = {е, 0}. CJЯI = 09'.
§ 2. О способах введения коррекций
в стохастических моделях
производственного планирования
Стохастические модели производства сформулированы
выше как задачи многоэтапного стохастического програм­
мирования. Представляет большой интерес изучение спе­
циальных классов стохастических моделей, получаемых в
зависимости от способа введения коррекционных техноло­
гий. Обсудим некоторые возможные классы. Для простоты
ограничимся только случаем двухэтапных моделей, кото­
рые представляют наибольший интерес с точки зрения прак­
тических приложений. Те выводы, которые будут сделаны
относительно двухэтапных моделей, нетрудно обобщить на
многоэтапные.
1. Первый тип моделей, которые мы назовем моделями
с аварийной коррекцией, характеризуется тем, что коррек­
ционные технологические способы моделируют некоторый
«аварийный» режим функционирования экономики, КОТО-
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рый имеет место при возникновении диспропорций вслед­
ствие случайного изменения неуправляемых параметров.
Параметры коррекционных способов в этих моделях явно
«хуже», чем параметры программных способов (т. е. удель­
ные затраты выше, а удельные выпуски меньше), однако
компоненты оптимального плана-коррекции с вероятностью
больше нуля положительны. Это объясняется тем, что в
большинстве случаев выгоднее допустить небольшую ве·
роятность наличия невязки, предусмотрев ее компенса­
Цl1Ю, пусть даже не лучшими технологическими способа­
ми, чем действовать слишком осторожно - выбирать план·
программу таким образом, чтобы вероятность невязок была
равна нулю. Последний случай известен под названием
«жесткой» постановки (см. § 1) и является предельным для
двухэтапной задачи, если параметры, описывающие затра­
ты коррекционных способов, бесконечно велики. Если про­
граммные способы в моделях с аварийной коррекцией при­
менять также после наблюдения состояния природы, то с
вероятностью, близкой к 1, интенсивности коррекционных
способов будут равны нулю, что может служить аналити­
ческим признаком этого типа моделей.
2. Очень часто в практических расчетах ИСПОЛЬ?.IJется
тип моделей, которые можно назвать двухэтапными сто­
хастическими моделями со штрафами. ОН характеризует­
ся тем, что коррекционные технологические способы этого
типа моделей описывают не реальные производственные
процессы, происходящие после наблюдения реализаций
случайных параметров, а процесс осуществления штраф­
ных санкций за превышение лимитов ресурсов. Столбец,
описывающий затраты и выпуск ингредиентов k-ro коррек­
ционного способа, в этом случае будет иметь вид
(- d". О, О, .•. , 1, .•• , О),
~--
k
т. е. применение k-ro коррекционного способа с единичной
интенсивностью увеличивает количество k-ro ингредиента
на единицу за счет уменьшения нулевого (критериального)
ингредиента на величину d". В экономически осмысленных
моделях d" довольно большая величина; если программные
и корреКЦИОlIные способы поставить в одинаковые условия с
точки зрения получения информации, то коррекционные
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способы не входят в оптимальный план. Модели со штра­
фами наиболее широко представлены в литературе. Мо­
дели со штрафами можно считать частным случаем моделей
с аварийной коррекцией.
К достоинствам этого типа моделей можно отнести прос­
тоту вычислительных алгоритмов при реализации этих мо­
делей на ЭВМ. Существенным недостатком моделей со штра­
фами, который в равной мере присущ и моделям с аварий­
ной коррекцией, являются значительные трудности при уста­
новлении экономически оправданных величин параметров
коррекционных способов. В локальных экономических
системах в ряде случаев удается установить величину вза­
имозаменяемости между нарушением баланса по некоторому
ингредиенту и нулевым максимизируемым ингредиентом.
Как правило, в подобных моделях в качестве критерия эф­
фективности выступает математическое ожидание прибы­
ли, а нарушению баланса ингредиентов соответствуют фи­
нансовые штрафы, величина которых устанавливается вы·
шестоящими органами, и которые могут использоваться в
качестве базы для определения величин dk . В макроэконо­
мических системах, где в качестве критерия можно выби­
рать показатель, характеризующий уровень благосостоя­
ния населения (в простейшем случае это может быть
количество комплектов продукции непроизводственного по­
требления), взаимозаменяемость между нулевым ингре­
диентом и некоторыми невоспроизводимыми (в рамках дан­
ной модели) ингредиентами может отсутствовать. В этом
случае целесообразно применять модели второго и третьего
типа, которые мы соответственно назовем J.toделями с кор­
рекцией конечных выпускав и с коррекцией валавых вы­
пускав.
3. Прежде чем описывать модели с коррекцией конечных
выпусков, условимся называть некоторый ингредиент де­
терминированным, если для него все величины bi и ан де­
терминированы, где i - номер рассматриваемого ингреди­
ента. Если хотя бы одна из этих величин случайна, то ин­
гредиент i назовем случайным.
Модели с коррекцией конечных выпусков применимы
в тех случаях, когда невоспроизводимые ингредиенты де­
терминированы, а критерий оптимальности изучаемой си­
стемы - функционал от количеств конечной продукции
воспроизводимых ингредиентов. В моделях с коррекцией
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конечных выпусков план-программа является планом вы­
пуска воспроизводимых ингредиентов, а план-коррекция
показывает величину выпускаемой конечной продукции.
В ряде моделей с коррекцией конечных выпусков при не­
сильных предположениях можно доказать, что множество
допустимых планов-программ довольно широко, поэтому
применение и анализ моделей с коррекцией конечных вы­
пусков позволяет получить довольно содержательные ре­
зультаты. Коррекционные способы выдерживают «кон­
куренцию» программных способов, даже если последние
применяются после наблюдения е, т. е. коррекционные спо­
собы с вероятностью., близкой к единице, входят в опти­
мальный план.
Примером модели с коррекцией конечных выпусков яв­
ляется стохастическая межотраслевая модель с коррек­
цией конечных выпусков, которая описана в § 1 и изучена
в главе VI.
4. Если имеются случайные невоспроизводимые ингре­
диенты, то применение моделей с коррекцией конечных вы­
пусков нецелесообразно, поскольку приводит к жесткой
постановке. В этом случае необходимо использовать модели
с коррекцией валовых выпусков, которые конструируются
следующим образом. В плановом промежутке выделяются
два периода. Величина первого периода выбирается таким
образом, чтобы ошибки прогноза удельных затрат невос­
производимых ресурсов были незначительны, т. е. без су­
щественной потери точности невоспроизводимые ресурсы
можно было бы предполагать детерминированными. Отсю­
да план-программа в моделях с коррекцией валовых вы·
п~сков выбирается из множества, высекаемого детермини­
рованными ограничениями. Коррекционные способы в
данных моделях - это реальные производственные спо­
собы. Таким образом модель с коррекцией валовых выпус­
ков свободна от недостатков моделей с аварийной коррек­
цией (необходимость определения штрафов) и от недостат­
ков жесткой постановки, поскольку имеется возможность
довольно широкого маневра после реализации состояния
природы, так как план производства на втором этапе вы­
бирается как функция от случайных параметров.
Способ построения двухэтапной модели с коррекцией
валовых выпусков показывает в то же время ограниченные
возможности конструирования двухэтапных моделей без
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аварийных технологических способов. Действительно, при
выборе длины первого планового промежутка необходимо
учитывать два противоречивых требования: 1) длина пер­
вого промежутка должна быть До"таточно малой. чтобы
ошибки при ПрОl'нозировании удельных затрат нево~произ­
водимых ингредиентов были минимальными; 2) в конце
первого промежутка должны наблюдаться удельные нор­
мативы выпуска и затрат воспроизводимых ингредиентов.
Иными словами, если -.\ - момент времени, до которого
достаточно точно известны удельные затраты невоспроиз­
водимых ингредиентов, -'2 - момент наблюдения удельных
затрат и выпусков невоспроизводимых ингредиентов, то
для осмысленной постановки модели с коррекцией валовых
выпусков требуется, чтобы выполнялось соотношение
-.\ >- -'2, что может не выполняться. В общем случае по­
строить модель без жесткостей и без аварийных технологи­
ческих способов можно, лишь используя многоэтапное
стохастическое программирование.
ДОПОЛНЕНИЯ К '"ЛАВЕ'
1. Пусть имеются две двухэтапные задачи, ограflичения
одной из которых выполняются с вероятностью 1, а дру­
гой - для всех состояний природы ВЕе. Нетрудно про­
верить эквивалентность двух псстановок в случае, если мно­
жества
к = {х: существует у (В) такое, что для В Е е
А (В) х+D (В) У (В) + ь (8)~ О},
к' = {х: существует у (8) такое, что
А (В) х+D (В) У (В) + Ь (В) ~ О (mod Р)}
совпадают. Эти множества называются .множествами ИН­
дуцированных ограниЧЕНИЙ. Эквивалентность постановок
пони мается в данном случае как совпадение множеств оп­
тимальных планов-программ.
2. Рассмотрим простейшую стохастическую модель сель­
скохозяйственного производства (см. Л. В. Канторович,
А. Б. Горстко).
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Имеются две культуры с урожайностями а! ц/га и а2 ц/га
и ценами С! руб/ц и С2 руб/ц. Под эти культуры можно ис­
пользовать орошаемое поле площадью S га. Для нормаль­
ного развития культур необходимо, чтобы за сезон в почву
попадало соответственно Ь ! мЗ/га и Ь2 м3/га волы. Эта вода
попадает в почву благодаря орошению, а также в результате
осадков. Если лето влажное, а такое бывает с вероят­
ностью р, то выпадает d j мЗ/га осадков, если лето сухое (с
вероятностью 1 - р) - d2 м3/га. Цена воды составляет
а. руб/мЗ . Необходимо состаВIIТЬ такой план посевов и
такой план распределения воды, чтобы максимизировать
математическое ожидание прибыли с учетом затрат на 0;)0-
шение при услов1И, что каждая культура должна получать
минимально необходимое количество влаги.
Пусть х-площадь, отводимая под первую культуру,
z-под вторую; Y~, У; - количества воды, необходимые
для орошения гектара i-й культуры в случае, если лето
влажное и сухое соответственно. Задача состоит в выборе
таких переменных х, z, yJ, y~, y~. y~. чтобы имели место со­
отношения:
cjajx +c2a2z - р (ху\а. + zy~a.)-
- (1 - Р) (xYia. + zy~a.) -+ шах,
т. е. максимизируется математическое ожидание приБЫJJИ;
x+z,,;;;;;S
(ограничение по площади);
d l + У::>: ы1 '
d l + y~:>:b2'
d2 +Yi:>: ы1 •
d2+ Y~:>: Ь2 •
т. е. в любом случае каждая культура должна получать
необходимое количество воды;
х. z. у\. Yi. y~. y~ :>: о.
т. е. переменные были бы нетрицательными.
Эта модель является двухэтапной стохастической мо­
делью с конечным числом состояний природы. Ее можно
назвать моделью получения гарантированных урожаев при
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случайных затратах на орошение. Модель нетрудно обоб­
щить на СJlучай произвольного вероятностного распреде­
ления осадков, а также построить модель получения гаран­
тированных урожаев при случайных затратах на уничто­
жение сельскохозяйственных вредителей.
3. Модель прннятня напряженных планов в условиях
неопределенноетн. Л. Х. Соколовским рассматривал ась
следующая задача. Материальное поощрение предприятия
обычно строится на сопоставлении двух векторов - плана
х и его фактического выполнения z (8). Фактическое вы­
полнение плана зависит от 8 - величин ресурсов, конъ­
юнктуры, погодных условий, которые известны с точно­
стью до вероятностного распределения. Известна функния
поощрения f (х, z (8)). НЕобходимо выбрать такой план,
чтобы максимизировать математическое ожидание функции
поощрения
F (х) = М f (х, Z (I:J)).
4. Важный результат из теории принятия решений
(Р. д. Льюс н Х. Райфа) заключается в следующем. Если
отношение предпочтения при принятии решения удовлет­
воряет некоторым довольно естественным аксиомам, то
существует функция полезности (единственная с точностью
до линейного преобразования), индуцируемая этим отно­
шением предпочтения, и эта функция полезности имеет вид
математического ожидания полезностей для разных со­
СТОяний природы по субъективно-вероятностному распре­
делению. Субъективно-вероятностная мера удовлетворяет
аксиоматике А. Н. Колмогорова.'-
~OT результат является обоснованием--критерия опти­
мальности для задач стохастического программирования ви­
да максимума математического ожидания критериального
ингредиента.
5. Основным источником случайности исходной ин­
формации в моделях сельскохозяйственного производства
является случайность показателей урожайности различ­
ных культур на различных участках (как правило, неоро­
шаемых). Рассмотрим простую модель распределения по­
севных площадей с учетом случайности урожайности куль­
тур.
Обозначения: n - количество культур; т - количе­
ство участков земли различного вида; Si - площадь участ-
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ков земли i-ro вида; аи (8) - урожайность на i-M участке
j-й культуры (случайная величина с известным законом
распределения); (I,) - удельный вес j-й культуры в общем
производстве рассматриваемой сельскохозяйственной про­
дукции; X i } - площадь, занимаемая под j-ю культуру на
i-M участке.
Необходимо выбрать такой план распределения по­
севных площадей, чтобы выполнялись ограничения по
площадям для земельных участков каждого вида и макси­
мизировалось математическое ожидание количества комп­
плектов сельскохозяйственнОй продукции в заданных про­
порциях. Математическая запись модели такова:
(
. ~ ан (8) X1) )
М mш 1-1 -+ тах;
/ а}
n
~ ХН ~ SI
/=1
(; = 1, т);
(i = 1, т; i = 1, n).
Эта модель является стохастическим аналогом детермини­
рованной модели распределения посевных площадей, опи­
санной Л. В. Канторовичем и А. Б. Горстка.
6. В работе Н. П. Матряшина сформулирована модель
определения оптимального плана перевозок сахарной свек­
лы между свеклопунктами и сахарными заводами, с уче­
том того, что объем свеклы на свеклопункте является слу­
чайной величиной в силу случайности урожайности сахар­
ной свеклы.
Содержательно модель состоит в определении такого
плана перевозок со свеклопунктов на сахарные заводы,
чтобы удовлетворялись потребности каждого завода и ми·
нимизировалось математическое ожидание затрат с учетом
штрафов за невывезенную свеклу из каждого свеклопункта.
Пусть n - количество свеклопунктов; т - количество
западав; А} - потребность j-ro завода в сахарной свекле;
Bi (8) - случайный объем свеклы на i-M свеклопункте;
Си -затраты нз перевозку единицы объема свеклы из
i-ro свеклопункта на j-й завод; hi - штраф за единицу объ-
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ема невывезенной свеклы; Хи - объем перевозок из i-ro







~ Хи + Уl (8) > B i (tJ)
i
(i = 1, т),
Xij~ О, у; (8)~ О (i = 1, т; j = Т:n).
7. В статье А. Н. Зейлигера, А. А. Макарова и Б. Г. Са­
неева приведены основные подстроечные мероприятия при
развитии одной из электроэнергетических систем. В нашей
терминологии подстроечные мероприятия - коррекцион­
ные технологические способы. Экстренное дополнительное
производство электроэнергии после наблюдения состояния
природы может быть обеспечено за счет: 1) сооружения га­
зотурбинной станции; 2) строительства линий электропере­
дач между узлами системы; 3) форсирования строительства
конденсационных электростанций; 4) изменения мощности
действующей конденсационной электростанции.
По всей видимости для многих отраслей можно найти
способы дополнительного экстренного производства и сфор­
мировать множество коррекционных технологических спо­
собов.
8. В статье Ц. Е. Бочваровой сформулирована следую­
щая двухэтапная стохастическая модель сельскохозяйствен­
ного производства, в которой учитывается _~~учайный ха­
рактер ресурсов труда по периодам:
т
(с, Х) +М ~ (qtYt (О) - QiYi (8» -+тах,
,=I
а;х+ yt (tJ) - yi (О) = bi (8) (i=l,m),
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(i = т + 1, m 1),
х> О, Yi+ (О)> о, У! (8) > О (i= 1, т),
где х - вектор интенсивностей видов деятельности сельско­
хозяйственных предприятий; ai - вектор норм затрат
труда на единицу интенсивности в i-M периоде; bi (8) -
наличие трудовых ресурсов в i-M периоде (случайная ве­
личина); qi- ущерб, связанный с нехваткой одного чело-
веко-дня в i-M периоде; qt- прибыль от одного человеко­
дня в подсобном хозяйстве в i-M периоде; Yi- дефицит
рабочей силы в i-M периоде; Yt- избыток рабочей силы в
i-M периоде. Предпоследнее ограничение является ограни­
чением по различным видам ресурсов.
Г л А В А ('
МЕТОДЫ
СТОХАСТИЧЕСКОГО ПРОГРАММИРОВАНИЯ
в главе 1 отмечалось, что на праКТlJке задачи оператив­
ного стохастического программирования обычно сводятся к
задачам перспективного стохастического программирования
путем параметризации. В связи с этим, с практической точ­
ки зрения наибольший интерес представляет развитие чис­
ленных методов перспективного стохастического програм­
мирования, поэтому в этой главе основное внимание будет
уделено задачам перспективного стохастического про­
граммирования, хотя формально их легко обобщить на слу­
чай абстрактных пространств, а также применить их к об­
щей задаче оперативного стохастического программирова­
ния. Детальное рассмотрение затрагиваемых здесь вопросов
имеется в монографии Ю. М. Ермольева [2].
§ 1. Общие замечания
1. Прямые и непрямr,lе методы, Рассмотрим задачу пер·
спективного стохастического программирования: найти век­
тор х = (х1 , ••• ,хn), максимизирующий
ро (х) = MfO (х, 8) = J{О (х, 8) р (d8), (2.1)
при ограничениях
pl (х) = Mtl (х, 8) = Sfl (х, 8) Р (d8) ;> О (i = 1, т), (2.2)
хЕ Х. (2.3)
Если можно найти зависимость р\ (х) (v = О, т), то
эта задача сводится к обычной задаче нелинейного програм­
мирования. В этом случае говорят, Что задача стохастичес­
кого программирования имеет детеР~lИнированный экви­
валент. В тех случаях, когда зависимости PV(x) ~lОжно по­
строить лишь приближенно, говорят о приближенном
4 ю. М. ЕРМО.'1uеп. А 11. Ястремскн!I
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детерминированном эквиваленте задачи стохастического про­
граммирования.
Методы, основанные на поиске точного или приближен­
ного детерминированного эквивалента стохастической зада­
чи с последующим применением обычных методов не­
линейного программирования, называются неnрямыми
методами стохастического программирования. Методы,
позволяющие решать задачу стохастического программиро­
вания на основе значений случайных функций tv (х, 8),
называются nрямыми методами.
Найти зависимости Fv (х) возможно только в редких слу­
чаях для определенных законов распределения. Обычно это
связано со сложными аналитическими исследованиями,
причем приемы, применяемые для одних типов распреде­
лений, оказываются неприменимыми для других распре­
делений. Поэтому область применения непрямых методов
стохастического программирования весьма узкая. При по­
иске приближенных зависимостей, как правило, невозможно
оценить степень приближения, получаемого в резуль­
тате решения приближенного детерминированного эквива­
лента. Например, весьма часто приближенный детермини­
рованный эквивалент получают путем «переброски» знака
математического ожидания в (2.1), (2.2) под знак зависи­




Это - весьма распространенный прием, при помощи
которого в настоящее время получается большинство де­
терминированных моделей оптимального планирования 11
управления.
В технико-экономическом планировании необходимость
аппроксимации (2.4) часто диктуется принятой в настоя­
щее время детерминированной системой технико-экономи­
ческих показателей, которые, по сути дела, представляют
собой некоторые усредненные нормативы и отвечают пла­
нированию исходя из средних нормативов.
В некоторых случаях аппроксимация (2.4) может дать
приемлемые результаты, например, если разброс случай­
ных параметров модели незначителен и есть определенная
устойчивость решения по отношению к разбросу парамет--
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хЕ Х,
ров. В других случаях это может привести к противополож­
ным результатам. Например, пусть
{О (х, 8) = - 02х + х/2,
где 0= + 1 или 8 = - 1 с вероятностью 1/2. Очевидно,
что fO (х) = - х/2 и точка максимума этой функuии при
- 1~ х ~ 1 есть х =-= - 1. С другой стороны, {О (х, 8) =
= х/2 и точка максимума есть х = 1.
Прямые методы стохастического программирования опе­
рируют только значениями fV (х, 8), их принuипиальные
алгоритмы не меняются с изменением закона распределения
8 и поэтому позволяют решать различные задачи стохасти­
ческого программирования.
2. Общая идея стохастических квазиградиентных мето­
дов. Широкий класс прямых методов стохастического про­
граммирования можно построить на основе стохастических
квазиградиентных методов. Эти методы позволяют решать
детерминированные и стохастические экстремальные зада­
чи с гладкими инегладкими функuиями без вычисления
точных значений функuии uели, функuий ограничений и
производных этих функuий.
Общая идея этих методов такова. Пусть требуется ре­
шить экстремальную задачу:
ро (х) -+ шах,
pl (х)> О (i = 1, т),
где функuии pv (х) могут быть такими, как в задаче стохас­
стического программирования (2.1 )-(2.3), т. е. возможно,
что
В стохастических квазиградиентных методах последователь­
ность приближений хО, x1 , ", ,xS , ... строится без использо­
вания точных Значений функuии pV (х) И их субградиеНТО8
(обобщенных градиентов, а в гладком случае - градиентов)
p~ (х). Вместо значений pV (xs) и p~ (x s), v = О, т; на S-M
шаге (итераuии) применяются случайные величины XV (8) и
случайные векторы ~V (5), являющиеся статистическими
оuенками, в общем случае смещенными, значений pV (x s) и
4*
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p~ (х'). Иными словами
м (Xv (s)/xO, .. , , х') = pV (х') + av (s), (2.5)
М (Gv (s)/xo, 0.0, х') = p~ (х') + bV (s), (2.6)
где av (s) - ('лучайные величины, Ь V (s) - случайные векто­
ры. зависящие от предыстории процесса поиска (хО.... х').
т. е. измеримые относительно а-подалгебры 538' индуциро­
ванной величинами (хО , ... , х').
"'vОтметим. что в (2.6) через Рх (х·) обозначен субгра-
диент функции pv (х) в точке х'. Если. в частно-
сти. pv (х) - выпуклая вверх функция. то р,,: (х')­
любой вектор. удовлетворяющий неравенству
pV (х) - pV (х') <. (P~ (х'). х - х'). (2.7)
Векторы G(s) называются стохастическими квазигра­
диенлшми. а если bV (s) = О, то стохастическими субгра­
диентами (градиентами в гладком случае). Таким образом,
последовательность приближений ха, х1 • .... x~• ., оказы­
вается случайной. т. е. значения х' зависят от элементар­
ного события U) некоторого вероятностного пространства
(Q•.13, fL)·
Естественно, если av (s), bV (s) не удовлетворяют опре·
деленным требованиям, то соотношения (2.5). (2.6) выпол-
няются для произвольных XV (s). GV (s). в стохастических
квазиградиентных методах av (s), bV (s) или в определенном
смысле ограничены. например, равномерно с вероятностью
1. или стремятся к О (также в определенном смысле при
s - (0). Последнее обычно имеет место в тех случаях,
когда метод должен сходиться к точному решению.
3. Детерминированные задачи. Пусть имеется функция
F (х). значения которой вычисляются точно, без помех.
Покажем. каким образом в данном случае можно построить
величины Х (s) и векторы G(s), удовлетворяющие (2.5), (2.6).
Очевидно. в данном случае можно принять Х (s) = Р (х'),
и если имеется возможность точно вычислить значение
субградиента Fх (х'), то ~ (s) = Fх (х'), т. е. в идеальном
случае. когда вычисляются точные значения функций цели
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и функuий ограничений, а также значения их ПРОИЗВОДНЫХ,
стохастические квазиградиентные методы могут совпадать
с обычными, детерминированными проuедурами нелинейно­
го программирования.
Приведем ряд более интересных формул вычисления
стохастических квазиградиентов, т. е. убедимся в том,
что величины Xv (5) и векторы ~v (5) легко строятся как в
задачах стохастического программирования, так и в обыч­
ных детерминированных задачах нелинейного программи­
рования.
Если функuия F (х) имеет ограниченные вторые произ­
водные, то можно взять
,N., F (х' + Д el ) F (XS )~(5) = ~ 1 ~ - е! = F:r;(x S ) + Ь(5),
...... .
/=1
где 11 ь (5) 11 ~ С· Ll, (С - константа), еl - орт j-й оси. Рас­
смотрим обычную (детерминированную) максиминную задачу,
для которой
F (х) = min f (х, у).
уЕУ
Если f (х, у) - выпуклая вверх по переменным х при каж­
дом у Е У Функuия И имеет ограниченные по х вторые
производные, то можно взять
~n f (х' + Д el , у' (XS)) - f (XS, у (Xs)) 16(5) = s Д е ==:S
1=1
А S
= F:r; (х ) + ь (5),
где 11 ь (5) 11 ~ С· Ll. (С - константа). При этом не требуется
вычисления производных.
Часто в детерминированную задачу бывает полезно ис­
кусственно внести случайность и рассматривать стохасти­
ческие методы поиска решения. Одна из появляющихся при
этом возможностей - построить проuедуру поиска гло­
бального экстремума. Так, если вычисляется градиент
Fх (x s), то можно рассматривать градиентные методы
x
s+! = X S + p.F:r; (X S), s = О, 1, ... , (2.8)
где Р. - шаговый множитель.
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Однако в том случае, когда F (х) имеет многочисленные
мелкие локальные экстремумы, например, как функция на
рис. 7, то градиентные методы быстро останавливаются в
одном из локальных минимумов или другой стационарной
точке. Чтобы иметь возможность «проскакивать» локальные
экстремумы, вместо (2.8) рассматриваются процедуры,
Г(х)
Рис. 7.
имитирующие движение тяжелого шарика по поверхности,
задаваемой F (х). Для этого используются вторые произ­
водные F (х) и процедура поиска существенно усложня­
ется. Наиболее простой способ придать процедурс (2.8)
глобальный характер, связан с введением случайной поме-
хи hS = (h~, ... , h~l)' Mhs = О в направлении поиска, т. е.






S + Ps (Рх (х') +hS ), s = О, 1, '" (2.9)
Случайная составляющая hS дает возможность продолжить
движение в тех случаях, когда Fх (x s) = О. Вектор
удовлетворяет основному соотношениЮ (2.6). В процедурах
типа (2.8) величины Р" чаще всего выбираются из условия
00
вида Р' -+ + О, ~ Ра = 00. Заметим, что (2.9) - не един-
s=o
§ 1] ОБЩИЕ ЗАМЕЧАНИЯ 55
(2.11 )
(2.12)
ственный способ искусственного введения стохастики в про­
цедуру поиска. Так, можно рассматривать процедуру
x
s+1 = х' + PsFx(xS _hs), s = 0,1, ... , (2.10)
где hS - случайная помеха (вектор), стремящийся к О при
s -+ 00. Как и (2.9), она имеет свойство глобальности (воз·
можность «проскакивать» лuкальные экстремумы). В даль­
нейшем будет показано, что вектор G(s) = Fх (xs + hS ) яв­
ляется стохас тическим градиентuм некоторой «сглаженной»
функции и что процедуры, подобные (2.10), в которых
Fх (XS +hS ) заменен конечно-разностной аппроксимацией,
применимы для максимизации негладких и разрывных функ­
ций.
Случайные направления часто применяются при реше­
нии сложных экстремальных задач большой размерности.
Так, если F (х) имеет значительное число переменных, то
для реализации (2.8) требуется предварительно составить
большое число подпрограмм для вычисления частных про­
изводных. Применение вместо (2.8) процедуры
s+1 S ~n F (xs + 8/) - F (xS ) е'х =x+~ 8 '
8
j=1
S = 0,1, ...
требует только подпрограммы вычисления функций. Од­
нако, поскольку значение функции должно быть вычисле­
но в (п + 1)-й точке, то при больших затратах времени на
вычисление в одной точке этот метод также может оказать­
ся практически нереализуемым. Рассмотрим вместо (2.11)
следующую стохастическую процедуру:
-.L . ~rs F (xS + 8 hS /) - F (хВ)
xS , 1 = х' + Рв s8 hSI ,
8
/=1
s = О, 1, '" ,
где {hS\=т;rs = h (s) - серия независимых по s наблюдений
случайного вектора h = (h j , .•• , hn ) с независимыми и рав­
номернораспределенными на [-1, 1] компонентами,'s:> 1.
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(2.13)
для реаJ1llзаШIl1 (2.12) независимо от размерности требу­
ется вычисление фУНКUlI1I в Ts+ 1точках, в частности, если
Тэ = 1, то реализаuия (2.12) независимо от размерности за­
дачи требует вычисления функщш только В двух точках.
Если вторые производные ограничены в допустимой об­
ласти, то для вектора





м (1; (5)/ X S) = М (М (1; (5)/XS , h (5») =
"
= 23Г. М ~ (Р", (x s), hSI )It S1 + Ь (5),
1=1
где 11 ь (5) 11 < С· 6.s (С - константа) в допустимой области.
Для j-й компоненты вектора S(5) имеем
rs n
М (~j (5)/ XS ) = 2~ s~(~FXk (x S ) hkl ) hj! + Ь} (5) =
1=1 k=1
= Р",. (XS ) + Ь} (5),
J
так как МM/hjl =0, при k =1= j и
М (h~I)Z = i hZdh = ~ .
Таким образом,
М ((; (5)/ XS ) = Р", (X S ) + ь (s),
где 1/ ь (5) " < С· 6.э (С - константа).
Для обычных детерминированных максиминных задач
с функuионалом
F (х) = min t (х, у) = f (х, у (х»,
уЕУ
имеющим равномерно (по у Е У) ограниченные вторые про­




"M(S (s)/х5 ) = Fх (X S) + Ь (s),
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где Ilb (s)il<C' Д• (С - константа) в допустимой области.
Особенно плодотворным, если не единственно ВОЗ­
можным, кажется применение СJJучайных направлений в
общих задачах недиффереНllИ­
руемой и разрывной оптими­
заllИИ. Как уже отмечалось,
негладкий и даже разрывной
характер ФУНКllИИ llели и
ограничений - типичная си-
......
туаllИЯ для стохастического ....
программирования.
Если ФУНКllИЯ F (х) не име·
ет непрерывных производных,
но имеется возможность вы­
числить ее точные значения в
любой точке, то самый прос- РIJс. 8.
той способ максимизаllИИ F (х)
СОСТОИТ в следующем. В точке х5 случайным образом выби­
рается некоторое направление. Если в этом направлении
ФУНКllИЯ не возрастает, то выбирается новое случайное на·
правление и т. д. до тех пор, пока не получим направление,
в котором ФУНКllИЯ возрастает. Затем в данном направлении
делается шаг в точку xs+1 И Т. д.
Недостаток этого метода в том, что требуются точные
значения ФУНКllИИ llели. Кроме того, движение происходит
только в направлении возрастания F (х), т. е. это - релак­
саllИОННЫЙ метод. Как показывает рис. 8, в недиффе­
реНllируемом случае можно применять направления, не
являющиеся направлением возрастания. Если F (х) вы­
пуклая вверх фУНКllИЯ, то в направлении обобщенного
градиента убывает расстояние (при подходящем шаге) до
экстремума и это можно использовать при поиске экстре­
мума. Это следует из того, что при любом XS и х*, являю·
щемся точкой экстремума,
О:> F (X s) - F (х*)> (Рх (XS ), х' - х*),
т. е.
"(Рх (XS ), х' - х*)< О.
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s=O,I, ... ,
в работе А. М. Гупала для решения задач с не­
дифференцируемыми и даже разрывными функциями
применяется следующий прием. Пусть F (х) - выпук­
лая вверх, но не имеющая непрерывных производных функ­
ция. В этом случае метод, определяемый соотношениями
(2.11), не сходится к решению (точке максимума). Однако,
его можно «подправить», рассмотрев процедуру вида
,+1 , + ~11 F (-:;, + ""/) - F (-:;\) j




где х' - точка, случайным образом выбранная в окрестнос­
ти точки х' (размеры окрестности стремятся к О при S-+OO
определенным образом, согласованным со стремлением к О
р" Lls )' Такая процедура уже позволяет отыскать решение
даже разрывных задач. При этом не обязательно требуется
точное значение функции F (х). Более детально это обсуж­






~n F (х' _ h' + "" ei ) _ F (XS + hS); (8) = s"" е/,в
i=1
где hs - случайная помеха, стремящаяся к О при s -~ 00,
т. е. как конечно-разностную аппроксимацию направления
спуска процедуры (2.10). При этом условное математи­
ческое ожидание М (~(s)lxs) является конечно-разностной
аппроксимацией градиента свертки
F(x,s) = ~ Р(х --h) dHB (Е!) (2.15)
в точке хВ , где Н, (h) - функция распределения hs, т. е.
{1 FS (х+ "" ei ) F (х')М (; (s)/ х') = ~ '",,~ - ei•
j=l
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Имеем
Функuию распределения Нз (h) можно выбрать так, чтобы
р" (х) оказалась непрерывно дифференuируемой функuией,
удовлетворяющей локалыlOМУ условию Липшиuа, и р" (х)--+
--+ F (х) равномерно в любой ограниченной области при
s --+ 00. Это, наряду с условиями Р. --+ + О, ~ Ps = 00,
дает возможность утверждать о сходимости проuедуры
(2.13), т. е. последовательности {х5}, определенной соглас­
но (2.13), к решениям задачи Р (х) --+ шах.
4. Стохастические задачи. Рассмотрим функuию вида
р (х) = М! (х, е),
встречающуюся в задачах стохастического программиро­
вания, и покажем, каким образом в данном случае строят­
ся величины Х (s), ~ (s), удовлетворяющие (2.5)-(2.6).
Пусть ео , е 1 , ... , е5 , ... - результаты независимых испы­
таний над е. Тогда можно взять
х (s) = f (х\ е").
м (х (s)/х5) = р (Х5).
Если при каждом О значение f (х, о) вычисляется с ошибкой,
то появляется смещение а (s). Если Р (х) в допустимой об­
ласти имеет ограниченные вторые производные, то можно
взять
1: ( ) _ ~n f (х5 + дi, e5j ) - f (х5 , е50 ) j
bS- Д е,
sj=1
где 051, 1= О, n результаты зависимых или независимых по
1 наблюдений, в частности, можно принять е"О = 051 = ,..
. . . = 05n. ПО S = 0,1, . .. серии испытаний независимы.
Имеем
= p~ (х5 ) + Ь..; (s),
где Ilbv(s)II<C'~, (С-константа). Направления поиска
указанного вида используются в известных методах стоха·
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стической аппроксимации. Если 1(х, 8) непрерывно диффе­
ренцируема при каждом 8 и выполнены необходимые тре­
бования дифференцируемости для представления [х (х) =
= Mlx (х, О), то можно взять
~' = 1х (х' , 8').
В связи с процедурами (2.12) обсуждалась возмОжность
применения случайных направлений поиска в задачах не­
линейного програl\lмирования большой размерности. Ана­
логичное рассуждение справедливо 11 13 стохастических зада­
чах. Подобно (2.13) можно рассмотреть
,,
f (XS+ ;:"shS1 , 051) - f (х', 0'°)~ (5) = 2~, ~ ---=---~-,--8----- h'l,
1=1
где 'Б> 1. При этом
м (~(5)/X5) = ММ (~(5)/xs,ILs) =
(2.16)
'S
= :ГБ м ~(Fx(XS),ILS!)hSI + Ь(5) = Fx(xS) + ь (5),
1=1
где 11 ь (5) 11:< С· ~э (С - константа). если F (х) имеет огра­
ниченные вторые производные (как правило, для стохасти­
ческих квазиградиентных методов достаточно, чтобы вторые
производные были ограничены на некотором множестве,
содержащем допустимую область).
Рассмотрим теперь задачу, которая является обобщением
рассмотренной в главе 1задачи двухэтапного стохастического
программирования. Пусть план X=(Xj, ... , хn ) и его коррек­
ция Y=(yj, ... , у,) вместо линейных ограничений (1.12) удов-
. летворяют с вероятностью 1 ограничениям
хЕХ, уЕ У,
f' (х, у, 8) > О (i = 1, т) ,
(2.17)
а эффект, связанный с реализацией плана х и его коррек­
цией у, равен
1° (х, у, 8). (2.18)
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Обозначим через у (х, О) коррекцию, которая максимизи­
рует (2.] 8) при ограничениях (2.17) для данных х и О. Тогда
ожидаемый эффект от реализации плана х и его коррекции
у (х, О) есть
F (х) = MfO (х, у (х, О), О). (2.19)
Задача состоит в том, чтобы выбрать х Е Х, максимизиру·
ющее (2.19).
Предположим, что функции fV (х, у, О) при каждом О
выпуклы вверх и непрерывно дифференцируемы по сово­
купности переменных (х, у) и при всех 1/ Е У, О Е 8 суще­
ствует седловая точка (у (х, О), u (х, О)) функции Лагранжа
задачи второго этапа:
n
<р (у, и) = fO (х, у, О) +~ui (х, у, О), У Е У, u > О.
[=1
Например, ограничения (2.17) удовлетворяют обычным усло­
виям регулярности по у при каждом х Е х, О Е 8. Обозна-
чим через {"Су (х, у, О) обобщенный градиент функции f (х, у, О)
по совокупности переменных (х, у) при фиксированном О,
причем пусть этот вектор представим как 'ху = (tx, fy), где
'х ' 1;; -- обобщенные градиенты функции f (х, у, О) по пере­
меНlIЫМ х, у. Тогда, если положить
~(5)=t~(X', у(х" О'), OS)+
т
+~ и[ (х', OS) 1~ (x S , у (xS , О'), OS),
i=1
где 0°, ... , о', ... - результаты независимых испытаний над
О, то (см. Ю. М. Ермольев [2] стр. 143) имеем
М (~(5)/ х') = Fх (х'),
где Fx(xS) -обобщенный градиент функции (2.19). В част­
ности, если
fO (х, у, О) = (а, х) + (d (О), у),
fi (х, у, О) = (a i (О), х) + (d' (О), у) + bi (О),
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т. е. имеет место задача (1.23) - (1.24), то
5(5) = а+ А' (85) и (х', 85).
в задаче выбора ОПТИl\lал ьного состава машинно-тракторно­
го парка 5(5) = {51' (k)},
51' (k) = - Си (k) - Es (k) ~j - d; (k) л, (Ь ; (k, 05) -
- f Wij (k) Xli (k)) - di (k) л,(f Ши (k) X~, (k) - Ь i (k, 85)) ,
где Bs(k) = 1, если ~ X1, (k) = т~x ~ X1,(k) и Es (k)= 0-
I I
В противном случае; л, (z) = 1, если z> О и л, (z) = О - в
противном случае.
Первая из сформулированных в главе 1 стохастических
моделей межотраслевого баланса является частным случаем
стохастической максиминной задачи
F (Х) = М min f (Х, у, 8), Х Е х ~ Rn •
уЕУ
(2.20)
Одна из возможных интерпретаций этой задачи связана с
планированием в конфликтных ситуациях, когда на выбор
решения оказывает влияние множество различных перемен­
ных факторов, но плановому органу (первому игроку),
Прllнимающему решение, невозможно контролировать их:
некоторые факторы имеют случайный характер, а другие
находятся в распоряжении лиц (второго игрока), интересы
которых противоположны интересам первого игрока. По­
этому функция платы f (Х, у' 8) зависит от трех групп пере­
менных: переменные Х = (Хl' •.• , Хn ) контролируются пер­
вым игроком (стратегия первого игрока), переменные
у = (Уl' ... , Yr) контролируются вторым игроком (стратегия
второго игрока), 8 - состояние природы, элемент вероят­
ностного пространства (<3, [[, Р). Тогда рассматриваемая
задача (модель) соответствует следующей концепции: счи­
тается, что какой бы план Х ни был выбран первым игроком,
второй игрок будет знать выбор Х первого игрока и со­
стояние природы 8. Предположим, что при любых у, 8
функция f (Х, у, 8) выпукла вверх по переменным Х, а
'Х (Х, у, 8) - обобщенный градиент. Пусть существует та-
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кое у (х, 8), что
f (х, у (х, 8), 8) = min f (х, у, 8)
уЕУ
и существуют необходимые математические ожидания.
Тогда (см. Ю. М. Ермольев [2]), если
~ (5) = lх (х', у, 8') ly=y(X'.8') = fx (х', у (х" 8'), 85), (2.21)
где 85 (5 = О, 1, ...) - результаты независимых наблюдений
над 8, имеем
м (~(5)/ х') = Fх (х'),
где РХ (х') - обобщенный градиент функции (2.20).
Если функция f (х, у, 8) имеет ограниченные вторые про­
изводные в области Х, то для
n
~ (5) =~ ~s (f (х5+ ei ~8' у, 851) -
i=I
- f (х5 • у, 8')) e1Iy=y(X5,05) (2.22)
получим
где 11 ь' 11 < C~8 (С - константа). Аналогичное соотношение
(в этом же случае) имеет место для вектора
"
3 ~ I 5 5k 5k~ (5) = 2г т- (f (х + ~sh ,у, 8 ) -
8 8
k=t
f (х\ 8'k)) h5k I
- • у, у=у (x 5 ,eS )' (2.23)
5k 5kгде h • 8 имеют тот же смысл, что и в (2.16).
Заметим, что из существования вторых производных по
х функции f (х, у, 8) не следует непрерывная дифференци­
руемость функции (2.20), поскольку под знаком математи­
ческого ожидания присутствует операция взятия минимума.
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Для стохастичес!(ой модели межотраслевого баланса,
для которой
n
F (х) = М (min~ ~ (бij - ан (8) XJ)) ,
, Cl.1~
/=1
стохастический квазиградиент, в соответствии с (2.21),
есть вектор
SJ (s) = ~ (бi,J - aisJ (8')),
"
где i s выбирается из условия
j = г.n,
Рассмотрим теперь классы функций, которые встреча­
ются в динамических задачах стохастического программи­
рования, например, в задачах управления случайными про­
цессами (см. подробнее Ю. М. Ермольев [2], [3]).
Важный частный класс динамических задач стохасти­
ческого программирования связан с выбором такого управ­
ления (последовательности векторов) х (k), k = О, 1, ...
... , N - 1, которое максимизирует функцию цели
F (х (О), ... , х (N - 1)) = м f (х (О), .,. , х (N - 1),
z (О), '" ,z (N), 8), (2.24 )
где переменные z (k), х (k) связаны соотношениями
z(k+ 1) =A(k,8)z(k)+B(k,8)x(k)+c(k,l:J)
(k = О, N -1), (2.25)
z(O)=ZO.
Заметим, что при этом часто 8 представимо в виде 8 =
= (8 (О), ... , 8 (N-l)), а А (k, 8), В (k, 8), с (k, 8) зависят
только от 8 (k). В силу этих соотношений переменные z (k)
иеявно зависят от х (О), ... , х (k - 1), и для вычисления точ­
ного значения функции цели F (х), х = (х (О), .... , х (N -
~ 1», требуется по крайней мере знать закон распределе-
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ния z (k) как функцию от х (О) ...... х (k - 1). Поэтому при­
менение непрямых методов для максимизации функции
вида (2.24). или в тех задачах, где функция вида (2.24) при­
сутствует в ограничениях. наталкивается на непреодоли­
мые в практическом отнощении трудности.
Пусть функция f (х, г. 8) выпукла вверх по совокупности
переменных (х, г) при каждом 8. Этим условиям удовлетво­
ряет. например. функция вида
шах «а (k), х (k)) + (~(k), z (k))).
O~k~N
частный случай которой имеется в задаче планирования ма·
щинно-тракторного парка.
Обозначим субградиент функции f (х, г. 8) по совокуп­
ности переменных (х. г) = (х (О) ..... х (N - 1), z (О)..., •z (N))
через f(x.z) (х, г, 8) и пусть fX<k)' t.(k) - компоненты вектора
~X,Z) (х (k), z (k). 8) отвечающие переменным х (k). z (k). Наряду
с системой (2.25) рассмотрим систему уравнений для сопря­
женных переменных л (k), k = N - 1..... О:
Л(k) =А' (k, 8) л(k + 1) +
+ I:<k) (х (О). '" • х (N - 1). z (О)... , •z (N), 8).
л (М =- fz<N) (х (О)..... х (N - 1). z (О), .... z (М, 8). (2.26)
Пусть имеется точка XS = (XS (О), ... , XS (N - 1)). 8' - исход
независимого испытания над 8. Из (2.25) определяются
траектории ZS (k). k = О, ...• N, из (2.26) - сопряженные
переменные лS (k). k = N. О. Положим
~(s) = (~1(S)"'" ~h(S)'" •• ~-1 (s)).
~h (s) = Тх (х' (О)..... х' (N - 1). г' (О), ... ,г' (N). 8s) -
- В' (k, 85) л' (k + 1). (2.27)
Тогда
м (~(s)/ XS ) = Fх (х').
где РХ (XS) - субградиент функции (2.24).
Важный класс стохастических задач оптимального уп­
равления встречается в теории управлеНIIЯ запасами и свя,
5 ю. М. Ермо.,ьев, А. И. 1!стремскиА
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зан с оптимальным выбором начального состояния управля­
емого процесса, т. е. начальное состояние z (О) является
дополнительным управляющим параметром. Обозначим
z (О) через а. Тогда математическое ожидание (2.24) за­
висит также от а, т. е. имеем
Р(а, х(О), ... ,x(N -1» =
= Mf(x(O), ... ,x(N-l), г(О), ... ,z(N), 8).
Стохастический квазиградиент этой функции ~ (s) вычисля·
ется по аналогичной (2.27) формуле:
~" (s) =
=(- ",5 (0)+ 'х (х' (О), ... , х' (N - 1), г5 (О), '" г5 (N), (5) _
- В' (k, (5» ",$ (k + 1), (2.28)
где г5 (k), х5 (k), ",5 (k) удовлетворяют (2.25) -(2.26). В част­
ности, если отсутствуют управления х (k), т. е. неизвест­
ными переменными является начальное состояние управляе­
мого Пj:оцесса, то
(2.29)
§ 2. Стохастические квазиградиеНТНblе методы
Как отмечалось выше, эти методы предназначены для




pi(X) >: О (i = 1, т), хЕХ,
где Х = Rn , без вычисления точных значений. функции це·
ли, функций ограничений (или) их градиентов p~ (х) и суб-
"v -градиентов Рх (х), 'v = О, m. В дальнейшем о;раничения х ЕХ
будут рассматриваться как ограничения простого вида,
например, на область Х можно спроектировать точку, ле­
жащую вне Х. Остальные ограничения будут рассматри-
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ваться как сложные ограничения, например, функции F i (х)
не имеют аналитичеСКI\Х выражений и поэтому невозможно
вычислить точные значения их производных, или это не·
возможно практически сделать в силу большой размерности
Rn , или функции F i (х) имеют вид математических ожида­
ний и невозможно получить даже точные значения этих
функций Будет также подразумеваться, что такой же
сложный характер имеет и функция цели ро (х). Через
XV (5) и ~v (5) обозначаются случайные величины и случай­
ные векторы (стохастические квазиградиенты), удовлетво­
ряющие соотношениям (2.5), (2.6).
Допустимую область условимся обозначать через О.
Если х* - некоторое решение задачи, то иногда будем пи­
сать х* = arg шах ро (х). Множество решений Х* будем
ХЕО
обозначать еще через Arg шах ро (х). Напомним, что мно-
xED
жество Х называют ВЫПУКJlЫМ, если вместе с любыми дву­
мя точками х 1 , х2 Е Х этому множеству принадлежит и
отрезок, соединяющий х!, х2 , т. е. АХ! + (1 - А) х2 Е Х.
Многие из тех методов, которые обсуждаются в даль­
нейшем, применимы для решения экстремальных задач
весьма общего вида, хотя строгие теоремы об их сходимости
получеН~I только в том случае, когда Х - выпуклое мно­
жество, а pv (х) - выпуклые вверх (вогнутые) функции,
т. е. для них
FV (АХ! + (l - А) х2) ;> АР (x1) + (l - А) FV (х2).
Отметим, что _FV (х)-выпуклая вниз (выпуклая) функция,
если FV (х) - выпуклая вверх. Условимся также в дальней­
шем постоянные величины обозначать через С.
1. Метод проекции стохастических квазиградиентов
предназначен для максимиззции функции цели при ограни­
чениях х Е Х и определяется соотношениями
x
s
+1 = "х (XS + Р5УЭ~,о (S», S= О, 1, ... , (2.30)
где "х ( .) - оператор проектирования точки на множество
Х, Рэ - шаговый множитель, уs-нормирующий множитель.
Проекция "х (у) точки у на Х должна удовлетворять со­
отношениям
Лх (у) Е Х, 11 х - "х (у) 112 <'11 х - у 112
5·
СТОХАСТИЧЕСКОЕ ПРОГРАММИРОВАНИЕ [Гл. 11
для всех Х Е Х. в частности, если Х - выпуклое замкну­
тое множество, то можно положить
Лх (у) = arg min 11 у - Х 112.хЕХ (2.31 )
Таким образом, операция проектирования на Х связана с
решением подзадачи минимизации квадратичной формы на
Х, поэтому метод (2.30), вообще говоря, применяется в тех
случаях, когда множество Х задано линейными уравне­
ниями и неравенствами, т. е. Х - выпуклое многогранное
множество. В этом случае существуют методы, позволяю­
щие в принципе отыскивать Лх (у) за конечное число шагов.
При этом даже при большом числе переменных затраты на
реализацию операции проектирования оказываются незна­
чительными, если в качестве начального приближения к
ЛХ (Х' - РэУэ~О (5» брать точку xS • Возможны модификации
метода (2.31), в которых операция проектирования осу­
ществляется приближенно, например, с помощью бесконеч­
ных процедур, обрывающихся~'через некоторое число ите­
раций, если Х задано нелинейными неравенствами. Осо­
бенно эффективно лх(·) строится для множеств специаль­
ного вида. Например, если Х = {х: (Х,) ..,;;: Х] ..,;;: ~j' j =
= ~}, то j-я компонента ЛХ (у) есть
(лх (у») = шах (шiп ((X,j, Xj), ~j).
Если
"Х = {Х: ~ ajxj < Ь, (Х,)< x j < ~j,
j=!
то существуют простые конечные процедуры, реализующие
операцию проектированияна Х.
Пусть ро (Х) - выпуклая вверх функция, Х - выпук­
лое замкнутое множество. Обозначим через х (.) характе­
ристическую функцию события (.), т. е. х (.) = 1, если
( .) имеет место, и х (.) = о - в противном случае. Сп р а­
ведливо следующее утверждение (см. Ю. М. Ермольев
[2]).
Т е о р е м а 2.1. Пусть для любого L > О U некоторо­
го CL > О
М (11 ~O (5) Ij2/XO, ... , XS) <h; (хО, ... ,XS) <СЬ (2.32)
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при 11 Xk 11 < L, k = О, s, нор),шрующue множите//и I'з для
каких-либо чш:;ел d, l удовлетворяют условию
1'. (х (1']8> d) h' + х (11 ЬО (s) 11> О) 1\ х5 10 < l < 00; (2.33)
величины РВ' ЬО (s) могут зависеть от (хО , •• " Х') и таковы,
что с вероятностью 1
Рг ~ О, ~ Рг = 00;
5=0
00




Тогда последовательность х' с вероятностью сходится
к элементам множества Arg тах ро (х).
хЕХ
Отметим, что на практике случайные помехи имеют усе­
ченные законы распределения, т. е. они ограничены.
В этом случае в (2.32) для ограниченных множеств Х обыч­
но можно выбрать такое d, что hs < d, и отсюда 1'8 = С
(С - константа). Значения Рв могут не зависеть от (хО , ...
•.. , Х5), часто Рв = С/5. Если при этом SO (s) выбирается в





т. е, (2.35) предъявляет определенные требования к взаим­
ной регулировке шагового множителя метода Р. и множи­
теля «пробного» шага Lls ; в частности, можно ПрИНЯТЬ
"'оLlB = С·рв. Если SO (s) = рх (Х5), то метод (2.31) превращает-
ся в известный метод проекции обобщенных градиентов.
В этом случае условия (2.32) являются требованиями огра-
ниченности направлений поиска Fх (х) в ограниченных мно­
жествах, а условия (2.35) превращаются в требование схо-
димости ряда 1:p~. Если это требование не выполнено, но
множество решений Aгg тах РО (х) ограничено, то вместо
хЕХ
сходимости последовательности приближений х5 имеет
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место сходимость последовательности FO (XS ) к тах FO (х);
хЕХ
если же Arg тах FO (х) не ограничено, то можно говорить
'ЕЛ
только О сходимости тах FO (xk ) к тах FO (х). При этом
k">s хЕХ
можно выбрать '\'. = С или ,\" = 1/11 Fx (X S ) 11. Если
" .~ fO (х 5+ 8 еl OS;) - fO(х' 850) .~O (s) = s • • еl- 8'
;=1 '
Х = R", то метод (2.30) превращается в известный метод
стохастической аппроксимации.
Несколько слов о практической реализации метода
(2.30). Этот метод - лишь принципиальная схема решения
каждой конкретной задачи. «Рабочий алгоритм» может
иметь специфику в соответствии с \(лассом решаемых за·
дач. Это относится и к другим, рассматриваемых в дальнейшем
методам Неоднозначность реализации метода (2.30) связана
с неоднозначностью выбора SO (s), удовлетворяющего (2.6).
Большая свобода имеется в выборе величин Ps' 5•. На прак­
тике чаще всего '\'5 -<: С, поэтому можно положить '\'. =
= с (С - константа) или '\'. = l/h s•Процесс (2.30) нерелаксационный, т. е:- после каждой
итерации значени'е функции цели не обязательно убывает.
Поэтому если даже известны значения FO (xs), то все равно
большие трудности связаны с выбором Ps' Часто можно
полагать Р. = cs/s, где с. равномерно ограниченная (свер­
ху и снизу) величина, которой можно распорядиться в про­
цессе вычислений. Заметим, что при этом условия (2.34),
(2.35) теоремы выполняются. Лучше всего Cs выбирать в за­
висимости от поведения каких-либо величин, характеризу­
ющих движение согласно (2.30) к решению задачи. Так,
если известны значения FO (xs), то при правильной органи­
зации процесса вычислений поведение функции цели FO (х)
с течением итераций будет носить приблизительно такой
же характер, как на рис. 9, т. е. хотя график и имеет коле­
бательный характер, но наблюдается тенденция к возраста­
нию значения функции. Если рассматривать поведение
величин
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то оно будет более плавным. Если длина шага, с которым
происходит поиск, становится соизмеримой с окрестностью
решения, которой прина!\лежат получаемые приближенные
решения, то величины ро (s) перестают существенно ме­
няться В этом случае следует уменьшить С.. Изменять
Рис. 9.
таким образом Cs можно автоматически, без вмешательства
человека. Однако часто реализаЦIlЯ подобных алгоритмов
особенно успешно осуществляется в диалоговом режиме
работы с ЭВМ, в ходе которого специалист наблюдает по­
ведение величин [:0 (s), например, с помощью дисплея, и
изменяет в зависимости от этого СЗ ' В задачах стохастичес­
кого программирования, в которых не имеется возможнос­
ти вычислять значения ро (х5) , вместо них можно исполь­
зовать значения {О (х5 , 85). Так, на рис. 1О показан типич­
ный график поведения величин fO (х5 , е5) и [:0 (s) =
5
= -+-~ f (xk , ek ) с числом переменных около 4000 в за·
1
даче п. 7 § 1 гл. 1. Очевидно, что
[:0 (s + 1) = 10(s) + 5~ 1 ({О (Х5 , е5) - [:0 (s)),
СТОХАСТИЧЕСКОЕ пrОГРАММИРОВАНИЕ [Гл. "
т. е. для вычислени я "р0 (5) не требуется запоминать всю
последовательность. Анализ поведения [:0 (5) - не единст­
венная возможность управления величиной Р•. Можно так­
же применять признаки экстремума. Так о приближении
XS к точкам, где p~ (х) = О, можно судить по поведению
S
величины 1/+ ~t~(Xk, 8k)lI·
k=O
Метод проекции стохастических квазиградиентов (2.30)
применим для решения большинства из тех задач, кото­
рые рассматриваются в дальнейшем. Проиллюстрируем
s
Рис. 10.
например, решение этим методом задачи двухэтапного
стохастического программирования (1.23), (1.24). Для этой
задачи
~O (5) = а+ А' (8s) u (х', 8'),
а поскольку
Х = {х = (Х1 • ••• , Хn): Х j > О (j = Тn)},
то
(:лх (Y))j = шах {О, Yj}.
Тогда итеративный метод состоит в следующем. Пусть ХО -
произвольное начальное приближение, Х' - приближение,
полученное после s-й итераЦlIИ. Делается независимое ис-
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пытание над 8, в результате которого становится извест­
ным 8'. Определяются u (х', 8s); для этого достаточно ре­
шить задачу, двойственную к задаче выбора оптимальной
коррекции у (х', 8S):
(Ь (8') + А (8') х', и) -+ min;
D' (8S) u + d (8') <: О, и:> О.
Новое приближение xs+1 отыскивается по формуле
х'+! = тах {О, х'+ rs'Vз (а+ А' (8') u (XS , е·))}, s = О, 1, ...
Если многогранник, высекаемый ограничениями сформули­
рованной выше двойственной задачи, ограничен равномер­
но по всем es Е е, то 11 u (х', eS) 11 <: С (С - константа). Если,
кроме того, равномерно ограничены и элементы матрицы
А (8'), то
11 ~O (s) 11 = 11 а+ А' (8') u (XS , 8')" <: С (С -- константа).
В этом случае можно положить Уз = С. Измеримость
u (Х', 8s) будет обеспечена, если в случае неоднозначности
решения двойственной задачи за u (х" eS) брать решение с
максимальной первой компонентой. Если после этого оста­
ется неоднозначность, выбирать среди оставшихся решения
с максимальной второй компонентой и т. д.
2. Стохастический метод линеаризации. Этот метод,
как и предыдущий, применим при ограничениях х Е Х.
в методе проекций стохастических квазиградиентов реа­
лизация операции проектирования связана с минимизацией
квадратичной функции в допустимой области. В стохасти­
ческом методе линеаризации эта подзадача заменяется под­
задачей максимизации в допустимой области линейной
функции. Однако при этом функция цели должна иметь не­
прерывные производные. В дальнейшем будет показано,
что случайные направления поиска позволяют создать ана­
лог метода линеаризации в недифференцируемом случае,
однако, пока предположим, что ро (х) имеет непреРЫВf'lые
производные, Х - выпуклое замкнутое множество. Если
градиент p~ (х) известен, то обычный метод линеаризации
состоит в следующем. Пусть ХО - произвольное начальное
приближение, XS - приближение, полученное после s-й







при ограничениях х Е Х, и если х' - ее решение, то новое
приближение находится с помощью рекуррентной формулы
s+1 S+ (-5 5) 1 237)х = х Р. х - х , s = О, , •.. , (.






0< Р5 < 1, то xs+1 Е х. в том случае, когда известны зна·
чения функции ро (х), шаг р. выбирается так, чтобы в
направлении движения XS - х' функции возрастала, напри­
мер, из условия
F (XS+1) = тах F {х' + р (? - XS».
O,.p~1
Общая идея этого метода пояснена на рис. 11. Направле­
ние градиента p~ (х') выводит из области Х, направление
же XS - XS ведет к возрастанию функции цели и при 0<
< Р.< 1 не выводит из Х. При замене ро (Xs) на ~O (s) в
(2.36) в тех случаях, когда нет значений рх (х'), F (xs),
процедура (2.37), вообще говоря, не сходится. Значит, если
ро (х) = Mfo (х, 8),
и при этом можно записать, что
p~ (х) =М f~ (х, 8),
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то стохастический аналог метода (2.36), (2.37), в котором
вместо P~ (х') применяется f~ (х', 8'), не сходится, несмотря
на. различные приемы управления шаговыми множителями
Р8' Это иллюстрируется на рис. 12. Максимизируемая функ­
ция ро (х) - линейная, ее градиент представим как
p~ (х') = pJ~ О) + p.j~ (2),
где fx (l) и f~ (2) не зависят от х. Множество е = {1, 2},
6° (s) = [~ (8'), где 8' = 1 или 8' = 2 с вероятностями Рl'
172' Точкой максимума F (х) является х*. Решением подза­
дач
и~ (8'), х)
при 8' Е е = {1, 2} будут точки х1 , х2 , поэтому движение
согласно (2.37) при любых Р, возможно только по направ­
лению к этим двум точкам и никогда не приведет к х*.
Однако если в (2.36) вместо p~ (Xs) рассмотреть вектор
который определяется рекуррентно выражением
- О 1) - ) J ,О з+ 1 8' Н) -ОFx(S+ = Fx(s +s-f--1 (x(x -Fx(s)),
то можно указать способы управления значением Ps' при
котором такого типа стохастический аналог метода (2.36),
(2.37) сойдется к решению.
Итак, пусть 6° (s) - стохастический квазиградиент ро (х),
хО Е х, х' - приближение, полученное после s-й итерации.
Рассмотрим последовательность точек
гН- 1 = г' + 55 (60 (s) - г'), s = О, 1, •.• , (2.38)
где гО - произвольная начальная точка. Заметим, что если
1
58 = s+ l'
то ZS = "Рх (s).
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Определим последовательность приближений XS соотноше­
ниями
(zS, XS) = шах (z" х),
хЕХ
xs+1 = xS + Р. (;;S _ XS), 8 = О, 1, .•• , (2.39)
(2.40)
где хо Е Х. Соотношения (2.39), (2.40) аналогичны (2.36),
(2.37). Метод (2.38), (2.40) получил название стохастическо­
го метода линеаризации. Этот метод превращается в (2.36),
(2.37) при ~O (8) = Fх (xs+1), бs = 1.
Вместо (2.38) лучше рассматривать соотношения
z'+1 = NZ (zs + бs (~O (s) - ZS)), 8 = О, 1, •.. , (2.41)
где Z такое выпуклое множество, что
Z = {рх (х), х Е Arg шах ро (х)}.
хЕХ
Сформулируем один из возможных вариантов сходимости
процедуры (2.39), (2.41). Без существенных (с точки зрения
практики) ограничений, о чем говорилось в предыдущем
пункте, можно предполагать, что множество Х огра­
ничено, а также ограничены векторы GO (s), Fх (х), т. е. бу­
дем предполагать, что
11 SS 11 + 11 Fх (Xs) 11 < С.
Теорема 2.2. Пусть





00! Р811Ь8 11 < 00
5=0
00
n.Н., ~ М (Р; + б;) < 00.
S-.()
Тогда последовательность F (XS) сходится n. Н. (почти на·
верное) и каждая предельная точка {XS} принадлежит
Х* = {Х*: шах (рх (х*), х - х*) = О}.
хЕХ
ПО поводу величин Р8 • б, при решении конкретных задач
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можно высказать соображения, аналогичные тем, которые
были высказаны в связи с методом проекции стохастических
квазиградиентов.
3. Применение операции усреднения. Операция вида
(2.38) или вида (2.41) получила название операции усредне­
ния и довольно часто применяется в прямых методах сто­
хастического программирования. Например, вместо мето­
да проекции стохастических квазиградиентов можно рас­
сматривать
s = О. 1•.•.•
гВ+! = Лz (г' + б. (1; (s + 1) - г')), s = 0,1. "0
Применениеоперации усреднениястабилизируетнаправ­
ление движения, фильтрует «помехи», позволяет иногда
получить направлениедвижения вдоль оврага, как это изоб­
ражено на рис. 13 для обычного градиентного метода.
Влияние предыдущих направлений на «усредненное» на­
правление движения в данной итерации реГУJшруется па·
раметрами бs и если в некОторые моменты бs полагать рав·
ным 1, то будет происходить обновление: направления по­
иска. Управление параметра-
ми Рв' бs лучше всего произ- F/r.тИ)
водить в диалоговом режиме,
о чем говорилось в § 1 нас­
тоящей главы .
. '4. Стохастический метод
штрафов. Рассмотрим теперь
общую задачу:
ро (х) -+ шах,
рС (х) >- О (i = 1. т), х Е Х.
В методе штрафных функций ограничения вида Р' (х) >- О
можно исключать из рассмотрения введением в функцию
цели дополнительных слагаемых (функций штрафа). при­
нимающих малые значения при нарушении этих ограни­
чений. Например. вместо рассматриваемой задачи изучать
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задачу -
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F (х, С) = FO (х) - С 2: шiп {О, F{ (х)} F{ (х) -+ шах,
{=1
где С - достаточно большое число.
Если точных значений Р (х) нет, то невозможно вычис­
лить шах {О, Fi (х)} И непосредственно такой подход теряет
смысл. Использование величин Xi (5) (см. (2.5» вместо Fi (х')
к успеху не приводит. Иными словами, если, например,
F'; (х) = М fx (х, 8),
причем
FV (х) = Mf (х, О), V= О,m,
то можно было бы пыТаться рассматривать процедуры вида
х,+l = ЯХ ( XS + Рв.({~ (х',8S) +
+ С~ шiп {О, {; (x S , 8s)} {~ (х', 8S»)) ,
ХН! = ЯХ ( XS + Рв (f~ (xs, 8;) -
- С ~ min {О, fi (x S , 8S)} f i(xS , 8s) {; (xS , 8S»)).
однако, как нетрудно понять, эти процедуры не сходятся.
Здесь, как и в стохастическом методе линеаризации, вы­
ходом из положения является ПРИМЕ'нение операции усред­
нения, т. е., если рассмотреть






= ЛХ ( х'+ Р. (f~ (х', es) +





= ЛХ (х' + Р. (fx (х', eS) -
- с~ min {О, ~a f! (х', es) I~ (x s , е'))).
5 = О, 1, .•• ,
то при определенном выборе Рь' б.. как правило, типа
Р. >- О, бs >- О,
00
~ б. = 00 п. н.,
,=о
00
~ Р. = 00 п. н.,
,=О
00
~ м (p~+ б~) < 00,
s=o
сходимость подобных проuедур можно установить (Ю. М.
Ермольев [2]). В более общем случае стохастические методы
штрафов, получаемые исходя из рассматриваемыхштрафных





= ЛХ ( х' + Р. ( ~o (5) + С ~ min {О, ~:}~! (s) ) ) ,
s = О, 1, ...
или
x'f 1 = Лх (Xs + Р. (~o (s) -
- с~ ш in {О, ~a Х! (S») ~( (S)) ) , s = О, 1, ... ,
80
где
СТОХАСТИЧЕСКОЕ ПРОГРАММИРО8АНИЕ [Гл. 11
s = О, 1, ..• (2.42)
5. Предельные экстремальные задачи. Метод линеари­
зации в задачах недифференцируемой оптимизации. Пре­
дельные экстремальные задачи являются частным случаем
так называемых нестационарных задач.
Функция цели, функции ограничений этих задач зависят
от некоторых параметров (в частности, от времени), которые
могут изменяться в ходе итерационного процесса, причем
при v-+ооэти функции pv (и, х) имеют (в каком-либо смысле)
пределы pv (х). Требуется найти решение задачи
ро (х) -+ тах,
F/ (х)>О (i = 1, т),
хЕХ,






не переходя к пределу, т. е. оперируя только функциями
FV (и, х). отметим причины, по которым нецелесообразно
или невозможно вначале осуществлять операцию предель-
ного перехода (2.46), найти функции F V (х) (v = О, т),
а затем непосредственно решить задачу (2.43) - (2.46).
1) Параметр v отвечает дискретному времени и F (и, х)
становится известной только в момент и. В этом случае пе­
реход к пределу займет все время, отведенное для решения
задачи. Такие ситуации характерны для задач управления,
идентификации, оценивания в реальном масштабе времени.
2) Параметр v можно изменять по своему усмотрению,
например, «замораживать» на определенных итерациях,
однако, операцию предельного перехода технически осу­
ществить сложно. Такие ситуации характерны для задач
оптимизации стационарных режимов управления, когда
показатель качества имеет вид
tI
FO (х) = lim ро (и, х) = Нт -.!..~ Q(1, х)и .... оо V-+oo V ~
1=1
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или
о
ро (х) = liш ро (и, х) = liш ~ a'Q (1, х).
{,-ос ('->-ОО ~
1=1
(2.47)8 = 0'1' ...
3) Операция предельного перехода портит некоторые
хорошие свойства функций pV (и. х), что характерно для
задач аппроксимации, когда плохая по каким-либо причи·
нам функция pV (х) приближается последовательностью XQ-
роших pV (и, х) и поэтому вместо pV(x) целесообразно иметь
дело с функциями pV (и, х). Это обсуждалось в § 1 насто·
щей главы в связи с решением негладких задач методами
типа (2.14) с функциями (2. 15).
Пусть Х* - множество решений задачи (2.43) -(2.45).
Можно ли указать (конструктивно) подпоследователь­
ность индексов и" и процедуру построения по
функциям fV (и". х) приближений х' такую, чтобы при
s -+- 00 последовательность х' сходилась (в каком-либо
смысле) к элементам Х*. Пусть ограничения (2.44) отсутст­
вуют, РО(и, х) - выпуклая вверх функция, Х- замкнутое
ограниченное множество, а в (2.46) имеет место равномер­
ная сходимость. Обозначим через ~O (s, и) стохастический
квазиградиентфУНЮIИИ ро (и, х) в точке х" т. е.
М (~O (s, и)!хО , ••• , х') = p~ (и, х') + Ь (8, и).
Рассмотрим метод
,+-1 ( S + 1;0 ( »х = Л,\ Х Р,,,, s, и" ,
Теорема 2.3. Пусть
11 ~O (8, и,,) 11+11 'P~ (х, ( 8 ) 11 < с,
Ра>О. ~ Р8 = 00,
,=0
! ('.11 Ь(8, из) 11 < 00 n. Н.,
,=(>
Тогда с еерояtnностью 1
liш ро (и 8 , xs) = шах ро (х).
, .... 00 хЕХ
6 ю. М. Ермольев. А. И. Яетремекиll
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Заметим, что для выпуклых вверх функuий равномер­
ная сходимость легко следует из точечной сходимости при
весьма слабых дополнительных предположениях. Осталь­
ные условия теоремы практически не отличаются от усло­
вий сходимости метода проекuий стохастических квазиrра-
диентов. Условия ограниченности 116° (s, s)" и "рх (х, s) 11
легко ослабить введением нормирующего множителя.
Отметим также, что метод (2.14) подобен проuедуре
(2.47). В данном случае допредельные функuии имеют вид
(2.15). Однако сходимость (2.14) не является следствием тео­
ремы 2.1, поскольку функuии (2.15), а также их предел не
является выпуклым вверх. Сходимость проuедур типа (2.14)
детально исследовалась в работах А. М. Гупала, Ю. М. Ер­
мольева.
Поясним идеи доказательства сходимости на аналоге
метода линеаризаuии в недифференцируемом случае. Пусть
требуется максимизировать функuию ро (х) В области Х,
где FO (х) удовлетворяет локальному условию Липшиuа:
для любой ограниченной области существует постОянная
L такая, что
I FO (г) - FO (х) I < L 11 z - х 11,
для любых точек г, х ИЗ этой области. Функuия FO (х)
почти всюду дифференuируема. Обозначим через {Fx (х)}
множество обобщенных градиентов, которое можно о преде­
лить как выпуклую оболочку предельных точек вс евоз-
можных последовательностей {F~ (X S )}, где {X S } -последова­
тельность точек, сходящихся к точке х, в которых суще-
ствует градиент F~ (х). Рассмотрим «усредненную» функuию
Xn+As/2
~ FO (у) dYl ••. dyn =
х,,-А./2
= MFO (х + h (s)),
где h (s) = (h j (s), ... ,hn (s)), а hj (s) (j = 1, n) - независи­
мые равномерно распределенные на [- !J.j2, !J.j2] случай­
ные величины, Vs = 1/!J. s ' Легко видеть, что последователь­
ность {FO (х, VS )} при s -+ 00 равномерно сходится к FO (х),
причем FO (х, vs) имеет непрерывные производные. Частная





производная вычисляется по формуле
x.+~,/2 xn+~,/2
=a~ I ,} (po(Xl+~S'Y2""'Yn)-
"'-~B/2 "n-~B/2
- РО (X1- ~. 'У2' ... , Уn)) dY2' .. dyn· (2.48)
Аналогично вычисляются остальные частные производные.
Отсюда следует, что если рассмотреть случайный вектор
n~O(s, и.)= ~. ~ (ро (;r, ,х'+ ~. , ,;~)-
j=l _ ро (;r, 'х' _ ~8 , , ;~)) el , (2.49)
то согласно (2.48) получим
м (; (s, и.)/ XS ) = Рх (хВ , из).
Рассмотрим стохастический метод
х,+I = х' + Ps (х' - х'), 0< Р. < 1, s = О, 1, ... ,
(г', хВ ) = шах (г", х),
"ЕХ
гв+1 = г' + б. (;0 (s, и.)-г'), s = О, 1, •.. , (2.52)
где ;0 (s, и.) вычисляется согласно (2.49). Этот метод, оче­
видно, аналогичен (2.38) -(2.40), точнее, в нем комбиниру­
ются идеи метода (2.38)-(2.40) с идеями решения предель­
ных экстремальных задач.
т е о р е м а 2.4. Пусть Р. зависит только от S.
00
Р. >- О, ~ Р. = 00,
,=0
Тогда ро (х') __ шах ро (х) с вероятностью 1.
xED
6*
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Метод легко обобщается на случай, когда вместо pv (xs )
применяются хО (s). Кроме того, возможно обобщение на раз­
рывные задачи. Например, если ро (х, vs ) лолунепрерывная,
почти всюду Дl:фференцируемая, ограниченная в любой огра­
ниченной области функция, то усреднение рО(х, v 8 ), вообще
говоря, не имеет непрерывныхпроизводных.Однако если
еще раз применить аналогичную операцию усреднения,
т. е. рассмотреть функцию
[:0 (х, V8 ) =МРО (х + h1 (s) + h2 (s)),
где h1 (s) = (h: (s), ... ,h~ (s)), h2 (s) = (hТ (s), •.. ,h~ (s)), а
1 2 --hj (s), 11k (s) (j, k = 1, n) - независимые равномерно распре-
деленные на [-118/2, 118/2J случайные величины, то функ­
ция Jio (х, v s ) окажется непрерывно дифференцируемой. Да­
лее можно рассмотреть аналогичную (2.50) - (2.52) про­
цедуру.
§ 3. Ilризнаки оптимальности
в стохастическом программировании
Многие рассматриваемые в дальнейшем проблемы мате­
матической экономики требуют изучения признаков опти­
ЩiЛЬНОСТИ в стохастическом программировании. С формаль­
ной точки зрения задачи стохастического программирова­
ния ЯВЛяются задачами нелинейного программирования
в n-мерном или абстрактном пространстве, однако, признаки
оптимальности, полученные по аналогии с известными ре­
зультатами математического программирования, требуют
уточнений.
1. IlYCTb имеется задача лерслективного стохастическо­
го программирования,т. е. пусть требуется найти вектор х,
максимизирующий
ро (х) = MfO (х, 8),
при ограничениях
pl (х) = Mfl (х, 8) > О (i = 1, т), х Е Х.
Формулировка необходимых признаков через функции
FV (х), (" = О, т) ничем не отличается от того, как это де­
лается внелинейном программировании и иногда этого
вполне достаточно для определенных качественных выво­
дов. Уточнения могут быть связаны со следующими об-
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стоятельствами. Иногда важнее иметь необходимые призна
ки в терминах функций fV (х, 8) (v = О, т), т. е. требуется
обосновать переход к дифференцированию под знаком ма­
тематического ожидания. Например, если требуется макси­
мизировать непрерывно дифференцируемую функцию
ро (х) = М fO (х, 8) без ограничений, то необходимый при­
знак экстремума в терминах ро (х) есть
p~ (х) = о.
Важнее бывает представить это условие в виде
p~ (х) = Mf~ (х, 8) = о. (2.53)
Обоснование возможности такого представления требует
порой значительных усилий, особенно для недифференци­
руемых задач оптимального управления.
Более принципиальные уточнения условий оптималь­
ности могут быть связаны с отсутствием точных значений
градиентов или их аналогов функций FV (х). В этом случае
признаки оптимальности типа (2.53) непосредственно не
позволяют дать ответ на вопрос о том, может ли данный век­
тор х быть решением задачи. Они могут рассматриваться
только как некоторая статистическая гипотеза, которая тре­
бует провеj\КИ. Например, Ответ на вопрос о том, удовлет­
воряет ли заданный х уравнениям (2.53), связан с проверкой
статистической гипотезы о том, равно ли нулю математи­
ческое ожидание величин f~j (х, 8). Поэтому иногда разумно
дополнить признаки экстремума процедурами проверки
статистических гипотез и в качестве решений задач стохас­
тического программирования принимать векторы, для ко­
rorbIx гипотеза оказывается верной. Такой подход для не­
которых частных задач стохастического программирования
рассмотрен в монографии ю. М. Ермольева [2] глава У,
§ 6. Он требует развития специфических численных мето­
дов.
2. Аналогичные замечания справедливы и.~ относительно
задач оперативного стохастического программирования
вида: максимизировать
fO (х (8)) = Mfo (х (8), 8),
при ограничениях
р; (х (8)) = Mf' (х(8), 8) > О
х (8) Е Х (8).
(i = 1, т),
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Кроме ТОГО, уточнения известных признаков оптималь­
ности в данном случае связаны с тем, что функция х (8)
должна быть измеримой относительно некоторой о-подал­
гебрhI ro? о-ашебры событий ,ff' ОСНОВНОГО вероятного про­
странства (в, ,ff', Р). Легко показать (см. Ю. М. Ермоль­
ев 121), что требование ro?-измеримости приводит к тому,
что искомая функция х (8) должна удовлетворять соотно­
шениям вида
т
~ л"М и~ (х (8), 8)/~) ~ о,
\/=0
(i = r;m),
где Л, - множители Лагранжа, f~ (х, 8) - ПРОИЗВОДllая
функции fV (х, 8) при данном 8 по произвольному направ­
лению v = (v, • ... , vn )' Качественный анализ рассматрива­
емых в следующих главах моделей требует формулировки
признаков оптимальности в несколько иной форме.
3. Условия оптимальности, формулируемые с помощью
субградиентов. Рассмотрим несколько более общую задачу.
Необходимо найти такие ~t-измеримые вектор-функции
Х! (8) (t = О, N), чтобы
MfO (х (8), 8) _ шах, (2.54)
М (р (х (8), 8)/~i) > О (mod Р) (i = 1, т), (2.55)
х (8) Е ~, (2.56)
где х (8) = (хо (8), x1 (8), ... , XN (8»); ~ - класс случайных
вектор-функций Х (8), для которых существуют необходи­
мые математические ожидания; ~l"'" ~т - о-подалгеб­
ры ,ff'.
Идея получения условий оптимальности для задачи
(2.54) - (2.56), так же как и для задачи предыдущего
пункта, состоит в представлении задачи стохастического
программирования как задачи оптимизации в абстрактных
пространствах, а также в использовании специфическо­
го вероятностного характера этой задачи, в частности
требования 9Лt-измеримости Х! (8). Поскольку условия оп-
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тимальности задачи (2.54)-(2.56), сформулированные с
помощью субградиентовфункций fV, систематически исполь­
зуются в дальнейшем, остановимся на их выводе более
подробно.
Получение условий оптимальности для задачи (2.54)-
(2.56) основано на ее рассмотрении как задачи в гиль­
бертовом пространстве с операторными ограничениями
(д. Б. Юдин). Представление (2.54)-(2.56) как задачи в
гильбертовом пространстве основанона том, что пространст­
во случайных векторов ~ (8) = (~I (8), ... , ~J) (8» с ограни­
ченными вторыми моментами образует гильбертово про­
странство со скалярным произведением
Будем обозначать это пространство через Lj (8, cff, Р). Его
можно превратить в нормированное, введя норму соотно­
шением
Для формулировки (2.54)-(2.56) как задачи в гиль­
бертовом пространстве с операторными ограничениями по­
надобятся следующие предположения:
1) существует оптимальное решение (2.54)-(2.56) х*(8),
причем для произвольного х*(8)
м Iх* (8) /2 < 00;
2) для произвольного х (8) Е L~ (8, OJ', Р) существуют все
необходимые математические ожидания;
и=1,m)
для произвольного х (8) Е L~ (8, cff, Р).
ДЛЯ получения достаточных условий предположим,
что
4) fV (х, 8) - П. н. выпуклая вверх по х.
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Предположения 1)-4) выполняются дл я довольно ши­
рОКОГО класса задач, в частности, когда [v (х, 8) - п. н.
линейные или кусочно-линейные функпии, параметры ко­
торых ограничены с вероятностью 1. Предположение 2)
позволяет избавиться от ограничения (2.56).
Сформулируем (2.54) - (2.56) как задачу в гильберто­
вам пространстве с операторными ограничениями: найти
такой х (8) Е L~ (е, ,ff, р), чтобы
FO (х (8)) = MfO (х (8), 8) -+ тах,
F/ (х (8)) = М (1' (х (8), 8)/(IJ~ О (mod Р) и=г:пi), (2.57)
(1 = О, N),
где I (9Лд - множество 9Лt-измеримых bektop-функпиЙ.
f"O (х (8» выше понимается как функпионал на L~ (е, с7, Р),
F' (х (8» - как оператор L~ (8, с7, Р) -+ L~ (е, (Ij, Р ).
в соответствии с результатами исследования соотноше­
ний двойственности для задач в абстрактных пространствах
с операторными ограничениями (Е. Г. Гольштейн) функпи­
онал Лагранжа для (2.57) определяется следующим обра­
зом:
<р (х (8), U (8)) =
= м [О (х (8),8) + М (~ Uj (8) М (ft (х (8), 8)/(Ij)), (2.58)





<р (х (8), U (8») ..
u«(J»O(mod р)
т




5) существует решение данной двойственной задачи,
то можно обосновать теорему о седловой точке к дан­
ной заДаче. Прежде чем сформулировать соответствующий
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(2.61 )
х* (8)
результат, изучим условия оптимальности задачи
F (х (8» _ шах, (2.59)
х/ (8) Е J (Wl/) (t = O,N), (2.60)
где F (х (8» - выпуклый вверх функционал на L~ (8, 3'. Р).
Введем понятия субградиента функционала и множе­
ства, сопряженного к множеству допустимых направлений
(Б. Н. Пшеничный).
Субградиенто:vl в точке х (8) функциона.ТIa F (х (8», оп-
ределенного на L~ (8, 3', Р), называется случайный вектор
РХ (х (8» Е L~ (8, 3', Р) такой, что
F (11 (8» - F (х (8» ~ м (Fх (х (8», 11 (8) - х (8»
для произвольного 11 (8) Е L~ (8, J, Р).
Под множеством допустимых направлений r (х (8»
в точке х (0) понимается множество направлений е (8)
такое, что х(8)+1'е(8) при малом l' принадлежитдопустимой
области. Множество, сопряженное к множеству Г (х (8)),
определяется следующим образом:
ГС (х (8» =
= {е* (8): М (е (8), е* (8» >О для всех е (8) Е Г (х (8»}.
/ (1
'. ,
Поскольку множество, описываемое соотношением (2.60),
выпукло((rВ этом нетрудно убедиться), то можно использо­
вать известный необходимый и достаточный признак опти­
мальности ДЛЯ задач выпуклого программирования, ко­
торый состоит в том, что х* (8) является решением задачи
в том и только том случае, если
ГС (х* (8» nG(х* (8» =1= 0,
где G(х* (8»- множество субградиентов в точке
функционала F (х (8».
Конкретизируем множество ГС (х* (8» для (2.60):
ГС (х* (8» = {е* (8): М (е (8), е* (О» >О для всех
е/ (О) Е J (9Л t ) (t = О, N)}.
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Используя известные свойства условных математических
ожиданий, преобразуем М (е (8). е* (8)):
N
М (е (8), е* (8») = 2: М (e t (8), е; (8» =
1=0
N
= ~ М (М ((et (8), е; (8»/9Лt )) =
1=0
N
= 2: М (e t (8). М (e~ (8)/9Лt»· .
1=0
Отсюда
ГС (х* (8») = {е* (8): М (е; (8)/~t) =
= О (ПlО(j )Р (1 =0, N)}. (2.62)
Таким образом, из (2.61) и (2.62) следует
Л е м м а 2.1. Если F (х (8» - выпуклый вверх ФунКt~ио­
нал IЮ L~ (8, $', Р), то х* (8), удовлетворяющий (2.60),
является оптимальным решением .задачи (2.59), (2.60)
тогда и nlOлько тогда, когда существует такой субгра-
диент Fх (х (8)) ФУНЮiионала F (х (0)) в точке х* (8), чmo
М (Р х/ (х* (8»/9Л{) = о (mod Р) (t = о, N).
Для получения содержательных с точки зрения прило­
жений условий оптимальности полезно выразить субгра­
диент функционала F (х (8» = М! (х (8), 8) через субгра­
диент функции f (х, О). Обозначим через Ор (х (8» множество
оубградиеНТОВфУНКЩf"нала F (х (0), а через Oj(x, 8)- мно­
жество субградиентовфункции f(x, 8) при фиксированном 8.
Можно доказать, что если
О! (х (О), 8) с L~ (8, rY, Р ),
ТО
Ор (х (8») = 01 (х (8), 8) (mod Р) (2.63)
Запишем неравенства для сеДJlОВОЙ точки задачи (2.57):
ер (х (8), и* (8»)~ ер (х* (О), и* (8)) ~ ер (х* (8), и (8))
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т
для произвольных Х (8) Е 1 (9Лt ) И и (8) Е П Ц (8, ~i' Р),
i=1
и (О)> О (mod Р).
Используя вид функционала ч' (х (8), и (8)) (2.58) и
применяя к левой части лемму 2.1 и (2.63), после несложных
преобразований над правой частью, с учетом теоремы о
седловой точке, получаем теорему, которая подытоживает
наши рассуждения в настоящем пункте.
т е о р е м а 2.5. Пусть для задачи (2.57) выполняются
предположения 1)-5)
GfV (x(8),8)EL~ (e,of,p) для всех x(8)EL~(8,of,P)
(v = о, т).
Вектор х* (8) - оптимальное решение задачи (2.57) в
том и только том случае, если существуют такие суб-
градиенты f~ (v = о, т) функций tV (v = о, т) в точке х*(8)
и такие и; (8) Е Ц (8, ~i' Р), что
М (t~t (х (8), 8) +~ и; (8) 7::, (х*(8), 8)j9Л,) =
= о (шоd Р) (! =0, N) ;
и; (8) М (1' (х* (8), 9)j~д = о (шоd Р) (i = 1, т),
М(( (х*(8), 8)j~i»0(шоdР) и= l,т),
х; (8) Е 1 (9Лt ) (! = о, N),
и* (О)> О (mod Р).
Из теоремы о седловой точке следует также, что имеет
место равенство оптимальных значений функционалов пря­
мой и двойственной задачи, и если (х* (8), и* (8)) - сед­
J10вая точка, то х* (8) - решение прямой, а и* (О) - реше­





Теория планирования запасов составляет важный раз­
дел исследования операций. В терминах «запас», «склад»,
«рынок», «заказ» формулируются различные прикладные за­
дачи. Например, можно говорить о запасах сырья, полуфаб­
рикатов, средств производства, трудовых ресурсов для
обеспечения синхронной (ритмичной) работы связанных
между собой предприятий. В этих же терминах формулиру­
ются задачи резервирования ненадежных элементов, регу­
лирования стока воды из водохранилища для обеспечения
необходимого режима работы гидростанции, о стратегии
ремонта 11 замены оборудования, о резервах сил и средств
в военных операциях и др.
Необходимость создания запасов диктуется многими
прнчинами, в частности, неflрерывностью процессов потреб­
ления и пернодичностью поставок, неравномерностью потреб­
ления и ритмичностью производства, наличием случайных
факторов в спросе между поставками, в объемах поставок, в
длительности интервалов между поставками.
Чрезмерный запас материальных ценностей приводит к
их избытку в одном месте и недостатку в другом, требует
затрат на хранение, сдерживает научно-технический про­
гресс. С другой стороны, недостаток запаса вызывает
перебои в работе производства, нарушает взаимодействие
с другими предприятиями, приводит к убытку из-за дефи­
цита.
Строгий количественный анализ взаимного влияния ука­
занных факторов связан с решением сложных экстремаль­
ных задач.
В экономико-математической литературе (см., например,
Ф. Хенесмен, Ю. И. Рыжиков) имеется большое количество
моделей планирования запасов: модели с одним и несколь­
кими складами, однопродуктовые и многопродуктовые мо­
дели, статические и дина\1ические, детерминированные и
стохастические. При изучении этих моделей наибольшее
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распространение пока получили анаЛllТические ~!eTOДЫ,
методы нелинейного и динамического програМl\Iирова­
ния. Их применение дает эффективные результаты в де­
терминированных задачах планирования запасов. При
решении более важных в практическом отношении стохас­
тических задач их применение часто наталкивается на не­
преодолимые препятствия.
В этой главе анализируется широкий круг стохасти­
ческих задач планирования запасов и производства и по­
казывается, что описанные в предыдущей главе методы от­
крывают большие возможности их решения.
§ 1. Стохастические модели планирования запасов
и производства
Как отмечалось выше, планирование запасов необходи­
мо в силу нерегулярности процессов ПРОl1зводства, поста­
вок, потребления. Планирование запасов неразрывно свя­
зано с планированием производства, его размещением.
Большинство из рассматриваемых в этом параграфе ста­
ТИ'~еских моделей сводится к минимаксной задаче сто
хастического программирования следующего вида.
Пусть имеются функции hq (х, 8) (q = 1, К), являющиеся
при каждом 8 выпуклыми вниз и непрерывно-дифференци­
руемыми по переменным х = (Xj, ... , хн), Требуется мини­
мизировать функцию цели
F (х) = М mах Jtq (х, 8)
I",q",K
при ограничениях х Е Х. При этом можно считать Х огра­
ниченным, выпуклым, замкнутым; 11 hZ (х, 8) 11 ~ С (С --кон­
станта). Метод проекции стохастических квазиградиентов
(2.31) в данном случае состоит в следующем.
Пусть хО - произвольное начальное приближение,
х' - приближение, полученное после 5-Й итерации. Зна­
чение 8' наблюдается или на основе априорного распреде­
ления или каким-либо другим спо:обом, например, путем
«проигрывания» на ЭВМ имитационной модели. В соответ­
ствии с общей формулой (2.21) строится стохастический
Iшазиградиент ~ (5): вычисляется номер qs. удовлетво-
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ряющий соотношению
IIQ, (х', 8') = шах hq (х', 8').
1'i;q'i;K
Полагаем
s(5) = h~ (х', е') Iq=q, =
(hq, ( , 8' hQ, ( , е'= х х, ), ... , х х, )),
после чего новое приближение определяется по рекуррент­
ному правилу
х,+l = ЛХ (х' - psh;' (X S , 8')), 5 = О, 1, ... , (3.1)




~ Р. = 00,
5=0
00
Покажем теперь, каким образом метод (3.1) можно при·
менить при решении стохастических задач планирования
запасов.
1. Простейшая задача. Простейшая модель планирова­
ния производства однородного продукта со случайным по­
треблением описана в главе 1. Возможна также следующая
содержательная постановка, укладывающаяся в ту же ма­
тематическую схему.
Имеется транспортный самолет по доставке запасных
деталей на отдаленную базу по ремонту самолетов. Самолет,
доставляющий детали, может транспортировать груз огра­
ниченного объема. Пусть г - допустимый максимальный
объем запасных деталей (одного типа), число которых равно
х. Считается, что при возникновении спроса е на запасные
детали, их отсутствие влечет за собой потери, характеризу-
емые величиной d-. Транспортировка ненужных запасных
деталей (для которых отсутствует спрос во время транспор­
тировки) влечет за собой затратыd+, связанные с транспорт­
ными расходами и хранением деталей на складе.
Задача состоит в том, чтобы определить такое число за­
пасных деталей х, чтобы минимизировать ожидаемые зат­
траты при ограничениях на допустимый объем.
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Эту задачу можно переформулировать также (' исполь­
зованием общепринятых в теории запасов терминов «склад»,
«запас». На складе, вместимость которого равна г, требуется
создать запас однородного продукта, спрос на который ха­
рактеризуется случайной величиной О. Затраты, связанные
с запасом х, при условии, что спрос оказался равным О,
характеризуются функцией
f (х, 8) = {d+a (х- О), x~ О,
.d-~ (О - х), х < О,
где d+ - затраты на хранение единицы запаса, d-- затра­
ты из-за его дефицита. Если ввести ожидаемые затраты,
связанные с запасом х, т. е.
F (х) = Mf (х, О) =М тах {d+a (х-О), d-~ (е-х)}, (3.2)
то задача сводится к выбору точки х, которая минимизирует
F (х) при условии О <. х <. г. Как уже отмечал ось, если бы
вместо ожидаемых затрат рассмотреть потери в расчете на
средний спрос 8, т. е. f (х, О), как это часто делается, то при
х = 8 значение f (х, е) = О, т. е. х = е-оптимальный
план, иными словами, задача оказывается тривиальной, в
ней не учитываю. н основные особенности планирования за­
пасов, связанные с возможностью избытка продукта или его
дефицитом.
Обычный подход к решению полученной задачи СОСТОIП
в следующем. Легко видеть, что F (х) является выпуклой
вниз функцией. Очевидно, что
х ~
F(x)=d+a ~'(x-O) P(dO)+d-,з ~ (О-х) P(dO), (3.3,
о r
и если распределение Р (dO) абсолютно непрерывно, т. е.
Р (dO) = Р (О) dO, то функция F (х) оказывается непрерыв­
но-дифференцируемой. Минимум F (х) удовлетворяет урав­
нению Fх (х) = О, что равносильно соотношению
r
Н (х) = i р (О) dO = d-~
о d+а+Г~
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Если известна плотность р (8) и И~lеется алгоритм для вы­
числения Н (х), то решение этого уравнения не представля­
ет труда.
Для применения метода (3.1) не требуется существования
плотности распределения 8, т. е. функция цели F (х) не
обязательно должна быть непрерывно дифференцируемой.
Исходя из (3.1), (3.2), получаем
~ (s) = { d:а, ~S> ~S ,
-d~, х <8 .
Так как Х = [О, r], то легко реализуется операция проек­
11lрования на Х, т. е. имеем
X
S+I = лх (х' - p,~ (s)) =
= шах {О, min (r, х' - P.s~ (s))}, s = 0,1, ...
Заметим, что для реализации метода, как и общего метода,
не требуется знать Р (d8). Достаточно иметь реализации
80, 81, ... ЗначитеЛhные аналитические трудности возни­
кают при обобщении простейшей задачи на тот случай,
когда случайное потребление запаса х осуществляется не
однократно, а в дискретные моменты времени k = О, 1, ...
.... , N. Если ~н. - потребление в момент времени k, z (k) -
запас или недостаток в k-й момент времени, то
z (k + 1) = z (k) - ~н.
z (О) = х.
(k = О, N - 1),
(3.4)
Если в процессе хранения продукт портится, причем a k -
ксэффициент, характеризующий потери, то вместо (3.4)
имеем
(3.5)
(k = О, N - 1),z (k + 1) = ан. (г (k) - Bk)
г(О) = х.
Затраты на хранение запаса, если z (k) >0/i' или дефицит,
если хн. < 8k , равны
N! шах {dJ- (г (k) - ~/i), d; Фk - Z (k))}.
k=O
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Величины Gtk. ~k случайные. Кроме того. случайными мо­
гут быть и dit (k = О, N - 1). Задача состоит в том, чтобы
минимизировать функuию
N
F (х) = М ~ тах {dt (г (k) - ~k), dk ФI< - Z(k))}, (3.6)
k=O
если O~ x~г.
В данном случае найти зависимость F (х) чрезвычайно
сложно. Очевидно, что сформулированная задача является
частным случаем задачи оптимального выбора начального
состояния управляемого проuесса. Поведение управляемого
проuесса описывается стохастическими уравнениями (3.5).
Величина z (k) может быть положительной или отриuатель­
ной. Если z (k) > О, то z (k) характеризует остаток запаса
в момент k, если z (k) < О, то суммарный дефиuит. В рас­
сматриваемой модели предполагает,СЯ, что неудовлетворен­
ный в некоторый момент времени спрос остается и в после­
дующие моменты. Поскольку допустимая область задана
простыми соотношениями, то можно применить метод про­
екuии стохастических квазиградиентов. Получим следу
ющий итеративный проuесс. Пусть ХО - промзвольное на­
чальное приближение, XS - приближение после s-й ите­
раuии. Наблюдаются реализаuии величин d,± (k), Gt
s
(k),
~з (k) (k = О, N - 1) и в соответствии с (3.5) получаем ве­
личины гз (k) (k = О, N - 1). Положим
d
s
(k) = { d; (k), г, (k) > ~o (k),
- d: (k), г, (k) < ~з (k),
и найдем решение Лg (k) уравнений (2.26):
л (k) = л (k -\- 1) а, (k) + d. (k)
л(N) = -ds(N).
Согласно (2.25)
~(s) = - лs (О),
(k = N, О);
поэтому новое приближение вычисляется по формуле
xs+i = тах {О, min {г, х' + РsЛ, (О»}, s = О, 1, ..,
где Рз удовлетворяет стандартным требованиям.
7 Ю. м Ермольев. А. 11. ЯетремекиJl
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2. Многопродуктовая задача. Аналогичные по простоте
реализации численные методы имеют место и для много­
продуктовых задач планирования запасов. Отметим, что
рассматриваемые в дальнейшем модели легко обобщить на
случай ПОРЧII запаса и потребления его во времени. Однако
поскольку это не вносит принципиальных трудностей по
сравнению с обсуждаВШИ~lIIСЯ в предыдущем пункте, то
подобные вопросы в этом параграфе рассматриваться не бу·
дут.
Пусть требуется сделать заказ х = (х1 , ..• , Хn ) на по­
ставку n неоднородных продуктов при условии, что
спрос характеризуется вектором 8 = (81' ... , 8r ) и за­
дан коэффициент взаимозаменяемости k-ro продукта спро­
са [-м продуктом заказа Лl1i (вектор заказа может со­
стоять из продуктов, не входящих в вектор спроса).
r
Значение Xl представим как X 1 = ~ XII~ И рассмотрим
k=l
функцию потерь t (Х, 8) при условии, что заказ равен Х, а
спрос 8. Если функция потерь учитывает лишь затраты,
связанные с недоиспользованием одних продуктов (в случае
n
~ ЛlhХlk > 8п ) и потерь от дефицита других (в случае
1=1
n
~ Л{hХlh ~ 8п ), то естественно считать, что
l=]
f (Х, 8)=
== ~! mах (а п (~Лll~Хll~ - 8п ). ~п (8 п - ~ Л1hХlk)}.
Тогда математическое ожидание потерь при условии, что
на складе имеется вектор Х продуктов, равно
F(x) =
= ~l М mах {ak (~ЛlhХlh-8h). ~п (8п - ~ Л1hХlk )}. (3.7)
Требуется найт? вектор х, минимизирующий эту функцию




где а/> О, а - вместимость склада. Положим 'Х Су) = ],
если у> О, и 'Х (у) = О, если у < О. Применим для реше­
ния задачи метод (3.1). В данном случае
~(s) = {~lh (s)}I=I.n; k=l.r'
~lh (s) = (J,hЛlh'Х (~ Л1hХlk - e~) - ~hЛlhХ (е;: - ~ Л1hХfk)-
Для проектирования на допустимую область существует
простой конечный метод (см. Ю. М. Ермольев [2], стр. 64).
3. Учет возможностей производства. Предположим, что
для производства продуктов Х = (Xt, ... , Хn ) используется
вектор ресурсов Ь = (b t , ••. , Ьт). Стоимость производства
единицы j-ro продукта равна Cj. Тогда наряду с ограниче­
ниями вида (3.8), (3.9) появляются ограничения
(3.1 О)(i = 1,т),
n
~ аох} <: Ь !
j=l
а минимизируемая функция отличается от функции (3.7)
"на величину ~ CjXj. Учесть ограничения (3.1 О) можно так-
j=!
же с помощью операции проектирования или путем при­
менения других методов, например, стохастического метода
линеаризации.
Заметим, что при учете (3.10) с помощью операции про­
ектирования на каждой итерации в качестве начального
приближения новой проекции следует рассматривать пре­
дыдущую проекцию. В таком случае новая проекция отыс­
кивается за небольшое количество шагов.
4. Учет затрат на перевозки. Выше предполагалось,
что каждый склад обслуживает свой «рынок». Более разум­
но организовать такую систему складирования, в которой
7*





~ Хи> t:J j ,
1=1Ildт(/~х.. --е.)J ~ I} }'[=!fj (Xj, ej ) = Idj(ej-~хiJ}
\
Требуется определить совокупность Х = {XiJ}I=I.m; i=Гti' ми­
нимизирующую сумму транспортных и ожидаемых убытков
F (Х) = ~ СиХи +
[.j
+~ м Шах {d jr (~ Хи - е j ).
дЕ'фllJllIТ запаса на некоторых складах JlИквидируется пу­
ТеМ 110CTa13KI1 со складов, где есть избыток.
Пусть имеется однородный продукт, размешенный на т
складах. дОI1УСТШ'lOе количество на складе i есть а[ (i = 1-;Гn).
В рассматриваемый период продукт требуется на n рын­
ках, причем потребность рынка j не может быть заранее оп­
ределена и ее следует считать случайной величиной еj .О60з-
т
начим через Xj = ~ Хи, количество продукта, перевезен­
[=!
ного на j-й рынок. Тогда уБЫТОК (при условии, что спрос
есть 8j ) равен
при условии
т
~ Х)! < е/.
1=1
Хи> о для всех i, j. (3.12)
n
~ Хи ~ а[ (i = г,n),
j=1
Обозначим через G совокупность чисел {~iJ}i,( Тогда в
методе (3.1) вектор ~ (5) И х' будут иметь компоненты{GiJ (5)}, и {Xi), причем
II Си+dt,
GiJ (5) = ]' . _ -:-
Со d"
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Операuия проектирования на допустимую область (3.12)
сводится к последовательному для i =~проектированию
на область, описываемую ограничениями вида
n
~ Хи< ai' Хи ~ О.
;=)
Если на складах - неоднородные продукты, причем
имеется коэффиuиент взаимозаменяемости Лi } продукта,
требуемого на i-M рынке, продуктом, имеющимся на j-M
складе, то
т
Х} = ~ Ai}Xu,
;--=1
dT (~лихи - 8}),
I=J
dj (о) - ~ ЛиХi}),
1=\
m
~ ЛиХi} >- о},
1=)
m
~ ЛjjХij < Oj,
1=\
F (Х) = ~ CijXi} +
i.i
+f: м тах (dt (~лиХi) - 8}} dj (8]- ~ лихи)}.
(3.13)
Метод МИНllмизаuии функuии (3.13) при ограничениях (3.12)
аналогичен методу решеllИЯ предыдущей задачи.
Представляет интерес следующая интерпретаuия задачи.
Аэропорт имеет т типов самолетов и n маршрутов (авиаJIИ­
ний). При этом ai - число самолетов i-ro типа, Лjj - число
пассажиров, перевозимых CaMOJ1eTOM i-ro типа на j-й авиа­
линии. Поток пассажиров на маршруте j нельзя точно пред­
сказать, и его следует рассматривать как случайную вели­
чину 8}. Число dt- убыток за каждое место, на которое
нет спроса, di- убыток за каждого пассажира, который не
может быть перевезен из-за недостатка мест на маршрут j.
Требуется распределить самолеты по маршрутам оптималь­
ным образом.
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Выше предполагалось, что склады непосредственно свя­
заны с рынками. В общем случае они бывают связаны сетью
дорог, транспортной сетью, в которой существуют пункты,
не являющиеся ни складами, ни «рынками». Эти более
сложные задачи рассматриваются в следующем параграфе.
Их сложность часто обусловлена дополнительными огра­
ничениями, не позволяющие, в отличие от ограничений
(3.12), свести операцию проектирования к последователь­
ному проектированию на простые области.
Объединение моделей, рассмотренных в данном пункте
и пункте 3 позволяет создать стохастические многопродук­
товые модели специализации и кооперации производства.
Для этого на каждом из складов i = тn требуется учесть
«местные» возможности производства аналогично п. 3.
Стохастические модели специализации и кооперации
позволяют учесть большие неопределенности, присутству­
ющие при рассмотрении этих важных народнохозяйствен­
ных проблем. Вопросы специализации и кооперации реша­
ются на продолжительное время, в течение которого потреб­
ности и возможности различных предприятий поставщиков
и потребителей могут резко изменяться. Стохастические
модели позволяют отвечать на вопросы оптимальной спе­
циализации и кооперации в расчете на весь диапазон воз­
можных колебаний условий. В отличие от них, детермини­
рованные модели со строго определенными параметрами
дают возможность проанализировать «типичные» случаи,
которые в действительности могут встретиться довольно
редко или совсем не наблюдаться.
§ 2. Потоки в стохастических сетях.
Задачи размещения производства
Многие важные задачи управления запасами с учетом
динамики спроса, динамики поставок и производства удоб­
но с точки зрения численных расчетов сводить к задачам
об оптимальных потоках в стохастических сетях. Кроме то­
го, эти задачи важны и сами по себе. К ним сводятся вопро­
сы оптимального планирования перевозок грузов, манев­
рирования в военных операциях, размещения производ­
ства, целераспределения, развития транспортных сетей
и многие другие.
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1. Пусть имеется некоторый конечный граф (1, И), т. е.
множество точек (вершин) /, соединенныхлиниями со стрел­
ками (дугами) (ё, j) Е и, где стрелки направлены от i к j.
Сетью принято считать граф, элементам которого постав­
лены в соответствие некоторые числа.
Рассмотрим сеть, определенную графом (l, И), сопоста­
вив каждой вершине i Е / некоторое число d i , называемое
интенсивностью вершины, а каждой дуге (ё, j) Е U - поло­
жительное число Гф называемое IlрОnУСКНОЙ способностью
дуги.
Если di > О, то вершина i называется источником,
если di < О, то CmOKOAI, если же d i = О, то вершина назы­
вается нейтральной. Множество IIСТОЧНИКОВ обозначается
через [+, множество нейтральных вершин - через /0, мно­
жество стоков - через /-. Обычно предполагается, что
n n
~ d i = О, где n - число вершин. ЕСЛIl ~ d i =1= О, то не-
1=1 i=1
сложно преобразовать задачу к такому виду, чтобы сумма
интенсивностей была равна нулю.
Потоком в сети называется совокупность чисел
Xij(i, j) Е и, удовлетворяющая уравнению непрерывности
(разность между вытекающим из вершины потоком и вте­
кающим в нее равна интенсивности вершины)
~Xи-~Xп = di
i i
(i = I,n) (3.14)





называется оnтиАШЛЬНblМ. Число Cij называется дуговой
стоимостью.
Многие динамические задаЧlf управления запасами сво­
дятся к следующей стохастической задаче о потоке в сети.
Пусть имеется сеть, интенсивности CTOI<OB которой являются
случайными величинами 8" i Е [-, а ИIlтенсивности источ-
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в частности, не исключено, что '/ = R/
Так как возможно, что ~ Х/ > ~ 8/,
IЕ/+ {Е/-
тивный сток i = n + I с интенсивностью ] 8/ - ~ Х/,
IE/- {ЕI +
С которым дугами (i, n+ 1) соединяются некоторые вершины
i Е 1. Чтобы учесть тот случай, когда ~ X i < ~ 8/. вво-
iЕг-I- IЕГ
С интенсивностью
дугами (О, i) с не-
дится фиктивный источник i = О
~ 8 i - ~ Х/, который соединяется
{Е/- {Е/+
которыми вершинами i Е 1. Лугам (i, n + 1) ставятся в со­
ответствие Дутов"rе стоимости с 1,11+1' а дугам (О, i) - дуго­
вые стоимости Со /, В некоторых случаях дуги (i, n + 1)
строятся только при i Е /+, И В этом случае часто С/,I1+1
отражает затраты на хранение единицы продукта в источ-
нике i; дуги (О, i) строятся при i Е Г, и СО1 отражаюг за·
траты ИЗ-Jа дефицита в стоке i. В других случаях дуговые
числа либо достаточно велики, либо равны нулю В ре­
зультате построений получается некоторая раСllJrtренная
сеть, в которой существует поток при любых Х= ,Х" iE/ ~}.
8 = {8/, i Е Г}. При заданных Х ={X1, i Е /'}, f) = {В/, i Е Г}
найдем оптимальный поток в полученной 'асширенной се­
ти Хи (Х, tJ) и рассмотрим задачу поиска такого набора ИН­
теНt:ИВНОСТИ Х = {х/, i Е {t}, который минимизирует функ­
цию цели
Р(х) = f(x) + ~ м СиХи(Х, 8),
i. ,
(3.18)
при ограничениях (3.17), где f (х) - некоторая функция,
которую в дальнейшем будем считать выпуклой вниз, Это -
задача двухэтапного стохастического программирования
частного вида, и ее решение можно получить методом сто­
хш,:тически х квазиградиентов.
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Пусть хО = {x~, i Е ,+} - произвольное начальное при­
ближение, х' - приближение после s-й итерации Наблю­
дается 85, отыскивается X S = {Хи (х', 8')}, точнее, потенци­
алы и' = {и~, i Е ,+}, отвечающие потоку х'={Хи=(х',8')}.
После этого
s = О, ], ... (3.] 9)
Легко понять, что к минимизации функции вида (3.18)
С130ДИТСЯ следующая задача о резервировании ненадежных
элементов сложной системы. Пусть система с распределен­
ными в пространстве элементами характеризуется графом,
вершины которого отвечают ее элементам, а дуги-связям
между элементами. Известны вероятность отказа элемен­
тов и время перевозки из одной вершины в другую. Требу­
ется определить необходимое количество резервных эле­
ментов, вершины, в которых они должны быть расположе­
ны и в каком количестве (с учетом вреМЕНИ доставки в те
места, где в этих элементах возникает потребность, а
также с учетом затрат на хранение и потерь из-за дефи­
цита).
2. Задача размещения предприятий, развития транс­
портных сетей. Проблемы размещения производства, свя­
занные с изменениями в спросе на продукцию, зависят от
возможностей транспортных сетей и расположения источ­
ников сырья. Места, в которых размещаются производ­
ственные мощности, должны быть наиболее удобными с точ­
ки зрения доставок продукции потребителям, завозки
сырья, загрузки транспортных сетей. С формальной точки
зреНIIЯ эти задачи являются задачами математического
программирования транспортного типа, задачами о пото­
ках в сетях, часто нелинеЙными.
Исходными данными при их постановке являются преж­
де всего данные о потребностях потребителей в продукции,
их расположении. В детерминированных моделях потреб­
ности потребителей характеризуются детерминированными
числами. На практике часто весьма трудно охарактеризо­
вать их однозначно, например. в силу стохастичности ха­
рактера производства (например сельскохозяйственного)
предприятий-потребителей, в силу сезоннГ)го характера
производства, нерегулярности потреБJJения. В стохасти-
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ческих моделях объемы потребления являются случайными
величинами. Пункты производства подразделяются на две
категории: пункты с известными объемами производства и
пункты, объем производства которых следует определить.
Для каждого пункта второй группы известна зависимость
стоимости производства от объема производства. К ним от­
носятся как возможные места нового строительства, наме­
ченные с учетом природных условий, возможностей транс­
портной сети, административного деления, социальных и
других факторов, так fl предприятия, подлежащие рекон­
струкции. Требуется найти такие объемы производства и
перевозок по транспортной сети, при которых выполняются
необходимые поставки и суммарные расходы на производ­
СТВО И транспортировку минимальны.
Сопоставим каждому пункту реальной транспортной се­
ти вершину графа, а каждому направлению движения меж­
ду соседними ПУlIктами - дугу со стрелкой, направленной
в сторону движения. Пусть / - полученное множество вер­
шин, U - множество дуг, причем !+ - множество вершин,
отвечающих пунктам производства (источники сети), /--
r-mожество вершин, отвечающих пунктам потребления (сто­
ки сети). Остальные вершины i Е /0 - нейтральные. Ин-
тенсивности вершин i Е 1- - случайные величины El j ,
интенсивности источников i Е /+ не известны, поэтому обоз­
наЧIIМ их через Xj • Пусть fi(X)' i Е 1+,- зависимость стои­
мости производства от объема производства в вершине Х,
Си - затраты, связанные с перевозкой единицы продукта
по дуге и, п·
Формулировка модели зависит от предпосылок отно­
сительно прикрепления поставщиков к потребителям и ха­
рактера поставок. Поскольку потребление случайно, то
однозначное прикрепление поставщиков к потребителям,
детерминированные поставки не позволят удовлетворить
потребности потребителей. В этом случае необходимо
дополнительно оговорить то, каким образом учитывают­
ся или ликвидируются возможные избытки продукта или
его дефицит.
1) Поставки определяются заранее, до того, как станут
известными потребности, т. е. величины потоков в сети со
случайными интенсивностями стоков должны быть детерми­
нированными. Избыток продукта или его недостаток в пунк-
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тах потребления учитывается дополнительными затратами
на хранение или дефицит. Эту ситуацию можно интерпрети­
ровать следующим образом. Сеть наряду со стоками и ис­
точниками имеет две фLJктивные вершины - источник и
сток. Фиктивный сток является как бы складом, куда по­
требители «сбрасываюп избыток продукта, а фиктивный ис­
точник является складом, откуда они черпают недостающий
продукт в случае дефицита. В каждый из стоков [- пред­
варительно, до наблюдения 8 = (8;, i Е [-}, намечаются




после того как становятся известными потребности 8i , в
случае Xi> 8i избыток продукта перевозится в фиктивный
сток с удельными затратами на «перевозку» dt (затраты
на хранение), если же X i < 8i , то недостаток продукта
перевозится из фиктивного источника в i с удельными за·
тратами di (затраты за недостачу).
2) В более общем случае после того как становятся из­
вестными потребности 8i , может появиться возможность
перераспределения продукта между вершинами с избытком
и недостатком. Наряду с фиктивными источниками и сто­
ками, как в предыдущем случае, в сети может быть предус­
мотрена система реальных вершин - складов, на которых
предварительно, до наблюдения 8, завозится продукт для
того, чтобы затем, при наблюдении 8, в необходимые сроки
и с наименьшими затратами удовлетворить потребности
пунктов с недостатком. В этом случае в реальной сети, свя­
зывающей поставщиков с потребителями, предусматрива­
ется коррекционная сеть, объединяющая поставщиков 11
потребителей с системой складов. Эта сеть определяется
частичным подграфом и предназначается для эффективной
ликвидации возможных дисбалансов между случайными по­
требностями и спланированными поставками. Очевидно,
что определение такой сети и емкостей складов должно рас­
сматриваться совместно с исходной задачей размещения
производства.
3) Возможна также крайняя ситуация, когда поставки
выполняются после того как становятся известными потреб-
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ности. В этом случае задача сводится к той, которая рас­
сматривалась в предыдущем пункте.
Рассмотрим формальную модель общей ситуаllИИ, опи­
санной в 2). Пусть имеется исходная сеть, определяемая
графом (1, и) с множествами источников 1+, стоков Г и
нейтральных верш ин 1°. Вершины сети i Е 1+ отвечают су­
ществующим пунктам производства, предполагаемым мес­
там нового строительства; вершины i Е Г - потребителям;
имеется возможность размещать склады в любой вершине.
КорреКllионная сеть определяется частичным подграфом
(1*, И*), т. е. /*с./, И* с. и. Обозначим через Хф и,i) Е и,
планируемый детерминированный поток в исходной сети,
а через Уи, и, i) Е И*, -поток в корреКllИОННОЙ сети (кор­
реКllИЯ потока Хи). Пусть di , i Е /, - детерминированные
интенсивности вершин, 8;, i Е /, -их случайные Состав-
ляющие. Считается, что если d; > О, то i Е Г~; если di=O,
то i Е 1°; если d t < О, то i Е 1-. для реализщии потока Хо
сеть ДОЛ)f(на иметь интенсивности
При этом остатки интенсивностей di + 8; - Xi после на­
блю~ения I:J; ДОЛ)f(НЫ ликвидироваться коррекцией Уи. Так
как 8; - случайные величины, а Xij - детерминированный
поток, то и после корреКllИИ в некоторых вершинах мо­
)f(eT оказаться недостаток потока, а в некоторых-избыток,
т. е. не существует потока уu>О и, i)Еи*, удовлетво­
ряющего соотношениям
~ Уи - ~ Yj, = dt - Х; + 8i •
i i
Чтобы единообразно учесть затраты, связанные с этим об­
стоятельством, т. е. затраты на хранение и за недостачу,
введем фиктивный источник и фиктивный сток так, чтобы в
расширенной сети существовал поток УФ а перевозкам,
связанным с фиктивными вершинами, отвечали затраты на
хранение и недостачу. ПОЛО)f(ИМ интенсивность фиктивного
источника равной достаточно большому числу do, а сто­
ка - равной -do. Соединим те вершины i, в которых
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могут наблюдаться избытки. с фиктивным стоком дугой со
стоимостью dt, а фи ктивный источн Иl{ С вершинами Ё, в
которых возможен недостаток, - дугой с дуговой стои­
мостью d-:-. Кроме того, соединим фиктивный источник с
I
фиктивным стоком дугой с нулевой дуговой стоимостью.
Будем в дальнейшем предполагать, что в исходной сети вы­
полнены такие изменения, т. е. существует оптимальный




где d;j-затраты на перевозку единицы потока-I{оррекции
по дуге и, j) Е И *. при ограничениях
~ Хи- ~ Xji +~ У;} - ~ Yji =d j + 8j , iE /, (3.21)
j i i i
(3.22)
X;j + Уи ~ 'и, (Ё, j) Е U.
Задача состоит в том, чтобы найти такой поток Хи' при ко­
тором минимизируются ожидаемые расходы, связанные с
его перемещениями, коррекцией и производством. Ожида­
емые затраты на коррекцию равны
М ~ dijYij (Х, О). (3.23)
i .;
Определим остальные функции затрат. дЛЯ вершин i Е
Е /+ U /0 значение Х; может оказаться больше di . Это озна­
чает, что интенсивности этих вершин следует увеличить
(путем реконструкции, нового строительства и т. п.).
Целесообразность этого оценивается с помощью функции
затрат на производство. Если же Х! < di • то величину di -
- Х; следует сохранять для осуществления коррекции и
целесообразность этого оценивается затратами на хранение,
включая, возможно, затраты на строительство складских
помещений. Иными словами, для каждого i Е /+ U /0 име­
ется функция затрат {! (Xi ) в зависимости от интенсивности
Х! этой вершины. Для i Е Г, если Х; < О, это означает не­
обходимость хранения Х! в вершине i для осуществления
коррекции, что оценивается также затратами на хранение
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и строительство складских помещений. Если же Х! > О,
то это означает необходимость размещения в вершине i
источника потока интенсивности Xt' что оценивается CTO~
имостью производства Х! единиц потока. Таким образом, и
каждой вершине i Е 1- можно поставить в соответствие
функцию затрат ft (x t ). Основная задача при этом заключа­
ется в том, чтобы найти поток {Хи, и, j) Е И}, минимизи­
рующий общие затраты
F (Х) = ~ СиХи +~ fi (Х/) + м ~ d;jy,j (Х, 8), (3.24)
I.i {Е/ (i,j)EU·
где Си - затраты, связанные с перемещением единицы по­
тока из i в j, при ограничениях
(3.25)
в случае разрывных функций ft (Xt) для решения данной
задачи целесообразно применять приемы, о которых гово­
рилось В главе Н. Заметим, что функция ожидаемых затрат
на коррекцию потока (3.23) выпукла вниз по независимым
переменным Хи и стохастический квазиградиент этой функ­
ции имеет следующие компоненты:
{V t (Х, 8) - Vj (Х, 1::1), (Ё, j) Е и*},
где Vt (Х, 8) - потенциал вершины i Е 1*, отвечающей по­
току Уu (х, 8).
Сформулиrованная задача несколько усложняется, если
случайными оказываются и пропускные способности 'о'
Дело в том, что по реальной транспортной сети осуществля­
ются перевозки различных грузов и rtj - это не истинные
пропускные способности дорог, а только часть пропускной
способности, которую можно использовать для перемещения
планируемых потоков. Она зависит от колебаний других
потоков, не рассматриваемых в данной задаче.
Как уже отмечалось, вопросы размещения производства
тесно связаны с вопросами развития транспортных сетей.
Темпы развития транспортных сетей должны соответство­
вать темпам развития производства. При изучении вопросов
развития транспортных сетей невозможно ограничиться
рассмотрением однородных потоков, однопродуктовыми мо­
делями .. Необходимо исходить из наиболее xцpaKTe.p~ыx
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продуктов, определяющих основную загрузку звеньев се­
ти, т. е. рассматривать задачу развития транспортной сети
совместно с задачей размещения предприятий, выпуска­
ющих различную продукцию. Естественно, что данные по
каждой из подзадач размещения в общей модели развития
сети и размещения производства должны быть представлены
не так детально, как в задачах размещения по каждому про­
дукту в отдельности, например, не обязательно включать
коррекционные сети. Математические модели размещения и
развития сетей можно сформулировать с использованием
ПОнятия неоднородного потока в сети и неоднородных се­
тевых задач. Часто при этом вполне достаточно следующей
модели.
Рассмотрим сеть, определенную конечным графом (1, И),
каждой вершине i которого поставлен в соответствие век-
тор интенсивностей dl = (d;, ... , df). Неоднородным пото­
ком в рассматриваемой сети называется вектор-функuия
1 N .........ХI1 = (Xlj, ... ,Xij), Хи ~ О, определенная на U и удовлет-
воряющая уравнениям непрерывности
~ X~; - ~ X'i = d~, i Е 1, k = 1, N.
j j
(3.26)
Пусть каждой дуге (i, j) Е U поставлена в соответствие ду­
говая функция затрат
1 N f 1 NeСи (Xlj, .•• , Xlj) = м ij (Xij, •.• ,Xlj, ). (3.27)
(3.28)
Задача соСтоит в построении оптимального неоднородного
потока, минимизирующего
~ Си (X:j, ••• , x~).
i,f
Функции Ги (X;j, ••• , X~, е). вообще говоря, нелинейны по
Хи = (Xi;, .•. , xN) и зависЯт от случайных параметров е.
Если говорить о задаче развития сетей, то дуга и, j) -
это подлежащая реконструкции существующая или пред­
полагаемая дорога сети. В этом случае функция Со (хu)
отражает затраты на перевозку и затраты на реконструк­
цию или строительство дороги и, j), способной обеспечить
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I N Епотоки Хи = (Xij, .•• ,Xij). сли интенсивности некоторых
вершин не извеСТНhI или случайны, то такие задачи фор­
мально легко сводятся к задаче с фиксированными интен­
сивностями вида (3.26)-(3.29) путем введения фиктивных
источников и стоков (если коррекционная сеть имеет про­
стейший вид, как в п. 1).
Если Ги - пропускная способность дуги (i, N, то на­
ряду с ограничениями (3.26) для некоторых дуг, которые не
подлежат реконструкции, появятся ограничения типа
(i,j)EU, (3.29)
где а" - коэффипиенты взаимозаменяемости. для таких
дуг функция цели может быть линейной. 'Для задач разви­
тия сетей функпии могут быть разрывными. Поскольку ог­
раничения (3.26), (3.29) могут затруднить выполнение опе­
рации проектирования, то для решения задачи (3.26)-(3.29)
имеет смысл применить метод линеаризации. Иными сло­
вами, пусть X7j (5)-приближение после 5-Й итерации. Поло-
жим
т) (5).= +- (tH (~' (5), ... , Х7, (5) + д; 'о ••• ;~, 8а)_
-tij(;~i(5), ••.• X~~)(5) - д; 'о .. ,";;~(5), 8а)).
,..,
где X~i' 1= 1, N, -независимые случайные величины, рав-
номерно распределенные на отрезках \ Х7, (5) - д; .
Х7, (5) + д; ]. Рассмотрим величины Z7, (5), Х7, (5), где
z7j (5 + 1) = Z~j (5) + б 8 (f~J) (5) -- Z~i (5»), 5 = О, 1, ... ,
-kа Xij (5) -решение следующей задачи об однородном потоке:
минимизировать (при данном k = 1, N)
§ 3] ДИНАМИЧЕСКИЕ ЗАДАЧИ 113
при ограничениях
~ X~i - ~ xJ/ = d;. i Е 1,
, i
X7j:;;" О, (i, i)E U.
-'Новое приближение х;, (8 + 1) отыскивается по формуле
X7i (8 + 1) = х:, (8) + Р. (X~i (8) - X:i (8)), s = О, 1, ..••
§ 3. Динамиqеские задачи планирования запасов
и синхронизации производства
Формально рассматриваемые в этом параграфе задачи
относятся к специальному классу задач оптимального уп­
равления случайными процессами. Сложность решения их
стандартными приемами теории оптимального управления
связана с присутствием фазовых ограничений и большой
размерностью. Убедимся в том, что специфика рассматри­
ваемых задач оптимального управления позволяет свести
их к стохастическим задачам об оптимальном потоке в се­
ти (см. п. 1 § 2) и тем самым получить весьма единообразные
алгоритмы численного решения.
1. Динамическая задача с одним складом. Пусть плани­
руемый период состоит из N BpeMeHHbIx промежутков и за·
каз на поставку продукта делается сразу на весь планиру­
емый период с разбивкой по каждому из промежутков вре­
мени. Общий заказ не должен превышать а. Пусть X/I-
заказ продукта на k-й промежуток времени [k, k + 1J,
0/1 - спрос в момент времени k. Известно, что C/I- стои­
мость поставки единицы заказа, dt - стоимость хранения
в интервале [k, k + 1J, d;- убыток из-за дефицита. Обоз­
начим через Z/I+i количество продукта, хранящегося на





где z - начальный запас. Переменные состояния системы
8 ю. М. ЕрмолЬеВ. А. И. ЯстремскиА
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Zk И управляемые переменные X k УДОlЗлетворяют ограни­
чениям
Н-I
'h >- lk' гН = г, Xh > О, ~ Х" ~ а,
k=O
(3.31 )
где ограничение гН = г означает, что к началу следующего





в k-й интервал времени. Требуется найти Ха, Х1 , ••• , XN-l,
минимизирующие ожидаемые затраты
Н-l
F (Ха, ••• , XN _ 1) = ~ CkXk +
k=O
Н-l
+~ м тах {dt (г" + Xh - Эk), dk" (Э" - г" - xk)}. (3.32)
1,=0
Сведем эту задачу к стохастической задаче об оптимальном
потоке (п 1 ~ 2). Представим пропесс поставки, хранения
и сбыта о,апаса как распределеНl!е потока в некоторой се­
ти (рис. j 4), которую для краткости назовем представляю­
щей сетЬ/о. Источники сети условимся обозначать круж­
ком, стоки - квадратом, нейтральные вершины - точками.
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Переменным 00/< отвечают дуговые стоимости С,<, перемен­
ным у,,- отвечают дуговые стоимости dt--I, псременным и,,­
дуговые стоимости d;, df.;-I = О; 1jJ (Ь) = Ь, если Ь:> О;
1jJ (Ь) = О, если Ь < О При этом выполняются ограничения
N-\
О ~ у,,- ~ Г,,-, ~ Х" ~ а,
,,=о
где Г,,--емкость склада. При фиксированных Хо,"" XN _ 1
В данной сети определим оптимальный поток, минимизирую­
щий общие затраты
N-l N-J N-l
~ Ст,Шя. +~ d~-Yk+l + ~ d;V,,-.
k=O k=O "=о
Обозначим минимальное значение этой функции через
f (Хо , ... ,XN_ 1' 0o, ... ,8N_J Задача состоит в том, что­
бы найти такие интенсивности Хо , ••. 'XN_1' при которых
минимальны ожидаемые затраты
F (Хо , .•• , XN_ 1) = М! (Ха, ••• ,xN_1' 80' .•. ,8N_ 1), (3.33)
при условии, что
N-l
Х"- :;;> О, ~ Х"- ~ а.
,,=о
(3.34)
Эта задача аналогична задаче п. 1 § 1 настоящей главы и
решается описанными там методами. Легко понять, что
она равносильна исходной задаче оптимального управления.
Действительно, в силу уравнений непрерывности пото­
ка в сети имеем




Кроме того, в оптимальном потоке, очевидно ия. = t:J,,- -
- у,,- -Xk ' если 8,,- - у,,- - Xk > О, И ия = О - в противном
8*
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k = О,N-l,
случае. Отсюда имеем, что Zk+1 = О, если Vk > О И Vh=0,
если УН! > О, т. е. YH1V k = О. Поэтому можно записать
{
Yk + Xk - 8k , если Vk = О,УН-I = О, если Vk > О,
{
8k - Yk - X k , если Yk = О,V k = О, если Yk> О.
ПОЛОЖИ~I гНI = УНI - Vk • Непосредственной проверкой
легко убедиться, что величины Zk удовлетворяют соотно­
шениям
г~1 = Zk +Xk - 8k ,
га =Z.
Кроме того, функцию (3.34) можно представить в виде
F (Ха, ••• , XN _ 1) = .I CkXh + I м шах {dtZk+l, dkZk+I},
k k
что равносильно (3.32). Иными словами, задача об опти,
мальном потоке (3.33), (3.34) равносильна задаче оптималь·
ного управления (3.30)-(3.32). Стохастический квазигра­
диент функции (3.33) в соответствии с общей схемой (3.19)
имеет компоненты
~ (5) = (~ (5), ••• , SN-I (5»,
Sk (5) = Ck + U~ •
2. Учет возможности ремонта. Иногда имеется возмож­
ность делать заказ на поставку запасных деталей или ре­
монтировать изношенные. Рассмотрим стохастический ана­
лог одной известной задачи подобного типа. Допустим, что
программа работы некоторого предприятия рассчитана на N
этапов. В соответствии с графиком на k-M этапе (k=O, N-l)
требуется 8~ деталей, из которых к концу этапа детали
изнашиваются и требуют ремонта. Пусть к концу k-ro пе·
риода можно отдать в ремонт 8~ деталей, где 81, 8~­
случайные величины. Деталь можно купить по С1 руб. за
штуку, или отдать в срочный qt"дневный ремонт по цене
Са руб. за штуку или отдать в обычный qа-дневный ремонт
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по цене сз руб. за штуку. Стоимость хранения одной детали
на k-M этапе равна dt, а потери из-за дефицита на k-M
этапе равны d;; . Как должно планировать предприятие
приобретение и ремонт оборудования, чтобы при минималь­
ных издержках иметь нужное к оличество деталей в про­
должение всего периода, если ql < q2 И ~з < С2 < C1? Пред­




аналогична сети рис. 14, за исключением источников с ин­
тенсивностями I:I~ (k = О, N - 1). Источник с интенсив­
ностью e~ соединен дугой со стоком с интенсивностью
е), если l:;:" k + ql' причем дуговая стоимость этой дуги
равна С2 , если 1< k + q2' И равна Сз, если l:;:" k + Q2' Ду­
говые стоимости, отвечающие переменным 1'", равны О.
Переменной W" отвечает дуговая стоимость С l' перемен-
ной у,,-дуговая стоимость dt-l' переменной и~ - ДУГО!3ая
стоимость di;, dt-I = О.
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3. Синхронизация производства. В предыдущих задачах
заказ Хо • ..• , XN-l опредt=ЛЯЛСЯ, исходя из спроса, с учетом
затрат на хранение, затрат из-за дефицита, затрат на по­
ставку. Однако с точки зренияпроизводства этот заказ
может оказаться трудно выполнимым. Неравномерность в
величинах Хо, ... , XN-l может привести к чрезмерным за­
тратам в периоды повышенного спроса и затратам на про­
стои оборудования в период пониженного спроса. Можно
произвссти излишек продукции в периоды ПОIlиженного
спроса с тем, чтобы сохранить и использовать его в период
повышенного спроса. Однако при этом необходимо учиты­
ВаТЬ затраты на хранение (см. работу В. М. Глушкова,
Ю. М. Ермольева).
--:::---:-:---;Пусть 81<' (k = О, N - 1) - необходимое в k-M периоде
количество единиц продукции; Ун - число не использован­
ных после k-ro момента единиц продукта, т. е. запас; ХI<­
число единиц продукта, произведенного в k-M периоде;
dt.I-СТОИМОСТЬ хранения единицы продукции в k-M перио­
де; ап - стоимость расширения производства на одну
единицу в k-M периоде; ~k - затраты, связанные со сниже­
нием производства на одну единицу; di:- затраты из-за
дефицита; Сп - стоимость поставки единицы продукта.
Представляющая сеть этой задачи во многом аналогична
сети задачи п. 1. Отличие этой задачи от задачи п. 1 связа­
но с учетом затрат на расширение или снижение производ­
ства. Эти затраты, очевидно, равны
N-l
)' шах {аl< (Xk - Xk-l), ~k (Xk-I - xk)}.
-k=1
Следовательно, вместо функции цели (3.32) в данной задаче
рассматривается функция
N-I
F (Хо , ..• , XN-I) = ~ шах {ak (Xk - Xk-l), Bk (Xk- 1 - ХН)}+
k=1
N-l N-l .
+ I СНХН +~ м шах {d'; (Zh + xk - ek).
k=O k=O
di: Щ, - Zk - x,J}.
!3 этом случае стохастический квазиградиент ~ (s) =
§ 3]
= (~o (S), ... ,
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GN-I (s» имеет компоненты
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~o(s) = {- а! + со+ ио, Хl> Ха,
~! + СО + и3, Х\ < Хо,
{
cth - ct k+! + С" + и1, X~> X~+l'~" (s) = ~H! - ~и +Ch + и~, Х; < xtt-!'
если k>O, где Uf-потенuиалы, отвечающие оптимальному
потоку.
4. Многопродуктовые задачи. Выбор пунктов произ­
водства. Предыдущие задачи и методы их решения легко
обобщаются на случай, когда имеется заказ на несколько
продуктов и существует ряд предприятий, на которых этот
заказ можно выполнить. Требуется составить оптимальный
график В1>IПолнения заказа на нмеющнхся предприятиях с
учетом затрат на производство, включая затраты на рас­
ширение, поставку, хранение и потери из-за дефиuита. Рас­
смотрим для простоты только случай, когда имеются один
продукт и несколько предприятий i = 1, 2, ... , m. Пусть
81< - спрос В момент времени k = О, 1, . '" N - 1; dt-
удельные затраты на хранение на k-M предприятии; d"k-
затраты, связанные с дефиuитом; Сиi - стоимость поставки;
cthi - удельные затраты на расширение, ~hi - на сниже­
ние. Обозначим через Yhi количество продукта, храНЯЩtГО­
ся на складе i-ro предприятия; Xki - заказ продукта i-ro
предприятия в момент k.
Представляющая сеть задачи указана на рис. 16
и не требует особых пояснений. Например, переменным
Wиi отвечают затраты Сиi' переменным У/<i-затраты d"t-I,i
И Т. д. Затраты на расширение производства равны
N-! т
~ ~ шах {cthi (Xhi - XH!,i), ~иi (ХНl,l - Xh;)}·
k=! ;=1
в данном случае стохастический квазиградиент G\s) имеет
компоненты {Gki' k = О, N - 1, i = 1, т}, где
1
- ctji + Со; + U.Qi ' x1i> XOI '6o.(s) =
I ~li + СО! + U Oi ' Х1! < ХО!'
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Ч/ >- X~_I.I'
Х%' < X~_l.I'






переменным Х", оптимального потока, полученного при
k = О, N - 1, i = 1. m.
5. Рассмотренные выше динамические задачи планиро­
вания запасов сформулированы в терминах планирования
заказов ХО ' .,'. XN-I, которые выполняются некоторым пред­
приятием. В этом случае неравномерность Хо, .. ,. XN-1
интерпретироваласькак расширение или свертывание про­
изводства. Эти же задачи можно переформулироватьв тер­
минах снабжения некоторого района продуктом (например.
снабжение города бензином). В этом случае требование рав­
номерности величины поставок Хо• .. ,' XN-I связано с равно­
ыерностыо работы транспорта, с помощью которогС1()Су-
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ществляются поставки Хо • •••. , XN-t. Как правило, при этом
требуется, чтобы Xo=Xt= .•• = XN-t, кроме того, величины
Xh определяются только для некоторых, обычно равноот­
стоящих моментов времени. для того чтобы обеспечить не­
равномерное потребление во всем интервале времени, преду­
сматривается система складов, на которых хранится за·
возимый в район продукт.
В том случае, когда район имеет значительное коли­
чество потребителей и складов, представляющая сеть зада­
чи имеет громоздкий вид. Однако поскольку она строится
по простому принципу, то эту операцию легко алгоритми­
зировать и предоставить вы-
полнять ЭВМ. Заметим, что
представляющая сеть не тре­
бует никакой дополнительной
информации по сравнению с
исходными данными задачи,
поэтому в виде представляю­
щей сети или в каком-либо
другом виде они должны хра­
ниться в ЭВМ.
Пусть район имеет два скла- Рис. 17.
да (кружки) и три потреби-
теля (квадраты) (рис. 17), связанных между собой сетью до­
рог. Стрелками указаны (конечные) пути, по которым про­
исходят поставки на склады. Естественно, что они могут
быть только звеньями общей сети дорог данного района.
Общий принцип построения представляющей сети указан
на рис. 16. Здесь Xhl - величина поставки [-му складу в
k-й момент времени, Yhl - запас на [-м складе в k-й момент
времени. При этом недостает фиктивных источников и сто­
ков, которые строятся обычным образом.
(4.1 )
r JI А В А !У
СООТНОШЕНИЯ ДВОйСТВЕННОСТИ
В СТОХАСТИЧЕСКОМ ПРОГРАММИРОВАНИИ
И ИХ ЭКОНОМИЧЕСКАЯ ИНТЕРПРЕТАЦИЯ
Важную роль в линейном и выпуклом программирова­
нии играет принцип двойственности. Изучение взаимосвя­
зи прямой и двойственной задач ПОЗвОляет выяснить каче­
ственный характер оптимального решения, наметить идеи
вычислительных алгоритмов, исследовать вопросы устой­
чивости экстремальных задач. С двойственностью тесно свя­
заны такие разделы выпуклого программирования, как
блочное и параметрическое программирование.
В математической экономике на основании анализа
двойственных соотношений можно получить полезные вы­
воды о характере общественно необходимых затрат в пла­
новой экономике, о способах сочетания централизованных
и децентрализованных методов планирования народным хо­
зяйством, о методах определения эффективности капитало­
вложений, о методике экономико-математического анализа
прикладных моделей и др.
В настоящей главе с учетом результатов, полученных в
главе 1 при исследовании условий оптимальности задач сто­
хастического программирования, выведены соотношения
двойственности для общей стохастической модели произ­
водства, а также разъяснен их экономический смысл.
§ 1. Соотношения двойственности для многоэтапной
линейной задачи стохастического программирования
1. Предположения. Двойственная задача. Рассмотрим
стохастическую модель производства, которая с матема­
тической точки зрения является конкретизацией общей
многоэтапной задачи стохастического программирования,
изученной в главе 11:
М (~ (а, (О), х, (О)) ) -+ mзх,
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N1: А ! (8) Х! (8) + Ь (8) > О (mod Р), (4.2)
1-0
Х! (8) > О (mod Р) (t = О, N), (4.3)
Х! (8) Е 1 (~д (t = О, N). (4.4)
По-прежнему 1 (~t) - множество ~t - измеримых вектор­
функций от 8, размерность которых совпадает с размер­
ностыо вектора Xt ; 9Лt - а-подалгебра основной а-алгебры
;у. В дальнейшем, с целью сделать запись более компакт­
ной, зависимость величины At , at и Ь от 8 иногда указы­
вать не будем.
Сделаем следующие предположения.
Р1. 2Мао (8) < 00
м 'Ь (8)12 < 00.
(i = О, т; j = ~);
Р2. Для произвольного вектора Х (8), удовлетворяющего
(4.3)-(4.4) и имеющего компоненты с ограниченными вто­
рыми моментами, векторы вида A tx t (8) также имеют ком­
поненты с ограниченными вторым!! моментами.
Р3. Для задачи (4.1 )-(4.4) существует оптимальное ре­
шение, причем для произвольного оптимального решения
х* (8)
. Сделанные предположения позволяют задачу (4.1)-
(4.4) рассматривать как задачу в гильбертовом простран­
стве с операторными ограничениями. Функционал Лагран­
жа для задачи (4.1)-(4.4) имеет вид
ер (х (8), и (8» = м (а, х (О» + м (и (8), ~ A/x l (8) + Ь) ,
а двойственная задача - вид
sup ер (Х (tJ), и (8) ~ iпf, (4.5)
х (6)~0 (mod Р) и (6);:, О (IblH] Р)
Xt(O) Е 1 (ЭДI) (t=o,N) u (О) Е [,(8, .'/. Р)
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И, наконец, четвертое предположение:
Р4. Существует Оптимальное решение задачи (4.5).
Важную роль в дальнейшем играет
2. Аналог второй теоремы двойственности в многоэтап­
ных линейных задачах стохастического программирования.
Т е о р е м а 4.1. Пусть выполняются условия Рl - Р4.
ДЛЯ того чтобы вектор
х* (8) = (X~ (8), ... , X~ (8» >- о (rnod Р ),
где Х; (8) - r:JЛt-измеримая вектор-функция, был рещени­
ем задачи (4.1) - (4.4), необходимо и достаточно сущест­
воваНия r/Y-ИЗ)'lеримого вектора
u* (8) = (и; (8), ... и~ (8» > о (rnod Р),
каждая компонента которого имеет ограниченный втfJРОЙ
момент, такого, что
м (А;и* (8) + аt/r:JЛ,) <: О (rnod Р) (' = О, N), (4.6)
(Х; (8), М (А; и* (8)+аt /r:JЛ t» = о (mod Р) (' = о, N), (4.7)
N
~ Atx; (8) + Ь>- О (mod Р), (4.8)
1=0
( u* (8), ~ А,х; (8) + Ь) = о (mod Р). (4.9)
Нетрудно заметить, что утверждение теоремы 4.1 можно
получить как частный случай аналога теоремы Куна­
Таккера в дифференциальной форме для нелинейных мно­
гоэтапных задач, полученного в главе II. Однако предполо­
жения теоремы 4.1 более экономны по сравнению с предпо­
ложениями указанной теоремы. В линейном случае требу­
ется ограниченность вторых моментов для компонент век­
торов Atxt (8) для всех тt-измеримых векторов х' (8) ЕЕ L 2 (е>, r/Y, р), а не просто для всех х! (8) Е L 2 (е>, r/Y, Р).
Это первая причина, которая побудила нас привести дока­
зательство теоремы для линейного случая. Вторая - боль­
шая наглядность рассуждений в линейном случае.
Д о к а з а т е л ь с т в о теоремы базируется на ис·
пО,JlЬЗОj3ании теоремы Куна - Таккера в конечной форме
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и некоторых свойств условных математических ожи,ца­
ний.
ИЗ теоремы о седловой точке следует, что необходимым
и достаточным условием оптимальности ВЕ'ктора х* (8) =
= (x~ (8), ... x~ (8)), где х; (8) - 9Л,-измеримы и х* (8) ~
>- О (mod Р), является существование .,r-измеримого векто­
ра и* (8) ~ О (mod Р) такого, что
ер (х (8), и* (8)) ~ ер (х* (8), и* (8)) ~ ер (х* (8), u (8)), (4.10)
для всех 9Лl -измеримых функций .', (8) :> О (mod Р) и для
всех .,r-измеримых функций u (в) ~ О (mod Р).
Левая часть неравенства (4.10) эквивалентна соотноше-
нию
N
~ М (А;и* (8) + а!' х, (8)) ~
/=0
N
~ ~ м (А;и'" (8) + а/, х; (8)) (4.11)
'=0
для произвольных 9Л/-измеримых Х, (8) :> О (тое! Р). Пред­
положим, что не выполняется (4.6), т. е. существует j Е и/
И событие
В = {8: М ((a i , и* (8)) + ао/9Л/) > О},
-/где а = (аи, ... аn/), такое, что Р (В) > О. Заметим, что
В Е 9Л/' В противном случае это противоречило бы 9Л/-из­
меримости М (. /9Л/). Определим 9Л/-измеримую функцию




Очевидно, что при достаточно большом С и при Xj (8), вы­
бранным в соответствии с предыдущей формулой, неравен­
ство (4.11) выполняться не будет. Следовательно, (4.6)
имеет место.
Из (4.6) следует, Что
(х;(8) , М (А;и* (8) + а i /9Л{)) < О (mod Р).
Докажем, что из последнего соотношения следует (4.7).
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Предположив противное, Iшее!\l
м (X~ (О), М (А;ll* (О) + al/~I)) < О.
Поскольку ~M (rl/9Л) ~-= М (~II/9Л) и М М (У)/9Л) = МУ), где
~-9Л-измеримая случайная величина, ТО из последнего со­
отношения следует, что
М (А;и* (8) +at , Х; (8) < О.
Последнее неравенство противоречит (4.11), а поэтому пред­
положение о том, что (4.11) ложно, несправедливо.
Таким обраЗО!\l, мы доказали, что из (4.11) следует (4.6)
и (4.7). Доказательство обратного утверждения достаточно
просто, и мы приводить его не будем.
Нетрудно видеть, что правая часть неравенства (4.11),
эквивалентная неравенству
М (и* (О), ~ Atx; (8) + Ь) .;;; м (и (8), l~ Alx; (О) + Ь) ,
будет справедлива в том и только том случае для всех
of-измернмых и (О) :> о (шоd р), и (О) Е L 2, если выполняют­
ся соотношения (4.8), (4.9). Теорема доказана.
Анализ доказательства теоремы показывает, что до­
пустимым векторm.! может быть лишь решение двойствен­
ной задачи к задаче (4.1)-(4.4). Используя рассуждения,
которые во MIIOГO~I сходны С приведенными в теореме 4.1,
можно доказать, что задача (4.8), двойственная к линейной
многоэтапной стохастической задаче, имеет следующий вид:
найти такой of-измеримый вектор и* (О), чтобы
М (Ь, и (8» -+ inf,
М (А;и (О) + а t /9Л/) -< О (mod р) (! = О, N), (4.12)
и (\:1) :> о (mod Р), м Iи (8)12 < 00.
Отсюда основное соотношение двойственности для много­
этапной линейной стохастической задачи примет вид:
. т е о р е м а 4.2. Пусть вЬ1l10лН,яются предположения
теоремы 4.1. Тогда
М (а, х* (О» = м (Ь, и" (\:1», (4.13)
где а = (ао , а 1 , ••• QN)'
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3. Соотношения двойственности для двухэтапной зада­
чи стохастического программирования. Важным случаем
многоэтаПНО!l стохастической задачи является двухэтапная
задача стохастического программироваНIIЯ
М ((а, х) + (d, У (8))) -+ шах,
Ах + Dy (8) + Ь :>- О (тои Р),
х:>- О, у (8) :>- О (mod Р).
(4.14)
Конкретизируем некоторые результаты предыдущего пунк­
та применительно к двухэтапной задаче.
Двойственная к двухэтапной задача имеет вид
М (Ь,и(8))-+miп, (4.15)
М (А'и (1:1) + а) ~ О,
D'и (8) + d «; О (mod Р), и (8) :>- О (mod Р),
где и (8) - 07-измерима и М Iи (t))12 < 00.
Теорема 4.\ применительно к двухэтапной задаче фор.
мулируется следующим образом.
Т е о р е м а 4.3. Пусть матрица А, векторы а, Ь,
d 1l.меют компоненты с ограниченными вторылtU IrLOменталtU,
матрица D ограничена с вероятностыо 1 и существуют ре­
шения задач (4.14), (4.15), компоненты которых имеют ог­
раниченные вторые моменты. Тогда детерминированный
вектор х* :>- о и 07-измеримый вектор у* (8) :>- О (mod Р)
являюnu;я решением задачи (4.14) тогда u только тогда,
когда существует 07-измеримый вектор и* (8) > О (mod Р),
М Iи* (8) 12 < 00 такой, что
М (А'и* (8) + а) ~ О, (х*, М(А' и* (8) + а)) = О,
D'u* (8) + d ~ О (mod Р), (у* (8), D'u*(8) + d)=O (mod Р),
Ах* + Dy* (8) + Ь:>- О (шоd Р),
(и* (И), Ах* + Dy* (8) + Ь) = О (mod Р)
Вектор и* (8) является решение~1 двойственной задачи.
4. Общие замечания. Предположения, которые были
сделаны при выводе соотношений двойственности д.'тя
задач стохастического программирования, являются
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довольно естественными с экономической точки зрения и для
экономически осмысленных моделей, как правило, выполня­
ются.
Выполнение предположения Р1 дЛЯ экономико-матема­
тических моделей с вероятностными парамеrрами очевидно.
Выполнение предположения Р2 гарантируется ограничен­
ностью с вероятностью 1 коэффициентов матриц At (8).
Поскольку в экономических приложениях в основном ис­
пользуются усеченные законы распределения, то становит­
ся понятной необременительность Р2. Иногда требование
ограниченности А ! (8) с вероятностью 1 можно для некото­
рых матриц, например, матрицы А (8) в двухэтапной
задаче, заменить на требование ограниченности вторых мо­
ментов.
Существование оптимальных решений в рассматрива­
емых задачах стохастического программирования следует
из выпуклости функций, замкнутости множеств и ограни­
ченности множеств допустимых решений по норме Ii ·11 =
= VMI·12• Ограниченность по норме допустимых решений
прямой задачи очевидна с экономической точки зрения и
просто проверяется в конкретных моделях.
Ограниченность по норме допустимых решений двой­
ственной задачи, как правило, следует из условия суще­
ствования такого t, что
9Лt = <у. (4.16)
Поскольку для S""-измеримых М (ТJ! <у) = ТJ (mod Р), то вы­
полнение этого условия означает существование в двойствен­
ной задаче ограничений типа
А; (Н) и (8) +а ! (8) ~ О (mod Р).
Подобным ограничениям, как правило, удовлетворяют лишь
и (8), ограниченные с вероятностью 1 или по норме 11'/1 =
=VMI·12 .
Содержательный смысл условия (4.16) состоит в том,
что часть плана должна приниматься при полной информа­
ции о состоянии природы. Заметим, что это условие в сто­
хастических моделях производства, как правило, выполня­
ется и, более того, условие (4.16) обязательно для того,
чтобы модель была содержательной, поскольку невыполне·
§ IJ мнаГОЭТАПНАЯ ЛИНЕйНАЯ ЗАДАЧА 129
ние условия (4.16) ПрИВОДИТ к тому, что в случае двух­
этапной модели называется «жесткой» постановкой.
В главах V и УI приведены некоторые примеры про­
верки условий выполнения соотношений двойственности
для прикладных стохастических моделей.
5. Соотношения двойственности для стохастической мо­
дели "роизводства с конечным числом состояний "рироды.
Рассмотрим стохастическую модель производства, в кото­
рой состояние природы принимает конечное число реализа­
ций. Для простоты ограничимся рассмотрением трехэтап­
ной модели. Запись модели с конечным числом состояний
природы и соотношений двойственности для нее в более
общем случае производится совершенно аналогично трех­
этапному случаю.
Пусть состояние природы О - случайный вектор, ко­
торый принимает с положительными вероятностями зна­
чения
Он, 012' ... 01'1'021,022' ... 02'2' .,. 081' 082' ... О".'
Возможны три типа измерений, уточняющих информацию
о состояниях природы О. Каждому типу измерений соот­
ветствует множество технологических способов, которые
можно применять после получения определенной ПОрl1ИИ
информации о состоянии е. в результате измерения перво,
го типа плановый орган не получает дополнительной ин­
формации о О, т. е. измерения фактически не производятся.
В данном случае а-алгебра наблюдаемых событий состоит
из двух событий: достоверного и невозможного. Измери­
мость вектора интенсивностейХа технологич~ских способов,
которые можно применять после измерений первого типа,
относительно тривиальной а-подалгебры {е, 0} означает,
что хо выбирается как детерминированный вектор.
В результате измерений третьего типа плановый орган
получает абсолютно точную информацию о состоянии при
роды О, т. е. имеет возможность наблюдать все события
вида Bk1 = {tl с= 0kl}' а-алгебра наблюдаемых событий в
данном случае является минимальной содержащей класс
событий Ж2 = {Bk1}1=lJk.k=I;S' Будем обозначать эту а-ал-
гебру через а (Ж2).Нетрудно сообразить, что измеримость вектора интен­
сивностей способов, которые можно применять после
9 ю. МЕрмольев. А. И. Ястремс"иА
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(4.17)
(k = I;S).
эксперимента тр етьего типа, означает, что Х2,(О) представим
в виде
s rk
Х2 (О) = ~ ! XktXBkt'
k=ll=1
где ХВ - индикатор события Вм 'kl
И наконец, в результате измерений второго типа состоя­
ние природы уточняется, но не полностью. После измерений





Другими словами, измерения производятся, но с погреш­
ностями, поскольку резулыатом измерения является не
точка, а область, в которой находится действительное
значение О. Обозначим систему множеств {B}k=т's через ~j,
а а-алгебру всех наблюдаемых событий после эксперимента,
т. е. минимальную а-алгебру, содержащую класс ~j, через
а (~j)' Измеримость вектора интеНСИВНОС1'ей Х! (О) относи­
тельно (J (~j) означает, что Х! (О) представим в виде
s




Поставим трехэтапную задачу, которая имеет вид
М ((ао (О), ХО (О» + (а1 (О), Х! (О» + (аз (О), ХЗ (О») -+ шах,
Ао (О) ХО (О) + А1 (О) Х! (О) + А2 (О) Х2, (О) +
+b(8»0(modP), (4.19)
Xt (8) >О (шоd Р) (t = 0,2),
Xt (8) Е 1 (9)1,) (t = О, 2),
9)10 = {е, 0}, 9)1! = a{~j}, 9)12 = а (Ж2).
для этого вместо ХО (О) нодставим Х, а вместо Х! (О) и
х2 (0)-их выражения через уравнения (4.17), (4.18) В
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результате несложных выкладок можно доказать, что ре­
шением задачи (4.19) являются векторы х, Х ! (О) и Xz (О),
определяемые по формулам (4.17), (4.18), где х, xk(k=Cs)
и Хвl (l = lJk ; k =~) являются решением задачи ли­
нейного программирования
s s 'k
(0.0' ХО) +~ (Qjh' Xk) Pk + ~ ~ (QZkl' Xhl) Ph/- тах,
k=l k=l/=I
Ag,x + A~/xl< + AklXkl + bh1~ О
где
(! = т;fB; k = 1,5),
Х> О, Xh > О (k = ~),
xl<! > О (! = 1, 'В; k = 1, 5),
(4.20)
Qjh = м (Qj/81<), Phl = Р (8h /), Ph = Р (8h)·
Заметим, что задача (4.] 9) - задача в естественной форме,
поскольку ':mo={e,Qj}, ':mz=i!'. В соответствии с (4.12)
двойственная задача к (4.19) или (4.20) формулируется
следующим образом: найти такой i!'-измеримый вектор U (О),
т. е. вектор, представимый в виде
s 'k




М (Ь, U (О)) _ min,
М (A~и (О) + ао) ~ о,
м (А;и (9) + Qj/':mj)";;;; о (mod Р), (4.22)
А;и (9) + Qz";;;; О (mod Р), u (1:1) ;;;., О (mod Р).
Если в (4.22) подставить u (О), выраженное через (4.21),
то задачу нахождения Uhl' которыеопределяюти (О), можно
записать следующим образом:









~ (Alz)' UhlPhl + G th <: о
1=\
(k = Т;S),
Uhl > о (1 = 1, r h ; k = (г).
Рассмотрим теперь задачу (4.20) как обычную задачу
линейного программирования 11 по обычным правилам по­
строим двойственную к ней задачу. Пусть л;l - двойст­
венные оценки к задаче линейного программирования (4.20).
Как и следовало ожидать, Л~l ДОВОЛЬНО тесно связаны с
и* (8). Путем элементарной подстановки можно показать,
что
• 1 ~ •
U kl = --"'kl'Ры
, r k л.
и*(8)' = ~~_kZ_ •Р ХВНh/
k=\ 1=\
Ана,погично конкретизируются и теоремы 4.1 и 4.2 для
задачи с конечным числом состояний природы.
§ 2. Экономическая интерпретация соотношений
двойственности для стохастической модели
производства. Стохастические оценки ингредиентов
Суть математического подхода к теоретическому изуче­
нию экономических систем вкратце состоит в следующем:
та или иная изучаемая проблема формулируется в терминах
строгой математической модели, а затем производится ее
анализ, который базируется на качественных свойствах
модели. Выводы об изучаемой экономической проблеме,
сделанные подобным образом, приобретают характер ма­
тематических теорем и, следовательно, их теоретическая и
практическая ценность зависит всецело от того, насколько
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адекватно модель отражает экономическую систему в це­
лом. Этот подход будет нами применяться к изучению неко­
торых проблем теории оптимального планирования, став­
ших уже традиционными, причем в качестве инструмента
анализа будет выступать стохастическая модель производ­
ства, которая по сравнению с линейными моделями учиты­
вает пеопределенность процессов получения информации
плановым органом.
Важной проблемой, к которой будут применены резуль­
таты анализа на основании стохастической модели производ­
ства, является проблема существования и поиска некото­
рых равновесных цен в оптимальных стохастических систе­
мах. В общем виде эта проблема формулируется следующим
образом: существует ли некоторая система цен на все ин­
гредиенты, делающая убыточным применение технологи­
ческих способов, не входящих в оптимальный план, и сти­
мулирующая применение оптимальных технологических
способов?
Для большей наглядности наших рассуждений рассмот­
рим вначале более простую ситуацию, которая не выходит
за рамки описываемой в § 1 гл. [дву хэтапной стохастичес­
кой модели производства.
1. Двухэтапная стохастическая модель производства.
Конкретизация данной проблемы к веро ятностным эконо­
мическим системам, описываемым стохастической моделью
производства, связана с модифи кацией понятия убыточ­
ность и рентабельность в некоторой системе цен для про­
граю1НЫХ и адаптивных технологических способов.
Коррекционный способ для различных реализаций случай­
ных параметров может входить в О!1тимальный план, а может
и не входить. Поэтому для такого способа система цен
должна давать информацию о рентабельности способа для
каждой реализации случайных параметро&
Программный способ является оптимальным или нет,
независимо от конкретных реализаций случайных парамет­
ров, поэтому рентабельность способа может пониматься лишь
как средняя величина. Таким образом, речь идет о суще­
ствовании цен, делающих в среднем оправданным приме­
нение оптимальных программных коррекционных спосо­
бов для конкретных реализаций случайных пара метров.
Соответственно, неоптимальные программные способы долж­
ны быть в среднем нерентабельными, анеоптимальные
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коррекционные способы-нерентабельными для конкретных
реализаций случайных параметров. Полностью ответ на
вопрос о существовании подобной системы цен дается
теоремой 4.4.
т е о р е м а 4.4. (О характеристике оптимального плана
двухэтапной стохастической модели производства). Пусть
вьmолняются предположения теоремы 4.3. Тогда для того,
чтобы допустимый план (х*, у* (8» был оптимальным,
необходимо и достаточно, чтобы существовал такой ,ff-из­
меримый вектор цен на ингредиенты
п* (8) = (п~, п; (8), '" п;n (8», м Iп* (8) 12 < CXJ,
что:
1. а) Программные способы в этих ценах были не
более, чем оправданы в среднем
М (aJ, п* (8» ~ о (j = ~);
б) коррекционные способы в этих ценах n. н. не более,
чем оnравдан'Ы
(dk , п* (8» ~ о (mod Р) (k = 1,1).
2. а) Если nрограммный способ используется в опти­
малЬном плане, то он в среднем оправдан, или если
х;>о, то М (ai ,n*(8» =0 (j = 1,n);
б) если для HeKomop.'!lX реализа'(ий случайных парамет·
ров коррекционный сnосо5 используется в оптимальном пла­
не, то этот способ для тех же реалuза'(ий (за исключением
множества реализm(ий меры НУЛЬ) сЛу'taйных параметров
оправдан, т. е. если y~ (8) > о, то (d\ п* (8» = о.
3. п* (8):> о (mod Р); по> О - nРОИjвольная детермини­
рованная вели'ина.
4. Если для некоторых реализаций случайных парамет­
ров некоторый ингредиент н'едефицumeн, то для тех же
реализаций случайных параметров цена на этот ингреди­
ент равна нулю (за исключением множества случайных
napaMem,'J06 меры О) или, если
n t
~ аиХ; +~ djky; (8) + bj > о,
;=0 k=1
то )1: (О) = О.
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Нетрудно заметить, что вектором цен, фигурирующим в
теореме 4.4, может быть лишь вектор вида
п* (8) = (n~, n~и; (8), .. ' n~и~ (8)),
где и* (8) = (и; (8), ." и;n (8)) - решение двойственной задачи
к (4.1) - (4.4). справедливость теоремы о характеристике
следует из теоремы 4.3.
Запишем двойственную задачу к стохастической модели
производства в виде
М (~btnt (8)) ~min,
I . -м (а , n (8)) <: о (J = 1, n),
(dk , n (8)) <: о (mod Р) (k = Ц,
n (8) > О (mod Р), пО = С (С - константа).
Экономический смысл задачи состоит в нахождении систе­
мы цен, минимизирующей ожидаемое значение оценки ре­
сурсов в этих ценах при условии, что программные и кор­
рекционные способы не более чем оправданы в среднем и
с вероятностью 1 соответственно.
Из теоремы 4.2 следует, что
м (а, х* (8)) = ~. м ( ~ Ь;п; (8)) ,
о ;=1
т. е. в оптимальном плане ожидаемое значение нулевого
ингредиента равно минимальной ожидаемой оценке ресур­
сов в ценах п; *.
Нетрудно заметить, что вектор п* (8) по своим эконо­
мико-математическим свойствам весьма близок к объектив­
но обусловленным оценкам детерминированной модели
производственного планирования, а .. теорема 4.4 - к тео­
реме о характеристике оптимального плана для линейно­
программной модели. Вектор п*.(8) в дальнейшем будем на­
зывать вектором стохастических объективно обусловлен­
ных оценок или, более кратко, стохастическими оценками.
Условия J.б, 2.б, 3 и 4 теоремы 4.4 показываlOТ, что
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(4.23)
стохастические оценки являются одним из решений двой­
ственной задачи к задаче
(d (8), у) _ тах,
D (8) У ;;:: - ь (8) - А (8) х* , у> О,
Если предполагать, что решение двойственной задаЧI1 к
(4.23) единственно (довольно частый случай в практических
задачах), то теорема о характtристике оптимального плана
дает довольно удобный признак проверки на оптимальность
некоторого плана-программы х. для этого достаточно «про­
играть» двойственную задачу к (4.23) и с помощью метода
Монте- Карло подсчитать средний эффект в случайных ценах
для программных способов. Если выполняются условия '.а
и 2.а теоремы 4.4, то план х оптимальный, в противном слу­
чае - существует другой план с лучшим значением целе­
ной функции. В случае, если задача (4.23) с вероятностью
больше нуля вырождена, а двойственная к ней имеет не·
единственное решение, способ проверки некоторого плана­
программы на оптимальность усложняется, но тем не менее
остается с вычислительной точки зрения вполне прием­
лемым.
Основной вывод, который можно сделать, базируясь на
анализе теоремы о характеристике, это принципиальная
возможность соизмерен ия затрат" результатов с помощью
некоторой системы цен с точки зрения глобального крите­
рия оптимальности для локальных производственных ячеек
(технологических способов) в стохастических экономичес­
ких системах. Если предполагать, что существует глобаль­
ный критерий 11 стохастическая модель производства опи­
сывает народное хозяйство в целом, то ценами, приводящи­
ми в состояние гармонии народнохозяйственные и локаль­
ные интересы, могут быть стохастические оценки ингре­
диентов.
Перейдем к экономической интерпретации соотношений
двойственности В общем случае.
2. Многоэтапная стохастическая модель. Выясним эко­
номический смысл показателя
м «a i, л* (О))j9Л), (4.24)
где a i = (aOj, аl), .. От}) - вектор технологического способа
'; п* (О) - вектор иен; 9л с 07.
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Очевидно, что величина
s(8) = (a i , л* (8))
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показывает фактическую прибыль от применения с единич­
ной интенсивностью способа j при фиксированном состоя­
нии природы 8. Используя известную формулу, запишем
условное математическое ожидание через условную веро­
ятность
м (s (8)/Wl) = \ s(8) Р (d8/:JЩ (mod Р), (4.24')
где Р (А/ т) - условная вероятность относительно а-под­
алгебры 'Ш*). Поскольку Р (А/т) показывает вероятность
событий из 3', зависящую от результатов экспериментат,
то, используя формулу (4.24'), показатель (4.24) можно
понимать как среднее значение прибыли, взвешенное по
вероятности, котор~я зависит от исходов эксперимента ~
Более кратко можно сказать так: М «a i , л* (8)) /т) яв­
ляется средней прибылью от способа j при условии 'т.
Таким образом, исход эксперимента в данном случае трак­
туется как уточнение вероятностей событий основной
а-алгебры 3'. Сф::Jрмулируем теорему 4.] на языке «план­
цены».
т е о р е м а 4.5. (Теорема о характеристике для много­
этапной стохастической модели.) Пусть выполняются пред­
положения р 1 - Р4. Допустимый план х* (8) = (X~ (8), .,.
'., xN (8)) будет оптИАJaЛЬНЫМ тогда и только тогда, когда
существует такой 3'-измерuмый векmoр цен л* (8) =
= (л~, л~ (8), .. , л~ (8)), что М Iл * (8) 12 < 00.
1. М «аi ,Л*(8))/9П 1 )<0(mоdР) (jEU t ; t =O,N);
2. с вероятностью 1, если х; (8) > О, та
М«а',л*(8))/JR,)=0 для jEU t ;
*) Формула (4.24') справеДЛIlва ЛИШЬ тогда, когда Р (А/9Щ -
регулярная условная вероятность. Однако Р (А/Юl) являетен регу­
,тярной в довольно широких случаях, в частности, когда (9 - гюлное
сепарабельное меТрИ'lеское пространство, а 3'- а-алгебра борелев­
ских множеств, '1ТО JlЛЯ наших целей вполне достато'lНО,
13В СООТНОШЕНИЯ ДВОйСТВЕННОСТИ [Гл. IV
3. п* (О)> О (mod р), п~ - детерминированная величина
строго больше нуля;
"4. с вероятностью 1, если ~ аuх; (О) + ь, > О, l1W
;=1
п; (О) = О.
Так же как и в двухэтапной задаче, вектором п* (О)
может быть лишь вектор вида (п;, п;и~ (О), ... п~и~ (О)).
Учитывая замечания, сделанные в начале пункта и
экономическую интерпретацию теоремы 4.4, трактовка тео­
ремы 4.5 не представляет труда. Для многоэтапной модели
теорема 4.2 имеет похожий экономический смысл, как и для
двухэтапной задачи.
Так же как и в случае двухэтапной модели, вектор п* (О)
будем называть вектором стохастических объективно об­
условленных оценок или вектором стохастических оценок
ингредиентов.
§ 3. Маргинальные свойства стохастических оценок
и их экономическая интерпретация
При теоретическом исследовании и практическом ис­
пользовании математических моделей экономики чрезвы­
чайно полезно знать насколько изменится оптимальное ре­
шение при малом изменении некоторой группы параметров.
Соотношения, устанавливающие связь между изменениями
параметров и изменениями оптимального решения и оп­
тимального значения максимизнруемого функционала, по­
лучили название маргИN.аЛЬНblХ. В этом параграфе мы до­
кажем некоторые маргинальные соотношения для стохас­
тической модели ПРОИЗВОД!:'rва и дадим им экономическую
IIнтерпретацию.
1. Основное маргинальное свойство стохастических оце­
нок. Будем рассматрипаТl> оптимальное решение задачи
(4.1)-(4.4) как вектор-функцию от величины ресурсов.
Имеет место
т е о р е м а 4.6. Пусть для задачи (4.1)-(4.4) вы­
nолняются предположения Р1, Р2, а также в некоторой ок­
рестности Ь (О), заданной с помощью метрики р (~ (8),
f) (О)) = V м (~ (8) - f) (0))2, выполняется предположение
РЗ Кроме того, предполагается, что множество доnу·
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стимых решений двойственной задачи ограничено. Тогда
М (а, х (8, Ь+ уе (8))) =
= М (а, х (8, Ь)) + уМ (е (8), ие (8)) + о (у),
где е (8) - случайный векmoр такой, чmo М Iе (8) 12 < 00;
у> О; ие (8) - решение задачи
М (е (8), и (8)) -+ min, и (1::1) Е И*; (4.25)
x(8,b)-решение задшlU (4.1)-(4.4), зависящее от Ь;
И* - множество рещений двойственной задачи (4.12).
Д о к а з а т е л ь с т в о. Рассмотрим на L2 (8, СУ, Р) функ­
ционал
f! (Ь (8)) = М (а, х (8, Ь)).
с помощью теоремы 4.2 f! (Ь (8)) можно представить в виде
~ (Ь (8)) = min М (Ь (8), и (8)),
u(6)Еи
(4.26)
где U - множество допустимых решений двойственной за­
дачи.
Из ограниченности множества U (предположение тео­
ремы), а также из замкнутости и выпуклости этого мно­
жества следует слабая компактность U и И* относительно
линейного функционала l ('1'] (8)) = М (~(8), '1'] (8)). (Из
слабой компактности U и И*, а также из линейности функ­
ционалов задач (4.12) и (4.25) следует, кстати, существова­
ние решений этих задач.) Используя свойства выпуклых
Функционалов специального вида, а более точно, теорему о
виде множества опорных Функционалов функционала вида
f! (х) = тах l (х) (см. Б. Н. Пшеничный), а также (4.26),
/Ем
можно утверждать, что множество опорных функцианалов
для f.L (Ь (8)) совпадает с И*. Применив известную формулу
дЛЯ I1РОИЗВОДНЫХ по направлению выпуклых Функционалов
к функционалу f.L (Ь (8)) можно записать
д~ (~e\e)) = min М (е (8), и (0)). (4.27)
е u(6)ЕU
Из определения производных по направлению и (4.27) и
следует доказательство теоремы.
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Теорема 4.6 показывает, что из множества стохасти­
ческих оценок можно выделить такие оценки, которые ха­
рактеризуют экономическую эффективность каждого ре­
сурса, т. е. являются мерой приращения критерия опти­
мальности при малом изменении ресурсов в некотором на­
правлении.
С помощью теоремы 4.6 можно доказать для линейной
многоэтапной стохастической задачи свойство, аналогич­
ное свойству базисной устойчивости задачи линейного про­
граммирования.
2. Базисная устойчивость стохастической модели пр;)­
изводства. Рассмотрим стохастическую модель производства
N
~ А/х! (8) + Ь + уе (8) > О (J1lOd р),
/=0
Х! (8) > О (пюd Р) (t = О, N),
Х/ (8) Е I (')Л/) (t = О, N),





м (Ь + уе (8), и (8)) _ тin, (4.32)
М (А;u (8) +a,lm t )~ О (тod р) (t = О, N), (4.33)
и (8) > О (тod Р). (4.34)
По-прежнему, е (8) -о9'-измеримый вектор и М le(8) 12<00.
Напомним, что решение двойственной задачи ищется
на множестве 09'-измеримых функций, а ограничение (4.31)
означает, что подвектор решения Х/ (8) ищется как ~Ilt­
измеримая функция.
Обозначим через Х (Ь + уе (8» и U множества допусти­
мых решений задач (4.28) -(4.31) и (4.32) - (4.34) соот­
ветственно. Как и прежде, будем считать, что относи­
тельно многоэтапной модели выполняются предположения
из § ] настоящей главы. Имеет место следующая
~ 31 МАРГИНАЛЬНЫЕ СВОйСТВА
Лемма 41. Если x(!:J)EX(b+ye(tJ)) II и(8)Еи, IllO
М (Ь + уе (8), и (8)) >= - м (~ A1x t (8), U (в)) :.>
:.> м (а, Х (8)).
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Доказательство. Умножив (4.29) на (4.34) и про­
интегрировав полученнot неравенство, доказываем левую
часть неравенства леммы. Далее умножим (4.29) на (4.33);
получаем
(х, (8), М И;U (8) + (l,/'JП/» ~ о (mod Р). (4.35)
Поскольку х/ (8) - 9Л(-измерим, то его можно внести под
знак М ( ./9Л 1 ). Если после этого проинтегрировать полу­
ченные неравенства, просуммировать их по t и сделать
некоторые несложные преобразования, то докажем правую
часть неравенства леммы.
Для доказательства теоремы о базисной устойчивости
нам понадобится
Л е м м а 4.2 (EpMOJlbeB [2]). Пусть hs , s = О, 1, '" - не­
отги'{ательные случайные величины, М h. < 00 и М h< __ О
при s __ 00. Тогда существует nодпоследопательность
{h
sk } такая, что hSk __ О П. н.
Сформулируем и докажем теорему, при тех же предпо­
ложениях, что и теорему 4.6.
т е о р е м а 4.7. Пусть х (8, Ь + уе (8)) - решение задачи
(4.28) -(4.31). Имеют место следующие соотношения:
1) (Х! (8, Ь + уе (8)), М И;ие (8) + а t/9Л t )) =
= 8t (8, у) (t = О, N);
2) ( ие (8), ~ A/xt (8, Ь+ уе ((:1)) + Ь+ уе (8)) = 8 (8, у),
где Bt (8, у) - 9Л/-измеримые фУНКЦLШ по 8; в (8, У) - сУ-из­
меримая ФунКl\UЯ по 8 такие, что для любой последова­
тельности у" стремящейся к нулю при s -+ 00, /I!ОЖ­
но выбрать такую подпоследовательность YSk ' что
Bt(8,Ysk)Y;i/--0 и b(8,Ysk)y-;;,I-+О при k-+oo.
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Доказательство. Поскольку х(8,Ь+1'е(8»ЕХ(Ь+
+ 1'е (8», и ие (8) Е И* с и, ТО из леммы 4.1 следует, что
М (ь+ уе (8), ие (8» >-М (~AtX' (8, Ь+
+ 1'е (8», ие (8») > М (а, Х (tj, Ь + 1'е (8»). (4.36)
Из теорем 4.6 и 4.2 следует, что
М (Ь + 1'е (8), ие (8» = М (а, Х (8, Ь+ 1'е (8») + о (у).
Отсюда неравенство (4.36) можно переписать в виде
М (а, Х (8, Ь+ уе (8») + о (у)> - М (~AtXt (8, Ь +
+ 1'е (8), ие (8» ) >М (а, Х (8, Ь+ уе (8»),
или
М (~ atXt (8, Ь+ уе (8» ) +
+ М ( ие (8), ~ AtXt (8, Ь+ уе (8») = о (у).
Учитывая то, что Х (8, Ь+ 1'е (8» и ие (8) должны удовлет­
ворять (4.30), (4.33), из последнего соотношения следует
М (Xt (8, Ь+ 1'е (8», А;ие (8) + a t ) = о (у) (t = О, N).
Используя свойства условных математических ожиданий,
последнее соотношение можно преобразовать к виду
Для доказательства первого пункта теоремы осталось под­
метить, что для последовательности случайных величин
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h~, s = О, 1, ... , где
уо -+ о при s -+ 00, выполняются условия леммы 2.
Заменив в (4.36) М (а, Х (8, Ь+ уе (8») на М (Ь+ уе (8),
Ир (8», получим, что
м (Ь+ уе (8), ие (8» =
= - м (~A,X! (8, Ь + уе (8), ие (8») + о (у).
Из последнего соотношения следует, что для случайных
величин
N





выполняются условия леммы 4.2, откуда и следует доказа­
тельство второго пункта теоремы.
Из теорем 4.1 и 4.7 следует, что при малом изменении
ресурсов ингредиентов в некотором направлении изменение
оптимального плана происходит в основном за счет изме­
нения интенсивностей «старых» оптимальных способов и
при тех же состояния х природы; если в «старом» оптималь­
ном плане некоторый ингредиент был дефицитным, то в
«новом» оптимальном плане его избыток может быть лишь
величиной более высокого порядка малости, чем прира­
щение. Другими словами, набор оптимальных способов и
дефицитных ингредиентов в стохастических экономических
системах, описываемых моделью (4.1)-(4.4), устойчив,
Из теорем 4.6 и 4.7 видно, что достаточно хорошими свой·
ствами, позволяющими судить о поведении оптимального
решения возмущенной стохастической модели производ­
ства, обладает в общем случае не все множество решений
двойственной задачи, а лишь некоторое его подмножество -
решения задачи (4.25). Множество решений задачи (4.25)
будем называть множеством стохастических оценок
вектора е (8), в направлении которого происходит измене·
ние ресурсов ингредиентов.
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§ 4. Модификация некоторых категорий теории
оптимального планирования в стохастических
экономических системах
[Гл. lV
Важную роль в развитии теории ценообразования в со­
циалистической экономике сыграла концепция цен опти­
мального плана, выдвинутая Л. В. Канторовичем [1]. Сущ­
ность этой концепции состоит в том, что Ц~HЫ на все виды
производственных ресурсов и потребительских товаров
в плановой экономике должны определяться объективно
обусловленными оценками. Несомненно, что применение
этой идеи в чистом виде на практике весьма затрудни­
тельно по ряду причин, в частности, в связи с больши­
ми сложностями построения глобального критерия опти­
маЛblIOСТИ, математического описания проблемы распре­
деления и т. д. Однако теоретический анализ некоторых
проблем ценообразования с помощью изучения и интер­
претации двойственной задачи в ряде случаев оказывается
полезным.
Концепция ueH оптимального плана возникла на сснове
анализа и экономической интерпретации математических
теорем двойственности в линейном программировании.
С ПОМОЩl:Ю этих теорем уда.10СЬ формализовать такие ка­
тегории политической экономии социализма, как эффек­
тивность общественного производства, оптимальный на­
роднохозяйственный план, об;цественно ~еобходимые за­
траты, цены и др. На основании этих формализаций были
обоснованы важные выводы о способе сочетания централи­
зованных и децентрализованных методов управления на·
родным хозяйством, о характере действия закона стоимос­
ти в плановой экономике, о способах измерения затрат и
результатов, предложены конкретные практические реко­
мендации по усовершенствованию методов планирования
цен, измерения эффективности новой техники и т. д. Одна­
ко при всем этом ни в коем случае нельзя забывать об из­
вестной условности выводов, полученных на основании кон­
цепции цен оптимального плана, нельзя возводить эти вы­
воды в абсолют. Об этом, кстати, неоднократно предупреж­
дал и сам создатель концепции.
Подчеркнем еще раз, что концепция цен оптимального
плана была развита на основе анализа линейно-програм­
мных и выпуклых моделей. Модели же линейного и вы-
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пуклого программироваНИ51 зачастую не отражают некото­
рых сторон реальной экономической действительности,
из которых, на наш взгляд, наиболее существенными явля­
ются наличие в экономической системе субъектов с несов­
падающими (не обязательно противоположными) интере­
сами и принципиальная невозможность получения пла­
новым органом абсолютно точной информации. Учет пер­
вого фактора приводит к теоретика-игровым постановкам,
второго - к моделям, сформулированным на основании
задач стохастического программирования.
Важность первого фактора обусловлена тем, что лишь
с его учетом возможен теоретический анализ с помощью
математических моделей одной из центральных экономи­
ческих проблем - проблемы распределения. Поскольку
этот вопрос выходит далеко за пределы круга проблем,
рассматриваемых в нашей книге, то он изучаться нами не
будет, что, естественно, не говорит о его маловажности.
Учет второго фактора при теоретическом анализе пла­
новой экономики приводит К некоторым важным выводам,
которые значительно модифицируют и дополняют, однако
отнюдь не опровергают, выводы, полученные на основании
анализа экономики, соответствующей предположениям ли­
нейно-программной модели.
Так же как и в детерминированном случае, анализ сто­
хастической модели производства основан на экономической
интерпретации ("отношений двойственности, на которой мы
останавливались ранее. Подытожим основные экономико­
математические свойства стохастической модели производ­
ства и стохастических оценок ингредиентов, полученные ра­
нее (на некоторых мы остановимся более подробно), и опи·
шем некоторую идеализированную экономику, которая
полностью соответствует предположениям стохастической
модели производства и которую мы будем называть сто
хасmuческоЙ.
Итак, рассматривается экономика, управляемая един­
ственным субъектом, который мы будем называть пла­
НОВЫМ органом. Как отмечалось выше, мы абстрагируемся
от факта наличия нескольких субъектов снесовпадающими
интересами. Информация о параметрах технологических
способов и ресурсах ингредиентов известна плановому ор­
гану лишь с точностью до вероятностного распределения,
что объясняется, вообще говоря, принципиальной невоз-
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можностыо получения абсолютно достоверной информации.
Показателем, который количественно устанавливает, какое
из состояний ЭКОНОМИЮI «лучше», ЯВJlяется производство ну­
левого ингредиента всемн технологическими способами. В
наиболее простом случае нулевым ингредиентом может
быть количество комплектов ПРОДУКЦII и непроизводственного
потребления, в более сложных случаях нулевой ингреди­
ент - линейная аппроксимация целевой функции потреб­
ления. Интересно отметить, что критерии в виде матема­
тического ожидания появляются в теории полезности при
довольно естественных предпосылках о принимающем
решение лице. Поэтому разумно выбирать план, макси­
мизирующий математическое ожидание нулевого ингре­
диента. Поскольку план выбирается из соображений
максимизации средней пuлезности, то не исключена воз­
можность того, что в результате выполнения оптималь­
ного плана фактическое наличие нулевого ингредиента мо­
жет быть меньше, чем в результате выполнения некоторо­
го другого плана. В этом заключается одно из наиболее су­
щественных различий между детерминированной и стохас­
тической экономикой.
Оптимальный план стохастической экономики не имеет
жесткого детерминированного хаРalпера. Наряду с детер­
минированной частью оптимального плана, совокупностью
интенсивностей способов из ио (речь идет о естественной
форме стохастической модели произв'одства), которая вы"
полняется в любом случае, оптимальныЙ план стохасти­
ческой экономики предусматривает возможность гибкой
корректировки и маневра, что выражается в принятии час­
ти оптимального плана, плана-коррекции, как функции от
случайных параметров.
Можно доказать строго математически (и хозяйствен­
ная практика подтверждает это), что возможность гибкой
корректировки плановых заданий при изменившейся обста­
новке существенно повышает эффективность общественного
производства. Таким образом, анализируя стохастическую
модель производства, можно совершенно строго прийти к
выводу, сделанному в книге Л. В. Канторовича и
А. Б. Горстко на основании эвристических соображений,
о необходимости применения нежесткого порядка плани­
рования, который состоит в том, что лишь часть плана долж­
на выполняться на 100%, другая же часть должна завИ<.:еть
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от конкретной ситуаuии, которая сложил ась в результате
реализации случайных параметров.
Наряду с оптимальным планом в стохастической эко­
номике могут быть исчислены цены на ингредиенты - сто­
хастичеСl\ие оценки, которые некоторым образом соизмеря'
ют затраты и результаты в стохастической зкономике.
Необходимо заметить, что зависимость цен от состояния при­
роды е, или, другими словами, случайность цен, установ­
ленных на основании стохастических оценок, не является
экономически абсурдной, как это может показаться на пер­
вый взгляд. Зависимость цен от состояния природы пока­
зывает, что они должны быть гибкими. Если зависимость
плана от н Jблюдений над состоянием природы повышает эф­
фективность планирования, то зависимость нев от е дает
возможность правильно организовать стимулирование ло­
кальных ячеек с целью выполнения оптимального плана.
В формулировке теорем двойственности требовалась из­
меримость стохастических оценок относительно всей а-ал­
гебры возможных событий rY. Переформулируя это требо­
вание на экономический язык, можно сказать, что действи­
тельные реализации цен могут быть известными лишь после
эксперимент;!, в результате которого о Состоянии природы
становится и:,вестным все. Поскольку эксперимент по на·
блюдению над состоянием природы, которому соответствует
а-алгебра ~ = rff возможен только в конце планового пе­
риода, то отсюда следует, что действительны\' реализации
цен становятся известными лишь в конце планового перио­
да, в середине же планового периода цены в таком случае
могут быть известны лишь с точностью до распределения.
Таким образом, со здравым экономическим смыслом плохо
согласуется не зависимость цен от е вообще, а именно
rY-измеримость цен. Однако при довольно естественных
предположениях можно доказать, что часть вектора сто­
хастических оценок, относящаяся к периоду времени 't',
измерима относительно некоторой а-алгебры [" причем
[, описывает совокупность событий по наблюдению над
состоянием природы е, которую можно наблюдать име~:lНО в
.-й период времени. Таким образом, реализация вектора
стохастических оценок в момент • становится известной
именно в момент •.
Различие в технике соизмерения затрат и результатов
для способов из различных множеств и, приводит к весьма
10·
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интересным выводам по некоторым проблемам хозрасчета.
Анализ теоремы о характеристике для стохастической мо­
дели показывает, что к оценке деятельности локальных объ­
ектов народного хозяйства (отрасль, предприятие) нужно
подходить дифференuированнов зависимости от того, ка­
кими возможностями получения информаuии об условиях
производстваобладают локальные объекты.
Рассмотрим вначале два крайних случая:
1) локальная ячейка обладает полной информаuией об
условиях производства, т. е. в ее распоряжении находятся
технологические способы из множества ИtО ' причем ~t. =
=сУ;
2) в распоряжении локальной ячейки находятся лишь
технологические способы из множества И/" где ~t, =
= {в, (2)}, т. е. перед выбором интенсивностей способов
никакого эксперимента по наблюдению 8 не производится.
В первом случае, если локальная ячейка находится в оп­
тимальном состоянии, то она должна быть неубыточной в
любом случае, даже при стечении самых неблагоприятных
обстоятельств (это следует из условия 2 теоремы 4.5). Убы­
точность производственной ячейки с адаптивными способами
свидетельствует о субъективных просчетах в руководстве
ею, которые привели к тому, что локальная ячейка народ­
ного хозяйства вышла из оптимального состояния, хотя бы­
ли в наличии объективные предпосылки к выполнению оп­
тимального плана.
Если же локальная ячейка не имеет возможностей для
уточнения информаuии о 8, т. е. в ее распоряжении нахо­
дятся лишь способы из Иt , , то не исключена возможность,
что даже при хорошей работе эта ячейка будет убыточной.
Действительно, из условия 2 теоремы 4.5 и из того, что
~t, = {в, (2)}, следует
x~M (ai, л* (8)) = О
J
т. е. в данном случае, если способ входит в оптимальный
план, то гарантируется лишь его неубыточность в среднем
(М (ш, л* (8)) = О), фактическая же прибыль (ш, л* (8))
может быть и отриuательной величиной. О субъективных
просчетах в руководстве локальной ячейкой будет свиде­
тельствовать систематическая убыточность за ряд времен­
ных промежутков.
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Рассмотрим промежуточный случай: локальная ячейка
может уточнять состояние природы, однако не полностью,
т. е. в ее распоряжении находятся технологические СllОСО­
бы из Иt , причем ~, =1= {8, О} и 'ЭЛ/ =I=,{f. В соответствии
с теоремой 4.5 с вероятностью 1, если х; (8) > О, то вы-
полняется соотношение
м (a i (8), л* (8»/~t) = О, (4.37)
где j Е И/.
Предположим, что состоянием природы является вектор
8, состоящий из двух подвекторов 81 и ЕР. Эксперимент
по наблюдению над состоянием природы 8 состоит в изме­
рении 8t • В этом случае J = .131 Х ·'732; 'т/ = ~1 Х {А2 ,0},
где 61' 82 - пространства значений векторов 81 и 82; 5'31
И 532 - а-алгебры борелевских множеств из 81 и 62' Если
считать, что 81 и 82 независимы, то (4.37) можно записать
в виде
м (a i (8), л* (8»/~t) = ~ (a i (8), л* (8» dP 82 (82), (4.38)
82
где Ре2 - вероятностная мера в пространстве значений век­
тора 82. Таким образом, для оценки деятельности локальной
ячейки народного хозяйства необходимо знать не ожидае­
мую и не фактическую прибыль, а усредненную ожидаемую
прибыль по тем параметрам, которые в результате экспе­
римента по наблюдению над состоянием природы остаются
неизвестными (точнее, известными с точностью до вероят­
ностного распределения). Отсюда, если локальная ячейка,
имеющая возможность получить часть информации, нахо­
дится в оптимальном состоянии, то при любых реализациях
параметров (разве что за исключением множества парамет­
ров меры О), которые доступны наблюдению, усредненная
ожидаемая прибыль по параметрам, не доступным наблю­
дению, не должна быть отрицательной. Анализируя фор­
мулу (4.38), можно прийти к выводу, что если локальная
ячейка и получает часть информации, то не исключен слу­
чай убыточности ячейки даже при хорошей ее работе.
Основной вывод, который можно сделать на основании
наших рассуждений о специфике оценки деятельности,
состоит в том, что обоснованную ош~нку деятельности ЛО-
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кальных ячеек народного хозяйства можно дать, лишь из­
учив их возможности получения информаuии опараметрах
способов и о ueHax.
Стохастические оuенки выполняют в стохастической
экономике функuию измерения экономической эффектив­
ности каждого вида ингредиентов в том смысле, что стохас­
тические оuенки характеризуют приращение критерия
оптимальности, вызванное приращением ингредиентов в
некотором направлении, а также функuию инструмента
корректировки плана при неОЖIJДанных флуктуаuиях рас­
пределения параметров.
На динамических аспектах фУНЮlИонирования стохас­







в настоящей главе соотношения, полученные в главе IV,
применяются для исследования более специального случая
стохастической модели производства, предназначенного
для описания вероятностных экономических систем в ди­
намике. Дается довольно естественное обобщение таким
традиционным понятиям теории оптимального планиро­
вания, как экономический и технологический темпы роста,
норма эффективности, доказываются некоторые соотноше­
ния, которые полезны для понимания экономической при­
роды этих показателеЙ.
В заключительных параграфах главы рассматриваются
некоторые вопросы практичеСКОI'О принятия стохастичес­
ких моделей, методы экономико-математического анализа
прикладных стохастических моделей, примеры использо­
вания этих методов.
§ 1. Постановка динамической стохастической модели
производства
Рассмотрим фУНКllIIонирование управляемой экономи­
ческой системы, изменяющей свои состояния в дискретные
моменты времени 't" (. = О, Т). Под состоянием системы бу­
дем понимать вектор продуктов в момент " имеющихся в
системе. Под продуктом будем понимать недатированный
вид вещества или энергии, т. е. один и тот же вид вещества
или энергии в различные моменты времени считаются, в
отличие от ингредиента, одним продуктом. В каждый момент
времени плановый орган может при менять те или иные тех­
нологические способы. Совоку пность технологически х спо­
собов, относящи хся к моменту " описывается с помощью
двух матриц: матрицы, описывающей затраты продуктов в
момент 't" при единичных ИlIтеНСIlI3НОСТЯ х СIIOсобов и мат­
рицы выпусков продуктnв в момент 't" + ]. Такой способ
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описания технологий базируется на предположении, что
технологический способ охватывает два BpeMeHHblx про­
межутка, причем в первом промежутке продукты затрачи­
ваются технологическим способом, во втором - выпус­
каются. Вследствие ошибок прогнозирования матрицы
технологических способов и другие неуправляемые пара­
метры являются случайными. Будем предполагать также,
что истинные значения прогнозируемых параметров, отно­
сящихся к моменту 't, становятся известными плановому ор­
гану именно в момент 't. Введем обозначения: Т - номер
последнего года в плановом промежутке; А ('t) - матрица
затрат для момента времени 't; 8 ('t + 1) - матрица
выпуска для момента времени 't; Ь ('t) - вектор продук­
тов, поступающих извне или изымаемых из системы в мо­
мент 't (вектор Ь ('t) называют еще «нагрузкой» на экономи­
ку); х ('t) - вектор выпускаемых продуктов в момент 't с
учетом «нагрузки»; h ('t) - интенсивности технологических
способов в момент 1i.
В соответствии с предположением о характере уточне­
ния информации в процессе выполнения плана сконструи­
руем информационные множества для интенсивностей спо­
собов. Напомним, что информационное множество харак­
теризует измеримость интенсивностей способов от неуправ­
ляемых параметров. Обозначим через в' случайный вектор
вида
(8 (1), Ь О), А О), 8 (2), Ь (2), А (2), ... ,8 ('t), Ь ('t), А ('t)),
через в - вектор вида
(вТ-1, Ь (Т), 8 (Т»).
Матрица А (О) предполагаетея детерминированной, посколь­
ку естественно считать, что ошибки прогнозирования при
ее определении отсутствуют. Поэтому матрица А (О) не
включена в вектор в'. Наблюдение над действительными
реализациями вектора О' описываются а-алгеброй ~,=
, т
= П .13,. х П {Е,.,0}, где 58,. - а-алгебра борелевских
k=1 k=,+l
множеств из евклидова пространства Е,., имеющего размер­
ность, совпадающую с количеством компонент массива
(Ь (k), В (k), А (k». Выбор же интенсивностей h ("t) после изб-
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людений, описываемых о-алгеброй ro?,;, эквивалентен выбо­
ру h (Т), как измеримой вектор-функций относительно ro?,;.
Через h ('t", 8) будем обозначать вектора интенсивностей, из­
меримых относительно ro?,;, ИЛИ, что то же самое, удовлет­
воряющих ограничению
h (Т, 8) Е 1 (ro?,;). (5.1)
Перейдем к математической формулировке модели. Не­
обходимо найти такие ro?,;-измеримые (т. е. удовлетворяющие
(5.1)) векторы h (Т, 8), чтобы в каждый момент времени с
вероятностью 1 количество затрачиваемых продуктов было
не больше количества продуктов, имеющихся в наличии,
где
А (Т) h (Т, 8) ~ х (Т) (mod Р) (Т = О, Т - 1), (5.2)
х (Т+ 1) = В (Т+ 1) h (Т, О)+ Ь(т+ 1) (mod Р) (5.3)
(Т = О, Т - 1),
х (О) = хО, (5.4)
причем математическое ожидание нулевого продукта в Т-й
момент времени было бы максимально:
Мхо (Т) -+ тах. (5.5)
Нетрудно заметить, что ro?,; с ro?HI. Поскольку векторы
х (Т) можно рассматривать как независимые переменные, то
т
вектор х (Т) является измеримым относительно П fJ3 k , т. е.
k=l
относительно <у. Поэтому задача (5.1) -(5.5) является мно­
гоэтапной стохастической моделью в естественной форме.
В заключение этого параграфа необходимо отметить,
что предположение о том, что технологическиеспособы ох­
ватывают лишь два смежных периода, делаетэкономически
более наглядными результаты анализа динамической мо­
дели, который будет произведен в следующих параграфах.
Аналогично тому, как это сделано для детерминированной
динамической модели (см. В. Л. Макаров, А. М. Рубинов
[1 J), стохастическую модель производства с произвольными
способами можно преобразовать I< задаче со способами,
охватывающими два BpeMeHHblx периода.
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§ 2. Темпы роста в динамической стохастической
модели производства
flримем следующие определения. Назовем величины
а(т 8"t) = М((Х(Т+ 1),л(т,8»/IJJ/"t)
, (Х (т),п (Т» ,
"[. М «х (Т + 1J, л (Т, 8))/ro?"t)
~ (т, f) ) = М ((х (Т + 1), л (Т + 1, 8))/ro?"t) ,
соответственно технологическим и экономическим темпами
роста. В этих определениях под х (т) понимается количество
продуктов в момент Т в оптимальном плане, а под n (Т, 9) -
стохастические оценки продуктов в момент т.
Условимся сейчас, и при дальнейшем анализе стохас­
тической динамической модели ЭТОГО специально оговари­
вать не будем, что для модели (5.1 )-(5.5) выполняются ус­
ловия, достаточные для выполнения теорем предыдущей
главы. Как уже отмечалось, подобные условия являются
необременительными для задач экономического происхож­
дения, тем более, что, как мы убедились, модель (5.1)-
(5.5) - многоэтапная стохастическая модель в естествен­
ной форме.
Перед тем как доказывать некоторые теоремы о соотно­
шениях между а и [\ отмеТIIМ важную особенность сто­
хастических оценок продуктов в модели (5.1) - (5.5). Ока­
зывается, что оценки л (Т, 8) - ro?"t-измеримы. Действитель­
но, пусть л (т, 9) - решение двойственной задачи к задаче
(5.1) - (5.5), не обязательно ro?"t-измеримое. По теореме 4.1
это означает, что
(h (т, 8), М (8' (т+ 1) л (т + 1, 9) -
- А' (т) л (Т, H)/~"t) = о (mod р), (5.6)
М (8' (т+ 1) л (т + 1,9) - А' (т) л (т, 8)/ro?"t) ~ о (moJ Р),
(5.7)
(п ('Т, 9), А ('Т) h (т, 9) -- х (т» = о (mod Р ). (5.8)
Докажем, что если n ('Т, 9) удовлетворяет соотношениям
(5.6) - (5.8), то ;; (т, 9) = М (п ('Т, 9)/ill?"t) также удовлетво­
ряет (5.6) - (58). Это означает, что часть решения двойст-
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венной задачи, относящаяся к моменту " может искаться
на множестве ro?t-измеримых bektop-функuиЙ.
Учитывая свойства условных математических ожиданий
и то, что А (.) - ro?t-измеримо, В (. + 1) - ro?+I-измеримо.
ro?,+ I =:J ro?" имеем:
А' (.) м (л (" e)/ro?,) = м (А' (.) л (" e)/ro?),
м (А' М (л (', ti)/ill1,)/9Л), = М (А'л (Т, e)/ro?,),
м (В' (. + 1) М (л ('! + 1, e)/ro?,+ I )/~~,) =
= м (М (В' (. + I)л (. + 1, e)/ro?,+I)/ro?,) =
= м (В' (. + 1) л (. + I,e)/ro?,).
Следовательно, для М (л (" 0)/Wt) и м (л (. + 1, e)/ro?,+!)
выполняются (5.6), (5.7). Выполнение же (5.8) для М(л (" е)/
/ro?,) очевидно.
Таким образом, в каждый момент. становятся извест­
ными точно все параметры, необходимые для вычисления
стохастических оиенок. (Заметим, что этот факт использо­
вался нами в § 4 главы IV при обсуждении экономической
природы стохастических оиенок.) В дальнейшем на изме­
римость стохастических оиенок, относящихся к моменту
" относительнО ro? мы иногда будем указывать посредством
записи вектора л как функuии от е'.
Учитывая сделанное только что замечание о характере
измеримости стохастических оиенок, технологический и
экономический темпы роста можно переписать, заменив
М ((х (. + 1), л (" 0'»/ro?,) эквивалентней записью в виде
(М (х (. + 1)/ro?,), л (" 0'».
Следующая теорема устанавливает интересные соотно­
шения r.lежду et и ~.
Теорема 5.1. С вероятностью 1, если М ((л(.+ 1,
8,+1), Ь (. + 1»/ro?,) > о (соотв. = О; < О), то et (" е') >
> ~ (" е') (спотв. = ~ (" е'); < ~ (" е'».
п о к а з а т е л ь с т в о. Из (5.6) следует
м ((В (. + 1) h (" I:J), л (. + 1, f)t+ 1 »/9Л,) =
= (А (.) h (" е'), л (" е') (mod Р).
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Последнее соотношение, используя (5.3), (5.8), перепишем
следующим образом:
М ((х (Т + 1), л (Т + 1, 81:+ 1 »/9Л,;) = (х (Т), л (Т, 8') +
+ м ((Ь (Т + 1), л (Т + 1, 81:+ 1 »/9Л,) (тod Р). (5.9)
Сравнение последнего равенства и определения а и ~ и до­
казывает теорему.
Если на (5.9) подействовать оператором М (.), то полу­
чим:
м (Х(Т+ 1), '1(Т+ 1,81:+1» =
= м (Х (Т), л (Т, 8'» + м (Ь (Т + 1), л (Т + 1, 81:+1».
Таким образом, справедлива также теорема 5.1'.
Теорема 5.1'. Если М (Ь(т+ 1), л (Т+ 1» > о
(соотв. = О; < О), то а (Т) > [3 (Т) (соотв. = В (Т); < В (Т»,
где
а (Т) = М (х (1 + 1), n (1))
М (х (Т), n (1))
м (Х(1+ 1), n (1))в (Т) = М (Х(1+ 1), П(1+ 1)) •
Сформулируем теорему 5.1' в экономических терминах.
Экономический темп роста В (Т) обозначает темп падения
среднего уровня стохастических оценок, соизмеренных в ко­
личестве продуктов; технологический темп роста - темп
роста среднего уровня продуктов, соизмеренных в стохас­
тических оценках. Величина М (Ь (Т), л (Т» характеризует
степень замкнутости экономической системы (в терминах ра­
боты В. Л. Макарова [1] - это математическая замкнутость).
Чем больше величина М (Ь (Т), л (Т», тем больше экономи­
ческая система в среднем получает ресурсов извне, чем их
расходует. Отсюда утверждение теоремы 5.1' можно пере­
формулировать следующим образом: если в .оптимальном
режиме стохастическая система получает ресурсов из­
вне больше (в среднем), чем выдает их, то темп роста сред­
него значения продуктов, соизмеренных в оптимальных це­
нах, больше темпа падения среднего уровня цен, соизмерен­
ных в количествах продуктов.
Заметим, что показатели а и ~, так же как и соответ­
ствующие показатели в детерминированных моделях, не­
достаточно учитывают возможности RHyTpeHHero развития
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системы. Этот недостаток можно устранить, введя показа·
тели, которые более тонко учитывают внутренний потен­
циал системы, причем анализ соотношений между этими
показателями более прост, чем для а (Т), ~ (Т) И а (Т, 81:),
~ (Т, 81:).
По экономическому смыслу теорема 5.1 близка к теоре­
ме 5.1'. в дальнейшем показатели а (Т) и ~ (Т) будем также
называть соответственно технологическим и экономичес­
ким темпами роста. При этом, чтобы избежать смешения
понятий, термин «темпы роста» будем сопровождать обозна·
чениями а (Т, 81:) или а (Т), ~ (Т, 8't) или ~ (Т).
§ 3. Норма эффективности в стохастических
экономических системах
Серьезным достижением теории оптимального плани­
рования явилось четкое истолкование на основании стро­
гих математических моделей такого важного для экономи­
ческой практики показателя, как норматив эффективности
капиталовложений. С точки зрения детерминированных мо­
делей норматив эффективности показывает, насколько уве­
личивается некоторая сумма средств при наилучшем ее ис­
пользовании к следующему временному периоду. Если не­
которые мероприятия обеспечивают меньший при рост
средств, то естественно не включать их в план, а постарать­
ся отыскать более эффективные мероприятия.
В ряде работ на основании теоретического анализа
полной народнохозяйственной модели даны практические
рекомендации по использованию норматива эффективности
при измерении эффекта от капиталовложений. Однако даже
правильное использование норматива эффективности в эко­
номических расчетах в формулах, выведенных на основании
анализа детерминированной модели, отнюдь не гарантиру­
ет строго определенного эффекта от капиталовложений.
В одних случаях этот прирост будет меньше нормативного,
в других - больше. Этот факт объясняется случайностью
исходной информации, что типично в планово-проектной
практике. Естественно возникает вопрос: как понимать нор­
матив эффективности и эффект от капиталовложений в ус­
ловиях неполноты исходной информации? Анализ стохас­
тической модели производства показывает, что довольно
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(5.1 О)
(5.11 )
естественно понимать норматив эффективности не как неко­
торый жесткий порог, который в любом случае превышается
эффектом от внедряемого проекта, а лишь как некоторый
средний уровень, вокруг которого колеблется эффектив­
ность внедряемых проектов капиталовложений. Если ва­
рианты капиталовложений оценивать по эффекту, который
они могут доставить в наихудшем случае, то в план капи­
тального строительства попадут довольно «осторожные»
варианты, которые в среднем не дадут большого эффекта.
К недопустимому риску ведет выбор вариантов капитало­
вложений, ориентирующийся на эффект при наиболее бла­
гоприятных реализациях случайных параметров.
Определим в рамках динамической стохастической мо­
дели норму эффективности. Под нормой эффективности
будем понимать величину
М(л (T+l),e(T+I))Р (е) = lim е, - 1,
, '1'_ . О М (л (Т + 1), l'е (6))r- е,
где уе (8) - приращение продуктов в момент времени .;
е (. + 1) - приращение продуктов в оптимальном плане в
т + 1-й момент времени, вследствие приращения продуктов
на уе в момент .; ЛСV (.) - характерные стохастические
оценки продуктов в момент • для вектора е, в направлении
которого увеличивается количество продуктов в момент v.
для корректности определения (5.10) достаточно, чтобы
существовал предел в правой части равенства (5.1 О). Ниже
мы убедимся, что этот предел существует.
Норма эффективности показывает, насколько в среднем
MO/J ет быть увеличена некоторая малая сумма средств в
денежной оценке к следующему временному периоду при
оптимальном ее использовании. С помощью теорем 4.1 и
4.7 норму эффективности можно связать с темпом падения
среднего уровня характерных стохастических оценок, со­
измеренных по вектору е.
т е о р е м а 5.2. Справедлива формула
М (л (Т), е (6))( ) е, _ 1Р, е = М (л (т+ 1), е(6)) •
е,
д о к а з а т е л ь с т в о. Сопоставляя определение
р, (е) и формулировку теоремы 5.2, можно заметить, что
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дл}! доказательства теоремы достаточно показать, что
м (Пе, (Т + 1), е(Т + 1» = уМ (Пе, (Т), е (6») + о (у).
Докажем это соотношение. В процессе доказательства тео­
ремы 4.7 было установлено следующее:
М (х, (8, Ь + уе (8», А;ие (8) + a l ) =
= о (у) (t = О, Т), (5.12)
т
М (ие (8), ! А,х! (8, Ь + уе (8» + ь + уе (8») = о (у). (5.13)
1=0
Конкретизируя (5.13) применительно к динамической сто­
хаСтической модели, получаем
м (П е, ('t), А (Т) (h* (Т) + t1h (Т) - Х (Т) - уе (tJ» = о (у), (5.14)
где t1h (Т) = h (Т, уе (8» - h* (Т); h (т, уе (8» - оптимальное
решение задачи (5.1 )-(5.5) при ресурсах продуктов в мо­
мент Т х (Т) + уе (8); h* (Т) - решение задачи (5.1)-(5.5).
Вычитая из (5.14) соотношение (5.8), на которое предва­
рительно подействовали оператором математического ожи­
дания, приходим к равенству
М (ПР, (Т), А (Т) t1h (Т» = ум (Ле, (Т), е (8» + о ('у). (5.15)
Соотношение (5.12) для задачи (5.1)-(5.5) можно записать
следующим образом:
М (h* (Т) + t1h (Т), А' (Т) Ле, (Т) - 8' (Т + 1) Пе, (Т+ 1» =0 (у).
Вычтем из предыдущего равенства соотношение (5.6), на
которое предварительно подействуем оператором М (.).
Получим
М (8'(т+ l)ле,(Т+ 1), t1h(T» =
= м (А' (Т) Пе, (Т), t1h (Т» + о (у). (5.16)
Очевидно, что
е (Т + 1) = 8 (Т + 1) t1h (т). (5.17)
Справедлива следующая цепочка равенств, которая и дока­
зывает теорему (число над знаком равенства показывает
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номер соотношения, из которого следует данное равенство):
(5.17)
М (ne.Jr + 1), е ('r + 1) = М (ne.Jr + 1),8 ('r + 1) t1h (t») =
(5.16)
= М (8 (t + 1), "е, (t + 1) t1h (t) =
(5.16)
= М (А' (t) Ле,; (t), t1h (t») + 0(1') =
(5.15)
М (пе,; (t), А (t) t1h (t» + 0(1') =
(5.15)
= I'м (пе, (t), е (8» + 0(1').
Утверждение теоремы 5.2 по форме близко к утвержде­
нию теоремы 5.1', а норма эффективности - к показателям
сх: (t) и ~ (t). Можно ввести показатель Р, (е, 8'), который
по экономическому смыслу близок к Р, (е), а по форме -к
сх: (t, 8') и ~ (t, 8') (т. е. в числителе и знаменателе стоят
условные математические ожидания). Можно также доказать
утверждение для Р,; (е, 8'), аналогичное утверждению тео­
ремы 5.2. При доказательстве этого утверждения также
используются теоремы 4.1 и 4.7, причем последняя, в от­
личие от доказательства теоремы 5.2, используется в пол­
ную меру. Кроме того, в определении Р, (е, 8') е (8) должно
быть 9Л,-измеримым.
Формула (5.11) для р, (е) допускает две интерпретации.
В первой интерпретации 1 + р, (е) является темпом паде­
ния среднего уровня характерных стохастических оценок
для вектора е, соизмеренных по этому же вектору. Если
предположить, что стохастические оценки единственны и
е = х (t + 1), то формула (5.11) эквивалентна следующей:
1+ р,;(х(. + 1» = ~(t).
Во второй трактовке формулы (5.11) р,; (е) показывает
средний прирост значения критериального ингредиента
хо (Т) при использовании количества продуктов l'е в момент
t по сравнению с использованием этого же количества про­
дуктов в году t + 1, т. е. р,; (е) можно Понимать как оценку
«промедления» на единицу времени использования малого
количества продуктов с точки зрения прироста математи­
ческого ожидания критериального ингредиента.
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Базируясь на анализе динамической стохастической мо­
дели, можно предложить некоторые методы исчисления нор­
мы эффективности.
Первый метод основан на прогно:щровании уровня цен,
соизмеренных в некотором эталонном количестве продук­
тов, т. е. величины ~ (.) = (л: (.), е). Например, если
~ (.) представимы в виде ~ (.) = t (.) + ~ (.), "де f (.)-
тренд, ~ (.) - центрированная случайная величина, то
используя методы теории прогнозирования, на основании
реализаций ~ (.) (отчетные данные об уровне цен за ряд
лет) можно найти t (.), M~ (.), а следовательно и Pt (е).
Второй метод приближенного подсчета Pt (е) основан на
использовании прогнозных моделей типа модели Н. Ф. Ша­
тилова. Проигрывая модель Н. Ф. Шатилова при различных
значениях случайных параметров, можно исследовать,
каким образом увеличение количества продуктов в неко­
тором году влияет на увеличение математического ожидания
критериального ингредиента. Найдя статистическую оцен­
ку математического ожидания количества критериального
ингредиента до и после увеличения продуктов на малую
величину в году ., можно приближенно вычислить Pt (е)
на основе второй;)трактовки формулы (5.] 1).
Полученные соотношения и выводы на основе анализа
динамической стохастической модели вполн~ естественным
nбразом МОДИфИlLИруют, соответствующие выводы из детер­
минированных моделей производства. Смысл полученных
результатов состоит в том, что они расширяют круг эко­
номических явлений, к которым применимы результаты тео­
рии оптимального планирования и позволяют наметить пу­
ти совершенствования методики подсчета некоторых нор­
мативов плановой экономики и применения их для локаль­
ных оптимизационных расчетов.
§ 4. Оценка эффективности вновь создаваемых
технологических способов в условиях
неопределеннuсти
При разработке новой технологии, внедрении более
производительного оборудования возникает необходимость
дать хотя бы приблизительную оценку эффективности раз­
рабатываемого новшества. Эта проблема усложняется тем,
11 ю. М. EpMoJlbeB, А. и. яетремекнn
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что параметры новой техники, как правило, точно не из­
вестны, а можнО указать лишь их вероятностные оценки.
Выведем на основании модельного анализа стохастической
модели производства некоторые формулы для эффекта от
внедрения новых способов.
В терминах стохастической модели производства проб­
лема формулируется следующим образом: дан некоторый
технологический способ, который первоначально не учиты­
вался при решении стохастической модели. Нужно опре­
делить, войдет ли этот способ в оптимальный план модели,
и дать оценку прироста критерия оптимальности вслед­
ствие применения нового способа с малой интенсивно­
стью.
Рассмотрим случай, когда вновь создаваемый техноло­
гический способ может применяться до получения какой­
либо информации по уточнению распределения параметров
или, другими словами, этот способ принадлежит множеству
Ио , причем :то = {е, 0}. Если стохастическаямодель про­
изводства является двухэтапной, то вновь создаваемый
способ является программным.
Применим с достаточно малой интенсивностью у вновь
создаваемый технологический способ а"'=(аоА , а1А , .. , ,аmА).
При этом количество нулевого ингредиента от непосред­
ственного применения способа увеличится на ya~. В свою
очередь вследствие применения способа ~ количество других
ингредиентов увеличится или уменьшится на следующие
величины: ya~, ya~, ... , ya~. Значение же критерия опти­
мальности увеличится или уменьшится вследствие измене­
ния величин ресурсов (в силу теоремы 4.6) на
у min М (~ a.",ui (1:1))'u(8)Еи" 1=1 '
где И* - множество стохастических оценок на ингреди­
енты с индексами 1, 2, ... , m. Общее количество увеличения
или уменьшения среднего значения критериального ингре­
диента от применения с малой интенсивностью способа ~
будет равно
_1 У min М (аА, n (8»,
110 n(6)ЕЛ"
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где А'" - множество векторов вида л (6) = (ло . лоu* (О)),
ло = С (С - константа). Таким образом, если
mill М (а"', л (l:J)) > О
л(8)ЕЛ·
(5.18)
то вновь создаваемый технологический способ эффективен с
точки зрения глобального критерия оптимальности и его
нужно внедрять, в противном случае - способ д неэф­
фективен.
Из (5.18) видно, что чем больше величина ожидаемой
прибыли от способа д в характерных стохастических oueH-
ках, тем больше при ращение критерия от применения спо­
соба с достаточно малой интенсивностью. Поэтому величину
ожидаемой прибыли при применении способа с единичной
интенсивностыо в оптимальных ueHax можно принять в ка­
честве критерия эффективности для вновь создаваемых тех­
нологических способов. Критерий записывается следующим
образом:
шiп М (а"', л (6)) -+ шах.
л(8)ЕЛ·
(5.19)
Критерий (5.19) в ряде случаев допускает упрощения.
Если вектор стохастических oueHoK единствен, что зачастую
бывает довольно оправданным допущением, то (5.19) при­
нимает вид
м (а"', л (8)) -+ шах, (5.20)
что существенно упрощает практические расчеты.
Если же компоненты вектора а'" не коррелируются о
компонентами других векторов, что также является весьма
оправданным допущением, то формула (5.19) принимает
еще более простой вид, а именно:
Изучим более общий случай. Пусть вновь создаваемый
способ а'" может применяться после некоторого экспери­
мента по уточнению состояния ПРИрОДЫ, описываемого а·
алгеброй наблюдаемых событий 9Л t . Применим способ аА (е)
с 9Лсизмеримой интенсивностью
l' (в) ~ l' (mod Р),
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где у - малая величина ПредстаВИ1-.1 у (8) в виде
у (О) = с:6 (О),
где с: - малая детерминированная величина строго больше
нуля, 6 (О) - 9Л t-измеРlIмая случайная величина, 0<'6 (8) <.
~ 1(шоd Р)
Очевидно, что если способ вида 6 (8) atJ. (8), применяемый
до уточнения состояния природы, эффективен, то эффективен
и способ atJ. (8). применяемый после измерения, описываемого
а-алгеброй 9Л/. Справедливо также утверждение в обратную
сторону Таким образом, из (5.18) следует, что способ atJ.
эффективен тогда и только тогда, когда
м 6 (8) (atJ. (8), л tJ. (8)) > О,
а
где л tJ. (8) - хараК1ерные стохастические оценки для век-
и
тора atJ. Поскольку 6 (О) - 9Л,-измеримая величина, то по­
следнее неравенство можно переписать следующим образом:
шах М 6 (О) М (atJ., л tJ. (О))/9Л t ) > О.О~б(О)~1 а
Опять же из 9Л/-измеРИМОСТII 6 (О) следует
6 (8) = р, м «atJ., л atJ. (8)/9ЛJ > О,
1О - в противном случае.
В итоге получаем, что вновь созшвасмый способ atJ. (О),
применение которого возможно после эксперимента т/,
эффективен тогда и только тогда, когда
М шах {О, М «atJ., л tJ. (о))/т/)} > О.
а
в качестве критерия эффективности коррекционных тех­
нологических способов можно принять критерий
tJ.М тах {О. М «а. л tJ. (О))/9Л t )) -+ шах (5.21)а
Анализируя (5.21), можно получить довольно неожидан­
ный вывод: для новых технологических способов, которые
могут применяться после уточнения состояния природы,
очень «плохие» реализации параметров этого способа и цен
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(с точки зрения математического ожидания прибыли при
условии, что известна более точная информаrшя о состоянии
природы) не важны, поскольку при этих реализациях i:ПО­
соб не используется и в среднем '1ффекте «плохие» реализа­
ции не учитываются. Таким образом, локальная хозяй­
ственная ячейка, располагающая большим количеством
адаптивных способов, имеет более широкие возможности для
«рискованных» мероприятий, чем ячейки с меньшим коли­
чеством адаптивных способов, поскольку при больших
возможностях получения информации корректировку и
хозяйственный маневр можно осуществлять более каче­
ственно, гибко, глубоко.
Установленные в этом параграфе свойства стохасти­
ческих оценок можно использовать также в некоторых слу­
чаях для уменьшения размерности задачи. Кроме ЭТОI'О,
стохастические оценки и критерии эффективности новых
способов могут оказаться полезными при целенаправлен­
ном создании новых технологий в режиме диалога спеllИ­
алиста и ЭВМ и при формировании банка новых техноло,
гий (см. В. М. Глушков [1]).
С вопросом оценки эффективности вновь создаваемых
технологических способов тесно связано выведение так на­
зываемых формул приведения, которые приводят к одному
моменту времени разновременные эффекты. Формулы при­
ведения в стохастическом случае можно вывести из формул
(5.18)-(5.21) аналогично тому, как это сделано для де­
термированного случая, поэтому мы рассмотрим в каче­
стве примера вывод лишь одной простой формулы. Пусть
программный способ имеет вид
(-с, -К, -с, -с, ...), (5.22)
где С - вектор текущих затрат; К - вектор капитало­
вложений. Предположим, что темп падения ожидаемого
значения стохастически х оценок, соизмеренных в текущих
ценах, постоянный, или
IМ (л С" + 1), С) = 1+ р (С) М (л (Т), С).
Заметим, что это предположение более реалистично, чем
аналогичное предположение для детерминированной мо­
дели.
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Конкретизируем критерий (5.19) для способа (5.22):
00
- (М (n (О), к) + м I (n ('t), с) =
1=0
~ - ( м (п (О), к) +~ (1 + ~ (С»' м (п (О), с) ) ~
= - (м (n (О), С) + р (~) м (n (О), С)) ~ тах,
или
м (n (О), С) + р (С) М (n (О), К) ~min. (5.23)
Формула (5.23) - стохастический аналог простейшей фор­
мулы приведения С+ ЕК ~ min. С помощью (5.20) можно
вывести более сложные формулы приведения.
§ 5. Проблемы использования стохастических
моделей производства в практических расчетах
В настоящем параграфе будут рассмотрены некоторые
специфические проблемы и трудности, характерные для
практической реализации стохастических моделей произ­
водства. Многоэтапные стохастические модели целесооб­
разно применять в основном для теоретического анализа
некоторых проблем в управляемых экономических системах
со СJlучайными параметрами. Практическая же реализация
многоэтапных стохастических моделей с числом этапов
больше двух весьма затруднительна. Поэтому в данном па­
раграфе мы будем уделять внимание лишь двухэтапным
стохастическим моделям, тем более, что эти модели охваты­
вают довольно широкий класс тех реальных постановок,
которые в настоящее время возникают в практике плани­
рования (это не снижает актуальности разработки числен­
ных и качественных методов многоэтапных задач).
1. Алгоритмическое и информационное обеспечение
двухэтапных стохастических моделей. При практическом
использовании стохастических моделей, безусловно, Ha~­
более важным является наличие эффективных методов ре­
шения этих моделей. Кроме того, для экономико-математи­
ческогО анализа полученного решения необходимо уметь
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ВЫЧИСЛЯТЬ стохастические оuенки в той или иной форме.
Сделаем некоторые дополнительные замечания о возмож­
ных трудностях при решении двухэтапной стохастической
задачи стохастическим квазиградиентным методом и о
путях их преодоления. Напомним, что нахождение опти­
мального плана-программы линейной двухэтапной задачи
(а, х) + М (d (8), у (8» -+ шах,
А (8) х+ D (8) у (8) + Ь (8)~ О (mod Р),
х ~ О, У (8)~ О (шоd Р)
сводится к максимизаuии выпуклой вверх недифференuируе­
мой функuии




+ Ь (8) > О (mod Р), у (8)~ О (шоd Р )},
при ограничениях
x~ о, хЕК, (5.25)
где К - множество индуuированных ограничений. Если
предполагать, что К = Еn, то рекуррентные соотношения
для максимизаuии (5.24) при условиях (5.25) методом про­
екuий стохастических квазиградиентов примут вид
х5+ 1 = шах {О, х5 + Р. (а -t- А' (85) U (х5 , 85»},
где u (х5 , 85) - решение двойственной задачи к задаче
т. е. решение задачи
(А (85) х5 -t- Ь (85), и) -+ шiп,
D' (85) u -t- d (85) < О, u > О.
(5.26)
(5.27)
Эффективность метода стохастических квазиградиентов
для решения двухэтапной задачи в значительной мере за­
висит: от сложности решения задачи (5.27), поскольку ее
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приходится решать на каждой итерации; от стратегии выбо·
ра Рв' поскольку от нее существенно зависит реальная ско­
рость сходимости метода; от размерности состояния приро­
дЫ О, т. е. от количества случайных параметров.
В ряде практических задач задача (5.27) имеет довольно
специальный вид и для ее решения можно использовать спе­
uиальные методы решения задач линейного программиро­
вания, в чt'м заключается существенный резерв повышения
эффективности стохастического квазиградиентного метода.
Весьма перспективным при нахождении u (х" 8S) является
использование методов решения задач линейного программи­
рования, основанных на известном решении «близкой» зада­
чи. Если, например, матриuа D (8) не случайна, то u (х, 8')
весьма просто получить, используя последнюю СИМПJlексную
таблиuу задачи (5.27). Если матрица D (8) случайна, то
имеет смысл использовать следующую проuедуру нахожде­
ния u (х'+l, 8'+1) на основании информации, полученной
на s-й итерации:
1) используя последнюю симплекс-таблицу задачи
(Ь (О') + А (8') х', и) -+ min,
D' (8') u + d (8') ~ О, u~ О
в s-й итерации, находится *) решение задачи
(Ь (8'+1) + А (8'Н) х'+l, и) -+ min,
D' (О') u + d (!:J' +-1) ~ О, u~ О;
2) на основании решения предыдущей задачи находится
решение «близкой» задачи при D = D (8'+1) В соответствии
с методом, описанным Courtillot М.
При уменьшении количества случайных параметров
уменьшается количество машинного времени, необходимое
для проигрывания на каждой итерации случайных пара­
метров с помощью датчика случайных чисел. Кроме того,
повышается вероятность применения специальных мета-
. дав решения задачи (5.27). Поэтому нужно ПО возможности
стремиться к тому, чтобы не было «лишних» случайных пара­
метров в двухэтапной задаче. В этой связи большое значе·
*) Путем последовательногоприменения прямого и двойственного
(lIмплекс-метода.
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(5.28)
ние приобретают методы определения «важности» коэффи­
циентов модели, а также устойчивости решения стохасти­
ческой двухэтапной задачи. При малых дисперсиях неко­
торых параметров и при относительной устойчивости оп­
тимального значения функционала при вариации этих па­
раметров имеет смысл отождествлять случайный параметр
с его математическим ожиданием. Устойчивость относи­
тельно вариации вектора u можно определять с помощью
двойственных оценок и* (8). При оценке «важности» па­
раметров в некоторых случаях оправдано использование
результатов подобных исследований, проведенных для не­
которых детерминированных моделей (в основном, меж­
отраслевых; см. В. В. Коссов).
Рассмотрим методы решения двойственной задачи к сто­
хастической дву хэтапной задаче
М (Ь, u (8)) _ miп, М (А' u (8) + а)< О,
D'u(8)+d<0(modP), u(t:J»O(modP).
Анализ теоремы 4.1 показывает, что существует случай,
когда решение задачи (5.28) находится довольно просто.
Действительно, если х* - оптимальный план-программа
и почти для каждого 8 Е EJ решение задачи
(Ь (8) + А (8) х*, и) - miп,
(5.29)
D' (8) u + d (8) < О, и> О,
единственно, то оно совпадает (с точностью до эквивалент­
ности) с решением задачи (5.28). Если бы это было не так,
то это противоречило бы в силу теоремы 4.3 оптимально­
сти и.
Можно привести ряд критериев выполнения условия
единственности решения (5.29), доказательство которых ба­
зируется на приемах, используемых в статье Н. И. Арбузо­
вой, А. И. Верескова, Н. Д. Николаевой. Эти критерии сви­
детельствуют о том, что единственность с вероятностью 1
задачи (5.29) - довольно частый случай в практических
задачах. Однако, несмотря на это, из рассмотрения не сле­
дует исключать и более общий случай. ПреДПОЛОЖl ние о
единственности может, например, не выполняться, если
параметры имеют дискретное распределение.
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(5.30)
Опишем алгоритм нахождения сколь угодно большого
количества реализаций 8 для общего случая. Алгоритм ос­
нован на проигрывании задачи (5.29) и задачи
(d (8), у) -+ тах,
D (8) у + А (8) х* + Ь (8) > О, У > О,
с одновременным нахождением их решений методом пос­
ледовательного сокращения невязок (Е. Г. Гольштейн,
Д. Б. Юдин). Если решение задачи (5.30) при конкретной
реализации состояния природы невырождено (это легко
проверяется), то решение двойственной к ней задачи, задачи
(5.29), единственно, и следовательно, при данной реализации
состояния природы является одновременно и реализацией
решения задачи (5.28). Для приближенного нахождения реа­
лизаций стохастических оценок и* (8) при состояниях при­
роды 8=8', при которых решение задачи (5.29) не един­
ственно, необходимо решить задачу линейного програм­
мирования относительно и':
+~ (Ь (8'), и') -+min.
'ЕЕ
+~ А' (8') и' + А <; О.
'ЕЕ (5.31 )
D' (8') и' + d (8') <; О (г Е 8),
и'> О (г Е 8),
где 8 - множество реализаций состояния природы, для
которых решение задачи (5.31) не единственно; L - коли­
чество независимЫх испытаний, для которых r Е 8; А =
= а+ М (А' (8) и* (8)/8 t 8) Р (8 Е 8) (А подсчитывается с
помощью метода Монте-Карло).
Если вероятность вырождения задачи (5.30) мала, что
является типичным случаем в практических задачах, то
задача (5.31) имеет небольшую размерность и ее решение не
представляет труда. В противном случае для решения за­
дачи (5.31) можно использовать блочные методы.
Большое значение для повышения реальной скорости
сходимости стохастических квазиградиентных методов яв-
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ляется разумная стратегия выбора шаговых множителей
Рв' Условия, которые накладываются на Рв' выделяют до­
вольно широкий класс последовательностеЙ, которые га­
рантируют теоретическую сходимость стохастических ква­
зиградиентных методов к оптимальному решению. Есте­
ственно, стратегия выбора шаговых множителей должна
учитывать специфику конкретной задачи и предысторию
последовательности приближений.
Определенную информацию о возрастании целевой функ­
ции может дать анализ поведения значений f (х', ев) и
,
рв = [~ 1 ~ f(x l , el ),
I=,-L
где f (хв , eS) = (а, Х') + шах (d (е'), у).
уЕУ(ВВ,х В)
Опыт проведения расчетов на ЭВМ показал приемле­
мость следующего способа регулировки Рз: Рз полагается
К -равной величине 1 -: s' где 0<К<Кз< К < 00, причем
КВ полагается равной константе С• В ,-й серии итераций.
После проведения первой серии итераций анализируется
5
характер поведения функций L ~ 1 ~ f (х', е5) и Ав =
1=5-L
5
= L ~ 1 ~ (Ь (e l), u (xl , el)). Типичные графики, описываю-
1=5-L
щие поведение функций рв , А" f (х', е') и (Ь (е5), u (Х5 , е5)),
имеют вид, изображенный на рис. 18. Наличие участка
типа (А, В), где в «среднем)) совпадают Л" и рв , свиде·
тельствует о том, что функционалы прямсй и двойствен­
ной задачи близки; это в свою очередь говорит о близости
х5 К х*. Если после проведения первой серии участок типа
(А, В) отсутствует, то необходимо провести вторую серию
итераций с другим Сп которое выбирается в зависимости от
поведения As и Рв ' В зависимости от распределения, серия
содержит от десятка до сотен наблюдений. При удачном
выборе К l' как правило, достаточно провести одну серию
итераций.
Представляют интерес и другие правила остановки.
Для этих целей можно использовать теорему 4.3. Вычисле-
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ния прекращаются, если
I(х" м (А' (8) u (Х', 8) + а» 1< в,
шах {О, М (А' (8) u (xs , 8) + а)} < в.
























итерации связано с большим объемом вычислительной ра­
боты, МА' (8) u (х, 8) целесообразно заменять на
s
...!.- ~ А' (8") и (x k , 8").
s .-
"=1
Остановимся вкратце на информационном обеспече­
нии стохастиЧеских моделей производства. В работах
В. М. Ефимова и В. М. Ефимова и В. А. Спивака обоснова­
на возможность использования опыта и интуиции экспер­
тов для определения вероятностного распределения того
или иного параметра. При отсутствии достаточных статис­
тических данных этот метод является единственно возмож­
ным.
При использовании регрессионных моделей для прогно­
зирования параметров при достаточном количестве наблю­
дений имеется возможность определить распределение
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параметров, базируясь на статистических даННLIХ. 'и (t) -
тренд прогнозируемого коэффициента аи, определенный
с помощью методов теОрИII прогнозирования. Разность
Вц (t) = аи (t) - (иО) является случайной составляющей
коэфф;щиентов удельных выпусков аи' Если Прll этом Еи (t)
окажется стационарным случайным процессом, то по реа­
лизациям Вц (t) можно построить ПОЛIIГОН или гистограм­
му и найти распределение методами матемаТI1ческой статис­
тики. Распределение иногда можно и не искать в аналити­
ческом виде, поскольку метод стохастических квазигра­
диентов требует на каждой итерации лишь независимые
реализации случайных параметров.
2. Методы экономико-математического анализа приклад­
ных стохастических моделей производства. Изученные выше
свойства стохастических оценок полезны не только для тео­
ретического анаЛllза общих моделей, но также и для прак­
тической реализации приклаДIIЫХ стохастических моделей.
С помощью изложенной ниже методики можно поэтапно
уточнять модель экономической системы, добиваться боль­
шей адекватности модели моделируемому объекту, а также
определять нормативы экономической эффективности ин­
гредиентов. Подобная меТОДJ!I<а для линейных моделей до­
вольно подробно разработана и дала хорошие результа­
ты при ее практическом использовании (А. Г. Аганбегян).
Изложим основные пункты экономико-математического
анализа стохаСТИ'IеСЮI х моделей.
1.Анализ характера исходной ин-
фор М а Ц и и. Выявляются случайные параметры моде­
ли с малой дисперсией, а также малосущественные пара­
метры с целью их замены детерминированными величинами.
Анализируются типы распределений случайных парамет­
ров и проверяются критерии единственности решения за­
дачи (5.29).
II. С Р а в н е н и е рез у л ь Т а т о в р а с ч е т о в
по стохастической модели и ее детер­
м и н и р о в а н н о м у а н а л о г у. При подобном срав­
нении удается проследить основные структурные сдвиги
плана экономической системы, вследствие более ПОлного
учета стохастики, выявить стохастические факторы, влия·
ющие на изменение плановых проектировок и т. д.
II 1. А н а л и з с т о х а с т и ч е с к и х о Ц е н о к.
На основании алгоритмов, изложенных в настоящем пара-
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графе, подсчитываются вероятностные характеристики сто­
хастических оценок. Математические ожидания стохасти­
ческих оценок сравниваются с двойственными оценками
детерминированного аналога. Анализируются причины,
повлекшие за собой изменения дефицитности продукции
при учете стохастического характера исходной информации.
Исследуются вероятностные свойства плана-коррекции с
помощью метода Монте-Карло (вероятность децифита, ве­
роятность оптимальности определенного базиса и др.).
IV. А н а л и з с т р у к т у р ы с т о х а с т и ч е с •
к и х о ц е н о к. Определяется структура математическо­
го ожидания стохастических оценок на продукцию, про­
изводимую программными способами, с помощью условия
2.а теоремы 4.3, а также изучается структура стохастичес­
ких оценок на продукцию, произведенную коррекционными
способами, с помощью условия 2.В теоремы 4.3.
V. П о Д с ч е т ц е н н о с т и п о л н о й и н фор -
м а Ц и и. Ценность полной информации подсчитывается
по формуле
С! = м ((а (0), х* (0)) + (d (0), у** (0))) -
- (а, х*) - М (d (0), у* (0)),
где (х* (0), у** (0)) - оптимальное решение исследуемой
модели при условии, что все технологические способы кор­
рекционные. Это в свою очередь означает, что плановый
орган имеет возможность получить полную информацию
о реализациях случайных параметров. Подобный под­
ход к оценке ценности информации имеется в книге
У. Т. Морриса.
VI. И с с л е Д о в а н и е ц е л е с о о б раз н о с т и
включения в модель дополнительных
т е х н о л о г и ч е с к и х с п о с о б о в. Это исследо­
вание производится с помощью критериев эффективнос­
ти способов, изложенных в § 3 настоящей главы.
VII. Оп р е Д е л е н и е с п е ц и фи ч е с к и х по·
казателей, характеризующих те или
иные особенности оптимального пла­
н а (норма эффективности, темпы роста и др.). Анализ соот­
ношений между этими показателями.
VI 11. П о Д г о т о в к а р е к о м е н Д а Ц и й п о
у с о в ерш е н с т в о в а н и ю м о Д е л и. Повышение
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ТОЧНОСТИ той или иной группы параметров, включение до­
полнительных технологических способов, изменение вели­
чин ресурсов, оденка эффективности мероприятий по полу­
чению дополнительной информадии и др.
Изложенные выше пункты экономико-математического
анализа составляют лишь остов, костяк для изучения и усо­
вершенствования стохастических моделей. Эта схема может
(и должна) существенно модифидироваться применительно
к каждой исследуемой модели, более тонко и спедиально
учитывать спедифические свойства модели.
3. Стохастические модели в системе моделей, описыва­
ющей сложную экономическую систему. При теоретическом
анализе наиболее общих свойств экономики вполне право­
мерно предполагать, что изучаемая экономическая систе­
ма описывается одной достаточно общей математической
моделью. Практическая же реализадия единой модели,
описывающей во всех тонкостях изучаемую экономическую
систему, наталкивается на большие, если не сказать непре­
одолимые, трудности. Первые опыты по моделированию до­
статочно сложных экономических систем, и особенно на
уровне народного хозяйства в делом, показали, что более
или менее удовлетворительное описание этих систем с по­
мощью единой модели с точки зрения практической реализа­
дии вряд ли возможно на данном этапе развития экономико­
математических методов и вычислительной техники. Помимо
громадной размерности этой модели, она должна быть еще
и стохастической, делочисленной, нелинейной, динами­
ческой и т. Д., что отодвигает ее практическую реализадию
в необозримое будущее. Более реальным является путь ре­
ализадии и взаимоувязки системы моделей, в каждой из
которых достаточно сильно акдентируется один из суще­
ственных аспектов функдионирования экономики (дина­
мический, территориальный, технологический и др.) и
довольно приближенно описываются другие аспекты. На­
пример, система моделей народнохозяйственного планиро­
вания, созданная 11 апробированная в НИИ ЭиОПП
СО АН СССР (см. А. Г. Аганбегян, К. А. Багринавский.
А. Г. Гранберг), включает в себя две модели: динамическую
межотраслевую и оптимизадионную многоотраслевую. Пер­
вая модель предназначена для определения достаточно
общих тенденций развития народного хозяйства и яв­
ляется динамической. Вторая модель за счет упрощенного




описания динамики более подробно отображает терри­
ториальный фактор. Модели увязываются с помощью взаим­
ного обмена информацией и цикла взашюсвязанных рас­
четов по этим моделям. Выходная информация этих моде­
лей служит базой для формирования отраслевых моделей.
Нам представляется, что системы моделей подобного
рода весьма целесообразно дополнить моделями, специа­
лизирующимися на более детальном описании вероятност­
ных свойств экономики. Численные расчеты и экономико­
математический анализ стохастической модели позволит
произвести корректировку входных данных в других моде­
лях системы, что даст возможность как избежать ненужного
риска, так и не проявлять чрезмерной осторожности при
выборе плановых проектировок. То и другое существенно
повышает средний эффект от планирования.
§ 6. I1римеры экономико-математического анализа
стохастических моделей. Простые задачи
складирования
Проиллюстрируем применение методов экономика-ма­
тематического анализа на примере простых задач складиро·
вания, которые рассматривались в главе III. Специальная
структура этих задач позволяет построить экономные ал­
горитмы их решения.
1. Простейшая модель складирования. Модель имеет
следующий вид:
F (х) = М тах {а (х - 8), ~ (8 - х)} --+ min. (5.32)
Обозначения те же, что и в главе III. Задачу (5.32) можно
преобразовать к следующему, более удобному для каче­
ственного исследования виду: найти такие х и борелевские
фУНJ<ции г+ (8) и 2_(8), чтобы
аМ г+ (8) + ~Mг_ (8) --+ min,
х - 2+ (8) + 2_ (8) = 8 (mod Р),
2+ (8) >- О (mod Р), 2_ (8) >- О (mod Р)
(2+ (8) можно интерпретировать как избыток продукции,
г_ (8) - как дефицит). Будем предполагать, что а, ~ > о
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и М 82 < 00. Очевидно, что множество решений (5.32)
ограничено. Отсюда ДЛЯ произвольного решения (5.33)-
(5.35) (х*, z~ (8), z"- (8)) имеем
Iх* I< 00, м Iz~ (8) 12 < 00. м Iz"- (8) 12 < 00.
Запишем для (5.33) - (5.35) двойственную
такую борелевскую функцию u (8), чтобы
М (8и (8)) -+ тах,
М u (8) = О,





Из (5.38) следует, что для произвольного допустимого ре­
шения задачи (5.36)-(5.38) мu2 (8) < 00. Таким образом,
для задач (5.33)-(5.35) и (5.36)-(5.38) справедливы усло­
вия, достаточные для выполнения теорем 4.2 и 4.3. Конкре­
тизируя эти теоремы применительно к задаче (5.33)-(5.35),
имеем:
если z~ (8) > О, то u* (8) = - а,
если z"- (8) > О, то и* (8) = ~.
Если предположить, что




то из (5.39), (5.40), (5.34), (5.37) можно получить формулу
Р (8 < х*) = -~- (5.42)а+ ~.
в главе 111 формула (5.42) получена при условии существо­
вания плотности 8. Сейчас это условие заменено на более
слабое - условие (5.41).
Путем элементарных выкладок для некоторых распре­
делений 8 для х* можно найти явное выражение. Например,
если е распределено равномерно на интервале (а, Ь), то
* а + ~ Ьх =a+~a C(+~. (5.43)
Из (5.43) следует, что оптимальная величина запа(!а нахо-
12 ю. М. Ермольев, А. И. Ястремсюft;
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дится ~lежду наll~lеllLшей и наибольшей величиной спроса.
Если штраф за избыток ПРОДУIЩИИ а -+00, то х* стре­
МI1ТСЯ к НlIжней граниuе спроса, если стоимость дефиuита
~ -+ 00, то х* стремится к нижней граниuе спроса. Из теоре­
мы 4.6 СJlедует, что при малом изменении спроса на детер­
МИНИРОВаllНУЮ велнчину изменения оптимального значения
функнионала не происходит. Это объясняется тем, что в
модt'ли не учитываются затраты на создание запаса.
Ценность полной Iшформааии, т. е. величина уменьше­
ния фУНКШlOнала при условии, что решение происходит
при полной информации, в данном случае определяется как
С! = F (х*) - F (х* (8)),
где х* (8) - функция от О, являющаяся компонентой реше­
ния задачи
аМ г+ (8) + ~M г_. (8) -+ mах,
х (8) - г,г (0\ + г_ (8) = 8 (mod Р),
г+ (8) > О (mo,1 Р), г_ (О) > О (mod Р).
Очевидно, что х* (О) = 8, и, следовательно, F (х* (8)) = О
Если 8 равномерно раСllределено на (а, Ь), то
а-В (а. 2 + ~2)С/ = 2 ((1. + р):! (Ь - а). (5.44)
Формула (5.44) вполне сообразуется со здравым смыслом:
чем больший разброс спроса в, тем больший выигрыш дает
тачное знание о нем.
2. Модель со взаимозаменяемоспю и затратами на скла­
дирование. Рассмотрим некоторое усложнение простейшей
модели, которое заключается в том, что предполагается воз­
можность удовлетворения спроса несколькими видами про­
дукции, причем, кроме затрат, связанных с дефицитом и
изБЬ!1КОМ продукции, учитываются еще и затраты на скла­
дирование. Введем обозначения: X j - количество j-й за­
пасаемой продукции; Лj - спрос, который удовлетворяется
еДИНlIllей j-й продукции; Cj - затраты на складирование
единицы j-й ПРОДУКllИИ. Остальные обозначения - преж­
ние. Необходимо определить такие запасы продукции каж­
дого вида, чтобы минимизировать суммарные затраты на
складирование и ожидаемые затраты, связанные с избыт-
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ком 11 дефИUИТО~1 IlРОДУКUIIИ, т. е. Х = (XI, .•• , Хn ) является
решением следующей задачи:
n
Р(х) = ~CjXj +
i=l
+Мтах {a(~ ЛjХj- 8} ~(8- ~ ЛjХj)}~mjП.
(5.45)
Xj;?;- о (j = ~).
Будем предполагать, что а + ~ > о и Л/ > О.
Так же как и простейшую, задачу (5.45) для качествен·
ного исследования более удобно представить в виде двух­
этапной стохастической задачи: найти такой Х = (Х1'
0.0 , Хn) и такие функции от 8 г+(8) и г_ (8), чтобы
n! CjXj + аМг+ (8) + ~Mг_ (8) ~ mil1,
j=1
n
~ ЛjХj -г+ (8) + г_ (8) = 8 (mod Р),
j=1
Xj:> о (j = ~n),




Предположив, что М82 < 00, нетрудно убедиться, что ДЛЯ
задачи (5.46)-(5.48) имеют место условия, достаточныеДЛЯ
выполнения соотношений двойственности и условий опти­
мальности для задач стохастического программирования.
Двойственная задача к задаче (5.46)-(5.48) имеет вид
(j = 1,n),
м (8и (8» ~ тах,






Экономический смысл задачи (5.49)-(5.51) СОСТCJит в нахо­
ждении такой цены, зависимой от спроса на продукцию,
]2*
180 ДИНАМИЧЕСКАЯ МОДЕЛЬ ПРОИЗВОДСТВА 'ГII. V
чтобы максимизировалась ожидаемая оценка спроса в этой
цене, при условии, что ожидаемое значение цены не пре·
вышает минимальных затрат на складирование единицы
удовлетворенного спроса единицей продукта и, кроме того,
с вероятностью 1 цена заключена в пределах -(1. и ~.
Очевидно, что (5.50) можно заменить на
м и (8) <; min ~) .
i "'}
(5.50')
По теореме 4.3 план (х*, z~ (8), z=- (8))>0 (mod Р) задачи
(5.46) - (5.48) является оптимальным тогда и только тог­
да, когда
из х; > О следует Ми* (8) = СJ/ЛJ,
из z~ (8) > О следует и* (8) = - (1.,




где и* (8) - решение задачи (5.49)-(5.51).
Непосредственным следствием (5.52) является то, что
в оптимальном плане запасаться будут лишь продукты из
множества
{ С" • СJ }Е = k: т = ~ЮГ .
" 1 J
Назовем его множеством наиболее экономичных продуктов.
Таким образом, для нахождения оптимального решения
достаточно знать лишь величины запасов наиболее эконо­
мичных продуктов. Запас остальных в силу сделанных за­
мечаний равен нулю. Полную характеристику оптимальных
решений задачи (5.46)-(5.48) дает следующая теорема.





• С) •б) если ~< тю '" то Х,' = О для i Е Е;
j "'}
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(5.56)




.I Лjхi ~ 8 (mod Р),
/=1
является оптимальным, и нао50рот.
2. Если 8ыnолняется (5.55),
Р (! Л}Х; = 8\ = о,
jEE )
то оптимальные запасы наиболее экономичных продуктов
находятся из условия
с~ -min _J_Н (~ ЛjХj ) = cx~ ~Л} (5.57)
iEE
где Н (z) - функция распределения 8.
сДоказательство. Если ~~min.,.L, то из (5.49)-
j "'}
(5.51) и того, что Р (8) О) = 1, следует, что
и* (8) = ~ (mod Р). (5.58)




Пусть ~ = min,f. Поскольку по-прежнему и· (8) = ~,
i "'}
то из (5.53) следует, что z~ (8)=0 (mod Р), и следователь
но, из (5.47) получаем
~ ЛjХ~ <: 8 (mod Р).
iEE
Нетрудно заметить, что для произвольного плана,
удовлетворяющего предыдущему соотношению, и для
и· (8) = ~ выполняются (5.52)-(5.54), т. е. этот план яв
ляется оптимальным. Таким образом, доказан пункт 1.8.
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Предположим, что выполняется (5.55) и в то же время
х; = О (j Е Е). Тогда из (547) и из предположения теоремы
получаем г~ (8) > О (mod Р). далее, используя (5.54), мож­
но утверждать что М и* (8) =~, а это в сочетании с
(5.55) и (5.50) да('т противоречие, которое и доказывает
пункт 1. Q теоремы.
Перейдем к доказательству пункта 2 теоремы. Из (5.56)
и (5 47) следует, что
Р(г=- (8) = О n г~ (8) = О) = О,
а с учетом (5.53), (5.54) получаем с вероятностью 1
и* (8) = {-а,
~.
Из последнего соотнсшения, (5.52) и пункта 1. а теоремы
можно спределить вероятность того, что и* (8) = -а или,
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роятность равна а. ~ ~ ], что и доказывает теорему.
3 а м е ч а н и е 1. Условие (5.56), как правило, вы­
полняется в практических задачах, и заведомо выполняет­
ся, если 8 обладает ПЛОТНОСТЬЮ распределения.
3 а м е ч а н и е 2. Также ти пичным случаем в прак­
тических задачах является выполнение условия (5.55), эко­
номический смысл которого СОСТОИТ в том, что затраты, свя­
занные с неудовлетворением спроса, больше затрат на скла­
дирование единицы удовлетворенного спроса единицей на­
иболее экономичного продукта.
3 а м е ч а н и е 3. Пусть выполняется условие (5.55)
и (5.56) и множество Е состоит из одного продукта. Тогда
оптимальный план определяется однозначно из УСЛОВИЯ
С.
~ - П1iп л~
Н (ЛhХh) = а ~ ~ ]
Если Е состоит более чем из одного продукта, то оптималь­
ный плCJН не однозначен, однако, нетрудно из (5.57) полу­
чить какой-нибудь один продукт.
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3 а м е ч а н и е 4. Из (5.52) следует, что если все Cj >
> О, то Ми* (8) > О, т. е. продукция спроса в среднем де­
фицитна.
3. Модель со спросом на несколько продуктов и с огра­
ничением на емкость склада. Исследуем модель со спросом
на несколько продуктов, которая была сформулирована в
третьей главе:
F (Х) = М ~l шах {а" (~l лл,Хjh - 8,,)-





Xjk >0 (k = 1,г; j = 1,п).
Обозначения прежние. Преобразуем задачу (5.59) к виду:
найти такие Xjk и такие функции г;; (8) и г-'; (8) (k = ~),
чтобы
~ (ak М г: (8) + В"М г; (8)) -+ шiп,
k=1
(5.60)
~ ЛjkХj" -zt (8) + г-,; (8) = 8" (ПlОd Р)
i=l




Xjk> о, г: (8) > О (шоd Р),
г-'; (8) > О (mod Р) (k = 1, г; j = 1, п)
(.5.63)
При предположении о том, что M8i < oo(k = СГ), дЛЯ за­
дачи (5.60)-(5.63) выполняются соотношения двойствен­
ности для линейных задач стохастического программиро­
вания. Кроме того, будем предполагать, что выполняются
естественныеусловия а", [1", Л i '" aj, а>О. Двойственная за­




М (~ 0hUk (8)) - wa -+ тах,
М Uk (8) < :1 w (k = 1, ,; j = 1, n),
lk










в соответствии с теоремой 4.3 сформулируем признак
оптимальности для задачи (5.60)-(5.63): допустимый план
(х*, z* (О)) = ({Xjk} ;=[1.; k=!.Г' {(zt (О), z; (О)}k=т'г)
является оптимальным тогда и только тогда, когда между
(х*, z* (8)) и решением задачи (Б.64) - (Б.67) (и* (О), ш) су­
[Цествует слеДУЮlЦая взаимосвязь:
•. • 8 *. ajесли X;k> о, то MUk( )=ш тю Г,
I lk
если Z{ (8) > о, то и; (8) = - CXk,
если z; (8) > о, то и; (О) = ~k'
n ,
если! аl ~ X;k < а, то ш" = о. (5.71)
;=1 k=J
Если ш* = о, то нетрудно заметить, что задача (Б.60)­
(Б.63) сводится к решению r задач типа (Б.4Б). Если же
ш* > о, то для решения задачи (5.Б9) целесообразно при­
менять двойственный градиентный метод. для этого сос­
тавим функцию Лагранжа для задачи (Б.59):
Ip (Х, и) =
-=М ~ тах {CXk(~ЛlkХjk - 8k), ~k (8k - ~ Л1kХlk)}+
k=1 J=I /=]
+и (~~lalXlk-а}
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Решение находится использованием следующего рекуррент­
ного соотношения:
US+! = тах {о, и' + Р. (i ~ ajX/k - а)},
/=1 k=1
где X{k - решение задачи
ер (Х, US ) -+ min, Х> о. (5.72)
Нетрудно заметить, что задача (5.72) распадается на не­
сколько подзадач типа (5.45) и для их решения можно
применять теорему 5.3.
Представляет интерес изучение более сложных стохас­
тических моделей складирования, в частности, моделей, в
которых учитывается возможность корректировки ранее
принятых планов после уточнения информации о спросе,
а также изучение стохастических моделей складирования
и производства.
r л А В А УI
СТОХАСТИЧЕСКИЕ МЕЖОТРАСЛЕВЫЕ МОДЕЛИ
§ 1. Введ('ние
В настоящей главе будут изучаться стохастические меж­
отраслевые модели, которые являются частным c.nучаем
общей стохастической модели производства. Выбор в ка·
честве объекта исследований именно такого класса специ­
альных моделей, как межотраслевые стохастические, не
случаен.
Удобство описания многоотраслевых экономических си­
стем, интересные математические свойства, которые имеют
прозрачную зкономическую ИНlерпретацию,- вот те ка­
чества, которые привлекают внимание к линейным межот­
раслевым моделям. Однако в основе детерминированных
линейных межотраслевых моделей лежит весьма суще­
С'I венное допущение о В03МОЖНОСТII получения абсолютно
достоверной информации о неуправляемых параметрах (ко­
эффициеlпы прямых затрат, приростной фондоемкости,
капиталоем кости , лаги капиталовложений и др.), что в зна­
чительной степени обеспенивает как теоретические поло­
жения, полученные на основании анализа межотраслевых
моделей, так и результаты практических расчетов по при­
кладныlM моделям. Это обстоятельство было замечено отно­
ситеJIЬНО давно 11 на него указывалось в ряде работ. На­
пример. В. В. Коссов считает, что Жlвнеспособность мето­
да межотраслевого баланса в будущем во многом зависит
от того, насколько эффективные методы и модели будут соз­
даны для учета стохастического характера исходной инфор­
мации в межотраслевых системах.
В настоящей главе предлагается подход к изучению ука­
занной проблемы. Однако перед основным изложением мы
считаем уместным остановиться на тех немногочисленных
работах, в которых изучаются межотраслевые модели, в
той или иной форме учитывающие вероятностный характер
ис ХОДНОil информации,
В работе Э. Б, Ершова изучаются вероятностные свой·
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ства матрицы полных затрат и вектора валовых ВЫПУСКСIJ
простейшей статической модели межотраслевого баланса
(модель Леонтьева)
х = Ах+ у,
при условии, что матрица прямых затрат А и вектор конеч­
ной продукци И У случайны. Получены приближенные фор­
мулы для подсчета первых и вторых центральных моментов
вектора х и матрицы (Е - А)-I по тем же моментам матри­
цы А и вектора у.
В работе Э. А. Сатановой было проведено эксперимен­
тальное исследование с помощью метода Монте-Карло ве­
роятностных характеристик решения полудинамической
межотраслевой модели при условии, что некоторые парамет­
ры модели случайны.
Интересный результат получен В. Л. Гирко. Им найде­
но распределение решения модели Леонтьева при n -+ 00,
где n - количество отраслей.
Модели, изучаемые в работах Э. Б. Ершова, Э. А. Сата­
новой, В. Л. Гирко, можно рассматривать как модели опе·
ративного стохастического программирования, т. е. как
модели, в которых выбирают решения в соответствии со
схемой
наблюдение - решение. (6.1)
В настоящей работе изучаются ситуации, когда выбор ре­
шения полностью или частично предшествует наблюдению
случайных параметров, т. е. выбор решений частично
осушествлястся на основе априорной информации о неуп­
равляемых параметрах, получаемой плановым органом.
Далее изучим основные свойства оптимального плана и
стохастических оценок, связанныХ с этим планом, в раз­
личных постановках стохастических межотраслевых мо­
делей. Все рассмотренные ниже модели являются частным
случаем общей стохастической модели производственного
планирования и обладают всеми свойствами общей модели.
Однако специфика межотраслевых матриц позволяет уста­
новить ряд дополнительных свойств, которые характери·
зуют особенности функционирования оптимальных сто·
хастических ~Iежотраслевых систем, а также позволяют
построить Эl\ОНШlные алгоритмы для численного нахожде­
ния оптимального решения этих моделей.
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§ 2. Стохастический аналог модели Леонтьева
1. Формулировка модели. Рассмотр им простейшую мо­
дель межотраслевых связей-статическую модель межотрас­
левого баланса, или, как ее еще называют, модель Леон­
тьева. Она записывается с помощью системы линейных
уравнений
n
Х1 = ~ aijXj + У;
;=]
(i = 1, n),
или, в векторно-матричных обозначениях,
Х = Ах +у. (6.2)
n - количество отраслей;
продукта на производство
в i-й отрасли; Х; - валовая
Выше приняты обозначения:
аи - удельные затраты i-ro
j-ro; У; - конечная продукuия
продукция в i-й отрасли.
Как правило, модель Леонтьева используется для н а­
хождения по заданному вектору конечной продукции со­
ответствующего вектора валовых выпусков. Реальные мат­
риuы прямых затрат А таковы, что IЕ - А! =1= О, т. е. ре­
шение системы уравнений (6.2) существует и единственно.
Ситуация изменяется, если матрицу А вследствие
ошибок измерения и прогнозирования считать случайной,
т. е. зависимой от состояния природы 8. Если план по вы­
пуску валовой продукции выбирать не зависящим от со­
стояния природы, то реальный выпуск конечной продукции
х-А(8) Х
будет случайным вектором, который лишь в исключитель­
ных случаях совпадает с планом по выпуску конечной про­
дукции. Поэтому, вообще говоря, при детерминированных
х и у баланса добиться невозможно. Коль скоро баланс не­
возможен, то естественно план выпуска валовой продукции
выбирать таким образом, чтобы хотя бы невязки были ми­
нимальн'ы в некотором смысле. Например, план по выпуску
валовой продукции можно выбирать таким образом, чтобы
минимизировать математическое ожидание суммы квад­
ратов невязок или математическое ожидание максимальной
невязки по модулю. В первом случае Х является решением
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аадачи стохастического программирования вида
М 11 Х -А (е) Х _yI12 __ min,
х
(6.3)
ВО втором - задачи
М ~ax IXi - :± ан (е) Xj -- y'l-- min.
'i=1 Х
Рассмотрим подробнее модель (6.3), которую мы будем
называть стохастически,М аналого,М 'модели Леонтьева.
2. Стохастическая продуктивность модели. Важным
свойством детерминированной модели Леонтьева является
свойство продуктивности, которое доказывается при весь­
ма несильных предположениях и суть которого заключается
в существовании неотрицательных решений системы урав­
нений (6.2) для любых неотрицательных векторов конечной
продукции. По аналогии с детерминированной моделью да­
дим определение продуктивности для модели (6.3). Назовем
модель (6.3) стохастически продуктивной, если для произ­
вольного у:;:;,.. О существует неотрицательное решение за­
дачи (6.3).
С понятием стохастической продуктивности тесно свя­
зано понятие полных стохастических затрат валовой про­
дукции (так же как и в детерминированном случае - про­
дуктивность и полные затраты валовой продукции). Будем
рассматривать решение задачи (6.3) "ак вектор-функцию
от У, т. е. Х (У).
дх (У) - -Если существуют -дi- (i = 1, n; j = 1, n), то под мат·
Yj
рицей полных стохастuческих затрат в валовой продукции
будем понимать матрицу ~ = {~ij}(I=l,n; j=т'n) , где
R _ дх, (у)
t"/j - aYj ,
Xi(y) - i-я компонента решения задачи (6.3), зависящего от
вектора у.
Можно привести довольно простые достаточные условия
существования матрицы ~. Одно из таких условий форму­
лируется следующим образом: если
р (1 Е - А (е) I=F О) = б> О, (6.4)
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где
то матрица полных стохастических затрат существует.
Сразу же заметим, что условие (б.4) для реальных эконо­
мических матриц затрат обычно выполняется, поскольку
есть все основания считать матрицу А (8) с вероятностью 1
продуктивной, а матрицу вида Е - А (8), где А (8) -
продуктивная матрица, невырожденной. Нетрудно убедить­
ся, что из (б.4) следует существование матрицы В. Действи­
тельно,
F (х) = М 11 х - А (8) х - У 112 =
= М /1 х - А (8) х 112 - 2 (х - мА (8) х, у) + 11 у 112.
Поскольку имеет место (б.4), то с положительной вероят­
ностью '1 х - А (8) х 112> О. Отсюда, для тех 8, для которых
выполняется последнее неравенство, функция 11 х -- А (8)х 112
и ее условное математическое ожидание будут строго вы­
пуклыми. Сумма же выпуклых и строго выпуклых функ­
ций - строго выпуклая функция, т. е. F (х) - строго вы­
пукла.
Далее, из строгой выпуклости F (х) и ее ограниченности
снизу (F (х) :;;;.. О) следует существование и единственность
точки минимума функции F (х). Поэтому необходимые и до­
статочные условия минимума функции
Fж(х) = М (Е -А' (8» (Е -А (8» х-
- (Е - мА' (8») у = о (б.5)
имеют единственное решение, которое представимо в виде
х (у) = (Е - МR (8)г 1 (Е - мА' (8) у, (6.6)
R (8) = А' (8) + А (8) - А' (8) А (8).
Из (6.6) получаем, что
~ = (Е - MR (8)г1 (Е - МА' (8»). (6.7)
Формула (6.7) показывает, что матрица ~ не зависит от у.
Справедливы следующие критерии стохастической про­
дуктивности стохастического аналога модели Леонтьева.
1. Модель (б.3) тогда и только тогда стохастически про­
дуктивна, если матрица полных стохастических затрат не­
отрицательна.
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2. Если IЕ - М А (в) 1=1=0, существует хотя бы одно
неотрицательное решение задачи (6.3) при у> о и, кроме
10ГО,
где
м А (8) > В'Ме' (8) в (8),
В = (Е- МА(8)г 1 • е(8)=А(8)- мА(8).
(68)
получаем
то модель (6.3) стохастически продуктивна.
докажем эти критерии. Из (6.6) и (6.7) следует равен­
ство х = ~y, которое и доказывает первый критерий. Из
условия IЕ - М А (8) I=1= о критерия 2 следует, что матри­
ца В существует. Поэтому (6.5) можно переписать следую­
щим образом:
В'М (Е - А' (8») (Е - А (8)) х = у.
Раскрывая скобки под знаком математического ожидания
11 учитывая, что
В' (Е - мА' (8» = Е,
(Е - В'М (Е - А' (О» А (8» х = у.
Преобразуем матрицу В'М (Е - А' (8) А (8), заменив А (8)
на М А (8) + е (8), где М в (8) = О:
В'М (Е - А' (8») А (8) =
=В'М (Е - мА' (8) - в' (8» (МА (8) + е (8» =
= В'М (Е - мА' (8» (мА (8) + в (8» -
- В' Мв' (8) (мА (8) + в (8») = мА (8) - В' М в' (8) в (8).
в итоге (6.5) преобразуется в
(Е - мА (8) + В'М в' (8) в (8») х = у. (6.9)
Если существует хотя бы одно неотрицательное решение
задачи (6.3) для у>О, то это же можно сказать и о системе
линейных уравнений (6.8). В сочетании с условиями (6.8)
это дает условия обычной продуктивности модели Леонтье­
ва с матрицей мА (8) -- В'Мв' (8) в(8), а следовательно,
и стохастической продуктивности модели (6.3)
Второй критерий можно переформулировать следующим
образом: если матрица мА (8) - В' Мв' (8) f' (О) неотри-
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цательна и продуктивна в обычном смысле, то стохасти­
ческий аналог модели Леонтьева стохастически продукти­
вен. Пользуясь новой формулировкой, можно записать
простые достаточные условия стохастической продуктив­
чости:
ппп




для всех j, и хотя бы ДЛЯ одного j должно выполняться стро­
гое неравенство; кроме этого выполняется (6.8). Выше под
bki и 8tk (О) понимаются элементы матриц В и 8 (О).
Только что сформулированное условие заметно упроща­
ется, если считать коэффициенты матрицы А (О) распреде.
ленными независимо, а коЭффициенты матрицы М А (О)
удовлетворяющими следующему реальному экономическому
n
требованию: ~ М аи (О) <; 1 для всех j, и хотя бы для
1=1
одного j должно выполняться строгое неравенство. Тогда
для стохастической продуктивности достаточно только на·
ложить определенные требования на уровень ошибок при
определении матрицы А (О):
n
~ Dalj (О) Ь11 <; М аlj (О),
i=\
где D - символ дисперсии. Потребовав, кроме того,
чтобы матрица М А (О) была неразложима (это - типичное
свойство реальных матриц затрат, генерирующее строгую
положительность коэффициентов Ьи для всех i, j), неравен­
':тво (6.11) можно переписать так:
~n М аlj (8)Dal1 (О) <; min --,-:ьо:....--i Jt
1=1
(j = 1, n). (6.12)
Несмотря на довольно прозрачный экономический смысл,
который можно придать выражению (6.12), это соотноше­
ние накладывает довольно жесткие ограничения на мат­
рицу прямых затрат. Однако, напомним, что неравенство
(6.12) дает лишь достаточные условия стохастической про-
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дуктивности. Модель (6.3) для реальных матриц А (8),
как правило, является стохастически продуктивной даже
в том случае, если не выполняются неравенства (6.12).
3. дгрегирование в стохастическом аналоге модели Ле­
онтьева. Важной проБJ!емой в межотраслевом балансе явля­
ется проблема агрегирования и дезагрегирования. Пред­
ставляет интерес рассмотрение хотя бы некоторого фрагмен­
та этой проблемы (например, условий идеального агреги­
рования) для .tfохастического аналога модели Леонтьева
и сравнение результатов изучения агрегирования для де­
терминированной модели Леонтьева и ее стохастического
аналога.
Под решением агрегированной стохастической модели
будем понимать решение следующей задачи:
м 11 z-А (8) z - Ту 112 i miп, (6.13)
где А (8) - агрегированная матрица прямых затрат; Т -0111::-
ратор агрегирования. Нас будут интересовать случаи, когда
г* = Тх* (z*, х* - решения задач (6.13), (6.3) соответст­
венно).
Используя соотношения (6.9), можно доказать, что не·
обходимыми и достаточными условиями «идеального» аг·
регирования является выполнение матричного равенства
т (МА (8) - В' М Е' (8) Е (8)) = (М А (8) - В'M~' (8) Е (8)) Т,
(6.14)
где
13 = (Е - М А(8)Г\ - - -Е (8) = А (8) - М А (8).
Если ошибки при определении матрицы прямых затрат от·
сутствуют, то равенство (6.14) переходит в известное ус-
ловие неизменного возврата Хатанака (ТА = Ат). Ра­
венство (6.14) показывает, что на качествО агрегирования в
стохастическом аналоге модели Леонтьева оказывает влия­
ние уровень помех.
4. Метод решения. Для численного решения задачи (6.3)
можно использовать метод стохастических квазиградиентов.
Нетрудно заметить, что вектор стохастического квазигради­
ента функции F (х) имеет вид
SS = 2 (Е - А' (85)) (XS - А (8") х' - у),
13 ю. М. Ермольев. А. И. Ястремский
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где А (85) - независимое наблюдение над матрицей А (8)
в s-й итерации; х' - приближение в s-й итерации.Если дисперсии матрицы А (8) невелики по сравнению
со средними значениями мА (8), то для решения задачи
М 11 х - А (8) х - У 112 i min
полезно использовать метод, основанный на решении де­
терминированной модели
х = Ах+у
(которая в настоящее время широко используется в прак­
тике планирования), с последующей коррекцией этого ре­
шения в соответствии с величиной помех. Это позволило бы
упростить экспериментальные расчеты по стохастической
модели. Изложим подобный метод, основанный на том, что
считается известной матрица В = (Е - мА (8))-1 и ре­
шение системы уравнений
х= МА(8) х+ у. (6.15)
Преобразуем необходимые и достаточные условия миниму­
ма функции F (х) к следующему виду:
х= -ВВ'Ме'(8)е(8)х+х, (6.16)
где х =Ву, т. е. х - решение системы уравнений (6.15).
Рассмотрим итеративный процесс
х'+1 = сх5 + х, (6.17)
где
с = - ВВ'М е' (8) е (8).
Если уровень помех мал настолько, что ~ с;/ < 1, где
i ./
си - коэффициенты матрицы С, то в силу принципа сжа·
тых отображений (см. В. И. Соболев) процесс (6.17) схо­
дится к решению системы уравнений (6.16), а значит, и
к решению задачи (6.3). Скорость сходимости будет тем
выше, чем меньше величина ~ С;г т. е. чем меньше ошиб-
i,j
ки при измерении матрицы прямых затрат.
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§ 3. Стохастические межотраслевые модели
без корректировки валовых выпуско.в - - -
1. Постановка простейшей оптимизационной стохасти'
ческой межотраслевой модели. Стохастический аналог мо­
дели Леонтьева - простейшая стохастическая модель и,
естественно, она в недостаточной мере отражает некоторые
важные стороны функционированиямежотр~слевых систем
в условиях неопределенности. Среди основных недостат­
ков, присущих стохастическому аналогу модели Леонтье­
ва, отметим следующие:
1) в модели (6.3) имеют одинаковый вес как дисбалансы
по разным видам продукции, так и дисбалансы, связанные
с перевыполнением и недовыполнением заданий по конечной
продукции;
2) задания по конечной продукции считаются заданными
величинами;
3) не учитывается ограниченность некоторых видов ре­
сурсов.
Перечисленные недостатки являются непосредственным
следствием того, то модель (6.3) является аналогом балан­
совой, а не оптимизационной модели. Большой интерес
представляет постановка, анализ и численные расчеты по
оптимизационным стохастическим межотраслевым моделям.
Приведем простейшую постановку одной из таК/1Х моделей.
Введем обозначения: n - количество отраслей; i, j-
индексы отраслей; 5j - количество производственных спо­
собов в j-й отрасли; Ф - индекс способа; ai)1j> (6) - удель­
ные затраты продукции i-и отрасли на производство продук­
ции ;-й отрасли ф-м способом; tjф-удельные затраты труда
на ПРОИЗВОДСТВО ;-й продукции ф-м способом; а; - уде.пь­
ный вес i-й продукции в составе конечной продукции;
L - величина- трудовых ресурсов;
6. = {l, если i = j,
.1 О . , .
, если 1 =т= /;
ХJф - интенсивность применеl1ИЯ ф-го способа в отрасли j.
Предполага~тся, что КО.эффициенты прямых затрат
a;j1jJ (е) 'вследствие ошибок при измерении и прогнозирова­
нии случайны'. Величины а; строго больше нуля для всех i,
т. е. в комплект конечной продукции входит продукция всех
13·
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("1' = 1, 8}, i = 1, n).
отраслей СХ" а удельные затраты труда t}1jJ и ресурс труда L
будем предполагать детерминированными.
Необходимо выбрать такой план производства валовой
продукции Х}1/> ('\' = ~j; j = ~), чтобы выполнялось огра·
ничение по труду и максимизировалось математическое ожи­
дание числа комплектов конечной продукции. Сформули­
рованные выше требования к плану производства записы­
ваются в виде следующей модели.
М о Д е ль 1.
'1
(
. ~ ~ (бlj - aiNJ (8)) xj1j> )
М тш 1-11/>-1 -+ тах,
i (Х,
n 5,
~ ~ t j1j)Xj1j><,L, xj1j»O
j=!1j)=1
Эту модель можно преобразовать к следующему виду:
найти такие детерминированные величины х}ф и такую функ­
цию Z (8), чтобы
м Z (8) -+ тах, (6.18)
n s1
~ ~ (бlJ -аЦ1/> (В» xj1j> > ajzj (8) (mod Р) (i = 1, n), (6.19)
;=11j)=1
n 51
~ ~ tj1j>xNJ<,L, (6.20)
j=l1j)=l
xj1j)~ О ("1'= 1,8}; j = 1, n). (6.21)
В этой модели зависимой от состояния природы является
лишь переменная, показывающая объем конечного выпуска
в заданных пропорциях, а не интенсивность реальной тех·
нологии. Вторая запись модели 1 более удобна дЛя исследо­
вания, поскольку задача (6.18)-(6.21) является линейной
двухэтапной стохастической задачей.
2. Экономико-математические свойстна модели. 1. Сде­
лаем естественное предположение о том, что с вероятностью
1 0<, aij1/> (8) < 1 и tjф> О для всех i, j, 'Ф. Тогда мно-
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жество допустимых решений модели ограничено с вероят­
ностью 1. Доказательство очевидно.
2. Предположим, что в каждой отрасли существует
такой способ, которые в совокупности образуlO1 случайную
квадратную матрицу А (8) = {a/i1P/ (8)}j./=I-;ii" такую, что мат-
рица А = {тах й//•• (8)}. '=in продуктивна. В этом случаее "'/ ',1,
модель 1 имеет допустимое решение, помимо нулевого.
Действительно, в силу продуктивности матрицы А можно вы-
брать такой вектор ,; = (;1' ... ,';n)' что,;> о и (Е- АМ->О.
Отсюда с вероятностью 1
О < (Е - А) ; < (Е - А (8»;.
Из последнего соотношения следует, что при достаточно
малом б> О вектор бх удовлетворяет ограничениям моде­
ли 1.
Заметим, что приведенное выше предположение о про­
дуктивности матрицы А с экономической точки зрения весь­
ма несильное и поэтому в дальнейшем будем считать, что
оно всегда выполняется.
3. Двойственная задача имеет вид
м (Lw) __ тiп, (6.22)
n
Мл/ (8) <М (~Q/j1\1 (8) Л1 (8») +
1=1
+М (tj1jJw) для всех j, 'Ф, (6.23)
n
~ CtjЛ 1 (8) = 1 (mod Р),
/=1
(6.24)
лI (8) >- О (rnod Р) (i = 1, n), w >- о, (6.25)
где л (8) = (Л1 (8), ... л n (8)) - стохастические оценки про­
дукции, w - оценка труда. Нетрудно заметить, что в дан­
ном случае оптимальное значение w можно искать на
множестве детерминированных величин, поскольку t/1\1 и L по
предположению детерминированы. Экономический смысл
задачи (6.22) - (6.25) состоит в нахождении таких оценок
продукции и труда, чтобы оценка труда была минимальной,
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среднее значение оценки продукции непревышало средне­
го уровня значения оценки затрат на эту продукцию,
а также, чтобы цена имела определенный масштаб
n
(~GtiЛi (8) = 1 (mod Р») .
,=I
4. В оптимальном плане все виды продукции произво­
дятся хотя бы одним способом или ~ X;w> О (i = ~).
'ф
В противном случае, в силу предположения о неотрица.
тельности а, (i = 1, n), оптимальное значение z* (8) с ве·
роятностью 1 равно нулю. Но в пункте 2 было доказано
существование вектора ОХ, дЛЯ которого с вероятностью 1
z (8) > О. Отсюда, если ~ Х{Ф = О для некоторого i, то
ф
данный план неоптимален. Свойство доказано.
5. Условия оптимальности модели 1 (конкретизация
теоремы 4.3).
Из предположений, а также из (6.24), (6.25) следует,
что для модели 1 выполняется теорема 4.3. При меняя те­
орему 4.3 к модели J, получаем следующий признак опти­
мальности; детерминированный вектор
и величина, зависящая от 8, z'" (8), удовлетворяющие
условиям (6.19) - (6.21), составляют оптимальный план мо­
дели 1 тогда и только тогда, когда существует такой
случайный вектор оценок продукции л (8) =(Л 1 (8), '" , лn (8»
и такая детерминированная оценка труда w, что:
n
М Лj (8) <:~ м аijф (8) Лi (8) + wtjф для всех i, 'Ф;
;=]
n
если Х;ф> О, то МЛj (8) = ~маljф (8) Лi (8) + wtjф; (6.231)
1=1
с вероятностью 1 л (8) :;;:.. О; w?- О;
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с вероятностью 1, если ~ (бil - ai;1P (8» xi1P> aiz* (8),
;,ф
то Лi (8) = О;
если ~ t;,pxi1P < L, то Ш> О.
;.1Р
6. ИЗ (6.231) следует, что структура математического
ожидания оценки продукции, отнесенной к оценке труда
(Vj = Лj (8)/ш), аналогична структуре полных затрат,
исчисленных по «лучшим» способам. ,~ '~I
7. Из (6.24) следует, что вероятность того, что хотя бы
один продукт дефицитен, равна 1.
8, Из теоремы 4.2 следует, что оценка труда равна ма­
тематическому ожиданию количества комплектов конечной
продукции на единицу трудовых ресурсов, или
Мг* (8)
w=--L-'
9. Из того, что в оптимальном плане Mz*(8»0 и из
предыдущего свойства следует, что оценка труда строго по­
ложительна, т. е. трудовые ресурсы используются пол­
ностью.
10. Будем предполагать, что труд используется во всех
оптимальныХ производственных способах. Отсюда, исполь­
зуя (6.231) И свойства 4 и 9, получаем, что математическое
ожидание оценки продукции всех отраслей строго положи­
тельно.
11. Непосредственно из предыдущего свойства следует,
что вероятность того, что не будет излишков данной про­
дукции, больше нуля.
12. Предположим, что хотя бы один элемент в каждой
строке матрицы {аи1Р (8)}и распределен непрерывно и не­
зависимо по отношению к остальным параметрам. Тогда
вероятность того, что одновременно будут дефицитными
несколько видов продукции, равна нулю.
Действительно, оценки Лl (8) и Лk (8) будут больше нуля
одновременно только в том случае, если
~ (60 - al ;1P (8» <1Р ~ (6k1 - aki1P (8» xj1J'
.;...;;,'-''IJ = ~;...:;.1P _
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Вероятность выполнения последнего соотношения равна
нулю.
13. При выполнении предположения пункта 12 имеет
место соотношение
Мп,(8) = Р (Нд....!..-,
а,
т. е. средняя дефицитность продукции определенного вида
прямо пропорциональна вероятности дефицита Р (Н;) и
обратно пропорциональна удельному весу данной продук­
ции в комплекте конечной продукции.
14. В соответствии с теоремой 4.6 множество стохасти­
ческих оиенок продукuии характеризует меру прироста
математического ожидания количества комплектов конеч­
ной продукuии в оптимальном плане при малом приросте
продукuии.
Свойства 8 и 13 дают весьма удобный способ подсчета
оценки труда и математического ожидания оценок продук­
uии при известном оптимальном плане производства про­
дукuии. Заметим. что и нахождение оптимального плана
модели 1 методом стохастических квазиградиентов суще­
ственно упрощается, поскольку вычисление стохастическо­
го квазиградиента на каждой итерации сводится к нахож­
дению минимума из n чисел.
Все приведенные свойства довольно естественны с эко­
номической точки зрения и вполне соответствуют ре­
зультатам исследования детерминированных моделей
(см. А. Г. Гранберг [11), за исключением свойства 12. Свой­
ство 12 - довольно интересный и неожиданный результат,
который объясняется двумя причинами:
1) линейно-комплектным характером критерия опти­
мальности, что приводит к невозможности утилизации
сверхкомплектной продукции;
2) отсутствием гибкого адаптивного механизма плана
производства продукции.
Рассмотрим модель, где в простой форме учитывается
взаимосвязь между различными видами конечной продук­
ции, т. е. частично устраняется первый недостаток модели 1.
3. Модель с базисными способами потребления. В от­
личие от предыдущей модели, где имелась одна структура
конечного потребления, D модели II предполагается, что
нщ~ется несколько структур потребления, причем ценностр
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потребления одного комплекта при разных структурах оди­
накова. Такой способ описания потребления предложен
Алленом и использовался в межотраслевых моделях. Мо­
дель 11 отличается от модели 1 еще и тем, что в ней фикси­
руется часть конечного потребления, идущего на накопле­
ние, т. е. оптимизация конечного продукта производится
лишь за счет вариаций вектора непроизводственного по·
требления.
Введем обозначения: qj (6) - фиксированная часть ко­
нечной продукции i-ro вида, идущая на накопление;
aiv (6) -удельный вес i-й продукции в V-M базисном спосо­
бе потребления; zv (6) - интенсивность v-ro способа по­
требления; r - количество способов ПQтребления.
Модель описывает следующую схему планирования.
до наблюдения состояния природы принимается план про­
изводства; после наблюдения истинных значений неуправ­
ляемых параметров выбирается структура потребления.
Если 6 - элемент вероятностного пространства (8, "', Р),
то модель с базисными способами потребленияформулиру­
ется следующим образом.
М о д е л ь Н. Найти такие XjIjJ ('IjJ = 1, Sj; j = 1, n) и
такие зависимые от 6 (",-измеримые) Zv (6) (v -; !J), чтобы
r
М (~ Zv (6») __ rnах,
'1=1
n Sj r






ZV (6) ~ О (ПlОd Р) (v =~).
Экономическая интерпретация соотношений модели до­
вольно очевидна и мы ее приводить не будем.
Свойства 1-12 и 14 модели 1 весьма незначительно
трансформируется как по математической форме, так 11 ПО
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экономическому смыслу и для модели 11. Рассмотрим те
свойства, которые дополнительно возникают в модели 11 по
сравнению с моделью 1.
Если сделать предположения типа непрерывности рас­
пределения и независимости aii1jJ (8), которые с вероятно­






~ (J,ivZv ~ ~ ~ (5и - аi/'Ф (8)) xi\jJ
v=1 /=1 \jJ=1
(i = 1, n), (6.26)
Zv>O (v = 1, г),
и предположений, которые мы не будем формулировать
строго математически, но смысл которых состоит в том, что
структуры способов потребления достаточно специализирова­
ны, то можно доказать следующее.
Во-первых, с положительной вероятностью в оптималь­
ном плане модели 11 содержится более одного способа по­
требления. Это следует из того, что г: (8) (v =~) с веро­
ятностью 1 является решением задачи (6.26). Таким обра­
зом, набор способов потребления модели 11 богаче набора





~ (5н - ajj\jJ) Xi~)> ~ (J,ivZv,
i.\jJ у=1 (6.27)
~ tj\jJXj\jJ ~ L, Xi'I' >- О ("1 j,'!J),
i. \jJ
ZV> о (v = ~),
аналогом которой является модель 11. В работе А. Г. Гран­
берга [1], где описана модель (6.27), доказано, что ее типич­
HыM СIЮЙСТВОМ явЛяется положитеЛЬНОСТj> IIнтеНСИВнОСТfI
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использования лишь одного способа потребления. Таким
образом, учет стохастичности исходных данных при некото­
рых предположениях приводит к более реалистичному
выводу о характере оптимальной структуры потребления.
Во-вторых, анализ размерностей задачи (6.26) и двой­
ственной к ней задачи
n
~ УI (6) и; -+ min,
1=1 (6.28)
n
~ rJ.ivUi >- 1 (v = 1, г),
i=1
где
У; (6) = ~ (&н - aij1jJ (8)) xi1jJ'
i.1jJ
показывает, что с положительной вероятностью ненулевыми
могут быть несколько компонент задачи (6.28). Поскольку
задача (6.26) с вероятностью 1 невырождена, то решение
(6.28) с вероятностью 1 совпадает со стохастическими
оценками модели 11. Отсюда, несколько видов продукции
с положительноJ вероятностью дефицитны. Таким образом,
для модели справедлив следующий вывод: если на струк­
туры потребления наложены некоторые требования, то
потребление в некоторых случаях в состоянии подстроить­
ся К производству таким образом, чтобы план был более
сбалансирован. Итак, если выполняются предположения,
сделанные относительно модели 11, то нереалистичное
свойство 12 модели 1 частично устраняется. Если же пред­
положения не выполняются, что может быть хотя бы в том
случае, когда r < n, то свойство 12 может проявляться и
в модели 11.
Более совершенным инструментом измерения потреби­
тельской полезности продукции потребительского назначе­
ния является целевая функция потребления. Рассмотрим
модель, в которой потребительский эффект выражается с
помощью этой функции.
4. Модели без коррекции валовых выпусков с целевой
функцией потребления.
Модель III.
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('!' = 1, 5J; j = 1, n),
У! (8) ;;;;;:= О (mod Р) (i = 1, n).
ЭКОНОМ\'fческий смысл модели III состоит в выборе плана
производства продукциидо наблюдениянад состоянием при­
роды 8 и плана потребления, зависящего от 8, таким обра­
зом, чтобы с вероятностью 1 выполнялись балансы произ­
водства и потребления, не превышался лимит по труду и
максимизировался целевой функционал потребления.
Будем предполагать, что u (у (8)) дифференцируем по
Фреше, т. е. существует такой случайный вектор VU (у (8)),
что
u (у (8) + ду (8)) =
= u (у (8)) + М (vu (у (8)), ду (8))+ о <Vм 11 дУ (8) 1/2),
а также то, что
VU (у (8)) > О (mod Р),
т. е. каждая дополнительная единица потребительского бла­
га увеличивает благосостояние. Из этого довольно есте­
ственного предположения следует, что в оптимальном пла­
не имеет место соотношение
n (8) = VU (У* (8)) > О (mod Р).
Таким образом, в модели III полностью устраняется иере­
алистичное свойство 12 модели 1.
В моделях с несколькими детерминированными невос·
производимыми ресурсами свойства моделей 1- III из­
меняются незначительно. Так, например, если в мо­
дель 1 добавить ограничения по некоторым другим
невоспроизводимым ресурсам, то свойство 9 изменится
и будет формулироваться следующим образом: хотя
бы одна оценка ресурсов положительна. Изменится
также структура математического ожидания оценки про-
§ 3] МОДЕЛИ БЕз КОРРЕКТИРОВКИ ВЫПУСКОВ 205
дукции за счет включения в нее оиенок ресурсов. Остальные
свойства модели 1 сохраняются.
5. Модель без коррекции валовых ныпуеков с единствен­
ным случайным невоспроизводимым ресурсом. В использу­
емых моделях предполагалось, что все невоспроизводимые
ингредиенты детерминированы, т. е. удельные затраты и
ресурс этих ингредиентов были детерминированными вели­
чинами. Это предположение дало возможность построить
содержательные стохастические модели, в которых величи·
ны валовых выпусков не корректируются. Описание межот­
раслевых стохастических систем с помощью моделей без
коррекции валовых выпусков возможно лишь в одном част­
ном случае, когда случайным является лишь один непос­
производимый ингредиент - труд. Опишем одно из обоб­
щений модели II на случай, когда удельные затраты труда
являются случайными.
В этой модели ресурс труда L (8) является переменной,
зависящей от состояния природы. Увеличение (уменьшение)
L (8) уменьшает (увеличивает) количество блага «свободное
время» и это уменьшение (увеличение) соизмеряется с по­
лезностью продукции с помощью целевого функционала
потребления u (у (8), L (8». Подобная целевая функция ис­
пользовалась В. Л. Макаровым [2]. Модель записывается
следующим образом:
Модель IV.
u (у (8), L (8») -+ тах,
~ (бiJ - a ij1jJ (8) xj1jJ > У; (8) + qj (8) (mod Р)
i.1j)
~ tj1j) (8) x;1jJ < L (8) (mod Р),
i.1j)
(i = г,n),
Свойства модели III в модели IV в основном сохраняются,
но положительность оценки труда (ш> О) следует не из
свойств 8, 9 модели 1, а из соотношения
О> VцеР (у* (8), L* (8» = - w (mod Р).
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6. Методы решения стохастических межотраслевых мо­
делей без коррекции валовых выпусков. Модели 1- IV яв­
ляются двухэтапными задачами стохастического програм­
мирования и поэтому для их решения можно применять об­
щие методы стохастических квазиградиентов. Однако при
реализации моде.1еЙ без коррекции валовых выпусков це­
лесообразно учитывать их специфику, что повышает эф­
фективность общих методов. Рассмотрим для примера кон­
кретизацию метода проекций стохастических квазигра­
диентов для модели 1.
Поскольку w* > О, то
~tNXj1.P = L.
j ,1.Р
Таким образом, на каждой итерации метода проекций сто­
хастических квазиградиентов необходимо проектировать
вектор на множество, описываемое ограничениями
~ tNх,"ф = L,
I."Ф
Xi1\J > О для всех j, '1\'.
(6.29)
(6.30)






существует экономный алгоритм, который приведен в мо­
нографии Ю. М. Ермольева.
Для задачи (6.18)-(6.21) несложно вычисляется сто­
хастический квазиградиент. Конкретизируя известную фор­
мулу, можно записать
~S = ~ (B/(xS),1 - a(x S).i1.P (8S»/ai(XS)'
1.1.Р
где i (Х') - номер i, на котором достигается минимум (по i)
выражения
(~ (до - al/'I' (8'») x'1.P)/aj(XS)'
i.1.P
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Для экономико-математического анализа оптимального пла·
на полезны стохастические оценки; М'Л (6) можно ПОДСЧ!lТЫ­
вать, используя свойство 13 модели 1. Оценку wможно оп­
ределить, используя соотношение Mz* (8) = wL; Mz* (8)
подсчитывается методом Mohte-КаРЛО.i
§ 4. Стохастические межотраслевые модели
с коррекцией валовых выпусков
Недостатком моделей без коррекции валовых выпусков
является жесткий детерминированный характер плана про­
изводства продукции. От состояния природы зависел лишь
план потребления. Между тем, важным резервом повыше·
ния эффективности общественного производства является
гибкий маневр в ходе выполнения производственного пла·
на по мере выяснения информации о состоянии природы.
В настоящем параграфе изучаются межотраслевые модели,
в которых план производства продукции частично выбира­
ется как вектор-функция от состояния природы.
1. Описание модели с полной информацией о парамет­
рах первого периода. Модель описывает межотраслевую си­
стему, которая функционирует на протяжении двух про­
межутков времени, и в которой в силу ошибок прогнозиро­
вания некоторые параметры в начале планового периода
известны лишь с точностью до вероятностного распределе­
ния. Второй промежуток времени характеризуется тем,
что ему предшествует момент наблюдения случайных пара­
метров, а поэтому план производства и распределения про­
дукции во втором промежутке времени может выбираться
зависимым от состояния природы. В первом же промежутке
времени план производства и распределения продукции
может выбираться лишь как детерминированная величина,
поскольку пар?метры системы на первом промежутке вре­
мени (априори) известны лишь с точностью до вероятност­
ного распределения.
Введем обозначения: и1 (j) И и2 (j) - множества произ­
водственных способов отрасли i в первом и втором перио­
дах соответственно; r - количество видов невоспроизводи­
мых ресурсов; ер - индекс невоспроизводимого ресурса;
ffjJi'i> - Удельные затраты ер-го невоспроизводимого ресурса
на производство продукции i способом 'Фj L!fjJ, L 2<j) - коли-
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чества ер-го невоспроизводимого ресурса соответственно в
первом и втором периодах; z - величина фонда потребле­
ния в заданных пропорциях.
Будем предполагать, что параметры Qlj1jJ, f<jJ/Ф для 'Ф Е
Е и1 (п и L1<jJ детерминированы, остальные неуправляемые
параметры могут быть случайными вследствие ошибок
прогнозирования, поэтому будем считать их зависимыми
от 8. Это предположение соответствует ситуации, которая
состоит в том, что экзогенныIe параметры системы, относя­
щиеся к началу планового периода (первый временной про­
межуток), известны с достаточной точностью, чтобы их
предполагать детерминированными; остаЛЬные же пара­
метры вследствие удаленности временного промежутка, к
которому они относятся, известны в начале планового пе­
риода лишь с точностью до вероятностного распределения.
М о Д е л ь У. Задача состоит в том, чтобы найти такой
детерминированный план производства в первом промежут­
ке х = {Хj1jJ}ФЕU,(j); /=l-;li и такой зависимый от 8 ("r-измери­
мый) план производства и план потребления во втором
периоде х (8) = {x/1jJ (8)}1jJEU,(j), /=l,n И Z (8), чтобы максими­
зировать математическое ожидание фонда потребления
Mz (8) -+ шах;
с вероятностью I выполнялись балансы продукции
(6.32)
(i = т:ti); (6.33)
выполнялись ограничения по невоспроизводимым ресурсам
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(6.37)
ПРОIlЗВОДСТВО конечной продукции в первом перноде было
неотрицателыlO:
n
.I .I (ВО - a/i1jJ) Xj1jJ> О (i = 1, п); (6.35)
j=l ~1E И ,(Л
планы производства и потребления были неотрицательными:
х> О; х (8) > О (mod Р); Z (8) > О (mod Р). (6.36)
в соответствии с терминологией, принятой в главе 1, век­
тор х является планом-программой; а х (8) и Z (8) - пла­
ном- кор рекциеЙ.
2. Исследование модели с единственн ым невоспроизводи­
мым ресурсом. Существование допустимого решения в мо­
дели зависит от величин q/ (8). Будем предполагать, что
qi (8) таковы, что множество допустимых решений модели
непусто. Очевидно, что в модели V условия (6.33), (6.35)
можно заменить на следующие ограничения, которые
более удобны для изучения:
n
.I .I (Ви - a/j1jJ) Xj1jJ > R{ (i = 1, п),
j=l >I'EU ,и)
n
.I .I (Во - aij1jJ (8)) xj1jJ (8) > а/г (8) +q/ (8) -
;=1 1jJEU,(j)
- R/ (mod Р) (i = 1, п), R{ > О (i = г:ti),
где R{ - детерминированная переменная, показывающая
количество конечной продукции, которая производится в
первом периоде.
Обозначим через (х*, R*, х*(8), г*(8)) оптимальное ре­
шение задачи (6.32), (6.34), (6.36), (6.37). Если предпола­
гать, что коэффициенты прямых затрат удовлетворяют ре­
альным экономическим требованиям (типа продуктивности,
неразложимости), а также если дополнительно предполо­
жить, что с вероятностью 1
аг* (8) - R* + q (8) > О, (6.38)
то оказывается, что модель V обладает интересными свой­
ствами, которые во многом сходны со свойствами л.етер­
МИНИDованных моделей.
Далее мы более подробно останоВlШСЯ на выяснении
смысла условия (6.38), а сейчас заметим только, что 1\1OЖНО
14 ю. М. Ермольсп. А. И. Ястремс""й
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показать при довольно естественных предположениях, что
условие (6.38) выполняется, если момент наблюдения слу­
Чайных параметров достаточно близок к началу Планового
периода.
Рассмотрим частный, но довольно характерный случай
модели V, когда ограниченный невоспроизводимый ингре­
диент, например труд,- единственный. Запишем эту мо­
дификацию модели V полностью.
Модель Уа.
м z (8) -+ тах,
11
~ ~ (ба - а/jФ) Хjф > R1
;=1 ФЕU,(i)
n
~ ~ (бjj - aiN (0» Xj>t> (8) >
;=1 ФЕU.(i)
>aiz (8) + q/ (8) - Ri (топ Р)
n
~ ~ tj>t>Хjф< L1•
;=I,!EU,(j)
(i = 1, т),
(i = г:п), (6.39)
n
~ ~ tjф (8) Хм (8) <L2 (8) (l11Od Р),
(=1 l\'EU,(j)
х> О, Х (8) > О (mod Р), Z (8) > О (mod Р).
Рассмотрим следующую задачу Jlинейного программи­








~ ~ tjф (8) xi>t> < L z (8),
j=1 I\:EU,(j)
Х (8) > О, z (8) > О,
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НетруДНО заметить, что если в оптимал ьном плане задачи
(6.40) имеет место соотношение
az* (8) + ~ > О, (6 41)
то она для каждой реализации случайных параметров яв­
ляется простейшей оптимизационной межотраслевой ста­
тическои моделью с линейно-комплектным критерием
оптимальности (А. Г. Гранберг [1]) и с вероятностью 1 обла·
дает всеми ее свойствами, из которых нам понадобятся сле­
дующие:
1. производятся все продукты, каждый продукт произ­
водится только одним способом;
2. набор оптимальных способов и двойственные оценки
к задаче (6.40) не зависят от ~ и L2 ;
3. двойственные оценки к задаче (6.40) единственны для
всех ~, которые удовлетворяют (6.41).
Если в задаче (6.40) ~ = q (8) - R*, то ее решением
является оптимальный план-коррекция модели Va, а ре­
шен ием двойственной к ней задачи - стохастические оцен­
ки продукции и труда, что следует из третьего свойства
задачи (6.40). Из третьего свойства модели (6.40) также
следует, что функция zф)-оптимальное значение Функцио­
нала задачи (6.40) при фиксированном ~ - дифференциру­
ема, причем
az (~) = _ - . (8)д~. Л"
1
-где Jt i (8) - двойс:твенная оценка i-й продукции в задаче(6.40). Отсюда, оптимальный план-програ\lма (х*, R*) яв­
ляется одним из решений задачи
(V"М (z (R*, 8)), R) = (М л (О), R) ~ rnах,
n
~ ~ tj1jJХjф <: L1•
;=1 "'Еи ,т
Xi1jJ> О для всех i, 1р.
14*
n
~ ~ (б jj - aij1jJ) xN' > Ri
;=1 1jJЕИ,(/)
(i = 1. п),
(6.42)
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Будем предполагать, что решение задачи (6.42) единствен­
но. Из (6.42) следует, что в оптимальном плане-программе
выпускаются все виды продукции, причем конечный вы­
пуск положительным может быть лишь для одного вида
продукции. Отсюда задача (6.42) эквивалентна задаче
г~ шах, (6.43)
n
~ ~ (бjj - ail1jJ) Xj1jJ> а,'Х'г,
i=l1jJEU1Ш
n
~ ~ tf1jJXf1jJ <;, L1,
j=1 1jJЕu.rп
Xj1jJ> О для всех j, '1)',
где а:х. = (О, О, " . ,О, 1, О, . , , ,О), Х - номер продукции,
~~-
%
конечный выпуск которой в первом периоде положителен,
Таким образом, нахождение плана-программы свелось
к решению хорошо изученной детерминированной межот­
раслевой модели. Учитывая взаимосвязь плана-программы
и плана-коррекции с задачами (6.42) и (6.43) соответствен­
но, можно установить следующие свойства модели V при
условии, что выполняется (6.38).
1. В оптимальном плане модели V производятся про­
дукты всех отраслей, причем каждый продукт одним спо­
собом в первом периоде и одним способом для конкретных
реализаций случайных параметров во втором периоде.
2. Набор оптимальных способов в первом периоде и
набор оптимальных способов для конкретных реализаций
случайных параметров во втором периоде, а также стохас­
тические оценки продукции и труда, не зависят от заданий
по производству фиксированных количеств конечной про­
дукции и величин трудовых ресурсов в первом и втором
периодах.
3. В первом периоде конечный выпуск лишь одного вида
продукции положителен.
4. В оптимальном плане не производятся излишки про­
дукции и трудовые ресурсы используются полностью.
3. Метод решения задачи (6.39). Специфику модели Уа
можно использовать для построения экономного алгорит­
ма решения задачи. Поскольку ОПТIIl\lальный базис задач
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(6.40) и (6.43) не зависит соответственно от ~ и а?', то можно
сразу вычислить математические ожидания стохастических
оценок для продукции во втором периоде, «проиграв» двой­
ственную задачу к задаче (б.40) при прОIIЗВОЛЬНОМ ~;;> О;
а также вектор полных трудовых затрат на производство
продукции в первом периоде
т = «Е - А*Г')' t*,
где А * - матрица прямых затрат, составленная из опти­
мальных способов задачи (б.43), t* - вектор прямых за·
трат труда оптимальных способов. Вектор t* и матрица А *
находятся в результате решения задачи (б.43).
Нетрудно видеть, что оптимальное значение х удовлет­
воряет соотношению
""м Лх (О) М Л i (О)-т-- = шах Т '
Х , i
(6.44)
которое можно получить из теоремы 4.1, откуда следует
..-
что">М" (8), где л - оценки продукции в первом пе·
. ~
риоде; из Ri > О должно следовать Л/ = МЛi (8), а между
оценкой труда w, полными затратами труда и оценкой
продукции в первом периоде должна существовать связь:
,,= Tw.
После нахождения Х на основании известной уже матрицы
(Е - А *)-1 довольно просто найти план в первом времен­
ном промежутке, а также R*.
Наиболее сложным в данном алгоритме является подсчет
М;' (8), поскольку для этого необходимо многократно ре­
шать задачу линейного программирования. При этом можно
использовать алгоритмы нахождения решения задачи ли­
нейного програММИРОВaliИЯ, основанные на известном ре­
шении «близкой» задачи, iГтакже алгоритмы, учитывающие
специфику межотраслевых матриц. Нахождение МЛ (8)
значительно упрощается, если в каждой отрасли рассмат­
ривается лишь по одному производственному способу.
4. Об условии (6.38). Остановимся несколько подробнее
на выяснеНИI1 смысла условия (б.38). Для модели Уа это
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условие можно записать в более наглядной и удобной форме.
Записывая решение задач (6.40) и (6.42) в явном виде, мож­
но показать, что из (6.38) следует неравенство
L1L2 + Тх (8) Т - (Т (6), ч)ах (Т (8~ а) + qx > 7~: ' (6.45)
где т (8) - полные затраты труда на производство продук­
ции оптимальными способами во втором периоде. Из (6.45)
видно, что оно выполняется, если L 2 достаточно велико по
сравнению с L t Экономический смысл условия (6.45) со­
стоит в том, что максимальное производство продукции Х
для lIепроизводственного потребления в комплекте во вто­
ром периоде плюс задание конечной продукции Х больше,
чем максимальное производС1ВО продукции Х В первом пе­
риоде. Продукцию Х в соответствии с (6.44) можно понимать
как продукцию, полные затраты труда на ПРОИЗВОдство ко­
торой в первом и втором периодах наименее близки.
Представляет интерес оценка момента наблюдения слу­
чайных параметров, для которого выполняется соотноше­
ние (6.45). Вывод этой оценки не представляет особых труд­
ностей, если предполагать, что трудовые ресурсы в некото­
рый период прямо пропорциональны его длительности.
Отсюда, если L - трудовые ресурсы за весь плановый
промежуток, то yL и (1 - y)L - соответственно трудовые
ресурсы в первом и втором промежутках. Подставляя в
(6.45) вместо Lt и L2 yL и (l - у) L, путем элементарных
выкладок можно получить, что (6.45) выполняется тогда и
только тогда, когда выполняется неравенство у> Утах,
где Утах - минимальное значение случайной величины
Тх (Lax+qx (Т (8), а)-(Т (8), q)ax)
L «Т (8), а) + ах (ТХ -ТХ (8)))
в случае, когда в модели Уа максимизируется ожидаемое
количество комплектов конечной продукции и обязатель­
ные задания по производству конечной продукции не фик­
сируются, т. е. q = О, а вектор а показывает структуру ко­
нечной продукции, то
. { . Тхах }У",ах = тш m~п (Т (8), а) +ах (ТХ - Тх (О)) ,1 . (6.46)
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Если (J. - детерминированный вектор, а элементы матрицы
А * распределены независимо, то (6.46) эквивалентно соот­
ношению
где
{ Тау = min _ х хшах (Т, а) + ах (Тх - Тх) (6.47)
а ,4* - одно из значений матрицы А* (8), для которого
имеет место А*>А*(8) (mодР).
Из (6.47), в частности, видно, что чем большие разбро­
сы имеет матрица А* (8), тем более жесткие ограничения на­
кладываются на момент наблюдения случайных параметров.
Условия (6.45)--(6.47) ЯВЛЯЮТСЯ необходимыми. Од­
нако даже в этом случае представляет большой интерес
оценка Ушах. Следует отметить некоторую условность
схемы получения и 11СllOльзования информации в модели.
Она заключается в том, что момент наблюдения над со­
стоянием природы О должен удовлетворятьнесколькопро­
тиворечивым, с ЭКОНОМllческой точки зреНIIЯ, требовани­
5iM. Модель V с практическо!I точки зрения может быть
Ilспользована в основном для экспериментальных расче­
тов по определению Х, 'Ушах, для сравнеНIIЯ эффеюивности
раЗЛИЧllЫХ схем получення и использовання информа­
ции. Кроме того, представляет интерес сравнение опти­
мальных планов и показателеi'I дефицитности продукции
в стохастнческой н детермннированной моделях.
При наличии нескольких невоспроизводимых ресурсов
свойства модели V а проявляются в ослабленном виде.
§ 5. Стохастические межотраслевые модели
с коррекцией валовых выпусков (продолжение)
1. Модель V1. Рассмотрим несколько иную схему полу­
чения информации плановым органом. Будем считать, что
матрица коэффициентов прямых затрат А (8) случайна.
Предполагается. что каждый вид продукции производится
одним способом. Необходимо выбрать такой план валовых
ОЫПУСКОВ х до наблюдения 8, И такой план валовых выпус­
ков после наблюдения 0- х (О), чтобы максимизировать
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математическое ожидание количества комплектов кОнечной
продукции непроизводственного потребления в заданных
пропорциях
Мг(8) -+ тах;
с вероятностью J выполнялись балансы продукции
(Е - А (8») (х + х (8» >az (8) + q (О) (rnod Р);
вы полнялись ограничения по трудовым ресурсам в первом
и втором периодах
(t, х) <;, L1, (t, х (8» <;, Lz (rnod Р);
переменные были неотрицательными
х>О, х(G»О(шоdР), z(8»O(rnodP).
Анализ модели VI позволяет получить любопытные эко­
номико-математические результаты, если сделать предпо­
ложение типа (6.38), т. е. предполагать, что
az* (О) + q (О) - (Е - А (8» х* >- О. (6.48)
При выполнении (6.48) имеют место следующие свойства,
которые доказываются аналогично соответствующим свой­
ствам модели Уа.
1. Стохастические оценки продукции и труда не зависят
от величин ресурсов труда, структуры непроизводственно­
го потребления и фиксированных количеств конечной про­
дукции ДJ!Я всех тех состояний природы, для которых име­
ет место соотношение (6.48).
2. Если дополнительно предположить, что
х;>О (i = 1, n), (6.49)
то из теоремы о характеристике следует, что
м :Лj (е) = М (~aH (е) :Л j (е») + ш,
n
:Лj (8) = ~ ан (е) :Л j (е) + w (е),
{=]
где ш, w (е) - оценки труда в первом и втором периодах.
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Из последних двух равенств вытекает равенство оценки тру­
да в первом периоде и математического ожидания стохас­
тической оценки труда во втором периоде, т. е.
w = Мш(О).
Изучим, каким образом влияет на эффективность про­
изводства длительность между началом периода планиро­
вания и моментом наблюдения состояния природы, т. е.
длины первого периода. Это изучение будет, так же как
и в предыдущем пункте, производиться при предположении
о выполнении простейшей гипотезы о распределении ре­
сурса во времени, а именно, будет предполагаться, что ве­
личина ресурса труда в первом и втором периодах прямо
пропорциональна их длительности. Таким образом, если
L - общая величина ресурса труда за плановый период,
то
L1 = yL, L2 = (1 -у)L,
где у - момент наблюдения над состояниями природы.
Таким образом, мы приходим к изучению зависимости оп­
тимального значения функционала задачи
М z (8) -+ шах,
(Е - А (8)) (х+ х (8)) > az (8) + q (8) (mod Р),
(t, х) <;'yL, (t,x) = (l-у)L,
х > О, х (8) > О (mod Р), Z (8) > О (mod Р)
от параметра у.
Поскольку оптимальное значение функционалов прямой
и двойственной задачи равны, то можно записать
Mz* (8) = yLw + (l - у) LM w (8) - М (л (8), q (8)).
3. Из свойства 1 и 2 модели УI следует, что для тех у,
для которых с вероятностью 1выполняется (6.48), оптималь­
ное значение функционала не зависит от у.
Обсудим доказанное свойство. Чем меньше величина у,
тем раньше имеется возможность выбирать план производ­
ства продукции при наличии полной информации, т. е. за­
висимым от состояния природы 8. План производства, вы­
бранный при наличии более полной информации, более
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эффективен. Однако из свойства 3 модели VI следует, что
существуе'l некоторое пороговое значение момента наблюде­
ния, при уменьшении которого эффективность производ­
ства не увеличивается. Это свидетельствует о том, что воз­
можна ситуаuия, когда неuелесообразно затрачивать уси­
лия, направленные на убыстрение получения точной ин­
формаuии о неуправляемых параметрах,
Несложно вывести формулы, аналогичные формулам
(6.46), (6.47), которые дают значение порогового значения
у, причем можно убедиться, исследуя эти формулы, что
чем больше разбросы параметров, тем меньше интервал, на
котором неэффективно затрачивать средства на убыстрение
получения полной информаuии о состояниях природы.
В моделях с неСКОЛЬЮll\lИ неВОСПРОИЗВОЩIМЫМИ ресур­
сами свойство 3 имеет место в несколько ослабленной форме.
Q. Полудинамическая межотраслевая модель. Сложность
реализаuии на ЭВМ динамических моделей, наиболее со­
_''':,ршенного инструмента долгосрочного планирования,
большие трудности в подготовке информаuии для этих мо­
делей привели к возникновению моделей, в которых в уп­
рощенной форме описывается динамика экономических си­
стем. Достаточно распространенным классом таких моделей
являются так называемые полудинамические модели. Рас­
смотрим один из вариантов стохастической полудинамичес­
кой модели. Как и в предыдущем пункте, в нелях упро­
щения обозначений будем рассматривать модель, в которой
производство продукuии каждого вида осуществляетсялишь
одним способом.
Введем обозначения: Xj (8) - производство продуК!нlИ
j-ro вида в последнем году планового периода на мощностях
базисного периода; Xj(8) - производство продукuии j-ro
вида в последнем году планового периода на вновь вводи­
мых мощностях; [р (р, Н) - вектор-функuия, задающая
зависимость между вектором капиталовложений базисного
периода Н, параметрами р и капиталовложениями послед­
него года rp; Ф (р, Н) - вектор-функuия, задающая зави­
симость l\:ежду вектором капиталовложений базисного года
Н, параметрами р и суммарными объемами капиталовло­
жений разных видов за весь плановый период ф; h/ij (8) -
удельные капиталовложения k-ro вида на увеличение мощ­
ности на производство j-й ПРОДУКUИI1; R (0) --МDТрИllа
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удельных затрат невоспроизводимых ресурсов; r (8) -
вектор невоспроизводимых ресурсов.
Логика полудинамической стохастической модели тако­
ва. В базисном году неуправляемые параметры последнего
года в силу ошибок прогнозирования известны лишь с
точностью до вероятностного распределения. В последнем
году эти параметры наблюдаются. Отсюда становятся по­
нятными требования относительно измеримости перемен­
ных. Поскольку параметры р и капиталовложения базисно­
го года Н выбираются до последнего года, т. е. до наблюде­
ния над состоянием природы 8, то естественно их выбирать
как детерминированные величины; естественно также пред­
положить, что объемы производства в последнем году Xj (8),
Xj (8) и выпуск продукции непроизводственного потребле­
ния z (8) должны быть измеримыми относительно а-алгеб­
ры ,у вероятностного пространства, элементом которого яв­
ляется 8. Запишем соотношения модели.
3. Модель VJf. Необходимо выбрать такие р, Н и ,у-из­
меримые Xj(8), Xj (8) и z (8), чтобы
Мг (8) -+ тах,
(Е - А (8)) (Х (8) + х (8)) ~ ер (р, Н) + аг (8) + q (8) (rnod Р),
R (8) (Х (8) + х (8)) < г (8) (rnod Р),
Н (8) х (8) < Ч' (р, Н) (то(] Р),
Х (8) ~ О (mod Р), х(8) ~ О (mod Р),
z (8) ~ О (mod Р).
Модель УН является двухэтапной задачей стохастического
программирования. Она характерна тем, что планы про­
изводства и потребления продукции выбираются зависи­
мыми от состояния природы. При фиксированных р, Н и
8 модель VII является обычной детерминированной полу­
динамической моделью, и поэтому задача нахождения
(Х* (8), х* (8), г* (8)) при известных р* и Н* обладает с
вероятностью 1 всеми свойствами детерминированных мо­
делей.
Для решения задачи можно применять методы сто­
хастических квазиградиентов, причем особенно важное зна-
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чение в этом случае приобретают методы решения задач ли­
нейного программирования, основанные на том, что из­
вестно решение «близкой» задачи, поскольку решение на
каждой итерации задачи
Z-+ шах,
(Е - А (8S)) (х+ х)> qJ (ps, H S ) + az + q(8S),
х> о, х>- о, z> О,
весьма трудоемко. Это замечание особенно справедливо для
задач с несколькими способами производства одного продук­
та, что характерно для территориальной полудинамиче­
ской модели.
4. Оценка ценности исходной информации 8 межотрасле­
80М балансе. Трудности при подготовке исходной информа­
ции для межотраслевого баланса - одна из главных при­
чин (если не самая главная), которая сдерживает широкое
внедрение оптимизационных межотраслевых моделей. Эти
трудности обусловлены, например, тем, что принципы клас­
сификации отраслей в ЦСУ и в межотраслевом балансе раз­
личны, что не дает возможности использовать статистику
ЦСУ дЛЯ подготовки информации для межотраслевых мо­
делей. Подготовка информации для планового межотрас­
левого баланса в соответствии с его принципами требует
больших материальных и финансовых затрат, привлечения
больших коллективов экономистов и статистиков. Так, по
данным монографии А. Г. Аганбегяна и А. Г. Гранберга
11], в формировании коэффициентов затрат для планового
межотраслевого баланса на 1970 г. участвовало около
400 научно-исследовательских и проектных институтов.
Еще более сложная проблема - формирование массивов
исходной информации для моделей межотраслевого балан­
са, применяемых для перспективного планирования.
Естественно возникает вопрос об эффективности столь
значительных затрат на подготовку информации для плано­
вого межотраслевого баланса. Если имеется метод оценки
эффективности, то возникает новый вопрос: не разумнее ли
в ряде случаев отказаться, полностью или частично, от
дорогостоящего удовольствия по получению очень точной
информации о коэффициентах прямых затрат и, может быть,
применять какие-то упрощенные способы получения мат·
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(6.50)
рШJ,Ы прямых затрат (например, экспертные оценки, час·
тичное использование статистики ЦСУ с ее последующей
корректировкой)? Сразу же заметим, что в данной работе
мы не в состоянии ответить на эти вопросы в полном объ­
еме - это тема специальных исследований, однако указать
некоторые подходы к изучению данной проблематики, ос­
нованные на использовании стохастических моделей, пред­
ставляется возможным.
Остановимся вкратце на оценке эффективности затрат
по подготовке исходной информации для планового меж­
отраслевого баланса. Рассмотрим следующую ситуацию.
Имеется альтернатива: либо использовать для плановых
расчетов матрицу коэффициентов прямых затрат, подготов­
ленную некоторым упрощенным способом и вследствие это­
го имеющую случайный характер, или дополнительно за­
тратить в определенных количествах некоторые ресурсы, но
при этом получить точную информацию о матрице прямых
затрат. Такую ситуацию довольно просто описать с по­
мощью стохастических (и только стохастических) межот­
раслевых моделей. Первой возможности соответствует вы­
бор плана производства полностью или частично как детер­
минированного вектора, второй - выбор плана как функ­
ции от случайных коэффициентов.
Предположим, что корректировка плана производства
в процессе его выполнения невозможна. Тогда значение кри­
терия эффективности для первой альтернативы будет равно
оптимальному значению функционала модели без коррек­
тировки валовых выпусков:
М z (8) -+ шах,
(x,z(6))
(Е - А (8)) х> аг (8) (шоd р),
Rx~ г, х > О, z (8) > О (шоd р),
где R - матрица удельных затрат невоспроизводимых ре­
сурсов, г - вектор запасов ресурсов.
Значение критерия эффективности для второго случая
определяется оптимальным значением функционала задачи
оперативного стохастического программирования
Mz (8) -+ шах, (6.51)(X(6),z(8))
(Е - А (8)) х (8) > az (8) (гпоd р),
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Rx (О) <. r (mod Р ),
х (8) > О (nlOd Р), z (8) > О (mod Р).
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(6.51)
Разность Мг (х* (8),8) - М г* (9), где Мг (х* (8),8) и
М г* (8) - оптимальные значения функционалов задач (6.50)
и (6.51), и дает значение эффекта от получения точной ин­
формации.
Нетрудно заметить, что решение задачи (6.51) с вероят­
ностью 1 совпадает при различных 8 с решением задачи
г-+ тах,
(6.52)
(Е - А (8» х > аг, Rx <. г, х > О.
Таким образом, для подсчета значений М (г (х* (8), 8»
достаточно проиграть нужное количество раз задачу ли-
нейного программирования (6.52) и подсчитать величину
N
~ ~г (х* (8'), 8'). Эта величина приближенно совпадает
,=!
с Мг (х* (8), 8). Естественно, что при решении задач (6.52)
в максимальной степени необходимо использовать специфи­
ку задачи (6.52), методы решения «близких» задач.
Показатель Мг (х* (8), 8) - Мг* (8) определяет эффект
от получения точной информации в случае, когда план про­
изводства валовой продукции не корректируется по мере
поступления информации о 8. Представляет интерес вычис·
ление аналогичного показателя для моделей с корректи­
ровкой валовых выпусков и установление эксперименталь­
НЫ\1 путем зависимости между ценностью информации и
моментом наблюдения коэффициентов прямых затрат. Этот
вопрос в теоретическом аспекте частично изучался в преды­
дущем параграфе.
Заметим, что если такие показатели, как план производ­
ства, дефицитность продукции, структура цены можно оп­
реДеЛИТЬ, пусть даже грубо, с помощью детерминированных
моделей, то подсчет ценности информации может произво­
диться ЛИШЬ С ПС>:\1С>ЩЬЮ стохастических моделей. Нам пред­
ставляется, что на pe;U~HI!~ именно таких задач первона­
чально должно ор иентироваться применение стохастичес­
ких моделей в меЖQтраслевых исследованиях.
r л А В А УН
ПРОБЛЕМА КРИТЕРИЯ ОПТИМАЛЬНОСТИ
И ДИАЛОГОВЫЕ МЕТОДЫ ОПТИМИЗАЦИИ
в настоящей главе рассмотрены задачи, которые пред­
ставляют большой интерес и в детерминированной поста­
новке. Однако предмет изучения главы лежит в русле об­
щей проблематики, поскольку для решения подобных задач
целесообразно применять методы стохастического програм­
мирования.
§ 1. Проблема критерия оптимальности
в экономико-математических моделях
1. Введение. Одной из наиболее важных и сложных
проблем в экономико-математических исследованиях явля­
ется проблема критерия оптимальности - проблема кри­
терия выбора наилучшего решения из множества допусти­
мых. Будем различать проблему критерия оптимальности в
узком смысле и в широком. В узком смысле проблему кри­
терия можно сформулировать следующим образом. Если
изучаемая экономическая система описывается экстремаль­
ной задачей вида
и (х) -+ тах, х Е о, (7.1 )
где х = (Xj, ... , Хn ) - план, D - множество допустимых
планов, то что собой должна представлять функция и (Х)
(каков ее экономический смысл) и как определить вид этой
функции и ее параметры?
Естественно задать следующий вопрос: а можно ли во­
обще описывать экономические системы с помощью задачи
типа (7.1), и если можно, то в каких случаях? Этот вопрос и
составляет сущность проб.1емы критерия оптимальности в
широком смысле. Функдию и (Х) будем называть критерием
Оllтщшльносmu IfJJlI liелев()й фУf-i/щиеЙ.
Проблема критерия оптимальности, проблемы матема­
тического описания цели, определения эффеl<ТИВНОСТИфунк­
ционирования эконо:vшческой системы нах')дятся в иент'
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ре внимания экономистов и математиков. Несмотря на это,
решение данного круга проблем далеко от завершения, и в
литературе, посвященной данным вопросам, имеются раз­
ные, иногда противоречивые, точки зрения. Иногда про­
тиворечивость разных точек зрения мнимая, поскольку она
вызвана неточностью терминологии. Смешение терминов
иногда приводит также к видимому единству мнений. В этом
отношении показательна ситуация, в которой оказалась
проблема критерия оптимальности в работах некоторых ав­
торов в связи со смешением ПОнятий цель и целевая функ­
ция, а также в связи с тем, что каждое из этих понятий за­
частую употребляется в разных смыслах.
Так, например, для многих публикаций характерно сле­
дующее рассуждение: поскольку перед управляемой эко­
номической системой (будь то отрасль, народное хозяйство
или предприятие) стоит несколько целей, то экстремальная
задача, описывающая эту систему, содержит несколько це­
левых функций. Среди целей социалистической экономики
в целом называются такие показатели, как темпы роста
средств производства и предметов потребления, рост куль­
турного уровня, улучшение условий труда, обеспечение
обороноспособности страны и т. д. Недостаток рассуждений
подобного рода состоит в том, что в них точно не указыва­
ется, что понимается под термином щелы. Если под целью
понимать достижение некоторого уровня по некоторому
показателю в заданный срок, то тогда цель не имеет ника­
кого отношения к целевой функции; цель в таком случае
формализуется с помощью ограничения, которое входит в
множество D. Не понятнотакже, почему каждая цель должна
индуцировать целевую функцию, если под целью понимать
некоторый показатель, увеличение которого желательно,
а уменьшение-нет. На наш взгляд, математическиезадачи
с несколькими целевыми функциями скорее возникают
не вследствие того, что имеется несколько целей у лица,
принимающегорешение (обычно в этом случае можно сфор­
мулировать одну или несколько взаимосвязанных одно­
критериальных задач), а потому, что в общем случае в
экономической системе имеется несколько участников с
несовпадающими интересами.
Особую сложность и актуальность приобретает проб­
лема критерия оптимальностина макроэкономическомуров­
не, т. е. пр!! моделироваШIII всего народного хозяйства в
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целом. В свое время была высказана гипотеза о том, что
плановую экономику можно описать с помощью за­
дачи вида (7.1), причем в качестве функции u (х) фигуриро­
вала, так называемая функция потребления, которая соиз­
меряет потребительский эффект разных видов продукции,
идущей на непроизводственное потребление. При решении
частных ЗJдач эта гипотеза может оказаться оправданным
допущением, особенно, если степень детализации в моде­
ли не настолько велика, чтобы выделять различные груп­
пы потребителей. Такая ситуация характерна для точеч­
ных моделей, т. е. моделей, не учитывающих территориаль­
ный фактор.
Сделаем некоторые замечания относительно функции и(у).
Заметим, что целевая функция потребления зависит не
от всего вектора х, а лишь от его части, подвектора фонда
потребления. Однако чисто формально можно считать, что
функция зависит от всего вектора х.
В простейшем случае задача (7.1) конкретизируется в
следующую модель. Предположим, что условия производ­
ства на макроуровне описываются следующей системой ог­
раничений:
х = Ах+ у + q, Rx <", х ~ О, у> О, (7.2)
где А - матрица прямых затрат; q - фиксированная часть
конечной продукции; R - матрица удельных затрат не­
воспроизводимых ресурсов; , - вектор, компоненты кото­
рого показывают количество невоспроизводимых ресурсов;
х - вектор валовых выпусков; у - вектор фонда потреб­
ления. Задача ставится следующим образом: найти такие х
и у, удовлетворяющие (7.2), чтобы максимизировать по­
требительский' эффект от вектора потребляемой продук­
ции, который выражается с помощью целевой функции
потребления
u (у) -+ шах.
Можно построить и более сложные модели с целевой функ­
цией потребления.
Проблематике целевой функции потребления посвяще­
но большое количество работ, среди которых следует от­
метить работы В. А. Волконского, А. Г. Гранберга
[2], В. Ф. Пугачева. В работах этих авторов предложены
15 - ю. МЕрмолЬеВ, А. И. Яетремекиll
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интересные способы нахождения вида и параметров функ­
ции и (х), которые основаны на использовании статистики
о поведении потребителя.
Следует отметить, что практическая реализация раз·
личных способов построения целевой функции потребле­
ния наталкивается на серьезные трудности вычислитель­
ного и, особенно, информационного характера. В связи с
этим представляется перспективным подход, основанный на
идеях ординальной измеримости полезности.
Под ординальной измеримостью будем понимать уста­
новление отношения между векторами потребительскихблаг
типа: х «не хуже» у. Численную измеримость полезности с
помощью аналитической функции будем называть карди'
нальной измеримостью. На наш взгляд, в настоящее время
существенным тормозом в развитии экономико-математи­
ческих методов вообще и в решении проблемы критерия в
частности, является чрезмерная приверженность большин­
ства исследователей к концепции кардинальной измери­
мости, между тем как в широком классе задач более
естественно и удобно использовать ординальную изме·
римость *).
2. Модель выбора наиболее предпочтительного плана.
Приступим к постановке достаточно общей модели, в ко­
торой используется ординальная измеримость полезности.
Постановка модели большой степени общности имеет смысл
с точки зрения развития общих подходов к разработке чис­
ленных методов решения подобных задач.
Условимся различать субъект планирования и объект
планирования. На макроэкономическом уровне объектом
планирования является все народное хозяйство в целом,
субъектом планирования - высшие плановые органы,
которые призваны отражать интересы собственников
средств производства (при социализме - трудящихся масс).
Субъект планирования обладает некоторым отношением к
планам (не обязательно допустимым), которое формализу­
ется с помощью бинарного отношения типа х ~ у (план х,...
*) Большую распространенность концепции кардинальной изме·
римости в экономико-математическихисследованиях, по всей види­
мости, можно объяснить тем, что до настоящего времени усилия
операционалистов были в основном направлены на разработку ме·
тодов решения задач математического лрограммирования, в которых
в явном виде заданы целевая функrщя и ограничения.
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не хуже плана у). Естественно в качестве искомого плана
выбирать некоторый план х* Е D, такой, что х*;- х для
всех х Е D. Задачу нахождения х* будем обознач';ть сле­
дующим образом:
х --+ pref, х Е D. (7.3)
План х* будем называть наиболее предпочтительным пла­
ном.
Необходимо отметить, что постановка задач типа (7.3)
имеются в литературе. Например, в монографии Х. Никай­
до изучаются равновесные модели, описывающие поведение
потребителей и производителей, причем поведение потре­
бителей описывается с помощью отношения ~. Постановка
типа (7.3), где D-дискретное множество, изуч;;тся Г. С. По­
спеловым и В. А. Ириковым.
3. Предположения. Для обоснования алгоритма решения
задачи (7.3) нам понадобятся некоторые предположения.
Эти предположения типичны для математической экономики
и в реальных задачах, как правило, выполняются. Отноше­
ние предпочтения t: будем считать рефлексивным, транзи-
тивным, полным, непрерывным и выпуклым, а множество
D - выпуклым и компактным. Доказано (см., например,
Х. Никайдо), что при этих предположениях наиболее
предпочтительный план существует и, кроме того, с отно­
шением;- можно связать функцию u (х) - индекс полез-
ности, к~орая непрерЫВlid, выпукла вверх и и (х) >и (у),
если х t: у. Заметим, что индекс полезности задается с
точностью до монотонного преобразования, или, другими
словами, если и (х) - индекс полезности, то !р (и (х)), где
!р (и) - строго возрастающая функuия,- также индекс
полезности, индуuированный тем же отношением предпоч­
тения, что и и (х). Будем предполагать также, что отноше­
ние t достаточно гладко, так что u (х) дифференцируема, и
монотонно. Сформулируем условие монотонности, так как
непосредственно к нему придется обращаться в наших
выкладках. Для этого удобно использовать отношение ~
(<<лучше»), которое вводится следующим образом: х ~ у,
если х t: у, но не у t: х. Отношение ~ называется монотон­
ным, если из того, что х ;;> у и х/ > У/ дЛЯ некоторого i,
следует х ~ у.
15*
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(7.4)
(7.5)
Заметим, что при сделанных предположениях из орди­
нальной измеримости следует кардинальная измеримость
полезности планов. Очевидно, что задача (7.3) эквивалентна
задаче
u (х) -+ тах, х Е D.
Однако, как мы отмечали выше, нахождение в явном виде
функции u (х) в ряде случаев не представляется возмож­
ным, поэтому представляет интерес разработка методов на­
хождения наиболее предпочтительного плана, в которых
используется информация лишь об отношении предпочте­
ния t. Перейдем к описанию одного из таких методов.
§ 2. Стохастический диалоговый метод нахождения
наиболее предпочтительного плана
1 Формальный алгоритм. Рассмотрим случайную по­




+1 = ЛD (XS + PsGs),
где хО - произвольный вектор;
GS = { е', если XS + Y8es t xS,
- es, если XS + y.es ~ xS ,
es - независимое наблюдение в s-й итерации над n-мерным
случайным вектором е, равномерно распределенным на
n-мерной единичной сфере; ЛD ( • ) - оператор проектирова­
ния на множество D; Р.. - шаг итерации. ВеЛhчина 1'8
определяется с помощью последовательности {y'v}V=O.I.... , ко­
торая задается следующим образом: 1'50 - произвольное по­
ложительное число,
I Ysv. если XS+Ysves1-- XS или XS- Ysves 1-- xS,Ys.v+l = ,... ,...
aysv - в противном случае, О < а < 1,
(7.6)
У. полагается равной YSV(S), где
v (s) = min v, Г (s) = {v: Ys,v+1 = Y5V}' (7.7)
vEr{s)
для обоснования корректности определения алгоритма
и с:го сходимости к наиболее предпочтительному плану по­
надобятся две леммы.
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(7.8)
2. Вспомогательные утверждения.
Л е м м а 7.1. С вероятностью 1 v (s) < 00 (s= О, 1, ...).
Д о к а з а т е л ь с т в о. Рассмотрим события А = (v (s) <
< (0) и 8 = ((Их (X S ) , eS) = О). докажем, что А с:= 8. Отсю­
да будет следовать справедливость леммы, поскольку, в
силу определения es , р (8) = О. Пусть произошло событие
А = (v(s) = (0). Отсюда и из (7.6), (7.7) следует, что для
сколь угодно большого v I's.v+l = Gtl'sv, х'+ I'sves ~ х' и
х' - I'sves ~ xS • Последние два соотношения запишем с по­
мощью индекса полезности:
и (х' + I'sv8S) < и (XS),
и (х' - I'sveS) < и (XS).
Используя дифференцируемость и (х), из последних нера­
венств получаем
I'sv (их (XS) , 8s) + о (I'sv) < О,
I'sv (их (XS ) , 8<) + в (I'sv) > О,
где о (I'sv) I'~l -+ О И Е (I'sv) I'~I -+ О при I'sv -+ О. Устремив
v к 00 в (7.8), получаем, ЧТО (их (Х'), eS) = О. Лемма дока­
зана.
Из леммы следует, что с вероятностью 1 на каждой боль­
шой итерации за конечное число шагов можно найти I'з'
фигурирующее в описании алгоритма.
Л е м м а 7.2.
Доказательство. Пусть XS+I'Bes~Xs, Т.е. u(xs+
+ I'зеs) >- и (XS). Используя выпуклость и (";;), получаем
О<и (XS + I'зеs) - и (ХЭ)<1'. (их (XS), ( 5). (7.9)
Таким образом, из того, что XS + I'5es~ хЭ, следует
(их (х5), 8<) :;;.. О. Докажем, что из (их (XS), eS)"'> О следует,
что XS + 1'.9' t xS • Предположим противное: (их (XS), ( 5) > О
И ХS+I'зes~хs. Из (7.6), (7.7) следует, что ХS-I'зеs~хs.
,..,
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Заменяя в соотношении (7.9) О' на - Os, имеем: (их (XS) , OS)<
< О. Полученное противоречие и доказывает лемму, пос­
кольку Р (В) = О.
Основную роль в обосновании сходимости алгоритма
(7.4) - (7.7) к наиболее предпочтительному плану играет
Теорема 7.1
и (XS )
М fJ,s/ хО , ••• , xs) = а х, (7. 1О)
11 их (r S ) 11
где MCS'/xO, ... , XS) - математическое ожидание вектора
~' при условии, что реализовалась случайная последователь­
ность хО , .•• ,XS ; их (х) - градиент функции u (х); а - по­
ложительная константа.
Убедимся, что формула (7.10) корректна. Заметим преж­
де всего, что для произвального индекса полезности и (х),
индуцированного отношением предпочтения ?-, величина
u (Х) '"
\\ u х (х) 11 постоянна. Помимо этого, для корректности (7.1 О)
хнеобходимо, чтобы 11 их (х) 11 =1= О )IЛЯ всех х Е Е". Рассмот-рим вектор х+ ye i , где ei - j-й орт, у - положительная
величина В силу монотонности и выпуклости u (х) справед­
ливо соотношение
О< и (х + yei) - и (х)< у дид(х) •
Xj
Отсюда следует, что 1\ их (х) 11 =1= О.
Приступим непосредственно к доказательству теоремы.
Обозначим через Н' событие, состоящее в том, что х'+
+ У80' t xs; через Р (Hs) - вероятность Н' при условии,
что реализовалась последовательность хО, ... , х'; через
М(О' / Hs) - условное математическое ожидание вектора О'
при условии, что реализовалась последовательность хО, •••
. . . ,х' и произошло событие Hs. Тогда
где HS - событие, противоположное Hs.
Событие Hs можно переПllсать с помощью индекса по­
лезности:
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(7.11 )
Отсюда и из леммы 7.2 получаем
n




М (8Z/H S) = ~ n XhdXl'" dxn •
(ux(xs).x)o.O
lixll'~l
где v - объем сферы l' Х 1/2~ 1. Нетрудно заметить. что
Р (HS) = Р (FiS) И М (Gs/ HS) = М (- 8s/ HS). Отсюда следует
n
-------м (sUXO, ... ,Х') = +~' ... I xhdx1··· dxn ·
(их(х5).х)о.О
Ilxll'~1
Б б ди (x s ) =1= оез ограничения о щности можно считать, что -д-- .
Х1Сделаем замену переменных в интеграле (7.11): х = Ау,
где в матрице А по столбцам записаны координаты орто­
нормированного базиса, в котором первым вектором явля-
11 (xs)
€тся вектор х • Таксй базис можно действительно
11 их (xs)l1
получить, ортонормиру Я методом Грамма - Шмидта систе­
му линейно-независимых векторов (их (х"), е2 , •••• еn). По­
скольку А ~ матрица ортогонального преобразования, то
11 Ау 112 = ,1 у 112, Отсюда формула (7.11) после указанной
замены переменных примет вид
n
n ~
= I ,~I ~ G"j I... I x;elx1 • .• dxn•
1=1 Х , )о.О
1/XI12~1
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(7.13)
Нетрудно заметить, что интеграл
n
..----,J... 5xjdx1 ••• dxn ,
%1 ;;'0
11%/1''';1
отличен от нуля, только при j = 1. Таким образом,




сх = I ... I x1dx1 ••• dxn •
;0:.:;;'0
11%11''';1
Используя определение матрицы А, (7.12) переписывается
следующим образом:
М (Е'/>;О ••• х') =::lil их (х')
- " u 11 U (хS) 11
х
Поскольку сх> О, то для доказательства теоремЬ! доста­
точно показать, что \А I = 1. Предположим противное:
IА I = - 1. Непосредственно по определению ~., имеем
и (х' + уз~В)> И (хS) (mod Р),
или, используя лемму 7.2,
(их (х'), ~S)> О (mod Р).
Подействуем оператором М (./>;0, .•. , x~) на последнее не­
равенство и применим формулу (7.13). С учетом того, что
IAI = -1, имеем
( а, 5 ) а 11 их (х S) 11- 5 их (х ), их (х) = - > О.
v 11 Uх (х ) 11 v
Полученное противоречие докаЗbIвает, что IА I = 1, а сле­
довательно, и всю теорему.
Доказательство сходимости метода (7.4) - (7.7) ана­
логично доказательству сходимости метода проекций сто-
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хастических квазиградиентов (см. Ю. М. Ермольев [2],
стр. 99, теорема 4). в указанной теореме свойство суб-
л
градиента Fх (X S ) llспользовалось внеравенстве
(Fх (х\ х* - х')< О. (7.14)
Очевидно, что это неравенство выполняется и для нормиро­
ванного субградиента вида (7.1 О).
При доказательстве сходимости к оптимальному реше­
нию применяется неравенство
О> F (х*) - F (XS1 ) > (РХ (х''), х* - /1). (7.15)
При этом предварительно, без использования свойства суб­
градиента, доказывается, что
- "/ 51(рх(х ), х* -х )-+0 при t-+oo.
Поэтому и для нормированного градиента произвольной
функции u (х) должно выполняться соотношение
( и (X SI) SI)х 5 ' х* - х -+ О при t -+ 00.
11 и (х 1) 11
х
Отсюда, для произвольной функции ~ (х) из множества
функций, индуцированных отношением '::' выполняется со­
отношение
51 51(их(х ),х*-х )-+0 при t-+oo.
Поскольку произвольная функция u (х) выпукла, то для
нее выполняется соотношение (7.15), где вместо F стоит и.
И, наконец, для произвольной функции и:
u (x s/) -+ U (х*) при t -+ 00.
3. Формальный алгоритм - модель реального диалога
субъекта планирования с ЭВМ. МОЩНЫМ инструментом ис­
пользования сильных сторон интеллекта человека при ре·
шении экономико-математических задач является оптими,
зация в режиме диалога специалиста и ЭВМ. Диалоговые ме·
тоды в последнее время привлекают все большее внимание
экономистов-математиков. Среди работ этого направления
следует отметить монографию В. М. Глушкова [2], где пред-
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ложен диалоговый метод последовательной оптимизаuии, в
котором множество допустимых планов может изменяться в
результате предложений экономистов и технологов по усо­
вершенствованию существующих производствеЮIЫХ про­
ueCCOB.
Метод нахождения наиболее предпочтительного плана,
изложенный выше, с практичеСl\ОЙ точки зрения представ­
ляет интерес, поскольку позволяет использовать в диало­
говом режиме непосредственно р е а л ь н ы е предпочтения
субъекта планирования. Решение задачи (7.3) с помощью
метода (7.4) - (7.5) в режиме диалога происходит следую­
щим образом. Пусть имеется некоторое приближение х' к
наиболее предпочтительному плану. ЭВМ моделирует неза·
висимое наблюдение 8S над вектором 8 и высвечивает на эк­
ран дисплея два вектора: х' + )'s08S и xS • Субъект плани­
рования посылает с пульта дисплея информаuию в ЭВМ
о том, считает ли он план х' + I'808S не хуже плана xS •
Если это так, то найденное значение 1'8 = 1'80' В против­
ном случае субъект планирования отвечает на вопрос: xs__
-- I's08' t XS? Если ответ утвердительный. то I', = 1',0' в
противном случае 1'8 полагается равным al'so' Продолжая
диалог аналогичным образом, можно за конечное число
шагов найти 1'8' После вычисления I's субъект планирова­
ния отвечает на вопрос: X S + l'88' ~ x S? В зависимости от
ответа, ЭВМ вычисляет приближе~е xs+1 к наиболее пред­
почтительному плану по формулам (7.5) и (7.4). Если от­
ношение предпочтения субъекта планирования удовлетво­
ряет требованиям, предъявляемым к нему при доказатель­
стве сходимости {x S}'=O,l, ... К х*, то за достаточно большое
количество шагов XS будет как угодно мало отличаться
от х*.
Подчеркнем три важные особенности и преимущества
диалогового стохастического метода нахождения наиболее
предпочтительного плана. Во-первых, в методе предъявля­
ются минимальные требования к субъекту планирования
т. е. к лиuу, ведущему диалог с ЭВМ с помощью дисплея.
Это лиuо не обязательно должно при диалоге выявлять свов
творческие способности; главная его задача - передавать
через дисплей информаuию в ЭВМ о своей системе взгля­
дов на предпочтительность того или иного плана. Во·
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вторых, количество информации, которое передает субъект
планирования в ЭВМ, при каждом запросе с ее стороны
минимально - один бит; лицо, ведущее диалог, должно
сказать ЭВМ «да» или «нет», нажав при этом одну из двух
кнопок. В-третьих, и по-видимому это главное преиму­
щество, у реального диалога имеется теоретическая модель,
которая записывается с помощью соотношений (7.4)-
(7.7), и исходя из свойств этой модели, можно говорить
о сходимости к наиболее предпочтительному плану, есте·
ственно, при условии выполнения предпосылок об от­
ношении предпочтения.
4. Некоторые вопросы практической реализации сто­
хастического диалогового метода. Одним из наиболее
ответственных моментов при организации реального диало­
га, формальную модель которого мы уже исследовали,
является выбор лица, которое было бы в состоянии вы­
ражать волю субъекта планирования, В идеальном случае
лицо, ведущее диалог, должно быть ответственно за реше­
ния по управлению объекта плаНИРQвания, т. е. Я1ЗЛ'ЯJ}lJСЪ
бы руководнтелем данной производственно-экономической
системы. По-видимому, внедалекой перспективе при
широком внедрении вычислительной техники в практику
выработки управленческих решений, при возрастании
доверия к ней со стороны управленческих кадров, это
действительно окажется возможным. Однако в настоящее
время во многих случаях привлечение руководящих кадров,
особенно высших рангов, к непосредственному «разговору»
С ЭВМ представляется весьма затруднительным. На наш
взгляд, на первых норах в качестве «собеседника» с ЭВМ мо­
жет выступать либо высококвалифицированный специалист,
ясно представляющий себе, что такое «хорошо» или «плохо»
для моделируемой экономической системы, или, в некото­
рых случаях, сам разработчик модели, который заинтере­
сован во внедрении результатов решения по модели, и
который представляет, какие требования!{ плану предъ­
являет заказчик. Проблема выбора и ПрИВJlечеНIIЯ экспер­
та, ведущего диалог с ЭВМ, не проста, однако, на наш
взгляд, в большинстве случаев она может быть решена.
Большое значение для успешной организации диалога
имеет вопрос о форме иредстаВJlt'НИЯ IIнформащIИ, о двух
вариантах плана, из которых субъекту планирования
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необходимо выбрать более предпочтительный. Поскольку
реальныезадачи имеют, как правило, большуюразмерность,
то на первый взгляд возникает вполне законное сомнение в
том, сможет ли субъект планирования«переварить» инфор­
мацию о двух вариантах плана и решить, какая из них
лучше. Однако оказывается, что подвектор показателей
плана, имеющих прямую полезность для субъекта планиро­
вания, имеет размерность гораздо меньшую, чем весь
вектор плана. Например, общество в целом в конечном
итоге заинтересовано лишь в соответствующих темпах
и структуре фонда потребления, показатели же фонда
накопления, валового продукта, капиталовложений и др.
сами по себе являются лишь средством для получения
наиболее предпочтительногофонда потребления по величи­
не, структуре и динамике. Поэтому при решении оптими·
зационных задач на макроуровне субъекту планирования
достаточно иметь непосредственный контакт лишь с век·
тором продукции, идущей на потребление.
В отдельных случаях план характеризуется2-4 по­
казателями. Например, по мнению О. М. Онищенко ка­
чество плана сельскохозяйственных предприятий доста­
точно полно характеризуетсяпоказателями объема товарной
продукции и прибыли. Иногда к этим показателям добав­
ляются еще два-три.
Учитывая сделанное замечание, можно существенно
рационализировать алгоритм стохастического диалогового
метода, разделив переменные на две части: те, которые
имеют прямую полезность и те, которые таковой не имеют.
Обозначим вектор, содержащий компоненты переменных,
относящихся к первой части, через у; подвектор перемен·
ных, относящихся ко второй части,- через х. Тогда зада­
ча выбора наиболее предпочтительного плана может быть
конкретизированаследующим образом:
y_pref, (x,y)ED.
Общий алгоритм применительно к задаче (7.16)
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sS = { е', если у' + 'r'Se~t у',
- (Э', в противном ('лучае,
2з7
(7.18)
е' - независимое наблюдение в s-й итерации над случай­
ным вектором (размерность которого совпадает с размер­
ностью вектора у), равномерно распределенным на шаре
\\yll<.l. в алгоритме (7.17), (7.18) У. и Р. определяются
как и в общем алгоритме.
Рассмотрим вектор (~s)' где О - нулевой вектор, раз­
мерность которого совпадает с размерностью вектора х.
Убедимся, что
((
6 \ s) u У (X S, yS)М s )/хО, ••• ,х = а I х S S '
; I uхУ (х ,у )11
(7.19)
где u (х,у)- индекс полезности, индуцированный отноше­
нием предпочтения, заданным на векторах плана. Посколь­
ку прямой полезностью обладают лишь показатели плана,
относящиеся к вектору у, т. е. увеличение произвольной
компоненты вектора приводит к более предпочтительному
плану, а изменение вектора х не приводит к изменению
предпочтительности, то нетрудно сообразить, что
u (х, у) = u (у)
Отсюда следует справедливость (7.19) и сходимость ме­
тода (7.17), (7.18) к наиболее предпочтительному плану.
По сравнению с общим алгоритмом метода (7.17), ме­
тод (7.18) имеет двойное преимущество: уменьшает раз­
мерность случайного вектора, который необходимо моде­
лировать на каждой итерации, и уменьшает размерность
вектора, который оценивает субъект планирования.
В условиях большой размерности иногда проектировать
на множество D на каждой итерации не представляется
возможным. Если, например, D описывается системой ли­
нейных уравнений и неравенств, то на каждой итерации
для методов (7.4) -(7.7) и (7.17), (7.18) необходимо ре­
шать_задачу квадратичного программирования. Базируясь
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на основной теореме этой главы и на стохастическом
методе линеаризации, разработанном А. М. ГУllалом и
Л. Г. Баженовым [1], можно предложить метод решения
задачи
х -+ pref, х Е D,
в котором операция проектирования заменена решением
задачи линейного программирования.
Рассмотрим случайные итерационные последователь­
ности, задаваемые формулаl\Ш
х5+! = х5 + Р. (х5 _ х5),
(7.20)











х5 - решение задачи
(2', х) -+ шах, х Е D,
С - большое число; р" 58 - шаговые множители; 1;5 - век­
тор, вычисляемый по формулам (7.5) - (7.7).
Анализ теоремы о сходимости метода стохастической
линеаризации показывает, что если вместо вектора сто­
хастического градиента, фигурирующего в методе, под­
ставить вектор 1;5, вычисленный по формулам (7.5)-(7.7),
то последовательность{XS} с вероятностью 1 также будет
сходиться к решению задачи x-+pref, х Е D. При этом долж­
но выполняться условие Липшица для индекса полезнос­
ти, индуцированного отношением ~ и, кроме того,
.....
для некоторых чисел л,
00
Р8 - л,55< ~ Р., ~ л5!\ < 00,
5=0
! Р5 = 00.
5=0
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Таким образом, в методе (7.20) на каждой итерации не·
обходи1vlО решать задачу линейного программирования,
что гораздо менее трудоемко, чем решение задачи квад­
ратичного программирования.
Существенным достоинством метода (7.20) является то,
что от итерации 1< итерации в задаче
(z', х) -+ шах, xED, (7.21 )
меняется лишь целевая функция, причем с ростом s все
меньше, поскольку бs -+ 00 при s -+ 00. Поэтому для
решения задачи (7.21) на s + 1-й итерации целесообразно
использовать симплекс-таблицу задачи (7.21) на s-й итера·
ции.
Важным свойством метода (7.20), (7.201) является и
то, что в случае невыпуклости отношения предпочтения,
можно тем не менее гарантировать сходимость метода к
локальному наиболее предпочтительному плану, т. е. к
плану х*, для которого существует окрестность U (х*, е)
такая, что
х* 1:.х для х Е u (х*, е) nD.
Это следует из сходимости к локальному минимуму сто­
хастического метода линеаризации, доказанной в моно­
графии Ю. М. Ермольева [2].
Метод (7.20) для решения задачи х -+ pref, х Е D можно
также рационально конкретизировать для решения за­
дачи
у -+ pref, (х, у) Е D,
как и метод (7.4)--(7.5).
§ 3. Применения диалогового стохастического метода
В настоящем параграфе рассматриваются некоторые
приложения стохастического диалогового метода. Фор­
мулировка некоторых экономических проблем в виде
задачи нахождения наиболее предпочтительного плана
представляется весьма естественной и позволяет на·
метить конструктивные подходы к их решению.
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1. Проблема оптимального соотношения между на­
коплением и потреблением. Одной из наиболее трудных
проблем экономической теории является проблема оп­
тимального соотношения между накоплением и потребле­
нием. Поскольку накопление не есть самоuель, а лишь
средство к расширению производства и повышения уровня
потребления в будущем, то эта проблема сводится к со­
измерению полезности настоящих и будущих благ. Чтобы
глубже разобраться в существе проблемы, попытаемся ее
сформулировать в наиболее «чистом}} виде, отвлекаясь
от второстепенных деталей, которые могут быть в даль­
нейшем учтены, при условии прогресса в изучении пробле­
мы в «чистом}} виде.
Будем рассматривать экономику в наиболее агреги­
рованном виде, т. е. будем оперировать наиболее общими
характеристиками народного хозяйства - валовой про­
дукт, фонды накопления и потребления,- не подраз­
деляя эти показатели по отраслям. Введем обозначения:
х (Т) - валовой продукт в году Т, у (Т) - фонд потребле­
ния в году Т, а - материалоемкость валового продукта,
Ь - приростная капиталоемкость валового продукта. Пред­
положив, что материалоемкость и приростная капита­
лоемкость не зависит от величины валового продукта,
можно записать
х (Т) = ах (Т) + Ь (х (Т+ 1) - х ("r)) + у (Т) (Т = О, Т). (7.22)
Соотношения (7.22) является упрощенным вариантом (в
смысле предельного агрегирования) известной динамичес­
кой межотраслевой модели Леонтьева. К уравнениям (7.22)
необходимо добавить дополнительные ограничения на на­
чальный уровень валового продукта и на неотриuатель­
ность переменных
х (О) = ха, х (Т) > О, (Т = О, Т + 1),
(7.23)
у (Т) >: О (Т = О, Т).
Попытаемся сформулировать задачу оптималь-
ного соотношения между накоплением и потреблением
в виде оптимизаuионной задачи. В связи с этим возникает
вопрос о выборе критерия оптимальности для этой зада­
чи. Существует точка зрения, что основному закону со-
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циализма хорошо соответствует критерий маКСlIмизации
интегрального (суммарного) фонда потребления за ряд
лет, т. е. в наиболее простом виде критерий имеет вид
т




При постановке задачи оптимизаШiИ соотношения на­
копления и потребления в виде (7.22)-(7.24) возникает
проблема обоснованного выбора величины планового го·
ризонта, что может привести к бесконечномерной задаче
математического программирования и в лучшем случае
даст возможность лишь теоретического изучения модели.
Получение же численного результата о траекториях х (Т)
и у (Т) становится в этом случае весьма проблематичным.
К сожалению, модель (7.22)-(7.24) обладает свой­
ством релейности, котороеделает ее малопригоднойдля обос­
нования темпов и пропорцийвалового продукта, фондов по­
требления и накопления. Понятно, что релейнаядина~liIка
фонда потребления, несмотря на то, что она соответствует
формальному оптимуму, неприемлема.
Не меняет положения и введение в модель дополни­
тельных ограничений на минимальный уровень потребле­
ния в каждом году:
у (Т)> ((Т),
поскольку, во-первых, остается открытым вопрос о вы­
боре величин с (Т); во-вторых, сохраняется релейность
управления у (т).
Релейность управлений не устраняется введением в
целевую функцию коэффициентов дисконтирования
а (Т) (а(т + 1) < а (Т)), которые придают больший вес
потреблению в более близкие моменты времени. Целевая
функция в этом случае имеет вид
т
.I а (Т) у (Т) ---+ mах.
t=O
Релейность управлений также сохраняется, если в
целевую функцию ввести значения х (Т) и у (Т) при не-
16 ю. М. Ермольев. А. И. ЯстремскиА
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которых 't > Т, которые приближенно учитывают раз­
витие экономики в забалансовый период.
Релейность оптимальных траекторий развития эко­
номики в линейных моделях имеет глубокие корни. для
линейных задач общего BllДa теории Оптимального управ­
ления (как для дискретного, так и для непрерывного вре­
мени) доказано, что оптимальное у правление имеет ре­
лейный характер.
Содержательная же причина непригодности подобных
моделей для обоснования темпов и пропорuий обществен­
ного производства, на наш взгляд, состоит внеадекватном
отображении интересов плановых органов с помощью
критериев вида (7.24), (7.25).
Среди множества подходов к указанной проблеме мож­
но выделить два основных, к которым при мыкают, в боль­
шей или меньшей степени, остальные.
Первый подход состоит в искусственном сужени и об­
ласти выбора траекторий, причем в суженном множестве
решений находятся лишь некоторые «разумные» траекто­
рии. Например, К. А. Багриновским предложен интерес­
ный подход, который заключается в том, что управление
n динамической межотраслевой модели с непрерывным
временем выбирается из множества гладких функuиЙ.
К сожалению, этот подход неприменим к моделям с ди·
скретным временем, поскольку в этом случае не имеет смыс­
ла говорить о дифференuиальных свойствах управления.
Это во-первых. Во-вторых, требование гладкости может су­
щественно сузить область допустимых решений. Весьма воз­
можно, что наличие небольшого скачка в траектории может
привести к существенному увеличению интегрального фон­
да потребления, а поэтому такую траекторию снебольшим
дефектом в смысле скачкообразности можно считать более
предпочтительной.
Второй подход основан на вариантных расчетах мо­
делей и на неформальном выборе из просчитанных ва­
риантов наиболее предпочтительного с точки зрения ис­
следователя. Сильной стороной этого подхода является
непосредственное IIСПО.1ьзование предпочтения, которое
сформировалось у субъекта планирования. Слабая сторона
подхода состоит в том, что обозревается лишь небольшое
число вариантов, причем формирование этих вариантов
происходит на субъективной основе, а поэтому нет гаран-
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тии, что не будет упущен вариант, который является наи­
более предпочтительным.
Нам представляется, что для решения проблемы оп­
тимального соотношения накопления и потребления uеле­
сообразно применять диалоговые методы. Поскольку очень
трудно найти форму и параметры критерия, являющегося
адекватной моделью интересов субъекта планирования,
связанных с динамикой основных народнохозяйственных
пропорuий, а простые критерии приводят к парадоксаль­
ным результатам, то необходимо в данном случае отка­
заться от использования традиuионных оптимизаuионных
моделей и перейти к моделям, в которых непосредственно
используются субъективные предпочтения плановика (но
порожденные объективными условиями), т. е. задачу
оптимизаuии экономической системы в динамике рас­
сматривать как задачу выбора наиболее предпочтительного
плана. Ilреимущества такого подхода состоит в сле­
~ующем: во-первых, непосредственно используются пред­
почтения субъекта планирования, во-вторых, при вы­
полнении некоторых предпосылок можно ставить вопрос
о выборе наиболее предпочтительного плана, для чего
можно использовать методы, предложенные в начале
настоящей главы.
Например, простейшую задачу оптимизаuии соотно­
шения накопления и потребления можно предстаl3ИТЬ
в виде
(у (О), У (1), ... ,у(Т), х (Т+ 1)) -+ pref, (7.26)
х (t) = ах ('t) + Ь (х (Т + 1) - х (Т)) + У (Т) (Т = О, Т),
х (О) = ха, (7.27)
х(т»О (T=I,T+I), у(т»О (т=О,Т)
Компонента Х (Т + 1) показывает возможности эконо­
мики в забалансовом периоде и является приближенной
оuенкой потребления после года Т.
ДЛЯ решения задачи (7.26), (7.27) uелесообразно поль­
зоваться модификаuией (7.17), (7.18) общего алгоритма
проекuий стохастического квазиградиента или аналогич­
ной модификаuией метода стохастической линеаризаuии.
При проектировании на множество, высекаемое ог·
lб*
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раничеНt1ЯМИ (7.27), в методе (7.17), (7.18) или при ре­
шении задачи (z', х) -+ шах, х Е D в методе (7.20), (7.201)
имеет смысл пользоваться экономными алгоритмами ре­
шения задач с ограничениями в виде конечно-разностных
уравнений.
2. Многомерные динамические задачи. Сказанное в
предыдущем пункте об одномерной динамической модели
во многом справедливо и для многомерных (многопро­
дуктовых) динамических оптимизационных моделей. Рез­
кие годовые изменения объемов производства, потребле­
ния, накопления делают неприемлемым для практиче­
ского применения обычные динамические оптимизационные
модели. Поэтому и в многопродуктовом случае целе·
сообразна постановка модели в виде задачи нахождения
наиболее предпочтительного плана. Простейшим примерам
динамической многопродуктовой модели выбора наибо­
лее предпочтительного плана является задача:
(у(О),у(1), ... ,у(Т), х(Т+ 1)) -+ pref,
Х,У
х ('t) = Ах ('t) + в (х (. + 1) - х ('t)) + У ('t) (. = О, Т),
х (О) = xfJ,
х ('t) > О (. = 1, Т+ 1), у ('t) >- О (. = О, Т),
где у ('t) - вектор потребляемых продуктов в году '{;
х ('t) - вектор валовых выпусков в году '{; А - матри­
ца прямых затрат; В - матрица приростной капиталоем­
кости (матрицы А и В могут зависеть от '{).
Так же как и в однопродуктовой модели, вектор
х (Т + 1) служит для приближенного описания возмож­
ных траекторий в забалансовом периоде.
3. Проблема соизмерения потребительских полезностеЙ.
Актуальной проблемой современной экономико-матема­
тической науки является проблема соизмерения потре­
бительских стоимостей. При соизмерении потребительских
стоимостей, на наш взгляд, гораздо проще оперировать
отношением предпочтения, заданным на множестве век­
торов потребляемых продуктов, чем кардинально изме­
рять полезность потребляемой продукции. Задача выбора
наиболее предпочтительного вектора фонда потребления
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х = Ах + у+ q, Rx < г, х, У>' о.
(7.28)
При условии, что множество потребителей однородно,
в качестве отношения предпочтения, в смысле которого по­
нимается задача (7.28), можно было бы выбрать отноше­
ние предпочтения произвольного потребителя. В этом
случае задача нахождения наиболее предпочтительной
структуры потребления была бы довольно естественной
и легко интерпретируемой, поскольку выбор тех или иных
потребительских товаров в определенных количествах
индивидуальный потребитель осуществляет не в связи
с максимизацией некоторой функции, а потому, что по­
требитель обладает некоторой системой предпочтений, ко­
торые сформировались под влиянием моды, природно-ге­
ографической среды и др. Безусловно, потребителю легче
сообщить (а плановым органам легче получить) информа­
цию о своей системе предпочтений, причем в той форме,
которая необходима для проведения диалога по методам
настоящей главы, чем описывать эту систему в виде явно
заданной функции.
К сожалению, возникают трудности, связанные с
большой разнородностью потребителей. В связи с этим
возникает проблема агрегирования отношений предпо­
чтений, выбора наиболее типичных, «средних» потребите­
лей с нормальными интересами. Несмотря на эти трудно­
сти, представляет интерес хотя бы простейший экспери·
мент по реализации модели (7.28) в диалоге.
С целью изучения поведения индивидуальных потре·
бителей, экспериментальной проверки стохастических ди­
алоговых методов представляет интерес решение задачи
x-+pref, (р,х)<М, х>О,
где х - вектор потребительских товаров, Р - вектор цен
на эти товары, М - наличный запас денег у потребителя.
Смысл задачи состоит в выборе наиболее предпочтитель­
ного плана покупок, удовлетворяющего бюджетному ог·
раничению.
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4. Задача о диете. Широкую известность в свое время
получила так называемая задача о диете. Известность
задачи о диете обусловлена скорее не большой практической
пользой, которая была получена от ее внедрения, хотя
в дальнейшем было и это, а теми парадоксальными и весь­
ма поучительными результатами, которые получаЛl\СЬ при
решении этой задачи.
Простейший вариант постановки задачи о диете таков:
заданы потребности человеческого организма в пита­
тельных веществах (белки, жиры, углеводы, витамины
11 т. д.), задано содержание этих веществ в различных
продуктах и заданы цены на эти продукты. Необходимо
определить такое «меню», чтобы потребность в вещест­
вах полностью удовлеТВОРНJlась, а суммарная стоимость
продуктов была бы минимальна. Математическая запись






(i = 1, т),
(j=I,n),
(7.29)
где pj - цена на j-й продукт; аи - удельное содержа­
ние i-ro вещества в j-M продукте; Ь; - потребность в i-M
продукте.
Существенным недостатком модели (7.29) является то,
что в ней не учитываются вкусовые качества продуктов,
что, кстати, l1СПОЛЬЗУЯ традиционный аппарат матема­
тического программирования, очень трудно сделать, а
поэтому оптимальный набор продуктов может быть веСьма
«неаппетитным» И следовате.пьно, неприменимым, не­
смотря на свою экономичность. Это неоднократно подтвер­
ждалось экспериментальными расчета;ми. Указанный не·
достаток можно устранить, введя в модель дополнитель­
ное ограничение
Xi- г, (7.30)
где г - некоторый набор IlРОДУКТОВ; а t ~ означает,
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что набор а по своим вкусовым качествам не уступает
набору ~.
Смысл задачи (7.29), (7.30) заключается в выборе наи­
более экономного рациона питания, который был бы полно­
ценным по содержанию питательных веществ и по вкусо­
вым качествам. В качестве набора z может быть выбран
традиЦlЮННО СЛОЖИВШИЙСЯ набор продуктов.
Можно также рассматривать СJlедующую задачу:
x_pref,
n! Q;;Xj >- Ь;
;=]
(i = 1, т), (7.3] )
n
~ PjXj < М, х, ~ О
j=!
(j = 1,n).
Имеет смысл также постановка моделей, являющихся
симбиозом задач о диете и 1\1ежотраСJlевых моделей.
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