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Abstract—A novel functional estimator for Re´nyi’s α-entropy
and its multivariate extension was recently proposed in terms of
of the normalized eigenspectrum of a Hermitian matrix of the
projected data in a reproducing kernel Hilbert space (RKHS).
However, the utility and possible applications of these new estima-
tors are rather new and mostly unknown to practitioners. In this
brief, we first show that our estimators enable straightforward
measurement of information flow in realistic convolutional neural
networks (CNNs) without any approximation. Then, we introduce
the partial information decomposition (PID) framework and
develop three quantities to analyze the synergy and redundancy
in convolutional layer representations. Our results validate two
fundamental data processing inequalities and reveal some fun-
damental properties concerning CNN training.
Index Terms—Convolutional Neural Networks, Data Process-
ing Inequality, Multivariate Matrix-based Re´nyi’s α-entropy,
Partial Information Decomposition.
I. INTRODUCTION
There has been a growing interest in understanding deep
neural networks (DNNs) mapping and training using infor-
mation theory [1], [2], [3]. According to Schwartz-Ziv and
Tishby [4], a DNN should be analyzed by measuring the infor-
mation quantities that each layer’s representation T preserves
about the input signal X with respect to the desired signal Y
(i.e., I(X;T ) with respect to I(T ;Y ), where I denotes mutual
information), which has been called the Information Plane
(IP). Moreover, they also empirically show that the common
stochastic gradient descent (SGD) optimization undergoes two
separate phases in the IP: an early “fitting” phase, in which
both I(X;T ) and I(T ;Y ) increase rapidly along with the
iterations, and a later “compression” phase, in which there is a
reversal such that I(X;T ) and I(T ;Y ) continually decrease.
However, the observations so far have been constrained to a
simple multilayer perceptron (MLP) on toy data, which were
later questioned by some counter-examples in [5].
In our most recent work [6], we use a novel matrix-based
Re´nyi’s α-entropy functional estimator [7] to analyze the in-
formation flow in stacked autoencoders (SAEs). We observed
that the existence of a “compression” phase associated with
I(X;T ) and I(T ;Y ) in the IP is predicated to the proper
dimension of the bottleneck layer size S of SAEs: if S is larger
than the intrinsic dimensionality d [8] of training data, the
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mutual information values start to increase up to a point and
then go back approaching the bisector of the IP; if S is smaller
than d, the mutual information values increase consistently up
to a point, and never go back.
Despite the great potential of earlier works [4], [5], [6],
there are several open questions when it comes to the applica-
tions of information theoretic concepts to convolutional neural
networks (CNNs). These include but are not limited to:
1) The accurate and tractable estimation of information
quantities in CNNs. Specifically, in the convolutional layer,
the input signal X is represented by multiple feature maps,
as opposed to a single vector in the fully connected layers.
Therefore, the quantity we really need to measure is the mul-
tivariate mutual information (MMI) between a single variable
(e.g., X) and a group of variables (e.g., different feature
maps). Unfortunately, the reliable estimation of MMI is widely
acknowledged as an intractable or infeasible task in machine
learning and information theory communities [9], especially
when each variable is in a high-dimensional space.
2) A systematic framework to analyze CNN layer repre-
sentations. By interpreting a feedforward DNN as a Markov
chain, the existence of data processing inequality (DPI) is a
general consensus [4], [6]. However, it is necessary to identify
more inner properties on CNN layer representations using a
principled framework, beyond DPI.
In this brief, we answer these two questions and make the
following contributions:
1) By defining a multivariate extension of the matrix-
based Re´nyi’s α-entropy functional [10], we show that the
information flow, especially the MMI, in CNNs can be mea-
sured without knowledge of the probability density function
(PDF).
2) By capitalizing on the partial information decomposi-
tion (PID) framework [11] and on our sample based estimator
for MMI, we develop three quantities that bypass the need to
estimate the synergy and redundancy amongst different feature
maps in convolutional layers. Our result sheds light on the
determination of network depth (number of layers) and width
(size of each layer). It also gives insights on network pruning.
II. INFORMATION QUANTITY ESTIMATION IN CNNS
In this section we give a brief introduction to the recently
proposed matrix-based Re´nyi’s α-entropy functional estima-
tor [7] and its multivariate extension [10]. Benefiting from the
novel definition, we present a simple method to measure MMI
between any pairwise layer representations in CNNs.
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2A. Matrix-based Re´nyi’s α-entropy functional and its multi-
variate extension
In information theory, a natural extension of the well-known
Shannon’s entropy is Re´nyi’s α-order entropy [12]. For a
random variable X with probability density function (PDF)
f(x) in a finite set X , the α-entropy Hα(X) is defined as:
Hα(f) =
1
1− α log
∫
X
fα(x)dx. (1)
Re´nyi’s entropy functional evidences a long track record
of usefulness in machine learning and its applications [13].
Unfortunately, the accurate PDF estimation impedes its more
widespread adoption in data driven science. To solve this
problem, [7], [10] suggest similar quantities that resembles
quantum Re´nyi’s entropy [14] in terms of the normalized
eigenspectrum of the Hermitian matrix of the projected data
in RKHS. The new estimators avoid evaluating the underlying
probability distributions, and estimate information quantities
directly from data. For brevity, we directly give the following
definitions. The theoretical foundations for Definition 1 and
Definition 2 are proved respectively in [7] and [10].
Definition 1: Let κ : X × X 7→ R be a real valued
positive definite kernel that is also infinitely divisible [15].
Given X = {x1, x2, ..., xn} and the Gram matrix K obtained
from evaluating a positive definite kernel κ on all pairs of
exemplars, that is (K)ij = κ(xi, xj), a matrix-based analogue
to Re´nyi’s α-entropy for a normalized positive definite (NPD)
matrix A of size n× n, such that tr(A) = 1, can be given by
the following functional:
Sα(A) =
1
1− α log2 (tr(A
α)) =
1
1− α log2
[ n∑
i=1
λi(A)
α
]
,
(2)
where Aij = 1n
Kij√
KiiKjj
and λi(A) denotes the i-th eigenvalue
of A.
Definition 2: Given a collection of n samples {si =
(xi1, x
i
2, · · · , xiC)}ni=1, where the superscript i denotes the
sample index, each sample contains C (C ≥ 2) measurements
x1 ∈ X1, x2 ∈ X2, · · · , xC ∈ XC obtained from the same
realization, and the positive definite kernels κ1 : X1×X1 7→ R,
κ2 : X2 ×X2 7→ R, · · · , κC : XC ×XC 7→ R, a matrix-based
analogue to Re´nyi’s α-order joint-entropy among C variables
can be defined as:
Sα(A1, A2, · · · , AC) = Sα
(
A1 ◦A2 ◦ · · · ◦AC
tr(A1 ◦A2 ◦ · · · ◦AC)
)
, (3)
where (A1)ij = κ1(xi1, x
j
1), (A2)ij = κ2(x
i
2, x
j
2), · · · ,
(AC)ij = κk(x
i
C , x
j
C), and ◦ denotes the Hadamard product.
The following corollary (see proof in [10]) serve as a
foundation for our Definition 2. Specifically, the first inequality
indicates that the joint entropy of a set of variables is greater
than or equal to the maximum of all of the individual entropies
of the variables in the set, whereas the second inequality
suggests that the joint entropy of a set of variable is less than
or equal to the sum of the individual entropies of the variables
in the set.
Corollary 1: Let A1, A2, · · · , AC be C n × n positive
definite matrices with trace 1 and nonnegative entries, and
(A1)ii = (A2)ii = · · · = (AC)ii = 1n , for i = 1, 2, · · · , n.
Then the following two inequalities hold:
Sα
(
A1 ◦A2 ◦ · · · ◦AC
tr(A1 ◦A2 ◦ · · · ◦AC)
)
≥ max[Sα(A1),Sα(A2), · · · ,Sα(AC)].
(4)
Sα
(
A1 ◦A2 ◦ · · · ◦AC
tr(A1 ◦A2 ◦ · · · ◦AC)
)
≤ Sα(A1)+Sα(A2)+· · ·+Sα(AC),
(5)
B. Multivariate mutual information estimation in CNNs
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Fig. 1. Venn diagram of
I(X; {T 1, T 2, · · · , TC}).
Suppose there are C fil-
ters in the convolutional
layer, then an input image
is therefore represented by
C different feature maps.
Each feature map charac-
terizes a specific property
of the input. This suggests
that the amount of informa-
tion that the convolutional
layer gained from input X
is preserved in C informa-
tion sources T 1, T 2, · · · ,
TC . The Venn Diagram for X and T 1, · · · , TC is demon-
strated in Fig. 1. Specifically, the red circle represents the
information contained in X , each blue circle represents the
information contained in each feature map. The amount
of information in X that is gained from C feature maps
(i.e., I(X; {T 1, T 2, · · · , TC})) is exactly the shaded area. By
applying the inclusion-exclusion principle [16], this shaded
area can be computed by summing up the area of the red
circle (i.e., H(X)) with the area occupied by all blue circles
(i.e., H(T 1, T 2, · · · , TC)), and then subtracting the total joint
area occupied by the red circle and all blue circles (i.e.,
H(X,T 1, T 2, · · · , TC)). Formally speaking, this indicates
that:
I(X; {T 1, T 2, · · · , TC}) = H(X) +H(T 1, T 2, · · · , TC)
−H(X,T 1, T 2, · · · , TC), (6)
where H denotes entropy for a single variable or joint entropy
for a group of variables.
Given Eqs. (2), (3) and (6), I(X; {T 1, T 2, · · · , TC}) in a
mini-batch of size n can be estimated with:
Iα(B; {A1, A2, · · · , AC}) = Sα(B)+Sα
(
A1 ◦A2 ◦ · · · ◦AC
tr(A1 ◦A2 ◦ · · · ◦AC)
)
− Sα
(
A1 ◦A2 ◦ · · · ◦AC ◦B
tr(A1 ◦A2 ◦ · · · ◦AC ◦B)
)
. (7)
Here, B, A1, · · · , AC denote Gram matrices evaluated on
the input tensor and C feature maps tensors, respectively. For
example, Ap (1 ≤ p ≤ C) is evaluated on {xip}ni=1, in which
xip refers to the feature map generated from the i-th input
sample using the p-th filter. Obviously, instead of estimating
the joint PDF on {X,T 1, T 2, · · · , TC} which is typically
unattainable, one just needs to compute (C+1) Gram matrices
using a real valued positive definite kernel that is also infinitely
divisible [15].
3III. MAIN RESULTS
This section presents three sets of experiments to empiri-
cally validate the existence of two DPIs in CNNs, using the
novel nonparametric information theoretic (IT) estimators put
forth in this work. Specifically, Section III-A validates the
existence of two DPIs in CNNs. In Section III-B, we illustrate,
via the application of the PID framework in the training
phase, some interesting observations associated with different
CNN topologies. Following this, we present implications to
the determination of network depth and width motivated by
these results. We finally point out, in Section III-C, an ad-
vanced interpretation to the information plane (IP) that deserve
more (theoretical) investigations. Four real-world data sets,
namely MNIST [17], Fashion-MNIST [18], HASYv2 [19], and
Fruits 360 [20], are selected for evaluation. The characteristics
of each data set are summarized in Table I. Note that,
compared with the benchmark MNIST and Fashion-MNIST,
HASYv2 and Fruits 360 have significantly larger number of
classes as well as higher intraclass variance. For example, in
Fruits 360, the apple class contains different varieties (e.g.,
Crimson Snow, Golden, Granny Smith), and the images are
captured with different viewpoints and varying illumination
conditions. Due to page limitations, we only demonstrate the
most representative results in the rest of this paper. Additional
experimental results are available in Appendix C.
TABLE I
THE NUMBER OF CLASSES (# CLASS), THE NUMBER OF TRAINING
SAMPLES (# TRAIN), THE NUMBER OF TESTING SAMPLES (# TEST), AND
THE SAMPLE SIZE OF SELECTED DATA SETS.
# Class # Train # Test Sample Size
MNIST [17] 10 60, 000 10, 000 28× 28
Fashion-MNIST [18] 10 60, 000 10, 000 28× 28
HASYv2 [19] 369 151, 406 16, 827 32× 32
Fruits 360 [20] 111 56, 781 19, 053 100× 100
For MNIST and Fashion-MNIST, we consider a LeNet-
5 [17] type network which consists of 2 convolutional layers, 2
pooling layers, and 2 fully connected layers. For HASYv2 and
Fruits 360, we use a smaller AlexNet [21] type network with
4 convolutional layers (but fewer filters in each layer) and 3
fully connected layers. We train the CNN with SGD with mo-
mentum 0.95 and mini-batch size 128. In MNIST and Fashion-
MNIST, we select learning rate 0.1 and 10 training epochs. In
HASYv2 and Fruits 360, we select learning rate 0.01 and 15
training epochs. Both “sigmoid” and “ReLU” activation func-
tions are tested. For the estimation of MMI, we fix α = 1.01
to approximate Shannon’s definition, and use the radial basis
function (RBF) kernel κ(xi, xj) = exp(−‖xi−xj‖
2
2σ2 ) to obtain
the Gram matrices. The kernel size σ is determined based on
the Silverman’s rule of thumb [22] σ = h×n−1/(4+d), where
n is the number of samples in the mini-batch (128 in this
work), d is the sample dimensionality and h is an empirical
value selected experimentally by taking into consideration the
data’s average marginal variance. In this paper, we select h = 5
for the input signal forward propagation chain and h = 0.1
for the error backpropagation chain.
A. Experimental Validation of Two DPIs
We expect the existence of two DPIs in any feedforward
CNNs with K hidden layers, i.e., I(X,T1) ≥ I(X,T2) ≥
· · · ≥ I(X,TK) and I(δK , δK−1) ≥ I(δK , δK−2) ≥ · · · ≥
I(δK , δ1), where T1, T2, · · · , TK are successive hidden layer
representations from the first hidden layer to the output layer
and δK , δK−1, · · · , δ1 are errors from the output layer to the
first hidden layer. This is because both X → T1 → · · · → TK
and δK → δK−1 → · · · → δ1 form a Markov chain [4], [6].
Fig. 2 shows the DPIs at the initial training stage, after 1
epoch’s training and at the final training stage, respectively.
As can be seen, DPIs hold in most of the cases. Note that,
there are a few disruptions in the error backpropagation chain,
because the curves should be monotonic according to the
theory. One possible reason is that when training converges,
the error becomes tiny such that Sliverman’s rule of thumb is
no longer a reliable choice to select scale parameter σ in our
estimator.
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Fig. 2. Two DPIs in CNNs. The first row shows the validation results, on
MNIST data set, obtained by a CNN with 6 filters in the 1st convolutional
layer (denote Conv. 1) and 12 filters in the 2nd convolutional layer (denote
Conv. 2); the second row shows the validation results, on Fashion-MNIST
data set, obtained by the same CNN architecture as in the MNIST; the third
row shows the validation results, on HASYv2 data set, obtained by a CNN
with 30 filters in Conv. 1, 60 filters in Conv. 2 and 90 filters in Conv. 3;
whereas the fourth row shows the validation results, on Fruits 360 data set,
obtained by a CNN with 16 filters in Conv. 1, 32 filters in Conv. 2, 64 filters
in Conv. 3 and 128 filters in Conv. 4. In each subfigure, the blue curves show
the MMI values between input and different layer representations, whereas
the green curves show the MMI values between errors in the output layer and
different hidden layers.
B. Redundancy and Synergy in Layer Representations
In this section, we explore properties of different IT quan-
tities during the training of CNNs, with the help of the PID
framework. Particularly, we are interested in determining the
redundancy and synergy amongst different feature maps and
how they evolve with training in different CNN topologies.
Moreover, we are also interested in identifying some upper and
lower limits (if they exist) for these quantities. However, the
analysis is not easy because the set of information equations
is underdetermined as we will show next.
4Given input signal X and two feature maps T 1 and T 2,
the PID framework indicates that the MMI I(X; {T 1, T 2})
can be decomposed into four non-negative IT components:
the synergy Syn(X; {T 1, T 2}) that measures the information
about X provided by the combination of T 1 and T 2 (i.e., the
information that cannot be captured by either T 1 or T 2 alone);
the redundancy Rdn(X; {T 1, T 2}) that measures the shared
information about X that can be provided by either T 1 or T 2;
the unique information Unq(X;T 1) (or Unq(X;T 2)) that
measures the information about X that can only be provided
by T 1 (or T 2). Moreover, the unique information, the synergy
and the redundancy satisfy (see Fig. 3):
I(X; {T 1, T 2}) = Syn(X; {T 1, T 2})+Rdn(X; {T 1, T 2})
+Unq(X;T 1) +Unq(X;T 2); (8)
I(X;T 1) = Rdn(X; {T 1, T 2}) +Unq(X;T 1); (9)
I(X;T 2) = Rdn(X; {T 1, T 2}) +Unq(X;T 2). (10)
𝑇2
𝑋
𝑇1
(a) I(X; {T 1, T 2})
𝐈(𝑋; {𝑇1, 𝑇2})
𝐈(𝑋; 𝑇1) 𝐈(𝑋; 𝑇2)
Syn(𝑋; {𝑇1, 𝑇2})
Rdn(𝑋; {𝑇1, 𝑇2})
Unq(𝑋; 𝑇2)Unq(𝑋; 𝑇1)
(b) PID to I(X; {T 1, T 2})
Fig. 3. Synergy and redundancy amongst different feature maps. (a) shows
the interactions between input signal and two feature maps. The shadow area
indicates the MMI I(X; {T 1, T 2}). (b) shows the PID to I(X; {T 1, T 2}).
Notice that we have 4 IT components (i.e., synergy,
redundancy, and two unique information terms), but only
3 measurements: I(X; {T 1, T 2}), I(X;T 1), and I(X;T 2).
Therefore, we can never determine uniquely the 4 IT
quantities. This decomposition for I(X; {T 1, T 2}) can be
straightforwardly extended for more than three variables,
thus decomposing I(X; {T 1, T 2, · · · , TC}) into much more
components. For example, if C = 4, there will be 166
individual non-negative items. Admittedly, the PID diagram
(see Appendix A for more details) offers an intuitive
understanding of the interactions between input and different
feature maps, and our estimators have been shown appropriate
for high dimensional data. However, the reliable estimation of
each IT component still remains a bigger challenge, because
of the undetermined nature of the problem. In fact, there
is no universal agreement on the definition of synergy and
redundancy among one-dimensional 3-way interactions, let
alone the estimation of each synergy or redundancy among
numerous variables in high-dimensional spaces [23], [24].
To this end, we develop three quantities based on the 3
measurements by manipulating Eqs. (8)-(10) to characterize
intrinsic properties of CNN layer representations. The new
developed quantities avoid the direct estimation of synergy
and redundancy. They are:
1) I(X; {T 1, T 2, · · · , TC}), which is exactly the MMI. This
quantity measures the amount of information about X that is
captured by all feature maps (in one convolutional layer).
2) 2C(C−1)
∑C
i=1
∑C
j=i+1 I(X;T
i) + I(X;T j)− I(X; {T i, T j}),
which is referred to redundancy-synergy trade-off. This
quantity measures the (average) redundancy-synergy trade-off
in different feature maps. By rewriting Eqs. (8)-(10), we
have:
I(X;T i) + I(X;T j)− I(X; {T i, T j})
= Rdn(X; {T i, T j})− Syn(X; {T i, T j}). (11)
Obviously, a positive value of this trade-off implies
redundancy, whereas a negative value signifies synergy [25].
Here, instead of measuring all PID terms that increase
polynomially with C, we sample pairs of feature maps,
calculate the information quantities for each pair, and finally
compute averages over all pairs to determine if synergy
dominates in the training phase. Note that, the pairwise
sampling procedure has been used in neuroscience [26]
and a recent paper on information theoretic investigation of
Restricted Boltzmann Machine (RBM) [3].
3) 2C(C−1)
∑C
i=1
∑C
j=i+1 2× I(X; {T i, T j})− I(X;T i)− I(X;T j),
which is referred to weighted non-redundant information. This
quantity measures the (average) amount of non-redundant
information about X that is captured by pairs of feature
maps. As can be seen, from Eqs. (8)-(10),
2× I(X; {T i, T j})− I(X;T i)− I(X;T j)
= Unq(X;T i) +Unq(X;T j) + 2× Syn(X; {T i, T j}).
(12)
We call this quantity “weighted” because we overempha-
sized the role of synergy, but notice that redundancy does
not explicitly appear, while the two unique information terms
reappear.
One should note that, Eqs. (11) and (12) are just two of
many equations that can be written, but all are going to be a
linear combination of more than one IT component. Therefore,
we do not introduce any errors in computing Eqs. (11) and
(12), we simply work on the linear projected space of synergy
and redundancy. We will now experimentally show how these
two pairs of IT components (synergy and redundancy from
Eq. (11), and synergy with the two unique information terms
from Eq. (12)) evolve across different CNN layer changes.
We first evaluate MMI with respect to different CNN topolo-
gies in Fig. 4. For MNIST, we demonstrate MMI values in the
first two convolutional layers (denote Conv. 1 and Conv. 2).
Similarly, for Fruits 360, we demonstrate MMI values in
Conv. 1, Conv. 2 and Conv. 3. By DPI, the maximum amount
of information that each convolutional layer representation can
capture is exactly the entropy of input. As can be seen, with
the increase of the number of filters, the total amount of in-
formation that each layer captured also increases accordingly.
However, it is interesting to see that MMI values are likely to
saturate with only a few filters. For example, in Fruits 360,
with only 6 filters in Conv. 1, 12 filters in Conv. 2 and 16
filters in Conv. 3, make MMI values to reach their maximum
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Fig. 4. The MMI values in (a) Conv. 1 and Conv. 2 in MNIST data set;
and (b) Conv. 1, Conv. 2 and Conv. 3 in Fruits 360 data set. The black line
indicates the upper bound of MMI, i.e., the average mini-batch input entropy.
The topologies of all competing networks are specified in the legend, in which
the successive numbers indicate the number of filters in each convolutional
layer. We also report their classification accuracies (%) on testing set averaged
over 10 Monte-Carlo simulations in the parentheses.
value 4.7281 (i.e., the ensemble average entropy across mini-
batches) in each layer. More filters will increase classification
accuracy at first. However, increasing the number of filters
does not guarantee that classification accuracy increases, and
might even degrade performance.
We argue that this phenomenon can be explained
by the percentage that the redundancy-synergy trade-
off or the weighted non-redundant information accounts
for the MMI in each pair of feature maps, i.e.,
2
C(C−1)
∑C
i=1
∑C
j=i+1
I(X;T i)+I(X;T j)−I(X;{T i,T j})
I(X;{T i,T j}) or
2
C(C−1)
∑C
i=1
∑C
j=i+1
2×I(X;{T i,T j})−I(X;T i)−I(X;T j)
I(X;{T i,T j}) . In
fact, by referring to Fig. 5, it is obvious that more filters can
push the network towards an improved redundancy-synergy
trade-off, i.e., the synergy gradually dominates in each pair of
feature maps with the increase of filters. That is perhaps one
of the main reasons why the increased number of filters can
lead to better classification performance, even though the total
multivariate mutual information stays the same. However, if
we look deeper, it seems that the redundancy-synergy trade-
off is always positive, which may suggest that redundancy is
always larger than synergy. On the other hand, one should
note that the amount of non-redundant information is always
less than the MMI (redundancy is non-negative) no matter
the number of filters. Therefore, it is impossible to improve
the classification performance by blindly increasing the
number of filters. This is because the minimum probability of
classification error is upper bounded by the MMI expressed
in different forms (e.g., [27], [28]).
Having illustrated the DPIs and the redundancy-synergy
trade-offs, it is easy to summarize some implications con-
cerning the design and training of CNNs. First, as a possible
application of DPI in the error backpropagation chain, we
suggest to use the DPI as an indicator on where to perform the
“bypass” in the recently proposed Relay backpropagation [29].
Second, the DPIs and the redundancy-synergy trade-off may
give some guidelines on the depth and width of CNNs.
Intuitively, we need multiple layers to quantify the multi-scale
information contained in natural images. However, more layers
will lead to severe information loss. The same dilemma applies
to the number of filters in convolutional layers: a sufficient
number of filters guarantees preservation of input information
and the ability to learn a good redundancy-synergy trade-off.
However, increasing the number of filters does not always lead
to performance gain.
Admittedly, it is hard to give a concrete rule to determine
the exact number of filters in one convolutional layer from
the current results. We still present a possible solution to shed
light on this problem. In fact, if we view each filter as an
individual feature extractor, the problem of determining the
optimal number of filters turns out to be seeking a stopping
criterion for feature selection. Therefore, the number of filters
can be determined by monitoring the value of the conditional
mutual information (CMI), i.e., I(Tr;Y |Ts), where Ts and
Tr denote respectively the selected and the remaining filters,
and Y denotes desired response. Theoretically, I(Tr;Y |Ts) is
monotonically decreasing if a new filter t is added into Ts [30],
but will never reach zero in practice [31]. Therefore, in order
to evaluate the impact of t on I(Tr;Y |Ts), we can create a
random permutation of t (without permuting the corresponding
Y ), denoted t˜. If I({Tr − t};Y |{Ts, t}) is not significantly
smaller than I({Tr − t˜};Y |{Ts, t˜}), t can be discarded and
the filter selection is stopped. We term this method CMI-
permutation [32]. We refer interested readers to Appendix B
for its detailed implementation.
Our preliminary results shown in Fig. 6 suggest that CMI-
permutation is likely to underestimate the number of filters.
Therefore, additional design efforts are required as future
work.
C. Revisiting the Information Plane (IP)
The behaviors of curves in the IP is currently a controversial
issue. Recall the discrepancy reported by Saxe et al. [5],
the existence of compression phase observed by Shwartz-
Ziv and Tishby [4] depends on the adopted nonlinearity
functions: double-sided saturating nonlinearities like “tanh”
or “sigmoid” yield a compression phase, but linear activation
functions and single-sided saturating nonlinearities like the
“ReLU” do not. Interestingly, Noshad et al. [33] employed
dependence graphs to estimate mutual information values and
observed the compression phase even using “ReLU” activation
functions. Similar phenomenon is also observed by Chelom-
biev et al. [34], in which an entropy-based adaptive binning
(EBAB) estimator is developed to enable more robust mutual
information estimation that adapts to hidden activity of neural
networks. On the other hand, Goldfeld et al. [35] argued
that compression is due to layer representations clustering,
but it is hard to observe the compression in large network.
We disagree with this attribution of different behavior to the
nonlinear activation functions. Instead, we often forget that,
rarely, estimators share all the properties of the statistically
defined quantities [36]. Hence, variability in the displayed
behavior is mostly likely attributed to different estimators1,
although this argument is rarely invoked in the literature. This
is the reason we suggest that a first step before analyzing
the information plane curves, is to show that the employed
1Shwartz-Ziv and Tishby [4] use the basic Shannon’s definition and estimate
mutual information by dividing neuron activation values into 30 equal-interval
bins, whereas the base estimator used by Saxe et al. [5] provides Kernel
Density Estimator (KDE) based lower and upper bounds on the true mutual
information [37], [33].
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Fig. 5. The redundancy-synergy trade-off and the weighted non-redundant information in MNIST (the first row) and Fruits 360 (the second row) data sets.
(a) and (b) demonstrate the percentages of these two quantities with respect to different number of filters in Conv. 1, but 12 filters in Conv. 2. (c) and (d)
demonstrate the percentages of these two quantities with respect to 6 filters in Conv. 1, but different number of filters in Conv. 2. Similarly, (e) and (f)
compare these two quantities with respect to different number of filters in both Conv. 1 and Conv. 2, with 48 filters in Conv. 3; whereas (e) and (f) compare
these two quantities with respect to different number of filters in both Conv. 1 and Conv. 3, with 24 filters in Conv. 2. In each subfigure, the topologies of
all competing networks are specified in the legend.
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Fig. 6. Determination of the number of filters in (a) Conv. 2 of LeNet-5
trained on MNIST data set; and (b) Conv5-3 of VGG-16 trained on CIFAR-
10 data set. CMI-permutation [32] suggests 5 filters among a total of 128
filters in case (a), and 21 filters among a total of 512 filters in case (b).
estimators meet the expectation of the DPI (or similar known
properties of the statistical quantities). We show above that
our Re´nyi’s entropy estimator passes this test.
The IPs for a LeNet-5 type CNN trained on MNIST and
Fashion-MNIST data sets are shown in Fig. 7. From the first
column, both I(X;T ) and I(T ;Y ) increase rapidly up to a cer-
tain point with the SGD iterations. This result conforms to the
description in [35], suggesting that the behaviour of CNNs in
the IP not being the same as that of the MLPs in [4], [5], [33]
and our intrinsic dimensionality hypothesis in [6] is specific
to SAEs. However, if we remove the redundancy in I(X;T )
and I(T ;Y ), and only preserve the unique information and
the synergy (i.e., substituting I(X;T ) and I(T ;Y ) with their
corresponding (average) weighted non-redundant information
defined in Section III-B), it is easy to observe the compression
phase in the modified IP. Moreover, it seems that “sigmoid” is
more likely to incur the compression, compared with “ReLU”,
where this intensity can be attributed to the nonlinearity. Our
result shed light on the discrepancy in [4] and [5], and refined
the argument in [33], [34].
IV. CONCLUSIONS AND FUTURE WORK
This brief presents a systematic method to analyze CNNs
mapping and training from an information theoretic per-
spective. Using the multivariate extension of the matrix-
based Re´nyi’s α-entropy functional, we validated two data
processing inequalities (DPIs) in CNNs. The introduction of
partial information decomposition (PID) framework enables
us to pin down the redundancy-synergy trade-off in layer
representations. We also analyzed the behaviors of curves in
the information plane, aiming at clarifying the debate on the
existence of compression in DNNs. We close by highlighting
some potential extensions of our methodology and direction
of future research:
1) All the information quantities mentioned in this paper
are estimated based on a vector rastering of samples, i.e., each
layer input (e.g., an input image, a feature map) is first con-
verted to a single vector before entropy or mutual information
estimation. Albeit its simplicity, we distort spatial relationships
amongst neighboring pixels. Therefore, a question remains on
the reliable information theoretic estimation that is feasible
within a tensor structure.
2) We look forward to evaluate our estimators on more
complex CNN architectures, such as VGGNet [38] and
ResNet [39]. According to our observation, it is easy to
validate the DPI and the rapid increase of mutual information
(in top layers) in VGG-16 on CIFAR-10 dataset [40] (see
Fig. 8). However, it seems that the MMI values in bottom
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Fig. 7. The Information Plane (IP) and the modified Information Plane (M-IP) of a LeNet-5 type CNN trained on MNIST (the first row) and Fashion-MNIST
(the second row) data sets. The # of filters in Conv. 1, the # of filters in Conv. 2, and the adopted activation function are indicated in the subtitle of each
plot. The curves in IP increase rapidly up to a point without compression (see (a) and (d)). By contrast, it is very easy to observe the compression in M-IP
(see (b), (c) and (e)). Moreover, compared with ReLU, sigmoid is more likely to incur the compression (e.g., comparing (b) with (c), or (e) with (f)).
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layers are likely to saturate. The problem arises when we try
to take the Hadamard product of the kernel matrices of each
feature map in Eq. (7). The elements in these (normalized)
kernel matrices have values between 0 and 1, and taking
the entrywise product of, e.g., 512 such matrices like in the
convolutional layer of VGG-16, will tend towards a matrix
with diagonal entries 1/n and nearly zero everywhere else.
The eigenvalues of the resulting matrix will quickly have
almost the same value across training epochs.
3) Our estimator described in Eqs. (3) and (6) has two
limitations one needs to be aware of. First, our estimators
are highly efficient in the scenario of high-dimensional data,
regardless of the data properties (e.g., continuous, discrete,
or mixed). However, the computational complexity increases
almost cubically with the number of samples n, because of
the eigenvalue decomposition. Fortunately, it is possible to
apply methods such as kernel randomization [41] to reduce
the burden to O(n log(n)). By contrast, the well-known kernel
density estimator [42] suffers from the curse of dimensional-
ity [43], whereas the k-nearest neighbor estimator [44] requires
exponentially many samples for accurate estimation [45]. Sec-
ond, as we have emphasized in previous work (e.g., [6], [10]),
it is important to select an appropriate value for the kernel size
σ and the order α of Re´nyi’s entropy functional. Otherwise,
spurious conclusions may happen. Reliable manners to select σ
include the Silverman’s rule of thumb and 10 to 20 percent of
the total (median) range of the Euclidean distances between all
pairwise data points [46], [47]. On the other hand, the choice
of α is associated with the task goal. If the application requires
emphasis on tails of the distribution (rare events) or multiple
modalities, α should be less than 2 and possibly approach to 1
from above. α = 2 provides neutral weighting [13]. Finally, if
the goal is to characterize modal behavior, α should be greater
than 2. This work fix α = 1.01 to approximate Shannon’s
definition.
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Fig. 9. Information Bottleneck (IB) ob-
jective values distribution in CONV5-
3 of VGG-16 trained on CIFAR-10.
Nearly 55% filters have IB values above
the red dashed line, which imply less
importance for classification.
4) Perhaps one of the
most promising applica-
tions concerning our es-
timators is the filter-level
pruning for CNNs com-
pression, i.e., discarding
whole filters that are less
important [48]. Different
statistics (e.g., the absolute
weight sum [49] or the
Average Percentage of Ze-
ros (APoZ) [50]) have been
propose to measure fil-
ter importance. Moreover, a
recent study [51] suggests
that mutual information is
a reliable indicator to measure neuron (or filter) importance.
Therefore, given an individual filter T i, we suggest evaluating
its importance by the Information Bottleneck (IB) [52] objec-
tive I(X;T i)−βI(T i;Y ), where X and Y denote respectively
8the input batch and its corresponding desired output, and β is a
Lagrange multiplier. Intuitively, a small value of this objective
indicates that T i obtains a compressed representation of X that
is relevant to Y . Therefore, the smaller the objective value, the
higher importance of T i. Fig. 9 demonstrates the IB objective
(β = 2) values distribution for 512 filters in CONV5-3 layer of
VGG-16 trained on CIFAR-10. This distribution looks similar
to the one obtained by APoZ in [50], both of them indicate
that more than 50% of filters are less important and can be
discarded with negligible loss in accuracy [49].
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9APPENDIX
A. Partial Information Diagram
In this section, we briefly recall the ideas behind the
partial information decomposition (PID) by Williams and
Beer [11]. The PID is a framework to define information
decompositions of arbitrarily many random variables, which
can be characterized by a partial information (PI) diagram.
The general structure of PI diagram becomes clear when we
consider the decomposition for four variables (see Fig. 10),
which illustrates the way in which the total information that
R = {R1, R2, R3} provides about S is distributed across
various combinations of sources.
Specifically, each element in R can provide unique in-
formation (regions labeled {1}, {2}, and {3}), information
redundantly with one other variable ({1}{2}, {1}{3}, and
{2}{3}), or information synergistically with one other variable
({12}, {13}, and {23}). Additionally, information can be
provided redundantly by all three variables ({1}{2}{3}) or
provided by their three-way synergy ({123}). More interesting
are the new kinds of terms representing combinations of
redundancy and synergy. For instance, the regions marked
{1}{23}, {2}{13}, and {3}{12} represent information that
is available redundantly from either one variable considered
individually or the other two considered together. In general,
each PI item represents the redundancy of synergies for a
particular collection of sources, corresponding to one distinct
way for the components of R = {R1, R2, R3} to contribute
information about S. Unfortunately, the number of PI items
grows exponentially with the increase of the number of ele-
ments in R. For example, if R = {R1, R2, R3, R4}, there will
be 166 individual non-negative items. Moreover, the reliable
estimation of each PID term still remains a big challenge [23],
[24].
B. Determining Network Width with CMI-Permutation [32]
Our method to determine the network width (i.e., the
number of filters N ) is motivated by the concept of the Markov
blanket (MB) [53], [54]. Remember that the MB M of a
target variable Y is the smallest subset of S such that Y is
conditional independent of the rest of the variables S−M , i.e.,
Y ⊥ (S −M)|M [55]. From the perspective of information
theory, this indicates that the conditional mutual information
(CMI) I({S−M};Y |M) is zero. Therefore, given the selected
filter subset Ts, the remaining filter subset Tr, and the class
labels Y , we can obtain a reliable estimate to N by evaluating
if I(Tr;Y |Ts). Theoretically, I(Tr;Y |Ts) is non-negative and
monotonically decreasing with the increase of the size of Ts
(i.e., |Ts|) [30]. But it will never approach zero in practice
due to statistical variation and chance agreement between
variables [31].
To measure how close is I(Tr;Y |Ts) to zero, let us
select a new candidate filter t in Tr, we quantify how t
affects the MB condition by creating a random permutation
of t (without permuting the corresponding Y ), denoted t˜.
If I({Tr − t};Y |{Ts, t}) is not significantly smaller than
I({Tr − t˜};Y |{Ts, t˜}), t can be discarded from Ts and the
filter selection is stopped (i.e., N = |Ts|). We term this
Fig. 10. Partial information diagrams for (a) 3 and (b) 4 variables. For brevity,
the sets are abbreviated by the indices of their elements; that is, {R1, R2} is
abbreviated by {12}, and so on. Figure by Williams and Beer [11].
method CMI-permutation [32]. Algorithm 1 gives its detailed
implementation, in which 1 denotes the indicator function.
Algorithm 1 CMI-permutation
Require: Selected filter subset Ts; Remaining filter subset Tr; Class
labels Y ; Selected filter t (in Tr); Permutation number P ;
Significance level α.
Ensure: decision (stop filter selection or continue filter selection);
Network width N .
1: Estimate I({Tr − t};Y |{Ts, t}) with matrix-based Re´nyi’s α-
entropy functional estimator [10].
2: for i = 1 to P do
3: Randomly permute t to obtain t˜i.
4: Estimate I({Tr− t˜i};Y |{Ts, t˜i}) with matrix-based Re´nyi’s
α-entropy functional estimator [10].
5: end for
6: if
∑P
i=1 1[I({Tr−t};Y |{Ts,t})≥I({Tr−t˜i};Y |{Ts,t˜i})]
P
≤ α then
7: decision←Continue filter selection.
8: else
9: decision←Stop filter selection.
10: N ← |Ts|.
11: end if
12: return decision; N (if stop filter selection)
C. Additional Experimental Results
We finally represent additional results to further support our
arguments in the main text. Specifically, Fig. 11 evaluates
multivariate mutual information (MMI) values with respect
10
to different CNN topologies trained on Fashion-MNIST and
HASYv2 data sets. Obviously, MMI values are likely to
saturate with only a few filters. Moreover, increasing the num-
ber of filters does not guarantee that classification accuracy
increases, and might even degrade performance. The tendency
of redundancy-synergy tradeoff and weighted non-redundant
information are shown in Fig. 12. Again, more filters can
push the network towards an improved redundancy-synergy
trade-off, i.e., the synergy gradually dominates in each pair of
feature maps with the increase of number of filters. Fig. 13
demonstrates the information plane (IP) and the modified
information plane (MIP) for a smaller AlexNet [21] type CNN
trained on HASYv2 and Fruits 360 data sets. Although we did
not observe any compression in IP, it is very easy to observe
the compression phase in the MIP.
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Fig. 11. The MMI values in (a) Conv. 1 and Conv. 2 in Fashion-MNIST
data set; and (b) Conv. 1, Conv. 2 and Conv. 3 in Fruits 360 data set. The
black line indicates the upper bound of MMI, i.e., the average mini-batch
input entropy. The topologies of all competing networks are specified in the
legend, in which the successive numbers indicate the number of filters in
each convolutional layer. We also report their classification accuracies (%) on
testing set averaged over 10 Monte-Carlo simulations in the parentheses.
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Fig. 12. The redundancy-synergy trade-off and the weighted non-redundant information in Fashion-MNIST data set. (a) and (b) demonstrate the percentages
of these two quantities with respect to different number of filters in Conv. 1, but 32 filters in Conv. 2. (c) and (d) demonstrate the percentages of these two
quantities with respect to 6 filters in Conv. 1, but different number of filters in Conv. 2. In each subfigure, the topologies of all competing networks are
specified in the legend.
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Fig. 13. The Information Plane (IP) and the modified Information Plane (M-IP) of a smaller AlexNet type CNN trained on HASYv2 (the first row) and
Fruits 360 (the second row) data sets. The # of filters in Conv. 1, the # of filters in Conv. 2, and the # of filters in Conv. 3 are indicated in the subtitle of
each plot. The curves in IP increase rapidly up to a point without compression (see (a) and (d)). By contrast, it is very easy to observe the compression in
M-IP (see (b), (c), (e) and (f)).
