By utilizing the second and fourth order linear prediction errors, a novel estimator for a single noisy sinusoid is devised. The frequency estimate is obtained from a solving a cubic equation and a simple root selection procedure is provided. Asymptotical variance of the estimated frequency is derived and confirmed by computer simulations. It is demonstrated that the proposed estimator is superior to the reformed Pisarenko harmonic decomposer, which is the improved version of Pisarenko harmonic decomposer.
Introduction
Frequency estimation of sinusoidal signals in noise is a classical but important problem [1] - [4] because of its numerous applications in control, digital communications, biomedical engineering, instrumentation and measurement, and so on. The signal model for the single real tone frequency estimation problem is x(n) = s(n) + q(n), s(n) = α cos(ωn + φ), n = 1, 2, ..., N
where α > 0, ω ∈ (0, π) and φ ∈ [0, 2π) are unknown but deterministic constants which represent the tone amplitude, frequency and phase, respectively, while the noise q(n) is assumed to be a zero-mean white Gaussian process with unknown variance σ 2 . The task is to find ω from the N samples of {x(n)}. In this work, we focus on fast frequency estimation of a single real tone, which is useful for applications where real-time calculation is required. Well known computationally efficient frequency estimation algorithms include Pisarenko's method [5] , [6] and modified covariance (MC) estimator [7] . The former derivation is based on exploiting the eigenstructure of the covariance matrix for x(n) while the latter can be devised by minimizing the least squares cost function constructed from the second order linear prediction (LP) error. Recently, an improved version of Pisarenko's method, called reformed Pisarenko harmonic decomposer (RPHD) [8] , is proposed which gives better estimation performance than that of the Pisarenko and MC schemes. In essence, the RPHD is derived by minimizing the MC cost function subject to a nonlinear constraint to achieve unbiased estimation. The rest of the paper is organized as follows. In Sect. 2, a new frequency estimator is devised with the use of the second and fourth order LP errors. We need to solve a cubic equation to yield the frequency estimate and a simple scheme for choosing the appropriate root is presented. Moreover, the variance of the proposed estimator is produced. In Sect. 3, simulation results are provided to validate the analytical development and to evaluate the performance of the estimator by comparing with the RPHD as well as Cramér-Rao lower bound (CRLB). Finally, conclusions are drawn in Sect. 4.
Algorithm Development
We first consider the noise-free scenario of x(n) = s(n). The LP property of sinusoidal signals indicates:
From (2), the 2kth order prediction error, denoted by e(n, k), is then
whereω is the optimization variable for ω. In this paper, e(n, 1) and e(n, 2) will be utilized to achieve unbiased frequency estimation. We further define two functions, J k , k = 1, 2:
Note that the numbers of terms involved in the summations of J 1 and J 2 are set to be identical, namely, N − 4, although we can choose n = 3 as the lower summation index in J 1 .
With the use of (3), taking the expected value of J k yields
where E denotes the expectation operator. From (5), it is obvious that unbiased estimation cannot be attained by solving noise can be equalized if we multiply cos(2ω) and cos(ω) to J 1 and J 2 , respectively, and then equating the two resultant expressions. In doing so, an unbiased frequency estimate, denoted byω, is determined from
For simplicity, we defineρ k = cos(kω) and expand (6) to yieldρ
where
whereω is computed from one of its roots viaω = cos −1 (ρ 1 ). In general, there are three roots in (9) . When there is only one real root, it is obvious to computeω from it. In the following, a simple mechanism is suggested to choose the most appropriate root when there are three distinct real roots. Our idea is to derive the possible range of cos(ω) by observing the signs of B N and C N . In the Appendix, we have shown that for sufficiently large N and signal to noise power, E{B N } ≈ α 2 (N − 4) cos(ω) and E{C N } ≈ α 2 (N − 4) cos(2ω), which are proportionally to cos(ω) and cos(2ω), respectively. Utilizing this information, the admissible root range for ω with respect to the signs of E{B N } and E{C N } are listed in Table 1 . In this study, we employ the Cardan's method to solve for the roots of (9) and then make use of the signs of B N and C N and Table 1 to determine the appropriate root.
To compute the variance of the frequency estimate, denoted by var(ω), we utilize the variance formula in [8] :
where f (ρ 1 ) = 4ρ 
where SNR = α 2 /(2σ 2 ). In the following, we compare the computational complexity and estimation performance of the proposed method and RPHD because of their similarities: (i) they are computationally efficient; (ii) they provide unbiased frequency estimation; and (iii) frequency estimation in both methods requires solving a polynomial equation, that is, the former and latter correspond to a cubic equation and a quadratic equation, respectively. Their computational requirements are tabulated in Table 2 and we can see that the proposed method is a bit more complex than the RPHD because of an additional cubic root operator.
For sufficiently large N and SNR, the frequency variance of the RPHD is [8] :
while the second term of (11) is removed and (N − 4) is replaced by N for the proposed estimator. The variance ratio of the new algorithm to the RPHD is then:
(cos(2ω) + 2) 2 (13) By examining (13), it is found that the ratio is generally less than 1 and is equal to unity only when ω = 0.5π. This indicates that the proposed method is generally superior to the RPHD in terms of estimation accuracy.
Simulation Results
Computer simulations have been carried out to evaluate the performance of the proposed frequency estimator for a single real sinusoid in white Gaussian noise. We compare its mean square frequency error (MSFE) with that of the RPHD [8] as well as CRLB [3] for frequency estimation. The tone amplitude is assigned to be √ 2 while different SNRs are obtained by proper scaling the noise variance σ 2 . Unless stated otherwise, the initial phase value is selected to be 0. All simulation results provided are averages of 1000 independent runs. Figure 1 plots the MSFEs of the two estimators as well as CRLB versus ω at SNR = 20 dB and N = 20. It is observed that the RPHD and proposed method have comparable estimation performance when the frequency is around 0.5π while the latter is superior for other frequency values, and this agrees with our analysis in (13). The simulation results of the proposed scheme also show good agreement with the theoretical calculation of (11), although its derivation is based on a sufficiently large value of N. Furthermore, its MSFE is close to the CRLB particularly when the frequency value is around 0.2π and 0.8π. Figure 2 plots the MSFEs versus SNR with N = 200 and ω = 0.3π. We ob- serve that the new estimator outperforms the RPHD for the whole SNR range and the validity of (11) is again confirmed. Figure 3 shows the MSFEs versus φ ∈ [0, 2π) with ω = 0.3π and SNR = 20 dB, and it is seen that the performance of the proposed algorithm is roughly independent of the value of φ and is better than that of the RPHD by around 3 dB for the whole admissible range of the phase value. The MSFEs versus N at ω = 0.3π and SNR = 20 dB are plotted in Fig. 4 where the superiority of the proposed estimator is again demonstrated, although its deviation with the CRLB increases with N.
Conclusion
A new algorithm which makes use of the second and fourth order linear prediction errors has been derived for frequency estimation of a noisy real tone. The frequency estimate is obtained from a solving a cubic equation and selection of the appropriate root is addressed. The variance of the proposed estimator is derived and confirmed by computer simulations. It is shown that its estimation performance is superior to that of the recently proposed reformed Pisarenko harmonic decomposer. 
