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Abstract. We present a framework for shape matching in computa-
tional anatomy allowing users control of the degree to which the match-
ing is diffeomorphic. This control is given as a function defined over
the image and parameterises the template deformation. By modelling
localised template deformation we have a mathematical description of
growth only in specified parts of an image. The location can either be
specified from prior knowledge of the growth location or learned from
data. For simplicity, we consider landmark matching and infer the distri-
bution of a finite dimensional parameterisation of the control via Markov
chain Monte Carlo. Preliminary numerical results are shown and future
paths of investigation are laid out. Well-posedness of this new problem
is studied together with an analysis of the associated geodesic equations.
Keywords: LDDMM · Computational anatomy ·Metamorphosis ·MCMC.
1 Introduction
In computational anatomy [11,12] one of the most fundamental problems is to
continuously deform an image or shape into another and thereby obtain a natural
notion of distance between them as the energy required for such a deformation.
Common methods to compute image deformations are based on diffeomorphic
deformations which assume that the images are continuously deformed into one
another with the additional property that the inverse deformation is also con-
tinuous. This is a strong requirement for images which implies that the ’mass’
of any part of the image is conserved: we cannot create or close ’holes’. This is
also a crucial property in fluid mechanics and in fact the theory of diffeomorphic
matching carrying the moniker Large Deformation Diffeomorphic Metric Map-
ping (LDDMM) [24,5] has been inspired by fluid mechanics. Indeed, Arnold [4]
made the central observation that the geodesic equations for the diffeomorphism
group induced by divergence-free vector fields corresponded to that of incom-
pressible flows. If a strictly diffeomorphic matching is not possible or necessary,
an extension of LDDMM called metamorphosis [26,15] is available which intro-
duces a parameter σ2 parameterising the deviation from diffeomorphic matching
allowing for topological variations e.g. growth via image intensity. In particular,
if σ2 = 0 the deformation is purely diffeomorphic as in LDDMM. See [23,25,19]
for technical details pertaining to the construction of the metamorphosis prob-
lem. While diffeomorphic paths always exist for landmark problems [13] this
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theory allows one to match images of shapes with different topological features,
which is ill-conditioned for standard LDDMM. Indeed, even inexact matching
in LDDMM for such problems yields large energies and spurious geodesics that
do not contribute to an intuitive matching, see figure 1. As observed here, in-
troducing σ2 > 0 regularises the problem and qualitative improves the matching.
In this work, we modify metamorphosis to include a spatially dependent con-
trol parameter x 7→ ν(x) in order to selectively allow non-diffeomorphic (meta-
morphic) matching in parts of the image. For ν(·) = σ2 our theory recovers the
standard metamorphosis model. However, with a localised control (e.g. a Gaus-
sian centred at a point in Rd), we can selectively introduce metamorphosis in
an image and model local topological effects such as growth phenomena. The
difficulty of this problem is to infer the function ν(·) without prior knowledge of
the location of the topological effects. This problem is similar to the one treated
in [3], where such functions were parameterising the randomness in LDDMM
matching of shapes. We will use a Markov chain Monte Carlo (MCMC) ap-
proach to infer appropriate functions ν(·), such that the topological effects are
well described and a large part of the matching remains diffeomorphic. In this
paper, we focus on landmark matching but aim to extend the theory of selec-
tive metamorphosis to data structures amenable to classical metamorphosis or
LDDMM theory can handle.
Structure This paper is organised as follows. We review the theory of clas-
sical metamorphosis in section 2 and extend it to selective metamorphosis in
section 3. We then introduce a Bayesian framework for inferring the metamor-
phic control parameter ν(·) in section 4 and apply this theory to a few landmark
examples in section 5. Section contains concluding remarks.
2 Metamorphosis for Landmarks
In this paper we are concerned with diffeomorphometric approaches to image and
shape matching. To this end, we use time-dependent velocity fields ut occupying
some Hilbert space ut ∈ V , where V is continuously embedded in Ck0(Rd), k ≥ 1
inducing a curve ϕt on a subgroup DiffV (Rd) of diffeomorphisms [4,27] via the
following ordinary differential equation
ϕ˙t = ut ◦ ϕt , ϕ0 = id . (1)
This is often used in a minimisation problem where the objective is to match
two images I0 and I1:
S(u) =
∫ 1
0
1
2
‖ut‖2V dt+
1
2λ2
F (I0 ◦ ϕ−11 , I1) −→ min. subject to (1) , (2)
where F denotes a similarity measure between the deformed initial image I0 ◦
ϕ1 and the target image I1 to allow inexact matching parameterised by λ
2.
The LDDMM approach takes F as an L2 norm of the difference between its
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Fig. 1. This figure illustrates landmark matching with classical LDDMM (left column),
metamorphosis (right column) and our selective metamorphosis approach (middle col-
umn). LDDMM fails to perform the matching and we observe unnatural landmark
trajectories whereas metamorphosis achieves a more intuitive matching. Selective meta-
morphosis has the additional advantage of only breaking the diffeomorphic property
where needed in along the matching, thus preserving more of the desired diffeomorphic
property of the matching. These simulations where done for landmarks with Gaussian
kernel of variance 0.5, 100 timesteps from t = 0 to t = 1, and a metamorphosis kernel
of variance 0.2.
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arguments. In order to simplify the exposition, we will consider singular solutions
of this problem, which are given by the Ansatz
δl
δu
= m(x) =
M∑
i=1
pitδ(x− qit) , (3)
for M landmarks with position qit ∈ Rd and momenta pit ∈ Rd. The vector field
is thus
ut(x) =
M∑
i=1
pitK(x− qit) , (4)
where K : Rd × Rd → R is the kernel associated to the norm ‖ · ‖V . This
parameterisation holds throughout this paper and we set d = 2. For metamor-
phosis, we introduce a discrete template variable ηt such that the deformation
of a set of landmarks is written as the composition of the template position and
deformation as
qt = ϕtηt . (5)
Then, we can define the template velocity as
z = ϕtη˙ (6)
and extend the action functional (2) to
Sm(qt,pt, zt) =
∫ 1
0
1
2
(
‖ut‖2V +
1
σ2
M∑
i=1
|zit|2
)
dt , (7)
where now the reconstruction relation is
q˙t = ut(qt) + zt , (8)
obtained from (6) and (5) together with u = ϕ˙tϕ
−1, see [15] for more details.
By taking variations carefully, see again [15], we directly obtain a relationship
between the momentum variable p and the template variable z as
m(x) =
1
σ2
M∑
i=1
zitδ(x− qi) ⇒ z = σ2pi , (9)
and the equation of motions are
p˙t = −∇ut(qt)Tpt
q˙t = ut(qt) + σ
2pt ,
(10)
where ut is defined in (4).
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3 Selective Metamorphosis for Landmarks
We can now extend the metamorphosis setting to be able to locally control
the amount of non-diffeomorphic evolution. For this, we introduce a function
ν : R2 → R replacing the parameter σ2 such that ν(x) = σ2 corresponds to the
classic landmark metamorphosis. The action for selective metamorphosis thus
becomes
Sνsm(qt, ut, zt) =
∫ 1
0
1
2
(
‖ut‖2V +
M∑
i=1
1
ν(qit)
|zit|2
)
dt , (11)
which we minimise subject to the reconstruction equation (8) and the boundary
conditions q0 and q1 at time t = 0, 1. In the case of landmarks we have as before
that
m(x) =
M∑
i=1
1
ν(qit)
zitδ(x− qi) ⇒ zit = ν(qit)pit ∀i , (12)
so we can eliminate the template variable zt and write
Sνsm(qt, ut,pt) =
∫ 1
0
1
2
(
‖ut‖2V +
M∑
i=1
ν(qit)|pit|2
)
dt . (13)
The problem defined by (13) yields the following equations for selective meta-
morphosis for landmarks:
p˙t = −∇ut(qt)Tpt − 1
2
∇ν(qt)|pt|2
q˙t = ut(qt) + ν(qt)pt ,
(14)
with q0, q1 fixed. Again, the velocity is fully described by p and q via (4). The
landmark dynamics follow standard LDDMM trajectories as ν(x) vanishes in
parts of the domain. This can also be seen in the relation (12), where ν(x) =
0 ⇒ zt = 0 implies that the template variable remains fixed. Notice that these
equations are Hamilton’s equations for the Hamiltonian pt and qt
h(q,p) = hl(qt,pt) +
1
2
∑
i
ν(qi)|pi|2 , (15)
where we have used (4) for the standard landmark Hamiltonian
hl(q,p) =
1
2
M∑
i,j=1
K(qi − qj)pi · pj . (16)
A practical procedure for solving (14) with the landmark Hamiltonian above is
called shooting, where we replace the end-point condition q1 with a guess for p0,
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and iteratively update p0 using automatically computed adjoint (or backward)
equations until q1 compares to q(1) below a certain tolerance. We will perform
this procedure directly with an automatic differentiation package Theano [22],
see [18,17] for more details on the implementation. This section concludes with
some theoretical results.
Theorem 1. Let ν be bounded from below away from zero by νinf ∈ R and from
above by 0 < σ2 ∈ R. Then there exists a minimiser of (13) admissible to (8).
Proof. The functional in (13) is not convex so we work with a reformulation to
ensure the required lower semi-continuity. Define a variable wit =
√
ν(qit)p
i
t in
the problem:
inf
u∈L2([0,1], V )
q∈H1([0,1],Rd×M )
w∈L2([0,1],Rd×M )
∫ 1
0
1
2
(
‖ut‖2V +
M∑
i=1
|wit|2
)
dt
q˙it = ut(qt) +
√
ν(qt)wt
q0, q1 fixed
First, note that owing to the constraint effectively being a boundary value prob-
lem, we cannot always find a q for arbitrary pairs of (u, w). We define a bounded
operator (q, ut) 7→ q˙t−ut(qt)√
ν(qt)
, w:
( M∑
i=1
|wit|2
) 1
2
= ‖w‖2 = ‖ q˙t − ut(qt)√
ν(qt)
‖2 . ν−1inf
(
‖q˙t‖2 + ‖ut(qt)‖V
)
.
From this we generate a minimising sequence (qn, un,wn)n≥0 admissible to (17).
The rest of the proof is standard, see e.g. [27]. We show the constraint equa-
tion is continuous with respect to the weak topology on X , H1([0, 1], Rd×M )×
L2([0, 1], V )×L2([0, 1], Rd×M ) i.e. e(qnt , wnt , unt ) ⇀ e(qt, wt, ut) where e(q, w, u) ,
q˙ − u(q)−√ν(q)w. Then,
〈
√
ν(qt)wt −
√
ν(qnt )w
n
t , φ〉 . νinf〈wt −wnt , φ〉 → 0 , ∀φ ∈ L2([0, 1], Rd×M ) .
Further, for φ ∈ L2([0, 1], V ),
〈ut(qt)− unt (qnt ), φ〉 = 〈ut(qt)− unt (qt), φ〉+ 〈unt (qt)− un(qnt ), φ〉 .
The first term vanishes trivially, while for the second we see
〈unt (qt)− unt (qnt ), φ〉 ≤ Lip(unt )〈qt − qnt , φ〉 → 0
Since linear operators are naturally compatible with the weak topology the re-
quired continuity follows. Passing to subsequences where necessary we can by
classic results extract bounded subsequences converging to weak limits where
necessary to obtain a minimiser. Convexity of S implies weak lower semi-continuity
concluding the proof. 
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Theorem 2. Assume ν ∈W 2,∞(Rd) and V is embedded in Ck0(Rd), k ≥ 1 (con-
tinuous functions with continuous derivatives to order k vanishing at infinity).
Then, given p0, q0,∈ Rd×M , (14) with (4) are integrable for all time.
Proof. Establishing appropriate Lipschitz conditions implies integrability of the
system akin to [6, Theorem 5]. We note that the kernel in (4) is Lipschitz in
(pt, qt) by assumption, so the composition (p, q) 7→ u◦q is also Lipschitz. u(q) 7→
∇u(q)T consider v, w ∈ V and x, y ∈ Rd:
‖∇v(x)−∇w(y)‖2 . ‖v‖V ‖x− y‖2 + ‖v − w‖V ‖y‖2 (17)
so the mapping is Lipschitz in both the position and velocity. Given the condi-
tions on ν the mappings
(q, p) 7→ ν(q)p
(q, p) 7→ ∇ν(q)|p|2 (18)
are locally Lipschitz. Consequently we verify that for any (p0, q0) ∈ B(0, r) ⊂
Rd×M ×Rd×M , the system (14) is locally Lipschitz with constant Lr,t0 for some
t0 > 0. By the conservation of the Hamiltonian we can extend the existence of
solutions to arbitary t > t0. 
4 Bayesian Framework
We now place a stochastic model on ν inspired by the approach taken in [6],
see also [21,1,2] for similar Bayesian approaches in computational anatomy. The
goal is to develop an algorithm to infer ν, passing via the deterministic problem
seen above. First, we present some preliminaries on the Bayesian approach to
inverse problems in section 4.1, essentially quoting concepts and results from [9],
or [7] for an exposition of algorithmic aspects of function space MCMC. Section
4.2 then formally describes how we apply this stochastic approach to inverse
problems to ν by a finite-dimensional family of parameterisations.
4.1 General Framework
The general framework is based on the idea that we can cast optimisation prob-
lems in a probabilistic framework where minimisers, roughly speaking, corre-
spond to modes of a certain distribution over function space. In the context of
optimisation we define a likelihood Φ : X → Y , mapping some control vari-
able in X to an observable in Y . A maximum a posteriori (MAP) estimator
f∗ satisfies f∗ = arg maxf∈X Φ(f)p(f) where p is a density over X. Equipped
with a norm ‖ · ‖X we can then define the Gaussian density by p(·) ∝ e−‖·‖2X .
Supposing further that the likelihood is on the form logΦ(f) = −‖f − λ‖2Y , for
some desiderata λ ∈ Y then, at least formally, the MAP estimator minimises
J = ‖f∗‖2X + ‖f∗ − λ‖2Y .
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For general inverse problems on function space, several key properties docu-
mented in [9] must be verified before the inverse problem is well-posed. Beyond
showing the existence of the MAP estimator minimising J above, the infinite-
dimensional version of Bayes’ rule must also be checked i.e. the Radon-Nikodym
derivative of the prior with respect to the posterior must exist and be absolutely
continuous. Finally, we request continuity of the posterior distribution w.r.t the
initial data corresponding in a sense to Hadamard well-posedness in a proba-
bilistic framework. Rigorously treating this Bayesian inverse problem is subject
to further study in forthcoming works.
4.2 Finite-dimensional Parameterisation
We now introduce the main problem of this paper in the setting above. We
consider ν as a random variable. If the growth location is not known a priori,
then this is an appropriate framework as it allows for a qualitative evaluation
of selective metamorphosis. Moreover, it can account for some observation error
by its probabilistic nature. As a simple example, we consider the case where ν
is given by a sum of Gaussians
νh(x) =
K∑
k=1
e−σ
−2
ν ‖hk−x‖2Rd . (19)
Here the finite family hk of centroids in Rd together with the uniform length-scale
σν fully determine νh, thus greatly reducing the complexity of sampling. We defer
sampling from function space to future work. Defining a density psm ∝ e−Sνsm
over the space of triples (ν, qν , pν) leads to the preconditioned Crank-Nicholson
algorithm 1, see e.g. [14].
Here, N denotes the desired number of samples and K the number of terms
in (19). randomUnit() denotes a randomly generated number in [0, 1]. The
coefficient β scales between the previous sample and the new step ξ. This needs
to be calibrated as a too low value may increase the acceptance rate by taking
shorter steps at the cost of slow exploration of the state space. Conversely, a
too high value of β results in lower acceptance and thus convergence. The next
section shows the algorithm above in practice.
5 Numerical examples
This section displays some numerical results for our method. We apply algorithm
1 to infer a distribution for the growth location using the landmark boundary
conditions seen in figure 1. The parameters and results for the first configuration
is shown in figure 2. These preliminary results demonstrate that even for a
small number of samples the density of accepted samples corresponds at least
heuristically to the analytical density histogram obtained by computing the value
of the metamorphosis functional in (11).
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Algorithm 1 MCMC for selective metamorphosis
procedure mcmcSM(N , K, q0, q1, β ∈ (0, 1])
j ← 1
νj ← initial guess in Rd×K
Solve (14) with νj and q0, q1 to obtain ω
j = (qj , pj , uj)
while j < N do
Sample a random point ξ ∈ N (0, IdRd)K
ν ← βξ +√1− β2νj
Solve (14) with ν and q0, q1 to obtain ω = (q, p, u)
if randomUnit()< min(1, e−S
νj
sm(ω
j)+Sνsm(ω)) then
νj+1 ← ν
ωj+1 ← ω
else
νj+1 ← νj
ωj+1 ← ωj
j ← j + 1
return {νj , ωj}Nj=1
We arrive at the same conclusion for the second example, for which the results
are shown in figure (3). Moreover, we note that the geodesic equations for p and
q are time-reversible meaning that the configuration in figure 3 corresponds to
both particle collapse as well as hole creation.
It is numerically relatively simple to control the behaviour of ν by simple
scaling or by adding regularisation terms to (11) to e.g. penalise having ν’s
far away from the support of the images. Such cost can easily be added to the
MCMC algorithm, depending on the prior information one can have on the shape
matching problem.
6 Conclusion
We have presented a preliminary approach for selectively allowing photometric
variation in a diffeomorphic image matching. We analysed the selective meta-
morphosis problem, the associated geodesic equations and demonstrated a proof
of concept MCMC algorithm inferring a simple parameterisation of ν. This gen-
eralises LDDMM and metamorphosis and could provide a first-order exploratory
tool for physicians to see if the development of a biological feature stems from a
few violations of diffeomorphic evolution. This paper paves the way towards sur-
gically investigating growth phenomena between topologically different images.
Future work is manifold. Firstly, we aim to extend the equations of section
3 to images e.g. using the kernel framework in [20] or developing a space-time
method. We also aim to find an explicit solution to the geodesic equations for p
and q and with the additional terms involving ν la [25] to eliminate the need
ν to be bounded from below. Further, as outlined in 4 there are many aspects
of the probabilistic framework that need rigorous treatment. Beyond the refer-
ences therein, see also the work in [8]. Natural extensions of our probabilistic
10 Bock et al.
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Fig. 2. We display the result of the MCMC algorithm 1 applied to the inverted land-
marks example of figure 1. The top left panel shows the analytical values for the
functional (11) obtained for various positions of a single Gaussian ν. We observe a bi-
modal minimum near (0, 0), which depends on the choice of the model parameters, and
in particular on the landmark interaction length corresponding to the Gaussian kernel
K and σν . The top middle panel displays a heat map for the sampled positions of the
centroid from the MCMC method, where the bimodality is not clearly visible. The top
right panel is a histogram of the sampled values of the functional which rapidly decays,
indicating a good sampling of the minimum value of the functional. The bottom left
panel shows the autocorrelation function of the Markov chain, which decays rapidly
to reach an un-correlated state after 50 iterations. The bottom right panel is one of
the MAP estimators where the centroid is near on the edge of one of the wells of the
top left panel. The simulations parameters are set to σν = 0.2, and 0.7 for the velocity
kernel, K = 1 and β = 0.2 across 5000 samples.
approach also include fully treating ν as a function and interpreting the result-
ing inverse problem through the appropriate measure-theoretical lens. Adding
a time-dependency to ν can also be explored. Determining a truncated Fourier
series of ν could lead to efficient numerical methods. More generally, we hope to
reconcile our attempts to model growth here with the mathematically elegant
approach described in [16] and with the more general mathematics of growth
[10].
Finally, it is our hope that we can extend the probabilistic approach devel-
oped here to encompass classic metamorphosis as well; that is to say, to de-
velop the necessary theory in order to place a stochastic model on the state
space consisting of velocities and source functions and sample from function
space. This provides a derivative-free method of solving classic metamorphosis
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Fig. 3. Here we display the results for the second example (landmark collapse) of
figure 1. Again, the top left panel shows the analytical values for a single ν field (11),
which has also a bimodal structure, but in the other direction. For the MCMC we
choose K = 2 Gaussian ν fields, and the top middle and right displays two heat maps
for the sampled positions of these centroids. The bottom left panel is a histogram
of the sampled values of the functional, which has a peak at slightly higher values,
possibly due to the redundant choice of two ν functions. The bottom middle panel is
the autocorrelation function of the Markov chain which shows decorrelation after 100
steps. The bottom right panel shows the geodesics yielding one of the lowest functional
values, where the two ν fields are close to each other, demonstrating the fact that only
1 would have been enough for this landmark configuration. The simulation parameters
are the same as in figure 2 with the exception of K = 2.
(or other problems in shape analysis) at the expense of interpreting the results
probabilistically. In this work, we only used a simple MCMC algorithm, but a
Metropolis-adjusted Langevin algorithm or Hamiltonian Monte-Carlo algorithm
may be more appropriate to solve this problem.
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