Abstract -As a probabilistic localization algorithm, Monte Carlo localization (MCL) method has been widely used for mobile robot localization over the past decade. In this paper, an extended MCL method (EMCL) is developed by incorporating two different resampling processes, namely importance resampling and sensor-based resampling, to conventional MCL for improvement of localization performance. Different resampling processes are utilized based on a matching of sample distribution and observations. Two additional processes for validating overconvergence and uniformity are introduced for examination of such matching. A visual based EMCL is further implemented using a triangulation-based resampling from visual features recognized by Bayesian networks. Experiments are conducted to demonstrate the validity of the proposed approach.
I. INTRODUCTION
Self-localization is the task of estimating the pose of a mobile robot given a model of the environment. It plays a key role in various mobile robot tasks. Considerable researches have been done on this issue [2, 18] . Range sensors such as sonar [17] and laser range finders [1] are commonly employed. However, the data obtained from sonar sensors are usually noisy, and the laser scanners are generally expensive. As a result, the other sensory systems with more reliable sensing ability and cheaper price, such as visual sensors [3] , are more demanded for mobile robot localization.
Probabilistic localization algorithm [2, 6 ] is a useful systematic method based on Bayesian filters. Popular approaches include Kalman filters [2, 10] , Markov methods [6] , and Monte Carlo methods [5] . Monte Carlo localization (MCL), a sample based method, has recently attracted considerable attentions, because it can accommodate arbitrary noise distributions with high robustness and efficiency in addressing the global localization problem.
With stochastic nature, MCL does not work well in some situations, especially when localization is re-initialized or robot is kidnapped [18] . Many approaches have been proposed to improve the efficiency of MCL algorithm. A method of adaptive sample size [4] varying in terms of the uncertainty of sample distribution was presented. A resampling process through introduction of uniformly distributed samples [5] was further applied. Likewise, a sensor resetting localization algorithm [9] was also implemented using a resampling Xudong Ma and Xianzhong Dai Dept. of Automatic Control Southeast University Nanjing, China {xdma, xzdai}(seu.edu.cn process from visual feedback, based on an assumption that the visual features with range and bearing are distinguishable. Such a method may be applicable to RoboCup, but not to a general office environment. Several other visual based Monte Carlo methods [8, 14] were all implemented under the condition that the environment features must be unique. A mixture-MCL [18] and condensation with planned sampling [7] incorporated the resampling process to MCL for efficiency improvement, but the implementations require fast sampling rate from sensors. This paper presents a new approach to extended Monte Carlo localization (EMCL) algorithm, to improve efficiency of conventional MCL. The basic idea is to employ different resampling process based on an examination of the matching between the obtained sample distribution and sensing feedback. The remainder of this paper is organized as follows. Section II introduces conventional MCL algorithm with three known update steps, followed by an introduction of the extended MCL (EMCL). Section III presents the implementation of a visual-based EMCL. Section IV presents experiments conducted on a mobile robot system to verify the proposed approach. Finally, conclusions are given in Section V. II Re-weight all samples of Sk extracted from the prediction step, and we then have
The weight is further normalized, denoted as w(i, to ensure that all beliefs sum up to 1. Then, the sample set Sk with < Xk(i),w() >, is obtained after sensor update.
3) Resampling step
The resampling step is to reduce the variance of the sample weights and focus computational resources on samples with high likelihood. A new sample set Sk is extracted with samples located nearby the robot true pose. This step is effective for localization by ignoring samples with low weights and replicating those with high weights, and is usually called importance resampling.
The above MCL algorithm suffers from the limitations below. First, the sample size must be high enough to apply SIR algorithm successfully, which results in more update time. Second, the robot kidnapped problem cannot be solved [18] . Third, both pose distribution and localization errors are heavily affected by the precision of sensors used [ 18] In the proposed extended MCL algorithm, two different resampling processes, importance resampling and sensorbased resampling, will be used for the above two different cases, respectively. Besides the prediction and sensor update steps that are the same as in the conventional MCL, two additional processes are introduced for validating overconvergence and uniformity of sample weights distribution. This is for examination whether the derived sample distribution matches the sensor feedback. If in match (i.e., case 1), the importance resampling is used; otherwise (i.e., case 2), the sensor-based resampling is applied. Table I gives the procedures of the proposed extended MCL algorithm.
Validations of over-convergence and uniformity are furth- This process is performed with entropy and effective sample size for sample impoverishment confirmation. It occurs when localization is initialized or robot is kidnapped, where the majority of samples have low weights and the minority has high weights. In such a case, both importance resampling and sensor-based resampling are applied.
Uniformity validation
In case that over-convergence does not occur, it is needed to examine whether the sample distribution matches the sensory data via uniformity validation. It is performed through sum of weights of the non-normalized sample distribution. If the sum is larger than a given value, there is a good match between the sample distribution and the sensory data, and the importance resampling is performed. Otherwise, the match is not good, and the sensor-based resampling is applied. The implementations will be introduced in the next section.
III. IMPLEMENTATION OF A VISUAL-BASED EXTENDED MONTE CARLO LOCALIZATION
In this section, an implementation of the extended MCL algorithm with visual technology will be discussed. A. Sample Update
In the prediction process, new samples are extracted by applying the motion equation respectively ( crot and atrans are scale factors [13] ).
B. Visual Sensor Update Observations from visual sensors are used to re-weight the samples extracted from the prediction step.
1) Visualpolyhedronfeatures
Polyhedrons, such as compartments in office environments, are used as visual features in this application. They are recognized by Bayesian networks [15, 16] that combine perceptual organization and color model. Fig. 1 [11] .
If ESS is lower than a given value (percentage of sample size), over-convergence must occur. It is then necessary to introduce new samples, with the number of ns = c(N -ESS), where c is a constant. If ESS is higher than a given threshold, there is a need to examine the difference of entropy of the distribution before and after sensor update to determine whether over-convergence happens, in the following way Hc -Hp X~, Hp (5) where, H andH denote the entropy of the sample distribution before and after sensor update, respectively; A E (0,1) is a benchmark to check the relative change of entropy. The larger the difference is, the more likely over-convergence occurs. When over-convergence occurs, the number of the new samples to be used is ns = (1-2)(N -ESS).
Uniformity validation is implemented through summation of weights of the non-normalized sample distribution. Since the samples are uniformly distributed after motion update and re-weighted after sensor update, summation of the sample weights W can be, according to (1) , expressed as w = E = Zlwp(Zk lVXk) = N Z-l p(Zk Xk) (6) where, wk(i) and w^() denotes the weight of sample X(i) after motion update and after sensing update, respectively.
Define Wth as the summation of the sample weights corresponding to the given threshold, which is determined according to the sensing model of (4) The triangulation method here is utilized for from visual features [12] . Ideally, the robot can localized with not less than three features, as shol (a). In practice, however, there exists uncertainty estimation due to sensing errors. The pose constrn C0 shown in Fig. 2(b) , illustrates the uncertain robot pose with uncertain visual angles, which jus space for resampling.
In the existing triangulation methods, visual usually vertical edges, which are quite similar an( number. Polyhedron features, recognized bn networks here, can reduce the number of features; the search. In addition, the sub-features of poly] also be used for triangulation.
In the process of searching features by interp (IT), the following optimizations can be applied where x/ ji are position and visual angle of t respectively, and m is the number of observed fea Fig. 3(a) gulation-based resampling were applied. Due to existence of multi-matches, importance resampling was applied in all successive iterations, as multi-clusters shown in Fig. 7(b) . At the 9th iteration, the feature of the door f1 was observed, and a single sample cluster shown in Fig. 7 (c) was obtained until reaching position b, where all samples were distributed nearby the true pose of the robot, as seen in Fig. 7(d) . At the 18th iteration, the robot was kidnapped to the position c with a largely-changed heading angle. At this moment, the ESS and the entropy decreased greatly, as shown in Fig. 6 (a) and (b).
With observations of the features of the door f1 , the refrigeratorj10, and the compartmentfg, sample distribution was obtained as shown in Fig. 7 (e), after applying importance resampling and triangulation-based resampling, until to the end position d where the sample distribution is shown in Fig.  7 (f).
From the above localization process, it can be seen that the sensor-based resampling, after an effective examination of samples by over-convergence validation, can well solve the robot kidnapped problem. Due to too many similar features in the environment, there were still some samples with high weights after the kidnapped motion, and therefore the uniformity validation was not applied. If the robot is kidnapped to a region without similar features, the uniformity validation can be adopted.
B. Comparison ofLocalization Errors
Through applying different resampling processes in the extended MCL, the localization error is much smaller than that with the conventional MCL, especially when solving the kidnapped problem. Fig. 8 gives a comparison of the localization errors between the extended MCL and the conventional MCL (with uniform resampling), with the same sensor model and the same sample size before and after the kidnapped motion. Suppose that the robot's pose obtained from odometry was accurate enough for a short moving distance on the smooth floor. As is seen from Fig. 8 , at the moment when loc- alization error increases in the 5th iteration, the kidnapped problem happens. The localization error under the extended MCL, is much smaller than that of conventional MCL (with uniform resampling). This is to verify the improved localization performance of the extended MCL. C. Time Performance We further verified that the computational resources of the extended MCL could be effectively utilized by appropriately using the sensor-based resampling. As seen from the previous experiments, the number of samples with EMCL is only 400, while the number of sample size with conventional MCL is usually much higher than it to obtain good localization performance. Fig. 9(a) illustrates the total update time of the resampling process with respect to different numbers of samples. It can be seen when the number of samples is less than 1500, the update time is low and increases slowly as the number of samples increases; when the number of samples is more than 2000, the update time is high and increases fast as the number of samples increases. Therefore, in terms of the number of samples to be used, the proposed EMCL exhibits higher computational efficiency, since it does not require high number of samples and thus saves the update time. 48.6% with 200 samples to 35.9% with 8000 samples. Since many samples are not deleted in a large sample set, sensorbased resampling is not necessarily performed, and the process without resampling dominates the whole process. When the number of samples increases to a certain extent, the percentage of the resampling time does not change obviously. This implies that the extended MCL with small number of samples has the similar localization performance to that with relative large number of samples. Although the percentage of resampling time in the whole update time, with small sample size, is higher than that with high sample size, the total update time is reduced when using small sample size.
V. CONCLUSIONS
An extended Monte Carlo localization (EMCL) method is proposed in this paper by incorporating different resampling processes to conventional MCL, based on an examination whether the obtained sample distribution matches the sensing feedback. Two additional processes for validating overconvergence and uniformity of sample weights are introduced for such inspection. This new approach is aimed to improve localization precision particularly in solving kidnapped problem, and thus make global localization more efficient. A vision-based extended MCL is further implemented, utilizing triangulation-based resampling from visual features. Experiments conducted on a mobile robot verify efficiency of the extended MCL method. .m
