We develop a stochastic frontier model with unknown locations and number of structural breaks for both efficiency and technology. The structural changes in technology and efficiency are different. It is possible to identify these two types of changes even under a short panel context. The algorithm to estimate the model is designed to avoid the potential pitfalls with panel data. Parallel computing is used to tackle the estimation obstacles. We demonstrate the viability of our method with artificial data and we also apply it to study the world production over the period between 1960 and 2007. JEL Classification Code: C11, C13, C15, C63, O0
Introduction
Stochastic frontier model used to study either production or cost efficiency was introduced by Aigner et al. (1977) and Meeusen and van den Broeck (1990) . Under panel data, a key focus of the model is to estimate the efficiency levels for different individuals. Usually the efficiency terms are assumed to be heterogenous across individuals. From an econometric point of view, the number of parameters to be estimated in the model, i.e. individual efficiencies, will increase with the cross section dimension and it is generally difficult to estimate such parameters. If individual efficiencies are constant over time, we can better estimate them with longer time span. However, long panel is seldom the norm in practice. Moreover, even if long panel is present, it is hard to believe that efficiencies and the technology employed in the production are time-invariant. There have been some attempts to model such time varying behaviour of efficiencies and technology. Tsionas (2006) used an AR process to model the persistency and temporal changes of individual efficiencies. Tsionas and Kumbhakar (2004) assumed there are a fixed number of regimes in both technology and efficiency which have a Markov switching structure as in Hamilton (1989) and Hamilton (1990) . Tsionas and Tran (2007) developed a threshold stochastic frontier model and the regime switching is controlled by whether an observed variable crosses a threshold value.
For the change point model literature, it has been advocated that the number of change-points should be treated as unknown, see e.g. Koop and Potter (2009) and Giordani and Kohn (2008) . Such methods are more flexible and practical than the methods that require to prespecify the number of regimes a priori. We apply these methods to stochastic frontier model and let the efficiency and technology have unknown number of regimes and unknown location of break points, which will be determined by the data. Another thing different from the previous literature in this paper is that we allow efficiency and technology to have different change-points. It should be sensible to assume that efficiency and technology may not change hand in hand. On the one hand, a firm's efficiency may be improved due to better management or other factors unrelated to technology breakthrough. On the other hand, even if a firm adopts a new technology, it is not certain that the firm's efficiency will improve as a result. In the growth literature, technological change and technological catch-up are identified as two sources of economic growth (see Kumar and Russell, 2002) . When there is adoption of new technology, the production frontier should be shifted upward. However, this does not necessarily imply that some firms will make better use of the new technology than the others. While when there is an improvement in efficiency, the less well-performing individuals are expected to catch up with their better performing peers even though the production frontier of the whole society remains constant. For the structural break in efficiency, the change can be two folds. It is possible that either the overall level of efficiency will vary, or the firms will exhibit convergence or divergence in efficiency, or both may happen at the same time. We will consider all of these in our model by allowing the log of the efficiency term to follow a log normal distribution, which will also make our paper different from previous work to only look into changes in dispersion of efficiency.
The plan of the paper will be as follows. Section 2 describes the model and the algorithm to estimate it. Section 3 gives an example using artificially generated data. Section 4 applies the method to study the world production over the period between 1960 and 2007. Finally Section 5 concludes.
The Model
Suppose we are dealing with production stochastic frontier. Our model takes the following form:
2 ), i = 1, . . . , N, t = 1, . . . , T
where y is the log output and (x, w) is a collection of the log inputs and the intercept. The inputs are assumed to be exogenous and are separated into x it and w it , which correspond to the regime-changing parameter a and the constant β respectively 1 . The production frontier is given by x a + w β and is the disturbance or measurement error which makes the frontier stochastic. The technical efficiency is calculated by τ = exp [−exp(γ) ] with τ = 1 being the most efficient. We adopt a hierarchical prior for γ:
which implies that exp(γ) follows a log normal distribution. Such specification can also be seen in Tsionas (2006) and Yan et al. (2009) . Compared to the half normal specification (e.g. Tsionas and Kumbhakar, 2004) and the exponential distribution (e.g. van den Broeck et al., 1994) , such prior is more flexible and can have a bell shape. It is possible to consider both changes in level and changes in volatility for efficiency under such assumption. Moreover it is convenient to develop algorithms for estimation under unknown number of structural breaks as will be explained later. We assume that the value of a and the distribution of γ may change over time and attach a regime state index S t to each of them, S t = 1, . . . , M . M is the maximal number of regimes in sample. Note that in such setup, under the same regime, γ is the same for an individual across different periods. It should be a sensible assumption that individual's efficiency may remain the same over a certain period of time, but may have structural changes given a long period. In addition, the longer time span γ remains the same, the more reliable estimates can we obtain. If we could correctly separate the data into different regimes, it should help us better estimate an individual's efficiency score. The two processes S a t and S γ t are independent of each other. Following Chib (1998) , we assume that they are Markovian, i.e. the conditional probability of the current state only depends on the previous state and the current state is equal to either the previous state or the previous state plus one with the initial state S 1 = 1. Koop and Potter (2007) and Koop and Potter (2009) noted that imposing the number of in-sample regimes a priori implies a prior under which breaks near the end of the sample is unusually more likely than the previous periods. They argued that one should treat the number of in-sample regimes as unknown to avoid this problem. By setting M = T , we actually imply that the number of regimes ranging from 1 to T inside our sample are all possible and will be determined by the data. Koop and Potter (2009) proposed to extend the breakpoints to take place outside the sample and use a uniform prior on the location of the break points. Their prior can take the following form:
where m = 1, . . . , M , D is the maximal duration of one regime, d t,m denotes the duration of current regime m at period t with d t,m = 1, . . . , t − m + 1, P r(S t+1 = m|S t = m, d t,m ) = 1 − P r(S t+1 = m + 1|S t = m, d t,m ) and P r(S 1 = 1) = 1. Koop and Potter (2009) also suggested to treat M and D as unknown parameters to be estimated. In our example and application below, we simply fix M = D = T , which allows for the cases from only one regime to T regimes 2 in sample. The prior proposed by Koop and Potter (2009) implies a flat prior for d t,m over its support and hence the Markov transition probabilities of the states unconditional on d t,m can be calculated by
(4) where j is equal to either m or m + 1. By rewriting the prior proposed by Koop and Potter (2009) , we can easily use the algorithm developed by Chib (1998) for our estimation.
We assume both the value of a and the parameters for the distribution of γ will change over time. Below are the processes they follow:
which means that different regimes of a and the distribution parameters for γ are all connected by random walk. Note that when there is a structural break in γ, both its mean and variance will change. It is easy to allow the mean and the variance for efficiency to have different break points. The elements of a can also have similar treatments. All of these just require more computation under our framework. Equation (5) and (6) can be viewed as the priors for the difference between the parameters under two regimes. In what follows, we just need to specify the priors for the initial regime parameters: a 1 , µ 1 and φ 1 , which are all flat priors. To summarize, the following are the priors used in our Bayesian analysis:
2 When the number of regimes equal to the number of periods, it is the time-varying parameter (TVP) model.
where IG denotes the inverted gamma distribution with mean ζ v−2 and degrees of freedom v. g is the parameter controlling the informativeness of the g-prior (see Zellner, 1986) , which is chosen to be
6. draw
where S = (S 1 , . . . , S T ) and a, µ and φ consist of M regimes.
Algorithm 2.1 separate the parameters into blocks and use Gibbs sampler to draw them from their conditional posteriors. More details of the algorithm can be found in the appendix. Basically, we have S γ and γ, σ 2 a , S a and a, σ 2 µ and µ, σ 2 φ and φ, σ 2 and β as one block respectively. For some steps, given a group of parameters, other parameters will be irrelevant in the conditional posterior.
To draw the states of the regime, we use two different algorithms for S γ and S a . Drawing S γ involves integrating out γ and the conditional posterior depends on the values of µ and φ of different regimes. Since the conditional posterior of γ is not a standard distribution, its integrating constant does not have closed form and γ has to be integrated out numerically. We use adaptive quadrature to obtain the integrating constant, which involves substantial computation cost. Fortunately this problem can be parallelized and the computation is done by ARCCA Merlin, which is a computing cluster based in Cardiff University. The basic idea of parallel computing is to split a big computing job into smaller jobs and make them run on many computer CPUs at the same time. To simulate a draw of S γ requires finding the integrating constant for the posterior conditional of γ, which is an N × 1 vector. As is explained in the appendix, this demands
integrating operations. Since we are using a prior with different γ i s independent of each other, the integration with respect to different γ i s is not related with each other so that we can spread out the computation task across the cluster to speed up the computation. The problem of drawing from the posterior of γ conditional on other parameters is similar. Although the conditional distribution is not a standard one, we can simulate different γ i s separately at the same time by inverting its posterior cumulative distribution function. All details can be found in the appendix.
When we draw S γ , we mainly follow the algorithm proposed by Chib (1998) (see also Koop and Potter, 2007) and the conditional distribution of the regime states depend on the values of the parameters, ie. µ and φ, of different regimes. Gerlach et al. (2000) pointed out that such algorithm relying on the regime parameters could be very inefficient when the regime states and the regime parameters are highly correlated and the Markov chain could get stuck in a regime for too long. Under the panel context of ours, when we draw a and its regime states, this problem can be very serious. To see this problem, consider the following example:
The above model is just a simplified version of Equation (1) without the exogenous regressors and the inefficiency terms. We first use the algorithm proposed by Chib (1998) and let the posterior of the regime states (S t ) conditional on the regime parameters (a) during the posterior simulation. The prior specification is the same as mentioned before. We set N = 100, T = 4 and σ 2 = 1 to generate artificial data. The break point is set to T = 2 3 with a 1 = 0 and a 2 = 1. When we initialize the Markov chain, we set the initial draw for the regime states as (1, 2, 3, 3) and the regime parameter values as (0, 0, 1) with the parameter of the last regime, which takes place outside the sample, determined by the prior in (10). For this initial draw, we set the number of in-sample regimes to be 3 and the first two break points to be period 1 and 2. Results after 10 5 draws are shown in Table 1 , 2 and 3 with the corresponding results indicated by "Chib" or "C". For comparison, we have also put down the probabilities implied by the prior in (3) and (4). We can see that the Markov chain is stuck in the initial state throughout the simulation, that is, the first two break points are always period one and two, which makes the posterior probability of the number of regimes being 3 abnormally high. The reason for this can be explained as follows. When we draw a conditional on its states, the bigger N is, the tighter the posterior distribution of a in different regimes will become. It will make the values of different regimes less likely to overlap each other. This can be confirmed from Table 4 . The posterior intervals of a 2 and a 3 have no overlapping sections such that y i3 will never switch to state 2 during the simulation since a 3 is always closer to the true value than a 2 . regime no. 1 2 3 4 prior 0.2500000 0.5598958 0.1744792 0.0156250 Chib 0.0000000 0.0000000 0.9674400 0.0325600 Gerlach 0.0000000 0.5998200 0.3873300 0.0128500 Table 1 : The number of regime(s) probabilities period 1 2 3 prior 0.2500000 0.3125000 0.3932292 Chib 1.0000000 1.0000000 0.0325600 Gerlach 0.3761600 1.0000000 0.0368700 Table 2 : The probability of period t being a break point To get around this problem for partially Gaussian state space models, Gerlach et al. (2000) suggested to draw the regime states unconditional on the regime parameters 4 . To use their algorithm, we have to rewrite the process of a in Equation (10) as
period not exist 1 2 3 breakpoint 1(p) 0.2500000 0.2500000 0.2500000 0.2500000 breakpoint 2(p) 0.8098958 0.0000000 0.0625000 0.1276042 breakpoint 3(p) 0.9843750 0.0000000 0.0000000 0.0156250 breakpoint 1(C) 0.0000000 1.0000000 0.0000000 0.0000000 breakpoint 2(C) 0.0000000 0.0000000 1.0000000 0.0000000 breakpoint 3(C) 0.9674400 0.0000000 0.0000000 0.0325600 breakpoint 1(G) 0.0000000 0.3761600 0.6238400 0.0000000 breakpoint 2(G) 0.5998200 0.0000000 0.3761600 0.0240200 breakpoint 3(G) 0.9871500 0.0000000 0.0000000 0.0128500 Table 5 : Posterior quantiles using the algorithm by Gerlach et al.
where K t = S t+1 − S t takes the value of either 1 or 0 indicating whether period t is a break point or not. If S t follows a Markov process as in (3), the prior of K will become
where
The details of the algorithm adapted from Gerlach et al. (2000) are given in the appendix. The previous tables also show the results obtained from this algorithm given the same initial draw as before.
We can see that the Markov chain now does not get stuck in the initial draw of the regime state and the true regime state with period 2 as the first and the only break point has the highest level of posterior probability. Table 5 shows the posterior quantiles for the parameters obtained from this algorithm, which are all within reasonable ranges.
An example using artificial data
In this section we give an example with artificially generated data. The model is given in (1). We set T = 4 and N = 100. There are two regimes for both γ and a. There is only one input (exogenous regressor) and a it is a scalar. In other words, x it is a vector of ones and only the intercept in (1) changes over time while the slope remains constant. The break point for γ is at period 2 and a, whose values for the two regimes are 1 and 2 respectively, has its breakpoint at period 3. The structural parameters that generate γ are set as µ = (0, −1) and φ = (0, 0) , which implies from regime 1 to regime 2, the median of the technical efficiency τ = exp[−exp(γ)] increases from around 37% to 70% and its standard deviation decreases from about 26.6% to 24%. We generate exp(w it ) (only one input) from a uniform distribution with minimum as 1 and maximum as 20, β = 2 and σ 2 = 0.3. The plots of the data are shown in Figure 1 . The regime patterns may not be very obvious from the graph. The regime estimation results shown in Table  6 , 7 and 8 5 are obtained after 20, 000 draws with 1, 000 burn-in. For the regime inference, we can see that the posterior results are in stark contrast with the prior listed in Table 1 , 2 and 3. It is clear that Algorithm 2.1 can correctly identify the number of regimes and the location of the break points for both γ and a with the correct values receiving the highest posterior probabilities.
The posterior point estimates and quantile estimates are shown in Table 9  and Table 10 respectively with Std denoting standard deviation and N SE for numerical standard error 6 . Note that when we use different ways to separate Table 8 : The probability of breakpoint at period t the data into regimes based on the regime states and estimate the regime parameters, we are virtually doing model averaging. The parameters that are not common to different model specifications may be multi-modal and may not have bell shapes. For such cases, the posterior standard deviation would not be very informative. This is why we also list the posterior quantile results. All estimates are within sensible ranges. Figure 2 compares the efficiency estimates based on the posterior median to the true individual efficiencies. We can see that the estimates for period 1 and period 2 are close to each other while period 3 and period 4 are almost identical. These are due to the regime state estimation results, which suggest the break point is most likely to appear at period 2 and there should be two regimes. Our algorithm has no difficulty to identify the two regimes for efficiency. However, the estimated density plots are quite different from the true ones. Note that for each regime, the maximal duration is just two periods in our simulation, which means we only have two observations to estimate each individual efficiency and there are 2N such parameters. We could expect that as the duration for each regime gets bigger, our estimates for the individual efficiencies will become closer to the true values.
An empirical example
We use the dataset available from Penn World Table Index 6 .3 (see Heston et al., 2009 ) for our empirical application. The previous verions of this dataset have been used in Kumar and Russell (2002) and Tsionas and Kumbhakar (2004) . The key focuses of the study are to investigate the changes of the production frontier of the world and the production efficiencies of different countries over time and their relationship with economic growth. We have collected the data of 110 7 countries or regions over the period from 1960 to 2007. The basic model is the same as (1), where output is measured by gross domestic product (rgdpch × P OP ) and the inputs are capital (rgdpl × P OP × ki/100) and labour (rgdpch × P OP/rgdpwok). Table 10 : Posterior quantile estimatesFigure 2: Plots of the efficiency densities for artificial data average our variables every 3 years to make T = 16. In order to apply our method developed in previous sections, one more thing is worth mentioning. Our basic model assumes that all the individuals have the same production technology (i.e. the same slopes and intercept) for a given period. For our dataset, this may not be valid. It should be sensible to separate the economic agents into different groups with different technologies. Here we separate our data into two samples: one comprised by the richest countries or regions, and the other the poorest based on the real per capita income (rgdpch) in 2007. Each sample consists of N = 36 countries or regions. The rich group is composed of those with real per capita income in the top one third quantile while the poor group are those in the bottom one third quantile. We then estimate our econometric model using these two samples separately. Note that 27 out of 36 rich countries or regions remain rich in our sample period and 25 out of 36 stay poor in the poor group. It is therefore reasonable to assume that these two groups have different technology parameters. We assume all the slopes and intercept can change over time (i.e. β = 0). The empirical results are obtained after 20,000 draws with the initial 2,000 draws discarded. For both groups, we can see that the efficiency seems to have less regimes than the technology and the locations of the breakpoints tend to be different. Judging from Figure 3 , the efficiency breakpoints of the rich group are likely to happen in the early 1960s and 1980s. The red square line represents the prior. As for the number of regimes, the data confirm and reinforce the number to be 1 to 2 since at these two points, the posterior probabilities are higher than the prior. With regard to the breakpoint locations, the first point in the graph indicates the probability with which the breakpoint does not exist. The data suggest that the first breakpoint may not exist. But if it exists, it is most likely to happen in the early 1960s, the end of 1970s or early 1980s. Figure 4 presents the estimation results for efficiency of the rich group along with the probabilities of period t being a breakpoint. Note that the estimation results are obainted by averaging different models, which are defined by different number of regimes and different locations of breakpoints. Estimates of µ and φ, which are defined in (2), gradually decrease over time. This implies a slight improvement and a tighter distribution of efficiency. The bottom right corner of Figure 4 shows the density plots of the efficiency medians of different countries or regions in the year of 1960, 1981 and 2005 8 . It is not hard to notice that the distribution tends to get tighter to the middle over time. The means and standard deviations of the medians for these three years are respectively: 62.92% and 12.63%, 63.96% and 11.39%, 64.36% and 8.7%. To sum up, the efficiency for the rich group as a whole seems to have been improved slightly over the years. For the poor group, the efficiency results are quite different. Figure 5 shows that there is not much evidence supporting any structrual changes. The data suggest there should be only one regime and no breakpoints exist. Figure 4 confirms of different years overlap each other. The means of the medians range from 31.37% to 31.42% and the standard deviation is about 10%. Although for both rich and poor group as a whole, we do not see much change in efficiency, it is still worth investigating the individual efficiencies and the rankings. Table  11 and Table 12 show the efficiency medians of the rich group in 1960 and 2005 respectively. We can see that the rankings are not the same for the two tables. Table 13 shows the efficiency change between 1960 and 2005. Note that the top six efficiency gainers, namely, Taiwan, Cyprus, Hong Kong, Singapore, Mauritius and Malaysia, did not used to be rich in 1960. Part of their economic success should be due to improvement in production efficiency. The related results for the poor group are shown in Table 14, Table 15 and Table 16 . It is easy to notice that the rankings and the levels of efficiencies for the poor group are almost identical for the two periods selected. The members of the poor group have not made much progress in terms of efficiency over the years.
We now turn to the analysis of production technology. There seem to be morepatterns for both groups than efficiency. For the rich group, the data support 5 to 6 regimes with breakpoints at almost every decade. The breakpoint pattern seems simpler for the poor group. The data support at most two regimes with the breakpoint most likely to happen at the end of 1960s and in the 1970s. For both groups, there seems to be a trend showing that the capital elasticity increases over time while the labour elasticity tends to decrease. For the poor group, such trend seems to have stopped after 1980 while there are more ups and downs for the rich group over the sample period studied. The rich group appears to have experienced more regime changes. For the intercept, it keeps rising until 1975 and then gradually comes down before the abrupt fall in the early 1990s. It then rises again in the middle 1990s. The labour elasticity has similar patterns apart from the small fall in the early 1960s. As for the capital elasticity, it always goes to the opposite direction to that of labour whenever there is a regime shift. One thing to note is that for a given period, the sum of labour and capital elasticity is approximately 1, which implies constant returns to scale.
To check the robustness of our results, we estimate two more samples. One sample consists of the countries that have been in the top one third quantile (the richest 36 countries) every year from 1960 to 2007, while the other sample are those that appear in the bottom third quantile throughout the sample period. There are 25 countries in the rich group and 17 in the poor group. Those countries that join and leave the rich and poor groups in the sample period are left out. We just keep the countries that have been consistent for the two samples. By doing so, for example, the four Asian Tigers along with some other countries are not included in the rich group sample. The results are more or less similar to what we previously found. A main difference for the rich group is that we now have weaker evidence for two efficiency regimes. If there is a breakpoint in the sample period, it is likely to occur only in the early 1960s. We can not see another breakpoint in the early 1980s. For the poor group, as before there is not much evidence of regime changes in efficiency. Since these are the 19 countries that have been consistently poor, averagely speaking, their eifficiency levels are lower than the poorest 36 countries in 2007 we studied previously.
In terms of the production technology regimes and breakpoints, for the 25Figure 14: Probabilities of period t being a breakpoint and efficiency estimates for the poor group of 19 countires rich countries, there is one less regime than the previous case of 36 countries.
The breakpoints are present for every decade except for the 1990s. While the intercept and the labour elasticity have somewhat inverted U-shapes, the capital elasticity has a notable rise in the early 1990s and remain relatively constant since then. This finding is different from the case of 36 countries where there is a fall in capital elasticity and a rise in labour elasticity and intercept in the middle of 1990s. For the poor countries, compared to the 36 countries before, there seem to be one more regime and one more breakpoint, which occurs in the early 1990s. Both the intercept and the labour elasticity trend downward over the years, while the capital elasticity goes up. Note that the sum of capital and labour elasticity is approximately one for both the rich and the poor group, which suggests constant returns to scale. 
For notational simplicity, we drop all the it subscripts here. Equation (13) states that the frontier of the natural log of per worker output (y − x L ) is a linear function of the log of per worker capital. Figure 19 and 20 show the estimated frontiers with the log of per worker output and capital substituted by their cross-sectional sample average for the rich and the poor group for every period and the intercept and capital elasticity evaluated at their posterior medians. The actual per worker output and capital are also shown in the graph. We can see that though there are ups and downs for both the rich and poor countries, the frontier and the actual per worker output improve gradually over the years for the rich, while they remain at about the same level for the poor. We can also see that there are gaps between the frontier and the actual values for both the rich and the poor. For the rich, the ratio of the actual over the frontier is around 0.6 − 0.69, while it is around 0.07 − 0.1 for the poor, which means there is bigger room of improvement for the poor than the rich given their respective available technology.
Conclusion
In this paper, we have proposed a stochastic frontier model with unknown number of structural breaks and unknown locations of break points in both efficiency and technology. The structural changes in efficiency and technology are allowed to happen separately, while the changes in efficiency involve both conditional means and variances. Exercises with artificial data show that the strength of panel data can help to identify these two kinds of changes even if the panel is short. The implementation difficulties with panel data are discussed. Relevant computing techniques and estimation strategies are proposed to overcome such obstacles. Our methods are applied to study the world production. We find that rich countries or regions have experienced a few regime changes in both production technology and production efficiency over the period of 1960 to 2007, while the poor countries and regions have remained relatively stagnant. The efficiency for the poor group appears to be almost identical in the sample period.
For the world as a whole, the recent labour elasticity seems to have fallen while the capital elasticity has increased compared to 1960. We have not found many structural changes in efficiency for our empirical application. For other applications in future research, where many efficiency changes are expected, it may be beneficial to incorporate factors that could explain such changes into our framework. by S γ , say m γ , could be less than M . Hence our data can provide information for the parameters under the first m γ regimes through the posterior. For the parameters under the next M −m γ regimes, which take place outside the sample, the information from the data can only spread into them through the prior defined in equation (5). Here we just explain how to draw the parameters under the in-sample regimes. Let us first consider drawing φ conditional on µ and define z
2 . Then we can have the following state space model:
Note that the exponential of e (14) into a partially Gaussian state space model. After we obtain a new draw, we put it through a Metropolis-Hastings (MH) step to decide whether to accept it or keep the old draw as the new draw. To approximate the distribution of e φ j , we first generate artificial data from its distribution and then use the R package written by Fraley and Raftery (2009) to fit a mixture normal model 9 to the generated data. We can achieve better approximation by increasing the sample size of the artificial data. At the end, we use 10 6 as our sample size to obtain the results in the paper. Note that such approximation is a one-off process and we can save the estimation results to be used later. For different degrees of freedom, we can parallelize the estimation problem and run it on the computer cluster. To draw from the components of the mixture normal distribution, we rely on the algorithm by Carter and Kohn (1994) .
Let us define z * φ j = z φ j − µ z φ , where µ z φ is the mean parameter drawn from the normal mixture component conditional on z φ − φ using the algorithm by Carter and Kohn (1994) . Now we are ready to simulate draws of σ function of σ 2 φ . The posterior kernel of σ 2 φ takes the following form:
where p IG (σ 2 φ ) is the inverted gamma prior specified in (7). The posterior distribution in (16) is not a standard distribution and we use a MH algorithm with normal distribution as the proposal density to simulate draws from it. To simulate φ, we use the simulation smoother developed by De Jong and Shephard (1995) and run through the following backward recursion with r mγ = N mγ = 0:
where κ j ∼ N (0, C j )) and z * φ
= 0 and k 1 = 1 to correspond to the flat prior for φ 1 .
To draw µ|φ, y is simpler and similar to drawing φ|µ, y. Define z
where d µ j the duration of the jth regime. We can obtain the following state space model:
where e µ j ∼ N (0,
2 ). It is obvious that (18) is just a linear Gaussian state space model. We can simply apply the simulation smoother algorithm by De Jong and Shephard (1995) to it and draw σ 2 µ and µ as for the case of φ conditional on the component of the mixture normal distribution.
B Simulate draws of S γ and γ
To draw γ, we numerically invert its cumulative posterior distribution function, which in turn follows a uniform distribution between 0 and 1. Since the elements in γ are independent of each other given other parameters, we can parallelize this computation task over the computer cluster and speed up the process. The posterior kernel of γ iSt=j (γ ij ) takes the following form:
Tsionas (2006) and Yan et al. (2009) use MH to draw γ from (19). We do not follow their practice here since we found that the quality of such algorithm tends to deteriorate as N increases 10 . To have sensible posterior estimates, we have to use a large number of burn-in in the MH step.
To draw S γ , we first integrate out γ and let S γ depend on µ and φ as mentioned in the main text. Following Chib (1998), we run through the following forward recursion to find P r(S γ T |µ, φ, a, S a , β, σ 2 , Y ) 11 :
where t = 2, . . . , T and p(y t |µ j , φ j ) = p(y t |γ j )p(γ j |µ j , φ j ) dγ j and P r(S 1 = 1|y 1 ) = 1. When we finish the above recursion, we can draw S γ T |Y, µ, φ. To draw the regime states at other periods, the following backward recursion given by Chib (1998) is used. P r(S t |Y, S (t+1):T , µ, φ) ∝ P r(S t |y t , µ, φ)P r(S t+1 |S t ), for t = T − 1, . . . , 2.
C Simulate draws of S a and a
To simulate a|S a given S a and other parameters is similar to drawing µ before. However, drawing and smoothing the initial state requires special attention since we are using a diffuse prior for a. Define
10 The results are available upon request from the author. 11 For simplicity, we suppress the reliance on a, S a , β and σ 2 for the moment. 
where m a is the number of in-sample regimes for a. Due to the diffuse prior for a 1 , the Kalman Filter now takes the following form (see Koopman, 1997) :
According to Koopman (1997) , we can find two matrices G 1j and G 2j such that (G 1j , G 2j ) is a full rank matrix, (G 1j , G 2j ) R 
So instead of inverting an N × N matrix, we now just need to invert two k a × k a matrices. To draw a|z a (smoothing), we use the algorithm developed by Koopman and Durbin (2002) , which is more efficient than De Jong and Shephard (1995) especially when a is not a scalar. We run the following backward recursion with r ma = 0 after the Kalman filter in (24) 
where K t = S t+1 − S t takes the value of either 1 or 0 indicating whether period t is a break point or not. We draw the posterior of K a = (K 1 , . . . , K T −1 ) and then transform K a into S a = (S 1 , . . . , S T ) . We still use the prior proposed by Koop and Potter (2009) and represent it as (12). The algorithm by Gerlach et al. (2000) is a Gibbs sampler, which draws K t |K s =t , Y , and the details are as follow.
Algorithm C.1.
1. Given the initial draw of K a , we run through the following backward recursion, where the notations are just confined to this section.
t+1 z * a t+1 , t = T − 1, . . . , 1. (28) where Ω T = 0 ka×ka , µ T = 0 ka×1 and Z t+1 either has full column rank or is null.
2. For K t = 0, 1, (a) run the Kalman filter similar to (24) by replacing the subscript j by t (t = 1, . . . , T − 1), σ 
where P r(K t |K s =t ) is obtained from the prior and T t+1 either has full column rank or is null. The determinant of R is calculated as: 
D Simulate draws of σ 2 and β
It is straightforward to draw σ 2 from inverted gamma distribution. The posterior of β|σ 2 , a, γ, Y is a vector normal distribution truncated to the positive region. We use the algorithm proposed by Rodriguez-Yam et al. (2004) for this purpose. This algorithm involves drawing from scalar truncated normal distribution, which is done through the algorithm by Mazet et al. (2005) .
