A new proof is presented for the Motzkin theorem saying that if a set consists of d − 1 complex points and is symmetric relative to the real axis, then there exists a monic, irreducible, and integral polynomial of degree d whose roots are as close to each of these d − 1 points as we wish. Unlike the earlier proofs, the new proof is efficient, i.e., it gives both an explicit construction of the polynomial in question and the location of its dth root. §1. Introduction Let d ≥ 2 be an integer, and let α be an algebraic integer of degree d over the field Q of rational numbers. Many results are known about sets in the complex plane that contain (or do not contain) the number α together with all its conjugate numbers. For instance, in [1, 3, 10, 11] intervals on the real axis were considered, and in [4, 5] sets on the plane were treated. Of course, the set of all numbers conjugate to an algebraic integer possesses natural arithmetic properties, and this implies certain restrictions on the disposition of such a set. Any such set is symmetric relative to the real axis, and the basic symmetric functions take integral values at the points of this set.
§1. Introduction
Let d ≥ 2 be an integer, and let α be an algebraic integer of degree d over the field Q of rational numbers. Many results are known about sets in the complex plane that contain (or do not contain) the number α together with all its conjugate numbers. For instance, in [1, 3, 10, 11] intervals on the real axis were considered, and in [4, 5] sets on the plane were treated. Of course, the set of all numbers conjugate to an algebraic integer possesses natural arithmetic properties, and this implies certain restrictions on the disposition of such a set. Any such set is symmetric relative to the real axis, and the basic symmetric functions take integral values at the points of this set.
However, any symmetric set of d−1 points can be approximated by numbers conjugate to an algebraic integer of degree d. The Motzkin theorem has been known for more than fifty years; it states that if S = {λ 1 , λ 2 , . . . , λ d−1 } is a set of d − 1 complex points symmetric relative to the real axis, then for any positive ε there exists an algebraic integer α = α d of degree d such that the numbers α 1 , α 2 , . . . , α d−1 conjugate to α lie (respectively) in the ε-neighborhoods of the points λ 1 , λ 2 , . . . , λ d−1 . A usual proof of this fact employs the Kronecker joint approximation theorem (see, e.g., [9, pp. 49-51] ). Such a proof is inefficient, since it gives no method for constructing the number α, or rather, its minimal polynomial over the field of rational members. Neither the location of the dth conjugate, i.e., of α itself, nor its magnitude becomes clear.
Our goal in this paper is to give a simple and efficient proof of the following theorem. 
Then, for every ε with 0 < ε < 1 and every even integer Observe that the number
is real, because S is symmetric relative to the real axis. (Therefore, the set S ∪ {λ d } is symmetric.) Since the trace of α equals s, it is easy to check that
so that α is close to λ. It is also clear that if ε < v/2, then α is real because, by the theorem, the number of complex (nonreal) numbers among α 1 , . . . , α d−1 is even. §2. Proof of the theorem Let λ d be defined as above, and let 
is as required. Indeed, P (x) is irreducible over Q by the Eisenstein criterion; therefore, α is an algebraic integer of degree d and with trace s. As in [2] , we note that if P (λ j ) = 0, then P (x) has a root α j such that
(Indeed, if α j is a root nearest to λ j , then the modulus of the quantity
We write
All factors except |λ d − λ j | are bounded below by v, and
, which proves the inequality
Since P (λ j ) = F (λ j ) + G (λ j ), we easily obtain
Under the condition ε < v/2, the disks of radius ε centered at λ 1 , . . . ,
, then so is α j . Indeed, otherwise, since α = α d lies in none of the disks, while the numbers α j and α = α j = α j lie in one and the same disk, we see that at least one of the disks is empty, a contradiction.
§3. Application to Salem numbers
The idea of the above proof is based on the fact that near any polynomial
with real coefficients we can find an irreducible polynomial is the constant determined in [6] .) As a result, we obtain a number α > 2 of degree m + 1 and with trace s. We claim that β = (α + √ α 2 − 4)/2 is the required Salem number. Indeed, if P (x) is the minimal polynomial for α over Q, then β is a root of the polynomial Q(x) = P (x + 1/x)x m+1 of degree d = 2m + 2. The latter polynomial is irreducible over Q, because otherwise it is divisible by some cyclotomic polynomial, which contradicts the irreducibility of P (x). Thus, Q(x) determines a Salem number. Recently, McKee and Smyth [7] proved that Salem numbers may have any integral trace if the degree of numbers is allowed to grow (is not fixed).
