We study the spectral and scattering theory of some n-dimensional anisotropic Schrödinger operators. The characteristic of the potentials is that they admit limits at infinity separately for each variable. We give a detailed analysis of the spectrum: the essential spectrum, the thresholds, a Mourre estimate, a limiting absorption principle and the absence of singularly continuous spectrum. Then the asymptotic completeness is proved and a precise description of the asymptotic states is obtained in terms of a suitable family of asymptotic operators. §1. Introduction
§1. Introduction
In this paper we shall be interested in the spectral and scattering theory of some anisotropic Schrödinger operators H = −∆ + V in the Hilbert space L 2 (IR n ). A general theory for highly anisotropic potentials is still lacking, but various partial approaches are already well developed. The most famous one, and best achieved, is with no doubt the N-body problem (see [16] , [6] , [18] and [4] ). Let us also mention [8] and [12] for the spectral analysis of general anisotropic systems, [3] for the scattering theory for systems with different spatial asymptotics on the left and right, and [10] and references therein for a thorough analysis of Schrödinger operators with potentials independent of |x|. Here another type of anisotropy is considered. It is called cartesian since the potentials V admit limits at infinity separately for each variable. For the corresponding operators, the spectral and scattering theory can be completely achieved. Moreover, since our approach to the propagation properties of states is close to intuition, we expect that it could stimulate the development of a general theory. Let us illustrate our framework with a simple example. We consider the operator H = −∆ + V in L 2 (IR 2 ), with V (x 1 , x 2 ) = V 1 (x 1 )V 2 (x 2 ), and for j ∈ {1, 2}, V j is a continuous real function defined on IR which has limits c ± j
at ±∞ and converges to these limits in a short-range way. We call asymptotic Hamiltonians the operators H j± = −∆ + c ± k V j , with j, k ∈ {1, 2} but j = k, and internal Hamiltonians the operators
. Then the essential spectrum of H is the union of the spectra of the four asymptotic Hamiltonians. The eigenvalues of the internal Hamiltonians and the numbers c with respect to H propagating into the positive quadrant of IR 2 . We can expect that its asymptotic evolution is governed by the operator −∆ + c , and thus this state will be asymptotically free. But there might also exist some infinite valley parallel to one of the axis which could trap some scattering states. And such states would then behave asymptotically like guided waves.
This variety of possible outcomes for the asymptotic evolution is one of the reasons for the complexity of the analysis of anisotropic systems. In order to predict the asymptotic behaviour of a given scattering state, one has to know roughly its asymptotic localization. It seems to us that the right concept for obtaining this information is the asymptotic velocity. In the previous example, the asymptotic velocity of the asymptotically free state points out in the positive quadrant, while for the asymptotically guided state, the asymptotic velocity has a zero component. Such characteristics will be used for classifying the scattering states.
Let us briefly describe our mathematical tools. For the spectral analysis, we mainly use the method of the conjugate operator in the algebraic framework developed by W. O. Amrein, A. Boutet de Monvel and V. Georgescu [1] . In this approach, the main object of the theory is a C * -subalgebra C of the set of bounded linear operators in some Hilbert space H. This C * -algebra is closely related to the anisotropy. The operators H under consideration are then self-adjoint operators in H affiliated to C , i.e. the resolvent (H − z) −1 belongs to C for any complex number z with non-zero imaginary part. We also rely upon the recent idea that a class of functions defined on IR n having a certain type of anisotropy is associated with a compactification of IR n , the one on which all these functions admit a continuous extension. We refer to [2] , [8] and to [12] , [13] of M. Mȃntoiu for motivations, for some general principles and in particular for the use of crossed products in relation with spectral analysis. For the scattering theory, the strategy of J. Dereziński and C. Gérard exposed in [4] , Sections 6.6 and 6.7, is followed. Various propagation estimates are proved with the help of some propagation observables and with a partition of unity inspired by the paper of G. M. Graf [9] . The notions of minimal and maximal velocities are introduced and the asymptotic velocity is used for the definition of the wave operators and the proof of asymptotic completeness.
In the sequel we shall consider potentials V such that lim x j →±∞ V (·) exist for each j ∈ {1, . . . , n} in a suitable sense, and call them cartesian potentials. This leads to a natural n-dimensional generalization of certain situations considered in [3] and [7] . The underlying compactification of IR n is the cartesian product of n copies of the two-point compactification IR := {−∞} IR {+∞} of IR. Hence let us define IR n := IR 1 × · · · × IR n (the indexation corresponds to that of the variables) endowed with the product topology, and let C(IR n )
denote the algebra of continuous complex functions on IR n . This algebra is naturally identified with a subalgebra of BC u (IR n ), the bounded uniformly continuous complex functions on IR n . The precise definition of cartesian potentials is given in Definition 4.1. However, let us already mention that any real element of C(IR n ) is a smooth cartesian potential.
We introduce some notations which are needed for the statement of our results. Let L be the set of all multi-indexes α = {α j } n j=1 with α j taking values in {−1, 0, 1}. There exists a one-to-one relation between L and all generalized hypersurfaces of an n-dimensional hypercube. Indeed, the hypersurface IR α := iii) H has no singularly continuous spectrum,
1/2+δ and uniformly in λ on each compact subset of IR \ κ(H) and in µ > 0.
We mention that there exists a slightly stronger version of the limiting absorption principle in terms of Besov spaces [1] . For reasons of simplicity we do not take this improvement into account.
Let us recall that the asymptotic velocity P for a system described by H is obtained as the limit lim t→+∞ e iHt Q 2t e −iHt in a suitable sense. Since the limit t → −∞ is completely similar, we do not consider it. We denote by P α the asymptotic velocity obtained for H α . The following partition of IR n is useful for the description of the different possible outcomes of the asymptotic evolution. For each α ∈ L, we define
We shall prove that for α = o, the elements of H with support of their asymptotic velocity on Z α have an asymptotic evolution governed by the Hamiltonian H α . For this purpose, we roughly impose that the potential V approaches its limits at infinity in a short-range way. A more precise condition is given in Section 7, equation (20) .
If C is an m-tuple of commuting self-adjoint operators (m a positive integer), we denote by E Ξ (C) its spectral projection corresponding to the subset Ξ ⊂ IR m . We also use the notation E p (B) for the orthogonal projection on the subspace spanned by the eigenvectors of a self-adjoint operator B. 
Let us notice that the projections E Z α (P) correspond to the projections P + (E) conjectured in the Introduction of [3] . In relation with this result, we mention the recent work of Y. Dermenjian and V. Iftimie in the case of perturbed stratified media [5] . Their results are comparable but the anisotropy they consider is less general than ours since it is a short-range perturbation of a L ∞ -function which depends only on the variable x n and admits limits as
In Section 2 we describe the algebraic framework and some generalities on the regularity of H with respect to the conjugate operator. The algebra related to the cartesian anisotropy is introduced in Section 3, where its rich internal structure is investigated. It already gives some informations on the essential spectrum. In order to deal with non-smooth potentials, some technicalities are needed. Section 4 is devoted to this purpose. Definition 4.1 contains the description of a generalized class of cartesian potentials, which includes C(IR n ).
The affiliation of the corresponding cartesian Hamiltonians to the mentioned algebra is proved. The Mourre estimate and the limiting absorption principle are elaborated in Section 5, where the proof of Theorem 1.1 is given. The last two sections are dedicated to the scattering theory. Section 6 deals with the asymptotic velocity P and some of its properties. In Section 7, we use it to construct the wave operators and to prove Theorem 1.2.
We end the Introduction with two observations. The first one concerns the relationship between cartesian and N-body Hamiltonians. Although our approach for the spectral and scattering theory of the former is similar to that developed for the latter, potentials which are both cartesian and of N-body type are very special cases of cartesian potentials and of N-body potentials. Indeed, in the formalism of generalized N-body systems (see Section 5.1 of [4] ) such potentials correspond to a system related to a finite semilattice of subspaces of IR n which satisfy some orthogonality relations; on the other hand, as cartesian potentials, they must converge to zero (in a suitable sense) except in the vicinity of some subspaces of IR n of lower dimensions. The second observation is that the difficulties due to the anisotropy already appear in two dimensions, a situation which is easily visualized. Therefore this model is, undoubtedly, of pedagogical interest. For convenience, we have included some relevant examples of cartesian potentials in Sections 4, 5 and 7. §2. The Algebraic Framework
Let us consider a self-adjoint operator H in a Hilbert space H. The spectrum and the essential spectrum of H can be expressed in terms of its continuous functional calculus: If C is a C * -subalgebra of B(H), then H is said to be affiliated to
The above situation is a special case of the following more abstract framework:
ii) The spectrum σ(H) of the observable H is the set of real values λ such that, whenever η ∈ C 0 (IR) and η(λ) = 0, then η(H) = 0.
iii) If π : C → C is a * -morphism between two C * -algebras and H is a self-
, is a self-adjoint observable affiliated to C . We call it the image of H through π.
In the sequel we shall simply write morphism for * -morphism between two C * -algebras.
We recall some definitions related to the Mourre estimate and refer to [1] for details and a self-contained presentation. Let {W t } t∈IR be the unitary group in H generated by a self-adjoint operator A. For any B ∈ B(H), we write
we give a rigorous sense to the commutator 
Some properties of these functions will be quoted later on (Proposition 5.1).
The Mourre set of H with respect to
Since the work of Mourre ([14] , [15] ), it is known that H has nice spectral properties on this set. In particular H has no eigenvalue in µ A (H) and, under an additional regularity assumption, a limiting absorption principle can be stated on it. This additional condition is as follows: for some, and then for all, z ∈ C \ σ(H), 
iii) We say that U is a short-range potential if
It is shown in [1] that in all three cases, U is of class C 1,1 (A). These definitions are useful in order to construct examples of cartesian potentials of this class. We shall make some remarks on this point at the end of Section 5. §3. The Cartesian Algebra and the Essential Spectrum
In this section, we study the cartesian algebra C which characterizes in some sense the Hamiltonians under consideration. Its properties will be extensively used in our later proofs. Let us first observe that L is naturally endowed with the structure of a finite semilattice, with largest element o : β ≤ α if IR β ⊂ IR α . β < α means strict ordering, and we write β α if β < α and
One has equivalently that β ≤ α if, whenever α j = 0, then β j = α j , and that β α if and only if β ≤ α and there is exactly one value of j such that (β − α) j = 0. One also notices that |α| is equal to n − n j=1 |α j |. In the sequel, we shall make some abuses of notation: IR α will denote either a hypersurface of IR n or the isomorphic cartesian product of IR j for all α j = 0 (a |α|-dimensional hypercube). Similarly, C(IR α ) will be viewed either as a C * -algebra on its own, or as a subalgebra of C(IR n ) with elements depending only on the variables x j for which α j = 0. However, in every case, the context should suppress the ambiguity. Before defining C , we summarize some easy properties of the abelian algebra C(IR n ). For each α ∈ L, let us show the invariance of the hypersurface IR α under the natural action U o of IR n on IR n by translations. For y ∈ IR, let U y : IR → IR with U y (z) = z + y if z ∈ IR and U y (±∞) = ±∞, be the extension to IR of the translation by y on IR. Since IR n equals IR 1 × · · · × IR n , the action of the group on IR n can be defined componentwise:
n and x ∈ IR n . But {−∞}, {+∞} and IR are invariant under each homeomorphism U y , and therefore IR α is invariant. Consequently, each
is stable under the action of translations. Indeed, the group U o of homeomorphisms induces a representation of the translation group by For each subalgebra C(IR α ) of C(IR n ), there exists a morphism π α :
given by restriction of f to the hypersurface IR α . This morphism is covariant since the relation
is satisfied for all x ∈ IR n . Let C 0 (IR n ) be identified with the ideal of functions in C(IR n ) which are null on the boundary IR n \ IR n . A certain direct sum of morphisms π α has an important feature:
a covariant morphism with kernel equal to C 0 (IR n ). Thus there exists a natural injective morphism
We now identify C(IR α ) with the subalgebra of B(H α ) consisting of all elements from the theory of crossed products are used in the sequel. We refer to [8] , Sections 3 and 4 for an overview on this subject in relation with spectral analysis. This reference includes some precise definitions and all the required results. One defines
and
the stability of C(IR α ) under U α is here essential. Moreover, this algebra is isomorphic to the crossed product C(IR α ) IR α , which is defined abstractly in terms of the action of translations on C(IR α ). In the special case α = o, we simply set C := C o . We shall give in Lemma 4.1 another description of this C * -algebra in terms of suitable limits at infinity. We also mention the following known relations:
Due to the embedding of C(IR
Since the morphism π α is covariant, there exists a unique morphism
, the general theory of crossed products gives the canonical isomorphism:
Using (1), (2) and some isomorphisms introduced above, one obtains:
The resulting injective morphism is denoted by Π. But if Θ is the canonical
, where Θ(H) is the image of H in the Calkin algebra. Since an injective morphism preserves the spectrum, we have:
the last equality being valid because the spectrum of an observable affiliated to a finite direct sum is the union of the spectra of its components. Let us mention that some similar results were already obtained in [12] . §4. Cartesian Hamiltonians
Hamiltonian is cartesian. This is easily seen by using the Neumann series
for | z| large enough. In order to deal with non-smooth potentials, several technical results have to be obtained. This section is entirely devoted to this question.
In the sequel, we shall often use some non-decreasing functions ξ in
For reasons that will become obvious already in the next lemma, we call them asymptotic localization functions. Let us say that a bounded operator B is semi-compact if ζ(Q)B is compact for all ζ ∈ C 0 (IR n ). We recall that for each α o, there exists exactly one j such that α j = 0. Hence α · Q means α j Q j and therefore ξ(α · Q) is well-defined for any function ξ on IR. We start with a new description of C . Proof. a) By using (2) one observes that the product
Since C is the norm closure of the vector space generated by products of the form f (Q)h(P ) and since K(H) is norm closed, ζ(Q)B is compact for any ζ ∈ C 0 (IR n ) and any B ∈ C . This proves i). b) We now check the "only if" part of ii). Consider f ∈ C(IR n ) and α ∈ L.
Let us observe that
belongs to the ideal J α of functions of C(IR n ) which are equal to zero on the hypersurface IR α . So, one has C(IR n ) = C(IR α )+J α , and J α is nothing but the kernel of the morphism π α of the previous section. By Corollary 3.1 of [8] , one 
n elements, one obtains
By semi-compactness of B, ξ o Q r B belongs to K(H), and hence to C ; and each term in the sum belongs to C by construction. Since C is norm closed, one gets that B ∈ C . 
Lemma 4.2. Let H be a self-adjoint operator in H with domain D(H) and assume that for each α o, there exists a self-adjoint operator
H α in H, affiliated to C(IR α ) · C 0 (IR n * ) ,
with domain equal to D(H). Assume also that
for some asymptotic localization function ξ and each α o,
Then H is affiliated to C and Π α (H) = H α (in the sense of Definition 2.1).
of C , R α belongs to C and thus is semi-compact, cf. i) of Lemma 4.1. Then R is semi-compact since for any
α R is bounded by the closed graph theorem [11] .
Furthermore,
The first term on the r.h.s. goes to 0 as r → ∞ by hypothesis. For the second term, one has to use the isomorphism We have thus obtained that
The last statement of the lemma follows from the density in C 0 (IR) of the vector space generated by the set of functions
We now give the general definition of the potentials under consideration, and we shall prove in Proposition 4.1 the affiliation to C for the corresponding Schrödinger operators. One notices that if V belongs to C(IR n ), the functions 
= 0 for each β α and some asymptotic localization function ξ.
The second condition means that for each α ∈ L, the function V α defined on IR α approaches its asymptotic limits V β with β α in the norm · H 2 α →H α . Let us observe that Lemma 9.4.8 of [1] implies that if V is a cartesian potential, then V α (Q) is ∆-bounded with relative bound less than one, and ii) is also fulfilled with the norm · H 2 →H instead of the norm · H 2 α →H α . We give a rather general example of such potentials.
Example 1.
Let V 1 be a bounded real function on IR n such that for
for some asymptotic localization function ξ. Let V 2 (Q) be a ∆-bounded operator (relative bound less than one) such that lim r→∞ ξ |Q| r V 2 (Q) For the next proof and some later uses, we introduce the semilattice
Proposition 4.1.
Assume that V is a cartesian potential. Then H = −∆ + V is a cartesian Hamiltonian and
Proof. Since the proof is performed by induction over the lattice L, let us first introduce some notations. For each α ∈ L and each β ≤ α, let π
be the covariant morphism given by restriction of f to the hypersurface IR β , and let Π α β be the unique morphism
In this setting, the statement of the proposition reads: if V α is a cartesian potential relative to the lattice L α , then
Let us notice that for each α ∈ L, V α is a cartesian potential relative to the lattice L α . In the special case |α| = 0, V α is a real number, The strategy for obtaining the results announced in this title is similar to that developed for the N-body problem. The analogy is possible mainly because of the rich internal structure of C and its compatibility with the unitary group {W t } t∈IR of dilations in H (Lemma 5.1 
. It is now easy to verify that (
Since C is the norm closure of the vector space generated by such products, C is invariant and W t and Π α commute on C .
The next lemma contains two results which are analogous to the statements of Lemma 9.4.3 and Theorem 8.4.3 of [1] . The compatibility of the structure of C with the dilation group is essential. One observes that A = 1 4
The proof of i) can be performed by rewriting the proof of Lemma 9. 
with the convention that the infimum over an empty set is +∞.
Proof. a) We begin with some preliminary observations. One notices
can only accumulate at points of τ (H α ), since otherwise it would contradict i) 
H). Since τ (H) is a finite union of closed sets, it is closed. Hence˜
A H is strictly positive outside τ (H) and zero on τ (H), so that one may apply the result of a) with α = o. By taking into account the statement ii) of Proposition 5.1, one sees that
Collecting the results obtained so far, we can now prove Theorem 1.1. We mention that if the operator H is of class
Proof of Theorem 1.1. Since the potential V is ∆-bounded (with relative bound less than one) and is of class
17]. This implies i). ii) is part of Proposition 5.2. iv) results from our Proposition 5.2 and Proposition 7.4.6 of [1]. Finally, iii) is a well-known consequence of iv).
In order to ascertain that the C 1,1 (A)-condition is not too restrictive with respect to the cartesian anisotropy, let us indicate two examples of cartesian potentials of class C 1,1 (A).
Example 2.
For any cartesian potential V , we consider the following approximation V m of V . Let m be any positive number and ξ an asymptotic localization function. Set ξ 0 (y) := 1 − ξ(y) − ξ(−y) for y ∈ IR and ξ α (x) :=
n and α ∈ L. We now define
Mourre potential (cf. Definition 2.2) and that
is a cartesian potential of class C 1,1 (A).
Example 3.
Let V j be a bounded function on IR j having limits as x j → ±∞ and converging to these limits in a short-range or long-range way. Then V := n j=1 V j is a cartesian potential of class C 1,1 (A). To check this assertion, we first observe that if U is a self-adjoint operator in H α of class In this section, we prove the existence of the asymptotic velocity and state some of its properties. This velocity is going to play an essential role in the definition of the wave operators. Most of the results of this section are inspired or adapted from Section 6.6 of [4] . However, since cartesian potentials and Nbody potentials differ substantially, none of the result of this reference can be directly quoted. We refer to that book for further comments on the asymptotic velocity and other applications.
Proposition 6.1.
Let V be a cartesian potential such that H = −∆+V is of class C 1 u (A). Assume also that for each j ∈ {1, . . . , n} and for some asymptotic localization function ξ,
Then,
i) there exists a n-tuple P of commuting self-adjoint operators such that for all f ∈ C 0 (IR n ):
the asymptotic velocity P commutes with the Hamiltonian H, iii) the subspace of the states with zero asymptotic velocity is equal to the subspace spanned by the eigenvectors of H.
Since the limit t → −∞ could be handled similarly, we simply do not consider it. The entire section is devoted to the proof of this proposition and therefore, unless otherwise stated, it is always assumed that the potential V satisfies its hypotheses. The proofs involve a considerable number of commutator computations, which will of course not be presented in full details. We start with some considerations on the notations and with a technical lemma that will be used freely subsequently.
Let us consider an operator-valued mapping Φ : [1, ∞) t → Φ(t) ∈ B(H). If there exists some constant c < ∞ such that Φ(t) ≤ c for all t ≥ 1, then Φ is said to be a bounded operator-valued mapping. We write 
We say that Φ is integrable along the evolution (with respect to H) if there exists a constant c < ∞ such that
For each α ∈ L we define the open subset of IR n :
If α o we also use the more familiar notation Y 
belongs to B(H).
The proof of this lemma is given in the Appendix. Let us however mention that the statement i) requires only the hypothesis that V be ∆-bounded with relative bound less than one. In line with iv), one could also prove some anisotropic non-propagation estimates at suitable energies. More general results of this type can be found in [2] .
For each operator-valued mapping
B(H) we define its
Heisenberg derivative DΦ : let ϕ, ψ in H 2 (the domain of H) and t ≥ 1, then 
, ∞), B(H) . In our applications Φ(t) will often be equal η(H)f
and that all first order partial derivatives of f have a bounded support.
As mentioned in the Introduction, we shall prove various propagation estimates. For this purpose, we review two standard results that will be constantly used (proofs can be found in the Appendix). 
Then there exists c < ∞ such that 
Assume furthermore that L belongs to L 1 (1, ∞), dt and that there is a constant c < ∞ such that for each k ∈ {1, . . . , N},
Then s − lim t→∞ e iH 2 t Φ(t)e −iH 1 t exists.
In most of our applications H 1 and H 2 are equal to H, and therefore (7) is nothing but | ψ, DΦ(t)ϕ |.
The next lemma contains two statements usually called maximal velocity estimates. Both are proved under the single assumption that the potential V be ∆-bounded with relative bound less than one. It slightly extends the validity of similar results obtained in [4] .
To shorten some equations below and when the context leaves no doubt, the arguments of certain functions are not repeated all along the proofs. 
Proof. We fix a number c η ∈ IR such that suppη ⊂ (−∞, c η ) and a functionη ∈ C η(H) with
B(H) and one has
By using i) of Lemma 6.1, one can check that
, and hence −DΦ(t) ≥ 
All terms between brackets are norm bounded independently of t for t ≥ 1. So by applying Lemma 6.3 and by using i) one gets the existence of s − lim t→∞ e iHt Φ r (t)e −iHt .
c) Let us show that this limit is zero if f satisfies the hypothesis of i). Indeed, one may then choosef ∈ C ∞ c (IR) with support in (c η , ∞) and such thatff = f . Then by i) there exists c < ∞ such that for all ϕ ∈ H,
This implies that lim t→∞ ϕ, e iHt Φ r (t)e −iHt ϕ must be zero for each ϕ ∈ H, and hence w − lim t→∞ e iHt Φ r (t)e 
Inserting this inequality in the formal identity
with t ≥ t o ≥ 1, one obtains the existence of some c < ∞ such that for all ϕ ∈ H 2 ,
Both terms on the r.h.s. of (9) are independent of t and tend to zero as r increases. Since the existence of s − lim t→∞ e iHt Φ r (t)e −iHt was shown in b), the inequalities in (9) imply that
Since the function f (·) − f · r has compact support in (c η , ∞) for any r ≥ 1, the equation (8) In the next lemma, a certain distortion of the mapping IR
will play a crucial technical role. We refer to [9] and especially to [4] for similar constructions used in the N-body problem.
for any asymptotic localization function ξ and all x ∈ IR n .
Lemma 6.5.
Proof. Let us fix a number c η ∈ IR such that suppη ⊂ (−∞, c η ) and a functionη ∈ C ∞ c (−∞, c η ) satisfyingηη = η and 0 ≤η ≤ 1. Let c η be the positive constant depending on η given by the previous lemma.
η(H). One can check that Φ belongs to
B(H) and that

DΦ(t)
where ∂ 2 r δ is the matrix of second derivatives of r δ . In order to be able to use Lemma 6.2, we obtain now some estimates for each term of (12) . Some commutator calculations, using repeatedly i) of Lemma 6.1, show that η{Dh}Lhη + ηhL{Dh}η can be rewritten as
, where Ψ is a bounded operator-valued mapping and g belongs to 1, ∞) , dt . Finally, the properties of r δ mentioned before this lemma imply that
for any asymptotic localization function ξ and each j ∈ {1, . . . , n}. Thus, by applying Lemma 6.2 with B * (t)B(t) =
one obtains that there exists c < ∞ such that for each j ∈ {1, . . . , n} and all ϕ ∈ H:
Since f has a compact support in Y ± j , we may now fix j and δ such that ξ ±
n . Then the first assertion of the lemma is a simple consequence of (13) and of the estimate P j , h
and notice that Φ belongs to BC
B(H) . One can check that
Having in mind the use of Lemma 6.3, we collect some estimates for each of these terms. The second and the third terms on the r.h.s. belong to
because η∇ j V fη andηf ∇ j V η are integrable in norm and the remaining factors are norm bounded independently of t for t ≥ 1. Some further commutator calculations based on Lemma 6.1 show that the last two terms of the r.h.s. can be rewritten as 
for some positive constant c < ∞ and all ψ, ϕ ∈ H. Since the term − each ϕ ∈ H. But this limit has to be equal to zero because of (11) .
We now prove the existence of the asymptotic velocity. One major ingredient is a class of functions with some special property. Let F be the set of all functions f ∈ C ∞ c (IR n ) such that, for each j ∈ {1, . . . , n}, there exists a neighbourhood of the hypersurface x j = 0 in which f does not depend on x j . One can check that F is dense in C 0 (IR n ).
Lemma 6.6.
For each f ∈ C 0 (IR n ), the following limit exists:
Proof. By density in H of the set of vectors of the form η 2 (H)ϕ with η ∈ C ∞ c (IR) and ϕ ∈ H, it is enough to prove that s−lim t→∞ e iHt f
exists, which is equivalent by i) of Lemma 6.1 with the existence of
Since F is dense in C 0 (IR n ), there is also no loss of generality in assuming that
One observes that Φ ∈ BC 1 H [1, ∞), B(H) and that, similarly to (12), 
and satisfies g j ∇ j f = ∇ j f . By applying Lemma 6.3 and by using the first statement of Lemma 6.5, one obtains the existence of s − lim t→∞ e iHt Φ(t)e −iHt . But the second assertion of Lemma 6.5 implies that this limit is equal to (14) , which therefore exists.
Assume for a while that f is a complex function belonging to C 0 (IR n ).
By denote by P(f ). Since P(fg) = P(f )P(g) and P(f ) = P(f ) * for two complex
between two C * -algebras. Let BO(IR n ) be the unital C * -algebra of bounded
Borel functions on IR n . We say that a sequence
|f k (x)| ≤ c for some constant c < ∞ independent of k and x (f belongs then to BO(IR n ), cf. [1] , Section 8.1.1). It is also proved in this reference that the morphism P has a unique extension to a morphism P :
Let χ Ξ denote the characteristic function of the Borel set Ξ ⊂ IR n and 1I Ξ := P(χ Ξ ). Then 1I : IR n ⊃ Ξ → 1I Ξ ∈ B(H) determines a projection-valued measure on IR n . In the next lemma we shall prove that 1I IR n is the identity operator in B(H), and therefore 1I becomes a spectral measure on IR n . So, if P := IR n x1I(dx) is the n-tuple of commuting self-adjoint operators in H determined by 1I, then clearly P(f ) = f (P). The n-tuple P is commonly called the asymptotic velocity.
Lemma 6.7.
i) The projection-valued measure 1I satisfies the relation
i.e. the asymptotic velocity P commutes with the Hamiltonian H. 
Proof. Letη ∈ C 
The statement v) of Lemma 6.1 assures that Φ is a bounded operator-valued mapping. Moreover, one can easily check that Φ is differentiable in norm with bounded derivative. It follows then that Φ ∈ BC 
In order to be able to use Lemma 6.2 we obtain now some estimates for each of these terms. Since f ∈ F, the statement ii) of Lemma 6.1 implies that the first two terms on the r.h.s. of (16) 
where (17) is integrable along the evolution.
For the fifth term on the r.h.s. of (16) one can check that
where the equality has been obtained with the help of i) and iii) of Lemma 6.1. Furthermore, since A = 1 4 (P · Q + Q · P ), one finds that (by commuting the firstf to the right for the second inequality)
which is less than
and hence one gets that:
From the inequality (a + b)(a + b)
One can check with Lemma 6.5 that the term
η is integrable along the evolution. Thus by inserting (19) into (18), by applying then Lemma 6.2 with the term B * (t)B(t) equal to θ 4t ηf 2 η and by taking into account all previous estimates, one obtains the expected result.
In the next lemma, we prove that the subspace of H of the states with zero asymptotic velocity is equal to the subspace spanned by the eigenvectors of H.
Lemma 6.9.
The range of E {0} (P) is equal to the range of E p (H).
Proof. First, let ϕ ∈ H such that Hϕ = λϕ. For each f ∈ C 0 (IR n ) and
The r.h.s. tends to zero as t increases, and therefore f (P)ϕ = f (0)ϕ, or equivalently ϕ ∈ E {0} (P)H. Since E p (H) and E {0} (P) are closed subspaces, it follows that any ϕ ∈ E p (H)H belongs to E {0} (P)H. Let us now show that E {0} (P)H is orthogonal to the continuous subspace of H with respect to H. So let ϕ ∈ E {0} (P)H, i.e. f (P)ϕ = f (0)ϕ for each f ∈ C 0 (IR n ). It is enough to prove that ψ, ϕ = 0 for any ψ satisfying η(H)ψ = ψ
. Let ε η be given by the previous lemma, and let f ∈ C ∞ c (IR n ) with support in B(0, ε η ) be such that f (0) = 0. We observe that s − lim t→∞ ηe iHt f 2 Q 2t e −iHt η = 0 since the limit exists and since there exists c < ∞ such that
We finally have
In this last section, we prove the existence of some suitably defined wave operators and, as a by-product, obtain the asymptotic completeness. 
These operators satisfy the relations
Proof. In order to prove the existence of W + αo , it is enough to show that for each η ∈ C ∞ c (IR) and each f in a dense subset of all C 0 (IR n )-functions with support in Y α , the limit s − lim t→∞ e iH α t e −iHt f (P)η 2 (H) exists.
and Φ(t) := η(H α )M (t)η(H). One can check that Φ be-
B(H)
. Let us assume for a while that the limit s − lim t→∞ e iH α t Φ(t)e −iHt exists. Then one observes that (in the strong topology)
where we have used successively iv) of Lemma 6.1, the second assertion of Lemma 6.5 and the hypothesis f ∈ F, and finally the existence of the asymptotic velocity P. and satisfies g j ∇ j f = ∇ j f . In relation with (24), it is useful to recall (from Lemma 6.5) that for each k ∈ {1, . . . , n}, there exists c < ∞ such that
for all ϕ ∈ H, and that a similar result can be obtained with H α instead of H (see the discussion before Example 4).
We finally notice that Clearly I = α∈L E Z α (P) and by using Lemma 6.9 and the absence of singularly continuous spectrum, one obtains the equalities:
The statement iii) is due to the relation between P α and P α . Since H α = −∆ α ⊥ ⊗ I + I ⊗ H α , and since the asymptotic velocity for the operator −∆ j is P j , one has (P α ) j = P j if α j = 0 and (P α ) j = (P α ) j if α j = 0. Then E Z α (P α )
is obtained from the fact that Z α is a cartesian product and from the relation E {0} (P α ) = E p (H α ).
b) For the proof of the first statement of iii), let ξ be an asymptotic localization function and δ > 0 such that ξ ± x j δ f (x) = f (x) for all x ∈ IR n . We start by replacing η(H) by (25) in the statement iii). By using that ξ(2y)ξ (y) = ξ (y) for all y ∈ IR, some commutator calculations show that
where R is equal to
(we have written R for R(z)). Again, by taking z = λ + iµ and using (26) for the resolvents of the first two terms on the r.h.s. of (29), one obtains that their norm is less than Then, the same method and the same arguments already used in a) and b) may be applied. Since ξ ± In order to make the calculation of the commutator [Q j , R(z)] properly, one has invoked the invariance of H 2 under the group {e iyQ j } y∈IR and the statement (a) of Theorem 6.3.4 of [1] . Then the end of the proof follows the scheme of the previous points. e) For the statement ii), let δ > 0 and ξ be an asymptotic localization function such that ξ ± x j δ f (x) = f (x) for all x ∈ IR n . One has
One observes that f 
