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Introduction
The design of a metaheuristic algorithm comprises a number of steps, including the definition of "good" neighborhood structures in the solution space as well as the "tuning" of a number of parameters characterizing the higher level search strategy. Typically, to make the metaheuristic efficient, both the local and the global improvement mechanisms must be tailored to: (a) the specific problem; (b) the distribution of the instances to be solved (i.e., the reference instance population ). Other relevant factors are: the time limit for the exploration of a single neighborhood structure, the time limit for the whole procedure as well as the hardware at disposal. The design process may take days, weeks or even months and is typically done by human experts through a number of steps, including:
(a) problem analysis: the problem structure as well as the characteristics of the reference instance population are thoroughly examined in order to extract meaningful properties and features; (b) literature scouting: the literature related to the same or similar problems is analyzed trying to identify algorithms and approaches that have proven to be successful; (c) neighborhood structures design: a number of tentative neighborhood structures are defined. Typically, these tentative de-signs are characterized by a set of parameters and some sort of experimental design [1] is applied to determine the best parameters' values; (d) experimentation: the tentative neighborhood structures are assessed on a sample ( training set ) extracted from the reference instance population. The results obtained in this phase may suggest some modifications of the tentative neighborhood structures.
The aim of our research is to develop, without any human intervention, "good" metaheuristics from a given Mixed Integer Programming (MIP) model. The ultimate goal is to generate automatically metaheuristics that may provide human competitive results [2] . Recently [3] introduced a three-step procedure, which automatically designs a single neighborhood structure from a MIP model: (1) a set of semantic features are automatically extracted from both the MIP model and a given feasible solution; (2) neighborhood design mechanisms are derived from the extracted features; (3) a "proper mix" of such mechanisms are searched during an automatic configuration phase. In this paper we take a different perspective and generalize the previous work in the context of an entire metaheuristic algorithm. More specifically, we focus on Variable Neighborhood Descent (VND) [4] and define a procedure thatbased on a MIP model and a current feasible solution -determines automatically the size and the "shape" of the whole VND hierarchy of neighborhoods, as well as the time limits for their exploration through a general-purpose black-box MIP solver.
The remainder of the paper is organized as follows. Section 2 is devoted to a review of the literature relevant to our work. In Section 3 we present the basic idea underlying the proposed approach and describe its main procedures. In Section 4 we discuss the computational results obtained on four well-known combinatorial optimization problems. In particular, we discuss the improvements provided by our automatically-designed VND with respect to both a previous model-derived Variable Neighborhood Descent procedure and the approach with a single automatically-designed neighborhood structure. Finally, conclusions follow in Section 5 .
Literature review
Our work is related to several areas. First of all, it is related to the field of model-derived neighborhoods. Among these contributions, very relevant are those based on the Local Branching concept [5] in which spherical neighborhoods defined by appropriate non valid inequalities are explored by using an off-the-shelf MIP solver. In particular, for purely binary MIPs a neighborhood of the current solution includes all the solutions in which the number of variables changing value (i.e., the Hamming distance ) does not exceed a given threshold. Danna et al. [6] introduced the Relaxation-Induced Neighborhood , which is defined by fixing the variables with the same values in both the incumbent and the optimal solution of the continuous relaxation. Then, after setting a cutoff equal to the objective value of the current incumbent, the neighborhood is explored by solving the sub-MIP on the remaining variables. Parisini and Milano [7] presented a search strategy called Sliced Neighborhood Search that considers randomly selected slices of spherical neighborhoods. Particularly relevant to our work are the contributions by Ghiani et al. [8] and Adamo et al. [3] , that showed how to take advantage of a MIP compact formulation to automatically design efficient neighborhood structures, without any human analysis. In particular, Ghiani et al. [8] used unsupervised learning to automatically select "good" portions of the search space "around" a given feasible solution. Adamo et al. [3] proposed a procedure extracting some semantic features from a given MIP model. Based on the selected features, some neighborhood design mechanisms are automatically derived and, finally, a "proper mix" of such mechanisms are determined by running an automatic configuration algorithm on a training set representative of the reference instance population. This approach was recently extended by Adamo et al. [9] , that allowed the Automatic Neighborhood Design algorithm to deal with an ensemble of Constraint Programming (CP) and MIP models.
Another area to which our paper is strongly related is that combining model-derived neighborhoods and heuristic search. Such approaches are typically referred to as matheuristics [10] , which are defined as heuristic algorithms obtained by integrating metaheuristics and mathematical programming techniques. In particular, Hansen et al. [11] combined Local Branching with Variable Neighborhood Search , whereas Lazi ć et al. [12] proposed to solve 0-1 MIPs by a hybrid heuristic based on the principle of Variable Neighborhood Decomposition Search . Then, [13] devised a general matheuristic that decomposes the problem being solved in a master and a subproblem. The main characteristic of the approach is that it exploits features of the incumbent solution to generate one or more columns in the master problem. More recently, [14] proposed a general approach for combinatorial optimization termed Construct, Merge, Solve & Adapt , in which sub-instances of the original problem are first generated by repeatedly constructing probabilistic solutions and then solved by using a generalpurpose MIP solver. In the context of CP, Van Hentenryck and Michel [15] showed how constraint-based local search algorithms can be synthesized from high-level models, at least for some application classes. Such synthesis is driven by the model structure, as well as the role and the semantics of each single constraint.
In particular, the high-level model is first classified and then a solution algorithm is selected from a predefined portfolio. These ideas have been exploited by Elsayed and Michel [16] to develop a model-driven automatic search procedure generator written in Comet [17] . The generator examines a CP model instance, analyzes the constraints as well as the variable declarations and synthesizes a procedure that is likely to yield good performances on the considered instance. More recently, Mouthuy et al. [18] showed how these concepts can be applied to a Very Large Scale Neighborhood Search framework, whereas Kiziltan et al. [19] combined constraint propagation with the Local Branching general-purpose neighborhood.
An alternative approach involves the use of hyper-heuristics [20] in which, given a particular problem instance, an appropriate low-level heuristic is selected from a given set and applied at each step. For instance, in the context of genetic programming [21] developed a system that uses a simple composition operator to automatically discover local search heuristics for the boolean satisfiability testing problem. A recent research trend [22, 23] is to employ human-designed heuristics as building-blocks to automatically generate new heuristics suited to a given problem or class of problems.
Finally, our work is also related to Automatic Algorithm Configuration (AAC) [24] [25] [26] , in which an automatic procedure finds the parameter configurations for which the empirical performance on a given set of problem instances is optimized. Nowadays, many AAC software packages have been developed, such as F-Race [27, 28] , Calibra [29] , ParamILS [30] and irace [31] . AAC has also been used in combination with grammar representations, as in [32] , where the authors proposed a novel representation of the grammar by a sequence of categorical, integer, and real-valued parameters. Then, they used an AAC tool to search for the best algorithm for the problem at hand.
Automatic instantiation of a variable neighborhood descent
As stated before, the aim of our research is to develop automatically "good" metaheuristics from a MIP model. The basic idea is to try to reproduce the behavior of a human researcher that must develop a neighborhood search heuristic for a given combinatorial optimization problem P. The starting point is a knowledge base of the problem, that is thoroughly examined in order to identify the main components that are combined to obtain a feasible solution. For instance, in a vehicle routing problem such components would be the customers and the vehicles that must be associated each other to define the routes. Of course, the solution is feasible if customers to vehicles assignment satisfies some requirements (constraints) that are identified from the problem description. After defining the structure of a feasible solution, the researcher must identify neighborhood relationships on the search space that allow to move from a current solution to a new (possibly improving) one. For instance, in a vehicle routing problem a new solution could be obtained by moving a given number of customers from a route to another.
Analogously to a human-like approach, we must define a way to represent the knowledge associated to the problem that allows to easily and automatically identify and extract the main components of the problem as well as the relationships among them ( semantic features , in the following). In this paper, we assume that P is given a factored representation (in which each state is coded by a fixed set of variables, see [33] ) as a mixed-integer program.
Let J = C ∪ G ∪ B = { 1 , . . . , n } be the variable index set ( C, G, and B denote the index sets for continuous, general integer and binary variables, respectively). A generic MIP model for P can be stated as:
x j ≥ 0 and integer , j ∈ G (4)
However, this kind of representation does not give any information about the problem components (customers and vehicles in the previous VRP example) and their relationships. Thus, we need a representation that is closer to what humans do, namely a structured representation (in which objects and their various and varying relationships can be described explicitly, see [33] ). As [33] note: "In fact, almost everything that humans express in natural language concerns objects and their relationships". For this reason, after writing the MIP model for P, we require that it is coded through an algebraic modeling language (e.g., AMPL [34] , GAMS [35] or OPL [36] ). Such languages rely on sets of objects (referred to as entities from now on, to be consistent with the notation of [3] , and as also very common in the context of computer science [37] ) such as customers, vehicles, or facilities. Entities are classified as fundamental or derived , where a derived set is defined as subsets or Cartesian products of other sets. As will be described later, our instantiation mechanisms are based on the information related to fundamental entities only. Then, each variable, constraint and parameter of the MIP model is indexed by one or more entities in the corresponding algebraic modeling. The information about entities and their relationships are automatically detected and extracted by using a parser that is based on the syntax and the grammar of the algebraic modeling language used to encode the model.
Automatic extraction of semantic features
The indexing mechanism illustrated before is key to identify semantic relationships between entities that are necessary for the proper design of our neighborhood structures. In this section, we detail the procedure used to extract the semantic features from both the MIP model and a given feasible MIP solution.
Formally, we denote as E = E 1 ∪ · · · ∪ E K the set of fundamental entities characterizing our model, where E k (k = 1 , . . . , K ) is a subset of homogeneous entities, such as a set of vehicles, a set of customers, a set of commodities, etc. The semantic features can be of two types: model-based features, derived directly from an instance of the MIP model, and solution-based features, identified from a given current feasible solution.
With respect to the model-based features, we denote by p k the number of parameters indexed by entities in the set E k , with k = 1 , . . . , K (e.g., in the generic MIP formulation (1) -(5) , the parameters of the model are a ij , b i , c j , with i ∈ 1 , . . . , m and j ∈ 1 , . . . , n ). Then, we define a dataset D k where each column (or group of columns) refers to one of the p k parameters, while each observation (i.e., row) is associated with an entity in E k . To take into account that some features can be more relevant than others, we associate a weight w k l to the l -th parameter ( l = 1 , . . . , p k ; k = 1 , . . . , K). After normalizing the weighted dataset, the modelbased similarity between two entities e, e ∈ E k is computed as the inner product of the corresponding rows. We observe that, as in [3] , the most appropriate values of all weights w k l ( l = 1 , . . . , p k and k = 1 , . . . , K) are sought through an automatic configuration phase performed on a training set (representative of the reference instance population and separated from the set of instances used during the test phase). In addition, the strength of the relationships between two entities e, e ∈ E k is measured with respect to the current solution. First of all, given a current feasible solution x , we define as adjacent two entities e, e ∈ E such that: (i) they are both indexing a variable having a nonzero value in x , or (ii) there is a constraint indexed by e that is active in x (i.e., the corresponding auxiliary variable used to standardize (2) is zero), in which a variable, indexed by e , appears with a nonzero coefficient and has a nonzero value in x (or vice versa). Such an adjacency is used to define the Entity Adjacency Graph (EAG), that is a graph where the vertex set is made up of a node for each entity in E . The objective function z is treated as a special entity that is present in constraint (1) . In this way, z is considered adjacent to the entities having a direct impact on it, i.e., the entities that index the variables appearing in (1) . Moreover, an arc is included in the EAG for each pair of adjacent entities in the vertex set. The EAG plays a fundamental role in the definition of good neighborhood structures.
In the following, we illustrate the previous concepts on a classic combinatorial optimization problem that is first modeled as a MIP and then written in the OPL algebraic modeling language. For this problem, we first show how to build the dataset used to identify the model-based features and then how to construct the EAG.
Example. As an example of combinatorial optimization problem, we consider the well-known Traveling Salesman Problem (TSP), which is one of the test problems used in Section 4 . The TSP amounts to determine a minimum cost Hamiltonian circuit on a complete directed graph G = (N, A ) , in which N = { 1 , . . . , n } is the vertex set (representative of the customers to visit) and A = { (i, j) : i, j ∈ N; i = j} is the set of arcs connecting the vertices. Each arc ( i, j ) has an associated cost c ij for traversing it. A possible MIP formulation [38] is:
i ∈ N
where x ij , ( i, j ) ∈ A , is equal to 1 if arc ( i, j ) is in the tour, otherwise its value is 0. Variables u i , i ∈ N , are used for sub-tours elimination. A possible OPL representation of formulation (6) -(12) is showed in Fig. 1 . Here, the entities are the customers (set CUSTOMERS ) and the arcs (set ARCS ). In particular, the customers are fundamental entities, whereas the arcs are derived, being a subset of the Cartesian product of the set CUSTOMERS . Formally, K = 1 (the customers), E = E 1 = N and p 1 = 1 (the cost matrix). Variables x and u , as well as the parameter cost , are indexed by the customers. 
On the other hand, all the constraints are indexed by the entities in set CUSTOMERS , with the only exception of constraint reported at line 16 of the OPL model. In Table 1 we report the dataset D 1 that is characterized by n rows ( | E 1 | = n ). The i th row (associated to the i th customer) contains the values of all the parameters indexed by i (i.e., all the elements of cost that are related to customer i ). In the weighted dataset the i th row will be weighted by w 1 1 . With respect to solution-based features, the EAG is constructed as follows. The set of vertices contains a vertex representative of z , as well as a vertex for each customer in E 1 . In particular, given a feasible solution z is adjacent to each entity in E 1 (in a feasible TSP solution each customer must be visited) and each customer is also adjacent to the customers visited just before and after it. The latter information is obtained from: (i) variables x ij that take value 1 when i and j are consecutive; (ii) constraints (7) - (9) . A graphical representation of the EAG is reported in Fig. 2 , where the dotted line is used to indicate that the vertex representing z is connected with all the vertices associated with customers.
Neighborhood structure design
In order to define a neighborhood structure, the first step is to identify a fragment of the current solution x indexed by entities in a set F ⊆ E that are classified as adjacent with respect to x , or similar with respect to the model. Then, a neighborhood N ( x ) is defined as the set of feasible solutions obtained by first destroying and then repairing the selected fragment of x indexed by the entities in F . Formally, given an entity e ∈ E , let J e ⊆ J denote the set of indices associated with variables indexed by e . We model the neighborhood structure N ( x ) as the feasible region of the subproblem:
(2) - (5) , and
Problems (13) - (14) are obtained from the original problems (1) -(5) by adding the fixing constraint (14) . The aim of this constraint is to consider as fixed to their values in x all the variables indexed by entities in F . On the other hand, the remaining variables can vary in their original domains. Then, the repair is done by determining the optimal solution of sub-problem (13) - (14) by means of an off-the-shelf MIP solver with a given parameter setting.
The key aspect is how to define a 'good' neighborhood structure, i.e., a 'good mix' of similar and adjacent entities to include in F . The procedure we employ is the same as in [3] and is composed of four steps, that are reported here for the sake of completeness:
1. Select a subset F of entities adjacent in x and making up a connected sub-graph of the EAG adjacent to z . In particular the entities are selected on the EAG by performing a random walk starting from z . This process is performed until the number of variables indexed by entities in F and having a nonzero value in x becomes greater than a threshold, obtained as a fraction α of the overall number of variables. At each step of the definition of the connected sub-graph, an entity in
2. Select a subset F among the remaining entities that are most similar to those in F , according to the definition of Section 3.1 . Analogously to step 1, we add entities to F until the cumulative number of variables indexed by them and having a nonzero value in x is lower than or equal to a fraction α of the overall number of variables; 3. Select a subset F of entities not yet selected and adjacent in x to entities in F . Again, the cardinality of F is such that the number of variables indexed by its entities and having a nonzero value in x is lower than a fraction α of the overall number of variables.
It is worth noting that the size of neighborhood N ( x ) is determined by the number of variables indexed by entities in F having a nonzero value in x . In particular, the neighborhood N ( x ) corresponding to (13) -(14) must be sufficiently small to be explored in a reasonable computing time, but still large enough to likely contain better solutions than x . For these reasons, it is crucial to give appropriate values to the fractions α , α , and α . Thus, the choice of such values, as well as those of the other parameters of the procedure, is performed through an AAC phase by using a state-ofthe-art tool. In particular, the parameters to be tuned are:
• the upper bounds α , α , and α selected at steps 1, 2, and 3, respectively;
• the weights w k l ( l = 1 , . . . , p k ; k = 1 , . . . , K) needed to define the model-based similarities among entities used in Step 2;
• the probabilities π k ( k = 1 , . . . , K) of visiting an entity belong-
Moreover, since our procedure aims to find the "best" neighborhood structures that optimize the empirical performance of a VND on the peculiar distribution of the instances to be solved, the user must provide a training set representing the reference instance population. Such training set is used by the AAC procedure to determine the most appropriate values for the parameters (also called design variables ).
Variable neighborhood descent instantiation
As a step towards the automatic instantiation of complex metaheuristic algorithms, the main contribution of this paper is to extend to a VND algorithm the approach previously developed by [3] for a single neighborhood structure.
The VND pseudocode is as reported in Algorithm 1 . Given a Algorithm 1 Pseudocode of a Variable Neighborhood Descent procedure.
while r ≤ r max do 4: x ← NeighborhoodExploration ( x , N r , t r )
5:
x , r ← NeighborhoodChange ( x , x , r) 6: end while 7 : return x 8: end procedure current solution x , a finite number of r max pre-selected neighborhood structures N r ( r = 1 , . . . , r max ), and a time limit t r for each of them, the VND procedure systematically switches between the different neighborhood structures. A neighborhood structure N r ( r = 1 , . . . , r max ) is defined by the set of parameters described at the end of Section 3.2 that, together with x , allow to obtain a set F . In order to highlight the dependence on r , in the following we will refer to F as F r , and to α , α and α as α r , α r and α r .
Starting from the first structure N 1 , VND performs a local search phase (procedure NeighborhoodExploration , for which a pseudocode is illustrated in Algorithm 2 ) until a local optimum is x ← < Solve (P ( x , F r )) with time limit t r > 4: return x 5: end procedure reached or the time t 1 at disposal is consumed. From this new current solution (which, of course, could be the same as the previous one), it continues the local search phase with N 1 if the objective function has been improved, otherwise it switches to N 2 . If an improved solution can be found with this structure, VND returns to using N 1 again; otherwise, it continues with N 3 , and so forth. If N r max has been explored and no further improvements are possible, then the VND terminates. Function NeighborhoodChange (a pseudocode is reported in Algorithm 3 ) is in charge of comparing obtained by exploring the current neighborhood and switching between the different neighborhood structures.
In our VND implementation, the hierarchy of r max neighborhood structures is obtained by varying the size of F r , by considering different values for α r , α r and α r . In particular, the r -th neighborhood ( r = 1 , . . . , r max ) is explored by solving -through a black-box MIP solver -the following problem:
s.t.
As a result, the size and shape of the r th neighborhood structure ( r = 1 , . . . , r max ) depends on set F r , whose cardinality -as mentioned before -is influenced by the threshold values α r , α r and α r . Thus, the design problem amounts to determine -through an AAC procedure -the size and the time limit for each of the VND neighborhoods, as well as the other parameters reported at the end of Section 3.2 .
Computational results
We have tested our approach on four classical combinatorial optimization problems, namely the Traveling Salesman Problem (TSP), the Generalized Traveling Salesman Problem (GTSP), the Capacitated Vehicle Routing Problem with Time Windows (VRPTW), and the Multi-Plant, Multi-Item, Multi-Period Capacitated Lot-Sizing Problem (MPCLSP). For each of these test problems, the aim of our computational experiments is to compare the performance of: (i) our automatically-designed VND (AD-VND) made up of a hierarchy of r max automatically-designed neighborhoods of different sizes and shapes; (ii) a model-based VND using a hierarchy of r max spherical neighborhoods (SN-VND) of different sizes. Moreover, to measure the benefit of the VND with respect to the usage of a single, tuned neighborhood size, we also compare to the single automaticallydesigned neighborhood (ADN) of [3] .
In the case of AD-VND, we consider r max = 3 . Then, given an initial feasible solution x , the r -th neighborhood is explored by solving problems (P ( x , F r )) ( r = 1 , 2 , 3 ) as detailed in Section 3.3 .
In this case, the design variables, whose values are obtained by an AAC procedure, are: the time limits t 1 , t 2 and t 3 ; the thresholds α r , α r and α r influencing the size of sets F r ( r = 1 , 2 , 3 ); the probabilities π k ( k = 1 , . . . , K); the weights w k l given to the parameters of the MIP models ( l = 1 , . . . , p k ; k = 1 , . . . , K). The most appropriate values of the design variables identified by the AAC algorithm are marked with an asterisk in the following.
With respect to the model-based VND using spherical neighborhoods, as before we consider r max = 3 . Given an initial feasible solution x , the r th spherical neighborhood [5] is explored by solving -through a black-box MIP solver -model (1) -(5) together with constraint j∈B:
and imposing a time limit equal to t r . The most appropriate values for the sizes 1 , 2 , 3 and the time limits t 1 , t 2 , t 3 are chosen by an AAC procedure and are marked with an asterisk in the following.
Finally, in the case of ADN we have considered the same parameter settings as in [3] .
For the three approaches, the neighborhoods are explored by using the black-box solver IBM ILOG CPLEX 12.6 (with threadconcurrency enabled), while OPL and ParamILS are used as mathe-matical programming language and automatic parameter tuner, respectively. For each test problem, we have devoted the 40% of the reference instance population for the training phase, while the remaining 60% has been considered as test set. We observe that, to allow a fair comparison, the automatic parameter tuning procedure and the effort are the same used by [3] . The parser used to analyze the structure of the OPL encoding of the MIP models is implemented by using the tool ANTLR [39] . All the experiments have been performed on a Linux machine equipped with an Intel Xeon CPU X5550 clocked at 2.67 GHz (cache size 8192 KB), and 27 GB of RAM. Moreover, we have imposed an overall time limit of 20 min for the execution of the three tested approaches, whereas an overall time limit of 24 h has been devoted to the tuning phase, with a limit of 20 min for each run.
For each test problem, we report:
• the objective function value z 0 of the initial feasible solution (when describing the different problems, we also illustrate how such solutions are obtained); • the solution value z of the best solution found in each approach (ADN, SN-VND and AD-VND) as well as the percentage improvement DEV z 0 with respect to z 0 .
Moreover, when the optimal solution is known, as in the TSP and the GTSP, we report the percentage deviation (DEV opt ) of z 0 from the optimum. Otherwise, we report the percentage optimality gap (GAP) of z 0 as determined by the MIP solver, that is, 100 · | bestnode − z 0 | / (10 −10 + | z 0 | ) , where bestnode is the objective function value of the best node found by the MIP solver when inputted with z 0 . We observe that GAP is an upper-bound (i.e., an over-estimation) of DEV opt .
We do not present any result about the computing time, because the time limit of 20 min has always been reached. We also report the mean value of the percentage improvement (MEAN) as well as the width of the 95% confidence interval around the mean (CI). Finally, in each table bold numbers represent the best results for a given instance or class of instances.
Traveling Salesman Problem
For the TSP we have used the formulation of Section 3.1 . Such a formulation contains just one type ( K = 1 ) of fundamental entities (the vertices) that are characterized by a single parameter (the cost matrix). Hence, p 1 = 1 and π 1 = 1 . Therefore, the design variables for AD-VND are α r , α r , α r and t r ( r = 1 , 2 , 3 ). In particular, the sets of possible values that we consider are {0.05, 0. 1 , 2 , 3 ) is that the sets F r ( r = 1 , 2 , 3 ) coincide with sets F r , i.e., the neighborhood structures are directly influenced only by the solution-based features.
With respect to the parameters of the SN-VND, their values after the training phase are: * 1 = n/ 64 , t * 1 = 120 s, * 2 = n/ 32 , t * 2 = 240 s, * 3 = n/ 16 and t * 3 = 300 s. The two approaches have been tested on instances based on Euclidean distance taken from the TSPLIB [40] for which initial solutions are obtained by choosing a first vertex at random, selecting its nearest neighbor, and iterating the procedure until all the vertices are added to the tour. Table 2 reports the comparison of the obtained results. First of all, it is worth noting that, as the size of the instances grows (in particular, for a number of vertices greater than 783) the SN-VND is not even able to load the model, while this is not the case of AD-VND and ADN. The explanation to this behavior is that the variable fixing introduced by constraints (14) results in a model of a reduced size with respect to the original model. Analyzing in detail the results, the average SN-VND improvement is almost 5%, while the AD-VND provides an average improvement of about 6%. In this case, the main advantage of AD-VND is its scalability, allowing to provide improvements (although quite small in some case) even for very large instances. With respect to the comparison with ADN, using a hierarchy of neighborhoods always allows to achieve better results, with values of DEV z 0 that in some cases are even four times higher.
Generalized Traveling Salesman Problem
Let us consider a complete directed graph G = (N, A ) , where N = { 1 , . . . , n } is the vertex set and A = { (i, j) : i, j ∈ N; i = j} is the set of arcs. N is partitioned into H clusters N h ( h = 1 , . . . , H) . The travel cost from i to j is denoted with c ij , whereas the binary coefficient a ih , i ∈ N , h ∈ { 1 , . . . , H} has value 1 if node i belongs to cluster h , 0 otherwise. The GTSP aims to find a minimum-cost cycle that visits exactly one node from each cluster. The formulation is the same used in Adamo et al. [3] and is reported for completeness:
The binary variables x ij , ( i, j ) ∈ A , take value 1 only if arc ( i, j ) is in the tour. Variables y i , u i , i ∈ N , are used to exclude clusters subtours and node sub-tours, respectively. Moreover z i , i ∈ N , models the decision of including a node in the circuit or not. For this problem, the clusters and the arcs are considered derived entities. In fact, the clusters are obtained as subsets of the vertices, whereas the arcs, as in the case of the TSP, are a subset of the Cartesian product of the vertices. Thus, there is only one type ( K = 1 ) of fundamental entities (the vertices) characterized by a dataset D 1 with two attributes: arc cost c ij ( l = 1 ) and the binary coefficient a ih ( l = 2 ). Hence, p 1 = 2 and it π 1 = 1 . Therefore, the design variables for AD-VND are: α r , α r , α r , t r ( r = 1 , 2 , 3 1 , 2 , 3 ) , and {0, 1} for w 1 1 and w 1 2 . On the other hand, the design vari- Table 3 Results for the GTSP. [41] . In this case, initial solutions are obtained by choosing a random vertex for each cluster and then by sequencing them with a nearest-neighbor heuristic.
As happens for the TSP, as the instances become larger (instances from 157rat783 on) the SN-VND is not able to load the model (the explanation is the same as for the TSP) and even for smaller instances the improvements in many cases are very small (0% in some cases). Overall, the average SN-VND improvement is about 2.50%, with a maximum value of 9.24% for instance 89pcb442. On the other hand, AD-VND is able to visit solutions whose average objective function value is about 13% better than that of the initial solution, with a minimum value of 4.96% for instance 84fl417 and a maximum value of 18.48% for instance 132d657. In this case, the comparison with ADN shows that the advantage of using neighborhoods of different sizes is not always consistent. Indeed, the results of AD-VND are about 0.5% to 2% better than ADN, with a single case in which ADN is about 0.3% better (instance 115u574) and another case in which the deviation of AD-VND is about 6% higher than ADN (instance 217vm1084). We notice that the differences between the two approaches are further lessened because of the confidence intervals that partially overlap.
Capacitated Vehicle Routing Problem with Time Windows
The VRPTW can be defined on a directed complete graph G = (V, A ) , where set V contains n + 2 vertices. Let H denote the set of vehicles. It is required that each vehicle route starts at vertex 0 and ends at vertex n + 1 (depots), respectively. The service time at vertex i ∈ V is denoted by s i (with s 0 = s n +1 = 0 ), whereas each arc ( i, j ) ∈ A has associated a travel cost c ij and a travel time t ij . For each vertex i it is defined a time window [ a i , b i ] and a demand q i , while Q is the vehicles' capacity. The boolean variable x h i j states if arc ( i, j ) is traversed by vehicle h . The continuous variable w h i represents the start service time for vehicle h at vertex i . Finally, we respectively denote with δ + (i ) and δ − ( j) the set of predecessors and the set of successors, i.e. δ + (i ) = { j : (i, j) ∈ A } and δ − ( j) = { i : (i, j) ∈ A } . We consider the following distance-minimizing formulation [42] :
As showed in [42] , the above formulation can be linearized by using a big M constant. In this model, the types of entities are the vertices ( k = 1 ) and the vehicles ( k = 2 ), i.e., K = 2 . Since the fleet is homogeneous, vehicles do not index any parameter ( p 2 = 0 ). Indeed, the sole vehicles' parameter is the capacity, that is constant. On the other hand, there are six parameters indexed by each vertex entity ( p 1 = 6 ): the vertex-to-vertex costs ( l = 1 ), the service times ( l = 2 ), the release times ( l = 3 ), the deadlines ( l = 4 ), the vertex-to-vertex travel times ( l = 5 ), as well as the demands ( l = 6 ). Hence, the vertices Table 4 Parameters' values after the training phase for the AD-VND in the VRPTW case. The following parameters have the same values for each class of instances: π * 1 = 0 . 1 , π * 2 = 0 . 9 , α * 1 = α * 2 = α * 3 = 0 . 00 , α * 1 = α * 2 = α * 3 = 0 . 00 , w 1 * 2 = 0 , w 1 * 3 = 0 , w 1 * 6 = 0 .
Dataset Parameter
No TW [43] which are composed of six classes: C1, C2, R1, R2, RC1, RC2. In particular, class C1 is made up of nine instances, class R1 contains 12 instances, class R2 is composed of 11 instances, whereas classes C2, RC1, and RC2 contain eight instances each. In order to vary the width of the time windows, we have generated additional classes of test instances as follows. Let [ a i , b i ] be the time window of a customer i in a Solomon's instance. We have tightened the time window of each customer i as follows: The values outputted by the AAC tool are reported in Tables 4 and 5 (for AD-VND and SN-VND, respectively), differentiated for each class of instance.
The initial solutions were obtained by using the Constraint Programming model reported in CP Optimizer Forum [44] .
The results of our experiments are detailed in Tables 6-10 . The AD-VND clearly outperforms the SN-VND. More specifically, the maximum average objective function improvement of the automatically-designed VND is 60.46% for the case when the time windows are relaxed, while the corresponding SN-based VND improvement is 26.20%. This is the case for which the gap between the two VND procedures is the largest. The maximum improvement of SN-VND is 32.68% when β = 0 , still very far from the corresponding AD-VND improvement which turns out to be 60.12%. We observe that the gap between the two VND procedures is almost negligible for β = 0 . 5 (about 3%).
When compared with ADN, the AD-VND still performs satisfactorily, even if the improvements are reduced with respect to Table 5 Parameters' values after the training phase for the SN-VND in the VRPTW case.
Dataset
Parameter No TW the comparison with SN-VND. In particular, the values for DEV z 0 are about 1% to 6% greater than ADN. There are only three cases for which ADN is slightly better than our automatically-designed VND. More specifically, this is the case of instances of class C2 and RC2 when the time windows are relaxed (average difference of less than 1%, Table 6 ), and instances of class R1 when β = 0 . 25 (average difference of about 1%, Table 8 ). As in the GTSP, for some classes of the Solomon's instances the differences between ADN and AD-VND are somehow reduced because of the confidence intervals that partially overlap.
Multi-Plant, Multi-Item, Multi-Period Capacitated Lot-Sizing Problem
Given a planning horizon partitioned into T periods, the MP-CLSP aims to determine a least cost feasible solution for the following decisions: the quantity of items to be produced and then stored at each plant in each period, the quantity of items to be transferred between plants in each period. Let us denote with M and N the set of plants and the set of items to produce, respectively. For each ( i, j, t ), i ∈ N, j ∈ M, t ∈ T we define the following parameters: the demand d it ; the setup time f ijt ; the unit production cost c ijt ; the setup cost s ijt ; the unit inventory cost h ijt ; the unit processing time b ijt . Moreover, we denote with C jt the production capacity of plant j in period t , whereas the parameter u j j t represents the unit transportation cost of an item between plant j and plant j in period t . For each ( i, j, t ), i ∈ N, j ∈ M, t ∈ T , we define the decision variables y ijt , x ijt and I ijt as follows. The binary variable y ijt is set to 1 or 0 to model the decision to produce or not the item i at plant j in period t . The integer variable x ijt represents the quantity of item i manufactured at plant j during period t . The integer variable I ijt denotes the inventory level of item i at plant j at the end of the period t . Finally, the integer variable q i j j t models the decision about the quantity of item i to be transferred from plant j to plant j in period t . The formulation of the MPCLSP we use is the following [45] :
In this formulation, we have three types ( K = 3 ) of entities: the items ( k = 1 ), the plants ( k = 2 ) and the time periods ( k = 3 ). Each item indexes five parameters ( p 1 = 5 ), while there are seven parameters indexed by plants and time periods ( p 2 = p 3 = 7 ). As described in Section 3.1 , we define three datasets: an items dataset D 1 of | N | rows and five groups of columns, a plants dataset D 2 of | M | rows and seven groups of columns and a time periods dataset D 3 of T rows and seven groups of columns. Therefore, the design variables for AD-VND are: α r , α r , α r , t r ( r = 1 , 2 , 3 ), π 1 , π 2 , π 3 , w 1 l ( l = 1 , . . . , 5 ), w 2 l ( l = 1 , . . . , 7 ) and w 3 l ( l = 1 , . . . , 7 ). In particular, the sets of possible values that we consider are {0.005, 0.010, 0.015} for α 1 , {0.015, 0.020, 0.025} for α 2 , {0.025, 0.030, 0.035} for α 3 , and {0.0 0 0, 0.025, 0.050, 0.075, 0.100, 0.0125, 0.150, 0.175, 0.200} for α r and α r ( r = 1 , 2 , 3 ) . Moreover, the values of π 1 , π 2 , π 3 range in {0.00, 0.33, 0.50, 1.00}, whereas every w is chosen in {0, 1}. With respect to SN-VND, the possible values for r ( r = 1 , 2 , 3 ) are selected in { β/512, β/256, β/128} for 1 , { β/128, β/64, β/32} for 2 and { β/32, β/16, β/8} for 3 , where β = | N| · | M| · T .
Table 6
Results for the VRPTW when the time windows are relaxed. The values z 0 , GAP, z , and DEV z 0 are averaged over the several instances composing each class. The values of the design variables for the AD-VND are: π * 1 = 1 , π * 2 = 0 , π * 3 = 0 , w 1 * l = 0 (l = 1 , . . . , 5) , w 2 * l = 0 (l = 1 , . . . , 7) , 1 , 2 , 3 ) . As in the TSP, the meaning of all weights w and the parameters α r and α r ( r = 1 , 2 , 3 ) being zero is that the sets F r ( r = 1 , 2 , 3 ) coincide with sets F r , i.e., the neighborhood structures are directly influenced only by the solution-based features.
On the other hand, the values of the design variables for the SN-VND are: * 1 = β/ 128 , * 2 = β/ 64 , * 3 = β/ 32 . With respect to the time limits, the AAC procedure has produced different values depending on the set of instances. In particular, for the instances with 80 items the values are t * 1 = 120 s, t * 2 = 240 s, t * 3 = 360 s, while for the instances with 150 items the values are t * 1 = 480 s, t * 2 = 540 s, t * 3 = 600 s. Experiments for this problem have been performed by using four classes of 10 instances randomly generated according to Nascimento et al. [45] , with 12 time periods, 15, 20 or 30 plants, and the item set containing either 80 or 150 elements. The initial solutions are obtained by running the MIP solver and stopping it after finding the first feasible solution.
The results are reported in Table 11 . For this problem, the AD-VND is slightly better than the SN-VND (3.84% compared to 2.17% on the average). Moreover, in one case (12 time periods, 30 plants Table 11 Results for the MPCLSP. The values z 0 , GAP, z , and DEV z 0 are averaged over the several instances composing each class. and 150 items) SN-VND does not improve the initial solution (the improvement of AD-VND is 2.44%) and in another case (12 time periods, 20 plants and 150 items) the improvement is limited to 0.61% (compared to 3.33% of AD-VND). With respect to ADN, we observe that our automaticallydesigned VND consistently achieve better results, even if the improvements are not considerably higher. The minimum difference between the two approaches is about 0.20%, whereas the maximum value is about 1%. In this case, we notice that the confidence intervals overlap only for the class of instances with 12 periods, 20 plants and 80 items.
Further analysis
In this subsection we further analyze the performance of the two model-based VND procedures in terms of how precisely they search the different neighborhoods, as well as of the number of solutions visited for each neighborhood. In particular, in Table 12 we report, for each test problem and for each neighborhood structure in the hierarchy, the average number of solutions explored by the two approaches, as well as the percentage of local optima found during the whole search (computed as the number of local optima found divided by the overall number of neighborhoods explored).
In general, we observe that AD-VND explores more solutions than SN-VND, with a few exceptions that typically are limited to r = 1 . The difference in the number of neighbors visited becomes more evident as the size of the neighborhood structures increases.
We also notice that for the VRPTW with β = 0 . 33 SN-VND never makes use of the biggest neighborhood structure (a ' -' is reported in the corresponding entry). With respect to the percentage of local optima certified during the whole search (i.e., when the exploration of a neighborhood has been performed exhaustively before the time limit), the results show that both approaches find a considerable number of local optima. However, AD-VND is able to exhaustively explore the different neighborhoods more often than SN-VND for each test problem (about 87% for SN-VND compared to about 98% for AD-VND).
Conclusions
This paper has proposed a procedure to automatically instantiate a Variable Neighborhood Descent procedure from a MIP model. In particular, we have moved on from a recent paper in which a single neighborhood structure is automatically designed from a MIP model. Here, we have generalized this approach and defined a procedure that -based on a MIP model and a current feasible solution -defines automatically the hierarchy of neighborhood structures of an entire VND algorithm. Our computational results have tested the performance of our approach on four well-known combinatorial optimization problems. In particular, our automatically-generated VND has been compared with the previous single-neighborhood procedure and another modelderived VND procedure. In the first case, the results have confirmed that using a hierarchy of neighborhood structures allow to achieve better solutions, even if in some cases the improvement is not very high. On the other hand, the second comparison shows that our automatically-generated VND outperforms the other model-derived VND procedure with respect to both scalability and solution quality.
