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Abstract. Potential function method was originally offered to solve the pattern recognition tasks, then it was 
generalized to a wider range of tasks, which were associated with the function approximation. Potential function method 
algorithms are based on the hypothesis of the nature of the function that separates sets according to different classes of 
patterns. Geometrical interpretation of pattern recognition task includes display of patterns in the form of vector in the 
space of input signal that allows to perceive the learning as approximation task. The paper describes the essence of 
potential function method and the learning procedure is shown that is based on practical application of potential methods. 
Pattern recognition applications with the help of examples of potential functions and company bankruptcy data analysis 
with the help of potential functions are given. 
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I. INTRODUCTION 
It is known from physics that the distribution of 
electrical charge potential (depending on the distance 
to the charge) is determined by the formula: 
                                   = 


                                           (1) 
where  a – coefficient; 
       q – charge size; 
       r – the distance from the given point to the 
charge. 
Geometrical interpretation of distribution of 
potentials is shown in Fig. 1. 
 
 
Fig.1. Distribution of potential 
 
Thus, the potential value can serve as a starting 
point of the distance to the charge. When the electric 
field is made by a number of charges, the potential of 
each point of the field is equal to the amount of the 
potentials created by each of the charges in this point. 
If charges form a compact group, then the maximum 
value potential will take the charge internally and 
respectively decrease, falling away from that group. 
The algorithm of the potential function method is 
based on the hypothesis about the function character 
that separates sets according to different classes of 
patterns [3], [5], [11]. Further description of the 
algorithm is given in the pattern recognition context. 
Assume that there are two compact groups of charges 
in the space. In the one group the charges are 
negative but in the other positive. Fig. 2 represents 
these groups and the set potential distribution curve. 
 
 
Fig.2. Potential groups 
 
Each point of the space is closer to the set whose 
potential at that point is larger. Any point can be 
associated with specific set depending on the total 
potential sign at that point. Hence, the total potential 
curve is at the same time set separating curve. Say, 
point 1 has positive potential, so it can be ascribed to 
set ; point 3 has negative potential and it can be 
ascribed to set 	; point 2 has zero potential on the 
boundary of sets.  
Similar assumptions can be laid down in the 
pattern recognition basis by connecting vectors of 
learning patterns with certain potential functions. Let 
us consider the idea of potential function method on 
the basis of two-class separability.  
Suppose that classes  and 	 do not intersect, i.e., 
in set 
 at least one separation function Ψ() exists 
which assumes positive values (corresponding to 
class ) and negative values (corresponding to class 
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	 ). In general case there may be many such 
separation functions. 
In the process of learning, points in space X are 
sequentially shown and it is declared to which class 
these points belong. Provided that this information is 
only available, it is required to determine the 
separation function within the finite number of steps. 
Then it would be possible to ascertain the conformity 
of test set points to class   or 	  depending on the 
separation function sign at those points. 
 
II. LEARNING PROCEDURE, BASED ON THE 
POTENTIAL FUNCTION METHOD 
Solving of that task deals with the following 
procedure: if some point  appears in the course of 
learning, potential function (, )  is associated 
with it, which is set over the whole set 
  and is 
dependent on as a parameter (“potential function”). 
In the process of learning, to point collection 
, , … a collection of potential functions 
corresponds (, ), (, ) …  used to determine 
function Ψ(, , , … by means of certain rules. 
These rules are determined so that Ψ∗(, , , … ) 
would tend to some of separation functions. The 
procedure when separation function is successively 
constructed using the functions, which are shown by 
space points, is called potential function method [5].  
In order to ensure learning of that type, it is first 
necessary to restrict choice of space 
 and of function 
class (). Otherwise, points may appear in testing 
whose membership class is misclassified. The 
restriction is determined so that in space 
 existence 
of such functions ()) = 1,2, … )  is accepted at 
which it is possible for each pair of separable sets to 
find such a  under which separation function could 
be assigned as follows (description of variables see 
below): 
                         ∑
=
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N
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                     (2) 
Let us introduce some important basic concepts. 
To each point ∈
 there corresponds point ∈  with 
co-ordinates  = () . Using formula (2), the 
separation function Ψ()  in space   can be 
represented as linear function ∑
=
N
k
kk zc
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then points in space  that belong to different classes 
are separated by hyperplane  
As a potential function, we will use the function 
of two variable arguments:  
         ∑
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iii yxyxK ϕϕλ                     (4)                                                                   
where ()  ( = 1,2 … . )  a system of linear 
independent functions ( see condition (2) above); 
       λ – integer numbers different from 0. 
In what follows we will assume that ()  and 
(,  ) are restricted at ∈∪	. Variable   will be 
interpreted using the points that appear in the process 
of learning.  
Suppose that in the course of learning, points 
, , … ,  appear and each of them belongs either 
to set  or to set 	. Let us assume conditionally that 
positive values belong to set   but negative values 
belong to set 	. In learning, after the first point   is 
shown, function () is constructed that is equal to 
the potential at point   taken with the sign of the 
corresponding set, i.e.: 
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Further algorithm execution is based on induction. 
Assume that after the ! − #ℎ  appearance, potential 
() is created. Suppose that at the next (! + 1) −
#ℎ learning step, point  + 1 appears. As a result of 
that, four cases can occur: 
                         xr+1 ∈ A ,            Kr(xr+1)>              (a) 
                         xr+1 ∈ B ,            Kr(xr+1)<              (b) 
                         xr+1 ∈ A ,            Kr(xr+1)<              (c) 
                         xr+1 ∈ B ,            Kr(xr+1)>              (d) 
 
In cases (a) and (b) the sign of the set to which xr+1 
belongs and the sign of (&)  coincide, which 
means that the algorithm correctly classifies point 
&. In this case it is assumed that &() = (). 
In cases (c) and (d) there is an error as the sign of 
the set and the sign of & do not coincide. “Error 
correction” is accomplished as follows: 
- in case (c) it is assumed that  &() =
()  +  (, &) and  
- in case (d) it is assumed that &() =
() −  (, &). 
The learning algorithm described above can be 
used in this way: during learning, when the ' − #ℎ 
point appears, function (() is constructed. After a 
sufficiently long learning, the process is interrupted 
but function (()  is supposed to be a separation 
function. As a result of testing, after a new point ∗ 
has appeared, the value of ((∗) is calculated and 
this point is ascribed to class  or 	 depending on the 
sign of ((∗). 
The results of practical implementation of the 
method are discussed below.  
 
III. PATTERN RECOGNITION WITH POTENTIAL 
FUNCTION APPLICATIONS 
A. Experiment I. Artificial data 
Let us consider the application of potential 
function method in pattern recognition tasks. 
Statistical data on automotive diagnostic 
measurements were taken as the learning data. The 
following measurements were made: 
- mileage; 
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- towing capacity; 
- exhaust gas; 
- relevant class. 
Classification is as follows: 
- 1- norm; 
- 2- ring wear; 
- 3- cylinder group wear; 
- 4- cylinder wear. 
Learning set consists of 4 classes of 15 patterns in 
each class. After learning the testing is carried out 
using the given data, for which the relevance to a 
particular class was previously known.  The 
recognition accuracy should be the result of testing. 
The potential function takes the form of a function 
(see Fig. 3): 
                         21
)(
R
R
α
λ
ϕ
+
=
                       (6)                                                    
where  α - learning parameter; 
 )  – the distance between the point where the 
potential is calculated and the point of learning set; 
 λ - the value of potential that is assigned to the 
point in the process of learning (weight). 
 
 
                             Fig. 3.  Potential function within [-5,5] 
 
The learning procedure is as follows: 
1. We introduce learning set patterns of all four 
classes *, *, *+, *,. 
2. We take all the patterns in turn (starting with 
the first 
) and determine the corresponding class to 
this pattern: 
a) determine the distance squares from the 
learning subordinated pattern to all others. Indicate 
classes of patterns with: 
-.''1   ,  , … , / 
-.''2     ,  , … ,  / 
-.''3   , , … , / 
-.''4   2,  2, … , 2/ 
            
It has to be calculated: 
222
1512111
.............,.........; xxxxxx RRR
 
222
1512111
.............,.........; yxyxyx RRR
 
222
1512111
.............,.........; zxzxzx RRR
 
222
1512111
.............,.........; vxvxvx RRR
 
            
b) We calculate out the potential functions: 
          
1512111
............,........., xxxxxx ϕϕϕ  
1512111
............,........., yxyxyx ϕϕϕ  
1512111
............,........., zxzxzx ϕϕϕ  
1512111
............,........., vxvxvx ϕϕϕ , 
            
        using the formula 
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c) we calculate the average value of the potential 
created by the patterns of each class with respect to 
the learning pattern: 
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where  
nnnn vzyx
NNNN ,,,
 - the number of 
patterns in each class (in this case – 15 patterns in 
each class) 
d) We compare the values of   
14131211
,,, xwxwxwxw ψψψψ and the learner pattern is 
attributed to the class which creates the greatest 
potential for this pattern. 
3) We set the pattern recognition accuracy i.e. 
compare the resulting class value with the previously 
known. 
4) If the pattern is recognized correctly (classes 
match) - move to the next pattern. 
5) If the image is not recognized correctly, we 
increase the  "weight" value by 1 and move to the 
next pattern. 
6) After the last pattern recognition the first 
learning cycle ends. We start a new cycle - again 
 Peter Grabusts/ Environment. Technology. Resources, (2017), Volume II, 30-35 
 
 
 
33 
 
repeat learning points 2,3,4,5 (starting from the first 
and ending with the last pattern). Learning shall be 
done as long as all the patterns are recognized 
correctly at the current cycle - resulting class values 
coincide with the previously given. 
7) We save the resulting values for each pattern 
(which will be required for the testing phase). 
8) At the given value the learning is completed. 
 
For each pattern to be tested we do the activities 
listed in the second point, and the pattern is applied to 
one of the four classes. Comparing the computed 
value of the class with previously known - we find 
out whether the pattern is recognized correctly or 
incorrectly. 
We take the next test pattern and so on. At the end 
of the testing we process the results obtained, for 
example, the number of incorrectly recognized 
patterns, etc. 
As a learning sample the following data were 
taken (60 patterns - 4 class of 15). Learning 
coefficient α changed within [0.005; 1.000]. 
Analyzing the learning and testing results, it can 
be concluded that the algorithm converges at all 3 
values, but the number of learning cycles decrease 
with increasing of 3 value. At 3 > 0.03 the learning is 
performed in the first step. Table I shows the number 
of learning steps and the number of unrecognized 
patterns at different values of 3 coefficient. 
 
Table I.  
LEarning steps and Unrecognized patterns 
α Learning steps Unrecognized patterns 
0.01 3 12 
0.02 2 7 
0.04 1 8 
0.05 1 8 
0.06 1 8 
0.07 1 8 
0.08 1 8 
0.09 1 8 
0.1 1 8 
0.2 1 8 
0.3 1 9 
0.4 1 9 
0.5 1 9 
0.6 1 9 
1.0 1 9 
 
The Fig. 3 shows number of learning steps 
dependence on 3, Fig. 4 – number of unrecognized 
patterns dependence on α. 
 
Fig. 3.  Learning dependency on 3 
 
 
Fig. 4.  Unrecognized patterns number dependency  on 3 
 
The result of the experiment - correct pattern 
recognition is performed for 92.5% of all tested 
patterns (9 patterns remained unrecognized: 3 from 
class *, 5 from class *+, and 1 from class *,).  
Thus, 100% recognition in the result of data 
experiment is obviously not possible for the reason 
that classes overlap, and hence it is not possible to 
construct a "good" separating function.  
B. Experiment 1I. Bankruptcy data 
Bankruptcy diagnostics is a directed financial 
analysis system whose area is crisis situation control 
at the enterprises. In the analysis of the general 
financial situation of the company a separate group of 
financial ratios is made, using which it is possible to 
reason about the threat of bankruptcy [6], [7], [10], 
[12], [14]. 
The task of this experiment is to examine 
bankruptcy data by potential function method ability 
to correctly perform classification - bankrupt or non-
bankrupt (only two-class separability). 
The data on firm bankruptcy were taken from 
[13], [15]. For the purpose of experiments, balance 
sheet data of 63 companies were used (46 - 
bankruptcy and 17 - not bankruptcy). It was decided 
to calculate the following financial ratios on the basis 
of the data available and further use them in all the 
experiments: 
• R2:   Cash Flow / Current Liabilities; 
• R3:   Cash Flow / Total Assets; 
• R7:   Current Assets / Current Liabilities; 
• R9:   Current Assets / Total Assets; 
• R31: Working capital / Total assets. 
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In the first part of the experiment, the effect of 
learning parameter on the duration of learning 
(epochs) was examined. As a learning set, the 
bankruptcy data were used. A sample of the same 
firm bankruptcy data served as a test data. Learning 
parameter 3  varied within the limits [0.1, 2.0]. 
Learning results are given in Fig. 5. 
 
 
Fig.5. Graph of parameter’s dependence on the number of epochs 
 
By analyzing the results of learning, one can 
conclude that the algorithm converges at all the 3 
values assigned but the number of learning cycles 
goes down as 3  value increases. 
In the second part of the experiment, testing and 
analysis of learning algorithm execution depending 
on the value of potential, were performed. It was 
found that after the learning the points of the given 
test set were identified correctly, i.e., 3   values 
calculated in the course of learning enabled one to 
determine correctly the input data class: bankrupt or 
not bankrupt. After application of potential functions 
in the algorithm, the initial 3 values are equal to 0. If 
a point is not classified correctly during learning, the 
value of that parameter, is increased by 1. As a result 
of the experiment it was found that in bankruptcy 
data set there were 7 points for which correction of 
parameter 3  was performed most frequently during 
learning. Table II represents these points and the 
number of corrections performed at different 3  
values. Note that at the rest 3   values the situation 
does not change essentially. 
 
Table II.  
Experimental results (misclassified cases and its λ parameter) 
 α=0.3 α=0.4 α=0.5 
Cases/λ 4/249 4/148 4/92 
 8/274 8/153 8/94 
 14/357 14/206 14/168 
 26/393 26/212 26/112 
 37/424 37/228 37/140 
 50/482 50/265 50/165 
 59/104 59/60 59/90 
 
The correspondence is shown in the graphic form 
in Fig. 6.  
 
Fig.6. Misclassified cases dependence on the count of parameter λ 
 
So, at these bankruptcy data misclassified cases 
for the case of potential functions are 4, 8, 14, 26, 37, 
50, 59. Hence, a conclusion can be made that 
potential function method can be used for bankruptcy 
data analysis, such as neural networks [1], [2], [4], 
[8], [9], [13]. However, one has to be careful in 
interpreting the results.  
 
IV. CONCLUSIONS 
We have presented potential functions 
implementation possibility in bankruptcy prediction 
(the experiments have been performed in the Matlab 
environment). The experiments have shown that these 
methods can be viewed as alternatives to traditional 
bankruptcy prediction methods. Popular neural 
network models need significant parameter 
debugging resources to achieve valid results, whose 
correctness could be checked with traditional 
methods.  
It can be concluded that different methods yield 
different results and they have to be analyzed 
carefully. 
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