A complete axiomatization of a rst-order temporal logic over trace systems is introduced. The proof system contains in nitary rules for temporal operators. In order to show how these rules work, a toy concurrent program is considered, for which a temporal semantics is provided, and the correctness of the program is formally proved within our logic.
Introduction
Temporal logic is an important tool for program veri cation. Depending on the notion of model, three kinds of temporal logic can be distinguished: temporal logic of linear time (LTL) 15, 10] , temporal logic of branching time (BTL) 7], and partial order temporal logic 21].
Mazurkiewicz traces and trace systems 13] are partial order structures frequently used to give semantics to concurrent programs and interpreting propositional temporal logics ( 12, 6] , ISTL 11] , TrPTL 26] , TSL 22] , TLC 1] ). The rst-order versions of temporal logics are intended for specifying and proving properties of in nite-state concurrent programs 23]. The process of program veri cation requires either a relatively complete program proof rules or a complete proof system of the pure logic usually extended by the temporal semantics axioms of a given program.
Program proof rules were de ned for rst-order versions of the following logics: LTL 14] , fair CTL 9] , and ISTL 23] . However, a complete proof system is known only for the rst-order LTL 25, 16] , propositional versions of CTL 8] , TSL, and ISTL 22] . The logics TSL and TrPTL have not yet been extended to their rst order versions.
In the present paper we partialy ll this \gap". We de ne a rst-order version of the logic TSL (FTSL, for short), interpreted over Mazurkiewicz trace systems. The modalities allow universal and existential quanti cation over forward and backward paths of the models. This makes most of the branching and partial order properties expressible in our temporal language. The rst-order language is two-sorted; it has static and dynamic variables and terms. Dynamic variables correspond to variables declared in the programs. They can change their values during a program execution. The values of the static variables do not depend on the time points. Quanti cation is allowed only over the static variables.
We provide a proof system of the logic and prove its completeness by the Rasiowa{Sikorski method 24]. The proof system contains in nitary rules for temporal operators. In order to show how these rules work, we consider a toy concurrent program for which the corresponding models are exhibited, the temporal semantics axioms are de ned and the correctness of the program is formally proved within our logic.
The rest of the paper is organized as follows. In Section 2 the trace transition systems are de ned. In Section 3 we introduce the syntax and semantics of the rst-order Trace System Logic. Its proof system is given in Section 4. The completeness is shown in Section 5. An example of formal veri cation of the Concurrent Factorial program is given in Section 6. Section 8 contains some general remarks.
Trace Transition Systems
The trace systems were introduced by Mazurkiewicz 13] as semantics of Elementary Net Systems. The trace systems are isomorphic to the trace transition systems 22, 6] , which form a subclass of the occurrence transition systems 17, 6] . The trace transition systems enjoy a nice structural characterization, which is taken as their de nition here. The concept of a trace transition system captures the main features of the transition relation w a ! w 0 from a state w to w 0 by performing action a. De nition 2.1 A trace transition system is a 4-tuple F = (W; ; !; w init ), where W is a set of states, is a nite set of action labels, ! W W is a labelled successor relation, and w init 2 W is the initial state, satisfying the following conditions: C1. W = fw j w init ! 0 wg, where ! 0 = f(v; v 0 ) j (9a 2 ) v a ! v 0 g and ! 0 denotes the re exive and transitive closure of ! 0 (reachability from w init ), C2. (8w 2 W)fv j w ! 0 vg 6 = ; (! 0 is total), C3. fw j w ! 0 w init g = ; ( Condition C2 is an inessential restriction of the class of the trace transition systems, which allows to consider only in nite paths and enables a simpler axiomatization.
The forward and backward paths are de ned as follows. Let w 0 2 W. A forward path x starting at w 0 is a maximal sequence of states and actions x = w 0 a 0 w 1 a 1 : : : such that w i a i ! w i+1 , for all i 0. A backward path x starting at w 0 is a sequence of states and actions x = w 0 a 0 w 1 a 1 : : :w k such that w i+1 a i ! w i , for all i < k, and w k = w init .
3 First-order TSL
Syntax
The logic is formalized in the usual rst-order language with identity, equipped with the symbols for temporal operators treated as logical connectives to be used in building formulas. We distinguish two sorts of variables: v i 2 SV (called static variables) and z j 2 DV (called dynamic, program, or local variables), for natural numbers i and j. That is, we have a two-sorted language. Its predicate and function symbols act within their sorts, although the identity is assumed to allow comparison of all the objects (variables, terms) of whatever sorts they come from. We assume there are no function or predicate symbols on the sort of dynamic variables except for the equality just mentioned. The formulas are built up as usual in a many-sorted language except that quanti cation over the dynamic variables is not allowed.
Formally, the sets of terms and formulas are de ned as follows. 
In this section we show that the proof system is sound and complete. Proof. Soundness is straightforward, so we are only concerned here with proving completeness. To this end let be a sentence that is not provable in our proof system from a given set Ax of axioms, i.e., Ax 6 . We build a model for Ax and : . That is, we construct a model M = (F; A; I;S) with M j = Ax and (M; w) j = : , for some w 2 W M .
We follow the idea of Rasiowa and Sikorski for constructing models on ultra lters in the Lindenbaum-Tarski algebra of a given theory. (See, e.g., 24] or 2].) By axiom A15 and the generalization rule R6, the quanti ers correspond to certain sups and infs in Lindenbaum{Tarski algebra:
8v'] = inff '(t)] : t 2 T s g, 9v'] = supf '(t)] : t 2 T s g.
By a temporal ultra lter we mean a maximal proper lter U in the Lindenbaum-Tarski algebra of Ax preserving the sups and infs corresponding to the existential and universal quanti ers and to the following in nite operations: The de nition of W is unambigous since one can show that there is at most one U for each n 0 and each sequence a 1 ; : : :; a n .
Slightly abusing the notation we de ne the relation ! of F as the restriction of ! introduced above to W W. It is easy to check that the conditions C1{C8 hold (see 22]).
To make sure the above construction of W is not void, we show the existence of the appropriate ultra lter for the next step. That is, the induction clause for the statement that for each n 0, the appropriate U exists, whenever the sequence u = a 1 : : :a n is such that EX u true] 2 w init . Proof. By induction on the complexity of ' according to a wellfounded ordering on the set TF of temporal formulas respecting Lemma 5.1. That is, EG' must be greater in this ordering than EX i ('), for each i 2 !, and E('U ) greater than EX i ('; ), for each i 2 !. In the case of primitive formulas t = t 0 , p(t 1 ; :::; t n ), and z = t the proof follows immediately from the de nitions of A, I, and S. In the case of negation and conjunction the proof follows by the ultra lter properties.
The quanti er step follows by axiom A15 and the generalization rule R6.
To this end, suppose (M; V; w) j = 8v (v . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The program has one input variable x of type Nat, one local variable y of type Nat assumed to be preset to 0, and one output variable z of type Nat assumed to be preset to 1. CONFAC is composed of two processes (marked by the dotted lines) synchronizing on the action b : y :=x. There are two control variables l 1 and l 2 pointing to locations in these processes, respectively. The initial states of the processes are marked with 1 and 4, while the terminal states with 6 and 4, respectively.
The variables x; y; z; l 1 ; and l 2 are dynamic variables according to our terminology.
The data domain on which the program operates is described in the FTSL language with 0, successor, addition and multiplication, as the speci c symbols, by Peano axioms with the induction scheme for all the formulas of the FTSL language. Alternatively, one can admit the !{rule. The latter is not a big deal here, since we already have in nitary proof rules anyway.
The frame F for CONFAC on input x = 1 is shown in Figure 2 . The number of actions executed by CONFAC depends on the input (see Figure  3) . Therefore, there are di erent frames for di erent inputs.
As the FTSL temporal semantics for CONFAC we take the conjunction of the requirements listed below. It restricts the class of the FTSL models to the ones corresponding to trace transition systems representing the computations of CONFAC on all possible inputs. One of such models is shown in Figure 2 . In order to satisfy the restriction C2 (in niteness of paths) for the trace transition systems representing the computations of CONFAC, we adopt the convention that the nal state of CONFAC is repeated in nitely often by executing an additional \dummy" action f. This is re ected in S7. Let C = fa; b; c; d; e; fg be the set of actions of CONFAC.
The initial state: IS 9v 0 (AY false ) l 1 = 1^l 2 = 4^x = v 0^y = 0^z = 1),
The successor states: S1 8n 1 ; n 2 ; n 3 (l 1 = 1^l 2 = 4^x = n 1^y = n 2^z = n 3^n1 > 0 )
(EX a (l 1 = 2^l 2 = 4^x = n 1^y = n 2^z = n 3 )^AX(l 1 = 2^l 2 = 4^x = n 1^y = n 2^z = n 3 ))^V g2 C nfag :EX g true) S2 8n 1 ; n 2 ; n 3 (l 1 = 1^l 2 = 4^x = n 1^y = n 2^z = n 3^x = 0 )
(EX e (l 1 = 6^l 2 = 4^x = n 1^y = n 2^z = n 3 )^AX(l 1 = 6^l 2 = 4^x = n 1^y = n 2^z = n 3 )^V g2 C nfeg :EX g true) S3 8n 1 ; n 2 ; n 3 (l 1 = 2^l 2 = 4^x = n 1^y = n 2^z = n 3 ) (EX b (l 1 = 3^l 2 = 5^x = n 1^y = n 1^z = n 3 )^AX(l 1 = 3^l 2 = 5^x = n 1^y = n 2^z = n 3 ))^V g2 C nfbg :EX g true) S4 8n 1 ; n 2 ; n 3 (l 1 = 3^l 2 = 5^x = n 1^y = n 2^z = n 3 ) (EX c (l 1 = 1^l 2 = 5^x = n 1 ? 1^y = n 2^z = n 3 )^EX d (l 1 = 3^l 2 = 4^x = n 1^y = n 2^z = n 3 n 2 )^AX((l 1 = 1^l 2 = 5^x = n 1 ?1^y = n 2^z = n 3 )_(l 1 = 3^l 2 = 4^x = n 1^y = n 2^z = n 3 n 2 ))^V g2 C nfc;dg :EX g true) S5 8n 1 ; n 2 ; n 3 (l 1 = 1^l 2 = 5^x = n 1^y = n 2^z = n 3 ) (EX d (l 1 = 1^l 2 = 4^x = n 1^y = n 2^z = n 3 n 2 )^EX a (l 1 = 2^l 2 = 5^x = n 1^y = n 2^z = n 3 )^AX((l 1 = 3^l 2 = 4^x = n 1^y = n 2^z = n 3 n 2 ) _ l 1 = 2^l 2 = 5^x = n 1^y = n 2^z = n 3 )^V g2 C nfdg :EX g true) S6 8n 1 ; n 2 ; n 3 (l 1 = 3^l 2 = 4^x = n 1^y = n 2^z = n 3 ) (EX c (l 1 = 1^l 2 = 5^x = n 1 ? 1^y = n 2^z = n 3 )^AX((l 1 = 1^l 2 = 5^x = n 1 ? 1^y = n 2^z = n 3 ))^V g2 C nfcg :EX g true) The frames for CONFAC S7 8n 1 ; n 2 ; n 3 (l 1 = 6^l 2 = 4^x = n 1^y = n 2^z = n 3 ) (EX f (l 1 = 6^l 2 = 4^x = n 1^y = n 2^z = n 3 )^AX(l 1 = 6^l 2 = 4^x = n 1^y = n 2^z = n 3 ))^V g2 C nfag :EX g true) S8 8n 1 ; n 2 ; n 3 (l 1 = 2^l 2 = 5^x = n 1^y = n 2^z = n 3 ) (EX d (l 1 = 2^l 2 = 4^x = n 1^y = n 2^z = n 3 n 2 )^AX(l 1 = 3^l 2 = 4^x = n 1^y = n 2^z = n 3 n 2 )^V g2 C nfdg :EX g true) The program is correct i for each natural number n, whenever the program starts with input x = n, it eventually reaches the state with l 1 = 6; l 2 = 4 and output z = n!. This property can be expressed in our formal language by the formula: Spec = 8n(AY false^x = n ) AF(l 1 = 6^l 2 = 4^z = 1 2 : : : n):
Next, we show that the formula Spec can be derived from our temporal semantics TSem = IS^S1^: : :^S8 using the proof system, i.e., TSemS pec. We show only the major steps of the derivation. First, decompose Spec to the formulas 1) and 2), from which Spec can be easily derived using rst order calculus rules.
1) TSem`8n 1 (AY false^x = n 1 ) EF(l 1 = 6^l 2 = 4^z = 1 2 : : : n 1 ). 2) TSem`8n(EF(l 1 = 6^l 2 = 4^z = n) ) AF(l 1 = 6^l 2 = 4^z = n)) Now in order to prove 2), we derive from the speci cation Spec: TSem`8n(EX i (true; l 1 = 6^l 2 = 4^z = n) ) AX i (true; l 1 = 6^l 2 = 4^z = n)), for each i 2 !, then using axiom A3 we derive: TSem`8n(EX i (true; l 1 = 6^l 2 = 4^z = n) ) AF(l 1 = 6^l 2 = 4^z = n)), for each i 2 !, and then using rule R4 we get: TSem`8n(EF(l 1 = 6^l 2 = 4^z = n) ) AF(l 1 = 6^l 2 = 4^z = n)) Now in order to prove 1), we use axiom A4 to derive from TSem : TSem`8n 1 (AY false^x = n 1^n1 > 0 ) EF(l 1 = 1^l 2 = 4^x = n 1 ? 1^z = n 1 )), TSem`8n 1 ; n 3 (l 1 = 1^l 2 = 4^x = n 1^x > 0^z = n 3 ) EF(l 1 = 1^l 2 = 4^x = n 1 ? 1^z = n 3 n 1 )), then, using induction on n 1 , we derive TSem`8n 1 (AY false^x = n 1^n1 > 0 ) EF(l 1 = 1^l 2 = 4^x = 0^z = 1 2 : : : n 1 )) and using axiom S2 and axiom A4, we get: TSem`8n 1 (AY false^x = n 1 ) EF(l 1 = 6^l 2 = 4^z = 1 2 : : : n 1 )) 7 Quantifying over the time points
In this section we consider FTSL with variables ranging over the points of time. For an interesting account of the debate whether such an approach is justi ed we refer the reader to 3], especially section 2.4.2. With no intention to even enter that discussion we just announce the technical result of a complete axiomatization of such logic, within the same mathematical framework as above.
The syntax of this new logic is the same as in Section 3 above but with one more sort of variables x k called the temporal variables (TV , for short); the same sort as that of a new temporal constant C for the time beginning. We allow the existential and universal quanti cation over the temporal variables. We interpret this language in the structures of the same form as above. Here by valuations we mean mappings V = V s V t such that V s : SV ?! A and V t : TV ?! W. The satisfaction relation is de ned as above with the obvious alterations. We include C2{C8 in the set of axioms now. C1 can be handled by taking the reachable (initial segment) substructure of the time frame.
The same argument as above gives the soundness and completeness theorems.
Conclusions
We have given a complete proof system of the rst-order version of TSL. This is the rst known axiomatization of a rst-order temporal logic interpreted over trace (transition) systems. Our proof system can be easily adapted to ISTL 23] (with modalities ranging over maximal paths) by removing the formula I(a; b) from axiom A13. The new axiom restricts the frames to con ict-free ones.
It follows from the completeness theorem that the set of all theorems of FTSL is at most 1 1 . Since the validity problem for TSL is 1 1 -hard 20], it is 1 1 -hard for FTSL. Therefore, the validity problem for FTSL is 1 1 -complete. Identifying interesting fragments of FTSL with low complexity is left out as an important open problem.
