We present a new class of dithering algorithms for black and white (b/w) images. The basic idea behind our technique is to divide the image into small blocks and minimize the distortion between the original continuous tone image and its low pass filtered halftone. This corresponds to a quadratic programming problem with linear constraints which is solved via standard optimization techniques.
Introduction
Digital halftoning schemes are important to rendition of continuous tone images on binary output devices such as displays, workstations, and laser printers. While the pixels in a continuous tone image take on a continuum of gray levels all the way from black to white, those of binary images are either black or white. If the binary pixels are spaced closely enough, the low pass filtering of the human visual system results in an illusion of a continuous tone image. Thus, digital haiftoning is a prime example of multidimensional signal representation in which the amplitude resolution of the signal is traded off with its spatial resolution. Other examples of such tradeoffs are shown in [1, 2] .
Existing digital haJftoning algorithms include globally fixed level thresholding, locally adaptive thresholding, orthographic tone scale creation, clustered or dispersed ordered dithering, white noise dithering, and error diffusion [3, 4] . The metrics used to compare these algorithms are low and high frequency rendition, processing artifacts, and processing complexity. Ordered dither, which is among the most popular of the above haiftoning techniques, consists of thresholding samples of the continuous tone image with a periodic screen, or dither matrix. The optimization of dither matrices has been studied by a number of authors [4, 5, 6] . The goal in such optimizations is to choose the number and order of the thresholds in the dither matrix in such a way that the resulting dot profile for DC inputs minimizes the amount of distortion energy faffing into the viewer's passband. To this end, the low order Fourier coefficients due to thresholding DC inputs are minimized. A major drawback of this technique for square screen functions on a rectangularly sampled lattice, is that the fundamental spectral components shift back and forth among the low order horizontal and vertical coefficients [5] . Specifically, the lowest order coefficients alternate between zero and nonzero values for adjacent gray level values, resulting in undesirable contour artifacts.
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Rao et. al. propose a way of overcoming this problem by changing the orientation and periodicity of the screen function and the sampling lattice [5, 6] .
In this paper, we develop another class of digital haiftoning algorithms based on binary optimization techniques. Section 2 includes our basic algorithm for b/w haiftoning based on space domain optimization. Examples of this algorithm are included in section 2.2. A variation of our basic algorithm known as the "neighboring" algorithm is included in section 3. Section 4 includes an algorithm based on frequency domain optimization. Section 5 includes conclusions.
Space Domain Optimization
We describe our basic algorithm in section 2.1 and present examples of halftone images resulting from our algorithm in section 2.2.
The Algorithm
The most straightforward formulation of the digital halftoning problem can be stated in the following way: find a binary image such that the distortion between the continuous tone picture and its perceived bilevel image is minimized [2] . Since the human eye can be modeled as a low pass filter [7] , an acceptable distortion function to minimize is the Mean Squared Error (MSE ) between the continuous tone image and the low pass version of its halftone. Specifically, if c(x, y) denotes a continuous tone, continuous space image and f(x, y) is a bilevel continuous space signal, and h(x, y) is the low pass filter model for the human visual characteristics, then the above mentioned MSE can be expressed as: MSE = (1) where D denotes the domain of interest, and * denotes convolution. The bilevel continuous space signal I (x, y) is assumed to be piecewise constant and is given by the following expression:
f(x,y) = i: : b(ni,n2)rect(x-nizi\,y-n2z) (2) i =0 n2=O
where M x M is the number of the pixels of the halftone signal, z denotes the pixel width, b(ni, n2) denotes the binary variable corresponding to the (ni, n2)th halftone pixel, and the function rect(x, y) is a rectangular pulse defined by:
rect(x,y) = { (3) The above optimization problem corresponds to a quadratic programming one with M2 variables, and in principle can be solved via a variety of binary optimization techniques. However, for typical images used in practice, the number of variables becomes too large for the computations to remain tractable [2] . On the other hand, since h(x, y) corresponds to a low pass filter, we can divide the problem into a large number of smaller sized problems. This is because the low pass filtered version of f at a particular location primarily depends on values of f in its immediate neighborhood. Specifically, if h is a low pass filter with bandwidth of W cycles per centimeter, then its impulse response will be approximately 2/W centimeters wide. Therefore minimization of MSE shown in equation (1) over a small area, depends on values of c and f at locations which are at most 2/W centimeters away from that area. Thus, breaking up the continuous torte image into small blocks and solving the optimum for each block based on its immediate neighborhood will result in near optimal halftone images.
We further assume that in optimizing the N2 binary pixels of an N x N halftone block, the contributions of the pixels surrounding the N x N block can be discarded altogether. This is clearly an approximation and we will remove it later in section 3. Specifically, in section 3, we introduce a variation of our algorithm, called the "neighboring" technique which takes the neighboring pixels of an N x N block into account while optimizing the N2 binary pixel variables inside the block.
Based on the above discussion, we divide the continuous tone, continuous space image into small areas of size N x Nz and optimize the N x N halftone pixels of the block centered at location (x0, 1(o) by minimizing:
xo+N/2 y+Ni/2
where fN(X, y) is defined to be:
The MSE criterion of equation (4) can be rewritten as:
where D(xo, Yo) is an area of size NL X Nz centered around (xo, yo). Optimization of MSE(0,0) is a Quadratic Programming (QP) problem with N2 variables, and as such, can be solved via a number of binary optimization techniques such as brute force exhaustive search, or the well known Branch and Bound (BB) algorithm. The particular choice of the algorithm is highly dependent on the size of the optimization problem.
Experimental Results
We have found numerically that for small values of N ,the best choice of optimization algorithm is exhaustive search, while for large values, the branch and bound algorithm is more computation efficient. In using the BB algorithm, we have the option of directly applying it to the QP problem at hand, or converting it to an equivalent Linear Programming (LP) problem with more unknown variables and linear constraints. In our specific problem, it can be shown that the QP problem with N variables can be converted into a LP problem with N2(N2+i) variables and N2(N2 -1) linear constraints [8, 9] .
To keep the computation tractable, w& have chosen N = 4, and the exhaustive search algorithm for all the experimental results in this paper. The particular continuous tone image we have chosen for our experiments is the 512 x 512 Lena shown in Figure 1 . The halftone version of Lena using the low pass triangular ifiter of the form: H1(w,w) = ft(w)H(w) (11) where ft(o) = I
(12) I elsewhere with A = 1.1 and wo = 15 cycles per centimeter is shown in Figure ( 2). Note that w, w, and in equations (11) and (12) A way to ensure that the DC value in each 4 x 4 block is preserved is to enforce it in the optimization processes as a constraint. This has the added advantage of speeding up the optimization process since it reduces the size of the search space. An Example of adding DC constraint to the image of Figure (2) is shown in Figure ( 3). As seen, imposing the DC constraint reduces the contouring artifact.
The frequency response in equation (1 1) is by no means optimal, and was primarily chosen for its simplicity and analytical tractability. To explore the relationship between the frequency response of the filter and the quality of the haiftoned images, we have applied our algorithm with the "eye" filter with [7] , and as a result has been used extensively in image processing applications including haiftoning [10] . This circularly symmetric function is given by [7] :
The major reason for our use of the separable form in equation (13) rather than the circularly symmetric filter in equation (15) is to reduce computation time. Specifically, the separability of H makes g a separable function in equations (8) and (9) . Thus, the two dimensional integrals in these two equations can be decomposed into two one dimensional integrals, resulting in tremendous savings in computation time.
Assuming viewing distance of about 1 meter, the frequency response shown in equation (14) as a function of cycles/cm is plotted in Figure (4) . The scaling factor B in Heye above is a normalization factor similar to A in of equation (11) . An Example of halftoned images using the above Heye with B = 1.1 is shown in Figure (5). Comparing Figures (2) and (5), we find the latter suffers from noticeable square dot periodic artifact.
Comparing the "eye filter" and the triangular filter in Figure (4) , we see that the magnitude of the "eye ifiter" is larger than the triangular filter for frequencies below 7 cycles per centimeter, and smaller than the triangular filter for frequencies above 7 cycles per centimeter. To determine which of the two regions in the eye filter results in the artifacts of Figure ( 5), we have tested our algorithm with a hybrid filter whose frequency response is identical to the triangular and eye filters for frequencies below and above 8 cycles per centimeter respectively. In doing so, we have found that the resulting halftone images look quite similar to the one obtained using the triangular filter by itself, namely Figure (2) . On the other hand, if the hybrid filter is constructed so that its low frequency response is identical to the eye filter, and its high frequency response to the triangular filter, then the resulting images look quite similar to the one obtained via the eye filter, namely, Figure (5 ). This implies that the appearance of the halftone images obtained via our proposed scheme is affected more by low frequency portion of the optimization filter than its high frequency portion.
The Neighboring Algorithm
As it was mentioned earlier, one way to justify the break up of the optimization problem into a large number of smaller N x N optimization problems is to assume that the contribution of the pixels surrounding the N x N block can be discarded altogether. Clearly as N becomes large, the approximation to the large optimization problem becomes more valid. Of course, the major drawback of choosing a large value for N is that the size of the optimization problem becomes too large to make it intractible.
One way to circumvent the computational complexity of choosing a large value of N is to take into account the effect of the surrounding region of an N x N block while optimizing its N2 binary halftone variables. This way the optimization is carried out over a larger area than Nz x NL at the same time as keeping the number of variables to N2. We will refer to this variation of our basic algorithm as the "neighboring" algorithm. The neighboring algorithm uses the already haiftoned neighboring pixels in optimizing the current N x N block. Thus, if the optimization is carried out from left to right and top to bottom, then optimization of a typical N x N block, needs the halftone pattern of the block to its left, the block above it, and the block above and to the left of it. This way, the number of binary variables is still N2, but the domain of interest is four times larger as before. Specifically, the quantity to be minimized is of the form: xo+Ni/2 fyO+NL/2
where f3N(X,y) is defined to be:
bko(fli, n2)rect(x -nit, y -n2)
In the above equation, bk0(fli , n2) denotes the known values of the halftone patterns, above, left, anc above/left of the block under consideration. We will refer to optimization of equation (4) as local and that of equation (16) as neighboring optimization.
An example of the neighboring optimization algorithm are shown in Figure (6 ). The ifiter used in Figure (6) is the hybrid filter obtained by replacing the high frequency portion, i.e. frequencies above 8 cycles per centimeter, of the triangular filter with the eye filter. We have found that using the triangular filter results in a halftone image similar to the one in Figure (6) . Furthermore, use of eye filter of equation (13) (6) to the image obtained using our basic algorithm in Figure ( 2), we conclude that the neighboring algorithm results in less contouring artifact that our basic algorithm.
Frequency Domain Optimization
In this section, we develop another variation of the halftoning algorithm of the previous section. Specifically, we use a frequency, rather than space domain distortion measure to arrive at the binary optimum solution. In section 4.1 we describe our proposed algorithm, and in section 4.2 we show examples of halftone images obtained via the proposed algorithm.
The Algorithm
A distortion measure which is both tractable from an analytical point of view and is in reasonable agreement with human visual characteristics is the Frequency Weighted Squared Error (FWSE) criterion [2] . Specifically, if C(k1 , k2) and B(k1 , k2) denote the Discrete Fourier Transform (DFT) of a continuous tone image and its halftone version, then the frequency weighted MSE between the two can be written as:
where H(k1 , k2) is the weighting function obtained from psychophysical experiments. While the above criterion is closely related to the one in equation (1), its main advantage lies in its relative ease of implementation and computation speed. Specifically, unlike the space domain optimization, the frequency domain optimization does not require numerical integrations of the form in equations (8) and (9) . Therefore, unlike the space domain optimization, the function H(k1 , k2) need not be separable, and can be chosen to be circularly symmetric without a tremendous increase in the computation time.
It can be shown that if the weighting function in (18) is identically one, then optimization of equation (18) corresponds to fixed binary thresholding. The particular weighing function, H(k1, k2) we have chosen is similar to equation (15) and corresponds to the first order low contrast MTF obtained from psychophysical experiments shown in [10] .
Having described the choice of weighting function, we now focus on the computational aspects of optimization. Similar to the previous section, we can reduce the computational intensity of the problem by dividing it into a number of smaller problems. Specifically, if we divide the continuous tone, continuous space image into small areas of size Nz x NL, then optimization of the N x N halftone pixels of the block centered at location (x0, yo) involves minimization of: 
Error diffused version of Lena using the Stucki filter [11] is shown in Figure (8 ). Comparing our images obtained via the neighboring algorithm to the error diffused halftone image, we conclude that our algorithm results in sharper halftone images. Note that our conclusions at this point are preliminary and extensive psycho-visual testing is needed to compare the quality of our images to that of existing techniques. Future research should also be directed towards optimizing the screen angle as well as the binary pixels. 
