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ABSTRACT
Following the methods used by Barlow and Bass to prove the existence of a dif-
fusion on the Sierpinski Carpet, we establish the existence of a diffusion for a class
of planar fractals which are not post critically finite. We conjecture that specific
resistance estimates hold on our class of fractals. We further conjecture that these
resistance estimates imply the existence of the spectral dimension for our class of
fractals. Under these assumptions we use the methods of Barlow and Bass to es-
tablish heat kernel asymptotics. From there, we can use the techniques of Barlow,
Bass, Kumagai, and Teplyaev to show the uniqueness of the diffusion up to scalar
multiples. As a corollary, we conjecture the existence and uniqueness of a diffusion
on the Octagasket, thus partially answering a question posed by Strichartz.
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Chapter 1
Introduction
A significant part of the motivation for asking whether there exists a diffusion on
a given fractal space comes from mathematical physics. In principle, the existence
of a diffusion on a space implies the existence of a Laplacian on the space. With a
Laplacian, one can investigate solutions of partial differential equations and eventu-
ally, physical phenomena. Here, we take a step in this direction. Proceeding from an
empirical point of view, one can build finite physical versions of the Sierpinski gasket,
or other fractal, and directly measure some of its properties. Rammal and Toulouse
describe and motivate this point of view in [89]; the reader should also consider the
work by Bellissard, Ghez, Wang, Rammal, and Pannetier in [14]. Their analysis leads
one to consider, not just the Hausdorff dimension of the fractal df , but also two quan-
tities ds, and dw. The quantity ds is called the spectral dimension and in some sense
describes the density of states of the fractal, but is not, in a purely mathematical
sense, a dimension in the way that the Hausdorff dimension is. The quantity dw is
1
2referred to as the walk dimension and is given by the equation
dw = 2
df
ds
. (1.0.1)
In [18] Barlow and Perkins constructed a Brownian motion on the Sierpinski gasket
in R2 and in addition obtained estimates on the symmetric transition density pt(x, y).
A fundamental feature of the results and techniques used is the geometry of the
gasket. In particular, it is a post-critically-finite set. In this setting one has access
to a technique called spectral decimation. The process constructed has the property
of decimation invariance. Furthermore, the process constructed hits points, so the
analysis, even in case of higher dimensional analogues, gives more detailed results.
In particular, the process is locally invariant with respect to local isometries and is
unique up to a linear change of time.
In [5, 6, 7, 8, 9, 11] Barlow and Bass construct a Brownian motion on a class of
fractals called Generalized Sierpinski Carpets. In the case of the standard Sierpinski
carpet one sees an immediate challenge in dealing with the fact that the set is infinitely
ramified and although the process does hit points, this is difficult to prove. As a
result, the techniques of [18] do not appear to work. For the Sierpinski carpet in
R2 the authors use an encircling technique to derive an elliptic Harnack inequality
that forms the basis of subsequent results, and eventually heat kernel estimates. For
generalized Sierpinski carpets in Rd the encircling technique does not work, and is
replaced by a coupling estimate, which is used to derive the elliptic Harnack inequality.
The higher dimensional analogues of the results in the planar case can then be derived.
Heat Kernel estimates have been an area of great interest on manifolds, fractals,
and graphs. Consider, for instance [39, 37, 38, 11, 18, 27, 65], and the references
therein. Once diffusions have been constructed on a given fractal, several of the
3above authors have considered the corresponding transition density estimates of the
following form:
p(x, y, t) ≤ c1
tα/β
exp
(
−c2
(
dist(x, y)β
t
)1/(β−1))
(1.0.2)
It should be noted that in [39, 37, 38] an axiomatic approach is taken. In particular
the authors give results on general metric-measure spaces equipped with a Dirichlet
form which allow one to reduce the process of deriving heat kernel estimates to one
of checking if specific conditions are held in the space. We do not take that approach
here, but build the results concretely following [5]. Still, much of the same themes exist
between these results and those found in the axiomatic approach. What is significant
is that the generality of these results allow one to approach the establishment of heat
kernel estimates more efficiently and abstractly.
This abstraction plays a key role in the techniques used to establish uniqueness
in [12]. Therein Barlow, Bass, Kumagai, and Teplyaev proved that the diffusions
constructed by Barlow and Bass in [11] and Kusuoka and Zhou, in [73], on the Gen-
eralized Sierpinski carpets are unique up to scalar time change. We apply the same
techniques to establish uniqueness of our diffusion on 4N carpets.
1.1 Summary of Results
We begin by following the proofs and ideas in [5]. First, an Elliptic Harnack inequality,
uniform in n, is proved using the symmetry of the 4N carpet in Theorem 2.3.2. This
is then used to analyze our processes, which is a Brownian motion where time is
renormalized on each level. In section 2.5 we then establish the tightness of the
4processes so that we may take a weak limit as n→∞ in Theorem 2.6.6.
Barlow and Bass proved the existence of the spectral dimension ds in [13], we did
not establish the corresponding result. In section 2.7 we conjecture the necessary
resistance estimates hold. As our process is non-degenerate, we may then derive the
transition density estimates via the methods of [8] in section 2.8. These estimates
will be a crucial step in establishing the uniqueness of the diffusion later
To show that the process is unique one follows the ideas and proofs of Barlow, Bass,
Kumagai, and Teplyaev in [12]. There the authors developed an abstract theory of
Dirichlet forms which are invariant with respect to the local symmetries of the space.
The first key ingredient is a folding map ϕS which is defined in Definition 3.1.8.
This folding map is a key component in Definition 3.2.1 which gives the criteria for
a diffusion which is invariant with respect to the local symmetries of the space. In
Theorem 3.3.1 we show that the diffusion constructed in the previous chapter satisfies
this definition. One can then relate the properties of the diffusion X on the space to
the diffusion Z = ϕ(X), as is done in section 3.2. The key parts of the theory reduce
the abstract question of uniqueness of a diffusion on a space to showing that the
space has a volume doubling measure, appropriately scaling first exit times, satisfies
the elliptic Harnack inequality, and satisfies resistance estimates. One can then use
a result of Grigor’yan and Telcs [37] to show that the process satisfies sub-Gaussian
heat kernel estimates. These estimates can then be used to show that the process is
unique up to a rescaling of time. As these results all apply to the 4N -carpet under
consideration we recover the uniqueness of the diffusions on these spaces. The case
N = 2 is an immediate corrollary, and settles the question on the Octacarpet.
The expert will find that beyond the extension of the elliptic Harnack inequality
this work does not show essentially new techniques in the study of diffusions or of
fractals. The primary purpose was to give a self contained treatment of the subject
5matter.
Chapter 2
The Existence of a Non-Degenerate
Diffusion on 4N-carpets
2.1 Definitions and Notation
Fix N ∈ N. Consider a regular closed polygon with 4N sides and its interior inscribed
in the unit square [0, 1]2. Call this polygon V0. Write q1 through q4N for the vertices
and number them, in order, proceeding counterclockwise. We denote the length of a
side of the polygon lV . Label the side joining qi and qi+1 as Li and let L4N be the
side joining q4N to q1. Let Fi(x) = l
−1
V (x− qi) + qi. That is, each Fi is a contraction
of the 4N -gon to a 4N -gon which is lV times smaller with qi as a fixed point. Here
lV is the length factor of the fractal, namely the factor by which each copy of the
4N -gon is scaled when applying one of the contraction mappings. In the case of the
Octacarpet we have N = 2 and l−1V = 1−
√
2
2
. Write
Fw = Fw1 ◦ Fw2 ◦ · · · ◦ Fwm (2.1.1)
6
7for w = (w1, . . . , wm) where w is called a word of length m. Where applicable we
sometimes write |w| = m to indicate an unspecified word of length m. Let V1 =⋃4N
i=1 Fi(V0) and in general let
Vn+1 =
⋃
i
Fi(Vn).
The 4N carpet is the set
V =
∞⋂
n=0
Vn (2.1.2)
and we write Sn for the set of 4N -gons of with side length l−nV .
For some later results it will be useful to consider the infinite blow up of the 4N
carpet which we define as follows:
V˜ =
∞⋃
n=0
lnV V. Here rA = {rx : x ∈ A} (2.1.3)
Let µn be Lebesgue measure on Vn normalized to have total mass 1 and let µ be the
weak limit of µn. Denote the Lebesgue measure of a set A as |A|. With this definition
for a set A, µ(A) = |A ∩ Vn|/|Vn|. See [5] for convergence and it’s relationship to the
fractal dimension df . We write mV for the ratio of areas of a 4N -gon of level n and
n+ 1.
Some of the results will require the use of a Brownian motion W n on Vn with
normal reflection on some parts of the boundary, and absorption on other parts of
the boundary. Denote the reflecting portion of the boundary of Vn as ∂rVn and the
absorbing portion of the boundary ∂aVn. It will always be the case that ∂Vn =
8∂rVn
⋃
∂aVn. Let A be a Borel set. For any process X we use the notation
τ = τ(X) = inf{t : Xt ∈ ∂aV0} (2.1.4)
TA = TA(X) = inf{t : Xt ∈ A} (2.1.5)
A key element of the proofs that follow is an estimation of the probability of particular
paths taken by the reflecting Brownian motion. The “move” that will be useful is the
move from Li to Li+1. Following the exposition in [11] call the move in question a
“Knight’s move” (note that this is analogous to the “slide move” used by Barlow and
Bass in [11]). The key differences between what is done here and the work done by
Barlow and Bass in [5] are in section 2.2. The main ideas of the proofs are the same
but the exposition is slightly different because of the differences in the geometries of
the spaces considered. With these changes the rest of the proofs in [5] apply without
much modification starting in section 2.3.
2.2 Some results Leading to an Elliptic Harnack
Inequality
Our strategy will involve two processes, one denoted X, and the other denoted W n.
The process X is a Brownian motion in a single 4N -gon with normal reflection in
L1
⋃
L4N and absorption on the rest of the boundary. We will call this 4N -gon V0 as
it is consistent with our notation. However the reader should see that the conclusions
concerning probabilities of hitting portions of the boundary apply to any 4N -gon in
Vn as well. The process W
n is a reflecting Brownian motion with absorption on ∂Vn.
The probabilities that X is absorbed in various Li will be used to show that the
process W n takes certain paths with positive probability. The proofs in this section
9are thematically similar to those found in [11] but some clarifications have been made
given the slight differences in the geometry of the spaces considered.
Let Si = inf{t ≥ 0 : Xt ∈ mi} where mi is the line joining vertices qi and q2N+i.
Write pi(x0) = P(Xτ ∈ Li|X0 = x0).
Lemma 2.2.1. If x0 ∈ L1, we have ∂rV0 = L1
⋃
L4N , and ∂aV0 = ∂V0 − ∂rV0, then
Px0(Xτ ) ∈ L2
⋃ · · ·⋃L2N ≥ 12 .
Proof
We follow the proof ideas in [11] Theorem 2.1. Then by symmetry about the line m1
we have for 2 ≤ i ≤ 2N .
p4N−i+1(x0) = Px0(Xt ∈ L4N−i+1, S1 < τ) (2.2.1)
= Ex01S1<τPXS1 (Xτ ∈ L4N−i+1) (2.2.2)
= Ex01S1<τPXS1 (Xτ ∈ Li) (2.2.3)
= Px0(Xτ ∈ Li, S1 < τ) (2.2.4)
≤ pi(x0) (2.2.5)
where 2.2.3 uses symmetry. Thus
∑4N−1
2N+1 pi(x0) =
∑2N
2 p4N−i+1(x0) ≤
∑2N
2 pi(x0).
This shows that the process is more likely to be absorbed on the right half of the
polygon rather than the left half.
The ideas in the following proof are due to Barlow and Bass in [11] Theorem 2.1
but the details differ.
Lemma 2.2.2. Let X be a Brownian motion in V0 with normal reflection in Lr =
L1 ∪ L4N and absorption on ∂V0 − ∂rV0. As usual, X0 = x ∈ L1. Fix 2 < i < 2N ,
10
Figure 2.2.1: The definitions of m3 and q3 within the Octacarpet
and write j = i+ 1.
Px(Xτ ∈ Li) ≥ Px(Xτ ∈ Lj) (2.2.6)
Proof
Recall that we denote the plane that separates Li and Lj by mj. Let T0 = 0 and
define a sequence of stopping times Tk, k ∈ N as follows:
Tk+1 = inf{t > Tk : Xt ∈ mj, Xs ∈ Lr for some s, Tk < s < t}. (2.2.7)
Write pi(x) = Px(Xτ ∈ Li), pj(x) = Px(Xτ ∈ Lj). Definite k0 by Tk0 < ∞ and
Tk+1 =∞. Since the mean squared displacement of Brownian motion is proportional
to t1/2 we know that k0 is almost surely finite. That is, the process is absorbed before
hitting plane mj a total of k0 − 1 times. We may thus write
11
pj(x) =
∞∑
k=0
Px(Xτ ∈ Lj, Tk < τ < Tk+1) (2.2.8)
=
∞∑
k=0
Ex1(τ>Tk)P
XTk (Xτ ∈ Lj, τ < T1) (2.2.9)
knowing that a.s. the sum is finite. but may have arbitrarily many terms in it. For
y ∈ mj, and Tk <∞, and we write ξk = inf{t > Tk, Xt ∈ Lr} then
Py(Xτ ∈ Lj, Tk < τ < Tk+1) = Py(Xτ ∈ Lj, Tk < τ < ξk) + Py(Xτ ∈ Lj, ξk < τ < Tk+1)
(2.2.10)
≤ Py(Xτ ∈ Li, Tk < τ < ξk) + Py(Xτ ∈ Li, ξk < τ < Tk+1)
(2.2.11)
= Py(Xτ ∈ Li, Tk < τ < Tk+1) (2.2.12)
The inequalities above establish the case where k > 1. If k = 0 then it is impossible
for absorbtion on Lj to occur. Repeated application of 2.2.12 gives
pj(x) =
∞∑
k=0
Px(Xτ ∈ Lj, Tk < τ < Tk+1) (2.2.13)
=
∞∑
k=0
Ex1(τ>Tk)P
XTk (Xτ ∈ Lj, τ < T1) (2.2.14)
≤
∞∑
k=0
Ex1(τ>Tk)P
XTk (Xτ ∈ Li, τ < T1) (2.2.15)
=
∞∑
k=0
Px(Xτ ∈ Li, Tk < τ < Tk+1) (2.2.16)
≤ pi(x). (2.2.17)
12
Lemma 2.2.3. If x ∈ L1, Px(Xτ ∈ L2) > 12(2N−1) > 0.
Proof
Following the notation used before we write pi(x) = Px(Xτ ∈ Li). Note that by
construction of the process
4N−1∑
i=2
pi(x) = 1. (2.2.18)
Lemma 2.2.1 gives
2N∑
i=2
pi(x) ≥ 1
2
. (2.2.19)
Lemma 2.2.2 gives the following inequalities,
p2(x) ≥ p3(x) ≥ · · · ≥ p2N−1(x) ≥ p2N(x). (2.2.20)
This implies that p2(x) ≥ 12(2N−1)
2.3 An Elliptic Harnack Inequality
The exposition and proofs are very similar to those found in [5] with a few small
simplifications in the proof of Lemma 2.3.1. We denote by W n the reflecting Brownian
motion on Vn. For a given  and n ≥ 2. Write A() = {x |x ∈ V0 and |x − y| >
 for y ∈ ∂V0}. Let Gn() = Vn ∩ A().
13
Lemma 2.3.1. Given  > 0, for any n so that ln−2V <  there exists δ > 0 such that
if x, y ∈ Gn() and γ(t), 0 ≤ t ≤ 1, is a continuous curve from y to ∂aVn contained
in Vn then
Px(W n hits γ before time τ) > δ (2.3.1)
Proof
Given , choose n so that ln−2V < . Take x and y to be on the boundaries of
scale n 4N -gons Ox and Oy, where Ox,Oy ⊂ Gn(). We require no more than (2N)n
moves for the process to go from Ox to Oy. Once Oy has been reached we need at
most 4N more moves to “cut off” y. To see that no generality was lost, consider the
case where Ox is a 4N -gon of scale n and Oy is a 4N -gon of scale m, where n < m.
We still work with moves at scale n and we simply encircle y in a 4N -gon at scale n.
To handle the situation where one or more of x and y are not boundary points we
need only note that cutting off the appropriate boundary achieves the desired effect.
In the case where Oy is not completely contained in Gn() then at most 4N sides of
Oy are in Gn(). In this case, the path from y to ∂aVn can be cut off with at most 4N
moves, once one has reached Oy. Thus there are a total of at most (2N)n+4N moves
required and each has a probability of occurring that is greater than (2(2N − 1))−1.
Denote by υ the smallest integer greater than log 
log lV
+ 2. We set
δ = (2(2N − 1))−(2N)υ−4N (2.3.2)
14
Figure 2.3.1: Two examples of ways in which a path can begin at x and “cutoff” y
15
Let A ⊆ ∂aV . We denote our harmonic functions on Vn by
hn(x,A) = Px(W nτ ∈ A). (2.3.3)
Theorem 2.3.2. For each 0 <  ≤ l−1V and any n such that l−n+2V <  there exists a
constant θ independent of n such that
θ−1 ≤
hn(x,A)
hn(y, A)
≤ θ for all x, y ∈ Gn(). (2.3.4)
Proof
This argument is due to Barlow and Bass in [5] Theorem 3.1. Let Mt = hn(W
n
t∧τ , A).
Then M is a P y martingale, bounded by 0 and 1. It is continuous and since W n is
a reflecting Brownian motion, M is adapted to the filtration of W n . Let η < 1 and
write ζ = inf{t ≥ 0 : Mt < ηhn(y, A)} ∧ τ . We now have
hn(y, A) = Eyhn(W nζ , A) (2.3.5)
= Ey(hn(W nτ , A); ζ = τ) + Ey(hn(W nζ , A); ζ < τ) (2.3.6)
≤ Py(ζ = τ) + ηhn(y, A)Py(ζ < τ). (2.3.7)
If we rearrange this we have
Py(ζ < τ) ≤ 1− hn(y, A)
1− ηhn(y, A) < 1. (2.3.8)
Thus Py(ζ = τ) > 0. So there is at least one curve γ such that γ(0) = y,
γ(1) ∈ ∂aVn and hn(γ(t), A) ≥ ηhn(y, A) for 0 ≤ t ≤ 1. We now consider the process
W n starting at x. By Lemma 2.3.1 the path taken by W n intersects Γ with positive
16
probability. Write S = inf{t ≥ 0 : W nt ∈ {γ(s), 0 ≤ s ≤ 1}}.
hn(x,A) = Exhn(W nS∧τ , A) (2.3.9)
≥ Ex(hn(W nS , A);S < τ) (2.3.10)
≥ δηhn(y, A) (2.3.11)
Since η is arbitrary we can take the limit as η → 1 to establish the inequality in that
case. Using the same argument with the roles of x and y reversed gives the result
with θ = δ
−1
 .
We now introduce some additional notation: for x contained in a 4N -gon On1 , let
Dn(x) be the union of 4N -gons Oni and On1 ∈ Vn such that x ∈ On1 and Oni share a
side. We also set some notation for exit times of the process from Dn(x).
σr(x) = σ
W
r (x) = inf{t : Wt /∈ Dr(x)} (2.3.12)
σnr+1(W ) = inf{t ≥ σnr (W ) : Wt ∈ ∂Dn(Wσnr (W ))}. (2.3.13)
Furthermore for f : Vn → R, x ∈ Vn write
Oscm(x, f) = sup
y∈Dm(x)∩Vn
f(y)− inf
y∈Dm(x)∩Vn
f(y) (2.3.14)
for the oscillation of f in Dm(x). Using Theorem 2.3.2 we can deduce that bounded
Harmonic functions in Vn are uniformly Ho¨lder continuous away from the boundary.
The ideas are due to Moser [83], Krylov and Safonov [63], and Barlow and Bass
[11]. In order to do this we need a few preliminary results which follow directly from
Theorem 2.3.2.
17
Corollary 2.3.3. Let x ∈ Vn, r ≥ 1, y ∈ Dr(x) with d(y, ∂Dr(x)) > l−rV . Then
θ′−1 ≤ Px(Wn(σ′r) ∈ A)/Py(Wn(σr) ∈ A) ≤ θ′ for all A ⊆ ∂Dr(x) (2.3.15)
Proof
Here we simply use the argument from Theorem 2.3.2 for each 4N -gon of scale r
and rescale by lrV . Write θ
′
r and δr for the constants that result from applying the
argument from Theorem 2.3.2 and Lemma 2.3.1 to a 4N -gon of scale r. For any fixed
value of N the number of 4N -gons in Dr(x) is finite. From this we can deduce the
value of θ′.
Since θ and θ
′
, from Theorem 2.3.2 and Corollary 2.3.3 respectively, may be
different, write θ for the larger of the two. Also, let 0 =
1
2
− l−1V , and p = 1− (4θ−10 ).
The following argument is from Barlow and Bass [5].
Lemma 2.3.4. Let f be bounded and harmonic on Vn. Let x ∈ Vn where Dm(x) ⊆
[−1, 1]2. Then
Oscm+1(x, f) ≤ pOscm(x, f). (2.3.16)
Proof
Note that d(y, ∂Dm(x)) ≥ l−mV
(
1
2
− l−1V
)
for all y ∈ Dm+1(x). By considering the
function g = af − b for constants a, b ∈ R it is enough to consider −1 ≤ f ≤ 1, and
Oscm(x, f) = 2. Write T = inf{t ≥ 0 : W nt ∈ ∂Dm(x)} and A = {y ∈ ∂Dm(x) :
f(y) ≤ 0}. Since either Px(W nT ∈ Ac) ≥ 1/2 or Px(W nT ∈ A) ≥ 1/2 multiplying by
18
−1 allows us to assume the latter. For y ∈ Dm+1(x) we have
f(y) = Eyf(W nT ) (2.3.17)
= Ey(f(W nT );W nT ∈ Ac) + Ey(f(W nT );W nT ∈ A) (2.3.18)
≤ Py(W nT ∈ Ac) (2.3.19)
= 1− Py(W nT ∈ A). (2.3.20)
By Corollary 2.3.3 Py(W nT ∈ A) ≥ θ−10 Px(W nT ∈ A), this gives, for y ∈ Dm+1(x),
f(y) ≤ 1− θ−10 Px(W nT ∈ A) (2.3.21)
≤ 1− 1
2
θ−10 . (2.3.22)
This implies that Oscm+1(x, f) ≤ 2− 12θ−10 = pOscm(x, f).
Recall that we defined A() = {x |x ∈ V0 and |x − y| >  for y ∈ ∂V0}. In
addition, recall that Gn() = Vn ∩ A() and we write G() = V ∩ A().
Theorem 2.3.5. Fix  > 0. There exist constants β1,and c such that if f is bounded
and harmonic on Vn, then
|f(x)− f(y)| ≤ c|x− y|β1 ‖f‖∞ for all x, y ∈ Gn() (2.3.23)
Proof
This result is due to Barlow and Bass [5]. Let x, y ∈ Gn(). Choose m such that
1
2
l
−(m+1)
V < |x− y| ≤
1
2
l−mV (2.3.24)
and r such that 2l−rV ≤  ≤ 2l−(r−1)V . This implies that y ∈ Dm(x), and Dr(x)∩∂aVn =
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∅. If m ≥ r then
|f(x)− f(y)| ≤ Oscm(x, f) (2.3.25)
≤ pm−rOscr(x, f)(using Lemma 2.3.4) (2.3.26)
≤ 2p−rpm ‖f‖∞ (2.3.27)
≤ c|x− y|β1 ‖f‖∞ (2.3.28)
where c only depends on r, and β1 = log p
−1/ log lV . If m ≤ r then |x−y| ≥ /4l2V
and |f(x) − f(y)| ≤ 2 ‖f‖∞. If we adjust c then the two cases together give the
result.
2.4 Technical Inequalities Related to the Process
W n
With the exception of a few definitions the ideas, proofs, and conclusions in this
section are the same as that in [5]. The reader, familiar with those arguments, will
see that the same conclusions follow through the same proofs. Let n ≥ 1, τ = τ(W n)
be the first time that W n exits Vn or is absorbed. We set the following notation:
gn(x) = Exτ for x ∈ Vn (2.4.1)
αn = sup
x∈Vn
gn(x) (2.4.2)
βn = inf
x∈Gn(1/2)
gn(x) (2.4.3)
γn = sup
x∈Gn(1/2)
gn(x) (2.4.4)
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Trivially one has the inequalities
βn ≤ γn ≤ αn. (2.4.5)
For x ∈ Vn let y = (y1, y2) be the “center” of Dn(x) defined in the following way:
as Dn consists of a 4N -gon O at scale n, and any 4N -gons at the same scale which
touch it. Then we take the “center” of Dn(x) to be the center of O.
Let x ∈ Vn and let y = (y(1), y(2)) be the center of Dm(x). Define the function
ψ : R2 → R+ by
ψ(x(1), x(2)) = (lmV |x(1) − y(1)|, lmV |x(2) − y(2)|). (2.4.6)
Let Yt = ψ(W
n(tl−2mV )). Thus Y a reflecting Brownian motion on Vn−m and equal in
law to W n−m under Pψ(x). It is then immediate that
l−2mV βn−m ≤ Exσm(W n) ≤ l−2mV γn−m. (2.4.7)
By scaling we see that from Gn(1/2) the process must cross at least (2N − 1)
4N -gons in S1 to leave Vn. This implies βn ≥ lV2 l−2V βn−1. If one uses the fact that
1
2
lrV − 1 ≥
1
2
lr−1V (2.4.8)
we have
βn ≥ (2lV )−1l−rV βn−r (2.4.9)
Using the knight’s move and scaling we can find m and η > 0, where η does not
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depend on n, so that for all x ∈ Vn,Px(σm > τ) > η. This gives the following bound
for gn(x),
gn(x) = Ex(τ, τ > σm) + Ex(τ, τ ≤ σm) (2.4.10)
≤ Ex(1τ>σEWnσ τ) + Exσ (2.4.11)
≤ (1− η)αn +ml−2V γn−1. (2.4.12)
If we then take the supremum of the left hand over x we have
αn ≤ m
l2V η
. (2.4.13)
Set rn = γn/βn and let x1, x2 ∈ Gn(1/2) be the points for which βn = gn(x1), γn =
gn(x2). Since σ1 < τ P
xi-a.s. we have
gn(xi) = Exiσ1 + Exign(W nσ1). (2.4.14)
Lemma 2.4.1. There exists a constant c2 > 0 such that
c−12 Ex1gn(W nσ1) ≤ Ex2gn(W nσ1) ≤ c2Ex1gn(W nσ1). (2.4.15)
This result is due to Barlow and Bass, see [5] Lemma 4.1. LetA = {y ∈ ⋃Q∈S1 ∂Q :
D1(y) = D1(x)}. Using the knight move estimate there exists m ≥ 1, η > 0 such that
Px2(σm ∈ A, σm < τ) > η. The map y 7→ Eygn(W nσ1) is harmonic in D1(x1) by
Theorem 2.3.2. Here write θ = θ1/2,
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θ−1Ex1gn(W nσ1 ≤ Eygn(W nσ1) ≤ θEx1gn(W nσ1) for all y ∈ A. (2.4.16)
Therefore,
Ex2gn(Xσ1) = Exw(τ − σ1) (2.4.17)
≥ Ex2(τ − σm;W n(σm) ∈ A, σm < τ) (2.4.18)
= Ex2(1(Wn(σm)∈A,σm<τ)EW
n(σm)τ) (2.4.19)
≥ ηθ−1Ex1gn(W nσ1). (2.4.20)
If we reverse the roles of x1 and x2 we get the other inequality of 2.4.15.
Using 2.4.7, 2.4.14, and 2.4.15 we can bound γn
γn ≤ l−2V γn−1 + Ex2gn(W nσ1) (2.4.21)
≤ l−2V rn−1βn−1 + c2Ex1gn(W nσ1) (2.4.22)
≤ (rn−1 ∨ c2)(l−2V βn−1 + Ex1gn(W nσ1)). (2.4.23)
In addition βn ≥ l−2V βn−1 + Ex1gn(W nσ1). So γn ≤ (rn−1 ∨ c2)βn, and thus rn ≥
rn−1 ∨ c2. If we then write c2 = r0 ∨ c2, we have γn ≤ c3βn, for n ≥ 1.
Theorem 2.4.2. There exist constants c1, c4, c5 > 0 independent of n such that
βn ≤ γn ≤ αn ≤ c4βn for n ≥ 0 (2.4.24)
c5l
−r
V αn−r ≤ αn ≤ cr1αn−r for n ≥ 0, 0 ≤ r ≤ n. (2.4.25)
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Proof
TThis proof is due to Barlow and Bass [5], see Proposition 4.2. he first inequality,
2.4.24 follows from 2.4.5, 2.4.9, and 2.4.13. The other set of inequalities follow from
2.4.5, 2.4.13. Using 2.4.24 and 2.4.9 on has
αn ≥ βn ≥ (2lV )−1l−rV βn−r ≥ (2lV c4)−1l−rV αn−r. (2.4.26)
.
The following Lemma is due to Barlow and Bass [5] Lemma 4.3.
Lemma 2.4.3. There exists a constant c6 ∈ (0, 1) with
Px(τ ≤ s) ≤ c6 + sα−1n for s ≥ 0, x ∈ Gn(1/2). (2.4.27)
Proof
Let t > 0. Then for τ ≤ t+ (τ − t)1(τ>t), we have
Exτ ≤ t+ Ex1(τ>t)EWnτ τ (2.4.28)
≤ t+ αnPx(τ > t). (2.4.29)
This shows that αnPx(τ ≤ t) ≤ αn + t − Exτ . This combined with the inequalities
Exτ ≥ βn ≥ c−14 αn, gives Px(τ ≤ t) ≤ α−1n (αn + t− c−14 αn).
Lemma 2.4.4. This proof is due to Barlow and Bass [5] Lemma 1.1. Let X, Y1, . . . , Yn
be non-negative random variables satisfying
1. X ≥∑ni=1 Yi
2. P(Yi ≤ x|σ(Yj, j ≤ i− 1)) ≤ p+ bx, i = 1, . . . , n, x ≥ 0.
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Proof
Let Z be a random variable with distribution function G(x) defined by
G(x) = p+ bx, 0 ≤ x ≤ (1− p)/b, G(0−) = 0. (2.4.30)
Then E(euYi |σ(Yj, j ≤ i− 1)) ≤ E(e−uZ). Write q = 1− p, and we have
Ee−uZ = p+
∫ q/b
0
e−uxbdx (2.4.31)
= p+ bu−1(1− e−uq/b). (2.4.32)
So,
P (X ≤ x) = P(e−uX ≥ e−ux) (2.4.33)
≤ euxEe−uX (2.4.34)
≤ eux(p+ bu−1(1− e−uq/b))n (2.4.35)
≤ pn exp
(
ux+
bn
pu
)
. (2.4.36)
Setting u = (bn/px)1/2.
This result is due to Barlow and Bass, see proposition 4.4 [5].
Theorem 2.4.5. There exist constants γ, c11, c12 > 0 such that
Px(τ ≤ αns) ≤ c12e−c11s−γ for s ≥ 0, n ≥ 3, x ∈ Gn(1/2) (2.4.37)
Proof Let x ∈ Gn(1/2), let 3 ≤ r ≤ n, and let N = min{i : σri ≥ τ}. Assume
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N ≥ 1
2
lrV . Let mr =
1
2
lrV − 2 ≥ 13 lrV , and let Yi = σri+1 − σri for i = 1, . . . ,mr. Then
τ ≥
mr∑
i=1
Yi. (2.4.38)
By scaling, the Px law of σr1 is the Py law of l2rV τ(W n−r) for some y ∈ Gn−r(1/2).
By Lemma 2.4.3
Px(Yi ≤ t|σ(Yj, j ≤ i− 1)) (2.4.39)
≤ sup
y∈Gn(1/2)
Py(τ(W n−r) < l2rV t) (2.4.40)
≤ c6 + tl2rV α−1n−r (2.4.41)
By Lemma 2.4.4,
Px(τ ≤ αns) ≤ exp
(
2
(
l2rV mrαns
αn−rc6
)1/2
−mr log c−16
)
(2.4.42)
≤ exp(c7(c1l3V )r/2s1/2 − c8lrV ). (2.4.43)
Choose c9 ≥ (c1lV )1/2. Then c9 > 1. Let f1(r) = c7s1/2(c9lV )r, and f2(r) = c8lrV .
Now if r0 =
log(c8c
−1
7 s
−1/2)
log c9
, f1(r0) = f2(r0) = c10s
−γ, where γ = log lV
2 log c9
. There exists a
constant s0 > 0 such that, if 0 < s ≤ s0, then r0 ≥ 5. If s < s0, then let r = [r0 − 1],
which makes r0 − 2 ≤ r ≤ r0 − 1. Then f1(r) − f2(r) = f2(r0)((c9lV )r0−r − lr0−rV ) ≤
−c11s−γ, where c11 > 0. By choosing c12 = exp(c11sγ0) we have the desired result.
Corollary 2.4.6. For all x ∈ Vn, 3 ≤ r ≤ n, s ≥ −, k ≥ 1,
Px(σrk+1(W n)− σrk(W n) ≤ αn−rs) ≤ c12 exp(−c11(9rs)−γ). (2.4.44)
Proof
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This follows from 2.4.5 by scaling.
2.5 Tightness of the Process
Here we will directly use the ideas of [5] as the proofs require no changes. The main
point is that estimates of W n which are uniform in n, can be used to construct a
process on V = ∩nVn.
Definition 2.5.1. Let Xnt = W
n
αnt, t ≥ 0. Let Pxn be the probability distribution on
C(R+, V ) corresponding to Xn with Xn0 = 0. Write X for the coordinate process on
C(R+, V ).
Theorem 2.5.2. Let xn be a sequence with xn ∈ Vn. Then {Pxnn , n ≥ 1} is tight in
the space of cadlag functions from R+ to V0, which we denote by D(R+, V0)}.
Proof
This proof is due to Barlow and Bass [5] Theorem 5.1. Using 2.4.6 one has
sup
i≥1
Pxnn (σri+1(X)− σri (X) ≤ s)c12 exp(−c11(9rs)γ), (2.5.1)
for 3 ≤ r ≤ n. By Ethier and Kurtz [24], Lemma 3.8.1, Proposition, 3.8.3, and
Theorem 3.7.2 we have Pxnn is tight in D(R+, V0). Since X is Px0n a.s. continuous,
by [24] Theorem 10.2, that if Q is any limit point of {Pxnn , n ≥ 1} then X is Q-a.s.
continuous. This implies that {Pxnn , n ≥ 1} is tight in C(R+, V0).
Definition 2.5.3. For x ∈ Vn, n ≥ 0, f bounded, let
Unf(x) = Exn
∫ τ
0
f(Xs)ds. (2.5.2)
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We have the immediate bound
Unf(x) ≤ ‖f‖∞ Exnτ ≤ ‖f‖∞ . (2.5.3)
By scaling and 2.4.25 we have
Exn(σr1(X)) ≤ l2rV
αn−r
αn
≤ c−15 l−rV . (2.5.4)
We first examine Exnτ = Un1(x) as x→ ∂aVn.
Theorem 2.5.4. There exist constants β2 and c13 > 0 such that
Exnτ ≤ c13(d(x, ∂aV ))β2 n ≥ 0, x ∈ Vn. (2.5.5)
Proof
This proof is due to Barlow and Bass in [11] Theorem 5.2. Fix n ≥ 0., let H ′r =
Vn −Gn(l−rV ). Because some of the 4N -gons will be overlap H ′r but not be contained
within it, let Hr = {
⋃Oi|Oi ∩H ′ 6= ∅}. Let
hr = sup
x∈Hr
Exnτ. (2.5.6)
Let S = σr1(X) ∧ τ , and note XS ∈ Hr−1Px-a.s. if x ∈ Hr. Using the Knight’s
move estimates there exists a constant δ > 0, which independent of n and r such that
Pxn(S = τ) > δ for all x ∈ Hr. (2.5.7)
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By definition S ≤ τ
Exnτ = ExnS + Exn1(S<τ)EXsτ (2.5.8)
≤ ExnS + (1− δ)hr−1. (2.5.9)
By taking the supremum over x and using 2.5.4 we have
hr ≤ c−15 l−rV + (1− δ)hr−1. (2.5.10)
Recall that h0 ≤ 1. Letting c13 = 1 + c−15 (lV (1− δ)− 1)−1 we have
hr ≤ c13(1− δ)r − (c13 − 1)l−rV ≤ c13(1− δ)r. (2.5.11)
The desired result follows.
Theorem 2.5.5. There exist constants β2, c14 such that
|Unf(x)− Unf(y)| ≤ c14 ‖f‖∞ |x− y|β2 (2.5.12)
for all boudned f on Vn, x, y ∈ Vn.
Proof
This result is Theorem 5.3 from [5]. Let f be bounded on Vn, x, y ∈ Vn with
|x− y| = δ, and chose r so that
1
4
l−(r+1)v ≤ |x− y| <
1
4
l−rV . (2.5.13)
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If d(x, ∂aV ) ≤ 2lV δ, then by 2.5.3, and Theorem 2.5.4,
|Unf(x)− Unf(y)| ≤ c13 ‖f‖∞ ((2lV δ)β2 + ((2lV + 1)δ)β2) (2.5.14)
≤ c ‖f‖∞ δβ2 . (2.5.15)
If, on the other hand, d(x, ∂aV ) ≤ 2lV δ then Dr(x) ⊆ V0. Set S = inf{t ≥ 0 :
Xt ∈ Dr(x)c}. Since S ≤ τ for z ∈ Dr(x)
Unf(z) = Ezn
∫ S
0
f(Xt)dt+ Ezn
∫ τ
S
f(Xt)dt (2.5.16)
= Ezn + EznUnf(XS). (2.5.17)
As EnUnf(Xs) is harmonic in Dr(x), d(y, ∂Dr(x)) ≥ 14 l−rV , using Theorem 2.3.5
|ExnUnf(XS)− EynUnf(XS)| ≤ c13|x− y|β1 ‖f‖∞ . (2.5.18)
Using 2.5.3 and 2.5.4
Ezn
∫ S
0
f(Xt)dt ≤ ‖f‖∞ EznS ≤ c−15 l−rV ‖f‖∞ . (2.5.19)
This gives
|Unf(x)− Unf(y)| ≤ (2c−15 l−rV + c13|x− y|β1) ‖f‖∞ (2.5.20)
≤ c|x− y|β′ ‖f‖∞ (2.5.21)
for suitable β′. Since we’ve considered all values of d(y, ∂Dr(x)) the result follows.
For each n, X under Pxn is a time change of a reflecting Brownian motion on a
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Lipschitz domain. As a result, Un has a symmetric potential kernel density un(x, y)
with respect to µn,and un is jointly continuous in x and y away from the diagonal.
Theorem 2.5.6. For each  > 0 there exists M < ∞ such that un(x, y) ≤ M for
all n ≥ 0, x, y ∈ Gn() with |x− y| > .
Proof
This result is due to Barlow and Bass in [5], see Theorem 5.4. Fix  > 0, n ≥ 1, and
let x ∈ Vn, y ∈ Gn() where |x − y| > . Choose r so that 6l−rV <  ≤ 6l−r+1V . Then
Dr(x) ⊆ B(x, 3l−rV ⊆ B(x, ), and Dr(y) ⊆ Vn, Dr(x) ∩Dr(y) = ∅. First,
∫
Vn
un(x, y)µn(dy) ≤ Exnτ, (2.5.22)
second, µ(Dr+1(y)) ≥ c4N l−2(r+1)V . So there exists y0 ∈ Dr+1(y) with
un(x, y0) ≤ c4N l2(r+1)V Exnτ. (2.5.23)
Recall that un(x, ·) is harmonic in Dr(y), and so by 2.3.3
un(x, z) ≤ θun(x, y0) for all z ∈ Dr+1(y). (2.5.24)
If we take z = y and note that Exnτ ≤ 1, and that r depends only on  then
combining 2.5.23, and 2.5.24 gives the result.
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2.6 The Construction of the Limiting Process
Thus far we have a sequence of processes {Xn,Pxn} with state space Vn and we intend
to take a weak limit as n→∞ to get a process on V . We use the following conven-
tions, identify points on ∂aV0 as ∆ and f(∆) = 0 for all functions f . For x ∈ V0− Vn
let Pxn be the probability measure for the process that is standard Brownian motion
until the time t where it hits Vn and then behave like X
n
t after that time. The proofs
in this section are from [5], and require no modification.
If τn = inf{t > 0 : Xt ∈ Vn}, Qx is standard Weiner measure on paths in R2, A ∈
Fτn , then define
Pxn(A ∩ (B ◦ θτn)) = ExQ(PXτn (B);A). (2.6.1)
In this way we have defined Pxn on F∞. Now extend Un to all of V0.
Theorem 2.6.1. Suppose f : V0 → R is bounded. Then there exists ω(δ) that tends
to 0 as δ → 0 such that
sup
n
sup
x,y∈V0|x−y|<δ
|Unf(x)− Unf(y)| ≤ ω(δ) ‖f‖∞ (2.6.2)
Proof
This is Theorem 6.1 from [5]. If , η > 0 and B is a 4N -gon of side r and τB = inf{t :
Xt 6∈ B}, then there exists δ > 0(independent of r) such that
ExQτB <  and Qx(|XτB − x| > η) <  (2.6.3)
whenever x ∈ B and d(x,Bc) < δ by the arguments of [87] in chapter 2 section 3.
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Let  > 0. We wish to show that for each x0 there exists a δ(x0) such that
|Unf(x)− Unf(x0)| ≤ 4 ‖f‖∞ (2.6.4)
whenever |x− x0| < δ. Then the result follows by the compactness of V0.
Suppose x0 = ∆. Choose η small enough that Exτ <  if x ∈ Vn and d(x,∆) < 2η.
This choice can be made independently of n by Theorem 2.5.4. Now choose δ ∈ (0, η)
small enough that 2.6.3 is satisfied. If d(x,∆) < δ and x ∈ Vn, then Exnτ < . On the
other hand if x 6∈ Vn then
Exnτ ≤ ExQτn + ExQEXtnn τ (2.6.5)
+  sup
x∈Vn
Exnτ + sup
x∈Vn
d(x,∆)<η+δ
Exnτ ≤ 3. (2.6.6)
Then using 2.5.3 and the definition of ∆, we have
|Unf(x)− Unf(x0)| = |Unf(x)| ≤ ‖f‖∞ Exnτ ≤ 3 ‖f‖∞ . (2.6.7)
Suppose x0 6∈ V , then there exists m and η such that Bη(x0)∩Vn = ∅ when n ≥ m.
Write ρ = inf{t : X 6 ∈ Bη(x0)}. Choose η to be small enough that supx∈Bη(x0) ExQρ < .
Let g be a bounded function, then ExQg(Xρ) is harmonic in x in the interior of Bη(x0).
Furthermore there exists δ < η/2 such that
|ExQg(Xρ)− Ex0Q g(Xρ) ≤  ‖g‖∞ (2.6.8)
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if |x− x0| < δ. For x ∈ Bη(x0) we have
Unf(x) = ExQ
∫ ρ
0
f(Xs)ds+ ExQUnf(Xρ) (2.6.9)
From this we see that
|Unf(x)− Unf(x0)| ≤ 2 ‖f‖∞ sup
x∈Bη(x0)
ExQρ+ |ExQUnf(Xρ)− Ex0Q Unf(Xp)| (2.6.10)
≤ 2 ‖f‖∞ +  ‖Unf‖∞ (2.6.11)
≤ 3 ‖f‖∞ . (2.6.12)
Now, suppose x0 ∈ V . If we pick η so that if |x− x0| < 2η, x ∈ Vn, then
|Unf(x)− Unf(x0)| <  ‖f‖∞ . (2.6.13)
By theorem 2.5.5 this choice is independent of n. Now pick δ < η to satisfy 2.6.3. If
x ∈ Vn then 2.6.4 is true, and if x 6∈ Vn and |x− x0| < δ, then
|Unf(x)− Unf(x0)| ≤ |ExQ
∫ τn
0
f(Xs)ds|+ ExQUnf(Xτn)− Unf(x0)| (2.6.14)
≤ ‖f‖∞ ExQτn + 2 ‖Unf‖∞ PxQ(|Xτn − x| ≥ η) + sup
y∈Vn
|y−x0|<2η
|Unf(y)− Unf(x)|
(2.6.15)
≤ 4 ‖f‖∞ . (2.6.16)
The tightness estimate for Pxn when x 6∈ Vn is routine and thus omitted.
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Definition 2.6.2. We define the λ resolvent of U for bounded f and by
Uλnf(x) = Exn
∫ τ
0
e−λsf(Xs)ds (2.6.17)
We then have U0n = Un and for any λ and analogously to the case for Un we have
|Uλnf(x)| ≤ ‖f‖∞ Exnτ ≤ ‖f‖∞ . (2.6.18)
Using [21] V. 5.10, we have the identity
Uλnf =
∞∑
i=0
(β − λ)i(Uβn )i+1f, β ≥ 0, |β − λ| < 1. (2.6.19)
Theorem 2.6.3. Suppose f : V0 → R, ‖f‖∞ , and λ > 0. Then
lim
δ↓0
sup
n
sup
x,y∈Vn
|x−y|<δ
|Uλnf(x)− Uλnf(y)| = 0. (2.6.20)
Proof
This argument is due to Barlow and Bass in [5] Theorem 6.2. Assume that λ ≤ 1/2.
By theorem 2.5.5,
sup
x,y∈Vn
|x−y|<δ
|Ung(x)− Ung(y)| ≤ ‖g‖∞ ω(δ), (2.6.21)
where ω(δ) → 0 as δ → 0 independently of n. By applying this to g = (Un)if and
using 2.6.18 we have
sup
x,y∈Vn
|x−y|<δ
|(Un)i+1f(x)− (Un)i+1f(y)| ≤ ‖f‖∞ ω(δ). (2.6.22)
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Let  > 0. Choose i0 so that
∑∞
i=i0
λi < /4, and choose δ so that ω(δ) < /2i0.
We then have (via 2.6.18)
∞∑
i=i0
λi|(Un)i+1f(x)− (Un)i+1f(y)| ≤  ‖f‖∞ /2. (2.6.23)
Combining 2.6.19 and 2.6.22 with β = 0 gives
sup
x,y∈Vn
|x−y|<δ
|Uλnf(x)− Uλnf(y)| ≤ (/2 + i0ω(δ)) ‖f‖∞ <  ‖f‖∞ . (2.6.24)
The above proof gives the result for λ ≤ 1/2. For λ ∈ [m,m + 1/2] repeat the
proof using Uβn with β = m.
Theorem 2.6.4. There is a subsequence nj for which U
λ
nj
f converges uniformly for
each λ ∈ [0,∞) if f is continuous on V0. Furthermore, the limit Uλ satisfies the
resolvent identity and
∥∥Uλ∥∥∞ ≤ λ−1.
Proof
This is Proposition 6.3 from [5]. Let {fm}m be a sequence of continuous function
on V0 such that ‖fm‖ ≤ 1 and the closure of the linear span of {fm} consists of
all continuous functions on V0. Let λi be a countable dense subset of [0,∞). Fix i
and m. By the Arzela-Ascoli theorem there exists a subsequence of Uλin fm converges
uniformly. By using a diagonalization argument we can choose a subsequence nj
so that Uλinjfm converges uniformly for each i and m, and we call this limit U
λif .
Note that each Uλin satisfies the inequality
∥∥Uλin ∥∥∞ ≤ λ−1 and thus Uλi ≤ λ−1. We
may then conclude that Uλin f converges uniformly and we call the limit U
λif for f
36
continuous on V0. Each U
λ
n satisfies the resolvent equation
Uλn − Uβn = (β − λ)UλnUβn . (2.6.25)
A limiting argument shows that Uλ also does if λ = λi for some i. Further, assuming
that β, λ ∈ {λi} then by 2.6.25
∥∥Uλn − Uβn∥∥∞ ≤ β − λλβ (2.6.26)
and similarly for Uλ−Uβ. It then follows that for all λ ∈ [0,∞), and all f continuous
on V0 that U
λ
nj
f converges uniformly. We’ll call this limit Uλf , and Uλ satisfies the
resolvent equation and
∥∥Uλ∥∥∞ ≤ λ−1.
The following lemma is elementary.
Lemma 2.6.5. Suppose g and gm, for m = 1, 2, . . . are functions on V0 for which
gm(ym)→ g(y) whenever ym → y. Then g is continuous and gm → g uniformly.
This next result comes from Barlow and Bass in [5], see Lemma 6.4.
Theorem 2.6.6. Suppose xj → x so that {xj}, {x} ∈ V0. Then {Pxjnj} converges
weakly and we call the limit Px.
Proof
By Theorem 2.5.2 and the remark following 2.6.1 it suffices to show that any two
limit points agree. Let f be a continuous function on V0. If a subsequence of P
xj
nj
converges weakly to a limit which we call P′ then
Uλnjf(xj) = E
xj
nj
∫ ∞
0
e−λsf(Xnjs )ds→ E′
∫ ∞
0
eλsf(Xs)ds. (2.6.27)
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However, by the equicontinuity of Uλnjf , we have U
λ
nj
f(xj) → Uλf(x). If P′′ is
limit point of a subsequence of Pxjnj we have
E′
∫ ∞
0
eλsf(Xs)ds = U
λf(X) = E′′
∫ ∞
0
e−λsf(Xs)ds. (2.6.28)
By the uniqueness of the Laplace transform we have
E′f(Xs) = E′′f(Xs) (2.6.29)
for almost every s. Since f is continuous and Xs is continuous a.s. under both P′ and
P′′, we have equality for all s. A standard limiting argument gives 2.6.21. for bounded
f , and it follows that the one-dimensional distributions of Xt are equal under both
P′ and P′′.
Write E′f(Xs) by Psf(x). We have P
nj
s f(xj)→ Psf(x) for xj → x. By 2.6.5 Psf
is continuous on V0 thus the convergence is uniform. Let s < t be times, and f and
g be continuous functions. Using the Markov property of Pxnj
Exjnjg(Xs)f(Xt) = E
xj
nj
((Pnjt−sf)g)(Xs) (2.6.30)
= Exjnj((Pt−sf)g)(Xs) + E
xj
nj
((Pt−sf − Pnjt−sf)g)(Xs). (2.6.31)
The first term converges to E′((Pt−sf)g)(Xs) by argument above. The second term
tends to 0 by by the uniform convergence of Pnjt−sf . Repeating the argument shows
that the finite dimensional distributions under Pxjnj converge. Tightness gives the
result.
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Corollary 2.6.7. If f is continuous, Ptf is continuous.
Theorem 2.6.8. {Px} is a strong Markov family of probability measures.
Proof
This proof is due to Barlow and Bass in [5] Proposition 6.7. For each n, we have
Pnt Pns = Pnt+s since {Pxn} is a Markov process. If f is continuous then by 2.6.7 Pnjs f →
Psf uniformly and P0f is continuous, P
nj
t+sf → Pt+sf , so we have
∥∥Pnjt Pnjs f − PtPsf∥∥∞ ≤ ‖Pnjs f − Psf‖∞ + ∥∥Pnjt Psf − PtPsf∥∥∞ → 0 (2.6.32)
as j → ∞. This gives the result for functions, and a limiting argument gives the
result for all bounded and measurable functions f .
Because Pxnj are tight and P
x is the weak limit, then Px( The Paths of Xt are continuous) =
1 and and Px(X0 = x) = 1. Thus Ptf(x) = Exf(Xt)→ f(x) as t→ 0 if f is continu-
ous. By if f is continuous then by 2.6.7 Ptf is continuous. By the proof of [21] Th.
I. 9.4 {Xt,Px} is a strong Markov Process.
Theorem 2.6.9. The process Xt is nowhere degenerate or more precisely
Px(Xt = x for all t) 6= 1. (2.6.33)
Proof
The ideas for this proof come from [5]. Let τ = inf{t : Xt 6∈ [0, 1 − ]2}. Write
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X
(i)
s , i = 1, 2 for the x(i) coordinates of Xs. Then for any x and all t and  we have
Px(τ > t) = Px(sup
s≤t
(X(1)s ∨X(2)s ≤ 1− ) (2.6.34)
≤ lim
j→∞
supPxnj(sup
s≤t
(X(1)s ∨X(2)s ≤ 1− /2) (2.6.35)
= lim
j→∞
supPxnj(τ/2 > t) (2.6.36)
= lim
j→∞
supPxnj(τ/2 > t). (2.6.37)
We thus have
Exτ =
∫ ∞
0
Px(τ > s)ds (2.6.38)
≤ lim sup
∫ ∞
0
Pxnj(τ/2 > s)ds (2.6.39)
= lim supExnjτ/2 (2.6.40)
≤ lim supExnjτ (2.6.41)
≤ 1. (2.6.42)
By the monotone convergence theorem Exτ ≤ 1, and τ <∞ a.s.
Theorem 2.6.10. If x ∈ V,Px(Xt 6∈ V for some t < τ) = 0.
Proof
This result is due to Barlow and Bass, [5] Proposition 6.8. If x ∈ V ⊂ Vn and
n > m,Pxn(Xt ever hits V0 − Vm) = 0. It is routine to show that using the regularity
of the sets V0 − Vm and taking limits shows that Px(Xt ever hits V0 − Vm) = 0 for all
m. This gives the result.
This next result is Proposition 6.9 in [5] and we include it as it is an important
step toward the study of the Heat Kernel associated to the process that we have
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created.
Theorem 2.6.11. If f is bounded, then Uλf is continuous on V .
Proof
This result, also due to Barlow and Bass is Proposition 6.9 of [5]. Suppose f is
continuous. Then
sup
x,y∈Vn
|x−y|<δ
|Uλnf(x)− Uλnf(y)| ≤ ω(δ) ‖f‖∞ (2.6.43)
where as before ω(δ)→ 0 as δ → 0, independent of n. If we take the limit along the
special subsequence nj gives
sup
x,y∈Vn
|x−y|<δ
|Uλf(x)− Uλf(y)| ≤ ω(δ) ‖f‖∞ . (2.6.44)
Since the bound ω(δ) ‖f‖∞ does not depend on the modulus of continuity of f a
limiting argument shows that we have 2.6.44.
2.7 Two Conjectures about Resistance Estimates
and the existence of the Spectral Dimension ds
For a given 4N -gon define the resistance constant Rn by
R−1n = inf
{∫
lnV Vn
|∇f |2dx : f = 0 on x1 = 0, f = 1 on x1 = lnV
}
. (2.7.1)
With this definition Rn is the resistance between two opposite faces of l
n
V Vn. In [7]
Barlow and Bass show that for Sierpinski Carpets with d = 2 there exists a constant
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ρV and constants c1, and c2 for which
c1ρ
n
V ≤ Rn ≤ c2ρnV (2.7.2)
Here the constants don’t depend on n. They then use this result to show that the
spectral dimension ds exists in [13]. We will refer to ρV the resistance scale factor of
the fractal V . The proof takes advantage of network modifications and a subadditivity
argument. Since we have not established the analogous result we state it here as a
conjecture that will be assumed for future results.
Conjecture 2.7.1. Let V be a 4N -gon.
1. There exist constants ρV , c1, c2 such that c1ρ
n
V ≤ Rn ≤ c2ρnV
2. There exists a constant c3 such that c
−1
3 RnRm ≤ Rn+m ≤ c3RnRm for all n,m ≥
0
Conjecture 2.7.2. If conjecture 2.7.1 holds on a given 4N -gon V then the spectral
dimension ds exists for V .
Assuming both of these conjectures, we may now define the time scale factor
tV = mV ρV and with these we may define the fractal dimension, the walk dimension,
and the spectral dimension by
df = logmV / log lV , (2.7.3)
dw = log tF/ log lV , (2.7.4)
ds = 2df/dw = 2 logmV / log tV . (2.7.5)
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2.8 Transition Density Estimates
Through this section we follow the exposition of Barlow and Bass in [8]. The following
is Lemma 3.1. In addition, special emphasis should be given to results that involve
the spectral dimension ds as these are proven under the assumption that one can
establish 2.7.2 and the existence of the spectral dimension.
Lemma 2.8.1. There is a constant cα, independent of r and constants βr ∈ [c−2α trV , c2αtrV ],
where r ∈ Z such that if Qx is equal to the P lrV x law of l−rV X(tβr), then (Qx, Xt) is
also a Brownian motion on V˜ .
Proof
There exists a sequence nj → ∞ such that for each x ∈ V˜ , P x is the weak limit of
P xnj . Since c
−2
α t
r
V ≤ βrn ≤ c2αtrV there is a subsequence of the subsequence, also called
nj, such that β
r
nj+r
converges; Write limj→∞ βrnj+r = βr. Assume n1 + r ≥ 0. Using
the continuity of the paths of X and the properties of the subsequence nj, the law of
l−rV W
nj(tαnjβ
r
nj+r
) starting at lrV x converges to the P
lrx law of l−rV W
nj(tl2rV αnj+r) =
Qx. The law starting at lrV x of l
−r
V W
nj+r(αnj+rt) = l
−r
V W
nj(tl2rV αnj+r) is equal to the
law of W nj+r(αnj+rt) starting at x, by Brownian scaling. This implies that Q
x is the
weak limit of the law of Wmj(αmj t) starting at x where mj = nj + r is independent
of x.
What follows is Proposition 3.3 in [8].
Proposition 2.8.2. There exist c3 and c4 > 0 such that
Px(σ0(x) ≤ s) ≤ exp(−c4s−1/(dw−1)), x ∈ V (2.8.1)
Proof
We begin with the proof of Proposition 2.4.5. Note that since V˜ is homogenous it
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applies to σ0(x) as well as τ . This gives
Pxn(σ0(x) ≤ s) ≤ exp
(
2
(
k2rmrαns
αn−rc6
)1/2
−mr log c−16
)
. (2.8.2)
Here k = lV and mr =
1
2
lr − 2. Recall that
c−11 (tV /l
2
V )
n ≤ αn ≤ c1(tV /l2V )n. (2.8.3)
This gives
Pxn(σ0(x) ≤ s) ≤ exp(c7((lV tV )rs)1/2 − c8lrF ), 3 ≤ r ≤ n. (2.8.4)
Let r = [log(c28/4c
2
7s)/ log(tV /lV )]. Because tV > 1, there exists a c9 sufficiently small
so that if s ≤ c9 then, r = r(s) ≥ 3. Using this r we have
Pxn(σ0(x) ≤ s) ≤ exp(−c8lrV /2), (2.8.5)
≤ exp(−c4s−1/(dw−1)), n ≥ r, s ≤ c9. (2.8.6)
If we let n ≥ ∞ using the special subsequence nj and using 2.6.6 we have 2.8.5 but
for P. By definition we have Px(σ0(x) ≤ s) ≤ 1 so we can find c3 such that
Px(σ0(x) ≤ s) ≤ c3 exp(−c4s−1/(dw−1)), s ≥ 0. (2.8.7)
Theorem 2.8.3. 1. There exist c3 and c4 > 0 such that for any r ∈ Z
Px(σr(x) ≤ t) ≤ c3 exp(−c4(trV lV )−1/(dw−1)). (2.8.8)
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2. For any λ > 0
Px
(
sup
s≤t
|Xs −X0| > λ
)
≤ c3 exp(−c11(λdw/t)1/(dw−1)). (2.8.9)
Proof
This argument is due to Barlow and Bass in [8], see Theorem 3.4.
1. Write y = lV x. Let Q be another Brownian motion on V˜ . By 2.8.1
Px(σr(x) ≤ t) = Qy(σ0(y) ≤ t/β−r). (2.8.10)
By 2.8.2 and the fact that c−21 ≤ βrn ≤ c21trV we have our result.
2. Let r = [− log λ/ log lV ]. Since B(x, 12 l−rV ) ⊂ Dr(x) ⊂ B(y, 3l−rV ) for any y ∈
Dr(x), there is a constant c10 such that Dr(x) ⊂ B(x, c10λ). Thus
Px
(
sup
s≤t
|Xs −X0| > c10λ
)
≤ Px(σr(x) ≤ t). (2.8.11)
We then use the bound from the previous part of the proof and replace λ with
c−110 λ.
Recall that Pxn is the law on Ω induced by Xnt = W nαnt. Thus X
n
t has a symmetric
Green’s function un(x, y) with respect to µn for f ≥ 0 and x ∈ Vn.
Exn
∫ τ
0
f(Xs)ds =
∫
f(y)un(x, y)µn(dy). (2.8.12)
For all  > 0, un(x, y) is Ho¨lder continuous and bounded on the set {(x, y) : |x− y| >
}.
45
Theorem 2.8.4. Suppose  > 0. Then there exists M such that
|un(x, y)| ≤M for n > 0, |x− y| > , x, y ∈ Vn. (2.8.13)
Proof
The following argument is due to Barlow and Bass in [5], see Theorem7.1. Let  ∈
(0, 1
8
l2V ) and write Gn = Gn(/2). Note that the case where x, y ∈ Gn is Theorem
2.5.6. So, suppose x ∈ Gn, y ∈ Vn − Gn, and |x − y| > . If z ∈ Gn ∩ (Vn −Gn),
then |z − x| >  > 2. Then un(y, x) is harmonic in y and 0 for y ∈ ∆. So using the
maximum principle and Theorem 2.5.6 we have
un(y, x) ≤ sup
z∈Gn∩(Vn−Gn)
un(z, x) ≤M. (2.8.14)
Finally, consider the case x, y ∈ Vn − Gn, |x − y| ≥ . Let A ⊆ B/2(x) be a neigh-
borhood of x such that A∩Gn∅. Since Un(y, A) is harmonic the maximum principle
gives
Un(y, A) ≤ sup
|y−x|=
Un(y, A), (2.8.15)
For this reason we restrict to the case |x−y| = . We may also assume that x(2), y(2) ≥
1/2. If x(1), y(1) ≤ 1/2, let x′, y′, A′ be the reflection of x, y and A across the line
[(0, 1/2), (1, 1/2)]. Otherwise reflect across the line [(0, 1), (1, 0)]. This puts x′, y′ ∈
Gn.
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Eyn
∫ σ1
0
1A(Xs)ds = Ey
′
n
∫ σ1
0
1A′(Xs)ds (2.8.16)
≤ Ey′n
∫ τ
0
1A′(Xs)ds (2.8.17)
= Un(y
′, A′) (2.8.18)
≤Mµn(A′) (2.8.19)
= Mµn(A). (2.8.20)
From our previous results there exists δ, independent of n, such that Pyn(σ1 =
τ) > δ. Write N = supy∈Vn−Gn
|x−y|=
Un(y, A). In the case where |y − x| = , y ∈ Vn − Gn
we have
Un(y, A) = Eyn
∫ τ
0
1A(Xs)ds (2.8.21)
= Eyn
∫ σ1
0
1A(Xs)ds+ EynUn(Xσ1 , A) (2.8.22)
≤Mµn(A) +NPy(σ1 < τ) (2.8.23)
≤Mµn(A) + (1− δ)N, (2.8.24)
where we have used the Markov Property and the maximum principal. Taking the
supremum over y ∈ Vn −Gn gives N ≤Mµn(A) + (1− δ)N . We then have
Un(y, A) ≤ N ≤ (M/δ)µn(A). (2.8.25)
Letting A shrink to x we have un(y, x) ≤M/δ because un(y, x) is continuous.
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Theorem 2.8.5. Fix  > 0. There exists K,α, β > 0 independent of  such that
|un(x, y1)− un(x, y2)| ≤ K−β|y1 − y2|α, (2.8.26)
whenever n > 0, |x− y1|, |x− y2| > , and x, y1, y2 ∈ Vn.
Proof
This is Theorem 7.2 of [5]. Fix  ∈ (0, 1/8l2V ), and write Gn = Gn(l−2V ). The function
un(x, y) is harmonic in y away from the diagonal, that is, |x− y| > , and so by 2.3.5
we have the result for y1, y2 ∈ Gn. Suppose at least one of y1, y2 ∈ Vn −Gn. Further,
suppose |y1 − y2| < /4.
The function un(x, y1)− un(x, y2) is harmonic in x so by the maximum and min-
imum principals, we can restrict to the case where /2 ≤ |x− y1|, |x− y2| ≤ .
For i = 1, 2 let Ai be neighborhoods of yi contained in B/2(yi). Assume x
(2) ≥
1/2, and let x′, y′1, y
′
2, A
′
1, A
′
2, D
′
1(x) be the reflections of x, y1, y2, A1, A2 and D1(x)
across either the line [(0, 1/2), (1, 1/2)] or [(0, 1), (1, 0)] as in the proof of 2.8.4. Let
S = inf{t : Xt 6∈ D′1(x) ∩ (0, 1]2}. Provided the Ai are sufficiently small, we have
|µn(A′1)−1UN(z, A′1)− µn(A′2)| ≤ 2|un(z, y′1)− un(z, y′2)| (2.8.27)
≤ 2K−β|y1 − y2|α (2.8.28)
uniformly for z ∈ Gn. Because
Ex′n
∫ S
0
1A′i(Xs)ds = Un(x
′, A′i)− Ex
′
Un(XS, A
′
i), (2.8.29)
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we have the bound
|µn(A′1)−1Ex
′
n
∫ S
0
1A′i(Xs)ds− µn(A′2)−1Ex
′
n
∫ S
0
1A′2(Xs)ds| ≤ 4K−β|y1 − y2|α.
(2.8.30)
Let f(z) = µn(A1)
−1Un(z, A1) − µn(A2)−1Un(z, A2). Since f is harmonic in z for
|z − y1|, |z − y2| ≥ /2, we may apply the maximum and minimum principals to get
sup
|z−y1|,|z−y2|≥/2
|f(z)| ≤ sup
≥|z−y1|,|z−y2|≥/2
|f(z)| (2.8.31)
Write θ = sup≥|z−y1|,|z−y2|≥/2 |f(z)|. As in 2.8.4 there exists δ > 0 independent of n
such that Pxn(σ1 = τ) > δ for x ∈ Vn −Gn. By the strong Markov Property we have
Exn
∫ τ
0
1Ai(Xs)ds = Exn
∫ σ1
0
1Ai(Xs)ds+ Exn(Xσ1 , Ai) (2.8.32)
= Ex′n
∫ σ1
0
1A′i(Xs)ds+ E
x
n[Un(Xσ1 , Ai);σ1 < τ ]. (2.8.33)
Let z be chosen so that  ≥ |z − y1, |z − y2| ≥ /2. Then by 2.8.30 and 2.8.32 we
have
|f(z)| ≤ 4K−β|y1 − y2|α + Exn[f(Xσ1);σ1 < τ ] (2.8.34)
≤ 4K−β|y1 − y2|α + θ(1− δ). (2.8.35)
If we take the supremum over z and use the definition of θ we have
θ ≤ 4Kδ−1−β|y1 − y2|α. (2.8.36)
Since f(x) ≤ θ, we can let A1, A2 shrink to y1 and y2 respectively and use continuity
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of un to get
||un(x, y1)− un(x, y2)| ≤ 4Kδ−1−β|y1 − y2|α. (2.8.37)
Theorem 2.8.6. There exists a symmetric function u(x, y) which is bounded and
Ho¨lder continuous on {(x, y)|x−y| > } for each  and which is the Green’s Function
for {Xt,Px}: if f ≥ 0, x ∈ V
Ex
∫ τ
0
f(Xs)ds =
∫
u(x, y)f(y)µ(dy). (2.8.38)
Proof
This is Theorem 7.3 of [5] and the proof is due to Barlow and Bass. Let f be a
continuous function on V . It can be extended to a continuous function on V0. Then
as nj →∞
∫
unj(x, y)f(y)µnj(dy) = Exnj
∫ τ
0
f(Xs)ds→ Ex
∫ τ
0
f(Xs)ds. (2.8.39)
If g is continuous
∫
g(y)µ(dy)→
∫
g(y)µ(dy) (2.8.40)
50
as n→∞. If n ≥ r,
Exn
∫ τ
0
f(Xs)ds ≤ ‖f‖∞ sup
n
Exnσr + ExnEXσrn
∫ τ
0
f(Xs)ds (2.8.41)
≤ ‖f‖∞ sup
n
Exnσr + sup
|z−x|>l−rv /2
Ezn
∫ τ
0
f(Xs)ds. (2.8.42)
The proof is now a routine application of limits using the above equalities, and
inequalities, Theorem 2.8.4, and 2.8.32.
What follows is Theorem 7.4 of [5], the proof, due to Barlow and Bass relies on a
result by Fukushima.
Theorem 2.8.7. There exists a symmetric function pt(x, y) which is the transition
density of X (killed at time τ) with respect to µ, where
pt(x, y) = pt(y, x) for all x, y ∈ V (2.8.43)
Px(Xt ∈ A, t < τ) =
∫
A
pt(x, y)µ(dy) for all A ⊆ V. (2.8.44)
Proof
By Fukushima [28] Theorem 4.3.4 the transition semigroup Pt of X is absolutely
continuous with respect to µ. Since Pt is self-adjoint with respect to µ, the symmetry
of its density pt follows by [101] Corollary 1.2.
Remark 2.8.8. If x 6= y, Ey ∫ τ
0
1{x}(Xs)ds =
∫
{x} u(y, z)µ(dz) = 0. We can see that
if we begin Xt at x then the process leaves {x} immediatly. By the strong Markov
property we have
Ex
∫ τ
0
1{x}(Xs)ds = 0. (2.8.45)
Another consequence of 2.8.45 is that we can define u(x, x) without violating 2.8.4
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and 2.8.5
u(x, x) = lim sup
y→x
u(x, y). (2.8.46)
Theorem 2.8.9. There exists c such that u(x, y) ≤ c whenver x, y ∈ V .
Proof
The ideas in this proof are those of Barlow and Bass, See Theorem 3.1 [6]. Fix x, y ∈ V
where x 6= y. Let  > 0, and A = A() = V0 ∩ B(x). Observe µn(A) ≤ 4Nl−1V µ(A).
The goal is to estimate
qnr(y, A) = E
y
n
∫ σr(x)
σr+1(x)
1A(Xs)ds
for n > r ≥ 0. By the strong Markov property
qnr(y, A) ≤ sup
z∈∂Dr+1(x)
Ezn
∫ σr(x)
0
1A(Xs)ds. (2.8.47)
By the definition of σr(x), qnr(y, A) = qnr(y, A∩Dr(x)) and qnr(y, A) = 0 if y 6∈ Dr(x).
Consider two cases r ≤ 4 and r > 4. If r ≤ 4. then by 2.8.47,
qnr(y, A) ≤ sup
z∈∂Dr+1(X)
Ezn
∫ τ
0
1A(Xs)ds.
Notice that if ∂Dr(x) ∩ ∂Dr−1(x) 6= ∅ then
inf
r,x
lrV dist(∂Dr(x), ∂Dr−1(x)) > 0. (2.8.48)
If A ⊆ Dr+1(x) then by 2.8.48 there exists δ1 > 0 (independent of r and x) such
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that dist(∂Dr+1(x), Dr+2(x)) > δ1.
Then by 3.2 from [1, Sect. 7]
sup
z∈∂Dr+1(x)
Ezn
∫ τ
0
1A(Xs)ds ≤ µn(A) sup
z∈∂Dr+1(x)
w∈A
un(z, w) ≤ 4Nl−1V µ(A)c(δ1). (2.8.49)
Conversely, if A 6⊆ Dr+1(x) then µ(A) ≥ δ2 > 0 for some constant δ2 independent
of x and r. Thus
Ezn
∫ τ
0
1A(Xs)ds ≤ Eznτ (2.8.50)
≤ 1 (2.8.51)
≤ δ−12 µ(A). (2.8.52)
This gives the desired bound
qnr(y, A) ≤ cµ(A) (2.8.53)
in the case that 0 ≤ r ≤ 4 and r ≤ n. The next step is to use scaling to generalize
2.8.53. Let r > 4 and p = r − 3. Suppose that Dr+1(x) ⊆ [0, l−r+1V )2. The law
of W n(t) started at x is the same as the law of l−pV W
n−p(mpV t) starting at l
−p
V x by
Lemma 2.8.1. Thus Xt under P
x
n has the same law as l
−p
V X
(
tmpV
αn
αn−p
)
under P l
p
vx
n−p.
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Write θnp = m
p
V αn/αn−p, then
qnr(y, A) = E
lpV y
n−p
∫ θnpσ3(lpV x)
θnpσ4(l
p
V x)
1A(l
−p
V X(tθnp))dt (2.8.54)
= θ−1El
p
V y
n−p
∫ σ3(lpV x)
σ4(l
p
V x)
1A(l
−p
V Xs)ds (2.8.55)
= θ−1np qn−p,lV (l
p
V y, l
p
VA). (2.8.56)
Then 2.8.53 gives
qnr(y, A) ≤ θ−1np cµ(lpVA).
Since µ(lpVA) ≤ lpdfV µ(A). Rewriting θnp one has
qnr(y, A) ≤ cm−2pV αn−pα−1n lpdfV µ(A) (2.8.57)
≤ c′(β−rn )lrdfµ(A) (2.8.58)
≤ c′′(mV /tV )rµ(A) (2.8.59)
Let n → ∞ along the sequence nj. Now since U1∂A ∼= 0 by the remark following
2.8.45
Ey
∫ σr(x)
σr+1(x)
1A(Xs)ds ≤ c′′(mV /tV )rµ(A). (2.8.60)
We must remove the restriction Dr(x) ⊆ [0, l−r+1V )2 and consider Dr(x) 6⊆ [0, l−r+1V )2.
Fortunately, one can perform an appropriate set of rotations, translations, and reflec-
tions to find x̂, ŷ, and Â so that
qnr(y, A) ≤ qnr(ŷ, Â) = E ŷn
∫ σ(x̂)
σr+1(x̂)
1Â(Xs)ds
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where Dr(x̂) ⊂ [0, l−r+1V )2 and µn(A) ≥ µn(Â). One may then apply the argument
2.8.57 and 2.8.60 with qnr(ŷ, Â). Summing over r gives
∞∑
r=0
Ey
∫ σr(x)
σr+1(x)
1A(Xs)ds = E
y
∫ τ
0
1A(Xs)ds (2.8.61)
≤ c′′
∞∑
r=0
(mV /tV )
rµ(A) (2.8.62)
≤ c′′′µ(A) (2.8.63)
for all . Since u(x, y) is continuous if x 6= y (see 3.3), one has u(x, y) ≤ c. Using
2.8.46 concludes the proof.
To move from considering functions defined on the fractal V to considering V˜ one
must proceed with λ resolvents rather than Green’s functions. Let Lyt be the local
time of Xt at y. One then has
∫ t
0
f(Xs)ds =
∫
V˜
f(y)Lytµ(dy).
Let A ⊆ R2, and write
RA = inf{t ≥ 0 : Xt ∈ Ac}.
For λ ≥ 0 we have the following definitions
uλA(x, y) = E
x
∫ RA
0
eλsdLys = E
xLyRA∧Rλ ,
UλAf(x) = E
x
∫ RA
0
eλsf(Xs)ds, for f ≥ 0.
also, let Rλ be an independent negative exponential random variable with mean λ
−1.
One additional notational clarification is the following:
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uA(x, y) = u
0
A(x, y), u
λ(x, y) = uλ
V˜
(x, y),
and define UA and U
λ similarly.
Lemma 2.8.10. Let x ∈ V˜ . Then
EzLyσ(x) ≤ c(l−mV )(dw−df ), z, y ∈ Dm(x)
Proof
This is Proposition 3.6 of [8]. Suppose that m ≥ 5, and r ≥ m. Then by 2.8.9 if
n ≥ r and p = r − 3, then
Eyn
∫ σr(x)
σr+1(x)
1A(Xs)ds ≤ cl−2pV αn−pα−1n lpdfµ(A).
Since
βrn =
αnl
2r
αn−r
(2.8.64)
one has
Eyn
∫ σr(x)
σr+1(x)
1A(Xs)ds ≤ c(βrn)−1lrdfV µ(A) ≤ c(mV /tV )rµ(A).
Letting n→∞ along the subsequence nj gives
Ey
∫
A
(Lzσr(x) − Lzσr+1(x))µ(dz) = Ey
∫ σr(x)
σr+1(x)
1A(Xs)ds (2.8.65)
≤ c(mV /tV )rµ(A). (2.8.66)
Since Lzt is continuous in t and z, we may set A = B(x) ∩ V˜ . Dividing by µ(A)
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and letting → 0 gives
EyLxσr(x) − EyLxσr+1(x) ≤ c(mV /tV )r.
As above, we sum over r noting that mV < l
2
V < tV to get
EyLxσm(x) ≤
∞∑
r=m
c(mV /tV )
r = c(l−mV )
(dw−df ).
This gives the case where m ≥ 5. A similar scaling argument as 2.8.3 addresses
the case of m < 5.
The following result is due to Barlow and Bass, see [8] Lemma 4.1 and 4.3 and
Proposition 4.4. The proofs are included for completeness.
Lemma 2.8.11. For x ∈ V˜ , r ∈ Z,
c−114 (mV /tV )
r ≤ uDr(x)(x, x) ≤ c14(mV /tV )r.
Proof
Write A = Dr(x) then lemma 3.2 gives
c−114 t
−r
V ≤ Exσr(x) = Ex
∫
A
LyσV (x)µ(dy) =
∫
A
uA(x, y)µ(dy) (2.8.67)
≤
∫
A
uA(x, x)µ(dy) ≤ c14m−rV uA(x, x). (2.8.68)
Lemma 2.8.12. Suppose A ⊆ B ⊆ V˜ , and A is bounded, and supx uλB(x, y) < ∞.
For x, y ∈ V˜ one has t
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uA(x, y) = u
λ
B(x, y) + Ex(1(Rλ≤RA)uA(XRλ , y))− Ex(1(Rλ > RA)uλB(XRA , y)).
Proof
Note RA ≤ RB. This gives
uA(x, y) = Ex(LyRA ;Rλ ≤ RA) + Ex(LyRA ;Rλ > RA) (2.8.69)
= Ex(LyRλ∧RB ;Rλ ≤ RA) + Ex(1(Rλ≤RA)EXRλLyRA) (2.8.70)
+ Ex(LyRλ∧RB ;Rλ > RA)− Ex(LyRλ∧RB − LyRA ;Rλ > RA) (2.8.71)
= uλB(x, y) + Ex(1(Rλ≤RA)uA(XRλ , y))− Ex(1(Rλ>RA)uλB(XRA , y)). (2.8.72)
Lemma 2.8.13. There exists c15 > 0 such that for all λ > 0, x, y,∈ V˜ ,
c−115 λ
ds/2−1 ≤ sup
y
uλ(x, x) ≤ c15λds/2−1
Proof
Let x ∈ V˜ and fix λ > 0. Choose r so that c16tr+1V > λ > c16trV . Set A = Dr(x), and
B = Dm(x) where m < r. Now, 2.8.11 gives
uλB(x, x) ≤ uB(x, x) ≤ c16(mV /tV )m <∞.
2.8.12 gives
uλB(x, x) ≤ uA(x, x) + Ex(1(Rλ>RA)uλB(XRA , x)) (2.8.73)
≤ uA(x, x) + Px(Rλ > RA)uλB(x, x). (2.8.74)
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Note RA = σr(x) so by Corollary 3.5 one has
uλB(x, x) ≤ 2uA(x, x) ≤ 2c16(mV /tV )r ≤ c15λds/2−1.
Letting m ↓ ∞ give the upper bound. For the lower bound choose r so that c17tr−1V <
λ ≤ c17trV . As before let A = Dr(x). Let B = V˜ , now by lemma 4.3 one has
uA(x, x) ≤ uλ(x, x) + Px(Rλ ≤ RA)uA(x, x) (2.8.75)
≤ uλ(x, x) + 1
2
uA(x, x), (2.8.76)
2.8.11 gives the lower bound. In addition the middle inequality is immediate from
2.8.11.
Theorem 2.8.14. Mercer’s Theorem
Let
TKf(x) =
∫ b
a
K(x, s)f(s)ds.
Suppose K is a continuous symmetric non-negative definite kernel. Then there ex-
ists an orthonormal basis {ϕi}i of L2[a, b] consisting of eigenfunctions of TK such
that the corresponding sequence of eigenvalues {λi}i is non-negative. The eigenfunc-
tions corresponding to non-zero eigenvalues are continuous on [a, b] and K has the
representation
K(s, t) =
∞∑
j=1
γjϕj(x)ϕj(y).
By Mercer’s expansion theorem there is a non-increasing sequence of real numbers
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γj > 0 and an orthonormal sequence of functions ϕj in L
2(A, µ) so that
u−λ(x, y) =
∞∑
j=1
γjϕj(x)ϕj(y), (2.8.77)
U
λ
f(x) =
∞∑
j=1
γj(f, ϕj)ϕj(x), ∈ L2(A, µ). (2.8.78)
These sums, 2.8.77, and 2.8.78, converge uniformly and in L2. Write λj = γ
−1
j − λ.
Define
p(t, x, y) =
∞∑
j=1
e−λjtϕj(x)ϕj(y), x, y ∈ Dr(x0) ∩ V˜ (2.8.79)
Lemma 2.8.15. 1. p(t, x, y) is non-increasing in t.
2. If t> 0 and x, y ∈ A, then p(t, x, y) ≤ p(t, x, x)1/2p(t, y, y)1/2.
3. There exists ca > 0 which is independent of r such that
sup
x,y
p(t, x, y) ≤ cat−ds/2
Proof
This proof is due to Barlow and Bass, see [8] Lemma 5.2. 1 is immediate from the
definition of p. 2 follows from Cauchy-Schwarz. Using 2 one can reduce 3 to the case
x = y. One then has
uα(x, x) ≥ uαA(x, x) =
∫ ∞
0
eαspA(s, x, x)ds ≥ pA(t, x, x)α−1(1− e−αt).
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If we set α = t−1 then by Lemma 2.8.13 we have
pA(t, x, x) ≤ cbαuα(x, x) ≤ cbcct−ds/2
.
Theorem 2.8.16. The transition density p(t, x, y) is Ho¨lder continuous:
|p(t, x, y)− p(t, x′, y)| ≤ cdt−1|x− x′|dw−df
Proof
This result is Theorem 5.3 of [8] and the proof is due to Barlow and Bass. Fix t and
y. Write R(x) =
∑∞
j=1(λ+ λj)e
−λjtϕj(x)ϕj(y). Notice that
sup
a≥0
(λ+ a)e−at/2 ≤ λ ∨ 2t−1.
Using Cauchy-Schwarz and 2.8.15
|R(x)| ≤
(∑
(λ+ λj)e
−λjtϕ2j(x)
)1/2 (∑
(λ+ λj)e
−λjtϕ2j(y)
)1/2
(2.8.80)
≤
(
(λ ∨ 2t−1)
∑
e−λjt/2ϕ2j(x)
)1/2 (
(λ ∨ 2t−1)
∑
e−λjt/2ϕ2j(y)
)1/2
(2.8.81)
= (λ ∨ 2t−1)p(t/2, x, x)1/2p(t/2, y, y)1/2 (2.8.82)
≤ cdλ(1 ∨ 2(λt)−1)tds/2. (2.8.83)
In addition
U
λ
R(x) =
∑
(λ+ λj)e
−λjt(U
λ
ϕj(x))ϕ(y)j = p(t, x, y)
.
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The Ho¨lder continuity of Uλ gives
|p(t, x, y)− p(t, x′, y)| ≤ ce|x− x′|dw−df (λt)−ds/2λ(1 ∨ 2(λt)−1.
Setting λ = t−1 gives the result as the Ho¨lder continuity in y is immediate from the
symmetry of p(t, x, y).
The theorem below summarizes the properties of the transition function and is
essentially due to Barlow and Bass in [8].
Theorem 2.8.17. 1. For each x, p(t, x, x) is decreasing in t.
2. p(t, x, y) ≤ (p(t, x, x))1/2(p(t, y, y))1/2.
3. p(t, x, y) is symmetric in x and y.
4. Assuming Conjectures 2.7.1, and 2.7.2 we have the following:
p(t, x, y) ≤ ct−ds/2 and
p(t, x, y) is jointly continuous in x, y, and t with the following bounds
|p(t, x, y)− p(t, x′, y)| ≤ cf t−1|x− x′|dw−df ,
|p(t, x, y)− p(s, x, y)| ≤ cg(s ∧ t)−1−ds/2.
Proof
These all follow from the corresponding results for pDr(x0)(t, x, y) by letting r → −∞.
Theorem 2.8.18. Assuming Conjectures 2.7.1, and 2.7.2 there exist constants c4
and c5 such that
p(t, x, y) ≤ c4t−ds/2 exp
(
−c5
(
(|x− y|)dw
t
) 1
dw−1
)
, x, y ∈ V˜ . (2.8.84)
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Proof
This result is due to Barlow and Bass, see Theorem 6.2 of [11]. Fix x 6= y and t.
Let  < 1
6
|x − y|, Cx = B(x, ) ∩ V˜ , Cy = B(y, ) ∩ V˜ , vx = µ|Cx , vy = µ|Cy , A1 = {z :
|z − x| ≤ 1
2
|z − y|} ∩ V˜ , A2 = Ac1 ∩ V˜ . Further let
S = inf{t : |Xt −X0| > 1
3
|x− y|}. (2.8.85)
Then
P vx(Xt ∈ Cy) = P vx(Xt ∈ Cy, Xt/2 ∈ A1) + P vx(Xt ∈ Cy, Xt/2 ∈ A2) I1 + I2.
(2.8.86)
For z ∈ Cx, by Theorem 2.8.3
Pz(Xt/2 ∈ A2) ≤ Pz(S < t/2) ≤ c6 exp(−c7(|z − x|dw/t)1/(dw−1)). (2.8.87)
Write q(z) = P(Xt ∈ Cy|Xt/2 = z) then by Theorem 2.8.17
q(z) =
∫
Cy
p(t/2, z, w)µ(dw) ≤ c1t−ds/2µ(Cy). (2.8.88)
We may then write
I2 = Evx(q(Xt/2);Xt/2 ∈ A2) (2.8.89)
≤ c8µ(Cx)µ(Cy)t−ds/2 exp(−c5(|z − x|dw/t)1/(dw−1)). (2.8.90)
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By the symmetry of p(t, x, y),
Pvx(Xt ∈ Cy, Xt/2 ∈ A1) = Pvy(Xt ∈ Cx, Xt/2 ∈ A1), (2.8.91)
thus we can bound I1 as we did I2.
I1 + I2 ≤ Pvx(Xt ∈ Cy) (2.8.92)
≤ c4µ(Cx)µ(Cy)t−ds/2 exp(−c5(|x− y|dw/t)1/(dw−1)). (2.8.93)
If we divide both sides by µ(Cx)µ(Cy), and let  → ∞, by the continuity of
p(t, x, y) in each variable.
Proposition 2.8.19. Assuming conjectures 2.7.1 and 2.7.2, there exists c1 > 0 such
that
p(t, x, x) ≥ c1t−ds/2 (2.8.94)
Proof
This result is due to Barlow, and Bass and we inlcude the proof for completeness. By
Theorem 2.8.3
Px(σr(x) ≤ t) ≤ c2 exp(−c3(trF t)−1/(dw−1)). (2.8.95)
Fix s and choose a so that c2 exp(−c3a−1/(dw−1)) ≤ 1/2. Let r = [log(a/s)/ log tF ].
We have
Px(Xs ∈ Dr(x)) ≥ Px(σr(x) > s) ≥ 1
2
. (2.8.96)
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Furthermore,
µ(Dr(x)) ≤ c4Nm−rF ≤ c5sds/2 (2.8.97)
where c4N is the number of 4N -gons in of scale r which make up Dr(x). By Cauchy-
Schwarz we have,
1
4
≤ [Px(Xs ∈ Dr(x))]2 (2.8.98)
=
(∫
Dr(x)
p(s, x, y)µ(dy)
)2
(2.8.99)
≤ µ(Dr(x))
∫
Dr(x)
p(s, x, y)2µ(dy) (2.8.100)
≤ µ(Dr(x))p(2s, x, x). (2.8.101)
This implies that p(2s, x, x) ≥ (4µ(Dr(x)))−1. Combining this with 2.8.97 gives the
result.
Proposition 2.8.20. Assuming conjectures 2.7.1 and 2.7.2 there exist constants c10
and c11 such that
p(t, x, y) ≥ c11t−ds/2 for |x− y| ≤ c10t1/dw . (2.8.102)
Proof
This argument is due to Barlow and Bass. See Proposition 7.2 in [6].Write c10 =
(1
2
c1c
−1
6.2)
1/(dw−df ). If a ≤ c10t1/dw then c6.2t−1adw−df ≤ 12c1t−ds/2. By Theorem 2.8.17,
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if |x− y| ≤ c10t1/dw then
p(t, x, y) ≥ p(t, x, x)− |p(t, x, y − p(t, x, x)| (2.8.103)
≤ c1t−ds/2 − c6.2t−1|x− y|dw−df (2.8.104)
≤ 1
2
c1t
−ds/2. (2.8.105)
Write d(x, y) for the length of the shortest path in V˜ connecting points x and y
in V˜ .
The following result is due to Barlow and Bass. Like the previous, it comes from
[6].
Lemma 2.8.21. There exists a constant c17 depending on V1, such that for x, y ∈ V˜
|x− y| ≤ d(x, y) ≤ c17|x− y|. (2.8.106)
Proof
For x ∈ V˜ let ϕn(x) denote the q4N vertex of the 4N -gons O in Sn containing x.
Write
Hn =
⋃
{∂S : S ∈ Sn, S ∈ V˜ } (2.8.107)
and note that Hn ⊂ V˜ .
For x, y ∈ Hn write dn(x, y) for the length of the shortest path in Hn connecting
x and y. Write
c16 = sup{d1(0, y) : y ∈ V ∩H1} (2.8.108)
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Let x ∈ V . By scaling we have
dn(ψn+1(x), ψn(x)) ≤ l−nV c16. (2.8.109)
This gives
d(x, 0) ≤
∞∑
n=0
dn(ψn+ 1(x), ψn(x)) ≤ 2c16. (2.8.110)
We also have
d(ψn(x), x) ≤ 2c16l−nV . (2.8.111)
Now we consider x, y ∈ V˜ and choose m so that y ∈ Dm(x) − Dm+1(x). Then
|x − y| ≥ cl−mV . Let z be the center of Dm(x). By center, what is meant is that z is
the center of the 4N -gon O ⊂ Dm(x) which contains x. We have
d(x, y) ≤ d(x, z) + d(z, y) ≤ 4c16l−mV . (2.8.112)
Rearranging gives the result.
The forthcoming argument for the lower bound comes from [26]. Also see Theorem
7.4 in [6].
Theorem 2.8.22. Assuming conjectures 2.7.1 and 2.7.2, there exist c18, c19 such that
p(t, x, y) ≥ c18t−ds/2 exp(−c19|x− y|dw/t)1/(dw−1), x, y ∈ V˜ . (2.8.113)
Proof
Write D = c17|x − y|. Using Proposition 2.8.20 the result is immediate if D ≤
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c17c10t
1/dw , where we write c10 = c10c17. There exists c21 depending on c20 and dw
such that if n is the largest integer less than or equal to c21t
−1/(dw−1)Ddw/(dw−1) then
n ≥ 4 and 3D/n ≤ c10(t/n)t/dw . Let x0 = x, xn = y, and choose x1, x2, . . . , xn−1 ∈ V˜
such that d(xi+1, xi) ≤ 2D/n. Let  = D/n and Bi = B(xi, ) ∩ V˜ . If z ∈ Bi,
|xi−1 − z| ≤ 2D/n+  ≤ 3D/n ≤ c10(t/n)1/dw , (2.8.114)
so that p(t/n, xi−1, z) ≥ c11(t/n)−ds/2. We now have the bound
p(t, x, y) ≥
∫
B1
· · ·
∫
Bn−1
p(t/n, x, y1) · · · p(t, n, yn−2, yn1)p(t, n, yn−1, y)µ(d1) · · ·µ(dyn−1)
(2.8.115)
≥ (
n−1∏
i=1
µ(Bi))c
n
11(t/n)
−dsn/2 (2.8.116)
≥ cn19(D/n)df (n−1)(t/n)−dsn/2. (2.8.117)
Using the fact that ds/2 = df/dw and the above choice of n, (D/n)/(t/n)
1/dw is
bounded above and below by positive constants that don’t depend on D and t, we
have
p(t, x, y) ≥ cn21c22(t/n)−df/dw (2.8.118)
≥ cn21c23t−ds/2 (2.8.119)
= c23t
−ds/2 exp(−n log c−121 ), where c21 < 1. (2.8.120)
Substituting in the choice of n in 2.8.120
We now may collect the previous results into the following theorem.
Theorem 2.8.23. Assuming conjectures 2.7.1 and 2.7.2, there is a function p(t, x, y), 0 <
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t <∞, x, y ∈ V˜ , such that
1. p(t, x, y) is the transition density of X with respect to µ.
2. p(t, x, y) = p(t, y, x) for all x, y, t.
3. (t, x, y)→ p(t, x, y) is jointly continuous on (0,∞)× V˜ × V˜ .
4. There exist constants c1, c2, c3, c4 > 0 and dw such that writing ds = 2df/dw we
have
c1t
−ds/2 exp(−c2(|x− y|dw/t)1/(dw−1)) ≤ p(t, x, y) ≤ c3t−ds/2 exp(−c4(|x− y|dw/t)1/(dw−1))
(2.8.121)
5. p(t, x, y) is Ho¨lder continuous of order dw − df in x and y and C∞ in t on
(0,∞)× V˜ × V˜ . Moreover, there exists a constant c5 such that
|p(t, x, y)− p(t, x′, y)| ≤ c5t−1|x− x′|dw−df , for t > 0, x, x′, y ∈ V˜ , (2.8.122)
and for each k ≥ 1, ∂kp(t, x, y)/∂tk is Ho¨lder continuous of order dw − df in
each space variable.
Chapter 3
The Uniqueness of the process
The uniqueness of the diffusion on generalized Sie´rpinski carpets is proved in [12].
In this work we present a partial proof for other fractals with the assumption of
resistance estimates (See section 2.7 and in particular 2.7.1, 2.7.2, 3.4.1). Our proof
is not complete but we will explain the steps which are missing. The presentation
follows [12]. Therein, the authors prove results about abstract Dirichlet forms which
are invariant under the group of symmetries of the space. They also demonstrate that
these results can be applied to the specific constructions of Barlow-Bass construction,
see [5, 6, 7, 8, 9], and Kusuoka-Zhou [73]. It turns out that with minimal alteration
the same techniques apply for our class of fractals. For completeness, we include their
presentation as it demonstrates techniques which apply to a broader class of fractals
than those in our planar setting.
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3.1 General Properties of Dirichlet Forms
For the sake of brevity we summarize some general properties of Dirichlet Forms.
For proofs of the following propositions see [12]. For definitions relating to Dirichlet
forms the reader should see [22] or [30]. Let V be a compact metric space and m a
Radon measure on V . For any Dirichlet form (E ,F) on L2(V,m) write E1(u, u) =
E(u, u) + ‖u‖22. The functions in F are defined up to quasi-everywhere equivalence.
Furthermore quasi-continuous modifications are used where applicable. Write 〈·, ·〉
for the inner product in L2(V,m) and 〈·, ·〉S for the inner product on a subset S ⊂ V .
Theorem 3.1.1. Suppose that (A,F), (B,F) are local regular conservative irreducible
Dirichlet forms on L2(V,m) and that
A(u, u) ≤ B(u, u) for all u ∈ F . (3.1.1)
Let δ > 0, and E = (1+δ)B−A. Then (E ,F) is a regular local conservative irreducible
Dirichlet form on L2(V,m).
For the rest of the section assume that (E ,F) is a local regular Dirichlet form on
L2(V,m) for which 1 ∈ F , and E(1, 1) = 0. Write Tt for the semigroup associated
with E and X for the diffusion.
Lemma 3.1.2. The semigroup Tt is recurrent and conservative.
The next set of results require a bit of additional notion. Let D be a Borel subset
of V . Write TD for the hitting time of D, and τD for the first exit time of D. Formally
we write:
TD = T
X
D = inf{t ≥ 0 : Xt ∈ D}, τD = τXD = inf{t ≥ 0 : Xt 6∈ D}. (3.1.2)
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Let T be the semigroup of the process X which is killed when it exits D, and write
X for the killed process. We use the function q(x) for the probability that starting
at x the process doesn’t leave D in finite time, or
q(x) = Px(τD =∞) (3.1.3)
ED = {x : q(x) = 0} (3.1.4)
ZD = {x : q(x) = 1} (3.1.5)
Lemma 3.1.3. If D be a Borel subset of V , then m(D−(ED
⋃
ZD)) = 0. In addition,
ED and ZD are invariant sets for the killed process X, and ZD is an invariant set for
the process X.
In what follows there will be instances in which it is useful to consider two defini-
tions of harmonic functions, one based on Dirichlet forms, and one defined probabilis-
tically. Let D be a Borel subset of V and let h : V → R. We say that a function is
harmonic in D in the probabilistic sense if h(Xt∧τD′ ) is a uniformly integrable martin-
gale under Px for q.e. x whenever D′ ⊂ D is relatively open. We say that a function
is harmonic in the Dirichlet form sense if h ∈ F and E(h, u) = 0 whenever u ∈ F is
continuous and supported in D.
Proposition 3.1.4. 1. Let (E ,F) and D satisfy the above conditions, and let h ∈
F be bounded. Then h is harmonic in a domain D in the probabilistic sense if
and only if it is harmonic in the Dirichlet form sense.
2. If h is a bounded Borel measurable function in D, and D′ is a relatively open
subset of D, then h(Xt∧τD′ ) is a martingale under P
x for q.e. x ∈ ED if and
only if h(x) = Ex(h(XτD′ ) for q.e. x ∈ ED.
A function is said to be caloric in the probabilistic sense if u(t, x) = Ex[f(Xt∧τD)]
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for some bounded Borel function f : V → R. We view u(t, x) as the solution to the
heat equation with boundary data f outside of D, and initial data f(x) inside of D.
A function u : R+ × V → R is caloric in the Dirichlet Form sense if there exists a
function h which is harmonic in D and a bounded Borel function fD : V → R which
vanishes outside of D for which u(t, x) = h(x) + T tfD.
Proposition 3.1.5. Let (E ,F) and D satisfy the above conditions, and let f ∈ F be
bounded and t ≥ 0. Then
Ex[f(Xt∧τD)] = h(x) + T tfD q.e (3.1.6)
where h(x) = Ex[f(XτD)] is the harmonic function that coincides with f on Dc and
fD(x) = f(x)− h(x).
Since E is regular, E(f, f) can be written in terms of an energy measure Γ(f, f).
If f ∈ calfb then Γ(f, f) is the unique smooth Borel measure on V for which we have.
∫
V
gdΓ(f, f) = 2E(f, fg)− E(f 2, g), g ∈ Ff (3.1.7)
Lemma 3.1.6. If E is a local regular Dirichlet form with domain F , then for any
f ∈ F ∩ L∞(V ) we have Γ(f, f)(A) = 0, where A = {x ∈ V : f(x) = 0}.
Lemma 3.1.7. Given an m-symmetric Feller process on V , the corresponding Dirich-
let form (E ,F) is regular.
For brevity we give notation for different types of interior and boundary subsets
of V . For A ⊂ V write intV (A) for the interior of A with respect to the metric space
(V, d), ∂V (A) = A − intV (A). In contrast, for U ⊂ Rd write U0 for the interior of U
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with respect to the usual topology in Rd; ∂U = U −U0 for the usual boundary of U .
Denote the set of 4N -gons of scale n by Sn, so that
Sn = Sn(V ) = {O ∩ V : O ∈ On(V )}. (3.1.8)
Let A be a finite union of elements of Sn, that is, A =
⋃k
i=1 Si = V ∩ V ∩ Oi for
O ∈ On(V ). Then define intr(A) = V ∩ (
⋃k
i=1Oi)0, and ∂r(A) = A− intr(A). Then
intr(A) = A− ∂(
⋃k
i=1Oi).
Definition 3.1.8. We begin by defining three maps which, together, will be composed
to form our folding map. Let ϕF : R2 → R2 be defined as
ϕF ((x1, x2)) = (|x1|, x2). (3.1.9)
Let ϕR : R2 → R2 be rotation by pi2N radians about the origin. Let S ′ be the 4N -gon
in Vn−1 which contains S, and write z = (z1, z2) for the center of S ′. For x ∈ S ′ We
may define ϕ′(S′,S) : S
′ → S by
ϕ′(S′,S)(x) = z + ϕ
−k1
R ◦ (ϕF ◦ ϕR)2N ◦ ϕF ◦ ϕk1R (x− z). (3.1.10)
Here k1 is chosen so that applying ϕR k1 times places S so that it’s left edge touches
the y-axis in the first quadrant. If x ∈ Sn ⊂ · · · ⊂ S0, where S0, . . . , Sn be 4N -gons
in V0, . . . , Vn respectively. Then we define ϕS : V → S by
ϕS(x) = ϕ
′
(Sn−1,Sn) ◦ · · · ◦ ϕ′(S1,S2) ◦ ϕ′(S0,S1)(x). (3.1.11)
Lemma 3.1.9. 1. The function ϕS is the identity on S and for each S
′ ∈ Sn,
ϕS : S
′ → S is an isometry.
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2. If S1, S2 ∈ Sn then
ϕS1 ◦ ϕS2 = ϕS1 (3.1.12)
3. Let x, y ∈ V . If there exists S1 ∈ Sn such that ϕS1(x) = ϕS1(y), then ϕS(x) =
ϕS(y) for every S ∈ Sn.
4. Let S ∈ Sn and S ′ ∈ Sn+1. If x, y ∈ V and ϕS(x) = ϕS(y) then ϕS′(x) = ϕS′(y).
Proof
1. If we write ϕS(B) for the union of the set ϕS(x) for x ∈ B, then we have
ϕS(S) =
⋃
x∈S
ϕ′(S′,S)(x) (3.1.13)
=
⋃
x∈S
[
z + ϕ−k1R ◦ (ϕF ◦ ϕR)2N ◦ ϕF ◦ ϕk1R (x− z)
]
(3.1.14)
=
⋃
x∈S
[z + x− z] (3.1.15)
= S. (3.1.16)
To see that if S ′ ∈ Sn then ϕS : S ′ → S is an isometry notice that ϕ′(S′,S) is
built up of functions that are isometries.
2. This follows from the previous part.
3. By construction each S ∈ Sn is mapped onto one 4N -gon of scale n. The
conclusion follows.
4. Assume S ′ ⊂ S. Write S˜ for the 4N -gon of scale n − 1 which contains S. We
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have
ϕS′(x) = ϕ
′
(S,S′) ◦ ϕ′(S′′,S′) ◦ · · · ◦ ϕ′(S0,S1)(x) (3.1.17)
= ϕ′(S,S′) ◦ ϕS(x) (3.1.18)
= ϕ′(S,S′) ◦ ϕS(y) (3.1.19)
= ϕS′(y). (3.1.20)
For the case where S ′ is not contained in S we use part 3 and a similar argument.
For S ∈ Sn, f : S → R and g : V → R we define the unfolding and restriction
operators by the following,
USf = f ◦ ϕS, RSg = g|S (3.1.21)
Using the above lemma we can see that for S1, S2 ∈ Sn
US2RS2US1RS1 = US1RS1 (3.1.22)
We now give some results concerning Dirichlet forms which are invariant with respect
to the local symmetries of V .
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3.2 The Theory of V -invariant Dirichlet Forms
For this section let (E ,F) be a local regular Dirichlet form on L2(V, µ). Let S ∈ Sn.
Write
ES(g, g) = 1
mnV
E(USg.USg). (3.2.1)
Define the domain of ES to be ES = {g | g : S → R, USg ∈ F}. Also we will write
µS, µ|S.
Definition 3.2.1. Let (E ,F) be a Dirichlet form on L2(V, µ). We say that E is a
V -invariant Dirichlet form, i.e. that E is invariant with respect to all of the local
symmetries of V if the following hold:
1. If S ∈ Sn(V ), then USRSf ∈ F for any f ∈ F .
2. Let n ≥ 0 and S1, S2 be any two elements of Sn, and let Φ be any isometry of
Rd which maps S1 to S2. If f ∈ FS2 , then f ◦ Φ ∈ FS1 and
ES3(f ◦ Φ, f ◦ Φ) = ES2(f, f). (3.2.2)
3. For all f ∈ F ,
E(f, f) =
∑
S∈Sn(V )
ES(Rsf,Rsf). (3.2.3)
We write E for the set of V -invariant, non-zero, local, regular, conservative Dirich-
let forms. We also give a definition of a scale invariant Dirichlet form.
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Definition 3.2.2. If ΨO,O ∈ O1(V1) are the affine maps which define V1, and if
(E , calf) is a Dirichlet form on L2(V, µ) and that
f ◦ΨO ∈ F for all O ∈ O1(V1), f ∈ F , (3.2.4)
the we define replication of E by
RE(f, f) =
∑
O∈O1(V1)
E(f ◦ΨO, f ◦ΨO). (3.2.5)
If 3.2.4 holds then (E ,F) is scale invariant, and there exists λ > 0 such that
RE = λE (3.2.6)
Lemma 3.2.3. Let (A,F), (B,F) ∈ E and A ≥ B. Then C = (1 + δ)A− B ∈ E for
any δ > 0.
Proof
The conditions of Definition 3.2.1 hold, so the this lemma follows from Theorem
3.1.1.
Proposition 3.2.4. If E ∈ E and S ∈ Sn(V ), then (ES,FS) is a local regular Dirichlet
form on L2(S, µS).
Proof
This argument is due to Barlow, Bass, Kumagai, and Teplyaev see [12] Proposition
2.20. If u, v ∈ FS with compact support and v is constant in a neighborhood of the
support of u, then Usu, Usv ∈ F . Since E is local we conclude E(Usu, Usv) = 0. Using
3.2.1 we conclude that FS(u, v) = 0.
Since S is local by Theorem 3.1.1 it is Markovian. As 1 ∈ F ,S(1, 1) = 0 by 3.2.1
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S is conservative.
If h ∈ F then by 3.2.1 ES(RSh,RSh) ≤ E(h, h). Let f ∈ FS, then Usf ∈ F .
Since E is regular, given  > 0 there exists g ∈ F which is continuous such that
E1(USf − g, USf − g) < . Then RSUSf −RSg = f −RSg on S. This gives
ES1 (f −RSg, f −RSg) = ES1 (RSUSf −RSg,RSUSf −RSg) (3.2.7)
≤ E1(USf − g, USf − g) < . (3.2.8)
From the continuity of RSg, we see that FS∩C(S) is dense in FS in the ES1 norm.
Similarly one can show that FS∩C(S) is dense in C(S) in the supremum norm. This
shows that ES is regular.
Assume that fm is Cauchy with respect to ES1 , then USfm is Cauchy with respect
to E1. Thus USfm converges with respect to E1, and it follows RS(USfm) = fm con-
verges with respect to ES1 . This shows that ES is closed. Taken together we have
shown that (ES,FS) is a local regular Dirichlet form on L2(S, µS).
Fix n and for functions f on V define
Θf =
1
mnV
∑
S∈Sn(V )
USRSf. (3.2.9)
If S1, S2 ∈ Sn then we have US2RS2US1RS1 = US1RS1 . This implies that Theta2 =
Theta making Theta a projection operator. Further it is bounded on C(V ) and
L2(V, µ) and Theta : F → F .
The following Proposition is 2.21 from [12].
Proposition 3.2.5. Let E be a local regular Dirichlet form on V , denote its semi-
group by Tt, and assume that USRSf ∈ F when S ∈ Sn(V ) and f ∈ F . Then the
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following are equivalent:
1. For all f ∈ F , E(f, f) = ∑S∈Sn(V ) ES(RSf,RSf).
2. For all f, g ∈ F ,
E(Θf, g) = E(f,Θg). (3.2.10)
3. For any f ∈ L2(V, µ) and t ≥ 0 TtΘf = ΘTtf a.e.
Proof
To prove that 1 ⇒ 2 note that 1 implies
E(f, g) =
∑
T∈Sn(V )
ET (RTf,RTg) = 1
mnV
∑
T∈Sn(V )
E(UTRTf, UTRTg). (3.2.11)
Using the definition of Θ, 3.1.22, and 3.2.11 we have
E(Θf, g) = 1
mnV
∑
S∈Sn(V )
E(USRSf, g) (3.2.12)
=
1
m2nV
∑
S∈Sn(V )
∑
T∈SV
E(UTRTf, UTRTg) (3.2.13)
=
1
m2nV
∑
S∈Sn(V )
∑
T∈Sn(V )
E(USRSf, UTRTg). (3.2.14)
A similar calculation shows that E(f,Θg) is equal to the above line with the summa-
tions reversed. To prove that 2⇒3 we let L be the generator corresponding to E . Let
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f ∈ D(L) and g ∈ F and write 〈f, g〉 for the inner product ∫
V
fgdµ. We have
〈ΘLf, g〉 = 〈Lf,Θg〉 (3.2.15)
= −E(f,Θg) (3.2.16)
= −E(Θf, g) (3.2.17)
using the fact that Θ is self-adjoint in the L2 sense and the assumption from 2. This
is equivalent to
Θf ∈ D(L) and ΘLf = LΘf. (3.2.18)
This implies that any bounded Borel function of L commutes with Θ by [90] Theorem
13.33. Specifically, the L2 semi-group Tt of L commutes with Θ in the L2 sense which
implies 3. To prove 3⇒2 let f, g ∈ F . We have
E(Θf, g) = lim
t→0
t−1〈(I − Tt)Θf, g〉 (3.2.19)
= lim
t→0
t−1〈Θ(I − Tt)f, g〉 (3.2.20)
= lim
t→0
t−1〈(I − T − t)f,Θg〉 (3.2.21)
= lim
t→0
〈f, (I − Tt)Θg〉 (3.2.22)
= E(f,Θg) (3.2.23)
We now prove that 2⇒1. Assume f, g bounded. Define
Nn(X) =
∑
S∈Sn(V )
1S(x) (3.2.24)
is the number of 4N -gons whose interiors intersect V and contain the point x. Ob-
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serve,
∑
S∈Sn(V )
1S(x)
Nn(x)
= 1 x ∈ F . (3.2.25)
The proof is longer so we present it as a series of steps.
Step 1. If Θf = f then Θ(hf) = f(Θh). We begin with 3.1.22, and sum over
S ∈ S(V ) and divide by mnV to get
UTRTf = UTRTΘ(f) = Θf = f. (3.2.26)
We have RS(f1, f2) = RS(f1)RS(f2) and US(g1g2) = US(g1)US(g2). Thus
Θ(hf) =
1
mnV
∑
S∈S
(USRSf)(USRSh) =
1
mnV
∑
S∈Sn
f(USRSh) = f(Θh). (3.2.27)
As a special case one has
Θ(f 2) = fΘf = f 2. (3.2.28)
Step 2. Compute the adjoints of RS and US. Since RS maps C(V ) to C(S), R
∗
S maps
finite measures on S to finite measures on V .
∫
fd(R∗Sν) =
∫
RSfdν (3.2.29)
=
∫
1S(X)f(x)ν(dx) (3.2.30)
from which it follows that
R∗Sν(dx=1S(x)ν(dx). (3.2.31)
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Similarly, US maps C(S) to C(V ) so U
∗
S maps finite measures on V to finite measures
on S. Assume ν is a finite measure on V . Using 3.2.25 we have
∫
S
fd(U∗Sν) =
∫
V
USfdν (3.2.32)
=
∫
V
f ◦ ϕS(x)ν(dx) (3.2.33)
=
∫
V
(∑
T∈Sn
1T (x)
Nn(X)
)
f ◦ ϕ(x)ν(dx) (3.2.34)
=
∑
T
∫
T
f ◦ ϕS(x)
Nn(X)
ν(dx). (3.2.35)
Let ϕT,S : T → S be the restriction of ϕS to T . Note this is one to one and onto. If
κ is a measure on T , define its pull-back ϕ∗T,Sκ to be the measure on S defined by
∫
S
fd(ϕ∗T,Sκ) =
∫
T
(f ◦ ϕT,S)dκ. (3.2.36)
Write
νT (dx) =
1T (x)
Nn(x)
ν(dx). (3.2.37)
This allows us to rewrite 3.2.35 as
∫
S
fd(U∗Sν) =
∑
T
∫
T
fϕ∗T,S(νT )(dx), (3.2.38)
and we can conclude
U∗Sν =
∑
T∈Sn
ϕ∗T,S(νT ). (3.2.39)
Step 3. We show that if ν is a finite measure on V such that Θ∗ν = ν and S ∈ Sn,
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then
ν(V ) = mnV
∫
S
1
Nn(x)
ν(dx). (3.2.40)
First note that ϕ∗T,R(νT ) is a measure on R, and by 3.2.31, and 3.2.39
Θ∗ν =
1
mnV
∑
R∈Sn
R∗RU
∗
Rν (3.2.41)
=
1
mnV
∑
R∈Sn
∑
T∈Sn
∫
1R(x)ϕ
∗
T,R(νT )(dx) (3.2.42)
=
1
mnV
∑
R
∑
T
∫
ϕ∗T,R(νT )(dx) (3.2.43)
However, using 3.2.25 we have
ν(dx) =
∑
R
1R(x)
Nn(x)
ν(dx) =
∑
R
νR(dx) (3.2.44)
Both νR and m
−n
V
∑
T ϕ
∗
T,R(νT ) are supported on R and if Θ
∗ν = ν then
νR = m
−n
V
∑
TSn
ϕ∗T,R(νT ) (3.2.45)
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for each R. Thus
∫
S
1
Nn(x)
ν(dx) = νS(V ) (3.2.46)
= m−nV
∑
T
∫
1V (x)ϕ
∗
T,S(νT )(dx) (3.2.47)
= m−nV
∑
T
∫
1V ◦ ϕTS(x)νT (dx) (3.2.48)
= m−nV
∑
T
∫
νT (dx) (3.2.49)
= m−nV
∑
T
∫
1T (x)
Nn(x)
ν(dx) = m−nV
∫
ν(dx) = m−nV ν(V ). (3.2.50)
(3.2.51)
If we multiply both sides by mnV then this is 3.2.40.
Step 4. Here we prove that if Θf = f , then
Θ∗(Γ(f, f)) = Γ(f, f). (3.2.52)
Let h ∈ C(F ) ∩ F , and using Step 1 we have
∫
V
hΘ∗(Γ(f, f))(dx) =
∫
V
Θh(x)Γ(f, f)(dx) (3.2.53)
= 2E(f, fΘh)− E(f 2,Θh) (3.2.54)
= 2E(f,Θ(fh))− E(Θf 2, h) (3.2.55)
= 2E(Θf, fh)− E(f 2, h) using 2 (3.2.56)
= 2E(f, fh)− E(f 2, h) (3.2.57)
=
∫
V
hΓ(f, f)(dx). (3.2.58)
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Step 5. All that remains is to prove 1. If g ∈ F∩L∞(V ) and A = {x ∈ V : g(x) = 0},
then Γ(g, g)(A) = 0 by Lemma 3.1.6. We may then apply this to g = f −USRSf and
using the inequality
|Γ(f, f)(B)1/2 − Γ(USRSf, USRSf)(B)1/2 ≤ Γ(g, g)(B)1/2 (3.2.59)
≤ Γ(g, g)(S)1/2 = 0 for all B ⊂ S.
(3.2.60)
Using the argument on page 111 in [30] we have
1s(x)Γ(f, f)(dx) = 1S(x)Γ(USRSf, USRSf)(dx) (3.2.61)
for any f ∈ F and S ∈ Sn(V ). If we begin from 3.1.22
UTRTUSRSf = USRSf, (3.2.62)
sum over T ∈ Sn, and divide by mnV we have
Θ∗(Γ(USRSf, USRSf))(dx) = Γ(USRSf, USRSf)(dx). (3.2.63)
We now use Step 3 with ν = Γ(USRSf, USRSf) and get
E(USRSf, USRSf) = Γ(USRSf, USRSf)(V ) (3.2.64)
= mnV
∫
S
1
Nn(x)
Γ(USRSf, USRSf)(dx). here we use Step 3
(3.2.65)
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We now divide both sides by mnV , use the definition of ES ,and 3.2.61 and obtain
ES(RSf,RSf) =
∫
S
1
Nn(x)
Γ(f, f)(dx). (3.2.66)
If we now sum over S ∈ Sn and use 3.2.25 we find
∑
S
ES(RSf,RSf) =
∫
Γ(f, f)(dx) (3.2.67)
= E(f, f) (3.2.68)
This proves 1.
Corollary 3.2.6. If E ∈ E, f ∈ F , S ∈ Sn(V ), and ΓS(RSf,RSf) is the energy
measure of ES then
ΓS(RSf,RSf)(dx) =
1
Nn(x)
Γ(f, f)(dx), x ∈ S (3.2.69)
For clarity we include some results about sets of capacity zero for V -invariant
Dirichlet forms. Let A ⊂ V and S ∈ calsn. Define
Θ(A) = ϕ−1S (ϕS(A)). (3.2.70)
This makes Θ(A) the union of all sets that can be obtained by A by local reflections.
One can check that Θ(A) does not depend on S, and
Θ(A) = {x : Θ(1A)(x) > 0}. (3.2.71)
(
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Lemma 3.2.7. If E ∈ E then
Cap(A) ≤ Cap(Θ(A)) ≤ m2nV Cap(A) for all Borel sets A ⊂ V . (3.2.72)
Proof
This result and the Corollary that follows is due to Barlow, Bass, Kumagai, and
Teplyaev in [12]. The first inequality follows from the fact that A ⊂ Θ(A). We now
prove the second. Assume A is open. If u ∈ F and u ≥ 1 on A, then mnvΘu ≥ 1
on Θ(A). This implies the second inequality as E(Θu,Θu) ≤ E(u, u), since Θ is an
orthogonal projection with respect to E . Explicitly we have E(Θf, h) = E(f,Θg).
Corollary 3.2.8. If E ∈ E, then Cap(A) = 0 if and only if Cap(Θ(A)) = 0. In
addition, if f is quasi-continuous, then Θf is quasi-continuous.
Proof
This follows from Lemma 3.2.7 and the fact that Θ preserves continuity of functions
on Θ invariant sets.
3.3 The Process Constructed in the Plane is in E
The work in the first part of this paper has been to show the existence of a process on
V but the associated Dirichlet form was not the focus. It should also be noted that
the diffusion constructed was on the unbounded fractal V˜ . The first step to showing
that the Dirichlet forms are V -invariant is discussing them on V . As before W nt is the
normally reflecting Brownian motion on Vn. Write X
n
t = W
n
ant for a suitable sequence
{an}. Again, we assume conjectures 2.7.1 and 2.7.2, that there are resistance bounds
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for the sequence,
C(mV ρV /l
2
V )
n ≤ an ≤ C ′(mV ρV /l2V )n. (3.3.1)
We showed that the laws of Xn were tight. We denoted the λ-resolvent for Xn by Uλn
on Vn and showed that we had resolvent tightness. This allowed us to conclude that
there existed a special subsequence nj, for which U
λ
nf converged uniformly on V , if
f was continuous on V0, and the Px law of Xnj converged weakly for each x. The
explicit Dirichlet form for Xn was never given so we express it here.
En(f, f) = an
∫
Vn
|∇f(x)|2µn(dx) (3.3.2)
on L2(V, µn). If X is the limiting process and Tt is the limiting semigroup of X, then
define
EU(f, f) = sup
t>0
1
t
〈f − Ttf, f〉. (3.3.3)
The domain F is the set of f ∈ L2(V, µ) for which the supremum is finite. The main
fact that we need is that if Uλn is the λ-resolvent operator for X
n and f is bounded on
F0 then U
λ
nf is equicontinuous on V . We’ve shown this for V˜ and the proof is similar
so we provide a sketch of the ideas.
Fix x0 and suppose x, y in B(x0, r)∩Vn. Write Snr for the first exist from B(x0, r)∩
Vn, then
Uλnf(x) = Ex
∫ ∞
0
e−λtf(Xnt )dt (3.3.4)
= Ex
∫ Snr
0
e−λtf(Xnt )dt+ Ex(e−λS
n
r − 1)Uλnf(XnSnr ) + ExUλnf(XnSnr ) (3.3.5)
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The first term in 3.3.5 is bounded by ‖f‖∞ ESnr , and the second term is bounded
by λ
∥∥Uλnf∥∥∞ ESnr ≤ ‖f‖∞ ExSnr . The same estimates hold when x is replaced by y.
This gives the estimate
|Uλnf(x)− Uλnf(y)| ≤ |ExUλnf(XnSn)r)− EyUλnf(XnSnr )|+ δn(r) (3.3.6)
where δn(r) → 0 as r → 0 uniformly in n by Proposition 2.4.5. The function
z → EzUλnf(XnSnr ) is harmonic in the ball of radius r/2 about x0. Using the uniform
elliptic Harnack inequality for Xnt and the uniform modulus of continuity for harmonic
functions, one may take r = |x − y|1/2 and use the estimate for δn(r) to show the
equicontinuity. One can then show that the limiting resolvent Uλf is continuous when
f is bounded.
Theorem 3.3.1. The Dirichlet form EU in E.
This is Theorem 3.1 of [12]. Fix our special subsequence nj. Each X
n is con-
servative, so we have T nt 1 = 1. By the choice of our sequence {nj}, T njt f → Tnf
uniformly for each continuous f . Thus Tt1 = 1. Thus X is conservative, and
EU(1, 1) = supt〈1 − Tt1, 1〉 = 0. The regularity of EU follows from Lemma 3.1.7
and the fact that the process constructed is µ-symmetric Feller. The process is local
because of [30] Theorem 4.5.1.
The process is non-degenerate so EU is non-zero. Fix l and let S ∈ Sl(V ). Clearly
USRSf ∈ F if f ∈ F . We now show that Θl and Tt commute. Here when we
say, Θl, we mean as defined by 3.2.9 with Sn(V ) replaces by Sl(V ). Write 〈f, g〉n =∫
Vn
f(x)g(x)µn(dx). The infinitesimal generator is a constant times the Laplacian,
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and this commutes with Θl. This gives
〈Θλf,Θlg〉 = 〈ΘlUλf, g〉. (3.3.7)
Suppose that f, g are continuous, and f is non-negative. We have
〈ΘlUλnf, g〉 = 〈Uλnf,Θlg〉n (3.3.8)
Letting n→∞ along the special subsequence {nj} gives
〈Uλf,Θg〉 = 〈ΘlUλf, g〉. (3.3.9)
The function f is assumed to be continuous so Θlf is continuous so the right hand
side of 3.3.7 converges to 〈UλΘlf, g〉. The process Xt has continuous paths so the
function t 7→ Ttf is continuous. By the uniqueness of the Laplace transform
〈ΘlTtf, g〉 = 〈TtΘlf, g〉. (3.3.10)
A limit argument and linearity allow one to extend this equality to all of f ∈ L2(V ).
Proposition EU ∈ E.
3.4 Diffusions of V -invariant Dirichlet Forms
In this section we fix a Dirichlet form E ∈ E, let X be the associated diffusion, Tt be
the associated semigroup, and Px = Px,E , x ∈ V − N0 be the associated probability
laws. Here N0 is the properly exceptional set for X.
Theorem 3.4.1. Let S ∈ Sn(V ) and Z = ϕS(X). Then Z is a µS-symmetric Markov
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process with Dirichlet form (ES,FS), and semigroup TZt f = RSTtUSf . Write P˜ y for
the laws of Z, which are defined up to a properly exception set N Zn for Z. There exists
a properly exceptional set N2 for X such that for any Borel set A ⊂ V
P˜ϕS(x)(Zt ∈ A) = Px(Xt ∈ ϕ−1S (A)), x ∈ V −Nn (3.4.1)
Proof
This result is due to Barlow, Bass, Kumagai, and Teplyaev. See Theorem 4.1 of [12].
For simplicity write ϕ = ϕS. Step 1. Show that there exists a properly exceptional
set Nn for X such that
Px(Xt ∈ ϕ−1(A)) = Tt1ϕ−1(A)(x) (3.4.2)
= Tt1ϕ−1(A)(y) (3.4.3)
= Py(Xt ∈ ϕ−1(A)) (3.4.4)
whenever A ⊂ S is Borel, ϕX = ϕ(y), and x, y ∈ V − N2. It is sufficient to prove
3.4.4 for a countable base (Am) of the Borel σ-field on V . Let fm = 1Am . As
Tt1ϕ−1(Am) = TtUSfm, it is sufficient to prove that there exists a properly exceptional
set Nn such that for m ∈ N
TtUSfm(x) = TtUSfm(y) if x, y ∈ V −N2 and ϕ(x) = ϕ(y) (3.4.5)
By 3.1.22 we have Θ(USf) = USf . Proposition 3.2.5 we have
ΘTtUSf = TtΘUSfm (3.4.6)
= TtUSf (3.4.7)
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for f ∈ L2 where equality holds in the L2 sense. By Corollary 3.2.8 ΘtUSfm is quasi-
continuous. Note that as ΘtUSfm = TtUSfm, µ-a.e, then using [30] Lemma 2.1.4
we can conlude that they are q.e. By the definition of Θ we have Θ(TtUSfm)(x) =
Θ(TtUSfm)(y) whenever ϕ(x) = ϕ(y), thus there is a properly exceptional set N2,n
such that 3.4.5 holds. We then take N2 =
⋃
mN2,m to get 3.4.4. By Theorem 10.13
of [25], Z is a Markov process with semigroup TZt f = RSTt(USf). We may then take
N Z2 = ϕ(Nn). By 3.4.5 we have USRSTtUSf = TtUSf . We then obtain
〈TZt f, g〉S = 〈RSTtUSf, g〉S (3.4.8)
= m−nV 〈USRSTtUSf, USg〉 (3.4.9)
= m−nV 〈TtUSf, USg〉. (3.4.10)
This equals m−n〈USf, TtUSg〉. If we reverse the calculation above, we conclude
〈f, TZt g〉 = m−nV 〈USf, TtUSg〉 (3.4.11)
which shows that Z is µS-symmetric. We now calculate the Dirichlet form of Z.
t−1〈TZt f − f, f〉S = m−nV t−1〈TtUSf − USf, USf〉. (3.4.12)
If we take the limit at t→ 0 and use [30] Lemma 1.3.4, then Z has Dirichlet form
EZ(f, f) = m−nV E(USfUSf) = ES(f, f). (3.4.13)
Because it will be used multiple times we state but do not prove [30] Theorem
4.2.7
Theorem 3.4.2. Let M1 and M2 be two m-symmetric Hunt processes on X possessing
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a common regular Dirichlet space on L2(X,m). Then M1 and M2 are equivalent.
The next set of Lemmas are due to Barlow, Bass, Kuamgai, and Teplyaev in [12].
For reference see Lemma 4.2, 4.3 and Proposition 4.5.
Lemma 3.4.3. Let S, S ′ ∈ Sn, Z = ϕS(X), and Φ be an isometry of S onto S ′. Then
if x ∈ S −N ,
Px(Φ(Z) ∈ ·) = PΦ(x)(Z ∈ ·) (3.4.14)
Proof
Using Theorem 3.4.1, and Definition 3.2.9, Z and Φ(Z) have the same Dirichlet form.
The result then follows by [30] Theorem 4.2.7.
If S, S ′ ∈ Sn(V ) and there exist O,O′ ∈ On(V ) such that O ∩ O′ is a (d − 1)-
dimensional set and S = O ∩ V, S ′ = O′ ∩ V then we say that S and S ′ are adjacent.
In this setting let H be the plane separating S, S ′. For any plane H ⊂ R2, let
gH : Rd → Rd be reflection in H.
Lemma 3.4.4. Let S1, S2 ∈ Sn(V ) be adjacent, let D = S1
⋃
S2,let B = ∂r(S1
⋃
S2),
and let H be the hyperplane separating S1 and S2. Then there exists a properly
exceptional set N such that if x ∈ H ∩ D − N , the processes (Xt, 0 ≤ t ≤ TB) and
(gH(Xt), 0 ≤ t ≤ TB) have the same law under Px.
Proof
Let f ∈ F have support in the interior of D. Then by Definition 3.2.1 and Proposition
3.2.4 we have
E(f, f) = ES1(RS1f,RS1f) + ES2(RS2f,RS2f). (3.4.15)
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and
E(f, f) = E(f ◦ gH , f ◦ gH) (3.4.16)
Thus (gH(Xt), 0 ≤ t ≤ TB) has the same Dirichlet form as (Xt, 0 ≤ t ≤ TB), and thus
have the same law if we exclude a V -invariant set of capacity zero by [30] Theorem
4.2.7.
Beyond this point we consider the process Z = ϕS(X) for some S ∈ Sn, where
n ≥ 0. For notational simplicity we take n = 0 and S = V . This presents no problems
as the previous arguments were scale invariant.
Definition 3.4.5. Let 1 ≤ i, j ≤ d, and i 6= j and let
Hi(t) = {x = (x1, . . . , xd) : xi = t}, t ∈ R (3.4.17)
Li = Hi(0) ∪ [0, 1/2]d (3.4.18)
Mij = {x ∈ [0, 1]d : xi0, 1/2 ≤ xj ≤ 1, and 0 ≤ xk ≤ 1/2 for k 6= j}. (3.4.19)
Also let
∂eS = S ∩
d⋃
i=1
Hi(1), D = S − ∂eS. (3.4.20)
We wish to use the sets ED and ZD as in 3.1.3.
Proposition 3.4.6. There exists a constant q0, depending only on the dimension d
such that
P˜x(TZLj < τ
Z
D) ≥ q0, x ∈ Li ∩ ED, (3.4.21)
P˜x(TZMij < τ
Z
D) ≥ q0, x ∈ Li ∩ ED. (3.4.22)
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These inequalities hold for any n ≥ 0 assuming that we adjust Definition 3.4.5 to
account for the n.
Proof
If we use Lemma 3.4.3 then this result follows the reflection arguments of Proposition
3.5 through Lemma 3.10 of [11].
It should be noted that for polygons in the plane one doesn’t need both ”corners”,
and ”slides”. In fact only slides are needed for our process in R2. We include the
above result and the following ones for completeness to show that the techniques
allow one to draw conclusions about processes on fractals in arbitrary dimensions.
Definition 3.4.7. Fix n ≥ 0. We call A ⊂ Rd a level n half-face if there exists
i ∈ {1, . . . , d} and a = (a1, · · · , ad) ∈ 12Zd with ai ∈ Z such that
A = {x : xi = ail−nV , ajl−nV ≤ xj ≤ (aj + 1/2)l−nV for j 6= i}. (3.4.23)
For A write ι(A) = i, and let A(n) be the collection of level n half-faces, and
A(n)V = {A ∈ A(n) : A ⊂ Vn}. (3.4.24)
Define a graph struchture on A(n)V be setting {A,B} to be an edge if
dim(A ∩B) = d− 2 and A ∪B ⊂ O for some O ∈ On. (3.4.25)
Let E(A(n)V be the set of edges in A(n)V . Note that the graph A(n)V is connected. Call
an edge {A,B} an i− j corner if ι(A) = i, ι(B) = j, and i 6= j. Call {A,B} an i− j
slide if ι(A) = ι(B) = i and the line joining the centers of A and B is parallel to the
xj axis. The move Li, Lj is an i− j corner; the move (Li,Mij) is an i− j slide.
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Definition 3.4.8. Let (A0, A1) be an edge in E(A(n)V , and O0 be a 4N -gon in On(V )
such that A0 ∪ A1 ⊂ O∗. Let v∗ the unique vertex of O∗ such that v∗ ∈ A0, and
let R be the union of all 4N -gons in On which contain v∗. Then there exist distinct
Si ∈ N , 1 ≤ i ≤ m, such that V ∩R =
⋃m
i=1 Si. Let D = V ∩R0. Thus
D = V ∩R =
m⋃
i=1
Si. (3.4.26)
Let S∗ be a single Si and set Z = ϕS∗(X).
Write
τ = τXD = inf{t ≥ 0 : Xt 6∈ D} = inf{t : Zt ∈ ∂rR}. (3.4.27)
Let
ED = {x ∈ D : Px(τ <∞) = 1} (3.4.28)
Our next goal is to find a lower bound for
inf
x∈A0∩ED
Px(TXA1 ≤ τ). (3.4.29)
Propsition 4.5 gives
inf
y∈A0∩ED
P˜x(TXA1 ≤ τ) ≥ q0. (3.4.30)
By definition Z hits A1 if and only if X hits Θ(A1). Ideally one could use symmetry
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to prove that if x ∈ A0 ∩ ED then for some q1 > 0
Px(TXA1 ≤ τ) ≥ q1P˜x(TZA1 ≤ τ) ≥ q1q0. (3.4.31)
This is proven in section 3 of [11], and treated in more generality in section 4 of [12].
Proposition 3.4.9. Let (A0, A1) and Z as in Definition 3.4.8. Ther exists a constant
q1 > 0, depnding only on d,such that if x ∈ A0 ∩ ED and T0 ≤ τ is a finite (FZt )
stopping time, then
Px(XT0 ∈ S|FZT0) ≥ q1. (3.4.32)
From this it follows that
Px(TXA1 ≤ τ) ≥ q1P˜x(TZA1 ≤ τ) ≥ q1q0. (3.4.33)
The next Proposition corresponds to Proposition 4.14 [12] Let I be a face of V0
and let V ′ = V − I.
Proposition 3.4.10. There exists a set N of capacity 0 such that if x 6∈ N , then
Px(τV ′) = 1.
Proof
Let A be the set of x such that when the process starts at x, it never leaves x.
We proceed via proof by contradiction. Assume that V − A does not have positive
measure. Then Ttf(x) = f(x) for almost every x, thus
1
t
〈f − Ttf, f〉 = 0 (3.4.34)
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If we take the supremum over t > 0, we obtain E(f, f) = 0. This holds for every
f ∈ L2. This contradicts the fact that E is non-zero. If µ(ES ∩ S) = 0 for every
S ∈ Sn(V ) and n ≥ 1 then µ(V −A) = 0. So there must be an n and S ∈ Sn(V ) such
that µ(ES ∩ S) > 0. Fix  > 0. Since µ is a double measure for every Borel subset
H of V almost every point of H is a point of density for H, by [99] Corollary IX.1.3.
Therefor we can find k ≥ 1 so that there exists S ′ ∈ Sn+k(V ) such that
µ(ESS ′)
µ(S ′)
> 1−  (3.4.35)
Now let S ′′ ∈ Sn+k be adjacent to S ′ and containined in S. Let g be the map that
reflects S ′ ∩ S ′′ accross S ′ ∩ S ′′. Define
Ji(S
′) =
⋃
{T : T ∈ Sn+k+i, T ⊂
∫
r
(S ′)}, (3.4.36)
and also define Ji(S
′′) accordingly. We may now choose i large enough so that
µ(ES ∩ Ji(S ′)) > (1− 2)µ(S ′). (3.4.37)
Let x ∈ ES∩Ji(S ′). As x ∈ ES, the process started at x will leave S ′ with probability
1. We can this find a finite sequence of moves at level n+k+ i so that X started at x
will exit S ′ by hitting S ′ ∩ S ′′. By 3.4.9 the probability of X following this sequence
of moves is positive, thus
Px(X(τS′ ∈ S ′ ∩ S ′′) > 0. (3.4.38)
If the process starts from x ∈ ES, then the process can never leave ES by definition.
This means that X will leave S ′ through B = ES ∩ S ′ ∩ S ′′ with positive probability.
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By symmetry, Xt started from g(x) will leave S
′ in B with positive probability. Using
the strong Markov property, starting from g(x), the process will leave S with positive
probability. This implies that g(x) ∈ ES. But this means that g(ES ∩ Ji(S ′)) ⊂
ES ∩ Ji(S ′′) so by 3.4.37 we have
µ(ES ∩ Ji(S ′′)) > (1− 2)µ(S ′′). (3.4.39)
If we iterate this argument we conclude that Sj ∈ Sn+k(V ) with Sj ⊂ S,
µ(ES ∩ Sj) ≥ µ(ES ∩ Ji(Sj)) ≥ (1− 2)µ(Sj). (3.4.40)
Summing over the Si gives
µ(ES ∩ S) ≥ (1− 2)µ(S). (3.4.41)
Letting  go to 0 gives µ(ES ∩S(= µ(S). This means that starting from almost every
point of S the process will leave S. By symmetry this is true for every element of
Sn(V ) isomorphic to S. It is then the case that starting at almost any x ∈ V there is
a positive probability of exiting V ′ by 3.4.9. This implies that EV ′ has full measure.
The function 1EV ′ is invariant so Tt1EV ′ = 1 a.e. Then [30] Lemma 2.1.4 implies that
Tt(1− 1EV ′ ) = 0 q.e. Write N for the set of x where Tt1EV ′ (X) 6= 1 for some rational
t. If x 6∈ N , then Px(Xt ∈ EV ′ = 1 if t is rational. The Markov Property implies
x ∈ EV ′ .
Lemma 3.4.11. Let U ⊂ V be open and non-empty. Then, Px(TU <∞) = 1q.e.
Proof
This result is due to Barlow, Bass Kumagai, and Teplyaev; for reference see Lemma
100
4.15 of [12]. This is immediate by 3.4.9 and Proposition 3.4.10.
3.4.1 Coupling and the Elliptic Harnack Inequality
Lemma 3.4.12. Let (Ω,F ,P) be a probability space. Let X and Z be random vari-
ables taking values in separable metric spaces E1 and E2 respectively. Assume each
of E1 and E2 has the Borel σ-field. Then there exists F : Ex × [0, 1] → E1 that is
jointly measurable such that if U is a random variable whose distribution is uniform
on [0, 1] which is independent of Z and X˜ = F (Z,U), then (X,Z) and (X˜, Z) have
the same law.
Proof
This result is due to Barlow, Bass, Kumagai, and Teplyaev in [12]. First suppose E1 =
E2 = [0, 1]. Let Q denote the rational numbers. For each r ∈ [0, 1] ∩Q,P(X ≤ r|Z)
is a σ(Z)-measurable random variable. So there exists a Borel measurable function
hr such that P(X ≤ r|Z) = hr(Z) a.s. For r < s let Ars = {z : hr(z) > hs(z)}.
If C =
⋃
r<s;r,s∈QArs, then P(Z ∈ C) = 0. For z 6∈ C, hr(z) is non-decreasing in
r for r ∈ Q. For x ∈ [0, 1] define gx(z) to be equal to x if z ∈ C and equal to
infs>x,s→x;s∈Q hs(z) otherwise. For each z, let fx(z) be the right continuous inverse to
gx(z). Last, let F (z, x) = fx(z).
We now check the distributions of (X,Z) and (X˜, Z) have the same law.
P(X ≤ x, Z ≤ z) = E[P(X ≤ x|Z);Z ≤ Z] (3.4.42)
= lim
s>x,s∈Q,s→x
E[P(X ≤ x|Z);Z ≤ z] (3.4.43)
= limE[hs(Z);Z ≤ z] (3.4.44)
= E[gx(Z);Z ≤ z] (3.4.45)
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while
P(X˜ ≤ x, Z ≤ r) = E[P(F (Z,U) ≤ x|Z);Z ≤ z) (3.4.46)
= E[P(fU(Z) ≤ x|Z);Z ≤ z] (3.4.47)
= E[P(U ≤ gx(Z)|Z);Z ≤ z] (3.4.48)
= E[gx(Z);Z ≤ z]. (3.4.49)
For the general case of E1 and E2, let ψi be bimeasurable one to one maps from
Ei to [0, 1], i = 1, 2. If we apply the above calculation to X = ψ1(X) and Z = ψ2(Z)
to obtain a function F . Then we have
F (z, u) = ψ−11 ◦ F (ψ2(z), u) (3.4.50)
as the required function.
We call x, y ∈ V , m-associated and write x ∼m y, if φS(x) = φS(y) for some
S ∈ Sm. Incidentally, by Lemma 3.1.9 if x ∼m y then x ∼m+1 y.
The following result is proposition 4.17 of [12].
Proposition 3.4.13. Let x1, x2 ∈ V with x1 ∼n x2, where x1 ∈ S1 ∈ Sn(V ) and
x2 ∈ S2 ∈ Sn(V ). Also, let Φ = φS1|S2. Then there exists a probability space (Ω,F ,P)
carrying processes Xk, k = 1, 2 and Z with the following properties:
1. Each Xk is an E-diffusion started at xk.
2. We have Z = φS2(X2) = Φ ◦ φS1(X1).
3. Given Z X1 and X2 are conditionally independent.
Proof
Let Y be the diffusion corresponding to the Dirichlet form E and let Y1, Y2 be processes
102
such that Yi is equal in law to Y started at xi. Let Z1 = Φ◦φS1(Y1) and Z2 = φS2(Y2).
Since the Dirichlet form for φSi(Y ) is ESi and Z1, Z2 have the same starting point,
then Z1 and Z2 are equal in law. Employing Lemma 3.4.12 to find functions F1 and
F2 such that Fi(Zi, U), Zi) is equal in law to (Yi, Zi), i = 1, 2 if U is a uniform random
variable on [0, 1].
Now consider a probability space supporting a process Z with the same law as Zi
and two independent random variables U1, U2 independent of Z which are uniform in
[0, 1]. Let Xi = Fi(Z,Ui), i = 1, 2. We will show that the three above properties are
satisfied.
First Xi is equal in law to Fi(Zi, Ui) which is equal in law to Yi, i = 1, 2. This
proves . Similarly (Xi, Z) is equal in law to (F (Zi, Ui), Zi) which is equal in law
to (Yi, Zi). As Z1 = Φ ◦ φS1(Y1) and Z2 = φS2(Y2), by equality in law we have
Z = Φ ◦ φS1(Y1) and Z = φS2(Y2). This proves . The last part follows from the fact
that Xi = Fi(Z,Ui), i = 1, 2 and Z,U1 and U2 are independent.
Given a pair of E-diffusions X1(t) and X2(t) we define their couple time as
TC(X1, X2) = inf{t ≥ 0 : X1(t) = X2(t)} (3.4.51)
Theorem 3.4.14. Let r > 0,  > 0 and r′ = r/l2V . There exist constants q3 and δ
depending only on V such that we have the following:
1. Suppose x1, x2 ∈ V with ‖x1 − x2‖∞ < r′ and x1 ∼m x2 for some m ≥ 1. There
exist E-diffusions Xi(t), i = 1, 2 with Xi(0) = xi such that writing
τi = inf{t ≥ 0 : Xi(t) 6∈ B(x1, r)}, (3.4.52)
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one has
P(TC(X1, X2) < τ1 ∧ τ2) > 1−  (3.4.53)
Using Propositions 3.4.9 and 3.4.13 our result follows form the arguments given
in [11] pp694-701.
We now outline the steps taken in [12] to prove an Elliptic Harnack inequality in
our context of abstract Dirichlet Forms. These results correspond to Lemma 4.19,
Proposition 4.20, Lemma 4.21, and Proposition 4.22 of [12].
Lemma 3.4.15. Let E be in E, r ∈ (0, 1), if h be bounded and harmonic in B =
B(x0, r), then there exists θ > 0 such that
|h(x)− h(y)| ≤ C
( |x− y|
r
)θ
(sup
B
|h|), x, y ∈ B(x0, r/2), x ∼m y. (3.4.54)
Proof This follows from the coupling Theorem 3.4.14 and by standard arguments.
See [11].
Proposition 3.4.16. Let E ∈ E and h be bounded and harmonic in B(x0, r). Then
there exists a set N of E-capacity 0 such that
|h(x)− h(y)| ≤ C
( |x− y|
r
)θ
(sup
B
|h|), x, y ∈ B(x0, r/2), x, y ∈ B(x0, r/2)−N .
(3.4.55)
Proof
Write B = B(x0, r) and B
′ = B(x0, r/2). By Lusin’s theorem there exist open sets
Gn ↓ such that µ(Gn) ↓ 0, and h restricted to Gcn ∩ B is continuous. First we show
that h restricted to Gcn satisfies 3.4.54 except when one or both of x or y are in Nn.
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Which is a set of measure 0. If G =
⋂
nGn, then h is Ho¨lder continuous in G
c−⋃N .
Thus h is Ho¨lder continuous on all of B′ outside of a set E of measure 0.
Fix n and let H = Gcn. Let x, y be points of density for H. Let Sx and Sy be
isometries of an element Sk such that x ∈ Sx, y ∈ Sy and µ(Sx∩H)/µ(Sx) ≥ 2/3 and
similarly for Sy. Let Φ be the isometry taking Sx to Sy. Then the measure of Φ(Sx∩H)
must be at least two thirds the measure of Sy. So µ(Sy∩H)∩(Φ(Sx∩H)) ≥ 12Sy. Thus
there must exist points xk ∈ Sx ∩H and yk = Φ(xk) ∈ Sy ∩H that are m-associated
for some m. Inequality 3.4.54 holds for each pair xk, yk. If we take k sufficiently large
then we get sequences of xk ∈ H which tend to x and yk ∈ H which tend to y. Since
h restricted to H is continuous we have 3.4.54 for our given x and y.
We now know that h is continuous a.e. on B′. We must now show that h is
continuous q.e without modification. Let x, y be two points in B′ for which h(Xt∧τB)
is a martingale under Px and Py. The set of points N where this fails has E-capacity
zero. Let R = |x − y| < r and let  > 0. Since µ(E) = 0, by [30] Lemma 4.1.1 for
each t, Tt1E(x) = Tt(x,E) = 0 for m-a.e. x. By [30] Lemma 2.1.4 since Tt1E is in the
domain of E we have Tt1E = 0 q.e. Now, enlarge N to include the nulls sets where
Tt1E 6= 0 for some rational t. It thus follows that if x, y 6∈ N , then with probability
one with respect to both Px and Py we have Xt 6∈ E for rational t. If we now choose
balls Bx, By with radii in [R/4, R/3] and centered at x and y respectively such that
Px(XτBx ∈ N ) = Py(XτBy ∈ N ) = 0, then by the continuity of paths we can choose t
rational and small enough that Px(sups≤t |Xs −X0| > R/4) <  and the same with x
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replaced by y. We then have
|h(x)− h(y)| = |Exh(Xt∧τBx )− Eyh(Xt∧τBy )| (3.4.56)
≤ |Ex[h(Xt∧τBx ); t < τBx ]− Ey[h(Xt∧τBy ); t < τBy ]|+ 2 ‖h‖∞ (3.4.57)
≤ C(R/r)∞ ‖h‖∞ + 4 ‖h‖∞ (3.4.58)
since Px(Xt ∈ N ) = 0 and similarly for Py, further points in Bx are at most 2R from
points in By, and finally Xt∧τBxi and Xt∧τBy are not in E a.s. Since  is arbitrary we
have that except for x, y in a set of capacity 0 we have 3.4.54.
We say that X satisfies the elliptic Harnack inequality (EHI) if there exists a
constant c such that the following holds: for any ball B(x,R) whenever u is a non-
negative harmonic function on B(x,R) then there is a quasi-continuous modification
u˜ of u which satisfies
sup
B(x,R/2)
u˜ ≤ c inf
B(x,R/2)
u˜ (3.4.59)
Proposition 3.4.17. EHI holds for E, with constants depending only on V .
Proof
Given the previous results of this section, this follows by the same arguments used in
sections 2.2 and 2.3, and in particular Theorem 2.3.2.
Corollary 3.4.18. If E ∈ E then the following hold:
1. The Dirchlet form E is irreducible
2. If E(f, f) = 0 then f is a.e. constant.
Proof
This result is due to Barlow, Bass, Kumagai, and Teplyaev in [12]. If A is an invariant
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set, then Tt1A = 1A, or 1A is harmonic on V . By EHI, either 1A is never 0 except for
a set of capacity 0, or else it is 0 q.e. From this it follows that µ(A) is either 0 or 1.
So E is irreducible. This proves the first part.
Suppose f is a function such that E(f, f) = 0, and that f is not a.e. constant.
Then using the contraction property and scaling we can assume without loss of gen-
erality that 0 ≤ f ≤ 1. We can further assume that there exist 0 < a < b < 1 such
that the sets A = {x : f(x) < a} and B = {x : f(x) > b} both have positive measure.
Let g = b ∧ (a ∨ f); then E(g, g) = 0. By lemma 1.3.4 in [30] for any t > 0
E (t)(g, g) = t−1〈g − Ttg, g〉 = 0. (3.4.60)
This implies that 〈g, Ttg〉 = 〈g, g〉. The semigroup property implies that T 2t = T2t, and
thus we have 〈Ttg, Ttg〉 = 〈g, T2tg〉 = 〈g, g〉. This implies that 〈g − Ttg, g − Ttg〉 = 0.
From this we conclude that g(x) = Exg(Xt) a.e. This implies that the sets A and B
are invariant for (Tt) which contradicts the irriducibility of E .
Definition 3.4.19. Given a Dirichlet form (E ,F) on V define the effective resistance
between subsets A1 and A2 of V by
Reff(A1, A2)
−1 = inf{E(f, f) : f ∈ F , f |A = 0, f |A2 = 1}. (3.4.61)
Let
A(t) = {x ∈ V : x1 = t}, t ∈ [0, 1]. (3.4.62)
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For E ∈ E set
‖E‖ = Reff(A(0), A(1))−1. (3.4.63)
Let E1 = {E ∈ E : ‖E‖ = 1}.
Lemma 3.4.20. If E ∈ E then ‖E‖ > 0.
Proof
Write H for the set of functions u on V such that u = i on A(i), i = 0, 1. First, note
that F ∩ H is not empty. The regularity of E guarantees that there is a continuous
function u ∈ F such that u ≤ 0 on the face A(0) and u ≥ 1 one the opposite face
A(1). Then the Markov property for Dirichlet forms says 0 ∧ (u ∨ 1) ∈ F ∩H.
Second, observe that by Proposition 3.4.10 and the symmetry TA(0) < ∞ a.s.
This implies that (E ,FA(0)) is a transient Dirichlet form, see [30] Lemma 1.6.5 and
Theorem 1.6.2. Denote FA(0) = {f ∈ F : f |A(0) = 0}. Thus FA(0) is a Hilbert space
with norm E . Let u ∈ F ∩H and h be its orthogonal projection onto the orthogonal
complement of FA(0)∪A(1) in this Hilbert space. One can then see that E(h, h) = ‖E‖.
Suppose that ‖E‖ = 0, then h = 0 by Corollary 3.4.18. By definition h is harmonic
in the complement of A(0) ∪ A(1) in the Dirichlet sense and thus also in the proba-
bilistic sense by Proposition 3.1.4. We may then write h(x) = Px(XTA(0)∪A(1) ∈ A(1)).
By the symmetries of V , the fact that h = 0 contradicts the fact that TA(1) < ∞ by
Proposition 3.4.10.
108
3.4.2 Resistance Estimates
Let E ∈ E1, S ∈ Sn, and γ = γn(E) be the conductance across S. Where conductance
has the following definition, if S = O ∩ V for O ∈ On(V ). Then
γn = inf{ES(u, u) : uFS, u|a = 0, u|a′ = 1} (3.4.64)
Where a and a′ are opposite faces in O. Note that γn does not depend on S and that
γ0 = 1. We write vn = v
E
n for the minimizing function.
Conjecture 3.4.1. We assume, as in section 2.7, the existence of ρV and that it
satisfies the following estimate.
C1ρnV ≤ γn(EU) ≤ C2ρnV (3.4.65)
The following is Proposition 4.25 of [12].
Proposition 3.4.21. Assume conjecture 3.4.1. Let E ∈ E1. Then for n,m ≥ 0,
γn+m(E) ≥ C1γm(E)ρnV . (3.4.66)
Proof
Consider the case m = 0. We compare the energry of v0 with that of a function
constructed from vn and the minimizing function on a network where each 4N -gon
side l−nV is replaced by a diagonal crosswire. Write Dn for the network of diagonal
crosswires obtained by joining each vertex of a 4N -gon O ∈ On to a vertex at the
center of the 4N -gon by a wire of unit resistance. Let RDn be the resistance across two
opposite facts of V in this network and let fn be the minimizing potential function.
Fix a 4N -on O ∈ On and let S = O ∩ V . Let {xi}Ni=1 be the set of vertices of
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O and for each i let Aij, j = 1, . . . , d be the faces containing xi. Let A′ij be the face
opposite to Aij. Let wij be the function, congruent to vn, which is 1 on Aij and zero
on A′ij. Set
ui = min{wi1, . . . , wid}. (3.4.67)
We have ui(xi) = 1 and ui = 0 on
⋃
j A
′
ij. This lets us obtain
E(ui, ui) ≤
∑
j
E(wij, wij) = dγn. (3.4.68)
Write ai = f(xi), and a = N
−1∑
i ai. The energy of fn in S is
ESD(fn, fn) =
∑
i
(ai − a)2 (3.4.69)
Define a function gS : S → R by
gS(y) = a+
∑
i
(ai − a)ui(y). (3.4.70)
Then
ES(gS, gS) ≤ CE(u1, u1)
∑
i
(ai − a)2 ≤ CγnESD(fn, fn). (3.4.71)
By the definition of gS the two 4N -gons have a common face A and that Si = Oi∩V ,
so gS1 = gS2 on A. Define g : V → R by taking g(x) = gS(x) for x ∈ S. If we sum
over O ∈ On(V ) we see that E(g, g) ≤ Cγn(RDn )−1. But, since the function g is zero
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on one face of V and 1 on the opposite face, we have
1 = γ0 = E(v0, v) ≤ E(g, g) ≤ γn(RDn )−1 ≤ Cγnρ−nV (3.4.72)
This completes the proof for m = 0 the proof when m ≥ 1 is identical except that we
use 4N -gons S ∈ Sm and use sub-4N -gons with sides of length l−n−mV .
The next sequence of Lemmas lead to Proposition 4.28 of [12], starting from
Lemma 4.26 of [12].
Lemma 3.4.22. Assuming conjecture 3.4.1 we have
C1γn ≤ γn+1 ≤ C2γn (3.4.73)
Proof
The left-hand inequality follows from 3.4.80. To prove the right hand one let n = 0.
By Propositions 3.4.9 and 3.4.10 we see that v0 ≥ C3 > 0 on A(l−1V ). Let w =
(v0 ∧ C3)/C3. Choose a 4N -gon O ∈ O1(V1) between the hyperplanes A1(0) and
A1(l
−1
V . See definition 3.4.62. Then we have
γ1 = EV1(v1, v1) ≤ EV1 ≤ EV1(w,w) ≤ E(w,w) (3.4.74)
= C−23 E(v0 ∧0 C3), v0 ∧ C3) (3.4.75)
≤ C−23 E(v0, v0) (3.4.76)
= c4γ0. (3.4.77)
The case n ≥ 0 is similar but we work with 4N -gons S ∈ Sn.
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Set
α = logmV /loglV , β0 = log(mV ρV )/ log lV . (3.4.78)
Note that β0 ≥ 2, which makes ρVmV ≥ l2V . Write H0(r) = rβ0 . By 3.4.80 for n, k ≥ 0
we have
γnm
n
V
γn+km
n+k
V
≤ Cρ−kV m−kV . (3.4.79)
We have ρVmV ≥ l2V > 1 so there exists k ≥ 1 such that
γnm
n
V < γn+km
n+k
V , n ≥ 0. (3.4.80)
Fix this value of k and define the time scale function H for E .
H(l−nkV ) = γ
−1
nkm
−nk
V , n ≥ 0, (3.4.81)
and define H by linear interpolation on each interval (l
−(n+1)k
V , l
−nk
V ). Also, set H(0) =
0.
The properties of H are summarized in the following lemma.
Lemma 3.4.23. Assume conjecture 3.4.1. There exist constants Ci, and β
′, depend-
ing only on V , such that the following hold.
1. The function H is strictly increasing and continuous on [0, 1].
2. For any n,m ≥ 0 one has
H(l−nk−mkV ) ≤ C1H(l−nkV H0(l−mkV ). (3.4.82)
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3. For n ≥ 0,
H(l−(n+1)k ≤ H(l−nkV ) ≤ C2H(l−(n+1)kV ). (3.4.83)
4. One has,
C3(t/s)
β0 ≤ H(t)
H(s)
≤ C4(t/s)β′ for 0 < s ≤ t < 1. (3.4.84)
5. H satisfies the ’fast time growth’ condition of [37]. Explicitly H satisfies ’time
doubling’:
H(2r) ≤ C5H(r) for 0 ≤ r ≤ 1/2. (3.4.85)
6. For r ∈ [0, 1],
H(r) ≤ C6H0(r). (3.4.86)
Proof
The first three items are follow from the definitions of H and H0. To show 3.4.84
we use 3.4.82 and have
H(l−knV
H(l−kn−kmV
≥ C7 H(l
kn)
H(l−knV )(H0(l
−km
V )
= C7l
kmβ0
V = C7
(
l−knV
l−kn−kmv
)β0
, (3.4.87)
and interpolating using 3.4.83 gives the lower bound. To show the upper bound we
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use 3.4.73 to obtain
H(l−knV )
H(l−kn−kmV )
≤ Ckm8 = lkmβ
′
V =
(
l−knV
l−kn−kmV
)β′
(3.4.88)
where β′ = logC8/ log lV . Now using 3.4.83 gives 3.4.84. Note 3.4.85 follows from
3.4.84. If we set n = 0 in 3.4.28 then this gives 3.4.86.
We say that E satisfies the condition RES(H, c1, c1) if for all x0 ∈ V, r ∈ (0, l−1V ),
we have
c1
H(r)
rα
≤ Reff(B(x0, r), B(x0, 2r)c) ≤ c2H(r)
rα
. (3.4.89)
The next Proposition is a generalization of our earlier assumption about resistance
scaling. For reference, this is Proposition 4.28 of [12].
Proposition 3.4.24. Assuming conjecture 3.4.1 there exist constants C1, C2 depend-
ing only on V , such that E satisfies RES(H,C1, C2).
Proof
Let k be the smallest integer so that l−kV ≤ 12d−1/2. Note that if O ∈ Ok then
d(x, y) ≤ d1/2l−kV ≤ 12R. Write B0 = B(x0, R) and B1 = B(x0, 2R)c.
First we prove the uppoer bound. Let S0, S1, . . . , Sn be such that Sn ⊂ B1 and Si
is adjacent to Si+1 for i = 0, . . . , n−1. Let f be the harmonic function in V −(S0∪B1)
which is 1 on S0 and 0 on B1. Let A0 = S0 ∩ S1, and A1 be the face of S1 opposite
to A0. Then using the lower bounds for the slides and corner moves, one can show
that there exists C1 ∈ (0, 1) such that f ≥ C1 on A1. Thus g = (f−C1)+1−C1 satisfies
ES1(g, g) ≥ γk. This implies that
Reff(S0, B1)
−1 = E(f, f) ≥ ES1(f, f) ≥ (1− C1)−2γk. (3.4.90)
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By the monotonicity of the resistance we have
Reff(B0, B1) ≤ Reff(S0, B1) ≤ C2γ−1k , (3.4.91)
which gives the desired upper bound. Let n = k + 1 and let S ∈ On. We use the
definitions of vn, wij, and ui from Proposition 3.4.21. The symmetry of vn shows that
we have wij ≥ 12 on the half of S which is closer to Aij. This implies that ui(x) ≥ 12
if ‖x− xi‖∞ ≤ 12 l−n)V .
Let y ∈ l−nV Z ∩ V , and let V (y) be the union of the 4N -gons in On containing
y. We consider functions congruent to 2uo ∧ 1 in each of the 4N -gons in V (y), and
construct a function gi such that gi = 0 on V − V (y), gi(z) = 1 for z ∈ V with
‖z − y‖∞ ≤ 12 l−nV , and E(gi, gi) ≤ Cγn. Choose y1, . . . , ym so that B0 ⊂
⋃
i V (yi). We
may take m ≤ C5. Then if h = 1 ∧ (
∑
i gi) we have h = 1 on B0 and h = 0 on B1.
This gives
Reff(B0, B1)
−1 ≤ E(h, h) ≤ E
(∑
gi,
∑
gi
)
≤ C6γn. (3.4.92)
This gives the lower bound.
3.4.3 Heat Kernel Estimates
We remind the reader that the contents of this section depend on the assumptions
contained in section 2.7.
For this subsection we write h for the inverse of H, and V (x, r) = µ(B(x, r)). We
say that V satisfies volume doubling (VD) if there exists a constant C1 such that
V (x, 2R) ≤ c1V (x,R) for all x ∈ V, 0 ≤ R ≤ 1. (3.4.93)
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We say that pt(x, y) satisfies HK(H; η1, η2), c0) if for x, y ∈ V, 0 < t ≤ 1,
pt(x, y) ≥ c−10 V (X, h(t))−1 exp(−c0(H(d(x, y))/t)η1), (3.4.94)
pt(x, y) ≥ c0V (X, h(t))−1 exp(−c−10 (H(d(x, y))/t)η2). (3.4.95)
The following equivalence is proved in [37].
Theorem 3.4.25. Let H : [0, 1] → [0,∞) be a strictly increasing function with
H(1) ∈ (0,∞) that satisfies 3.4.85 and 3.4.84. Then the following are equivalent:
1. The Dirichlet form (E ,F) satisfies VD, EHI, and REH(H, c1, c2) for some
c1, c2 > 0.
2. The Dirichlet form (E ,F) satisfies HK(H; η1, η2, c0) for some α, η1, η2, c0 > 0.
Theorem 3.4.26. Assuming conjecture 3.4.1 the process X has transition density
pt(x, y) which satisfies HK(H; η1, η2, C), where η1 = 1/(β0 − 1), and η2 = 1/(β′ − 1),
and the constant C depends only on V .
Proof
This proof is due to Barlow, Bass, Kumagai, and Teplyaev. See Theorem 4.30 [12].
This follows from Theorem 3.4.25 and Propositions 3.4.17 and 3.4.24.
Let
Jr(f) = r
α
∫
V
∫
B(x,r)
|f(x)− f(y)|2dµ(x)dµ(y), (3.4.96)
N rH(ff) = H(r)
−1Jr(f), NH(f) = sup
0<r≤1
N rH(f), (3.4.97)
WH = {f ∈ L2(V, µ) : NH(f) <∞}. (3.4.98)
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Let rj = l
−kj, where k is from the definition of H. The following is Theorem 4.1
of [69]
Theorem 3.4.27. Assume conjecture 3.4.1. Suppose pt satisfies HK(H, η1, η2, C0),
and H satisfies 3.4.85 and 3.4.84, then
C1E(f, f) ≤ lim sup
j→∞
N
rj
H (f) ≤ NH(f) ≤ C2E(f, f) for all f ∈ WH , (3.4.99)
where the constants Ci depend only on the constants in 3.4.84,3.4.85, and in HK(H; η1, η2, C0).
Further
F = WH (3.4.100)
Theorem 3.4.28. Let (E ,F) ∈ E1 and assume conjecture 3.4.1.
1. There exists constants C1, C2 > 0 such that for all r ∈ [0, 1],
C1H0(r) ≤ H(r) ≤ C2H0(r). (3.4.101)
2. WH = WH0, and there exists constants C3, C4 such that
C3NH0(F ) ≤ E(f, f) ≤ C4NH0(f) for all f ∈ WH . (3.4.102)
3. F = WH0.
Proof
This result is due to Barlow, Bass, Kumagai, and Teplyaev. See Theorem 4.32 [12].
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We have H(r) ≤ C2H0(r) by Lemma 3.4.23 so
NH(f) ≥ C−12 NH0(f). (3.4.103)
Recall that the diffusions and their domains constructed earlier were denoted (EU ,FU).
By 3.4.103 and 3.4.100 we have F ⊂ FU . In particulate vE0 ∈ FU . Let,
A = lim sup
k→ infty
H(rk)
H0(rk)
(3.4.104)
Note that A ≤ C2. Let f ∈ F , then we have by Theorem 3.4.27,
EU(f, f) ≤ C3 lim sup
j→∞
H0(rj)
−1Jrj(f) = C3 lim sup
j→∞
H(rj)
H0(rj)
H(rj)
−1Jrj(f) (3.4.105)
≤ C3 lim sup
j→∞
AN
rj
H (f) ≤ C4AE(f, f). (3.4.106)
If we take f = vE0 gives
1 ≤ EU(vE0 , vE0 ) ≤ C4AE(vE0 , vE0 ) = C4A. (3.4.107)
This implies that A ≥ C5 = C−14 . By Lemma 3.4.23 we have for n,m ≥ 0,
H(rn+m)
H0(rn +m)
≥ C−16 ≥ C5/C6, (3.4.108)
which implies 3.4.101. The remainder of the theorem follows from Theorem 3.4.27.
Remark 3.4.29. Theorem 3.4.28 implies that pt(x, y) satisfies HK(H0, η1, η1, C) with
η1 = 1/(β0 − 1).
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3.4.4 Uniqueness of the Process
Definition 3.4.30. Let W = WH0 be as defined in 3.4.96. Let A,B ∈ E. We say
that A ≤ B if
B(u, u)−A(u, u) ≥ 0 for all u ∈ W. (3.4.109)
For A,B ∈ E define
sup(B|A) = sup
{B(f, f)
A(f, f) : f ∈ W
}
, (3.4.110)
inf(B|A) = inf
{B(f, f)
A(f, f) : f ∈ W
}
(3.4.111)
h(A,B) = log
(
sup(B|A)
inf(B|A)
)
; (3.4.112)
Note that h is Hilbert’s projective metric. Further we have h(θA,B) = h(A,B)
for any θ ∈ (0,∞). Also, h(A,B) = 0 if and only if A is a non-zero constant multiple
of B.
The final two Theorems are due to Barlow, Bass, Kumagai, and Teplyaev in [12].
Together these establish the uniqueness – up to scalar multiples of the time parameter
– of the diffusion we’ve constructed.
Theorem 3.4.31. Assumning conjecture 3.4.1 there exists a constant CV , which
depends only on V , such that if A,B ∈ E then
h(A,B) ≤ CV (3.4.113)
Proof Let A′ = A/ ‖A‖ , B′ = B/ ‖B‖. Then h(A,B) = h(A′,B′). By Theorem
3.4.28 there exist Ci depending only on V such that 3.4.102 holds for both A′ and B′.
119
This implies
B′(f, f)
A(f, f) ≤
C2
C2
for f ∈ W. (3.4.114)
This means that sup(B′|A) ≤ C2/C1. Similarly one has the bound inf(B′|A′) ≥
C1/C2. Thus we obtain h(A′,B′) ≤ 2 log(C2/C1).
Theorem 3.4.32. Let V ⊂ R be a 4N carpet. Assuming conjecture 3.4.1 then, up to
scalar multiples E consists of at most one element. Furthermore, this element satisfies
scale invariance.
Proof
We’ve shown earlier that E is non-empty. Let A,B ∈ E, and λ = inf(B|A). Let δ > 0
and C = (1 + δ)B − λA. By Theorem 3.1.1 C is a local regular Dirichlet form on
L2(v, µ) and C ∈ E. Since
C(f, f)
A(f, f) = (1 + δ)
B(f, f)
A(f, f) − λ, f ∈ W, (3.4.115)
we have
sup(C|A) = (1 + δ) sup(B|A)− λ (3.4.116)
inf(C|A) = (1 + δ) inf(B|A)− λ = δλ (3.4.117)
From which it follows that for any δ > 0, we have
eh(A,C) =
(1 + δ) sup(B|A)− λ
δλ
≥ 1
δ
(eh(A,B) − 1) (3.4.118)
If h(A,B) > 0 the quantity is not bounded as δ → 0. This contradicts Theorem
3.4.31. It must therefore be the case that h(A,B) = 0.
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Corollary 3.4.33. Let V be a 4N-gon for which conjectures 2.7.1, 2.7.2 (3.4.1)
hold. If X is a continuous non-degenerate symmetric strong Markov process which is
a Feller process, whose state space is V , and whose Dirichlet form is invariant with
respect to the local symmetries of V , then the law of X under Px is uniquely defined
up to scalar multiples of the time parameter, for each x ∈ V .
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