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Much of the theory for the lasso in the linear model Y = Xβ∗+ε hinges on the
quantity 2‖X>ε‖∞/n, which we call the lasso’s effective noise. Among other
things, the effective noise plays an important role in finite-sample bounds for
the lasso, the calibration of the lasso’s tuning parameter, and inference on the
parameter vector β∗. In this paper, we develop a bootstrap-based estimator
of the quantiles of the effective noise. The estimator is fully data-driven, that
is, does not require any additional tuning parameters. We equip our estimator
with finite-sample guarantees and apply it to tuning parameter calibration for
the lasso and to high-dimensional inference on the parameter vector β∗.
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1 Introduction
Consider the high-dimensional linear model Y = Xβ∗ + ε with response vector
Y ∈ Rn, design matrix X ∈ Rn×p, target vector β∗ ∈ Rp, and random noise ε ∈ Rn.
We allow for a dimension p that is of the same order or even much larger than the
sample size n, and we assume a target vector β∗ that is sparse. A popular estimator
of β∗ in this framework is the lasso (Tibshirani, 1996)
βˆλ ∈ arg min
β∈Rp
{
1
n
‖Y −Xβ‖22 + λ‖β‖1
}
, (1.1)
where λ ∈ [0,∞) is a tuning parameter. The lasso estimator satisfies the well-known
prediction bound
λ ≥ 2‖X
>ε‖∞
n
=⇒ 1
n
‖X(β∗ − βˆλ)‖22 ≤ 2λ‖β∗‖1, (1.2)
which is an immediate consequence of the basic inequality for the lasso (Bu¨hlmann
and van de Geer, 2011, Lemma 6.1) and Ho¨lder’s inequality. This simple bound high-
lights that a crucial quantity in the analysis of the lasso estimator is 2‖X>ε‖∞/n.
We call this quantity henceforth the effective noise.
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The effective noise does not only play a central role in the stated prediction
bound but rather in almost all known finite-sample bounds for the lasso. Such
bounds, called oracle inequalities, are generally of the form (Bu¨hlmann and van de
Geer, 2011; Giraud, 2014; Hastie et al., 2015)
λ ≥ (1 + δ) 2‖X
>ε‖∞
n
=⇒ ‖β∗ − βˆλ‖ ≤ κλ (1.3)
with some constant δ ∈ [0,∞), a factor κ = κ(β∗) that may depend on β∗, and a
(pseudo-)norm ‖·‖. Oracle inequalities of the form (1.3) are closely related to tuning
parameter calibration for the lasso: they suggest to control the loss L(β∗, βˆλ) =
‖β∗ − βˆλ‖ of the lasso estimator βˆλ by taking the smallest tuning parameter λ for
which the bound ‖β∗ − βˆλ‖ ≤ κλ holds with given probability 1− α. Denoting the
(1 − α)-quantile of the effective noise 2‖X>ε‖∞/n by λ∗α, we immediately derive
from the oracle inequality (1.3) that
P
(
‖β∗ − βˆ(1+δ)λ‖ ≤ κ(1 + δ)λ
)
≥ 1− α (1.4)
for λ ≥ λ∗α. Stated differently, λ = (1 + δ)λ∗α is the smallest tuning parameter for
which the oracle inequality (1.3) yields the finite-sample bound ‖β∗− βˆλ‖ ≤ κλ with
probability at least 1− α. Importantly, the tuning parameter choice λ = (1 + δ)λ∗α
is not feasible in practice, since the quantile λ∗α of the effective noise is not observed.
An immediate question is, therefore, whether the quantile λ∗α can be estimated.
The effective noise is also closely related to high-dimensional inference. To give an
example, we consider testing the null hypothesis H0 : β
∗ = 0 against the alternative
H1 : β
∗ 6= 0. Testing this hypothesis corresponds to an important question in
practice: do the regressors in the model Y = Xβ∗ + ε have any effect on the
response at all? A test statistic for the hypothesis H0 is given by T = 2‖X>Y ‖∞/n.
Under H0, it holds that T = 2‖X>ε‖∞/n, that is, T is the effective noise. A test
based on the statistic T can thus be defined as follows: reject H0 at the significance
level α if T > λ∗α. Since the quantile λ
∗
α is not observed, this test is not feasible in
practice, which brings us back to the question of whether the quantile λ∗α can be
estimated.
In this paper, we devise an estimator of the quantile λ∗α based on bootstrap.
Besides the level α ∈ (0, 1), it does not depend on any free parameters, which
means that it is fully data-driven. The estimator can be used to approach a number
of statistical problems in the context of the lasso. Here, we focus on two such
problems: (i) tuning parameter calibration for the lasso and (ii) inference on the
parameter vector β∗.
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(i) Tuning parameter calibration for the lasso. Our estimator λˆα of the quantile λ
∗
α
can be used to calibrate the lasso with essentially optimal finite-sample guaran-
tees. Specifically, we derive finite-sample statements of the form
P
(
‖β∗ − βˆ(1+δ)λˆα‖ ≤ κ(1 + δ)λ∗α−νn
)
≥ 1− α− ηn, (1.5)
where 0 < νn ≤ Cn−K and 0 < ηn ≤ Cn−K for some positive constants C
and K. Statement (1.5) shows that calibrating the lasso with the estimator λˆα
yields almost the same finite-sample bound on the loss L(β∗, β) = ‖β∗ − β‖ as
calibrating it with the oracle parameter λ∗α. In particular, (1.5) is almost as
sharp as the oracle bound P(‖β∗ − βˆ(1+δ)λ∗α‖ ≤ κ(1 + δ)λ∗α) ≥ 1 − α, which is
obtained by plugging λ = λ∗α into (1.4).
Finite-sample guarantees for the practical calibration of the lasso’s tuning pa-
rameter are scarce. Exceptions include finite-sample bounds for Adaptive Vali-
dation (AV) (Chichignoud et al., 2016) and Cross-Validation (CV) (Chetverikov
et al., 2016). One advantage of our approach via the effective noise is that it
yields finite-sample guarantees not only for a specific loss but for any loss for
which an oracle inequality of the type (1.3) is available. Another advantage is
that it does not depend on secondary tuning parameters that are difficult to
choose in practice; the only parameter it depends on is the level 1 − α, which
plays a similar role as the significance level of a test and, therefore, can be
chosen in the same vein in practice.
(ii) Inference on the parameter vector β∗. Our estimator λˆα of the quantile λ∗α
can also be used to test hypotheses on the parameter vector β∗ in the model
Y = Xβ∗ + ε. Consider again the problem of testing H0 : β∗ = 0 against
H1 : β
∗ 6= 0. Our approach motivates the following test: reject H0 at the signif-
icance level α if T > λˆα. We prove under mild regularity conditions that this
test has the correct level α under H0 and is consistent against alternatives that
are not too close to H0. Moreover, we show that the test can be generalized
readily to more complex hypotheses.
High-dimensional inference based on the lasso has turned out to be a very dif-
ficult problem. Some of the few advances that have been made in recent years
include tests for the significance of small, fixed groups of parameters (Zhang and
Zhang, 2014; van de Geer et al., 2014; Javanmard and Montanari, 2014; Gold
et al., 2019), tests for the significance of parameters entering the lasso path
(Lockhart et al., 2014), rates for confidence balls for the entire parameter vector
(and infeasibility thereof) (Nickl and van de Geer, 2013; Cai and Guo, 2018),
and methods for inference after model selection (Belloni et al., 2013; Tibshirani
3
et al., 2016). We complement the existing literature by devising tests for addi-
tional hypotheses. In stark contrast to most other methods for high-dimensional
inference, our tests are completely free of tuning parameters and, therefore, dis-
pense with any fine-tuning (such as the calibration of a lasso tuning parameter
in the first group of papers cited above).
The paper is organized as follows. In Section 2, we detail the modeling framework.
Our estimator of the quantiles of the effective noise is developed in Section 3. In
Section 4, we apply the estimator to tuning parameter calibration and inference for
the lasso. Our theoretical analysis is complemented by a small simulation study in
Section 5, which investigates the finite-sample performance of our methods.
2 Model setting
We consider the standard linear model
Y = Xβ∗ + ε, (2.1)
where Y = (Y1, . . . , Yn)
> ∈ Rn is the response vector, X = (X1, . . . , Xn)> ∈ Rn×p
is the design matrix with the vectors Xi = (Xi1, . . . , Xip)
>, β∗ = (β∗1 , . . . , β
∗
p)
> ∈ Rp
is the parameter vector, and ε = (ε1, . . . , εn)
> ∈ Rn is the noise vector. We are
particularly interested in high-dimensional versions of the model, that is, p ≈ n or
even p n. Throughout the paper, we assume the design matrix X to be random,
but our results carry over readily to fixed design matrices. We impose the following
regularity conditions on the model (2.1):
(C1) The random variables (Xi, εi) are independent across i.
(C2) The covariates Xij have bounded support, that is, |Xij| ≤ CX for all i, j and
some sufficiently large constant CX <∞. Moreover, n−1
∑n
i=1 E[X2ij] ≥ c2X for
some constant cX > 0.
(C3) The noise variables εi are such that E[εi|Xi] = 0 and E[|εi|θ] ≤ Cθ < ∞ for
some θ > 4 and all i. Moreover, the conditional noise variance σ2(Xi) =
E[ε2i |Xi] satisfies 0 < c2σ ≤ σ2(·) ≤ C2σ < ∞ with some suitable constants cσ
and Cσ.
(C4) It holds that p ≤ Crnr, where r > 0 is an arbitrarily large but fixed constant
and Cr > 0.
(C5) There exist a constant Cβ < ∞ and some small δβ > 0 such that ‖β∗‖1 ≤
Cβn
1/2−δβ .
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Condition (C1) stipulates independence across the observations, but the obser-
vations need not be identically distributed. The assumption about the boundedness
of the covariates Xij in (C2) makes the derivations more lucid but can be relaxed
to sufficiently strong moment conditions on the variables Xij. Assumption (C3) on
the moments of the noise terms εi is quite mild: only a bit more than the first four
moments are required to exist. Condition (C4) on the relationship between n and
p is mild as well: p is allowed to grow as any polynomial of n. Condition (C5) im-
poses sparsity on the parameter vector β∗ in an `1-sense. This in particular allows
all coefficients β∗j to be non-zero (as long as most of them are sufficiently small).
Actual sparsity in an `0-sense is not required for our theoretical results.
3 Estimating the effective noise
Let λ∗α be the (1− α)-quantile of the effective noise 2‖X>ε‖∞/n, which is formally
defined as λ∗α = inf{q : P(2‖X>ε‖∞/n ≤ q) ≥ 1 − α}. We estimate λ∗α as follows:
for any λ, let εˆλ = Y −Xβˆλ be the residual vector that results from fitting the
lasso with the tuning parameter λ, and let e = (e1, . . . , en)
> be a standard normal
random vector independent of the data (X, Y ). Define the criterion function
Qˆ(λ, e) = max
1≤j≤p
∣∣∣ 2
n
n∑
i=1
Xij εˆλ,iei
∣∣∣,
and let qˆα(λ) be the (1−α)-quantile of Qˆ(λ, e) conditionally onX and Y . Formally,
qˆα(λ) = inf{q : Pe(Qˆ(λ, e) ≤ q) ≥ 1 − α}, where we use the shorthand Pe( · ) =
P( · |X, Y ). Our estimator of λ∗α is defined as
λˆα = inf
{
λ > 0 : qˆα(λ
′) ≤ λ′ for all λ′ ≥ λ}. (3.1)
In practice, λˆα can be computed by the following algorithm:
Step 1: For some large natural number M , specify a grid of points 0 < λ1 < . . . <
λM = λ, where λ = 2‖X>Y ‖∞/n is the smallest tuning parameter λ for
which βˆλ equals zero. Simulate L samples e
(1), . . . , e(L) of the standard
normal random vector e.
Step 2: For each grid point 1 ≤ m ≤M , compute the values of the criterion function
{Qˆ(λm, e(`)) : 1 ≤ ` ≤ L} and calculate the empirical (1 − α)-quantile
qˆα,emp(λm) from them.
Step 3: Approximate λˆα by λˆα,emp := qˆα,emp(λmˆ), where mˆ = min{m : qˆα,emp(λm′) ≤
λm′ for all m
′ ≥ m} if qˆα,emp(λM) ≤ λM and mˆ = M otherwise.
5
The values of M and L in this algorithm can be chosen large without excessive load
on the computations: the dependence of the computational complexity on M can
be reduced by computing the lasso with warm starts along the tuning parameter
path; the influence of L can be reduced through basic parallelization. Hence, the
algorithm is computationally feasible even when n and p are very large.
Before analyzing the estimator λˆα mathematically, we describe the heuristic idea
behind it: for every λ ∈ (0,∞), the criterion function Qˆ(λ, e) can be regarded
as a multiplier bootstrap version of the effective noise 2‖X>ε‖∞/n = 2 max1≤j≤p
|∑ni=1 Xijεi|/n. Consequently, qˆα(λ) can be interpreted as a bootstrap estimator of
the (1 − α)-quantile λ∗α of 2‖X>ε‖∞/n, which is obtained upon setting the tuning
parameter of the lasso to λ. Since the quality of the estimator qˆα(λ) hinges on
the choice of λ, the question is how to select an estimator qˆα(λ) from the family
{qˆα(λ) : λ > 0} that is a good approximation of λ∗α. Our selection rule (3.1) is
motivated by the two following heuristic considerations:
(a) Standard prediction bounds for the lasso suggest that the tuning parameter
choice λ = λ∗α produces a precise model fit Xβˆλ∗α . The prediction bound (1.2),
for example, implies that with probability at least 1 − α, we have ‖X(β∗ −
βˆλ∗α)‖22/n ≤ 2λ∗α‖β∗‖1, where 2λ∗α‖β∗‖1 = O(‖β∗‖1
√
log(p)/n) = o(1) under our
technical conditions. Hence, we expect the residual vector εˆλ∗α = Y − Xβˆλ∗α
to be a good proxy of the true noise vector ε, which in turn suggests that the
criterion function Qˆ(e, λ∗α) is a good proxy of the effective noise. As a result, we
expect the quantile qˆα(λ
∗
α) to be a suitable estimate of λ
∗
α, that is,
qˆα(λ
∗
α) ≈ λ∗α. (3.2)
(b) As we gradually increase λ from λ∗α to larger values, the lasso estimator βˆλ
tends to become more biased towards zero, implying that the residual vector εˆλ
gets a less accurate proxy of the noise vector ε. As a consequence, the quantile
qˆα(λ) tends to get larger as λ increases, thus overestimating λ
∗
α more and more
strongly. On the other hand, one can formally prove that qˆα(λ) does not grow
too quickly as λ increases. In particular, one can show that with high probability,
qˆα(λ) < λ for all λ ≥ λ∗α−δ, where the (1−{α− δ})-quantile λ∗α−δ is a bit larger
than the (1− α)-quantile λ∗α and we can let δ > 0 go to zero as the sample size
n increases. To summarize, we thus expect that with high probability,
λ∗α < qˆα(λ) < λ for all λ ≥ λ∗α−δ. (3.3)
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Figure 1: Graphical illustration of the estimator λˆα. The solid black line is the function
λ 7→ qˆα(λ), the dashed line is the 45-degree line, and the vertical dotted line indicates the
value of λˆα. (The graph was produced by running our method on one of the simulated
samples from the Monte Carlo study in Section 5.)
Taken together, (3.2) and (3.3) suggest approximating λ∗α by solving the fixed point
equation qˆα(λ) = λ and picking the largest such fixed point λ = λˆα. This is the
heuristic idea which underlies the formal definition of our estimator λˆα in (3.1). A
graphical illustration is provided in Figure 1.
We now analyze the theoretical properties of the estimator λˆα. To do so, we use
the following notation. By C1, K1, C2 and K2, we denote positive real constants that
depend only on the set of model parameters Θ = {cX , CX , cσ, Cσ, Cθ, θ, Cr, r, Cβ, δβ}
defined in (C1)–(C5). The constants C1, K1, C2 and K2 are thus in particular
independent of the sample size n and the dimension p. Moreover, we let
Tλ =
{ 2
n
‖X>ε‖∞ ≤ λ
}
be the event that the effective noise 2‖X>ε‖∞/n is smaller than λ. The following
theorem, which is the main result of the paper, formally relates the estimator λˆα to
the quantiles of the effective noise. In the sequel, we will use this theorem to derive
results on optimal tuning parameter choice and inference for the lasso.
Theorem 3.1. Let (C1)–(C5) be satisfied. There exist an event An with P(An) ≥
1−C1n−K1 for some positive constants C1 and K1 and a sequence of real numbers νn
with 0 < νn ≤ C2n−K2 for some positive constants C2 and K2 such that the following
holds: on the event Tλ∗α+νn ∩ An,
λ∗α+νn ≤ λˆα ≤ λ∗α−νn
for every α ∈ (an, 1− an) with an = 2νn + (n ∨ p)−1.
7
The proof of Theorem 3.1 is given in the Appendix. Precise definitions of An and
νn are provided in equations (A.2) and (A.6), respectively. Since P(Tλ∗α+νn ∩ An) =
(1− α) + o(1), Theorem 3.1 immediately implies the following.
Corollary 3.1. Under the conditions of Theorem 3.1,
P
(
λ∗α+νn ≤ λˆα ≤ λ∗α−νn
) ≥ 1− α + o(1).
Hence, with (asymptotic) probability at least 1− α, our estimator λˆα gives a good
approximation to λ∗α in the sense that λ
∗
α+νn ≤ λˆα ≤ λ∗α−νn .
4 Statistical applications
4.1 Tuning parameter choice
A major challenge when implementing the lasso estimator βˆλ is to choose the regu-
larization parameter λ. As already discussed in the Introduction, the lasso satisfies
the prediction bound (1.2), which can be rephrased as follows:
On the event Tλ, ‖X(β∗ − βˆλ′)‖22/n ≤ 2λ′‖β∗‖1 for every λ′ ≥ λ. (4.1)
To control the prediction error, we would like to choose the smallest tuning parame-
ter λ such that the bound ‖X(β∗− βˆλ)‖22/n ≤ 2λ‖β∗‖1 holds with high probability.
Formally speaking, we may consider
λoracleα = inf{λ > 0 : P(Tλ) ≥ 1− α}
with some α ∈ (0, 1) as the optimal tuning parameter. We call λoracleα the oracle
tuning parameter. It immediately follows from (4.1) that for every λ ≥ λoracleα ,
P
(
1
n
‖X(β∗ − βˆλ)‖22 ≤ 2λ‖β∗‖1
)
≥ 1− α,
whereas this probability bound is not guaranteed for any other λ < λoracleα . Conse-
quently, λoracleα is the smallest tuning parameter for which the prediction bound (4.1)
yields the finite-sample guarantee
1
n
‖X(β∗ − βˆλoracleα )‖22 ≤ 2λoracleα ‖β∗‖1 (4.2)
with probability at least 1 − α. Importantly, the oracle tuning parameter λoracleα is
nothing else than the (1− α)-quantile λ∗α of the effective noise, that is, λoracleα = λ∗α
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for every α ∈ (0, 1). Our estimator λˆα can thus be interpreted as an approximation
of the oracle parameter λoracleα . With the help of Theorem 3.1, we can show that
implementing βˆλ with the estimator λ = λˆα produces almost the same finite-sample
guarantee as (4.2).
Proposition 4.1. Let the conditions of Theorem 3.1 be satisfied. With probability
≥ 1− α− νn − C1n−K1 = 1− α + o(1), it holds that
1
n
‖X(β∗ − βˆλˆα)‖22 ≤ 2λoracleα−νn‖β∗‖1.
For completeness, a short proof is provided in the Appendix. The upper bound
2λoracleα−νn‖β∗‖1 in Proposition 4.1 is almost as sharp as the bound 2λoracleα ‖β∗‖1 in
(4.2); the only difference is that the (1−α)-quantile λoracleα is replaced by the some-
what larger (1 − {α − νn})-quantile λoracleα−νn . There are improved versions of the
prediction bound (1.2) (Lederer et al., 2019) as well as other types of prediction
bounds (Dalalyan et al., 2017; Hebiri and Lederer, 2012; van de Geer and Lederer,
2013) that can be treated in the same way.
Our method does not only allow us to obtain finite-sample bounds on the pre-
diction loss. It can also be used to equip the lasso with finite-sample guarantees for
other losses. We consider the `∞-loss L∞(β∗, β) = ‖β∗−β‖∞ for illustration. Analo-
gous considerations apply to any other loss for which an oracle inequality of the form
(1.3) is available, such as the `1- and `2-losses. Let S = {j : β∗j 6= 0} be the active
set of β∗. Moreover, for any vector v = (v1, . . . , vp)> ∈ Rp, let vS = (vj1(j ∈ S))pj=1
and define vS{ analogously with S
{ = {1 . . . , p} \ S. The design matrix X is said
to fulfill the `∞-restricted eigenvalue condition (Chichignoud et al., 2016) with the
constants φ > 0 and δ > 0 if
‖X>Xv‖∞
n
≥ φ‖v‖∞ for all v ∈ Cδ(S), (4.3)
where Cδ(S) is the double cone
Cδ(S) =
{
v ∈ Rp : ‖vS{‖1 ≤
2 + δ
δ
‖vS‖1
}
.
Under condition (4.3), we obtain the following oracle inequality, whose proof is
provided in the Supplementary Material.
Lemma 4.1. Suppose that X satisfies the restricted eigenvalue condition (4.3). On
the event Tλ, it holds that
‖βˆλ′ − β∗‖∞ ≤ κλ′ (4.4)
for every λ′ ≥ (1 + δ)λ with κ = 2/φ.
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Let Bn be the event that X satisfies the restricted eigenvalue condition (4.3) and
note that P(Bn)→ 1 for certain classes of random design matrices X (van de Geer
and Muro, 2014). The oracle inequality of Lemma 4.1 can be rephrased as follows:
on the event Tλ ∩ Bn, it holds that ‖βˆλ′ − β∗‖∞ ≤ κλ′ for any λ′ ≥ (1 + δ)λ. The
oracle parameter λoracleα yields the following finite-sample guarantee: on the event
Tλoracleα ∩ Bn, that is, with probability ≥ 1− α− P (B{n), it holds that
‖βˆ(1+δ)λoracleα − β∗‖∞ ≤ (1 + δ)κλoracleα . (4.5)
Theorem 3.1 implies that we can approximately recover this finite-sample guarantee
when replacing the oracle parameter λoracleα with the estimator λˆα.
Proposition 4.2. Let the conditions of Theorem 3.1 be satisfied. With probability
≥ 1− α− P(B{n)− νn − C1n−K1 = 1− α− P(B{n) + o(1), it holds that
‖βˆ(1+δ)λˆα − β∗‖∞ ≤ (1 + δ)κλoracleα−νn .
A proof of Proposition 4.2 can be found in the Appendix. It is important to note
that the `∞-bound of Proposition 4.2 entails finite-sample guarantees for variable
selection. Specifically, it implies that with probability ≥ 1 − α − P(B{n) + o(1),
the lasso estimator βˆ(1+δ)λˆα recovers all non-zero components of β
∗ that are larger
in absolute value than (1 + δ)κλoracleα−νn . From Lemma A.3 and Proposition A.1 in
the Appendix, it follows that λoracleα−νn ≤ C
√
log(n ∨ p)/n with some sufficiently large
constant C. Hence, with probability ≥ 1 − α − P(B{n) + o(1), the lasso estimator
βˆ(1+δ)λˆα in particular recovers all non-zero entries of β
∗ that are of larger order than
O(
√
log(n ∨ p)/n).
4.2 Inference for the lasso
Inference for the lasso is a notoriously difficult problem: the distribution of the lasso
has a complicated limit and is hardly useful for statistical inference (Knight and
Fu, 2000; Leeb and Po¨tscher, 2005). For this reason, inferential methods for the
lasso are quite rare. Some exceptions are tests for the significance of small, fixed
groups of parameters (Zhang and Zhang, 2014; van de Geer et al., 2014; Javanmard
and Montanari, 2014; Gold et al., 2019) and tests for the significance of parameters
entering the lasso path (Lockhart et al., 2014). In what follows, we show that our
method enables us to construct tests for further hypotheses of interest.
We first consider testing the null hypothesis H0 : β
∗ = 0 against the alternative
H1 : β
∗ 6= 0, which was briefly discussed in the Introduction. Our test statistic of H0
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is defined as
T =
2‖X>Y ‖∞
n
,
which implies that T = 2‖X>ε‖∞/n under H0, that is, T is the effective noise under
H0. This observation suggests to define a test of H0 as follows: reject H0 at the
significance level α if T > λˆα, where λˆα estimates the (1−α)-quantile λ∗α of T under
H0. This test has the following theoretical properties.
Proposition 4.3. Let the conditions of Theorem 3.1 be satisfied. Under the null
hypothesis H0 : β
∗ = 0, it holds that
P(T ≤ λˆα) ≥ 1− α + o(1).
Moreover, under any alternative β∗ 6= 0 that satisfies the condition P(‖X>Xβ∗‖∞/n
≥ c√log(n ∨ p)/n)→ 1 for every fixed c > 0, it holds that
P(T > λˆα) = 1− o(1).
The proof is deferred to the Appendix. Proposition 4.3 ensures that the proposed
test is of level α asymptotically and has asymptotic power 1 against any alter-
native β∗ 6= 0 that satisfies the condition P(‖X>Xβ∗‖∞/n ≥ c
√
log(n ∨ p)/n)
→ 1 for every c > 0. Such a condition is inevitable: in the model Y = Xβ∗ + ε,
it is not possible to distinguish between vectors β∗ 6= 0 that satisfy Xβ∗ = 0 and
the null vector. Hence, a test can only have power against alternatives β∗ 6= 0
that satisfy Xβ∗ 6= 0, that is, against alternatives β∗ 6= 0 that do not lie in the
kernel Ker(X) = Ker(X>X/n) of the linear mapping X. By imposing the condi-
tion P(‖X>Xβ∗‖∞/n ≥ c
√
log(n ∨ p)/n)→ 1, we restrict attention to alternatives
β∗ 6= 0 that have enough signal outside the kernel of X.
We now generalize the discussed test procedure in a way that allows to handle
more complex hypotheses. Specifically, we generalize it such that a low-dimensional
linear model can be tested against a high-dimensional alternative. To do so, we
partition the design matrix X into two parts according to X = (XA,XB), where
A ∪˙B = {1, . . . , p}, XA is the part of the design matrix that contains the obser-
vations on the regressors in the set A, and XB contains the observations on the
regressors in the set B. We also partition the parameter vector β∗ accordingly into
two parts β∗A ∈ R|A| and β∗B ∈ R|B| such that β∗ = ((β∗A)>, (β∗B)>)>. The linear
model (2.1) can then be written as
Y = XAβ
∗
A +XBβ
∗
B + ε. (4.6)
In practice, regression is often based on simple, low-dimensional models of the form
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Y = XAβ
∗
A + w, where w is the error term, and the number of regressors |A| is
small. Quite frequently, however, the question arises whether important explanatory
variables are missing from these simple models. This question can formally be
checked by a statistical test of the low-dimensional model Y = XAβ
∗
A + w against
a high-dimensional alternative of the form (4.6) that contains a large number |B|
of controls. More precisely speaking, a test of the null hypothesis H0,B : β
∗
B = 0
against the alternative H1,B : β
∗
B 6= 0 is required. Note that setting A = ∅ and
B = {1, . . . , p} nests the previously discussed problem of testing H0 against H1 as
a special case. To the best of our knowledge, a statistical test of H0,B against H1,B
is not available in the literature.
We construct a test of H0,B as follows: let P = I −XA(X>AXA)−1X>A be the
projection matrix onto the orthogonal complement of the column space of XA.
Applying P to both sides of the model equation (4.6) gives
PY = PXBβ∗B + u (4.7)
with u = Pε, which is itself a high-dimensional linear model with response PY and
design matrix PXB. In order to test whether the parameter vector β∗B in model (4.7)
is equal to 0, we use the same strategy as for the simpler problem of testing H0: our
test statistic is given by
TB =
2‖(PXB)>PY ‖∞
n
,
which implies that TB = 2‖(PXB)>u‖∞/n under H0,B. The quantiles of the statis-
tic 2‖(PXB)>u‖∞/n can be approximated by our method developed in Section 3:
define the criterion function
QˆB(λ, e) = max
j∈B
∣∣∣ 2
n
n∑
i=1
(PXB)ij uˆλ,i ei
∣∣∣,
where (PXB)ij is the (i, j)-th element of the matrix PXB, uˆλ = PY −PXBβˆB,λ is
the residual vector which results from fitting the lasso with tuning parameter λ to
the model (4.7), and e = (e1, . . . , en)
> is a standard normal random vector indepen-
dent of the data (X, Y ). Moreover, let qˆα,B(λ) be the (1 − α)-quantile of QˆB(λ, e)
conditionally on (X, Y ). As described in Section 3, we estimate the (1−α)-quantile
λ∗α,B of 2‖(PXB)>u‖∞/n by
λˆα,B = inf
{
λ > 0 : qˆα,B(λ
′) ≤ λ′ for all λ′ ≥ λ}.
Our test of the hypothesis H0,B is now carried out as follows: reject H0,B at the
significance level α if TB > λˆα,B.
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To derive the formal properties of the test, we define ϑ(j) = arg minϑ∈R|A| E[(Xij−
X>i,Aϑ)
2] with Xi,A = (Xij : j ∈ A). Put differently, we define X>i,Aϑ(j) to be the
L2-projection of Xij onto the linear subspace spanned by the elements of Xi,A. We
assume that minj∈B E[(Xij − X>i,Aϑ(j))2] ≥ cϑ > 0 for some constant cϑ. Such an
assumption is to be expected: it essentially says that the random variables Xij with
j ∈ B cannot be represented by a linear combination of the random variables Xij
with j ∈ A. The assumption is also mild; in particular, it is much weaker than
irrepresentable-type conditions that are usually imposed in the context of variable
selection for the lasso (van de Geer and Bu¨hlmann, 2009). We can now summarize
the formal properties of the test.
Proposition 4.4. Let the conditions of Theorem 3.1 be satisfied, suppose for sim-
plicity that the random variables (Xi, εi) are identically distributed across i, and let
|A| be a fixed number that does not grow with the sample size n. In addition, assume
that the |A| × |A| matrix ΨA = (E[XijXik] : j, k ∈ A) is positive definite and that
minj∈B E[(Xij − X>i,Aϑ(j))2] ≥ cϑ > 0. Under the null hypothesis H0,B : β∗B = 0, it
holds that
P(TB ≤ λˆα,B) ≥ 1− α + o(1).
Moreover, under any alternative β∗B 6= 0 with the property that P(‖(PXB)>(PXB)
β∗B‖∞/n ≥ c
√
log(n ∨ p)/n)→ 1 for every c > 0, it holds that
P(TB > λˆα,B) = 1− o(1).
This result shows that the proposed procedure is an asymptotic level-α-test that
has asymptotic power 1 against any alternative β∗B 6= 0 with the property that
P(‖(PXB)>(PXB)β∗B‖∞/n ≥ c
√
log(n ∨ p)/n)→ 1 for any c > 0. The latter con-
dition parallels the one in Proposition 4.3. The proof of Proposition 4.4 is provided
in the Appendix.
5 Simulations
In this section, we corroborate our results through Monte Carlo experiments. We
simulate data from the linear regression model (2.1) with sample size n = 500
and dimension p ∈ {250, 500, 1000}. The covariate vectors Xi = (Xi1, . . . , Xip)>
are independently sampled from a p-dimensional normal distribution with mean 0
and covariance matrix (1 − κ)I + κE, where I is the p × p identity matrix, E =
(1, . . . , 1)>(1, . . . , 1) ∈ Rp×p, and κ ∈ [0, 1) is the correlation between the entries
of the covariate vector Xi. We show the simulation results for κ = 0.25 unless
indicated differently, but we obtained similar results for other values of κ as well.
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Figure 2: Histograms of the estimates λˆα for different values of n and p. The red vertical
lines indicate the values of the oracle parameter λ∗α; the dotted vertical lines give the
values of E[λ], where λ = 2‖X>Y ‖∞/n is the smallest λ for which βˆλ = 0.
The noise variables εi are drawn i.i.d. from a normal distribution with mean 0 and
variance σ2 = 1. The target vector β∗ has the form β∗ = (c, . . . , c, 0, . . . , 0)>,
where the first 5 entries are set to c and the remaining ones to 0. The value of
c is chosen such that one obtains a prespecified value for the signal-to-noise ratio
SNR =
√‖Xβ∗‖22/n/σ = √‖Xβ∗‖22/n. We set SNR = 1 except when we ana-
lyze the hypothesis tests from Section 4.2: there, we consider the value SNR = 0,
which corresponds to the null hypothesis, and the values SNR ∈ {0.1, 0.2}, which
correspond to two different alternatives. We implement our estimation method with
L = 100 bootstrap replicates, which seems sufficient across a wide variety of set-
tings. All Monte Carlo experiments are based on N = 1000 simulation runs. The
implementations are in R version 3.5.1.
5.1 Approximation quality
We first examine how well the estimator λˆα approximates the quantile λ
∗
α. Figure 2
contains histograms of the N = 1000 estimates of λˆα for α = 0.05 and different
values of n and p. The red vertical line in each plot indicates the value of the
quantile λ∗α, which is computed by simulating 1000 values of the effective noise
2‖X>ε‖∞/n and then taking their empirical (1 − α)-quantile. The x-axis covers
the interval [0,Eλ] in each plot, where λ = 2‖X>Y ‖∞/n is the smallest tuning
parameter for which the lasso estimator is constantly equal to zero. This range is
motivated as follows: varying the tuning parameter λ in the interval [0, λ] produces
all possible lasso solutions. It is thus natural to measure the approximation quality
of λˆα by the deviation |λˆα − λ∗α| relative to the length of the interval [0, λ] rather
than by the absolute deviation |λˆα−λ∗α|. This, in turn, suggests that the right scale
to plot histograms of the estimates λˆα is the interval [0, λ]. Since this interval is
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(a) Hamming distances for κ = 0.25
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(b) Hamming distances for κ = 0
Figure 3: Histograms of the Hamming distances produced by the estimators βˆ, βˆoracle
and βˆCV. The solid black lines indicate the histograms of ∆H(βˆ, β
∗), the gray-shaded areas
indicate the histograms of ∆H(βˆoracle, β
∗), and the dotted lines indicate the histograms of
∆H(βˆCV, β
∗). The histograms of our estimator βˆ and the oracle βˆoracle in Subfigure (b)
essentially consist of only one bin at the value 0 that goes up to almost 1000 (which is the
total number of simulation runs); to make the histograms of the cross-validated estimator
visible, we cut the y-axis of the plots in Subfigure (b) at the value 100.
stochastic, we let the x-axis of our plots span the interval [0,Eλ] instead. According
to Figure 2, the estimates λˆα approximate the oracle quantile λ
∗
α accurately.
5.2 Tuning parameter calibration
We next investigate the performance of our method for calibrating the tuning pa-
rameter of the lasso. Our estimator of β∗ is defined as βˆ := βˆλˆα , where we use
the estimator λˆα with α = 0.05 as the tuning parameter. Our main interest is a
comparison between βˆ and the oracle estimator βˆoracle := βˆλ∗α , which is tuned with
the oracle parameter λ∗α rather than its estimate λˆα. This comparison allows us
to investigate whether βˆ is as accurate as suggested by our theory. To highlight
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Figure 4: Histograms of the `1-loss produced by the estimators βˆ, βˆoracle and βˆCV. The
format of the plots is the same as in Figure 3.
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Figure 5: Histograms of the `∞-loss produced by the estimators βˆ, βˆoracle and βˆCV. The
format of the plots is the same as in Figure 3.
the practical performance of our estimator further, we also compare βˆ to the lasso
estimator βˆCV := βˆλˆCV , where λˆCV is the tuning parameter chosen by 10-fold cross-
validation. Of course, there are many other tuning parameter calibration schemes
besides cross-validation, but a comprehensive comparison of all calibration schemes
is beyond the scope of this paper, and, therefore, we focus on the arguably most
popular representative.
We use four error measures to compare vectors β ∈ Rp to β∗: the Hamming dis-
tance ∆H(β, β
∗) =
∑p
j=1 |1(βj = 0) − 1(β∗j = 0)|, the `1-distance ∆1(β, β∗) =
‖β − β∗‖1, the `∞-distance ∆∞(β, β∗) = ‖β − β∗‖∞, and the prediction error
∆pr(β, β
∗) = ‖X(β − β∗)‖22/n. The Hamming distance allows us to investigate
the variable selection properties of the estimators βˆ, βˆoracle and βˆCV: the quantity
∆H(β, β
∗) counts the number of false-negative and false-positive entries in the vec-
tor β, where the entry j is defined to be a false negative if β∗j 6= 0 but βj = 0
and a false positive if β∗j = 0 but βj 6= 0. The `p-loss with ` ∈ {1,∞} and the
mean-squared prediction error ∆pr, on the other hand, allow us to investigate the
16
(n, p) = (500, 250)
0.00 0.10 0.20
0
50
15
0
25
0
prediction loss
# 
si
m
u
la
tio
ns
(n, p) = (500, 500)
0.00 0.10 0.20
0
50
15
0
25
0
prediction loss
# 
si
m
u
la
tio
ns
(n, p) = (500, 1000)
0.00 0.10 0.20
0
50
15
0
25
0
prediction loss
# 
si
m
u
la
tio
ns
Figure 6: Histograms of the prediction loss produced by the estimators βˆ, βˆoracle and βˆCV.
The format of the plots is the same as in Figure 3.
estimators’ estimation and prediction properties, respectively.
The simulation results for the Hamming distance are reported in Figure 3a for
our usual value κ = 0.25 of the correlation and in Figure 3b for κ = 0. The black
line in each plot depicts the histogram of the Hamming distances ∆H(βˆ, β
∗) that are
produced by our estimator βˆ over the N = 1000 simulation runs, the gray-shaded
area depicts the histogram of ∆H(βˆoracle, β
∗) produced by the oracle βˆoracle, and the
dotted line depicts the histogram of ∆H(βˆCV, β
∗) produced by the cross-validated
estimator βˆCV.
Comparing Figures 3a and 3b, we find that both the oracle and our estimator
provide more accurate variable selection for smaller correlations – in line with the-
ories for the lasso (Zhao and Yu, 2006). We also find that both the oracle and our
estimator provide more accurate variable selection than cross-validation – in line
with the well-known fact that cross-validation typically overselects. Finally, we find
that the histograms of our estimator are virtually the same as the ones of the oracle
estimator – in line with our theory.
The simulation results for the `1-norm are reported in Figure 4 and for the `∞-
norm in Figure 5. We find again that for both the `1- and the `∞-loss, the histograms
produced by our estimator βˆ are extremely close to those of the oracle βˆoracle, mean-
ing that the performance of our procedure matches the performance of the oracle.
We also find that our estimator improves on cross-validation in terms of the `1-norm
but slightly loses in terms of the `∞-norm. The reason for this difference is that λˆCV
tends to be much smaller than λˆα and λ
∗
α; this induces an accumulation of small,
spurious parameters, which affects the `1-norm more than the `∞-norm.
The simulation results for the prediction error are reported in Figure 6. Once
more, the histograms of our estimator are extremely close to those of the oracle.
Cross-validation performs best, which is no surprise in view of it being specifically
designed for this task.
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The two main conclusions from the simulations are that our method (i) exhibits
virtually the same performance as the oracle and (ii) rivals cross-validation in terms
of variable selection and estimation but not necessarily prediction.
5.3 Inference
We finally explore the empirical performance of the tests developed in Section 4.2.
We focus on the simpler test H0 : β
∗ = 0 against H1 : β∗ 6= 0, where we reject H0
at the significance level α if T = 2‖X>Y ‖∞/n > λˆα. We compare this test with
an oracle version that rejects H0 if T > λ
∗
α. Similarly as before, this comparison
allows us to investigate if our practical test matches its theoretical (and in practice
infeasible) analog as suggested by our theory. The simulation setup is as described
before, including the mentioned variations over the signal-to-noise ratio SNR: the
value SNR = 0 specifies the null hypothesis H0 : β
∗ = 0; the values SNR ∈ {0.1, 0.2}
specify the alternative (the larger SNR, the further the setup deviates from the null).
Table 1: Empirical size under the null and power against different alternatives.
(a) Empirical size under H0 : β
∗ = 0
feasible test oracle test
α = 0.01 α = 0.05 α = 0.1 α = 0.01 α = 0.05 α = 0.1
(n, p) = (500, 250) 0.024 0.057 0.110 0.021 0.056 0.087
(n, p) = (500, 500) 0.018 0.050 0.097 0.008 0.064 0.116
(n, p) = (500, 1000) 0.015 0.044 0.082 0.010 0.050 0.095
(b) Empirical power under the alternative with SNR = 0.1
feasible test oracle test
α = 0.01 α = 0.05 α = 0.1 α = 0.01 α = 0.05 α = 0.1
(n, p) = (500, 250) 0.151 0.304 0.440 0.118 0.341 0.458
(n, p) = (500, 500) 0.148 0.293 0.433 0.089 0.341 0.456
(n, p) = (500, 1000) 0.122 0.284 0.409 0.090 0.293 0.417
(c) Empirical power under the alternative with SNR = 0.2
feasible test oracle test
α = 0.01 α = 0.05 α = 0.1 α = 0.01 α = 0.05 α = 0.1
(n, p) = (500, 250) 0.644 0.850 0.923 0.664 0.890 0.940
(n, p) = (500, 500) 0.631 0.840 0.909 0.579 0.880 0.926
(n, p) = (500, 1000) 0.599 0.811 0.904 0.600 0.867 0.918
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Table 1a reports the empirical size of our feasible test and of its oracle version
under the null for different values of the nominal size α, sample size n, and dimen-
sion p. The empirical size is defined as the number of rejections divided by the total
number of simulation runs. We find that the size both of our feasible test and of
the oracle test is close to the target α in all considered scenarios.
Tables 1b and 1c report the empirical power of the tests for the signal-to-noise
ratios SNR = 0.1 and SNR = 0.2, respectively. The empirical power is again defined
as the number of rejections divided by the total number of simulation runs. We find
that the power increases when the signal-to-noise ratio SNR goes up, as expected.
We further find that the power of our test is very similar to the one of the oracle
test. Moreover, the power can be seen to be quite substantial despite the small
signal-to-noise ratios.
We conclude that our test has (i) similar performance as its oracle version,
(ii) sizes close to the nominal ones, and (iii) considerable power against alterna-
tives.
Appendix
In what follows, we prove the main theoretical results of the paper. We assume
throughout that the technical conditions (C1)–(C5) are fulfilled.
Notation
Throughout the Appendix, the symbols B, c, C, D and K denote generic constants
that may take a different value on each occurrence. Moreover, the symbols Bj,
cj, Cj, Dj and Kj with subscript j (which may be either a natural number or a
letter) are specific constants that are defined in the course of the Appendix. Unless
stated differently, the constants B, c, C, D, K, Bj, cj, Cj, Dj and Kj depend
neither on the sample size n nor on the dimension p. For ease of notation, we let
Θ = {cX , CX , cσ, Cσ, Cθ, θ, Cr, r, Cβ, δβ} be the list of model parameters specified in
(C1)–(C5). For a, b ∈ R, we write a ∨ b = max{a, b}. The random variables X,
ε and e are assumed to be defined on the same probability space (Ω,A,P) for all
n ≥ 1. We write Pe(·) = P( · |X, ε) and Ee[ · ] = E[ · |X, ε] to denote the probability
and expectation conditionally on X and ε.
To derive the theoretical results of the paper, it is convenient to reformulate the
estimator λˆα as follows: define Πˆ(γ, e) = max1≤j≤p |Wˆj(γ, e)|, where
Wˆ (γ, e) =
(
Wˆ1(γ, e), . . . , Wˆp(γ, e)
)>
with Wˆj(γ, e) =
1√
n
n∑
i=1
Xij εˆ 2√
n
γ,iei.
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Moreover, let pˆiα(γ) be the (1 − α)-quantile of Πˆ(γ, e) conditionally on X and Y ,
that is, conditionally on X and ε, which is formally defined as pˆiα(γ) = inf{q :
Pe(Πˆ(γ, e) ≤ q) ≥ 1− α}, and set
γˆα = inf
{
γ > 0 : pˆiα(γ
′) ≤ γ′ for all γ′ ≥ γ}.
The quantities Πˆ(γ, e), pˆiα(γ) and γˆα are related to Qˆ(λ, e), qˆα(λ) and λˆα by the
equations
Πˆ
(√n
2
λ, e
)
=
√
n
2
Qˆ(λ, e), pˆiα
(√n
2
λ
)
=
√
n
2
qˆα(λ), γˆα =
√
n
2
λˆα.
Hence, γˆα is a rescaled version of the estimator λˆα. In particular, we can reformulate
λˆα in terms of γˆα as λˆα = 2γˆα/
√
n.
For our proof strategy, we require some auxiliary statistics which are closely
related to Πˆ(γ, e), pˆiα(γ) and γˆα. To start with, we define Π(e) = max1≤j≤p |Wj(e)|,
where
W (e) =
(
W1(e), . . . ,Wp(e)
)>
with Wj(e) =
1√
n
n∑
i=1
Xijεiei,
and let γα be the (1− α)-quantile of Π(e) conditionally on X and ε. Moreover, we
set Π∗ = max1≤j≤p |W ∗j |, where
W ∗ = (W ∗1 , . . . ,W
∗
p )
> with W ∗j =
1√
n
n∑
i=1
Xijεi,
and let γ∗α be the (1 − α)-quantile of Π∗. Notice that γ∗α is a rescaled version of
λ∗α, in particular, γ
∗
α =
√
nλ∗α/2. Finally, we define Π
G = max1≤j≤p |Gj|, where
G = (G1, . . . , Gp)
> is a Gaussian random vector with the same covariance structure
as W ∗, that is, E[G] = E[W ∗] = 0 and E[GG>] = E[W ∗(W ∗)>], and we denote the
(1− α)-quantile of ΠG by γGα .
In order to relate the criterion function Πˆ(γ, e) to the term Π(e), we make use of
the simple bound
Πˆ(γ, e)
≤ Π(e) +R(γ, e)≥ Π(e)−R(γ, e), (A.1)
where
R(γ, e) = max
1≤j≤p
∣∣∣∣ 1√n
n∑
i=1
XijX
>
i
(
β∗ − βˆ 2√
n
γ
)
ei
∣∣∣∣.
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For our technical arguments, we further define the expression
∆ = max
1≤j,k≤p
∣∣Σjk − Σ∗jk∣∣ = max
1≤j,k≤p
∣∣∣∣ 1n
n∑
i=1
(
XijXikε
2
i − E[XijXikε2i ]
)∣∣∣∣,
where Σ = (Σjk : 1 ≤ j, k ≤ p) = Ee[W (e)W (e)>] is the covariance matrix of W (e)
conditionally on X and ε, and Σ∗ = (Σ∗jk : 1 ≤ j, k ≤ p) = E[W ∗(W ∗)>] is the
covariance matrix of W ∗. We finally introduce the event
Sγ =
{ 1√
n
‖X>ε‖∞ ≤ γ
}
,
which relates to Tλ by the equation S√nλ/2 = Tλ, as well as the event
An =
{
∆ ≤ B∆
√
log(n ∨ p)/n}, (A.2)
where the constant B∆ is defined in Lemma A.1 below.
Auxiliary results
Before we prove the main results of the paper, we derive some auxiliary lemmas
which are needed later on. Their proofs can be found in the Supplementary Material.
Lemma A.1. There exist positive constants B∆, C∆ and K∆ that depend only on
the model parameters Θ such that
P
(
∆ > B∆
√
log(n ∨ p)/n) ≤ C∆n−K∆ .
In particular, K∆ can be chosen to be any positive constant with K∆ < (θ − 4)/4,
where θ > 4 is defined in (C3).
Lemma A.2. On the event Sγ, it holds that
Pe
(
R(γ′, e) >
BR(log n)
2
√‖β∗‖1γ′
n1/4
)
≤ CR n−KR
for any γ′ ≥ γ, where the constants BR, CR and KR depend only on the model
parameters Θ, and KR can be chosen as large as desired by picking CR large enough.
Lemma A.3. For every α > 1/(n ∨ p), it holds that
γGα ≤ CXCσ
[√
2 log(2p) +
√
2 log(n ∨ p)],
where the constants CX and Cσ are defined in (C2) and (C3), respectively.
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In addition to Lemmas A.1–A.3, we state some results on high-dimensional Gaus-
sian approximations and anti-concentration bounds for Gaussian random vectors
from Chernozhukov et al. (2013) and Chernozhukov et al. (2015) that are required
for the proofs in the sequel. The first result is an anti-concentration bound which is
taken from Chernozhukov et al. (2015) – see their Theorem 3 and Corollary 1.
Lemma A.4. Let (V1, . . . , Vp)
> be a centered Gaussian random vector in Rp. Sup-
pose that there are constants 0 < c3 < C3 <∞ with c3 ≤ σj ≤ C3, where σ2j = E[V 2j ]
for 1 ≤ j ≤ p. Then for every δ > 0,
sup
t∈R
P
(∣∣∣ max
1≤j≤p
Vj − t
∣∣∣ ≤ δ) ≤ Cδ√1 ∨ log(p/δ),
where C > 0 depends only on c3 and C3.
The next two results correspond to Theorem 2 in Chernozhukov et al. (2015) and
Corollary 2.1 in Chernozhukov et al. (2013), respectively.
Lemma A.5. Let V = (V1, . . . , Vp)
> and V ′ = (V ′1 , . . . , V
′
p)
> be centered Gaussian
random vectors in Rp with covariance matrices ΣV = (ΣVjk : 1 ≤ j, k ≤ p) and
ΣV
′
= (ΣV
′
jk : 1 ≤ j, k ≤ p), respectively, and define δ = max1≤j,k≤p |ΣVjk − ΣV ′jk |.
Suppose that there are constants 0 < c4 < C4 <∞ with c4 ≤ ΣVjj ≤ C4 for 1 ≤ j ≤ p.
Then there exists a constant C > 0 that depends only on c4 and C4 such that
sup
t∈R
∣∣∣∣P( max1≤j≤pVj ≤ t)−P( max1≤j≤pV ′j ≤ t)
∣∣∣∣
≤ Cδ1/3{1 ∨ 2 log p ∨ log(1/δ)}1/3(log p)1/3.
Lemma A.6. Let Zi = (Zi1, . . . , Zip)
> be independent Rp-valued random vectors for
1 ≤ i ≤ n with mean zero and the following properties: c5 ≤ n−1
∑n
i=1 E[Z2ij] ≤ C5
and maxk=1,2{n−1
∑n
i=1 E[|Zij|2+k/Dkn]} + E[(max1≤j≤p |Zij|/Dn)4] ≤ 4, where c5 >
0, C5 > 0 and Dn ≥ 1 is such that D4n(log(pn))7/n ≤ C6n−c6 for some constants
c6 > 0 and C6 > 0. Define
W = (W1, . . . ,Wp)
> with Wj =
1√
n
n∑
i=1
Zij
and let V = (V1, . . . , Vp)
> be a Gaussian random vector with the same mean and
covariance as W , that is, E[V ] = E[W ] = 0 and E[V V >] = E[WW>]. Then there
exist constants C > 0 and K > 0 that depend only on c5, C5, c6 and C6 such that
sup
t∈R
∣∣∣∣P( max1≤j≤pWj ≤ t)− P( max1≤j≤pVj ≤ t)
∣∣∣∣ ≤ Cn−K .
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The final lemma of this section concerns the quantiles of Gaussian maxima.
Lemma A.7. Let (V1, . . . , Vp)
> be a centered Gaussian random vector in Rp which
fulfills the conditions of Lemma A.4. Moreover, let γVα be the (1 − α)-quantile of
max1≤j≤p Vj, which is formally defined as γVα = inf{q : P(max1≤j≤p Vj ≤ q) ≥ 1−α}.
It holds that
P
(
max
1≤j≤p
Vj ≤ γVα
)
= 1− α
for every α ∈ (0, 1).
Remark A.1. Note that Lemmas A.4–A.7 continue to hold for maxima of the form
max1≤j≤p |Vj|, max1≤j≤p |V ′j | and max1≤j≤p |Wj|. This follows from the fact that
max1≤j≤p |Vj| = max1≤j≤2p Uj with Uj = Vj and Up+j = −Vj for 1 ≤ j ≤ p.
Proof of Theorem 3.1
The proof proceeds in several steps. To start with, we formally relate the quantiles
γ∗α, γα and γ
G
α to each other.
Proposition A.1. There exist positive constants C and K that depend only on the
model parameters Θ such that
γ∗α+κn ≤ γGα ≤ γ∗α−κn
γGα+κn ≤ γ∗α ≤ γGα−κn
for any α ∈ (κn, 1− κn) with κn = Cn−K.
Proof of Proposition A.1. From (C2) and (C3), it immediately follows that 0 <
c5 ≤ n−1
∑n
i=1 E[(Xijεi)2] ≤ C5 < ∞ and maxk=1,2{n−1
∑n
i=1 E[|Xijεi|2+k/Dk]} +
E[(max1≤j≤p |Xijεi|/D)4] ≤ 4 for some appropriately chosen constants c5, C5 and D
that depend only on the parameters Θ. Since D does not depend on n, it further
holds that D4(log(pn))7/n ≤ C6n−c6 , where c6 can be chosen to be any positive
constant strictly smaller than 1 provided that C6 is picked sufficiently large. Hence,
we can apply Lemma A.6 to the terms Π∗ = max1≤j≤p |W ∗j | and ΠG = max1≤j≤p |Gj|
to obtain the following: there exist constants C > 0 and K > 0 depending only on
c5, C5, c6 and C6 such that
sup
t∈R
∣∣P(Π∗ ≤ t)− P(ΠG ≤ t)∣∣ < Cn−K . (A.3)
By Lemma A.7, it holds that P(ΠG ≤ γGα ) = 1 − α. Using this identity together
with (A.3) yields that
1− (α + Cn−K) < P(Π∗ ≤ γGα ) < 1− (α− Cn−K),
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which in turn implies that γ∗α+Cn−K ≤ γGα ≤ γ∗α−Cn−K for any α ∈ (Cn−K , 1−Cn−K).
This is the first statement of Proposition A.1. The second statement is an immediate
consequence thereof.
Proposition A.2. There exist positive constants C and K that depend only on the
model parameters Θ such that on the event An,
γ∗α+ξn ≤ γα ≤ γ∗α−ξn
γα+ξn ≤ γ∗α ≤ γα−ξn
for any α ∈ (ξn, 1− ξn) with ξn = Cn−K.
Proof of Proposition A.2. Conditionally on X and ε, W (e) is a Gaussian ran-
dom vector with the covariance matrix Σ = (Σjk : 1 ≤ j, k ≤ p), where Σjk =
n−1
∑n
i=1XijXikε
2
i . Moreover, by definition, G is a Gaussian random vector with
the covariance matrix Σ∗ = (Σ∗jk : 1 ≤ j, k ≤ p), where Σ∗jk = n−1
∑n
i=1 E[XijXikε2i ].
It is straightforward to verify that under (C2) and (C3), c4 ≤ Σ∗jj ≤ C4 with some
constants 0 < c4 ≤ C4 < ∞ that depend only on the parameters Θ. Hence, by
Lemma A.5, the distribution of ΠG = max1≤j≤p |Gj| is close to the conditional dis-
tribution of Π(e) = max1≤j≤p |Wj(e)| in the following sense:
sup
t∈R
∣∣Pe(Π(e) ≤ t)− P(ΠG ≤ t)∣∣ ≤ pi(∆), (A.4)
where pi(∆) = C∆1/3{1∨2 log(2p)∨log(1/∆)}1/3{log(2p)}1/3 with C depending only
on c4 and C4. Notice that the logarithm in the expression pi(∆) takes the argument
2p rather than p as in the formulation of Lemma A.5. This is due to the fact that
Π(e) and ΠG are maxima over absolute values as discussed in Remark A.1. From
(A.4), it immediately follows that on the event An,
sup
t∈R
∣∣Pe(Π(e) ≤ t)− P(ΠG ≤ t)∣∣ < pin, (A.5)
where we let pin be such that pi(B∆
√
log(n ∨ p)/n) < pin ≤ Cn−K with some positive
constants C and K. With the help of (A.5) and analogous arguments as in the proof
of Proposition A.1, we can infer that on the event An,
γα+pin ≤ γGα ≤ γα−pin
γGα+pin ≤ γα ≤ γGα−pin .
Combining this with the statement of Proposition A.1, we finally get that on An,
γ∗α+ξn ≤ γα ≤ γ∗α−ξn
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γα+ξn ≤ γ∗α ≤ γα−ξn
with ξn = κn + pin, which completes the proof.
We now turn to the main part of the proof of Theorem 3.1. To make the notation
more compact, we introduce the shorthands ρn = BR(log n)
2{Cβn1/2−δβ}1/2/n1/4 and
ψn = CXCσ[
√
2 log(2p)+
√
2 log(n ∨ p)]. Moreover, we let {νn} be any null sequence
with
νn > ξn + CRn
−KR + C7 max
{
gn
√
1 ∨ log
(
2p
gn
)
, hn
√
1 ∨ log
(
2p
hn
)}
, (A.6)
where gn = ρn(1 +ψn), hn = {ρn +ρn(1 +ρn)}ψn +ρn, and C7 is a positive constant
that depends only on the parameters Θ and that is specified below.
Our aim is to prove that on the event Tλ∗α+νn ∩ An, λ∗α+νn ≤ λˆα ≤ λ∗α−νn . This
is equivalent to the following statement: on the event Sγ∗α+νn ∩ An, it holds that
γ∗α+νn ≤ γˆα ≤ γ∗α−νn . By definition of γˆα,
pˆiα(γ) ≤ γ for all γ ≥ γ∗α−νn =⇒ γˆα ≤ γ∗α−νn (A.7)
pˆiα(γ) > γ for some γ > γ
∗
α+νn =⇒ γˆα > γ∗α+νn , (A.8)
and by definition of pˆiα(γ),
Pe(Πˆ(γ, e) ≤ γ) > 1− α =⇒ pˆiα(γ) ≤ γ (A.9)
Pe(Πˆ(γ, e) ≤ γ) < 1− α =⇒ pˆiα(γ) > γ. (A.10)
Hence, it suffices to prove the following two statements:
(I) On the event Sγ∗α+νn ∩ An, Pe(Πˆ(γ, e) ≤ γ) > 1− α for all γ ≥ γ∗α−νn .
(II) On the event Sγ∗α+νn ∩ An, Pe(Πˆ(γ, e) ≤ γ) < 1− α for some γ > γ∗α+νn .
Proof of (I). Suppose we are on the event Sγ∗α+νn ∩ An and let γ ≥ γ∗α−νn . Using
the simple bound (A.1), we obtain that
Pe
(
Πˆ(γ, e) ≤ γ) ≥ Pe(Π(e) +R(γ, e) ≤ γ)
≥ Pe
(
Π(e) +R(γ, e) ≤ γ,R(γ, e) ≤ ρn√γ
)
≥ Pe
(
Π(e) + ρn
√
γ ≤ γ,R(γ, e) ≤ ρn√γ
)
≥ Pe
(
Π(e) ≤ γ − ρn√γ
)− Pe(R(γ, e) > ρn√γ)
≥ Pe
(
Π(e) ≤ γ − ρn√γ
)− CRn−KR , (A.11)
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where the last inequality is by Lemma A.2. Since γ − ρn√γ ≥ γ − ρn(1 + γ) =
(1− ρn)γ − ρn and γ ≥ γ∗α−νn , we further get that
Pe
(
Π(e) ≤ γ − ρn√γ
) ≥ Pe(Π(e) ≤ (1− ρn)γ − ρn)
≥ Pe
(
Π(e) ≤ (1− ρn)γ∗α−νn − ρn
)
= Pe
(
Π(e) ≤ γ∗α−νn − ρn(1 + γ∗α−νn)
)
.
Moreover, since γ∗α−νn ≥ γα+ξn−νn on the event An by Proposition A.2 and γ∗α−νn ≤
γGα−κn−νn ≤ ψn by Proposition A.1 and Lemma A.3, it follows that
Pe
(
Π(e) ≤ γ − ρn√γ
) ≥ Pe(Π(e) ≤ γα+ξn−νn − ρn(1 + ψn))
= Pe
(
Π(e) ≤ γα+ξn−νn
)
− Pe
(
γα+ξn−νn − ρn(1 + ψn) < Π(e) ≤ γα+ξn−νn
)
. (A.12)
On the event An, we have that c2Xc2σ − B∆
√
log(n ∨ p)/n ≤ Ee[W 2j (e)] ≤ C2XC2σ +
B∆
√
log(n ∨ p)/n. Hence, we can apply Lemma A.4 to get that
Pe
(
γα+ξn−νn − ρn(1 + ψn) < Π(e) ≤ γα+ξn−νn
)
≤ sup
t∈R
Pe
(|Π(e)− t| ≤ ρn(1 + ψn))
≤ C7ρn(1 + ψn)
√
1 ∨ log
(
2p
ρn(1 + ψn)
)
(A.13)
with C7 depending only on Θ. By Lemma A.7, it further holds that Pe(Π(e) ≤
γα+ξn−νn) = 1− (α + ξn − νn). Plugging this identity and (A.13) into (A.12) yields
that
Pe
(
Π(e) ≤ γ − ρn√γ
) ≥ 1− α + νn − ξn − C7gn
√
1 ∨ log
(
2p
gn
)
with gn = ρn(1 + ψn). Inserting this into (A.11), we finally arrive at
Pe
(
Πˆ(γ, e) ≤ γ) ≥ 1− α + νn − ξn − CRn−KR − C7gn
√
1 ∨ log
(
2p
gn
)
> 1− α,
where the last inequality follows from the definition of νn in (A.6).
Proof of (II). Suppose we are on the event Sγ∗α+νn ∩An and let γ = (1 +φn)γ∗α+νn ,
where {φn} is a null sequence of positive numbers with φn ≤ Cn−K for some con-
stants C and K. For convenience, we set φn = ρn, but we could also work with any
other choice of φn that satisfies the conditions mentioned in the previous sentence.
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With the bound (A.1), we get that
Pe
(
Πˆ(γ, e) > γ
) ≥ Pe(Π(e)−R(γ, e) > γ)
≥ Pe
(
Π(e)−R(γ, e) > γ,R(γ, e) ≤ ρn√γ
)
≥ Pe
(
Π(e)− ρn√γ > γ,R(γ, e) ≤ ρn√γ
)
≥ Pe
(
Π(e) > γ + ρn
√
γ
)− Pe(R(γ, e) > ρn√γ)
≥ Pe
(
Π(e) > γ + ρn
√
γ
)− CRn−KR , (A.14)
where the final inequality is a direct consequence of Lemma A.2. Analogous argu-
ments as in the proof of (I) yield that
Pe
(
Π(e) > γ + ρn
√
γ
)
≥ Pe
(
Π(e) > γ + ρn(1 + γ)
)
= Pe
(
Π(e) > (1 + φn)γ
∗
α+νn + ρn(1 + (1 + φn)γ
∗
α+νn)
)
= Pe
(
Π(e) > γ∗α+νn + {φn + ρn(1 + φn)}γ∗α+νn + ρn
)
≥ Pe
(
Π(e) > γα−ξn+νn + hn
)
= Pe
(
Π(e) > γα−ξn+νn
)− Pe(γα−ξn+νn < Π(e) ≤ γα−ξn+νn + hn)
≥ α + νn − ξn − C7hn
√
1 ∨ log(2p/hn),
where hn = {φn+ρn(1+φn)}ψn+ρn = {ρn+ρn(1+ρn)}ψn+ρn under the assumption
that φn = ρn. Inserting this into (A.14), we arrive that
Pe
(
Πˆ(γ, e) > γ
) ≥ α + νn − ξn − CRn−KR − C7hn
√
1 ∨ log
(
2p
hn
)
> α,
which is equivalent to the statement that Pe
(
Πˆ(γ, e) ≤ γ) < 1− α.
Proof of Proposition 4.1
From (1.2), it follows that ‖X(β∗ − βˆλ)‖22/n ≤ 2λ‖β∗‖1 for every λ ≥ λ∗α+νn on
the event Tλ∗α+νn . Moreover, by Theorem 3.1, λ∗α+νn ≤ λˆα ≤ λ∗α−νn on the event
Tλ∗α+νn ∩ An. Hence, we can infer that
1
n
‖X(β∗ − βˆλˆα)‖22 ≤ 2λˆα‖β∗‖1 ≤ 2λ∗α−νn‖β∗‖1
on the event Tλ∗α+νn ∩ An, which occurs with probability P(Tλ∗α+νn ∩ An) ≥ 1− α −
νn − C1n−K1 .
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Proof of Proposition 4.2
From Lemma 4.1, we know that on the event Tλ∗α+νn ∩ Bn, ‖βˆλ − β∗‖∞ ≤ κλ for
every λ ≥ (1 + δ)λ∗α+νn . Moreover, on the event Tλ∗α+νn ∩ An, it holds that λ∗α+νn ≤
λˆα ≤ λ∗α−νn by Theorem 3.1. Hence, we can infer that
‖βˆ(1+δ)λˆα − β∗‖∞ ≤ (1 + δ)κλˆα ≤ (1 + δ)κλ∗α−νn
on the event Tλ∗α+νn ∩An ∩Bn, which occurs with probability P(Tλ∗α+νn ∩An ∩Bn) ≥
1− α− P(B{n)− νn − C1n−K1 .
Proof of Proposition 4.3
For the proof, we reformulate the test of H0 as follows: slightly abusing notation,
we redefine the test statistic as T = ‖X>Y ‖∞/
√
n. As above, we further let γ∗α =√
nλ∗α/2 be the (1 − α)-quantile of ‖X>ε‖∞/
√
n and define the estimator γˆα =√
nλˆα/2. Our test ofH0 can now be expressed as follows: rejectH0 at the significance
level α if T > γˆα.
We first prove that P(T ≤ γˆα) ≥ 1−α+o(1) under H0. With the help of Theorem
3.1, we obtain that under H0,
P(T ≤ γˆα) ≥ P(T ≤ γˆα, Tλ∗α+νn ∩ An) ≥ P(T ≤ γ∗α+νn , Tλ∗α+νn ∩ An)
= P(Tλ∗α+νn ∩ An) ≥ 1− α− νn − C1n−K1 ,
where the equality in the last line follows from the fact that the two events Tλ∗α+νn
and {T ≤ γ∗α+νn} are identical. As a result, we get that P(T ≤ γˆα) ≥ 1 − α + o(1)
under H0.
We next prove that P(T > γˆα) = 1− o(1) under any alternative H1 : β∗ 6= 0 that
fulfills the conditions of Proposition 4.3. Suppose we are on such an alternative and
let {αn} be a null sequence with 2νn + (n ∨ p)−1 < αn < α. It holds that
P(T > γˆα) ≥ P(T > γˆαn) = P
( 1√
n
‖X>Xβ∗ +X>ε‖∞ > γˆαn
)
≥ P
(‖X>Xβ∗‖∞√
n
> γˆαn +
‖X>ε‖∞√
n
)
, (A.15)
where the last line is due to the triangle inequality. Applying Theorem 3.1, Propo-
sition A.1 and Lemma A.3, the term γˆαn can be bounded by
γˆαn ≤ γ∗αn−νn ≤ γGαn−νn−κn ≤ ψn (A.16)
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on the event Tλ∗αn+νn∩An, where ψn = CXCσ[
√
2 log(2p)+
√
2 log(n ∨ p)]. Moreover,
for the term Π∗ = ‖X>ε‖∞/
√
n, we have that
P
(‖X>ε‖∞√
n
≤ ψn
)
= P(Π∗ ≤ ψn) = P(ΠG ≤ ψn) +
[
P(Π∗ ≤ ψn)− P(ΠG ≤ ψn)
]
≥ P(ΠG ≤ ψn)− Cn−K
≥ P(ΠG ≤ γG2/(n∨p))− Cn−K
= 1− 2
n ∨ p − Cn
−K = 1− o(1) (A.17)
with some positive constants C and K, where the first inequality follows from (A.3)
and the second one from Lemma A.3. Using (A.16) and (A.17) in the right-hand
side of equation (A.15), we can infer that
P
(‖X>Xβ∗‖∞√
n
> γˆαn +
‖X>ε‖∞√
n
)
≥ P
(‖X>Xβ∗‖∞√
n
> γˆαn +
‖X>ε‖∞√
n
,
‖X>ε‖∞√
n
≤ ψn, Tλ∗αn+νn ∩ An
)
≥ P
(‖X>Xβ∗‖∞√
n
> 2ψn,
‖X>ε‖∞√
n
≤ ψn, Tλ∗αn+νn ∩ An
)
= P
(‖X>Xβ∗‖∞√
n
> 2ψn
)
− o(1) = 1− o(1), (A.18)
the last equality following from the assumption that P(‖X>Xβ∗‖∞/n
≥ c√log(n ∨ p)/n) → 1 for every c > 0. Combining (A.18) with (A.15) yields
that P(T > γˆα) = 1− o(1) under the alternative, which completes the proof.
Proof of Proposition 4.4
Similarly as in the proof of Proposition 4.3, we reformulate the test of H0,B : β
∗
B = 0.
Slightly abusing notation, we redefine the test statistic as
TB =
‖(PXB)>PY ‖∞√
n
.
Moreover, we let γ∗α,B =
√
nλ∗α,B/2 be the (1−α)-quantile of ‖(PXB)>u‖∞/
√
n and
set γˆα,B =
√
nλˆα,B/2. Our test of H0,B can now be formulated as follows: reject
H0,B at the significance level α if TB > γˆα,B. This test has the same structure as the
test of the simpler hypothesis H0 : β
∗ = 0. The only difference is that it is based
on the transformed model PY = PXBβ∗B + u rather than on the original model
Y = Xβ∗+ε. Even though a minor detail at first sight, this change of model brings
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about some technical complications. The issue is that the entries of the noise vector
u are in general not independent, whereas those of ε are. Similarly, the rows of the
design matrix PXB are in general not independent in contrast to those of X. As
a consequence, the central result of our theory, Theorem 3.1, cannot be applied to
the estimator γˆα,B directly. To adapt it to the present situation, we define the event
S ′γ =
{ 1√
n
‖(PXB)>u‖∞ ≤ γ
}
and let C ′1, K
′
1, C
′
2 and K
′
2 be positive constants that depend only on the model
parameters Θ′ = Θ ∪ {cϑ, |A|, ‖Ψ−1A ‖2}. With this notation at hand, we can prove
the following.
Proposition A.3. There exist an event A′n with P(A′n) ≥ 1 − C ′1n−K′1 for some
positive constants C ′1 and K
′
1 and a sequence of real numbers ν
′
n with 0 < ν
′
n ≤
C ′2n
−K′2 for some positive constants C ′2 and K
′
2 such that the following holds: on the
event S ′γ∗
α+ν′n,B
∩ A′n,
γ∗α+ν′n,B ≤ γˆα,B ≤ γ∗α−ν′n,B
for any α ∈ (an, 1− an) with an = 2ν ′n + (n ∨ p)−1.
The overall strategy to prove Proposition A.3 is the same as the one for Theorem
3.1. There are some complications, however, that stem from the fact that the entries
of u and the rows of PXB are not independent. We provide the proof of Proposition
A.3 in the Supplementary Material, where we highlight the main differences to the
proof of Theorem 3.1.
With Proposition A.3 in place, the proof of Proposition 4.4 proceeds analogously
to the one of Proposition 4.3. For this reason, we only give a brief summary of the
main steps. First suppose that the null hypothesis H0,B holds true. With the help
of Proposition A.3, we get that
P(TB ≤ γˆα,B) ≥ P
(
TB ≤ γˆα,B,S ′γ∗
α+ν′n,B
∩ A′n
)
≥ P(TB ≤ γ∗α+ν′n,B,S ′γ∗α+ν′n,B ∩ A′n)
= P
(S ′γ∗
α+ν′n,B
∩ A′n
) ≥ 1− α− ν ′n − C ′1n−K′1 ,
which implies that P(TB ≤ γˆα,B) ≥ 1− α + o(1) under H0,B.
Next suppose we are on an alternative H1,B : β
∗
B 6= 0 that satisfies the conditions
of Proposition 4.4 and let {αn} be a null sequence with 2ν ′n + (n ∨ p)−1 < αn < α.
Similarly as in the proof of Proposition 4.3, we can establish the bound
P(TB > γˆα,B) ≥ P
(‖(PXB)>PXBβ∗B‖∞√
n
> γˆαn,B +
‖(PXB)>u‖∞√
n
)
(A.19)
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and verify the following: (i) γˆαn,B ≤ ψ′n on the event S ′γ∗
αn+ν
′
n,B
∩ A′n, where ψ′n =
C[
√
2 log(2p) +
√
2 log(n ∨ p)] with some sufficiently large constant C that depends
only on Θ′, and (ii) P(‖(PXB)>u‖∞/
√
n ≤ ψ′n) = 1− o(1). Applying (i) and (ii) to
the right-hand side of (A.19) yields that
P
(‖(PXB)>PXBβ∗B‖∞√
n
> γˆαn,B +
‖(PXB)>u‖∞√
n
)
≥ P
(‖(PXB)>PXBβ∗B‖∞√
n
> 2ψ′n
)
− o(1) = 1− o(1),
which in turn implies that P(TB > γˆα,B) = 1− o(1) under the alternative.
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Proof of Lemma 4.1
To show the result, we slightly generalize the proof of Lemma 5 in Chichignoud et al.
(2016). Standard arguments from the lasso literature (Bu¨hlmann and van de Geer,
2011) show that on the event Tλ,
‖βˆλ′,S{ − β∗S{‖1 ≤
2 + δ
δ
‖βˆλ′,S − β∗S‖1,
that is, βˆλ′−β∗ ∈ Cδ(S) for every λ′ ≥ (1 + δ)λ. Under the `∞-restricted eigenvalue
condition (4.3), we thus obtain that on Tλ,
φ‖βˆλ′ − β∗‖∞ ≤ ‖X
>X(βˆλ′ − β∗)‖∞
n
(S.1)
for every λ′ ≥ (1 + δ)λ. Moreover, since the lasso satisfies the zero-subgradient
condition 2X>(Xβˆλ′ − Y )/n+ λ′zˆ = 0 with zˆ ∈ Rp belonging to the subdifferential
of the function f(β) = ‖β‖1, it holds that
2X>X
n
(βˆλ′ − β∗) = −λ′zˆ + 2X
>ε
n
.
Taking the supremum norm on both sides of this equation and taking into account
that 2‖X>ε‖∞/n ≤ λ on the event Tλ, we obtain that
2‖X>X(βˆλ′ − β∗)‖∞
n
≤ λ′ + 2‖X
>ε‖∞
n
≤ 2λ′ (S.2)
for every λ′ ≥ (1 + δ)λ on Tλ. The statement of Lemma 4.1 follows upon combining
(S.1) and (S.2).
Proof of Lemma A.1
Let δ be a small positive constant with 0 < δ < (θ− 4)/θ and θ > 4 defined in (C3).
Define Zijk = XijXikε
2
i along with Zijk = Z
≤
ijk + Z
>
ijk, where
Z≤ijk = Zijk 1
(|εi| ≤ n 1−δ4 ) and Z>ijk = Zijk 1(|εi| > n 1−δ4 ),
1
and write ∆ ≤ ∆≤ + ∆> with
∆≤ = max
1≤j,k≤p
∣∣∣∣ 1n
n∑
i=1
(Z≤ijk − EZ≤ijk)
∣∣∣∣
∆> = max
1≤j,k≤p
∣∣∣∣ 1n
n∑
i=1
(Z>ijk − EZ>ijk)
∣∣∣∣.
In what follows, we prove that
P
(
∆≤ > B
√
log(n ∨ p)/n) ≤ Cn−K (S.3)
P
(
∆> > B
√
log(n ∨ p)/n) ≤ Cn1−( 1−δ4 )θ, (S.4)
where B, C and K are positive constants depending only on the parameters Θ, and
K can be made as large as desired by choosing B and C large enough. Lemma A.1
is a direct consequence of the two statements (S.3) and (S.4).
We start with the proof of (S.3). A simple union bound yields that
P
(
∆≤ > B
√
log(n ∨ p)/n) ≤ p∑
j,k=1
P≤jk, (S.5)
where
P≤jk = P
(∣∣∣ 1√
n
n∑
i=1
Uijk
∣∣∣ > B√log(n ∨ p))
with Uijk = Z
≤
ijk − EZ≤ijk. Using Markov’s inequality, P≤jk can be bounded by
P≤jk ≤ exp
(− µB√log(n ∨ p)) E[exp(µ∣∣∣ 1√
n
n∑
i=1
Uijk
∣∣∣)]
≤ exp (− µB√log(n ∨ p)){E[exp( µ√
n
n∑
i=1
Uijk
)]
+ E
[
exp
(
− µ√
n
n∑
i=1
Uijk
)]}
(S.6)
with an arbitrary constant µ > 0. We now choose µ =
√
log(n ∨ p)/Cµ, where the
constant Cµ > 0 is picked so large that µ|Uijk|/
√
n ≤ 1/2 for all n. With this choice
of µ, we obtain that
E
[
exp
(
± µ√
n
n∑
i=1
Uijk
)]
=
n∏
i=1
E
[
exp
(
± µ√
n
Uijk
)]
≤
n∏
i=1
(
1 +
µ2
n
E[U2ijk]
)
≤
n∏
i=1
exp
(
µ2
n
E[U2ijk]
)
≤ exp(CUµ2),
2
where the first inequality follows from the fact that exp(x) ≤ 1+x+x2 for |x| ≤ 1/2
and CU <∞ is an upper bound on E[U2ijk]. Plugging this into (S.6) gives
P≤jk ≤ 2 exp
(− µB√log(n ∨ p) + CUµ2)
≤ 2 exp
(
−
{ B
Cµ
− CU
C2µ
}
log(n ∨ p)
)
= 2(n ∨ p)
CU
C2µ
− B
Cµ .
Inserting this bound into (S.5), we finally obtain that
P
(
∆≤ > B
√
log(n ∨ p)/n) ≤ 2p2(n ∨ p)CUC2µ − BCµ ≤ Cn−K ,
where K > 0 can be chosen as large as desired by picking B sufficiently large. This
completes the proof of (S.3).
We next turn to the proof of (S.4). It holds that
P
(
∆> > B
√
log(n ∨ p)/n) ≤ P>1 + P>2 ,
where
P>1 := P
(
max
1≤j,k≤p
∣∣∣ 1
n
n∑
i=1
Z>ijk
∣∣∣ > B
2
√
log(n ∨ p)
n
)
≤ P(|εi| > n 1−δ4 for some 1 ≤ i ≤ n)
≤
n∑
i=1
P
(|εi| > n 1−δ4 ) ≤ n∑
i=1
E
[|εi|θ]/n( 1−δ4 )θ
≤ Cθn1−( 1−δ4 )θ (S.7)
and
P>2 := P
(
max
1≤j,k≤p
∣∣∣ 1
n
n∑
i=1
EZ>ijk
∣∣∣ > B
2
√
log(n ∨ p)
n
)
= 0 (S.8)
for sufficiently large n, since
max
1≤j,k≤p
∣∣∣ 1
n
n∑
i=1
EZ>ijk
∣∣∣ ≤ C2X max
1≤i≤n
E
[
ε2i 1(|εi| > n
1−δ
4 )
]
≤ C2X max
1≤i≤n
E
[
|εi|θ
/
n
(θ−2)(1−δ)
4
]
≤ C2XCθn−
(θ−2)(1−δ)
4 = o
(√
log(n ∨ p)
n
)
.
(S.4) follows upon combining (S.7) and (S.8).
3
Proof of Lemma A.2
Suppose we are on the event Sγ and let γ′ ≥ γ. In the case that β∗ = 0, it holds that
βˆ2γ′/√n = 0 for all γ′ ≥ γ, implying that R(γ′, e) = 0. Hence, Lemma A.2 trivially
holds true if β∗ = 0. We can thus restrict attention to the case that β∗ 6= 0. Define
an = B(log n)
2
√‖β∗‖1 with some B > 0 and write ei = e≤i + e>i with
e≤i = ei 1(|ei| ≤ log n)− E[ei 1(|ei| ≤ log n)]
e>i = ei 1(|ei| > log n)− E[ei 1(|ei| > log n)].
With this notation, we get that
Pe
(
R(γ′, e) >
an
√
γ′
n1/4
)
= Pe
(
max
1≤j≤p
∣∣∣ 1√
n
n∑
i=1
XijX
>
i
(
β∗ − βˆ 2√
n
γ′
)
ei
∣∣∣ > an√γ′
n1/4
)
≤
p∑
j=1
Pe
(∣∣∣ 1√
n
n∑
i=1
XijX
>
i
(
β∗ − βˆ 2√
n
γ′
)
ei
∣∣∣ > an√γ′
n1/4
)
≤
p∑
j=1
{
P≤e,j + P
>
e,j
}
, (S.9)
where
P≤e,j = Pe
(∣∣∣ 1√
n
n∑
i=1
XijX
>
i
(
β∗ − βˆ 2√
n
γ′
)
e≤i
∣∣∣ > an√γ′
2n1/4
)
P>e,j = Pe
(∣∣∣ 1√
n
n∑
i=1
XijX
>
i
(
β∗ − βˆ 2√
n
γ′
)
e>i
∣∣∣ > an√γ′
2n1/4
)
.
In what follows, we prove that for every j ∈ {1, . . . , p},
P≤e,j ≤ Cn−K and P>e,j ≤ Cn−K , (S.10)
where the constants C andK depend only on the parameters Θ, andK can be chosen
as large as desired by picking C large enough. Plugging this into (S.9) immediately
yields the statement of Lemma A.2.
We first show that P≤e,j ≤ Cn−K . To do so, we make use of the prediction bound
(1.2) which implies that
1
n
n∑
i=1
{
X>i (β
∗ − βˆ 2√
n
γ′)
}2 ≤ 4γ′‖β∗‖1√
n
(S.11)
4
for any γ′ ≥ γ on the event Sγ. From this, it immediately follows that on Sγ,
∣∣∣∣X>i (β∗ − βˆ 2√nγ′)√n
∣∣∣∣ ≤ 2
√
γ′‖β∗‖1
n1/4
(S.12)
for all i. Using Markov’s inequality, P≤e,j can be bounded by
P≤e,j = Pe
(∣∣∣ 1
n1/4
n∑
i=1
XijX
>
i
(
β∗ − βˆ 2√
n
γ′
)
e≤i
∣∣∣ > an√γ′
2
)
≤ Ee exp
(
µ
∣∣∣ 1
n1/4
n∑
i=1
XijX
>
i
(
β∗ − βˆ 2√
n
γ′
)
e≤i
∣∣∣)/ exp(µan√γ′
2
)
≤ Ee exp
(
µ
n1/4
n∑
i=1
XijX
>
i
(
β∗ − βˆ 2√
n
γ′
)
e≤i
)/
exp
(
µan
√
γ′
2
)
+ Ee exp
(
− µ
n1/4
n∑
i=1
XijX
>
i
(
β∗ − βˆ 2√
n
γ′
)
e≤i
)/
exp
(
µan
√
γ′
2
)
(S.13)
with any µ > 0. We make use of this bound with the particular choice µ =
(4CX
√
γ′‖β∗‖1 log n)−1. Since |µXijX>i (β∗ − βˆ2γ′/√n)e≤i /n1/4| ≤ 1/2 by condition
(C2) and (S.12) and since exp(x) ≤ 1 + x+ x2 for any |x| ≤ 1/2, we obtain that
Ee exp
(
± µ
n1/4
n∑
i=1
XijX
>
i
(
β∗ − βˆ 2√
n
γ′
)
e≤i
)
=
n∏
i=1
Ee exp
(
±µXij
X>i (β
∗ − βˆ 2√
n
γ′)
n1/4
e≤i
)
≤
n∏
i=1
{
1 + µ2X2ij
(X>i (β∗ − βˆ 2√
n
γ′)
n1/4
)2
E(e≤i )2
}
≤
n∏
i=1
exp
(
µ2X2ij
(X>i (β∗ − βˆ 2√
n
γ′)
n1/4
)2
E(e≤i )2
)
≤ exp
(
cµ2√
n
n∑
i=1
{
X>i (β
∗ − βˆ 2√
n
γ′)
}2)
(S.14)
with a sufficiently large c > 0. Plugging (S.14) into (S.13) and using (S.11) along
with the definition of µ, we arrive at
P≤e,j ≤ 2 exp
(
cµ2√
n
n∑
i=1
{
X>i (β
∗ − βˆ 2√
n
γ′)
}2 − µan√γ′
2
)
≤ 2 exp
(
4cµ2γ′‖β∗‖1 − µan
√
γ′
2
)
5
≤ 2 exp
(
c
4C2X(log n)
2
− B log n
8CX
)
≤ Cn−K ,
where K can be chosen as large as desired by picking C large enough.
We next verify that P>e,j ≤ Cn−K . The term P>e,j can be bounded by P>e,j ≤
P>e,j,1 + P
>
e,j,2, where
P>e,j,1 = Pe
(∣∣∣ 1√
n
n∑
i=1
XijX
>
i (β
∗ − βˆ 2√
n
γ′)ei 1(|ei| > log n)
∣∣∣ > an√γ′
4n1/4
)
P>e,j,2 = Pe
(∣∣∣ 1√
n
n∑
i=1
XijX
>
i (β
∗ − βˆ 2√
n
γ′)E[ei 1(|ei| > log n)]
∣∣∣ > an√γ′
4n1/4
)
.
Since the variables ei are standard normal, it holds that
P>e,j,1 ≤ P
(|ei| > log n for some 1 ≤ i ≤ n)
≤
n∑
i=1
P
(|ei| > log n) ≤ 2n√
2pi log n
exp
(
−(log n)
2
2
)
≤ Cn−K (S.15)
for any n > 1, where K > 0 can be chosen as large as desired. Moreover, with the
help of condition (C2) and (S.12), we get that
P>e,j,2 ≤ Pe
( n∑
i=1
|Xij|
∣∣∣∣X>i (β∗ − βˆ 2√nγ′)√n
∣∣∣∣E[|ei|1(|ei| > log n)] > an√γ′4n1/4
)
≤ Pe
(
CX
2
√
γ′‖β∗‖1
n1/4
n∑
i=1
E[|ei|1(|ei| > log n)] > an
√
γ′
4n1/4
)
≤ Pe
( n∑
i=1
E[|ei|1(|ei| > log n)] > B(log n)
2
8CX
)
= 0 (S.16)
for n large enough, where the last equality follows from the fact that for any c > 1,
n∑
i=1
E[|ei|1(|ei| > log n)] ≤
n∑
i=1
E
[ |ei| exp(c|ei|)
exp(c log n)
1(|ei| > log n)
]
≤ nE[|ei| exp(c|ei|)]
exp(c log n)
= o(1).
Combining (S.15) and (S.16), we can conclude that P>e,j ≤ Cn−K , where K can be
picked as large as desired.
6
Proof of Lemma A.3
The proof is based on standard concentration and maximal inequalities. According
to the Gaussian concentration inequality stated in Theorem 7.1 of Ledoux (2001)
(see also Lemma 7 in Chernozhukov et al. (2015)), it holds that
P
(
max
1≤j≤p
∣∣Gj/σj∣∣ ≥ E[max
1≤j≤p
∣∣Gj/σj∣∣]+√2 log(n ∨ p)) ≤ 1
n ∨ p, (S.17)
where we use the notation σ2j = E[G2j ]. Combining (S.17) with the maximal in-
equality E[max1≤j≤p |Gj/σj|] ≤
√
2 log(2p) (see e.g. Proposition 1.1.3 in Talagrand
(2003)) and multiplying each term inside the probability of (S.17) with CG = CXCσ
yields
P
(
CG max
1≤j≤p
∣∣Gj/σj∣∣ ≥ CG[√2 log(2p) +√2 log(n ∨ p)]) ≤ 1
n ∨ p. (S.18)
Since σj ≤ CG for any j, it holds that CG max1≤j≤p |Gj/σj| ≥ max1≤j≤p |Gj|. Plug-
ging this into (S.18), we arrive at
P
(
max
1≤j≤p
|Gj| ≥ CG
[√
2 log(2p) +
√
2 log(n ∨ p)]) ≤ 1
n ∨ p,
which implies that γGα ≤ CG[
√
2 log(2p) +
√
2 log(n ∨ p)] for any α > 1/(n ∨ p).
Proof of Lemma A.7
The proof is by contradiction. Suppose that P(max1≤j≤p Vj ≤ γVα ) > 1 − α, in
particular, P(max1≤j≤p Vj ≤ γVα ) = 1− α + η with some η > 0. By Lemma A.4,
sup
t∈R
P
(∣∣∣ max
1≤j≤p
Vj − t
∣∣∣ ≤ δ) ≤ b(δ) := Cδ√1 ∨ log(p/δ)
for any δ > 0, which implies that
P
(
max
1≤j≤p
Vj ≤ γVα − δ
)
= P
(
max
1≤j≤p
Vj ≤ γVα
)
− P
(
γVα − δ < max
1≤j≤p
Vj ≤ γVα
)
≥ P
(
max
1≤j≤p
Vj ≤ γVα
)
− sup
t∈R
P
(∣∣∣ max
1≤j≤p
Vj − t
∣∣∣ ≤ δ)
≥ 1− α + η − b(δ).
Since b(δ)→ 0 as δ → 0, we can find a specific δ > 0 with b(δ) < η. For this specific
δ, we get that P(max1≤j≤p Vj ≤ γVα − δ) > 1−α, which contradicts the definition of
the quantile γVα according to which γ
V
α = inf{q : P(max1≤j≤p Vj ≤ q) ≥ 1− α}.
7
Proof of Proposition A.3
We first have a closer look at the statistic Π∗B := ‖(PXB)>u‖∞/
√
n. Without
loss of generality, we let A = {1, . . . , pA} and B = {pA + 1, . . . , pA + pB} with
pA + pB = p, and we write Xi,A = (Xi1, . . . , XipA)
> to shorten notation. Moreover,
we define ψˆjk = n
−1∑n
i=1XijXik and set ψˆj,A = (ψˆj1, . . . , ψˆjpA)
> ∈ RpA along
with ΨˆA = (ψˆjk : 1 ≤ j, k ≤ pA) ∈ RpA×pA . Similarly, we let ψjk = E[XijXik],
ψj,A = (ψj1, . . . , ψjpA)
> and ΨA = (ψjk : 1 ≤ j, k ≤ pA). With this notation, the
statistic Π∗B = ‖(PXB)>u‖∞/
√
n = ‖(PXB)>Pε‖∞/
√
n = ‖(PXB)>ε‖∞/
√
n can
be rewritten as Π∗B = maxj∈B |W ∗j,B|, where
W ∗j,B =
1√
n
n∑
i=1
Zˆijεi with Zˆij = Xij − ψˆ>j,AΨˆ−1A Xi,A,
and W ∗B = (W
∗
j,B : j ∈ B) is the vector with the elements W ∗j,B. In contrast
to Xi, the random vectors Zˆi = (Zˆij : j ∈ B) are not independent across i in
general. In order to deal with this complication, we introduce the auxiliary statistic
Π∗∗B = maxj∈B |W ∗∗j,B|, where W ∗∗B = (W ∗∗j,B : j ∈ B) and
W ∗∗j,B =
1√
n
n∑
i=1
Zijεi with Zij = Xij − ψ>j,AΨ−1A Xi,A.
The random vectors Zi = (Zij : j ∈ B) have the following properties: (i) Unlike
Zˆi, they are independent across i. (ii) Since |Xij| ≤ CX by (C2) and ΨA is positive
definite by assumption, |Zij| ≤ CZ <∞ with a constant CZ that depends only on the
model parameters Θ′. (iii) Since Zij can be expressed as Zij = Xij−X>i,Aϑ(j) with ϑ(j)
introduced before the formulation of Proposition 4.4, it holds that E[Z2ij] ≥ c2Z > 0
with c2Z = cϑ. We denote the (1 − α)-quantile of Π∗∗B by γ∗∗α,B. In the course of the
proof, we will establish that γ∗∗α,B is close to the quantile γ
∗
α,B of the statistic Π
∗
B in
a suitable sense.
In addition to the above quantities, we introduce some auxiliary statistics that
parallel those defined in the proof of Theorem 3.1. To start with, let ΠˆB(γ, e) =
maxj∈B |Wˆj,B(γ, e)|, where WˆB(γ, e) = (Wˆj,B(γ, e) : j ∈ B) with
Wˆj,B(γ, e) =
1√
n
n∑
i=1
Zˆijuˆ 2√
n
γ,iei,
and let pˆiα,B(γ) be the (1− α)-quantile of ΠˆB(γ, e) conditionally on X and ε. With
this notation, the estimator γˆα,B can be expressed as
γˆα,B = inf
{
γ > 0 : pˆiα,B(γ
′) ≤ γ′ for all γ′ ≥ γ}.
8
Moreover, let ΠGB = maxj∈B |Gj|, where GB = (Gj : j ∈ B) is a Gaussian ran-
dom vector with E[GB] = E[W ∗∗B ] = 0 and E[GBG>B] = E[W ∗∗B (W ∗∗B )>], and let
γGα,B denote the (1 − α)-quantile of ΠGB. Finally, define the statistic ΠB(e) =
maxj∈B |Wj,B(e)|, where WB(e) = (Wj,B(e) : j ∈ B) with
Wj,B(e) =
1√
n
n∑
i=1
Zijεiei,
and let γα,B be the (1− α)-quantile of ΠB(e) conditionally on X and ε.
We next define some expressions which play a similar role as the quantity ∆ in
the proof of Theorem 3.1. In particular, we let ∆1 = ‖n−1
∑n
i=1Xi,Aεi‖2 along with
∆2 = max
j∈A
∣∣∣∣ 1n
n∑
i=1
{
X2ijε
2
i − E[X2ijε2i ]
}∣∣∣∣
∆3 = max
1≤j,k≤p
∣∣∣∣ 1n
n∑
i=1
{
XijXik − E[XijXik]
}∣∣∣∣
∆4 = max
j,k∈B
∣∣∣∣ 1n
n∑
i=1
{
ZijZikε
2
i − E[ZijZikε2i ]
}∣∣∣∣.
Applying Markov’s inequality, we obtain that
P
(
∆1 > n
− 1
2
+ρ
) ≤ Cn−2ρ (S.19)
P
(
∆2 > n
− 1
2
+ρ
) ≤ Cn−2ρ, (S.20)
where we choose ρ to be a fixed constant with ρ ∈ (0, 1/2) and C depends only on Θ′.
Moreover, noticing that |Zij| ≤ CZ < ∞ and E[Z2ij] ≥ c2Z > 0 under the conditions
of Proposition 4.4, the same arguments as for Lemma A.1 yield the following: there
exist positive constants C, D and K depending only on Θ′ such that
P
(
∆3 > D
√
log(n ∨ p)/n) ≤ Cn−K (S.21)
P
(
∆4 > D
√
log(n ∨ p)/n) ≤ Cn−K . (S.22)
Taken together, (S.19)–(S.22) imply that the event
A′n :=
{
(∆1 ∨∆2) ≤ n− 12 +ρ and (∆3 ∨∆4) ≤ D
√
log(n ∨ p)/n}
occurs with probability at least 1−O(n−K ∨ n−2ρ).
With the above notation at hand, we now turn to the proof of Proposition A.3.
In a first step, we show that the quantiles of the statistic Π∗B are close to those of
the auxiliary statistic Π∗∗B in the following sense: there exist positive constants C
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and K depending only on Θ′ such that
γ∗α+ζn,B ≤ γ∗∗α,B ≤ γ∗α−ζn,B
γ∗∗α+ζn,B ≤ γ∗α,B ≤ γ∗∗α−ζn,B
(S.23)
for any α ∈ (ζn, 1 − ζn) with ζn = Cn−K . The proof of (S.23) is postponed until
the arguments for Proposition A.3 are complete. In the second step, we relate the
quantiles γ∗∗α,B of Π
∗∗
B to the quantiles γα,B of ΠB(e). Arguments completely analogous
to those for Proposition A.2 yield the following: there exist positive constants C and
K depending only on Θ′ such that on the event A′n,
γα+ξ′n,B ≤ γ∗∗α,B ≤ γα−ξ′n,B
γ∗∗α+ξ′n,B ≤ γα,B ≤ γ∗∗α−ξ′n,B
(S.24)
for any α ∈ (ξ′n, 1− ξ′n) with ξ′n = Cn−K . In the third step, we relate the auxiliary
statistic ΠB(e) to the criterion function ΠˆB(γ, e), which underlies the estimator γˆα,B.
Straightforward calculations show that
ΠˆB(γ, e)
≤ ΠB(e) +RB(γ, e)≥ ΠB(e)−RB(γ, e), (S.25)
where RB(γ, e) = RB,1(γ, e) +RB,2(e) +RB,3(e) with
RB,1(γ, e) = max
j∈B
∣∣∣∣ 1√n
n∑
i=1
Zˆij
{PXB(β∗B − βˆB, 2√
n
γ
)}
i
ei
∣∣∣∣
RB,2(e) = max
j∈B
∣∣∣∣ 1√n
n∑
i=1
(Zˆij − Zij)εiei
∣∣∣∣
RB,3(e) = max
j∈B
∣∣∣∣ 1√n
n∑
i=1
Zˆij(εi − ui)ei
∣∣∣∣.
The terms RB,1(γ, e), RB,2(e) and RB,3(e) have the following properties: on the
event S ′γ ∩ A′n,
Pe
(
RB,1(γ
′, e) >
D(log n)2
√‖β∗B‖1γ′
n1/4
)
≤ Cn−K (S.26)
for every γ′ ≥ γ, where the constants C, D and K depend only on Θ′. Moreover,
on the event A′n,
Pe
(
RB,2(e) >
D log1/2(n ∨ p)
n1/2−ρ
)
≤ Cn−2ρ (S.27)
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Pe
(
RB,3(e) >
D log(n ∨ p)
n1/2−ρ
)
≤ Cn−K , (S.28)
where ρ ∈ (0, 1/2) has been introduced in (S.19)–(S.20) and the constants C, D and
K depend only on Θ′. The proofs of (S.26)–(S.28) are provided below. With (S.23)–
(S.28) in place, we can now use the same arguments as in the proof of Theorem 3.1
(with minor adjustments) to obtain that γ∗α+ν′n,B ≤ γˆα,B ≤ γ∗α−ν′n,B on the event
S ′γ∗
α+ν′n,B
∩ A′n.
Proof of (S.23). We prove that
sup
t∈R
∣∣P(Π∗∗B ≤ t)− P(ΠGB ≤ t)∣∣ ≤ Cn−K (S.29)
sup
t∈R
∣∣P(Π∗B ≤ t)− P(ΠGB ≤ t)∣∣ ≤ Cn−K , (S.30)
where C and K depend only on Θ′. Applying the same arguments as in the proof
of Proposition A.1 to the statements (S.29) and (S.30) yields that
γ∗∗α+Cn−K ,B ≤ γGα,B ≤ γ∗∗α−Cn−K ,B
γGα+Cn−K ,B ≤ γ∗∗α,B ≤ γGα−Cn−K ,B
and
γ∗α+Cn−K ,B ≤ γGα,B ≤ γ∗α−Cn−K ,B
γGα+Cn−K ,B ≤ γ∗α,B ≤ γGα−Cn−K ,B,
from which (S.23) follows immediately.
It remains to prove (S.29) and (S.30). (S.29) is a direct consequence of Lemma
A.6, since 0 < c2σc
2
Z ≤ n−1
∑n
i=1 E[(Zijεi)2] ≤ C2σC2Z < ∞ and maxk=1,2{n−1
∑n
i=1
E[|Zijεi|2+k/Ck]} + E[{maxj∈B |Zijεi|/C}4] ≤ 4 for C large enough, where we have
used (C3) and the fact that |Zij| ≤ CZ < ∞ and E[Z2ij] ≥ c2Z > 0 under the
conditions of Proposition 4.4. For the proof of (S.30), it suffices to show that
sup
t∈R
∣∣P(Π∗B ≤ t)− P(Π∗∗B ≤ t)∣∣ ≤ Cn−K (S.31)
with C and K depending only on Θ′, since by (S.29),
sup
t∈R
∣∣P(Π∗B ≤ t)− P(ΠGB ≤ t)∣∣ ≤ sup
t∈R
∣∣P(Π∗B ≤ t)− P(Π∗∗B ≤ t)∣∣
+ sup
t∈R
∣∣P(Π∗∗B ≤ t)− P(ΠGB ≤ t)∣∣
≤ sup
t∈R
∣∣P(Π∗B ≤ t)− P(Π∗∗B ≤ t)∣∣+ Cn−K .
To prove (S.31), we fix a constant d ∈ (0, 1/2) and let cn = Dnd
√
log(n ∨ p)/n,
where D is a sufficiently large constant that depends only on Θ′. In the case that
P(Π∗B ≤ t) ≥ P(Π∗∗B ≤ t), the difference P(Π∗B ≤ t)− P(Π∗∗B ≤ t) can be bounded as
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follows:
P(Π∗B ≤ t)− P(Π∗∗B ≤ t)
= P(Π∗∗B ≤ t+ Π∗∗B − Π∗B, |Π∗∗B − Π∗B| ≤ cn)
+ P(Π∗∗B ≤ t+ Π∗∗B − Π∗B, |Π∗∗B − Π∗B| > cn)− P(Π∗∗B ≤ t)
≤ P(Π∗∗B ≤ t+ cn)− P(Π∗∗B ≤ t) + P(|Π∗∗B − Π∗B| > cn)
≤ ∣∣P(Π∗∗B ≤ t+ cn)− P(ΠGB ≤ t+ cn)∣∣+ ∣∣P(Π∗∗B ≤ t)− P(ΠGB ≤ t)∣∣
+
∣∣P(ΠGB ≤ t+ cn)− P(ΠGB ≤ t)∣∣+ P(|Π∗∗B − Π∗B| > cn)
≤ ∣∣P(Π∗∗B ≤ t+ cn)− P(ΠGB ≤ t+ cn)∣∣+ ∣∣P(Π∗∗B ≤ t)− P(ΠGB ≤ t)∣∣
+ P(|ΠGB − t| ≤ cn) + P(|Π∗∗B − Π∗B| > cn). (S.32)
For the case that P(Π∗B ≤ t) < P(Π∗∗B ≤ t), we similarly get that
P(Π∗∗B ≤ t)− P(Π∗B ≤ t)
≤ ∣∣P(Π∗∗B ≤ t)− P(ΠGB ≤ t)∣∣+ ∣∣P(Π∗∗B ≤ t− cn)− P(ΠGB ≤ t− cn)∣∣
+ P(|ΠGB − t| ≤ cn) + P(|Π∗∗B − Π∗B| > cn). (S.33)
(S.32) and (S.33) immediately yield that
sup
t∈R
∣∣P(Π∗B ≤ t)− P(Π∗∗B ≤ t)∣∣ ≤ 2 sup
t∈R
∣∣P(Π∗∗B ≤ t)− P(ΠGB ≤ t)∣∣
+ sup
t∈R
P(|ΠGB − t| ≤ cn)
+ P(|Π∗∗B − Π∗B| > cn).
Since supt∈R |P(Π∗∗B ≤ t) − P(ΠGB ≤ t)| ≤ Cn−K by (S.29) and supt∈R P(|ΠGB − t| ≤
cn) ≤ Cn−K by Lemma A.4, we further get that
sup
t∈R
∣∣P(Π∗B ≤ t)− P(Π∗∗B ≤ t)∣∣ ≤ P(|Π∗∗B − Π∗B| > cn) + Cn−K ,
where C and K depend only on Θ′. To complete the proof of (S.31), we thus need
to show that
P(|Π∗∗B − Π∗B| > cn) ≤ Cn−K (S.34)
with C and K depending only on Θ′. To do so, we bound the term |Π∗∗B − Π∗B| by
|Π∗∗B − Π∗B| ≤ max
j∈B
∣∣∣∣ 1√n
n∑
i=1
(Zˆij − Zij)εi
∣∣∣∣
= max
j∈B
∣∣∣∣{ψ>j,AΨ−1A − ψˆ>j,AΨˆ−1A } 1√n
n∑
i=1
Xi,Aεi
∣∣∣∣
12
≤
{
max
j∈B
‖ψj,A − ψˆj,A‖2‖Ψ−1A ‖2
+ max
j∈B
‖ψˆj,A‖2‖Ψ−1A − Ψˆ−1A ‖2
}∥∥∥ 1√
n
n∑
i=1
Xi,Aεi
∥∥∥
2
. (S.35)
From (S.21), it immediately follows that
P
(
max
j∈B
‖ψj,A − ψˆj,A‖2 > D
√
log(n ∨ p)/n
)
≤ Cn−K (S.36)
P
(
‖ΨA − ΨˆA‖2 > D
√
log(n ∨ p)/n
)
≤ Cn−K (S.37)
with C, D and K depending only on Θ′. Moreover, it holds that
P
(
‖Ψ−1A − Ψˆ−1A ‖2 > D
√
log(n ∨ p)/n
)
≤ Cn−K , (S.38)
which is a consequence of (S.37) and the fact that
‖Q−1 −R−1‖2 ≤ ‖R
−1‖22‖R−Q‖2
1− ‖R−Q‖2‖R−1‖2 (S.39)
for every pair of invertible matrices Q and R that are close enough such that ‖R−
Q‖2‖R−1‖2 < 1. Finally, a simple application of Markov’s inequality yields that
P
(∥∥∥ 1√
n
n∑
i=1
Xi,Aεi
∥∥∥
2
> nd
)
≤ Cn−2d, (S.40)
where C depends only on Θ′. The statement (S.34) follows upon applying the results
(S.36)–(S.38) and (S.40) to the bound (S.35).
Proof of (S.26). To start with, we bound RB,1(γ, e) by
RB,1(γ, e) ≤
{
1 +
√
pA max
j∈B
‖ψˆ>j,AΨˆ−1A ‖2
}
× max
1≤j≤p
∣∣∣∣ 1√n
n∑
i=1
Xij
{PXB(β∗B − βˆB, 2√
n
γ
)}
i
ei
∣∣∣∣. (S.41)
The same arguments as in the proof of Lemma A.2 yield that on the event S ′γ,
Pe
(
max
1≤j≤p
∣∣∣∣ 1√n
n∑
i=1
Xij
{PXB(β∗B − βˆB, 2√
n
γ′
)}
i
ei
∣∣∣∣
>
D(log n)2
√‖β∗B‖1γ′
n1/4
)
≤ Cn−K (S.42)
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for every γ′ ≥ γ, where C, D and K depend only on Θ′. Moreover, on the event A′n,
max
j∈B
‖ψˆj,A − ψj,A‖2 ≤ C
√
log(n ∨ p)/n (S.43)
‖ΨˆA −ΨA‖2 ≤ C
√
log(n ∨ p)/n (S.44)
‖Ψˆ−1A −Ψ−1A ‖2 ≤ C
√
log(n ∨ p)/n, (S.45)
where C is a sufficiently large constant that depends only on Θ′, and (S.45) is a
simple consequence of (S.44) and (S.39). To complete the proof, we apply (S.42)–
(S.45) to the bound (S.41), taking into account that ‖Ψ−1A ‖2 ≤ C < ∞ and
maxj∈B ‖ψj,A‖2 ≤ C <∞.
Proof of (S.27). We have the bound
RB,2(e) ≤ max
j∈B
∥∥ψˆ>j,AΨˆ−1A − ψ>j,AΨ−1A ∥∥2 ∥∥∥ 1√n
n∑
i=1
Xi,Aεiei
∥∥∥
2
. (S.46)
On the event A′n,
Pe
(∣∣∣ 1√
n
n∑
i=1
Xijεiei
∣∣∣ > nρ) ≤ n−2ρ{ 1
n
n∑
i=1
X2ijε
2
i
}
≤ n−2ρ{E[X2ijε2i ] + ∆2}
≤ n−2ρ{C2XC2σ + n− 12 +ρ}
for every j ∈ A, which implies that Pe(‖n−1/2
∑n
i=1 Xi,Aεiei‖2 > nρ) ≤ Cn−2ρ with
C depending only on Θ′. To complete the proof, we apply this, (S.43)–(S.45) and the
fact that ‖Ψ−1A ‖2 ≤ C <∞ and maxj∈B ‖ψj,A‖2 ≤ C <∞ to the bound (S.46).
Proof of (S.28). Let dn = D log(n ∨ p)/n1/2−ρ and define
e≤i = ei 1(|ei| ≤ log n)− E[ei 1(|ei| ≤ log n)]
e>i = ei 1(|ei| > log n)− E[ei 1(|ei| > log n)].
It holds that
Pe
(
RB,3(e) > dn
) ≤∑
j∈B
Pe
(∣∣∣ 1√
n
n∑
i=1
Zˆij(εi − ui)ei
∣∣∣ > dn)
≤
∑
j∈B
{
P≤e,j + P
>
e,j
}
, (S.47)
where
P≤e,j = Pe
(∣∣∣ 1√
n
n∑
i=1
Zˆij(εi − ui)e≤i
∣∣∣ > dn
2
)
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P>e,j = Pe
(∣∣∣ 1√
n
n∑
i=1
Zˆij(εi − ui)e>i
∣∣∣ > dn
2
)
.
We first analyze the term P≤e,j. With the help of (S.43)–(S.45), we obtain that
on the event A′n,
|Zˆij| = |Xij − ψˆ>j,AΨˆ−1A Xi,A| ≤ {1 + ‖ψˆj,A‖2‖Ψˆ−1A ‖2
√
pA}CX ≤ C
|εi − ui| =
∣∣{XA(X>AXA)−1X>Aε}i∣∣ = ∣∣∣∣X>i,AΨˆ−1A { 1n
n∑
`=1
X`,Aε`
}∣∣∣∣
≤ √pACX‖Ψˆ−1A ‖2
∥∥∥ 1
n
n∑
`=1
X`,Aε`
∥∥∥
2
≤ C
n1/2−ρ
,
which implies that |Zˆij(εi−ui)e≤i | ≤ C log n/n1/2−ρ. Using Markov’s inequality, P≤e,j
can be bounded by
P≤e,j ≤ Ee exp
(
µ
∣∣∣ 1√
n
n∑
i=1
Zˆij(εi − ui)e≤i
∣∣∣)/ exp(µdn
2
)
≤
{
Ee exp
(
µ√
n
n∑
i=1
Zˆij(εi − ui)e≤i
)
+ Ee exp
(
− µ√
n
n∑
i=1
Zˆij(εi − ui)e≤i
)}/
exp
(µdn
2
)
, (S.48)
where we choose µ = cµn
1/2−ρ with cµ > 0 so small that µ|Zˆij(εi−ui)e≤i |/
√
n ≤ 1/2.
Since exp(x) ≤ 1 + x+ x2 for |x| ≤ 1/2, we further get that
Ee exp
(
± µ√
n
n∑
i=1
Zˆij(εi − ui)e≤i
)
=
n∏
i=1
Ee exp
(
±µZˆij(εi − ui)e
≤
i√
n
)
≤
n∏
i=1
{
1 +
µ2Zˆ2ij(εi − ui)2E(e≤i )2
n
}
≤
n∏
i=1
exp
(
µ2Zˆ2ij(εi − ui)2E(e≤i )2
n
)
= exp
(
µ2
n
n∑
i=1
Zˆ2ij(εi − ui)2E(e≤i )2
)
≤ exp(c)
with a sufficiently large constant c that depends only on Θ′. Plugging this into
(S.48) yields that
P≤e,j ≤ 2 exp
(
c− cµD log(n ∨ p)
2
)
≤ Cn−K , (S.49)
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where K can be made as large as desired.
We next have a closer look at the term P>e,j. Since maxj∈B |
∑n
i=1 Zˆij(εi − ui)| =
‖(PXB)>(ε− Pε)‖∞ = 0, it holds that
1√
n
n∑
i=1
Zˆij(εi − ui)e>i =
1√
n
n∑
i=1
Zˆij(εi − ui)ei 1(|ei| > log n),
and thus, as already proven in (S.15),
P>e,j ≤ Pe
(|ei| > log n for some 1 ≤ i ≤ n) ≤ Cn−K , (S.50)
where K can be made as large as desired. To complete the proof, we insert equations
(S.49) and (S.50) into (S.47) and invoke condition (C4).
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