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DISTANCE FORMULAS ON WEIGHTED BANACH SPACES OF
ANALYTIC FUNCTIONS
JOSE BONET, WOLFGANG LUSKY, AND JARI TASKINEN
Abstract. Let v be a radial weight function on the unit disc or on the complex
plane. It is shown that for each analytic function f0 in the Banach space H
1
v of all
analytic functions f such that vjf j is bounded, the distance of f0 to the subspace
H0v of H
1
v of all the functions g such that vjgj vanishes at innity is attained at a
function g0 2 H0v . Moreover a simple, direct proof of the formula of the distance of
f to H0v due to Perfekt is presented. As a consequence the corresponding results
for weighted Bloch spaces are obtained.
1. Introduction and notation.
Let us introduce some notation and terminology. We set R = 1 (for the case
of holomorphic functions on the unit disc) and R = +1 (for the case of entire
functions). A weight v is a continuous function v : [0; R[!]0;1[, which is non-
increasing on [0; R[ and satises limr!R rnv(r) = 0 for each n 2 N. We extend v to
D if R = 1 and to C if R = +1 by v(z) := v(jzj). For such a weight v, we dene
the Banach space H1v of analytic functions f on the disc D (if R = 1) or on the
whole complex plane C (if R = +1) such that kfkv := supjzj<R v(z)jf(z)j < 1.
For an analytic function f 2 H(fz 2 C; jzj < Rg) and r < R, we denote M(f; r) :=
maxfjf(z)j ; jzj = rg. Using the notation O and o of Landau, f 2 H1v if and only
if M(f; r) = O(1=v(r)); r ! R.
It is known that the closure of the polynomials in H1v coincides with the Banach
space H0v of all those analytic functions on fz 2 C; jzj < Rg such that M(f; r) =
o(1=v(r)); r ! R. see e.g. [1].
Spaces of type H1v appear in the study of growth conditions of analytic functions
and have been investigated in various articles since the work of Shields and Williams,
see e.g. [1],[2], [3], [4], [6] and the references therein.
We recall some examples of weights:
For R = 1,
(i) v(r) = (1  r) with  > 0, which are the standard weights on the disc,
(ii) v(r) = exp( (1  r) 1), and
(iii) v(z) = (log e
1 r )
 ;  > 0
For R = +1,
(i) v(r) = exp( rp) with p > 0,
(ii) v(r) = exp(  exp r), and
(iii) v(r) = exp
   (log+ r)p, where p  2 and log+ r = max(log r; 0).
Given an analytic function f on D or C, we denote by nf the n'th Cesaro mean
of f ; i.e. the arithmetic mean of the rst n Taylor polynomials of f . In this case,
one has M(nf; r) M(f; r) for each 0 < r < R.
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In this note we investigate the distance d(f;H0v ) = infg2H0v jjf   gjjv of a function
f 2 H1v to the closed subspace H0v . Perfekt in Example 4.4 of [5] proved that
d(f;H0v ) = lim supr!RM(f; r)v(r) for each f 2 H1v . This result follows from an
abstract result [5, Theorem 2.3] with an argument using duality and measures. It
implies Theorem 3.9 and Corollary 6.4 in Tjani [7] about the distance of a Bloch
function to the little Bloch space. The result of Tjani only gives an estimate, not
equality. There are some other recent papers dealing with distance formulas. See
[8] and the references therein.
Our main result is Theorem 2.2. It shows that H0v is a proximinal subspace of
H1v ; that is, it proves that for each f 2 H1v the distance d(f;H0v ) is attained at a
point g 2 H0v . Moreover, it gives an elementary, direct, but not trivial, proof of the
formula of the distance due to Perfekt [5]. The corresponding result for the case of
Bloch type functions is obtained as a consequence in Corollary 2.5.
2. Results.
Given f 2 H1v we clearly have
lim sup
jzj!R
v(z)jf(z)j = lim sup
r!R
M(f; r)v(r) = lim
r!R
sup
sr
v(s)M(f; s):
Remark 2.1. It is easy to see that, for each f 2 H1v ,
lim sup
r!R
M(f; r)v(r)) = inf
g2H0v
lim sup
r!R
M(f   g; r)v(r)
Indeed, this follows from the fact that
lim sup
r!R
M(g; r)v(r) = 0 for every g 2 H0v :
Theorem 2.2. For every f 2 H1v there is g 2 H0v with
d(f;H0v ) = jjf   gjjv = lim sup
r!R
M(f; r)v(r):
To prove the theorem we begin with the following
Lemma 2.3. Let f 2 H1v and assume that such that there is  < 1 with
 jjf jjv  lim sup
r!R
M(f; r)v(r):
Then, for each " > 0 and m 2 N there is n 2 N; n > m; such that with  =
(1  )=(1 + ) we have
1 + 
2(1 + ")

jjf   nf jjv  lim sup
r!R
M(f; r)v(r) = lim sup
r!R
M(f   nf; r)v(r):
Proof. The last equality follows from the facts that nf 2 H0v and that for each
element g 2 H0v we have lim supr!RM(g; r)v(r) = 0.
Fix " > 0 and m 2 N. By the denition of lim sup there is r0 < R such that
(1) sup
r0r<R
M(f; r)v(r)  (1+") inf
0<s<R
sup
sr<R
M(f; r)v(r)
= (1 + ") lim sup
r!R
M(f; r)v(r):
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Since f is continuous on r0D, the n'th Cesaro means of f satisfy nf ! f as
n!1 uniformly on r0D. Put
 :=
1  
1 + 
and x 0 <  such that
(2)

 +
2
1 + 

 (1+") 2
1 + 
:
For 0  r  r0 we obtain M(f   nf; r)v(r) < jjf jjv if n > m is large enough.
Hence
(3) M(f   nf)v(r)  (1  )M(f; r)v(r) + M(f   nf; r)v(r)
 ((1  ) + )jjf jjv:
If r0  s < R then we have, in view of (1),
(4) M(f nf; s)v(s)  (1+)M(f; s)v(s)  (1+")(1+) lim sup
r!R
M(f; r)v(r)
From the denition of  we get
(1 + ")(1 + ) =
2(1 + ")
1 + 
and
1   = 2
1 + 
:
Hence (1), (2), (3), (4) and the assumption of the lemma yield
jjf   nf jjv = sup
0r<R
M(f   nf; r)v(r)
 max

( + (1  ))jjf jjv; (1 + ")(1 + ) lim sup
r!R
M(f; r)v(r)

 max

 +
2
1 + 

jjf jjv;

2(1 + ")
1 + 

lim sup
r!R
M(f; r)v(r)



2(1 + ")
1 + 

lim sup
r!R
M(f; r)v(r):
The proof is complete.

Proof. (of Theorem 2.2) Let f 2 H1v . If lim supr!RM(f; r)v(r) = 0 then f 2 H0v
and d(f;H0v ) = 0.
Now assume that lim supr!RM(f; r)v(r) > 0 and nd 0 < 1 with
jjf jjv  1
0
lim sup
r!R
M(f; r)v(r):
Put 0 = (1  0)=(1 + 0) and f0 = f .
We proceed by induction and suppose that we have already selected 0 < m 1 <
m < 1, m > 0 and fm := f  
Pm
k=1 knkfk 1 for some nk > nk 1 with jjfmjjv <
(1=m) lim supr!RM(fm; r)v(r).
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A simple calculation shows
1  m
3 + m
<

2
3

1  m
1 + m
:
Find "m > 0 such that
(5) "m <
1
m
;
1 + m
2(1 + "m)
> m
and
(6)
1  1+m
2(1+"m)
1 + 1+m
2(1+"m)
=
1 + 2"m   m
3 + 2"m + m
<

2
3

1  m
1 + m
:
Put
(7) m+1 :=
1 + m
2(1 + "m)
and m+1 :=
1  m+1
1 + m+1
=
1 + 2"m   m
3 + 2"m + m
:
Observe that m < m+1 < 1. Then Lemma 2.3 yields nm+1 > nm such that, with
(8) fm+1 := fm m+1nm+1f = f 
m+1X
k=1
knkfk 1;
we have
(9) jjfm+1jjv  1
m+1
lim sup
r!R
M(fm+1; r)v(r)
=
1
m+1
lim sup
r!R
M(f; r)v(r):
(5) and (7) yield limm!1 m = 1 since (m) is an increasing bounded sequence. On
account of (6) we obtain
m+1 

2
3

m for all m;
hence,
m 

2
3
m
0:
This implies that
P1
k=1 knkfk 1 converges to an element g 2 H0v , since jjnkfk 1jjv 
jjfk 1jjv   1k 1jjf jjv   10 jjf jjv for all k, as it follows from (9). Therefore, we can
apply (8) and (9) to get
jjf   gjjv  lim sup
r!R
M(f; r)v(r) = inf
h2H0v
lim sup
r!R
M(f   h; r)v(r)  d(f;H0v ):
We conclude d(f;H0v ) = jjf   gjjv = lim supr!RM(f; r)v(r).

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Remark 2.4. The following simple examples show that the distance d(f;H0v ) can
be attained at many points of H0v for a given function f 2 H1v .
(1) Consider the weight v(r) = e r; r 2 [0;1[, on the complex plane and the
analytic functions f(z) = ez; z 2 C. Clearly f 2 H1v and jjf jjv = 1. Set Pn(z) =Pn
k=0
zk
k!
for each n 2 N. We have, for each n, Pn 2 H0v and
jjf   Pnjjv = sup
r>0
e r
1X
k=n+1
rk
k!
= 1 = d(f;H1v ):
(2) Now dene the weight v(r) = 1   r; r 2 [0; 1[, on the unit disc. The function
f(z) = 1
1 z =
P1
k=0 z
k belongs to H1v and jjf jjv = 1. Set Pn(z) =
Pn
k=0 z
k for each
n 2 N. We have, for each n, Pn 2 H0v and
M(f   Pn; r) =
1X
k=n+1
rk =
rn+1
1  r :
Therefore
jjf   Pnjjv = sup
r2[0;1[
(1  r)M(f   Pn; r) = 1 = d(f;H1v ):
Let v be a weight on the unit disc D; i.e. R = 1. The weighted Bloch space is
dened by
Bv = ff 2 H (D) : f(0) = 0; kfkBv = sup
z2D
v(z)jf 0(z)j <1g;
and the little Bloch space
Bv;0 = ff 2 B : limjzj!1 v(z)jf
0(z)j = 0g:
They are Banach spaces endowed with the norm jj  jjBv :
The classical Bloch space B and little Bloch space B0 correspond to the weight
v(z) := 1   jzj2. Among the many references on these spaces, we mention Zhu [9],
for example.
Dene the bounded operators S : Bv ! H1v ; S(h) = h0 and S 1 : H1v !
Bv; (S 1h)(z) =
R z
0
h()d: Then SS 1 = idH1v , S
 1S = idBv and S; S
 1 are iso-
metric onto maps. These operators induce isometries between H0v and Bv;0.
The following result is a direct consequence of Theorem 2.2. It should be compared
with Example 4.1 in [5]. It improves [7, Corollary 6.4].
Corollary 2.5. For each f 2 Bv there is g 2 Bv;0 such that
d(f;Bv;0) = jjf   gjjBv = lim sup
r!1
M(f 0; r)v(r):
Finally we mention the weighted spaces of harmonic functions for a given weight
v on fz 2 C; jzj < Rg. Let h1v consist of all harmonic functions on fz 2 C; jzj < Rg
with jjf jjv = supjzj<R jf(z)jv(z) < 1 and let h0v be the closure of all trigonometric
polynomials in h1v . Using the arguments of the proof of Theorem 2.2. word by word
yields
Theorem 2.6. For every f 2 h1v there is g 2 h0v with
d(f;H0v ) = jjf   gjjv = lim sup
r!R
M(f; r)v(r):
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