Modern decision analytics frequently involves the optimization of an objective over a nite horizon where the functional form of the objective is unknown. The decision analyst observes covariates and tries to learn and optimize the objective by experimenting with the decision variables. We present a nonparametric learning and optimization policy with covariates. The policy is based on adaptively splitting the covariate space into smaller bins (hyper-rectangles) and learning the optimal decision in each bin. We show that the algorithm achieves a regret of order O(log(T ) 2 T (2+d )/(4+d ) ), where T is the length of the horizon and d is the dimension of the covariates, and show that no policy can achieve a regret less than O(T (2+d )/(4+d ) ) and thus demonstrate the near optimality of the proposed policy. The role of d in the regret is not seen in parametric learning problems: It highlights the complex interaction between the nonparametric formulation and the covariate dimension. It also suggests the decision analyst should incorporate contextual information selectively.
Introduction
The process of decision analysis is often extremely complex. Consider the following motivating example. A rm is pricing a product to customers with di erent pro les which can be based on education, zip codes or other available data. The demand function is unknown and likely to be pro le-based. The rm observes the pro le of each arriving customer (e.g., through membership programs) and applies pro le-based price discrimination. To maximize the long run revenue, what price should the rm charge for each customer?
This problem presents several challenges to the decision analyst (i.e., the rm). First, the functional form of the objective is unknown. Thus, the optimal decision cannot be obtained by solving a parametric optimization problem. There is usually a nite horizon that forces a trade-o between gathering more information (learning/exploration) and making the sound decisions (earning/exploitation). Such problems, sometimes referred to as the exploration/exploitation dilemma, have attracted the attention of many researchers.
A second challenge is the increasing presence of contextual information, or covariates. In the example, the rm can access the pro le information for each customer. In the context of retailing, the contextual information has been used extensively and the displayed set of product may depend on the customer's age, education background, and purchasing history. In medical decision making, doctors prescribe based on the health records or even genetic pro les of patients. On one hand, covariates provide extra information to help make better decisions. On the other hand, the objective function is peculiar to each instance and changes over time. This adds to the complexity of the unknown objective function. In the above example, the rm can only hope to learn the pro le-based demand function by experimenting prices for many customers with similar pro les.
A third challenge is the selection of a predictive model. The choice of model re ects the decision analyst's belief about the unknown objective. In the above example, suppose the demand is based on the location of the customer and the rm postulates a linear model demand = a − b × price + c · (latitude, longitude).
Then the rm uses historical sales data to learn the parameters a, b and c and maximize revenue according to the estimation. However, whether the model is speci ed correctly plays an important role in the performance of the policy. What if the actual demand is exponential in price? Or, the dependence on the coordinates is not linear but has a clustered structure, corresponding to the neighborhoods of the community. By postulating a particular model, the decision analyst faces the risk of misspeci cation and not learning what is supposed to be learned.
In this paper we analyze a general learning problem that features the exploration/exploitation trade-o in the presence of covariates. We consider a decision analyst who tries to maximize an unknown reward function f (x, p) where x represents the covariate, which we assume is normalized so x ∈ [0, 1) d , and p is a continuous decision variable. It is an argument of the function and thus a ects the optimal decision. In period t, the decision analyst observes a random covariate X t , and s/he then relies on the past observations, i.e., the realized covariates, the made decisions, and the earned reward in periods s < t, to make a decision at t.
We propose a nonparametric policy for the decision analyst. The policy achieves near-optimal performance compared to a clairvoyant decision analyst who knows f (x, p) and sets p * (x) = argmax p f (x, p) in each period. More precisely, the expected di erence in total rewards between the proposed policy and the clairvoyant policy, which is referred to as the regret in the literature, grows at O(log(T ) 2 T (2+d)/(4+d) ) as T → ∞. The rate is sub-linear in T , implying that when the length of horizon tends to in nity, the average regret incurred per period becomes negligible. Moreover, we prove that no non-anticipating policies can achieve a lower regret than O(T (2+d)/(4+d) ) for a reasonable class of unknown reward functions f . Therefore, we successfully work out the exploration/exploitation dilemma with covariates.
There are two main contributions made on this paper. To the best of our knowledge, nonparametric policies have only been proposed for learning problems with discrete decision variables (multi-armed bandit problems) or without covariates in the previous literature. The design of our policy is substantially di erent from the UCB-type policies commonly used in learning problems. Instead, we incorporate the idea from tree-based methods in statistical learning (Hastie et al., 2001) , which is a popular nonparametric predictive model but does not have an "exploitation" element. As a result, the regret analysis of the policy does not follow the standard approach in the learning literature. We show that our policy achieves the best achievable rate of regret except for logarithm terms of T . Thus, the nonparametric solution in this paper cannot be further improved for the problem we consider.
Second, the best achievable rate of regret derived in this paper, O(T (2+d)/(4+d) ), sheds light on the complex nature of the interaction between the nonparametric formulation and the covariate dimension. Without covariates, it has been shown that parametric and nonparametric methods can achieve the same rate of regret O( √ T ) (e.g., compare Besbes and Zeevi 2009; Wang et al. 2014 and Zeevi 2014; den Boer and Zwart 2014) . Assuming a linear form of the covariate, Qiang and Bayati (2016) ; Javanmard and Nazerzadeh (2016) ; Ban and Keskin (2017) have shown that the best achievable rate of regret is still O( √ T ) or O(log(T )), depending on speci c assumptions. From the line of research, one may falsely conclude that obtaining nonparametric solution in the presence of covariates does not introduce extra complexity. However, our result demonstrates that lack of knowledge of the reward function's parametric form is extremely costly when the covariate is high-dimensional. In particular, the regret grows at O(T (2+d)/(4+d) ), which is almost linear in T when d is large. 1 This nding also suggests the decision analyst incorporate contextual information selectively when possible.
Literature Review
This paper is motivated by the recent literature that analyzes a rm's pricing problem when the demand function is unknown (e.g. Besbes and Zeevi, 2009; Araman and Caldentey, 2009; Farias and Van Roy, 2010; Broder and Rusmevichientong, 2012; den Boer and Zwart, 2014; Keskin and Zeevi, 2014; Cheung et al., 2017) . den Boer (2015) provides a comprehensive survey for this area. Since the rm does not know the optimal price, it has to experiment di erent (suboptimal) prices and update its belief about the underlying demand function. Therefore, the rm has to balance the exploration/exploitation trade-o , which is usually referred to as the learning-and-earning problem in this line of literature. Our paper considers a generic version of the problem with contextual information and it does not consider the nite-inventory setting as in some of the papers mentioned above.
More recently, several papers investigate the pricing problem with unknown demand in the presence of covariate (Nambiar et al., 2016; Qiang and Bayati, 2016; Javanmard and Nazerzadeh, 2016; Cohen et al., 2016; Ban and Keskin, 2017) . In the pricing context, the covariate represents the personalized feature of a customer, such as his/her age, education background, marital status, etc., that are observed by the rm. Thus, on top of the unknown demand function, the rm has to learn the relationship between the customer features and the demand. The existing literature has adopted a parametric approach: in particular, the actual demand can be expressed in a linear form α T x + β T xp + ϵ, where x is the feature vector of a customer, α and β are vectorized coe cients, and ϵ is the random noise. Because of the parametric form, a key ingredient in the design of the algorithms in this line of literature is to plug in an estimator for the unknown parameters (α and β) in addition to some form of forced exploration. In contrast, we focus on a setting where the reward function (or equivalently, the demand function in the pricing problem) cannot be parametrized. Thus, the decision analyst cannot count on accurately estimating the reward function globally by estimating a few parameters. Instead, a localized optimal decision has to be made based on past covariates generated in the neighborhood. It highlights the di erent philosophies when designing algorithms for parametric/nonparametric learning problems with covariates. As a result, the best achievable regret deteriorates from
The distinction between parametric and nonparametric approaches is not essential in the absence of contextual information. As shown in Besbes and Zeevi (2009); Wang et al. (2014) ; Lei et al. (2017) , in the nite-inventory setting, nonparametric policies can achieve the same best achievable regret, O( √ T ), as parametric policies (den Boer and Zwart, 2014; Keskin and Zeevi, 2014) . In fact, Besbes and Zeevi (2015) show that even when the demand function is misspeci ed, their parametric policy can still achieve the optimal rate of regret. Thus, there is virtually no bene t of adopting a nonparametric approach. Surprisingly, this paper shows a completely di erent story when contextual information is available. When the reward function does not have a parametric structure, the best achievable regret O(T (2+d)/(4+d) ) is signi cantly worse than otherwise O( √ T ). This paper is also related to the vast literature studying multi-armed bandit problems. See Bubeck and Cesa-Bianchi (2012) for a comprehensive survey. In particular, for bandit problems with covariates, parametric (regression based) algorithms have been proposed in Goldenshluger and Zeevi (2013) ; Bastani and Bayati (2015) and nonparametric algorithms have been proposed in Rigollet and Zeevi (2010) ; Perchet and Rigollet (2013) . Among them, Perchet and Rigollet (2013) is the closest to our paper in terms of methodology. They introduce the idea of adaptive binning to learning problems with covariates and combine it with sequential arm eliminations. However, the fundamental di erence between discrete arms in their paper and continuous decisions in our paper require di erent sets of assumptions and innovative treatments for the exploration/exploitation trade-o .
Problem Formulation
Consider a function f (x, p), where x ∈ [0, 1) d and p ∈ [0, 1]. Given x, the function f (x, p) has a unique maximum f * (x), attained at p * (x). Here the scalar p represents the decision variable and x represents the covariate.
Initially, the form of f is unknown to the decision analyst. For t = {1, 2, . . . ,T }, the covariate X t is generated and observed by the decision analyst sequentially. In period t, the decision analyst applies a non-anticipating policy π t . Given X t , the reward in that period, Z t , is a random variable with mean f (X t , π t ) and is independent of everything else. The objective of the decision analyst is to design a policy π t to maximize the total reward T t=1 E[f (X t , π t )]. The information structure of π t requires that when making the decision in period t, π t only relies on F t−1 σ (X 1 , Z 1 , . . . , X t−1 , Z t−1 ) as well as X t .
Regret
A standard measure used in the literature for the performance of a policy is the regret incurred compared to the clairvoyant policy. Suppose f (x, p) is known to a clairvoyant decision analyst. Then the optimal policy is to set p * (X t ) in period t and obtain a random reward with mean f * (X t ). For the decision analyst we consider, the mean of the reward in period t is f (X t , π t ). Clearly, its reward is less than the clairvoyant policy on average. Therefore, we de ne the regret of a policy π t to be the expected reward gap
In period t, the expectation is taken with respect to the distribution of X t as well as π t , which itself depends on F t−1 and X t . Our goal is to design a policy π t that achieves small R π (T ) when T → ∞.
However, because R π (T ) also depends on the unknown function f , we require the designed policy to perform well for a wide class C of functions, i.e., we seek for optimal policies in terms of the minimax regret
Although it is usually impossible to nd the exact policy that achieves the minimax regret, we focus on proposing a policy whose regret is at least comparable to (of the same order as) the minimax regret asymptotically when T → ∞.
Evaluating policies by sup f ∈C R π (T ) is standard in the literature. The rationale for such measure can be illustrated by the following simple example. A naive policy π t ≡ 0 may perform no worse than the clairvoyant policy for f (x, p) ≡ −p 2 ; but is drastically outperformed by other well designed policies for a general reward function. Therefore, it is reasonable to focus on the worst-case regret in terms of possible reward functions. As a result, the class of functions C is particularly important in the regret analysis. In general, a larger class implies a worse minimax regret and vice versa.
Assumptions
In this section, we provide a set of assumptions that f ∈ C has to satisfy and their justi cations.
Assumption 1. Given x and p, the reward Z satis es E [Z |x, p] = f (x, p). It is independent of everything else and its distribution is sub-Gaussian, i.e., there exists a constant σ > 0 such that E [exp(u(Z − f (x, p)))] ≤ exp(σu 2 ) for all u ∈ R.
The independent noise structure is standard in the literature. There are usually two common forms, additive noise, i.e., Z = f (x, p) + ϵ with i.i.d. noise ϵ, and binary outcomes, i.e., Z s are independent Bernoulli random variables with success rate f (x, p). Our assumption covers the two special cases. The sub-Gaussian assumption is merely a technical simpli cation: it implies that the noise does not have heavy tails, which is satis ed by any bounded reward (e.g., binary outcomes) or normally distributed reward (e.g., additive noise with normal distribution). As we shall see in Section 7.5, the sub-Gaussian assumption can be relaxed.
Assumption 2. The function f (x, p) is Lipschitz continuous, i.e., there exists
for all x i and p i (i = 1, 2) in the domain.
Lipschitz continuity (or similar smoothness conditions) is a common assumption in the learning literature. If this assumption fails, past experiments are not informative even for a small neighborhood of their associated covariates and learning is virtually impossible. This assumption is quite di erent from those in the setting with no-covariates (Besbes and Zeevi, 2009; Wang et al., 2014; Lei et al., 2017) or the parametric setting (Ban and Keskin, 2017; Qiang and Bayati, 2016) . To explain the intuition of the function f B (p), consider the following learning problem associated with B without covariates. If the decision analyst only observes I {X ∈B} but not the exact value of X , then the randomness in X given X ∈ B becomes part of the noise. The learning objective is f B (p) and the clairvoyant policy that has the knowledge of f (x, p) is to set p = p * (B) in each period. This class of learning problems are important subroutines of the algorithm we propose and Assumption 3 guaranties that they can be e ectively learned.
For part one, if B is a singleton, then it can be viewed as a weaker version of the concavity assumption in Wang et al. (2014) ; Lei et al. (2017) , i.e., 0 < a < f (p) < b in their no-covariate setting. Part one only requires the second order derivative to be bounded above and nonvanishing at the maximizer. As a function of p, f (x, p) does not even have to be unimodal given x. Part two of Assumption 3 prevents the following scenario: If for x ∈ B, p * (B) is far from p * (x), even when d B is relatively small, then as we collect more information for f B (p), it does not help improving the decision making for individuals with x ∈ B. Such obstacle may lead to failure to learn and is thus ruled out by the assumption. Part three imposes a continuity condition for maximizers. It is equivalent to, for example, some form of continuous di erentiability of f (x, p), because p * (x) solves the implicit function from the rst-order condition f p (x, p) = 0. Remark 1. Assumptions 1 and 2 are variants of similar assumptions adopted in the literature. Assumption 3, although appearing nonstandard, is also easily satis ed by the parametric families studied by previous works. For example, Qiang and Bayati (2016) 
With certain regularity conditions, we may be able to solve p * (B) = E[ (X )|X ∈ B] for some function . Assumption 3 is satis ed naturally for such forms. On the other hand, from Section 5, the class of functions satisfying our assumptions includes highly localized functions that can hardly be represented by a parametric model.
The ABE Algorithm
We next present a set of preliminary concepts related to the bins of the covariate space, and then introduce the Adaptive Binning and Exploration (ABE) algorithm.
Preliminary Concepts
De nition 1. A bin is a hyper-rectangle in the covariate space. More precisely, a bin is of the form
We can split a bin B by bisecting it in all the d dimensions to obtain 2 d child bins of B, all of equal size. For a bin B with boundaries a i and b i for i = 1, . . . , d, its children are indexed by i ∈ {0, 1} d and have the form
Denote the set of child bins of B by C(B). Conversely, for any B ∈ C(B), we refer to B as the parent bin of B , denoted by P(B ) = B.
Our algorithm starts with a root bin B ∅ [0, 1) d , which is the whole covariate space, and successively splits the bin as more data is collected. Therefore, any bin B produced during the process is the o spring of B ∅ , i.e., P (k) (B) = B ∅ for some k > 0, where P (k) is the kth composition of the parent function. Equivalently, B ∅ is an ancestor of B. Therefore, one can use a sequence of indices (i 1 , i 2 , . . . , i k ) to represent a bin. As introduced above, the index i encodes the reference to a particular child bin when a parent bin is split. Likewise, (i 1 , i 2 , . . . , i k ) refers to a bin that is obtained by k split operations from B ∅ : when B ∅ is split, we obtain its child B i 1 ; when B i 1 is split, we obtain its child B i 1 i 2 ; and so on. In the last operation, when B i 1 ...i k−1 is split, we obtain its child B i 1 ...i k . For such a bin, we de ne its level to be k, denoted by l(B) = k. Conventionally, let l(B ∅ ) = 0.
In the algorithm, we keep a dynamic partition P t of the covariate space consisting of o spring of B ∅ in each period t. The partition is mutually exclusive and collectively exhaustive, so
In the algorithm, we gradually re ne the partition; that is, each bin in P t+1 has an ancestor (or itself) in P t .
An analogous, and probably more graphical, interpretation is to regard the sequential splitting as a branching process and relate it to decision trees in statistical learning. Consider B ∅ as the root of a tree, or the initial leaf of the tree. When a split operation is performed, a leaf is branched into 2 d leaves. During the branching process, the set of all terminal leaves (those without o spring) form a partition of the covariate space. The algorithm involves gradually branching the tree as t increases and more data is collected.
Intuition
The intuitive idea behind the ABE algorithm is to use a partition P of the covariate space and try to nd the optimal decision in each bin B ∈ P, i.e., p * (B) de ned in Section 2.2.
To do that, we keep a set of discrete decisions (referred to as the decision set hereafter) for each bin in the partition. The decision set consists of equally spaced grid points of an interval associated with the bin. When a covariate X t is generated inside a bin B, a decision is chosen successively in its decision set and applied to X t . The realized reward for this decision is recorded. When su cient covariates are observed in B, the average reward for each decision p in the decision set is close to f B (p), which is de ned as E[f (X , p)|X ∈ B] in Section 2.2. Therefore, the empirically-optimal decision in the decision set is close to p * (B), with high con dence.
There are two potential pitfalls of this approach. First, the number of decisions has an impact on the performance of the algorithm. If there are too many decisions in a set, then a given number of covariates generated in the associated bin needs to be distributed among the decision set, with each getting relatively few observations. As a result, the con dence interval for the average reward is wide. On the other hand, if there are too few decisions, then inevitably the decision set has low resolution. That is, the optimal decision in the set could be far from the true maximizer p * (B). We have, therefore, to select a proper size for the decision set to balance this trade-o .
Second, even if the optimal decision p * (B) is correctly identi ed, it may not be a strong indicator for p * (x) for a particular x ∈ B. Indeed, f B (p) averages out the randomness of X ∈ B, and the optimal decision for individual x could be very di erent. This obstacle, however, can be overcome as the size B decreases, as implied by Assumption 3. In particular, part 2 and 3 of the assumption guarantee that when B is small, p * (x) is concentrated within a neighborhood of p * (B) as long as x ∈ B. The cost of using a smaller bin, however, is the less frequency of observing a covariate inside it.
To remedy the second pitfall, the algorithm adaptively re nes the partition (hence denoted P t ) and decreases the size of the bins in P t as t increases. When a bin B ∈ P t is large, the optimal decision p * (B) is not a strong indicator for p * (x), x ∈ B. As a result, we only need a rough estimate for it and split the bin when a relatively small number of covariates are observed in B. When a bin B ∈ P t is small, its optimal decision p * (B) provides a strong indicator for p * (x), x ∈ B. Therefore, we collect a large number of covariates X ∈ B to explore the decision set and accurately predict p * (B), before it splits.
A crucial step in the algorithm is to determine what information to inherit when a bin is split into child bins. The ABE algorithm records the empiricallyoptimal decision in the decision set of the parent bin. In the child bins, we use this information and set up their decision sets around it. As explained above, when the parent bin (and thus the child bins) is large, its optimal decision does not predict those of the child bins well. Therefore, the algorithm sets up conservative decision sets for the child bins, i.e., they have wide intervals. On the other hand, when the parent bin is small, its optimal decision provides accurate indicator for those of the child bins. Thus, the algorithm constructs decision sets with narrow ranges for the child bins around the empirically-optimal decision inherited.
Description of the Algorithm
In this section, we elaborate on the detailed steps of the ABE algorithm, shown in Algorithm 1. The parameters for the algorithm include Algorithm 1 Adaptive Binning and Exploration (ABE)
The bin in the partition that X t belongs to 8: 
Apply the jth grid point in the decision set 12:
Find the empirically-optimal decision; if there are multiple, choose any one of them 16:
Update the partition by removing B and adding its children 17:
Initialization for each child bin 18:
The range of the decision set 20:
The grid size of the decision set 21: end if 27: end for 1. K, the maximal level of the bins. When a bin is at level K, the algorithm no longer splits it and simply applies the decision in its decision set whenever a covariate is generated in it.
2. ∆ k , the length of the interval that contains the decision set of level-k bins.
3. n k , the maximal number of covariate observed in a level-k bin in the partition. When n k covariates are observed, the bin splits.
4. N k , the number of decisions to explore in the decision set of level-k bins.
The decision set of bin B consists of equally spaced grid points of an interval
, to be adaptively speci ed by the algorithm.
We initialize the partition to include only the root bin B ∅ in Step 4. Its decision set spans the whole interval [0, 1] with N 0 equally spaced grid points. That is, the jth decision is jδ B ∅ j/(N 0 − 1) for j = 0, . . . , N 0 − 1. The initial average reward and the number of explorations already applied to the jth decision are set
Suppose the partition is P t at t and a covariate X t is generated (Step 6). The algorithm determines the bin B ∈ P t which the covariate falls into. The counter N (B) records the number of covariates already observed in B up to t when B is in the partition (Step 8). If the level of B is l(B) = k < K (i.e., B is not at the maximal level) and the number of covariates observed in B is not su cient (Step 9 and
Step 10), then the algorithm has assigned a decision set to the bin in previous steps, namely, {p B l + jδ B } for j = 0, . . . , N k − 1. 
Step 11). Then, Step 13 updates the average reward and the number of explorations for the jth decision.
If the level of B is l(B) = k < K and we have observed su cient covariates in B (Step 9 and Step 14), then the algorithm splits B and replaces it by its 2 d child bins in the partition (Step 16). For each child bin, Step 18 to Step 21 initialize the counter, the interval that encloses the decision set, the grid size of the decision set, and the average reward/number of explorations that have been conducted for each decision in the decision set, respectively. In particular, to construct the decision set of a child bin, the algorithm rst computes the empirically-optimal decision in the decision set of the parent bin B; that is, j * ∈ argmax j∈{0,1,...,N k −1} {Ȳ B,j } in
Step 15. Then, the algorithm creates an interval centered at this optimal decision with width ∆ k+1 , properly cut o by the boundaries [0, 1]. The decision set is then an equally spaced grid of the above interval (Step 19 and Step 20) .
If the level of B is already K, then the algorithm simply applies a single decision inherited from its parent (Step 25) repeatedly without further exploration. For such a bin, its size is su ciently small and the algorithm has narrowed the range of the decision set K times. The applied decision, which is the middle point of the interval, is close enough to all p * (x), x ∈ B, with high probability. (2)) .
Choice of Parameters
To give a sense of their magnitudes, the maximal level of bins is K ≈ log(T )/(d +4).
The range of the decision set (∆ k ) is proportional to the edge length of the bin (2 −k ). The number of decisions in a decision set is approximately log(T ). Therefore, the grid size δ B ≈ 2 −k for a level-k bin B. The number of covariates to collect in a level-k bin B is roughly n k ≈ 2 4k /log(T ) 2 . When k is small, n k can be zero according to the expression. In this case, the algorithm immediately splits the bin without collecting any covariate in it.
A Schematic Illustration
We illustrate the key steps of the algorithm by an example with d = 2. Figure 1 illustrates a possible outcome of the algorithm in period t 1 < t 2 < t 3 (top panel, mid panel, and bottom panel respectively). Up until period t 1 , there is a single bin and the observed values X t for t ≤ t 1 are illustrated in the top left panel.
The algorithm has explored the objective in the decision set, in this case p ∈ {0.1, 0.2, . . . , 0.9}, and recorded the average rewardȲ B,j , illustrated by the top right panel. At t 1 + 1, su cient observations are collected and Step 14 is triggered in the algorithm. Therefore, the bin is split into four child bins. From period t 1 + 1 to t 2 , new covariates are observed in each child bin (mid left panel). Note that the covariates generated before t 1 in the parent bin are no longer used and colored in gray. For each child bin (the bottom-left bin is abbreviated as BL, etc.), the average reward for the decision set is demonstrated in the mid right panel. The decision sets are centered at the empirically-optimal decision of their parent bin, in this case p * = 0.6 from the top right panel. They have narrower ranges and ner grids than that of the parent bin. At t 2 + 1, su cient observations are collected for BL, and it is split into four child bins. 
Regret Analysis: Upper Bound
To measure the performance of the ABE algorithm, we provide an upper bound for its regret.
Theorem 1. For any function f satisfying Assumption 1 to 3, the regret incurred by the ABE algorithm is bounded by
We provide a sketch of the proof here and present details in the Appendix. In period t, if X t ∈ B for a bin in the partition B ∈ P t , then the expected regret incurred by the ABE algorithm is E[(f * (X t ) − f (X t , π t ))I {X t ∈B,B∈P t } ]. Since the total regret simply sums up the above quantity over t = 1, . . . ,T and all possible Bs, it su ces to focus on the regret for given t and B. Two possible scenarios can arise: (1) the optimal decision of B, i.e., p * (B), is inside the range of the decision set, i.e., p * (B) ∈ [p B l , p B u ] (Step 19); (2) the optimal decision p * (B) is outside the range of the decision set.
Scenario one represents the regime where the algorithm is working "normally": up until t, the algorithm has successfully narrowed the optimal decision p * (B) (which provides a useful indicator for all p * (
By Assumption 3 part one, the regret in this scenario can be decomposed into two terms
The rst term can be bounded by the length of the interval p B u −p B l . The second term can be bounded by the size of B given X t ∈ B by Assumption 3 part two and three. By the choice of parameters in Section 3.4, the length of the interval decreases as the bin size decreases. Therefore, both terms can be well controlled when the size of B is su ciently small, or equivalently, when the level l(B) is su ciently large. This is why a properly chosen n k can guarantee that the algorithm spends little time for large bins, when each period incurs substantial regret, and collect a large number of covariate observations for small bins. When the bin level reaches K, the above two terms are small enough and no more exploration is needed. Scenario two represents the regime where the algorithm works "abnormally". In scenario two, the di erence f * (X t ) − f (X t , π t ) can no longer be controlled as in scenario one because π t and p * (X t ) can be far apart. To make things worse,
is created around the empirically-optimal decision for B, and thus largely overlapping with [p B l , p B u ]. Therefore, for all period s following t, the worst-case regret is O(1) in that period if X s ∈ B or its o spring.
To bound the regret in scenario two, we have to bound the probability, which requires delicate analysis of the events. If scenario two occurs for B, then during the process that we sequentially split B ∅ to obtain B, we can nd an ancestor bin of B (which can be B itself) that scenario two happens for the rst time along the "branch" from B ∅ all the way down to B. More precisely, denoting the ancestor bin by B a and its parent by P(B a ), we have (1) 
] (scenario two). Denote the empirically-optimal decision in the decision set of P(B a ) by p * . For such an event to occur, the center of the decision set of B a , which is p * , has to be at least ∆ l(B a ) /2 away from p * (B a ). 2 Because of Assumption 3 and the choice of ∆ k , the distance between p * (P(B a )) and p * (B a ) is relatively small compared to ∆ l(B a ) . Therefore, the empirically-optimal decision p * must be far away from p * (P(B a ) ). The probability of such event can be bounded using classic concentration inequalities for sub-Gaussian random variables: the decisions that are closer to p * (P(B a )) and thus have higher means turn out to have lower average reward than p * ; this event is extremely unlikely to happen when we have collected a large amount of reward for each decision in the decision set.
The total regret aggregates those in scenario one and scenario two for all possible combinations of B and B a . It matches the quantity O(T log(T ) 2 (2+d)/(4+d) ) presented in the theorem.
Regret Analysis: Lower Bound
In the last section, we have shown that for any function satisfying the assumptions, the ABE algorithm achieves regret of order log(T ) 2 T (2+d)/(4+d) . To complete the argument, we will show in this section that the minimax regret is no lower than cT (2+d)/(4+d) for some constant c. Combining the two quantities, we shall conclude that no non-anticipating policy does better than the ABE algorithm in terms of the order of magnitude of the regret in T (neglecting logarithmic terms).
We rst identify a class C of functions that satisfy Assumption 1 to 3. The functions in the class are selected to be "di cult" to distinguish. By doing so, we will prove that any policy has to spend a substantial amount of time exploring decisions that generate low reward but help to di erentiate the functions. Otherwise, the incapability to correctly identify the underlying function is costly in the long run. Therefore, unable to contain both sources of regret at the same time, no policy can achieve lower regret than the quantity stated in Theorem 2.
Before introducing the class of functions, we de ne ∂B to be the boundary of a convex set in [0, 1) d . Let d(B 1 , B 2 ) be the Euclidean distance between two sets B 1 and B 2 . That is
We allow B 1 or B 2 to be a singleton. To de ne C, partition the covariate space [0, 1) d into M d equally sized bins. That is, each bin has the following form: for (k 1 , . . . ,
We number those bins by 1, . . . , M d in an arbitrary order, i.e., B 1 , . . . ,
By the form of f w , the optimal decision satis es p * (x) = 0 if w j = 0 and p * (x) = d(x, ∂B j ) if w j = 1. In other words, when w j = 1, the optimal decision p * (x) is zero when x is at the boundary of B j ; as x moves away from the boundary, p * (x) increases and reaches its maximum 1/2M when x is at the center of B j .
The construction of C follows a similar idea to Rigollet and Zeevi (2010) . For a given f w ∈ C, we can always nd another function f w ∈ C that only di ers from f in a single bin B j by setting w to be equal to w except for the jth index. The decision analyst can only rely on the covariates generated in B j to distinguish between f w and f w . For small bins (i.e., large M), this is particularly costly because there are only a tiny fraction of covariates generated in a particular bin and the di erence | f w − f w | = pd(x, ∂B j ) ≤ 1/2M becomes tenuous. Now a policy has to carry out the task for M d bins, i.e., distinguishing the underlying function f w with M d tuples that only di er from w in one index. The cost cannot be avoided and adds to the lower bound of the regret.
For the distribution of the covariate X and the reward Z , let X be uniformly distributed in [0, 1) d and Z = f (x, p)+ϵ where ϵ are i.i.d. normal random variables with mean 0 and variance 1.
Next we show that Assumption 1 to 3 are satis ed by the above setup.
Proposition 1. The choice of f ∈ C, X and Z satis es Assumption 1 to 3 with σ = 1/2, M 1 = 4, M 2 = 1/2, M 3 = 2, and M 4 = 1.
The detailed proof of Proposition 1 is provided in the appendix. To give some intuitions, note that Assumption 1 is satis ed because the reward Z is a standard normal random variable, and thus E[exp(t(Z − E[Z ]))] = exp(t 2 /2). For Assumption 2 and 3, note that by the construction of f , both f w (x, p) and p * (x) are Lipschitz continuous in [0, 1) d . Such continuity guarantees the desired properties.
The next theorem shows the lower bound for the regret.
Theorem 2. For all non-anticipating polices, we have
for a constant c > 0.
The proof uses Kullback-Leibler (KL) divergence to measure the "distinguishability" of the underlying functions. Such information-theoretical approach has been a standard technique in the learning literature. The proof is outlined in the following.
Among all functions f ∈ C, we focus on each pair of f w and f w that only di er in a single bin. For example, consider w = (w 1 , w 2 , . . . , w j−1 , 0, w j+1 , . . . , w M d ) and w = (w 1 , w 2 , . . . , w j−1 , 1, w j+1 , . . . , w M d ) for some j. Because the indices of w and w are identical except for the jth, f w and f w only di er in bin B j . Denote w = (w −j , 0) and w = (w −j , 1) to highlight this fact. Distinguishing between f w −j ,0 and f w −j ,1 poses a challenge to any policy. In particular, for x ∈ B j , the di erence of the two functions | f w −j ,0 (x, p) − f w −j ,1 (x, p)| = pd(x, ∂B j ) is increasing in p. Thus, applying a large decision p = π t makes the di erence more visible and helps to distinguish between f w −j ,0 and f w −j ,1 . However, if p deviates too much from the optimal decision p * (x) = 0 or p * (x) = d(x, ∂B j ), then signi cant regret is incurred in that period.
To capture this trade-o , for a given j = 1, . . . , M d and w −j ∈ {0, 1} M d −1 , de ne the following quantity
where the expectation is taken with respect to a policy π and the underlying function f w −j ,0 . This quantity is crucial in analyzing the regret. More precisely, if z w −j is large (which implies that π t is large), then f w −j ,0 and f w −j ,1 are easy to distinguish but the regret becomes uncontrollable.
Lemma 1.
On the other hand, if z w −j is small, then the KL divergence of the measures associated with f w −j ,0 and f w −j ,1 is also small. In other words, the decision analyst cannot easily distinguish between f w −j ,0 and f w −j ,1 which impedes learning and incurs substantial regret.
Since the e ects of z w −j are opposite in Lemma 1 and Lemma 2, combining the two bounds, we have that for c 1 = M 2 /512 and c 2 = 8M 2 ,
In the second inequality above, we minimize the expression over positive z w −j . Since M can be an arbitrary positive integer, we let M = T 1/(d+4) in the last quantity. Calculation shows that it is lower bounded by cT (2+d)/(4+d) for a constant c > 0.
Numerical Experiment
In this section, we apply the algorithm to the example mentioned in the introduction. In the area [0, 1) 2 , there are three community centers: (0.2, 0.2), (0.2, 0.8), and (0.8, 0.2), corresponding to three demand functions 1 − p, 1 − 2p, and 1 − p/2. For a customer from location (x 1 , x 2 ), her 1 distance to the three centers are denoted d 1 = |x 1 −0.2|+|x 2 −0.2|, d 2 = |x 1 −0.2|+|x 2 −0.8| and d 3 = |x 1 −0.8|+|x 2 −0.2|. The customer makes a binary decision, buying or not buying, based on the purchase probability That is, the similarity between her purchase probability and the demand of community center i is proportional to the reciprocal of their 1 distance. Therefore, the reward (revenue) associated with location (x 1 , x 2 ) and decision p is a random variable valued p with probability d(x, p) and 0 with probability 1 −d(x, p) , whose mean is f (x, p) = pd(x, p).
The rm applies the ABE algorithm for T = 1 000 000 sequentially arriving customers, whose locations are uniformly distributed on [0, 1) 2 . At the end of the horizon, the rm obtains a partition and an optimal price in each bin in the partition. Figure 2 compares the actual optimal price and that learned from the algorithm. Although the optimal price output by the algorithm is piecewise constant by nature, it captures the basic structure of the actual optimal price.
Concluding Remarks
We conclude by discussing some features and potential extensions of our algorithm and compare it to those presented in the literature.
Exploration/Exploitation Trade-o
The exploration/exploitation trade-o is crucial when designing algorithms for multi-armed bandit related problems. Namely, in each period, the decision analyst has the options of either maximizing the reward according to past observations, or exploring those actions that have not been performed su ciently in the past and thus whose rewards are associated with little statistical information. If the decision analyst over-emphasizes exploitation, then s/he may choose a decision that yields high average reward empirically while the true optimal decision is never explored and remains unknown to the decision analyst. On the contrary, if the decision analyst over-emphasizes exploration, then s/he may have spent too much time collecting reward information of various decisions, most of which signi cantly underperform the optimal decision and lead to unacceptable regret. Such tradeo is highlighted in the classic setting. Yet the introduction of covariates makes it even more pronounced: since the optimal decisions change in the observed covariates, there are less opportunities to explore the decisions for a particular covariate.
To properly handle the trade-o , some algorithms deliberately divide the horizon into exploration/exploitation phases, which can be nested, such as Ban and Keskin (2017) ; Goldenshluger and Zeevi (2013) . More precisely, in the exploration phase, the decision analyst is forced to try less explored decisions. The lengths of the two phases are balanced so that the regret over the horizon is well controlled.
Our algorithm belongs to the class of algorithms that do not have a clear boundary between exploration/exploitation, such as the classic UCB algorithm and the algorithm used in Perchet and Rigollet (2013) . One may regard the operations in the level-K bins (Step 25) as pure exploitations because no further re nement of the covariate space is needed. For bins of levels less than K, the algorithm is exploring (performing actions in the decision set sequentially) and exploiting (re ning the covariate space and shrinking the decision set) simultaneously. To balance the trade-o , we carefully choose the number of covariates collected in each bin before splitting (n k ), the length of the range of the decision set (∆ k ) as well as the resolution of the decision set (the number of decisions N k ). Compared to directly controlling the phases of exploration/exploitation, the mechanism adopted in the ABE algorithm is less straightforward.
Complexity
We rst analyze the time complexity of the ABE algorithm. At each t, the decision analyst observes the covariate X t . It rst determines which bin in the partition it belongs to, and then explores the decisions in the decision set sequentially and update its average reward. The second step takes O(1) computations. For the rst step, since the maximum level of the bins is K, such determination takes O(dK) = O(log(T )) computations (at most K binary searches along each dimension) by the choice of K in Section 3.4. Therefore, the total time complexity of the ABE algorithm is O(T log(T )).
For the space complexity, note that the algorithm records the information for at most O(2 dK ) = O(T d/(d+4) ) bins. Each bin can be assigned an identi er (the binary vector (i 1 , i 2 , . . . , i k )) with at most dK = O(log(T )) 0s and 1s. For each bin, the empirical average and number of trials of each decision in the decision set are stored. Since the decision set has O(log(T )) grid points, the total space complexity is O(log(T )T d/(d+4) ).
The Order of the Regret and Sparsity
As shown in Theorem 1 and Theorem 2, the best achievable regret of the formulated problem is of order T (2+d)/(4+d) . Note that the parametric version of the problem (e.g., Ban and Keskin 2017) can achieve regret of order √ T or even log(T ) under certain conditions (e.g., Qiang and Bayati 2016; Javanmard and Nazerzadeh 2016) , which is the same order as the problem without covariates (e.g., den Boer and Zwart 2014). In other words, when the interaction of the covariate and the reward is parametric (linear), it does not complicates the learning problem, regardless of the dimension of the covariate. In comparison, when the reward function does not have a parametric form as in our problem, the dimension of the covariate signi cantly a ects how well the decision analyst can do at best. When d = 0, i.e., there is no covariate, we recover the √ T regret shown in the literature. For large d, no algorithms can achieve regret of order less than T (2+d)/(4+d) which is almost linear in T . It implies that when the dimension of the covariate grows, the learning problem becomes quite intractable and the incurred regret is almost linear in T , which is considered unsatisfactory because an arbitrary policy can achieve linear regret.
As a result, knowledge of the sparsity structure of the covariate is essential in designing algorithms. More precisely, the provided covariate is of dimension d, while f (X , p) may only depend on d entries of the covariate where d d. In this case, unable to identify the d entries out of d signi cantly increases the incurred regret from T (2+d )/(4+d ) to T (2+d)/(4+d) . Indeed, in the ABE algorithm, if the sparsity structure is known, then a bin is split into 2 d instead of 2 d child bins. It pools the covariate observations that only di er in the "useless" dimensions so that more observations are available in a bin, and thus substantially reduces the exploration cost.
To design algorithms when the covariate is sparse, it is worth re ecting on the parametric (linear) setting. When f (X , p) = f (θ T X , p) is linear in X with coe cient θ ∈ R n , LASSO regression serves as a powerful tool to identify the value of θ as well as the positions of its zero entries. The asymptotic statistical properties of LASSO have been studied extensively in the statistics and computer science community. Moreover, the sparsity structure is not as important in the parametric setting: in the best achievable regret, d does not appear in the exponent of T (Ban and Keskin, 2017); so even the least square estimator for θ that ignores its sparsity achieves the same regret asymptotically in T .
In the nonparametric setting, however, the sparsity structure has a signi cant impact on the incurred regret as explained above. Moreover, no statistical tools as convenient as LASSO are available. To circumvent the sparsity problem, we are developing an improved version of the ABE algorithm that is based on regression/classi cation trees (Hastie et al., 2001) . More precisely, when a bin is split, instead of bisecting all d dimensions in the middle and thus obtaining 2 d child bins, we carefully select one dimension and the position of the cuto . The criterion based on which the dimension is selected may depend on the observed rewards for past covariates. For example, we may select a dimension and the associated cuto so that the sum of the sample standard deviations in the two resulting child bins is minimized. Similar ideas are widely adopted for regression/classi cation trees. The intuition for such criterion is that for the entries of the covariate that do not a ect the reward function, splitting along their dimensions does not actually re ne the covariate space and thus does not signi cantly reduce the total in-bin standard deviation. The new algorithm can potentially improve the regret in sparse situations: In Step 16 of Algorithm 1, the split only increases the size of the partition by one instead of 2 d − 1. The pooling of past observations can lead to more e ective explorations. The detail of this algorithm and its regret analysis remain a topic for future research.
In practice, data preprocessing procedures may help improve the performance when the covariate has a sparse structure. For example, based on the experience or insights of the decision analyst, some contextual information may be discarded manually to reduce the dimension of the covariate and thus the magnitude of the regret. Principal component analysis provides a more systematic approach: the decision analyst may collect the contextual information for a fraction of T and extracts a more compact representation of the covariate via principal components. The raw covariate is then replaced by the rst few principal components for the rest of the horizon.
Adaptive Binning
In the ABE algorithm, the covariate space is re ned adaptively: a bin is split only when we have collected su cient observations in it. An alternative idea of binning, similar to the algorithm designed in Rigollet and Zeevi (2010) , is to pre-de ne a set of static bins that are su ciently small. The algorithm then performs independent learning in each bin whenever a covariate is generated in it. In our algorithm, it is equivalent to setting n k = 0 for all k < K, i.e., we start to collect observations only for bins of level K. Though not re ected in the asymptotic order of the regret (comparing Zeevi 2010 and Perchet and Rigollet 2013 in the multi-armed bandit setting), adaptive binning arguably outperforms static binning in practice. When binning adaptively, a covariate and its reward observed in a parent bin provide some information for all o spring bins. Such pooling e ect makes the exploration more e ective. While in static binning, the information learned from an observation is only restricted in its own bin, which is usually very small by design in order to achieve acceptable regret.
A second reason to use adaptive rather than static binning is its extensibility and potential to incorporate other machine learning algorithms. As explained in Section 7.3, the combination with regression/classi cation trees, or even boosting (combining many trees to achieve better prediction; see Hastie et al. 2001 for more details), may allow the algorithm to identify the sparsity structure of the covariate and thus improve the incurred regret. Static binning, however, does not easily accommodate such extensions: when pre-de ning a set of bins, the decision analyst has no knowledge about the sparsity structure.
Sub-Gaussian Reward
In Assumption 1, we have assumed that the reward is sub-Gaussian. It implies that the reward should have a lighter tail than Gaussian distributions. While this assumption is usually satis ed in practice, as rewards are actually bounded in most applications, we can still relax this assumption by slightly modifying the ABE algorithm.
Note that the only step of proof that requires Assumption 1 is to show the concentration inequality of the following type (see the proof of Theorem 1 for more detail)
for some c > 0, where X i are independent mean-zero sub-Gaussian random variables. It guarantees that after Step 15 in Algorithm 1 the empirical average for each decision does not deviate too much from its true mean when enough observations are collected.
To achieve the same goal when the reward is not sub-Gaussian, Bubeck et al. (2013) suggest using a more robust estimator than the empirical average, for example, truncated empirical average or Catoni's M estimator (see Bubeck et al. 2013 for more details). Those estimators give the same concentration inequality when the reward only has a nite variance. (They tend to have worse constants compared to the empirical average when the reward is indeed sub-Gaussian.) Speci cally, instead of updating the average in Step 13, the algorithm can evaluate the estimators proposed in Bubeck et al. (2013) . As a result, the same theoretical guarantee can be achieved for rewards with nite variance.
A. Table of Notations
x
The smallest integer that does not exceed x (x) + The positive part of x #{} The cardinality of a set F t
The σ -algebra generated by (X 1 , π 1 , Z 1 , . . . ,
The empirically-optimal decision in the decision set for B ∂B
The boundary of B 
B. Proofs
To prove Theorem 1, we rst introduce the following lemma.
Lemma 3. Suppose for given x and p, the random variable Z (x, p) is sub-Gaussian with parameter σ , i.e.,
for all t ∈ R. Then the distribution of Z (X , p) conditional on X ∈ B for a set B is still sub-Gaussian with the same parameter.
Proof. Let µ X denote the distribution of X . We have that for all t ∈ R
where the last inequality is by the de nition of conditional expectations. Hence the result is proved.
Proof of Theorem 1: According to the algorithm (Step 7), let P t denote the partition formed by the bins at time t when X t is generated. The regret associated with X t can be counted by bins B ∈ P t into which X t falls. Meanwhile, the level of B is at most K. Therefore,
We will de ne the following random event for each bin B:
is the range of the decision set to explore for B. According to Step 19 of the ABE algorithm, the interval [p B l , p B u ] is constructed around p * P(B) , the empirically-optimal decision of the parent bin P(B) that maximizes the empirical averageȲ P(B),j .
We will decompose the regret depending on whether E B occurs.
(2)
We rst analyze term 1.
Step 4) always encloses p * (B ∅ )), we can nd an ancestor of B, say B a (which can be B itself), such that E c B a ∩ E P(B a ) ∩ E P(P(B a )) ∩ . . . ∩ E B ∅ occurs. In other words, up until B a , the algorithm always correctly encloses the optimal decision p * (P (k) (B a )) of the ancestor bin of B a in their decision intervals p P (k) (B a ) l , p P (k ) (B a ) u . Therefore, when E c B occurs, we can rearrange the event by such B a . Term 1 in (2) can be bounded by
The rst inequality is due to Assumption 2. In the second inequality, we start enumerating from k = 1 instead of k = 0 because E c B ∅ never occurs. In the last equality, we rearrange the probabilities by counting the deterministic bins B instead of the random bins B a . Now note that X t ∈ B, B ∈ P t , B a = B , E c B ∩ E P(B ) are exclusive for di erent Bs because P is a partition and X t can only fall into one bin. Moreover,
Thus, we can further simplify (3):
The last equality is because of the fact that for given t and B, the event {X t ∈ B} ∈ σ (X t ) and E c B ∩ E P(B) ∈ F t−1 . Therefore, the two events are independent. Next we analyze the event E c B ∩ E P(B) in more detail given l(B) = k in order to bound (4). This event implies that when the parent bin P(B) is created, its optimal decision p * (P(B) ) is inside the decision interval . Therefore, E c B ∩ E P(B) could occur only if there exist two grid points 0 ≤ j 1 , j 2 ≤ N k−1 − 1 in Step 14 for bin P(B), such that 1. The j 2 th grid point is the closest to the optimal decision for the bin p * (P(B) ).
That is, |p P(B) l + j 2 δ P(B) − p * (P(B))| ≤ δ P(B) /2.
2. The j 1 th grid point maximizesȲ P(B),j . That is p P(B) l + j 1 δ P(B) = P * P(B) . It implies thatȲ P(B),j 1 ≥Ȳ P(B),j 2 in Step 15.
3. |p * (P(B) 
In other words, the empirically-optimal decision is the j 1 th grid point, while the j 2 th grid point is closest to the true reward maximizer in bin P(B), i.e., p * (P(B) ). Given that the two grid points are far apart (by part 3 above), the probability of this event should be small. To further bound the probability, considerȲ P(B),j . In Step 15, it is the sum of n k−1 /N k−1 or n k−1 /N k−1 independent random variables with mean E[f (X , p P(B) l + jδ P(B) )|X ∈ P(B)]. By Lemma 3, they are still sub-Gaussian with parameter σ . This gives the following probabilistic bound (recall the de nition of f B (p) in Section 2.2):
Here t 1 and t 2 can be either n k−1 /N k−1 or n k−1 /N k−1 ; X (1) i and X (2) i are independent mean-zero sub-Gaussian random variables with parameter σ . Their averages are the centered version ofȲ P(B),j 1 andȲ P(B),j 2 , and thus their means are moved to the right-hand side. In the last inequality, (·) + represents the positive part. The inequality follows from Assumption 3 part 1 and the previously derived facts that |p P(B) l + j 2 δ P(B) − p * (P(B))| ≤ δ P(B) /2 and |p P(B)
. By the property of sub-Gaussian random variables (for example, see Theorem 7.27 in Foucart and Rauhut, 2013) , the above probability is bounded by
Therefore, term 2 can be bounded by
For the rst term in (6), note that {X t ∈ B, B ∈ P t } occurs for at most n k times for given B with l(B) = k. Moreover, there are 2 dk bins with level k, i.e., #{B : l(B) = k} = 2 dk . Therefore, substituting ∆ k = 2 −k log(T ) into the rst term yields an upper bound K−1 k=0 M 2 2 n k 2 (d−2)k (log ( 
for c 3 = log(2) + M 4 √ d 2 /log(2) 2 and T ≥ 2.
Combining (5) and (7), we can nd constants c 2 = c 1 /2 5 = M 2 2 /(2 18 σ ) such that E[R π ABE ] ≤ K−1 k=0 c 3 log(T ) 2 n k 2 (d−2)k + M 1 T exp(−c 1 2 −4k−4 log 3 (T )n k /2) + c 3 log(T ) 2 T 2 −2K ≤ K−1 k=0 c 3 log(T ) 2 n k 2 (d−2)k + M 1 T exp(−c 2 2 −4k log 3 (T )n k ) + c 3 log(T ) 2 T 2 −2K (8)
We choose n k n k = max 0, 2 4k+18 σ M 2 2 log 3 (T ) (log(T ) + log(log(T )) − (d + 2)k log (2)) to minimize (c 3 log(T )) 2 n k 2 (d−2)k + M 1 T exp(−c 2 2 −4k log 3 (T )n k ) in (8). More precisely, c 3 (log(T )) 2 n k 2 (d−2)k ≤ c 4 log(T ) 2 log 3 (T ) 2 (d+2)k (log(T ) + log(log(T ))) ≤ c 4 2 (d+2)k for some constants c 4 > 0, and for some constant c 7 . Hence we have completed the proof.
Proof of Proposition 1: For normal random variables with distribution N (0, 1), their moment generating function is E[exp(tZ )] = exp(t 2 /2). Therefore, Assumption 1 is satis ed with σ = 1/2. For Assumption 2, we discuss two cases. The rst case is x 1 , x 2 ∈ B j , i.e., the two covariates are in the same bin. In this case, | f w (x 1 , p 1 ) − f w (x 2 , p 2 )| ≤ |p 2 1 − p 2 2 | ≤ 2|p 1 − p 2 | w j = 0 |p 2 1 − p 2 2 | + 2|p 1 d(x 1 , ∂B j ) − p 2 d(x 2 , ∂B j )| w j = 1
When w j = 0, the assumption is already satis ed. When w j = 1, by the triangle inequality we have |p 1 d(x 1 , ∂B j ) − p 2 d(x 2 , ∂B j )| ≤ |p 1 − p 2 |d(x 1 , ∂B j ) + p 2 |d(x 1 , ∂B j ) − d(x 2 , ∂B j )|
The rst inequality is because p 2 ≤ 1 and d(x 1 , ∂B j ) ≤ 1/2M ≤ 1/2 when x 1 ∈ B j . The second inequality is because
and similarly x 1 − x 2 2 + d(x 1 , ∂B j ) ≥ d(x 2 , ∂B j ). Therefore, we have shown that | f w (x 1 , p 1 ) − f w (x 2 , p 2 )| ≤ 3|p 1 − p 2 | + 2 x 1 − x 2 2 for case one. The second case is x 1 ∈ B j 1 and x 2 ∈ B j 2 for j 1 j 2 . If j 1 = j 2 = 0, then by the previous analysis, we already have | f w (x 1 , p 1 ) − f w (x 2 , p 2 )| ≤ 2|p 1 − p 2 |. If j 1 = 1 and j 2 = 0, then
The last inequality is because the straight line connecting x 1 and x 2 must intersects B j 1 . The distance from x 1 to the intersection is no less than d(x 1 , ∂B j 1 ). Therefore, d(x 1 , ∂B j 1 ) ≤ x 1 − x 2 2 . If j 1 = 0 and j 2 = 1, then the result follows similarly. If j 1 = j 2 = 1, then by the same argument, |p 1 d(x 1 , ∂B j 1 ) − p 2 d(x 2 , ∂B j 2 )| ≤ d(x 1 , ∂B j 1 ) + d(x 2 , ∂B j 2 ) ≤ 2 x 1 − x 2 2 .
Therefore, combining both cases, we always have | f w (x 1 , p 1 ) − f w (x 2 , p 2 )| ≤ 4|p 1 − p 2 | + 4 x 1 − x 2 2 .
For Assumption 3, note that If we regard p * (X ) = M d j=1 w j I {X ∈B j } d(X , ∂B j ) as a function of the random variable X that is uniformly distributed on B, then p * (B) = E[p * (X )]. Therefore, part two of Assumption 3 holds as E[p * (X )] ∈ [inf {p * (x) : x ∈ B}, sup{p * (x) :
x ∈ B}]. For part three, we have that for x 1 ∈ B ∩ B j 1 and x 2 ∈ B ∩ B j 2 p * (x 1 ) − p * (x 2 ) = w j 1 d(x 1 , ∂B j 1 ) − w j 2 d(x 2 , ∂B j 2 ).
If w j 1 = 0 and w j 2 = 0, then p * (x 1 ) − p * (x 2 ) = 0. If either w j 1 = 0 or w j 2 = 0, then p * (x 1 ) − p * (x 2 ) ≤ max d(x 1 , ∂B j 1 ), d(x 2 , ∂B j 2 ) ≤ x 1 − x 2 2 ≤ d B by the previous analysis. If w j 1 = 1 and w j 2 = 1, then again by the previous analysis p * (x 1 ) − p * (x 2 ) ≤ |d(x 1 , ∂B j 1 ) − d(x 2 , ∂B j 2 )| ≤ x 1 − x 2 ≤ d B . Therefore, part four holds with M 4 = 1.
To prove Theorem 2, i.e., Lemma 1 and Lemma 2, we introduce the following lemmas.
Lemma 4 (KL divergence for normal random variables). For X 1 ∼ N (θ 1 , 1) and X 2 ∼ N (θ 2 , 1), we have K(µ X 1 , µ X 2 ) = (θ 1 − θ 2 ) 2 2 .
Proof. The result from the following calculation
