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Photometric calibration of astronomical telescopes normally involves using standard stars as ref-
erence objects; this is because a first-principles calibration based upon modelling the light path from
the object to the photometer is extremely difficult. Gravitational wave detectors also need to be cal-
ibrated, and the standard method at present is to use laboratory-based fiducial displacements that
induce arm-length changes: electrostatic and/or laser light-pressure disturbances to the mirrors.
As LIGO and Virgo improve their sensitivity and are eventually superseded by even more sensitive
third-generation detectors, improving calibration systems to keep pace with anticipated signal-to-
noise improvements will be challenging. We explore here an alternative calibration method that uses
astronomical signals, namely inspiral signals from compact-object binaries, and we show that it can
in principle enable calibration at the sub-1% accuracy levels needed for future gravitational wave
science. This class of signal is a-priori well understood and modelled theoretically. We show how
ensembles of these transient events can be used to measure the calibration errors of individual de-
tectors in a network of three or more comparably sensitive instruments. As with telescopes, relative
calibration of gravitational-wave detectors using detected events is easier to achieve than absolute
calibration, which in principle would still need to be done with a hardware method for at least one
detector at one frequency. Our proposed method uses the so-called null streams, the signal-free
linear combinations of the outputs of the detectors that exist in any network with three or more
differently oriented detectors. Signals do not appear in the null stream if the signal amplitude in
the detector output is faithful to that of the real signal. Frequency-dependent calibration errors and
relative calibration and timing errors between detectors leave a residual in the null stream. The
amount of residual from each detector depends on the source direction. We adapt the method of
matched filtering to the problem of extracting the calibration error of each detector from this resid-
ual. This requires combining linearly the filter outputs of a sufficient number of detected signals, and
in principle it can achieve any desired accuracy in a long enough observation run. We anticipate
that A+ detector networks, expected in 5 years, could employ this method to check anticipated
hardware calibration accuracies. And with an expected harvest of several hundred binary signals
per day, third-generation detectors should be able to control their calibration at the sub-percent
level rapidly after any hardware change. Third-generation detectors may also be able to acquire
high-accuracy calibration from the LISA mission, transferred via binary systems observed both in
space and on the ground. And at some future time an ensemble of detected gravitational-wave
pulsars could serve as a long-term memory for calibration, including for the absolute calibration.
Such pulsars would be close analogues of optical astronomers’ standard reference stars.
I. INTRODUCTION
A. Calibration challenges
LIGO [5, 7, 16] and Virgo [8] have already changed our
view of the Universe, among other things by uncovering
a population of unexpectedly massive binary black holes
like the first detection GW150914 [1] and by enabling the
intensive study of the kilonova that followed the merger of
two neutron stars, GW170817 [6]. When the most recent
observing run O3 came to a close in March 2020, the de-
tectors were already sensitive to four times more volume
for such binary-coalescence signals as when GW150914
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was detected. Further upgrades in sensitivity are planned
through at least 2025, when the A+ hardware configura-
tion [33] should become operational.
The accurate extraction of information from a gravita-
tional wave signal that has a signal-to-noise ratio (SNR)
equal to ρ requires that the detector has been accurately
calibrated at least to the level of 1/ρ. And if there are
systematic calibration errors shared by detectors in a net-
work, then one should probably use the total network
SNR in this expression. At present, LIGO estimates that
the systematic error in calibration is at the 2% level [41].
This is sufficient for all events detected so far, but it
might become a limit on the accuracy of measurements
made with ensembles of events, such as an accurate GW
determination of the Hubble constant [11, 14, 22, 38].
Calibration is difficult because the changes in separa-
tion of the mirrors inside interferometric detectors that
2gravitational waves produce are extraordinarily tiny. The
current methods involve simulating signals by moving the
mirrors artificially, either using electrostatic driving or
photon pressure from a laser directed at the front of the
mirror [3, 11, 29]. These are called fiducial displacements,
and they have to be accurately modelled, because the
disturbances they make are too small to be measured di-
rectly, independently of the interferometry. The accuracy
of the modelling is improving, and in particular the pho-
ton calibrator itself can now be modelled to better than
0.5% accuracy [11]. A technique currently under devel-
opment uses the Newtonian gravity of a nearby spinning
mass to produce the disturbance of the mirror [20, 26, 32].
This also holds promise of going below 1%, but much
more work needs to be done. All these methods employ
narrow-band fiducial displacements, which then have to
be extrapolated to other frequencies across the observa-
tional band using a model of the detector response.
All astronomical observatories need to be calibrated,
and optical telescopes generally calibrate their photo-
metric detectors using standard stars rather than arti-
ficial sources [18]. The analogous approach for GW de-
tectors would be to use strong continuous-wave signals
that could be identified as standards (as mentioned in
[36]), so that a new detector or one that has undergone a
hardware upgrade could re-calibrate itself to them. We
return to this possibility at the end of this paper, but at
present no such signals have been identified. The ques-
tion we address here is, therefore, whether it is possible
to use the detected transient signals from compact bi-
nary coalescence (CBC) events to accomplish calibration,
and thereby provide an independent way to supplement
and check whatever hardware calibration methods may
be available. Transient signals are in a sense complemen-
tary to fiducial displacements, in that they are broadband
disturbances that can in principle test the calibration of
detectors across the observation band. They are suitable
for testing calibration because they are well-modelled, so
if general relativity is correct, then they can be used to
discover calibration errors.
Calibration using transients is generally called astro-
physical calibration, and there has been considerable in-
terest in it in recent years [19, 21, 35, 36]. Binary systems
Pitkin et. al [36] discussed using a relatively strong sig-
nal to check whether the calibrated signal matched the
model. They found that the calibration was consistent
with the signal model. Later papers have investigated
calibration errors within the context of matched filtering
of weaker signals within networks of two or three detec-
tors. Fairhurst [21] considered how the timing informa-
tion in a network of three detectors could identify cali-
bration errors, while Essick & Holz [19] simultaneously
modeled both astrophysical parameters and calibration
errors in multiple detectors as a way of constraining or
measuring those errors under the assumption that GR is
the correct theory of gravity and the astrophysical wave-
form family was perfectly known. In particular, they
pointed out that it would be possible to accumulate such
error measurements over successive event detections in
order to make them more accurate, and that accura-
cies of 1% could be achieved with 1000-2000 detected
events. Only events that occur during a period in which
the calibration is unchanged can be used in this way, and
detector calibration teams typically adjust calibration a
few times a year. Therefore, as Essick & Holz remarked,
requiring thousands of events for calibration makes the
method unrealistic in current detectors. Two recent pa-
pers [35, 46] have used groups of detected events to test
the calibration, using physically motivated calibration
models. Both are consistent with the view that thou-
sands of events will be needed to put strong constraints
on these very small calibration errors.
We re-cast the astrophysical calibration problem in the
framework of coherent detection in networks of three or
more detectors, in which the detection of events and their
timing at different detectors is part of a single solution. A
network ofN detectors will haveN−2 joint data streams,
each of which contains in principle only the calibration
errors. These are the so-called null streams, which we
will discuss in detail below. The purpose of this paper
is to show how to filter the errors out of a null stream,
and then how to use the ensemble of all detected signals,
not just the loudest ones, to extract the calibration er-
rors of all the detectors in the network with sub-percent
accuracy. We call this version of astrophysical calibra-
tion the self-calibration method. We believe that this
is the optimum approach to using transient astrophysi-
cal signals for calibration. A given calibration epoch (a
time-span in which the calibration is not changed) that
lasts 4 months at A+ sensitivity might return 500 events,
which we shall show below makes self-calibration poten-
tially useful. And 3G detectors will return that many
events in a few days.
It may at first seem impossible to use different events
together to accomplish calibration. Each detected CBC
signal differs from the others in the masses and spins of
its components, and possibly also in the eccentricity of
the orbits. Calibration requires something that is shared,
some known reproducible information that can be used to
detect calibration errors. What these CBC systems share
is that the signals are well modelled theoretically across
the spectrum, so that once a signal’s parameters have
been measured, any distortions of the apparent signal
due to calibration errors are in principle identifiable by
comparison with the theoretical model. This principle
was the basis of the discussions in [19, 21, 36], and we
show how to take maximum advantage of it here.
Since a CBC source’s distance is a-priori poorly known,
self-calibration normally provides only a relative calibra-
tion, reducing frequency-dependent distortions but not
correcting an overall amplitude error. The frequency
dependence of calibration errors is difficult to model in
present detectors. Such errors affect the parameters that
we wish to extract from the signals, such as the masses
and spins of component stars, and they affect the accu-
racy of many of the tests of general relativity that use
these signals. In a network, inconsistencies between de-
tectors in the calibration of the amplitude across the fre-
3quency band (absolute calibration) produce mismatches
that affect inferred sky position of sources and may there-
fore even inhibit identification of counterparts. All of
these are addressed by self-calibration. But an overall
error in absolute calibration shared by all detectors in
the network produces an error in distances to binaries
[38], so self-calibration must generally be supplemented
by some other method that can provide an absolute cali-
bration of at least a single detector at a single frequency.
The paper [19] looked to independent astronomical dis-
tance measures to provide the absolute information. This
would, unfortunately, pass any systematic distance er-
rors in the astronomical measurements on to the GW
calibration. We prefer to hope that hardware calibration
methods can be developed to the point where they can
provide an absolute calibration at a few frequencies in
at least one detector in the network, at whatever accu-
racy is required for the science. We will return to discuss
absolute calibration in the final section.
Calibration errors have generally been modelled as sys-
tematic errors, affecting the data of all the events in a
given calibration epoch in a similar way [41]. This is key
to our method, as will be shown below. Errors are eas-
ier to model and measure if the calibration is a slowly
varying function of frequency, but if not, then measur-
ing the error using detected signals automatically weights
the detected errors in different frequency bands accord-
ing to the distortions they produce in the reconstruction
of a signal. However, if calibration errors are correlated
among detectors, something which we call network sys-
tematic errors, then we shall see that these tend to cancel
out in our method and require more events to measure.
This point was also made by Essick & Holz [19]. And it
may be that something in a detector’s hardware changes
during a given calibration epoch, changing the calibra-
tion error. We will come back later to how this could be
monitored.
Self-calibration using very weak transient signals is
made possible by the redundancy of the signal response
among detectors in a network of three or more interferom-
eters. If the direction to a source is known, and if the sig-
nal is observed by three comparably sensitive detectors,
then (as we will review below) one can construct a lin-
ear combination of the three outputs that eliminates the
two independent polarization waveforms and leaves just
a combination of the instrumental noise. As mentioned
earlier, this is called a null stream. It is constructed
purely from the geometry of the detector network and
the direction of the signal; the cancellation does not need
to know the waveform of each polarization. First intro-
duced by Gu¨rsel & Tinto [24], it was given its name by
Wen & Schutz [48], who explored how it can be used to
veto instrumental artefacts that masquerade as signals.
Chatterji et al [13] developed these ideas further, as did
Wen [47], who also showed how the null stream could be
used as a coherent detection statistic. The mathematics
of null streams and of extracting the desired information
from a system of redundant outputs with independent
noise is fully explored in the papers just referred to.
Signals cancel in the null stream if they are represented
faithfully in the outputs of the three detectors. Calibra-
tion errors distort this representation, leaving residuals
in the null stream. These residuals are extremely small:
the signals are already below broad-band noise, and the
errors are 2% or less of the signal amplitude. We show
that they can nevertheless be measured by constructing
matched filters that make use of the fact that the cal-
ibration error of each detector is a systematic error, a
property encoded in the residual from each detected sig-
nal. By accumulating the output of an appropriately
constructed matched filter linearly over many events, the
systematic becomes measurable. We estimate that thou-
sands of events will be needed, which makes the method
useful for third-generation detectors, which are expected
to make hundreds of CBC detections each day. These de-
tectors will require sub-percent-level calibration because
they will make many detections with SNR higher than
100.
B. Principles of the self-calibration method
Here we focus on the way calibration errors appear in
the null stream. In order to take advantage of the re-
dundancy of the signal, the detector outputs have to be
expressed in terms of strain, or gravitational wave ampli-
tude h, before they are combined. This conversion to h
depends on understanding the calibration. The calibra-
tion is expressed as a parametrized function in the fre-
quency domain that whose parameter values are adjusted
to best fit the calibration as measured across the whole
signal spectrum. Any errors in calibration can propagate
into the null stream to cause incomplete cancellations of
gravitational wave amplitudes, as was noted by Chatterji
et al [13]. But if the signal waveform is a-priori well un-
derstood, and if its parameters are well-measured by the
network, then the residual signal in the null stream will
be the product (in the frequency domain) of the calibra-
tion error and known weighted amounts of signal.
In order to detect this residual against the detector
noise of the null stream with as much accuracy as possi-
ble, one has to apply a matched filter in much the same
way as the signal itself is detected in the data stream of
each detector. As we will explain in Sec. III, the cali-
bration error function will be parametrized in some way
in the frequency domain, so the aim is to find best-fit
values of these parameters. This gives a family of func-
tions over which one searches to find the best fits to the
residuals in the null stream. By adding the SNR output
of the matched filters over a number of detected events,
eventually the best-fit filter will stand out. In this way,
the network calibrates itself, using the known waveform.
Naturally, calibration can only be done over the fre-
quency range spanned by the signal itself. Binary inspi-
rals sweep across the range from the lowest detectable
frequency to their coalescence frequency. Binary neutron
stars are ideal because they go up to beyond 1 kHz. Bi-
nary black hole signals terminate at lower frequencies,
4but will still be useful because calibration errors are typ-
ically larger at lower frequencies.
A couple of cautions should be noted. First, for global
networks of detectors, the direction to the source of
the signal must be known in order to form the correct
matched filters, since the amount of signal from any one
detector that is present in the null stream depends on
the location of the source on the detector’s sky. A three-
detector network already provides this direction informa-
tion [48] with enough accuracy to allow the null stream to
be constructed, so independent identifications of sources
is not necessary. Second, the signals being used for cali-
bration must all arrive before there is any change in the
hardware of any of the detectors that could require re-
calibration. As noted in [19], the large number of events
needed (estimated below) makes it unlikely that self-
calibration can be useful for current detectors, but it may
become useful with LIGO’s A+ sensitivity. And for 3G
detectors like the Einstein Telescope [31] or Cosmic Ex-
plorer [2], the event rate should be more than adequate.
We turn in the next two sections to describe the way
self-calibration works.
II. DEFINITION OF THE NULL STREAM
The null stream of three detectors is a consequence of
the fact that, in general relativity, a gravitational wave
has only two polarization amplitudes, which act trans-
versely to the direction of propagation. If we adopt a
coordinate system (θ, φ) for the celestial sphere and at
any point on the sphere define an orientation for local
x-y coordinates in the plane tangent to the sphere, then
we can resolve a wave coming from that direction into its
amplitudes h+(t) and h×(t). An interferometric detector
located on Earth will respond to the two wave ampli-
tudes linearly with response functions F+ and F× that
depend on the direction to the source, the location of the
detector, its orientation with respect to local North, and
the normal direction to the plane formed by its two arms.
A more detailed discussion can be found in many refer-
ences [9, 37, 42]. For our purposes we don’t need to write
down the explicit expressions for these antenna pattern
functions.
We assume that we have an array of three detectors, no
two of which are both co-aligned and co-located, i.e. that
any two responses contain linearly independent combina-
tions of the two polarizations. The outputs o(t) of the
detectors (calibrated to give the detector strain) contain
not just the strain response to the incoming wave but
also detector noise n(t). The three outputs can be writ-
ten as follows, in terms of the wave amplitudes at time t
at detector number 1 and the delays in arrival τ (2) and
τ (3) at detectors number 2 and 3, respectively:
o(1)(t) = F
(1)
+ h+(t) + F
(1)
×
h×(t) + n
(1)(t) (1)
o(2)(t+ τ (2)) = F
(2)
+ h+(t) + F
(2)
×
h×(t) + n
(2)(t+ τ (2)) (2)
o(3)(t+ τ (3)) = F
(3)
+ h+(t) + F
(3)
×
h×(t) + n
(3)(t+ τ (3)). (3)
This equation assumes that the direction to the source is
correctly known, so that the time-delays and the values of
F+ and F× for each detector can be correctly calculated.
It also assumes that the signal duration is short, so that
the position of the source on the sky does not change
measurably during the detection. This keeps F+ and F×
independent of time. Of course our analysis could be
generalized to the case of long-duration signals.
Any two of these equations can be solved for h+(t) and
h×(t), and the results can be substituted into the third
equation, giving a linear function of the three detector
outputs in which the gravitational wave amplitudes do
not appear. This linear combination of appropriately
time-shifted and weighted detector outputs is the null
stream N123(t) of this set of three detectors:
N123(t) := A23o(1)(t)+A31o(2)(t+τ (2))+A12o(3)(t+τ (3)),
(4)
where
Aab = (F
(a)
+ F
(b)
×
− F (b)+ F (a)× ). (5)
In the ideal case, where there are no errors of calibration
and where one is using the correct direction to the source,
the signal content of the output streams cancel and one
has a pure noise null stream that we call N123n . If we
introduce a couple of convenient changes in notation,
A(1) := A23, A(2) := A31, A(3) := A12, τ (1) := 0,
(6)
then we can write the null stream noise compactly as
N123n =
∑
a
A(a)n(a)(t+ τ (a)). (7)
We shall assume from now on that the noise is normally
distributed with zero mean. Note that the function of
the time-delays is to effectively shift the detectors into
a plane parallel to the incoming wavefronts. If one has
three differently oriented detectors already in the same
location, they are in the same wavefront plane no matter
what direction the wave is coming from, so no time-delays
are needed. In this case the cancellation happens for
5signals coming from any direction. This applies to the
proposed ET detector, and also for LISA. We discuss
these cases in Sec. IVB below.
The null stream has a number of uses. One [47] is to lo-
calize a source on the sky: one computes the null stream
for different angular positions of the source on the sky,
and the true position is the one where no evidence of sig-
nal remains. Another [48] is to use it to recognize and
veto non-Gaussian noise events in one or more detectors
that masquerade as signals. Unlike true incoming signals,
such “glitches” do not disappear in N123. Our interest
here is to use the null stream to identify and correct cal-
ibration errors.
III. CALIBRATION AND THE NULL STREAM
In this Section we will briefly discuss how the inter-
ferometer response is calibrated and then use that pro-
cedure to motivate the definition of complex calibration
functions ca(f) we use. In the following sections we will
demonstrate how the null stream formed using the re-
sponse function of a network of detectors can be used to
self-calibrate gravitational-wave detectors.
A. Calibration of interferometers
The calibration of interferometers is a complex and
delicate process. The value of the gravitational-wave in-
duced strain h has to be inferred from the output of the
photodiodes at the destructive-interference port of the in-
terfeometer. But account must be taken of feedback sys-
tems used to control the positions of the mirrors, which
ensure that the interferometer remains locked. All of
these systems need to be modelled and then their pa-
rameters measured, to form an overall model of how
the gravitational-wave strain amplitude h can be inferred
from the measured output. This has been described in
detail for current LIGO interferometers in a number of
papers [12, 41, 43].
Although the detector is calibrated in the time-domain
(in order to generate the correct h(t) to be recorded in the
output signal stream), the sensing and actuation func-
tions are modeled in the Fourier domain, from which one
constructs the desired digital filters for application in the
time-domain [45]. The calibration system – modelling the
measurements, feedback, and standard signal generators
– contains many parameters, each of which could have a
measurement error.
As mentioned earlier, the calibration model is tested
and its parameters measured regularly by applying fidu-
cial displacements to the interferometers, in which mir-
rors are moved by electrostatic and photon-pressure
forces [43]. Since the resulting motions are too small to
measure in any way other than by looking at the output
of the interferometer, these tests require good models of
the forcing mechanisms and of how the mirrors respond
to them. Any errors in these models or in the measure-
ments associated with them will result in errors in the
calibration that is applied to the signal output to get h.
Calibration is not expected to change much during an
observation run, that is over timescales of weeks and
months. The errors therefore feed into the output as
systematic errors, affecting every signal in the same way.
We shall assume in this paper that self-calibration is a
way to measure this constant error in each detector in a
network.
The calibration error is a complex function of fre-
quency across the detector’s observation band. This is
estimated by the detector calibration team and provided
to the data analysis teams as a fractional systematic error
in the signal h˜(f) in the Fourier domain. In what follows
we shall call this the fractional error function c(f). We
shall not be concerned with the (hidden) parameters of
the calibration system. We seek only to measure c(f).
The interpretation of this measurement and its use for
correcting the models of the calibration system and of
the fiducial displacements is then left to the calibration
teams.
B. Null-stream calibration of interferometers
1. Null stream in the frequency domain
As we have just seen, calibration of interferometers is
applied in the frequency domain, so we shall work with
the Fourier transform of the null stream:
N˜123(f) :=
∑
a
A(a)o˜(a)(f)e2piifτ
(a)
. (8)
If there is a fractional calibration error c(f), then the h-
content of the null stream in the frequency domain will
contain c(f)[F+h˜+(f) + F×h˜×(f)] from each detector,
weighted with the antenna pattern determinants:
N˜123 = N˜123n +
∑
a
A(a)c(a)(f)[F
(a)
+ h˜+(f)+F
(a)
×
h˜×(f)]e
2piifτa ,
(9)
where the sum is over the detectors, and where c(a)(f)
are complex functions that account for error in both am-
plitude and phase of the signal. This equation contains
both the null-stream noise N˜123n and what we will call
the null-stream calibration error signal,
ǫ123(f) :=
∑
a
A(a)c(a)(f)[F
(a)
+ h˜+(f)+F
(a)
×
h˜×(f)]e
2piifτa .
(10)
In Eq. 9, if we know the signal waveforms h˜+(f) and
h˜×(f), then the only unknowns are the calibration er-
ror functions. The aim of self-calibration is to use esti-
mates of the null-stream calibration error signal of a set
of detected signal events to determine the error functions
{c(a)(f)}.
To see what this involves, let us make a further simpli-
fying (but very commonly valid) assumption that there
is no precession of the plane of the binary during the
6observation, so that the polarization can be taken to be
constant in time. In this case both h˜+ and h˜× are pro-
portional to a single signal model that we shall simply
call h˜(f). We assume that the parameters of the signal
have been measured, as has the polarization, so that we
can write
h˜+(f) = αh˜(f), h˜×(f) = βh˜(f), (11)
where α and β are complex constants, independent of
frequency, and the same for all detectors. This assump-
tion simplifies the contribution of each detector to the
null stream, so that Eq. 10 becomes
ǫ123(f) =
∑
a
[χ(a)(f)c(a)(f)]h˜(f), (12)
where we define the complex functions
χ(a)(f) := A(a)[αF
(a)
+ + βF
(a)
×
]e2piifτ
a
. (13)
We shall refer to these coefficients as geometry parame-
ters because they are known functions of the geometry
of the network and source. Then the null stream Eq. (9)
becomes
N˜123 = N˜123n +
∑
a
[χ(a)(f)c(a)(f)]h˜(f). (14)
The sum in this equation is the signal we are looking for.
2. Matched filters for the null stream: an overview
In order to have detected the signal in the first place,
the signal streams of all three detectors had to be
matched-filtered using a family of templates of the signal
[17, 28, 37]. This is because the signal itself is normally
too weak to be recognized in broad-band noise. It follows
from this that the residual we seek in the null stream will
be even further below the broadband noise, because we
are dealing with errors at the 2% level or smaller. So the
best way to extract as much of the desired information
as possible about the error signal
∑
a[χ
(a)(f)c(a)(f)]h˜(f),
buried underneath the null stream noise N˜123n in Eq. (14),
is to apply matched filtering to it as well.
Although matched filtering is a standard technique in
GW detection, its application to this problem has some
novel features. We describe them first before we go on
to the algebraic implementation, in order to make the
method more transparent. The aim is to determine the
calibration errors c(a)(f), which will be approximated by
functions that depend on a set of parameters. Matched
filtering should extract the best set of values of these
parameters. The residual error in the null stream in
Eq. (14) contains the functions c(a)(f) we seek to de-
termine, but we can’t filter just for them because they
are multiplied by χ(a)(f)h˜(f). Our filters must there-
fore be constructed to model the entire residual. Since
the detector network has already measured the signal, we
know χ(a)(f)h˜(f), so the correct filter family is straight-
forward to construct by just multiplying this by the
parametrized approximation to c(a)(f), and then apply-
ing filters for various sets of parameters that cover the pa-
rameter space, just as one does when searching for CBC
signals.
However, even for the best-match filter, the expecta-
tion of the filter output from an event will be far below
the filter noise. This is because, as inspection of the
residual in Eq. (14) will show, the size of the residual is
roughly the size of the original event h˜ times the cali-
bration error. Therefore, if the error c(a)(f) is only of
order 2%, then the network SNR of the filter output for
the residual will be of order 2% of the original SNR of
the detected event. If the event had a network SNR of
20, then the expected SNR of the output of the best-fit
residual filter applied to the null stream will be of order
0.4.
This requires us to combine filter outputs from dif-
ferent events in order to build up a detectable SNR for
the calibration, in much the same way as Essick & Holz
did [19]. Since each event will have a different func-
tion χ(a)(f)h˜(f), the family of matched filters changes for
each event. Nevertheless, by adding linearly the SNR of
the filters labelled with the same set of parameter values
applied to each successive event, we will build up SNR in
the usual Gaussian way, proportional to the square-root
of the number of events. If we set a detection thresh-
old of SNR = 5 for this cumulative measure, and we
start with an expectation of 0.4, then we need about 150
events, each detected with network SNR of 20. This may
well be possible for an observing run with A+ technol-
ogy, where events may be expected more than once a day,
and it should be easy to reach in only a few days for the
planned 3G detectors, which should be able to measure
sub-percent errors in a several-month observation run.
It is important to realize that a measurement of c(f)
for each detector at the 5-sigma level allows the cali-
bration not just to be checked, but to be improved, by
adjusting the calibration model parameters, the model
itself, or the fiducial displacement systems. It is not un-
reasonable to expect that in this way a 2% calibration
error can be pushed down to around 1%. A 1% cali-
bration error could itself then be measured and reduced
using another 600 events, but that might be too many for
an A+ run to detect before a hardware upgrade changes
the calibration model.
3. Construction of the matched filters for transient events
Now we turn to the algebraic implementation of the
scheme we have just described. We address this problem
in two steps. In this part we construct the appropriate
filters for the null stream of a single event. In the follow-
ing part we construct the optimal filter for the problem
of using multiple events to find the best description of
the calibration errors of the detectors.
To filter optimally one needs to model the individual
7calibration error functions with template families that de-
pend on parameters, creating a parametrized set of pos-
sible error functions that can approximate the true error
c(a)(f) accurately. This has to be done by the experiment
teams that look after the calibration of each instrument.
Here we simply denote the parametrized calibration er-
ror function of the ath detector as C(a)(~p (a); f), where
~p (a) is the set of n(a) parameters used to model the cal-
ibration error of this detector. These do not necessarily
correspond to any parameters that the calibration er-
ror function c(a)(f) might depend on, but the intention
is that for some (“best”) parameter set ~p (a) the func-
tions C(a)(~p (a); f) will be good approximations to the
true errors c(a)(f), so that finding these parameter val-
ues (with appropriate uncertainties) will guide the cali-
bration teams in readjusting the calibration.
Among the parameters in the parameter set ~p (a) of the
ath detector will be, besides parameters that describe the
calibration error, also the time-shift τ1a that enters the
construction of the null stream in Eq. 4 and the geometry
parameters χ(a) in Eq. 13. (The time-shift τ11 vanishes
identically since we have adopted the convention that the
shifts are referenced to the signal arrival time at detector
1.) If there are timing errors at detector sites (differences
between local clock time and reference UTC), then these
will put signal power into the null stream. These net-
work timing errors were first discussed in this context by
Fairhurst [21].
The parametrized family of filters for finding the cal-
ibration error signals is found by replacing c(a)(f) in
ǫ123(f) with C(a)(~p (a); f). Each filter depends on all
three parameter sets. We call these filters E123({~p}; f),
where {~p} is a shorthand that stands for the set
{~p (1), ~p (2), ~p (3)}:
E123({~p}); f) :=
∑
a
[χ(a)(f)C(a)(~p (a); f)]h˜(f). (15)
To filter the null stream Eq. 14 optimally [37, 42], we
must weight the filter integrals inversely using the null-
stream spectral noise density, which is given by
S123h (f) = (A
23)2S
(1)
h (f)+(A
31)2S
(2)
h (f)+(A
12)2S
(3)
h (f).
(16)
Here we use the notation S
(a)
h (f) for the spectral noise
density of detector a. The null-stream spectral noise den-
sity is just this weighted sum of the spectral noise den-
sities of the individual detector streams (no cross-terms)
because we assume their noise distributions are indepen-
dent on one another. (This would not be true for the
case of LISA, as we mentioned above.) The spectral noise
density defines an inner product on the space of possible
signals [37] in the frequency domain:
〈x, y〉 :=
∫
∞
−∞
x(f)y∗(f)
S123h (f)
df. (17)
Using this notation, the application of the filter in
Eq. 15 to the data stream Eq. 14 gives the output
Φ({~p}) =
〈
N˜123, E123({~p})
〉
. (18)
This will contain a noise component from N˜123n (the noise
content of the null stream N˜123) and a deterministic part
that is the weighted correlation of the filter for these pa-
rameters with the calibration residual in the null stream.
As long as the detectors’ noise is Gaussian and zero mean
(which we assume throughout), the filter output Φ({~p})
will be normally distributed with mean φ({~p}) equal to
its expectation value,
φ({~p}) := Φ({~p}) = 〈ǫ123, E123〉 = ∫ ∞
−∞
∑
a,b χ
(a)(f)c(a)(f)[χ(b)(f)C(b)(~p (b); f)]∗|h˜(f)|2
S123h (f)
df, (19)
and variance equal to
Var({~p}) := 〈E123({~p}), E123({~p})〉 = ∫ ∞
−∞
|∑a χ(a)(f)C(a)(~p (a); f)|2 |h˜(f)|2
S123h (f)
df. (20)
Therefore the signal-to-noise ratio (SNR) for the output
of a given filter is
ρ({~p}) = Φ({~p})
[Var({~p})]1/2 . (21)
The calibration error models C(a)(~p (a); f) for each de-
tector must be computed for a sufficiently dense set of
sampled parameter values ~p (a) that covers the entire
volume of the family in parameter space. We call this
family the calibration error template bank. The filters
E123({~p}; f) are formed by multiplying each member of
the calibration error template bank by the known signal
waveform and geometry parameters in frequency space.
The outputs φ({~p}) from these filters will of course be
dominated in each individual event by the null stream
noise, because as remarked above the calibration error is
a small fraction of the signal itself. Therefore it will be
necessary to apply these filters to a statistically sufficient
8number of detected events in order to find the best-match
filter and therefore the best estimate of the null stream
calibration error signal ǫ123(f) as defined in Eq. (10). We
turn now to show how this is done in an optimal way.
4. Cumulative matched filtering
The different signal detection events are assumed to
occur in an observation span during which the detector
calibration model is unchanged and the detectors are op-
erating normally. We also assume that the different sig-
nals do not overlap with one another in time, so that the
null stream can be divided into sections, each of which
contains a single signal, and whose noise is statistically
independent of the noise in each of the other sections.
Since detector noise is colored, the low-frequency noise
below the signal must be filtered in order to achieve this
statistical independence. (The assumption that signals
do not overlap will need care in 3G detectors, and will
probably require that only events stronger than a cer-
tain threshold should be selected for self-calibration.) Of
course, the signal waveform h˜(f) and the geometry pa-
rameters χ(a)(f) will change from event to event. But
we want to apply the matched filters for any given pa-
rameter set {~p} to all these events, and use their outputs
to decide with parameter set is optimum. This choice is
therefore a property of the ensemble of all the events that
are being used.
This requirement can be framed as a form of matched
filtering, extending the familiar approach to finding a sin-
gle signal in a data stream. The data set in this case is
the union of the non-overlapping segments of the null
stream that contain the different events. The problem is
to find the best filter for the detecting the signal – the
calibration error – using the information in the whole
union. If we were looking for a single signal, we would
simply multiply the filter by the data in Fourier space
and add the products up (integrate) over all frequencies,
inversely weighted by the noise spectral density. We do
this because the noise at each frequency is assumed un-
correlated with that at other frequencies (a property of
stationary noise). The best filter is the one that max-
imises the integral. In our present case, the noise at each
frequency in each of the data sets in the union can be
taken to be independent, so by extension we construct,
for each parameter set {~p}, a filter that is the union of the
filters E({~p}; f) given in Eq. 15, and we sum the product
of this filter with the data in Fourier space over frequency
and event number. We shall return in the next section to
use maximum likelihood to derive the detection statistic,
but first we give a more heuristic derivation that might
make it clearer.
To sum over events, we must address the normaliza-
tion of the filters. The sum can be thought of as a
one-dimensional random walk, in which each step has
a random element (null-stream noise) and a determin-
istic value (the expectation value of the filter output).
The best parameter set {~p} is the one that produces
the longest walk through the accumulation of consistent
values of the deterministic part. The optimum random
walk for discovering the correct parameter values is one
in which the noise distribution is the same at each step.
Then the expected random displacement increases as the
square-root of the number of steps, while the determin-
istic parts accumulate quasi-linearly. This means that
instead of adding up the output values Φ({~p}) we must
add up the SNR values ρ as given in Eq. 21.
Suppose we use N detection events for self-calibration.
If we introduce now a label for each event – using capi-
tal Roman letters A, B, C, . . . – then the full detection
statistic ρSC for self-calibration by the member of the
calibration error bank with the parameter set {~p} is
ρSC({~p}) = 1√
N
N∑
A=1
ρA({~p}) = 1√
N
N∑
A=1
ΦA({~p})
[VarA({~p})]1/2
.
(22)
This statistic follows the normal distribution with vari-
ance 1, so its value can be regarded as the SNR for the
given member of the calibration error bank over the en-
tire set of observed events. The best set of parameters
{~p} for representing the calibration error is the set that
maximizes ρSC.
There will be three main reasons that the SNR of a
given filter will differ from one event to another, apart
from statistical fluctuations: (i) the event’s amplitude
|h˜(f)| can be louder or quieter; (ii) the null-stream noise
S123h (f) can change either because the weighting of the
different detectors changes with the incoming direction of
the signal or because of non-stationarity in the detectors;
and (iii) the geometry parameters χ(a) change because of
the change in the incoming direction of the signal. By ex-
amining Eq. 19 and Eq. 20, one can see that ρA for event
A scales linearly with a scale increase in the amplitude of
the event or an increase in the geometry factors, so that
stronger events contribute more to the detection statistic
than weaker ones. Similarly, a scale increase in S123h pro-
duces a decrease in ρA by the square-root of the scale,
in other words ρA is inversely proportional to the noise
amplitude during the event. So again, the contribution
of noisier events is down-weighted.
As noted earlier, this method cannot by itself deter-
mine the overall absolute calibration, although ampli-
tude will be one of the parameters for each detector’s
error model, and this will allow the absolute calibration
of the various detectors at least to be coordinated. Sig-
nal events that have identified counterparts with inde-
pendently determined distances can be used for this, if
the distances are regarded as reliable [19]. But it would
be more satisfactory to obtain the absolute calibration,
at a minimum of one frequency in one detector, using
a hardware method, as we remarked earlier. Then self-
calibration can be compared with the hardware calibra-
tion at other frequencies, as a check on the hardware
method.
Once found, the best-fit parameter values should be
used to re-calibrate the detectors, and then to re-
determine the parameters of the detected signals, such
9as component masses and spins, and sky locations and
polarizations. If these change significantly from the val-
ues that were used as input into the self-calibration pro-
cedure, then a further iteration will be needed in order
to get the best calibration. If the calibration errors ini-
tially were small, then one can hope that only one such
iteration, at most, should be necessary.
5. Matched filter statistic as Bayesian likelihood
We can interpret the detection statistic in Eq. (22) as
Bayesian likelihood function. To this end we will assume
that the each detector output is normally distributed
with zero mean. The noise at different frequencies is
further assumed to be uncorrelated, which is equivalent
to saying that in the time-domain the noise is stationary,
and the variance at frequency f is simply the noise PSD
Sh(f). This can be a good assumption at most times, and
therefore around most detected events.
The null stream described in Eqs.(4) and (8), being
linear combinations of the data from different detectors,
will continue to be stationary and Gaussian. We will
first address filtering applied to the null for individual
events, and then combine the events to get the linear sum
statistic Eq. (22). For clarity in this section we introduce
some simplifying notation. The null stream for event A
will be denoted xA := N˜
123
A (f), the expected calibration
signal for that event will be denoted yA := E
123
A ({~p }, f)
and the background noise during that event by nA :=
N˜123n,A(f).
If the calibration applied to the data is perfect then we
do not expect any residual and in that case xA = nA. On
the other hand, inaccurate calibration will leave behind
a residual and in that case xA = nA+yA. In the absence
of any residual the probability of getting data xA is the
same as probability of getting a realization of noise. Since
nA is a Gaussian with zero mean we have
P (xA|nA) ∝ exp
[
−1
2
〈xA,xA〉
]
, (23)
where the inner product of a pair of vectors xA and yA is
defined in Eq. (17). If the calibration is not perfect then
xA contains residual calibration and hence the mean of
xA 6= 0. However, xA−yA will obey a normal distribution
with zero mean and hence
P (xA|yA) ∝ exp
[
−1
2
〈xA − yA,xA − yA〉
]
. (24)
The likelihood function for the filtering of event A is the
ratio of the two probabilities we computed above:
ΛA :=
P (xA|yA)
P (xA|nA)
= exp
[
−1
2
〈xA − yA,xA − yA〉+ 1
2
〈xA,xA〉
]
.(25)
Exploiting the linearity of the inner product we see
that the likelihood function for event A reduces to:
ΛA = exp
[
〈xA,yA〉 − 1
2
〈yA,yA〉
]
. (26)
If this likelihood ratio could be significantly larger than
1, then we could stop here and use the usual matched-
filtering detection statistic for a single event, namely that
the logarithm of the likelihood should be a maximum.
This would lead as usual to the parameter set that most
closely approximates the true calibration error at the
time of that event, which would maximize of the SNR
ρA as given in Eq. (21)
However, as we have seen, individual events will all
be expected to have likelihood ratios very much smaller
than 1, and so the best filter parameters can only be de-
termined by accumulating likelihood over events. Since
by assumption the null streams of different events are sta-
tistically independent, the full self-calibration likelihood
ΛSC over the whole set of N events is simply the product
of the likelihoods of the individual events:
ΛSC :=
N∏
A=1
ΛA
= exp
{
N∑
A=1
[
〈xA,yA〉 − 1
2
〈yA,yA〉
]}
. (27)
Maximizing the logarithm of this quantity leads precisely
to the detection statistic Eq. (22), apart from the conve-
nient (but unimportant) normalizing factor of 1/
√
N .
IV. APPLICATION OF NULL-STREAM
CALIBRATION
A. Globally distributed networks of detectors
For the next decade or more, any application of self-
calibration will involve detectors that are distributed
around the Earth, with non-zero time-delays and mostly
uncorrelated antenna patterns. In this section we dis-
cuss in a qualitative way how the method might work for
various subsets of three detectors.
First, let us make a rough estimate of the number of
detected events that are needed to correct the calibration
errors. Suppose that the fractional calibration error is
of order δ ≪ 1. Then for the parameter set {~p} for
which the element C(a)(~p (a)) of the calibration error bank
matches the corresponding calibration error c(a)(f) for
each of the detectors, Eq. 19 and Eq. 20 suggest that
the expectation φA({~p}) will be of order sδ, where s is
the (linear) network SNR of the detected event itself. In
order for the detection statistic to have an expected value
of, say, 5, then one needs of order (5/sδ)2 events. If we
have δ = 0.02 (a 5% calibration error) and if our events
themselves have SNR of s = 20, then (as we estimated
before) we need around 150 events.
This could be an underestimate since we have not
taken account of the significant “look-elsewhere” effect,
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which is that the number of elements in the calibration
error bank will be very large, and so there may be several
random peaks at ρSC = 5. But this effect drops rapidly
as we raise our threshold, so we are optimistic that the
number of events required to determine the correct filter
will not be much larger than 150, for the above parame-
ters.
We have done this estimate for a relatively strong
SNR=20 event. There will be many weaker ones as
well. Should one use only a few strong events rather
than the whole detected population? For a given de-
tector network, the number of events stronger than a
given threshold SNR is proportional to the inverse cube
of SNR, since it depends only on the volume of space
that can be surveyed. The number of events needed to
reach a given desired detection statistic is, as we have
just seen, proportional to the inverse square of the event
SNR. So as one raises the threshold for selecting events
for self-calibration, the number of events available de-
creases faster than the number required to maintain the
detection statistic. The lesson is that one should use all
reliably detected events. This may well offset the “look-
elsewhere” effect just mentioned, so that a run that has
150 events above SNR=20 may well be sufficient to mea-
sure a 2% calibration error if all the weaker detections are
used as well. Numerical simulations with realistic num-
bers of error parameters will be needed to verify this.
It seems unlikely that a single observation run of cur-
rent detectors (LIGO, Virgo, and KAGRA) [8, 10, 16]
in the next year or two will be able to return 150 such
events during a calibration epoch lasting a few months,
even if Virgo and especially KAGRA improve their sen-
sitivities relative to that of LIGO, which itself is still im-
proving. Having four detectors means that there are two
independent null streams, which should help a little. But
when KAGRA reaches a sensitivity comparable to that
of the other detectors, this will improve the sky cover-
age of the network and also the amount of time when at
least three comparable detectors are observing in coinci-
dence, which could increase the number of events usable
for self-calibration by a factor of 2 or 3 [39].
The near-alignment of the two LIGO detectors means
that null streams involving both will be most sensitive to
calibration errors in those two detectors. If the calibra-
tion errors of the two LIGO detectors have a significant
correlation with one another, essentially because they use
the same calibration methods, then this correlated part
might be difficult to find in the null stream. That is be-
cause the determinants A23 and A31 will typically have
similar magnitude but opposite sign (note the ordering
of their indices), and this will lead to partial cancellation
of any correlated errors. However, in practice the cal-
ibration errors of the two LIGO detectors do not seem
to be well correlated [41], because other factors are more
important, such as hardware differences that affect pa-
rameters in the calibration model.
The next step in sensitivity will be LIGO’s A+ upgrade
[33], which has already been funded. Moreover, LIGO-
India [27, 44] is under construction and plans to operate
from the beginning with A+ sensitivity. At this point,
having 150 events in a given calibration epoch, detected
just with the LIGO detectors, seems possible. The Virgo
and KAGRA detectors can only make things better. For
this reason we see the A+ era as the the start of the real
application case for self-calibration.
The issue of the correlation of calibration errors be-
tween detectors could be even more problematic for the
three-site LIGO network, where the entire network might
be calibrated by the same model. Inspection of Eq. 4
shows that if all three detectors have the same calibra-
tion error, then the calibration errors cancel out com-
pletely, regardless of where the event is on the sky, and
even for separated detectors. The reason is that the null
stream cancellation depends on the presence of the same
wave amplitudes h+ and h× in all detectors. If these
are replaced by mis-calibrated amplitudes (1 + ǫ)h+ and
(1+ ǫ)h× in all detectors, with the same ǫ, then they will
again cancel completely. When LIGO-India comes on-
line, if the calibration model is shared among all LIGO
detectors, there is therefore the possibility that shared
systematic errors will not be found by the self-calibration
method.
B. Sky-independent null stream
The design of the proposed 3G detector ET envisages
three V-shaped interferometers, one each at the three ver-
tices of an equilateral triangle. The sum of the responses
of the three interferometers, as we shall see below, is a
null stream no matter where the source is in the sky.
In fact, this is true more generally for any configuration
that has a closed topology. Consequently, self-calibration
with ET is significantly simpler.
We denote by ha(t), a = 1, . . . , 3 the response functions
of the three detectors in the ET array. By definition,
ha = F a+h+ + F
a
×
h×, where as before h+ and h× are the
plus and cross polarizations of the incident signal and
the same for the three detectors. The antenna pattern
functions F+, F× depend on the direction to the source
(θ, φ) and the polarization angle ψ and they are given in
terms of the detector tensor dAij and polarization tensors
eij+,× [37]:
F a+ =
∑
ij
daije
ij
+ , F
a
×
=
∑
ij
daije
ij
×
. (28)
If e1, e2 and e3 are unit vectors along the three arms of
the triangle (taken in a cyclic order) then the detector
tensors are given by
d1ij =
1
2
(
e
i
2e
j
3 − ei3ej2,
)
, (29)
d2ij =
1
2
(
e
i
3e
j
1 − ei1ej3,
)
, (30)
d3ij =
1
2
(
e
i
1e
j
2 − ei2ej1,
)
. (31)
Plugging in the expressions for the detector tensors in the
equation for the antenna pattern functions above one can
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explicitly see that
∑
a h
a = 0. Thus, the null stream of
ET is just the simple sum of the response functions, and
is called the Sagnac combination.
The null stream therefore does not have to be re-
constituted for each event. Neverthless, the filters used
do depend on the location of the event in the sky,
since they involve the parameters χ(a), which weight the
amount by which any one detector’s calibration error af-
fects a particular event. So the formalism above is sub-
stantially unchanged.
ET will have the same issue as three-detector LIGO,
in that shared systematic calibration errors will cancel
in its null stream. Given the promise of self-calibration
during the 3G detector era, every effort needs to be made
to avoid shared systematic calibration errors among the
detectors.
LISA also has a Sagnac combination, for the same rea-
son as ET: it is a triangle of three interferometers. But
LISA differs from ET in two important respects. First,
the signals may have wavelength comparable to or shorter
than the arm-length, so that the response functions are
more complicated, and such signals do not cancel in the
Sagnac combination. Second, and more important, in
LISA each interferometer based on a vertex of the LISA
array shares a common laser link with the others, so that
only two of the three interferometers have independent
noise distributions. So the assumptions that we have
made to arrive at self-calibration do not apply in the case
of LISA. LISA can in fact calibrate itself in other ways,
using the wavelength of its laser light as an on-board
standard.
V. DISCUSSION AND FUTURE PROSPECTS
Calibration of detectors is a tricky business, involving
accurate modelling of the mechanisms that move mirrors
in calibration tests. Having independent ways of checking
these models is important, and self-calibration provides
a way of doing this that is completely independent of
laboratory mechanisms.
A. Higher-accuracy calibration
As we have seen, self-calibration can, with a sufficient
number of events, calibrate to accuracies well below that
needed for individual event parameter estimation. This is
important, because some of the science will come from en-
sembles of detected events. Measuring the Hubble Con-
stant with standard sirens, for example, could be done
to an accuracy of 2% in the next few years [15], and this
would be sufficient to contribute significantly to the cur-
rent puzzle that H0 measurements seem to group around
two distinct values. But for such a measurement to be re-
liable, calibration has to contribute a smaller error than
this, so 1% or better is desirable. This is because calibra-
tion errors can be systematic: they won’t average down
in the way that the measurement errors for H0 do. We
have seen that measurements in the A+ era, if they still
have the 2% calibration errors of current measurements,
could be corrected to the 1% level by self-calibration,
using many of the same events that would be used to
measure H0.
B. Calibration prospects in the 3G/LISA era
As gravitational wave networks get more sensitive, cal-
ibration become an even more pressing problem. In the
3G era, detectors like ET will be detecting several bi-
nary coalescence events per minute, and the science that
can come from using large ensembles of events is ex-
citing: accurately measuring H0 and other cosmologi-
cal parameters [31], calibrating electromagnetic distance-
ladder populations [23], searching for cosmic anisotropy,
using weak lensing and microlensing of signals to explore
cosmic structure [25, 30], testing general relativity in
ultra-strong gravity, and so on. These may need calibra-
tion accuracies at the sub-percent level. Self-calibration
should be able to reach these levels, given the enormous
detection rate in the 3G era, but with one big caveat: it
cannot measure an overall mis-calibration of amplitude.
This is a special case of the shared systematic calibration
error we have discussed.
If hardware calibration methods in the 3G era are
able to provide sufficiently accurate absolute calibration
– even in just one detector at one frequency – then the
problem is solved, and self-calibration can be used to
measure calibration errors between detectors and across
the frequency band of the incoming signals. More than
likely, such a method will be used for all detectors at
a variety of frequencies, and then self-calibration will at
least provide a useful consistency check on the frequency-
dependence of the calibration in each detector. And if
the event rate is high enough, as is likely in the 3G
era, time-dependent calibration errors (due to detector
changes within a given calibration epoch) can be searched
for by separately combining events detected in different
stretches of time.
Another intriguing possibility for obtaining an abso-
lute calibration is to transfer calibration from the LISA
mission to the detectors on the ground, while LISA is
operating (launch 2034, operation for up to ten years).
This is possible because there will be a special class
of binary systems that are detected by both LISA and
the ground-based networks [40]. Hundreds to thousands
of such events may be detected if LISA manages a 10-
year operation span. LISA will, as we remarked, do
its own on-board calibration, which is also referred to
as self-calibration, but which does not use event wave-
forms. And it will be very accurate, potentially bet-
ter than 10−4. When the same system is detected in
its final coalescence phase by the ground-based detec-
tors, months to years later, its amplitude will already be
known to high accuracy by extrapolating the waveform
(with LISA’s measured parameters) to ground-based fre-
quencies. (This requires that antenna pattern effects can
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be compensated for in order to get the true amplitude,
which in turn requires a good sky position. The LISA
observations should be able to provide this for most bi-
naries.) To transfer the absolute calibration and nothing
else, one uses the mechanism of self-calibration described
above, but restricts it to finding just the overall absolute
calibration. It should be possible to use only one filter:
the one that is already known to be optimum for the rel-
ative calibration of the network. This would allow the
detection threshold for measuring the absolute calibra-
tion to be reduced to 3, since there is no confusion over
filter parameter values. If absolute calibration is desired
at the 1% level, and if typical events have a network SNR
of 20, then one needs about 225 events during a calibra-
tion epoch of the ground-based network.
The LISA mission will have a finite lifetime, so the
question arises of whether it might be possible to preserve
a “memory” of the LISA calibration that would be useful
to ground-based detectors after the end of the mission.
This leads us back to what, at the beginning of this paper,
we described as the ideal astrophysical calibration signal:
a long-lived continuous signal from a gravitational wave
pulsar. We have focused in this paper on short-duration
binary merger signals, because that is the only kind of sig-
nal that has so far been detected. But there are intensive
ongoing searches for GW pulsar signals in LIGO data [4].
It is very possible that many would already be detectable
if their locations were known, but a blind all-sky search
to LIGO’s sensitivity limit is still computationally impos-
sible [34]. But it may well be that by the time LISA flies
in 2034, through a combination of improved computer
power and improved ground-based detector sensitivity,
an ensemble of tens or even hundreds of GW pulsars will
be known. Their signals are weak, but when observed
over long periods of time, filtered and added together in
the way we have added short-duration events together,
it is well possible that they could allow calibration at
the sub-percent level. Such an ensemble could preserve
any absolute calibration inherited from LISA or from a
ground-based hardware method, allowing self-calibration
thereafter to be a completely independent way of check-
ing hardware calibration methods.
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