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Abstract. Mild cognitive impairment (MCI) is a high-risk dementia condition 
which progresses to probable Alzheimer’s disease (AD) at approximately 10% to 
15% per year. Characterization of group-level differences between two subtypes 
of MCI – stable MCI (sMCI) and progressive MCI (pMCI) is the key step to 
understand the mechanisms of MCI progression and enable possible delay of 
transition from MCI to AD. Functional connectivity (FC) is considered as a 
promising way to study MCI progression since which may show alterations even 
in preclinical stages and provide substrates for AD progression. However, the 
representative FC patterns during AD development for different clinical groups, 
especially for sMCI and pMCI, have been understudied. In this work, we inte-
grated autoencoder and multi-class classification into a single deep model and 
successfully learned a set of clinical group related feature vectors. Specifically, 
we trained two non-linear mappings which realized the mutual transformations 
between original FC space and the feature space. By mapping the learned clinical 
group related feature vectors to the original FC space, representative FCs were 
constructed for each group. Moreover, based on these feature vectors, our model 
achieves a high classification accuracy – 68% for multi-class classification (NC 
vs SMC vs sMCI vs pMCI vs AD). 
Keywords: MCI progression, Representative group related FC, Deep autoen-
coder. 
1 Introduction 
Alzheimer's disease (AD) is one of the top 10 causes of death in America. After estab-
lished, AD cannot be cured or even slowed [1]. Mild cognitive impairment (MCI), as a 
prodromal stage of AD, is a high-risk dementia condition which progresses to probable 
AD at approximately 10% to 15% per year [2]. Among all the MCI patients, someone 
will finally convert to probable AD while others will not. Accordingly, MCI is divided 
into two subtypes – stable MCI (sMCI) and progressive MCI (pMCI) [3]. Characteri-
zation of group-level differences between sMCI and pMCI subjects is the key step to 
understand the underlying mechanisms of MCI progression and enable possible delay 
of transition from MCI to AD. Among different imaging based measurements, func-
tional connectivity (FC) is considered as a promising way to study MCI progression, 
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since which may show alterations even in preclinical stages [4] and provide substrates 
for AD progression [5]. For example, FC is widely used to explore MCI related network 
level alternations and some meaningful biomarkers have been found in MCI patients 
[6-8]. However, the representative FC patterns for different clinical groups during AD 
progression, especially for sMCI and pMCI, have been understudied. It worth noting 
that simply averaging the FCs can be limited in capturing the group-specific patterns 
because of individual variability and the smoothing effects. 
 
Fig. 1. (a): The encoder model learns a non-linear mapping to transform the individual FCs to 
the feature space and get the individual feature vectors. (b): By integrating a distance-based 
multi-class classification task into autoencoder model, a set of representative group related fea-
ture vectors are gradually learned. (c): Taking the individual feature vectors and the correspond-
ing original FCs as inputs, the decoder model is trained to learn a non-linear mapping from feature 
space to the original FC space via a regression task. (d): After the model is well-trained, group 
level feature vectors are fed into the decoder model to generate representative group related FCs. 
In this work, we aimed to develop an effective framework to generate representative 
functional connectivity for AD related clinical groups, including normal control (NC), 
significant memory concern (SMC), stable MCI (sMCI), progressive MCI (pMCI) and 
AD. Figure 1 illustrates the core idea of our approach. Firstly, we trained a deep encoder 
network to extract meaningful features buried in the intrinsic complex and non-linear 
relations in FC matrix. As a result, the encoder model learned a non-linear mapping 
from original FC space to feature space. To capture the intrinsic patterns of each clinical 
group, we proposed a distance-based loss function and integrated a multi-class classi-
fication task into the feature extracting process in the feature space. By jointly training, 
disease related individual feature vectors and representative feature vectors of each 
group were generated. Then, we introduced a regression task into the model to learn a 
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non-linear mapping from feature space to the original FC space. In general, we inte-
grated autoencoder and multi-class classification into a single deep model and success-
fully learned a set of representative group related feature vectors and two non-linear 
mappings which realized the mutual transform between original FC space and the fea-
ture space. We applied the well-trained decoder model to the learned group related fea-
ture vectors to construct the representative FC for each group. Moreover, based on these 
feature vectors, our model achieves a high classification accuracy – 68% for multi-class 
classification (NC vs SMC vs sMCI vs pMCI vs AD).  
2 Method 
2.1 Participants and Data Preprocessing 
We used 203 subjects (50AD / 27pMCI / 42sMCI / 34SMC / 50NC) from ADNI dataset 
(http://adni.loni.usc.edu/). Each subject has both T1 and rs-fMRI data. The sMCI and 
pMCI were selected according to the criteria in [9]. The preprocessing pipeline is as 
follows: for T1 image, we applied skull removal, segmentation via FreeSurfer 
(https://surfer.nmr.mgh.harvard.edu/) package and ROI labeling by Destrieux Atlas. 
The whole brain cortex is divided into 148 regions. For rs-fMRI image, we applied 
spatial smoothing, slice time correction, temporal pre-whitening, global drift removal 
and band pass filtering (0.01-0.1 Hz) using FEAT command in FMRIB Software Li-
brary (FSL) (https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/). After the preprocessing, we applied 
Pearson Correlation Coefficient to regional averaged fMRI signals and created FC ma-
trices for each subject.  
2.2 Method Overview 
We proposed a deep encoder-decoder model to learn the representative group related 
functional connectivity (FC) for each AD related clinical group. There are two major 
steps in the proposed method: 1) we built an encoder model to transform individual FCs 
to feature space to generate individual feature vectors. To learn representative features 
for each clinical group, we parameterized a feature vector for each group in the feature 
space. By fusing a distance-based multi-class classification task with autoencoder in 
feature space, intrinsic patterns of different groups are captured by both of the individ-
ual feature vectors and group related feature vectors (Section 2.3); 2) We trained a de-
coder model to learn a non-linear mapping from feature space to original FC space. We 
applied the learned non-linear mapping to the learned group related feature vectors and 
generated the representative group related FCs (Section 2.4).  
2.3 Representative Group related Feature vector learning 
Given the input data 𝑋 =	 {𝑥! ∈ 𝑅"}!#$% , the encoder model transforms 𝑋 to a feature 
space via a nonlinear mapping 𝑓(𝑥! ,𝑊&): 𝑅" → 𝑅' with model parameter 𝑊&. To main-
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tain representative features in feature space for different clinical groups, we parameter-
ized and initialized feature vectors for each group which can be represented by 𝑍 =
	{𝑧( ∈ 𝑅'}(#$) , where 𝐶 is the number of clinical groups. To connect the feature vectors 
with the intrinsic patterns of each clinical group, a distance-based classification task is 
integrated into the autoencoder model.  
Specifically, given an input 𝑥!  and the corresponding label 𝑦! , firstly, we trans-
formed 𝑥! to the feature space and obtained its feature vector 𝑓(𝑥! ,𝑊&). Then, we cal-
culated the distance between 𝑓(𝑥! ,𝑊&) with each one of the 𝐶 group related feature 
vectors 𝑧( and assigned 𝑥! to the group whose feature vector is closest to 𝑥!. The pre-
dicted group label 𝑦!′ can be formulated as: 
𝑦!* =	 argmin
(∈{$,.,⋯,)}
‖𝑓(𝑥! ,𝑊&) − 𝑧(‖. 																																									(1) 
In our deep modeling, each label is transformed into a row vector – 𝑦1̇*>>>⃗ , which is 
represented in one-hot manner with the 𝑐34 item of the vector for the appearance of the 
𝑐34  class, that is 𝑦1̇,(*>>>>>⃗ 	= 1 if 𝑦!* = 𝑐 otherwise 𝑦1̇,(*>>>>>⃗ 	= 0. Based on the input data and 
model parameters, we proposed a distance-based classification loss:  




exp{−𝛾‖𝑓(𝑥! ,𝑊&) − 𝑧(‖.}
∑ exp M−𝛾N𝑓(𝑥! ,𝑊&) − 𝑧5N
.O)5#$(!
					(2) 
where	𝛾  is a regularization parameter to control the hardness of the distance. From (1) 
and (2), we can see that minimizing the distance-based classification loss essentially 
means decreasing the distance between the feature vector 𝑓(𝑥! ,𝑊&) and the group re-
lated feature vector 𝑧( which is from the same group with 𝑥!. Guided by this objective, 
encoder model parameters 𝑊&  and group related feature vectors 𝑧(  will be jointly 
trained and the clinical group related intrinsic patterns are gradually captured by both 
individual feature vectors and group related feature vectors. 
2.4 Representative Group related FCs generation 
With representative group related feature vectors in hand, to generate representative FC 
for each group, we need a mapping from feature space to the original FC space. To 
achieve this goal, we trained a decoder model to learn a non-linear mapping from fea-
ture space to the original FC space based on the learned disease related individual fea-
ture vectors and the corresponding individual FCs. Then we applied the learned decoder 
model to the group related feature vectors to generate representative group related FC. 
Specifically, the decoder model can be formulated by another non-linear function 
𝑔(𝑥! ,𝑊"): 𝑅' → 𝑅", which maps 𝑓(𝑥! ,𝑊&) back to its original space. In general, the 
decoder is a mirrored version of the encoder. The loss function of the decoder model is 








Inspired by previous work [10] that both the magnitude and the structure are im-
portant to generate a high-quality connectivity matrix, we used the same 𝐿7(( loss func-
tion as in [10] as a regularization term in our work. The hyper-parameter 𝛿 is introduced 
to trade-off the power of the magnitude constraint and the structure constraint. The 
whole model including the encoder part, classification part and the decoder part was 
trained together in an end-to-end manner. After the model was well trained, we applied 
the decoder model to the group related feature vector – 𝑧(, and get the representative 
FC – 𝑔(𝑧( ,𝑊") for each group.  
3 Results 
We applied our proposed deep encoder-decoder model to individual FCs and conducted 
five-fold cross validation in this work. To improve the accuracy and reduce the influ-
ence of random noise, we repeated the experiments 100 times. The experimental setting 
is shown in Section 3.1. Based on the 100 sets of results, we calculated the representa-
tive FC matrix for each group. We analyzed the distribution of the values contained in 
the five representative matrices and found the top connectivity with the greatest varia-
bility across groups. We also displayed the top changed connectivity with the highest 
frequency in the repeated 100 experiments. All these results are shown in Section 3.2. 
Both distance-based classification (Section 2.3) and the individual FC reconstruction 
(Section 2.4) play important roles during the group level FC learning process, since the 
former determines whether the intrinsic patterns of each group is effectively captured 
while the latter governs the quality of the FC construction. At last, we evaluated the 
classification and regression performance in Section 3.3 and 3.4, respectively. 
3.1 Experimental Setting 
The encoder model is a fully connected multilayer perceptron with dimensions 512-
512-256-64-32-20. The decoder is a mirrored version of the encoder. Two hyper-pa-
rameters 𝛾 and 𝛿 are set to be 1. The parameters of the model are initialized by the 
Xavier scheme. Activation function Relu and batchnorm were applied at each layer. 
The Adam optimizer was used to train the whole model with standard learning rate 
0.001, weight decay 0.01, and momentum rates (0.9, 0.999). 
3.2 Representative FC of Each Clinical Group 
For each experiment, we obtained five FCs corresponding to five clinical groups and 
by repeating the experiments 100 times, we got 100 sets of FCs in total. The representa-
tive FC for each group was calculated by the averaged FC over the 100 results and 
shown in Fig. 2 (a). To better demonstrate the variabilities across different clinical 
groups, we extracted and enlarged one patch at the same location of the five FC matri-
ces. As shown in Fig. 2 (a), from NC to AD, the matrix becomes “red” gradually which 
means positive correlation in the FC matrix is decreasing while the negative correlation 
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is increasing. To verify this, we used 0.02 as interval to display the distribution of the 
values for the five representative FCs and showed the results in Fig. 2 (b). It is obvious 
that the proportion of positive values of NC and SMC groups are higher than that of 
sMCI, pMCI and AD groups. To characterize the differences between sMCI and pMCI 
groups, we further calculated the distribution of the two groups at a smaller interval – 
0.01 and showed the results in Fig. 2 (c). Compared to pMCI, sMCI has more positive 
values which represents more positive correlation in the sMCI FC matrix. Based on 
current results, we aimed to find the top changed connectivity with greatest variability 
across different groups by two strategies. Firstly, we calculated the standard deviation 
of the five representative FCs and displayed the top 15 changed connectivity in Fig. 2 
(d). Secondly, we calculated the standard deviation of the five FCs generated in each 
of the 100 experiments and selected the top 100 changed connectivity. Then, from these 
top 100 changed connectivity, we selected the high-frequency ones which appears more 
than 20 times and showed the results in Fig. 2 (e). The top changed connectivity in 
Fig.2 (d) and (e) are consistent and most of the regions involved in the top changed 
connectivity are reported in previous studies for the close relationship to AD, such as 
the regions in frontal lobe and temporal lobe. 
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Fig. 2. (a): We repeated the experiments 100 times and calculated the representative FC for each 
group. One patch from the same location of each matrix was extracted and the enlarged ones are 
showed in the bottom. (b): Distributions of the values for the five representative FCs. (c): Dis-
tribution of the values for the representative FCs of sMCI and pMCI group. (d): Top 15 changed 
connectivity across the five representative FCs. The first row shows the brain regions involved 
in the top changed connectivity. The second row shows the connectivity and the corresponding 
regions are represented by bubbles with the same color. The colors used in this figure are the 
same in Destrieux atlas in FreeSurfer. (e): top changed connectivity which appear more than 20 
times in the 100 experiments. 
3.3 Classification Performance 
We used two strategies to evaluate the proposed method. Firstly, we used the same 
dataset and five-fold cross validation to conduct experiments with four broadly used 
machine learning methods including support vector machine (SVM), k-nearest neigh-
bors (KNN), logistic regression and random forest. The classification performance was 
measured through calculating class-specific 𝐹$ scores and accuracy (Acc). The results 
are showed in Table 1 (A). We can see that the class-specific 𝐹$ scores of our model is 
over 0.60 and for some classes it can reach 0.70, which is outstanding in multi-class 
classification of MCI progression and significantly outperforms the other four methods. 
Secondly, we compared the classification performance with three latest deep learning 
methods on MCI progression and reported the results in Table 1 (B). [11] obtains good 
accuracy for AD group and [13] shows good accuracy for NC group. However, both of 
them only achieve good performance on some specific groups. But for most of the other 
groups, the accuracy is low. Our methods achieve good performance for all group, 
which indicates that the learned individual feature vectors and the representative group 
related feature vectors capture the intrinsic patterns of corresponding clinical stages. 
Table 1. AD related Multi-Class Classification Performance Comparison with other Methods. 
(A) Comparison with traditional machine learning methods 

























































































(B) Comparison with deep learning methods 
Work Modality Participants Performance (Acc) 
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Liu et al. 
(2014) [11] MRI, PET 
77NC, 102sMCI, 
67pMCI, 85AD 
AD: 0.64; pMCI: 0.53; 
sMCI: 0.52; NC: 0.59 
Shi et al. 





Zhou et al. 
(2019) [13] MRI, PET, SNP 
190AD, 226HC, 
157pMCI, 205sMCI 
AD: 0.57; pMCI: 0.62; 






AD: 0.71; pMCI: 0.69; 
sMCI: 0.65; SMC: 0.67; 
NC: 0.66; Total∶	0.68  
3.4 Regression Performance 
To evaluate the regression performance of the proposed model, we calculated two mean 
MSE for each subject – mean MSE between real individual FC with group population 
averaged FC and mean MSE between real individual FC with predicted individual FC 
generated by our model. We calculated the difference between the two MSE values of 
each subject and showed the results in Fig. 3 left part by line chart. To better display 
the results, the positive values which indicate the predicted FCs have smaller mean 
MSE were represented by blue lines and the negative values which indicate the aver-
aged FC have smaller mean MSE were represented in orange lines. From the results we 
can see that most of the predicted FCs generated by our model have smaller MSE. We 
demonstrated the distributions of the two sets of mean MSE by violin plot and per-
formed significance analysis with p-value. The results were showed in Fig. 3 right part. 
The individual FC predicted by our proposed model is significantly (𝑝 < 0.0002) better 
than the group population averaged FC. 
 
Fig. 3. Comparison of the mean MSE between the predicted individual FC and group averaged 
FC. Left: For each subject, we calculated two mean MSE – mean MSE between real individual 
FC with group averaged FC and mean MSE between real individual FC with predicted individual 
FC by our model. We should the difference of the two MSE values of each subject on the left 
part. Right:  The distributions of the two sets of mean MSE were demonstrated by violin plot at 
the right side and the p-values were also calculated. 
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4 Conclusion and Discussion 
In this work, we proposed a novel deep encoder-decoder framework to generate repre-
sentative functional connectivity matrix for each AD related clinical group. we inte-
grated autoencoder and multi-class classification into a single deep model and learned 
a set of representative group related feature vectors as well as two non-linear mappings 
to realize the mutual transform between original FC space and the feature space. By 
applying the well-trained decoder model to the learned group related feature vectors, 
representative FCs were generated for each AD related clinical groups. Moreover, 
based on the learned feature vectors, our proposed model achieves a high prediction 
performance over 68% for multiple AD related groups.  
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