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Abstract
In this paper, we consider the following nonlinear first-order periodic boundary value problems on time scales{
x1(t)+ p(t)x(σ (t)) = f (x(t)), t ∈ [0, T ]T,
x(0) = x(σ (T )).
Some new existence and multiplicity criteria of positive solutions are established by using several well-known fixed point theorems.
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1. Introduction
In this paper, we are interested in the existence and multiplicity of positive solutions for the following first-order
periodic boundary value problem (PBVP for short) on time scales{
x1(t)+ p(t)x(σ (t)) = f (x(t)), t ∈ [0, T ]T,
x(0) = x(σ (T )), (1.1)
where σ will be defined in Section 2, T is a time scale, T > 0 is fixed and 0, T ∈ T. For each interval I of R, we
denote by IT = I ∩ T.
With the development of the PBVPs for differential equations [1–12] and for difference equations [13–16], and the
theory of time scales [17–20], some authors have focused their attention on the PBVPs for dynamic equations on time
scales [21–25]. In particular, for the first-order PBVPs of dynamic equations on time scales{
u1(t) = g(t, u(t)), t ∈ [a, b]T,
u(a) = u(σ (b)), (1.2)
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Cabada [21] developed the method of lower and upper solutions coupled with monotone iterative techniques to derive
the existence of extremal solutions.
Recently, Sun and Li [24] established some existence criteria for at least one positive solution to the following
first-order PBVP of a dynamic equation on time scales{
u1(t)+ g(t, u(σ (t))) = 0, t ∈ [0, T ]T,
u(0) = u(σ (T )) (1.3)
by using a fixed point theorem for operators on a cone [26]. The papers [22] and [25] considered the following first-
order PBVP of a dynamic equation on time scales{
x1(t)+ p(t)x(σ (t)) = g(t, x(σ (t))), t ∈ [0, T ]T,
x(0) = x(σ (T )). (1.4)
The methods involved novel inequalities and the well-known fixed point theorems to yield some results guaranteeing
the existence of at least one solution to the PBVP (1.4).
This paper is a continuation of our research in [24,25]. Some new existence and multiplicity criteria of positive
solutions to the PBVP (1.1) are established by using several well-known fixed point theorems.
In the remainder of this section, we state the famous Guo–Krasnoselskii fixed point theorem, Schauder fixed point
Theorem, and Leggett–Williams fixed point theorem.
Theorem 1.1 (Guo–Krasnoselskii Fixed Point Theorem [26]). Let E be a Banach space and P be a cone in E. Assume
that Ω1 and Ω2 are bounded open subsets of E with 0 ∈ Ω1, Ω1 ⊂ Ω2, and let Φ : P∩(Ω2\Ω1)→ P be a completely
continuous operator such that either
(i)‖Φu‖ ≤ ‖u‖, ∀u ∈ P ∩ ∂Ω1 and ‖Φu‖ ≥ ‖u‖, ∀u ∈ P ∩ ∂Ω2,
or
(ii)‖Φu‖ ≥ ‖u‖, ∀u ∈ P ∩ ∂Ω1 and ‖Φu‖ ≤ ‖u‖, ∀u ∈ P ∩ ∂Ω2.
Then Φ has a fixed point in P ∩ (Ω2 \ Ω1).
Theorem 1.2 (Schauder Fixed Point Theorem [26]). Let E be a Banach space and S be a bounded, closed, non-empty,
convex subset of E. Assume that Φ : S → S is a completely continuous operator. Then Φ has a fixed point in S.
Let E be a real Banach space with cone P . A map α : P → [0,+∞) is said to be a continuous concave functional
on P if α is continuous and
α(t x + (1− t)y) ≥ tα(x)+ (1− t)α(y)
for all x, y ∈ P and t ∈ [0, 1]. Let a, b be two numbers such that 0 < a < b and α be a nonnegative continuous
concave functional on P . We define the following convex sets
Pa = {x ∈ P : ‖x‖ < a},
P(α, a, b) = {x ∈ P : a ≤ α(x), ‖x‖ ≤ b}.
Theorem 1.3 (Leggett–Williams Fixed Point Theorem [27]). Let Φ : Pc → Pc be completely continuous and α
be a nonnegative continuous concave functional on P such that α(x) ≤ ‖x‖ for all x ∈ Pc. Suppose there exist
0 < d < a < b ≤ c such that
(i) {x ∈ P(α, a, b) : α(x) > a} 6= φ and α(Φ(x)) > a for x ∈ P(α, a, b);
(ii) ‖Φ(x)‖ < d for ‖x‖ ≤ d;
(iii) α(Φ(x)) > a for x ∈ P(α, a, c) with ‖Φ(x)‖ > b.
Then Φ has at least three fixed points x1, x2, x3 in Pc satisfying ‖x1‖ < d, a < α(x2), ‖x3‖ > d and α(x3) < a.
We note that there are other approaches to proving the existence of multiple solutions to dynamic equations on
time scales, including the method of topological degrees used in [28].
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2. Some results on time scales
In this section, we will provide several foundational definitions and results from the calculus on time scales, so that
the paper is self-contained. For more details, one can refer to [17–20].
Definition 2.1. For t ∈ T, we define the forward jump operator σ : T→ T by
σ(t) = inf {τ ∈ T : τ > t} ,
while the backward jump operator ρ : T→ T is defined by
ρ(t) = sup {τ ∈ T : τ < t} .
In this definition, we put inf∅ = supT and sup∅ = infT, where ∅ denotes the empty set. If σ(t) > t , we say that t
is right-scattered, while if ρ(t) < t , we say that t is left-scattered. Also, if t < supT and σ(t) = t , then t is called
right-dense, and if t > infT and ρ(t) = t , then t is called left-dense. We also need, below, the set Tk , which is derived
from the time scale T as follows: If T has a left-scattered maximum m, then Tk = T− {m}. Otherwise, Tk = T.
Definition 2.2. Assume that x : T→ R is a function and let t ∈ Tk . Then x is called differentiable at t ∈ T if there
exists a θ ∈ R such that for any given  > 0, there is an open neighborhood U of t such that
|x(σ (t))− x(s)− θ |σ(t)− s|| ≤ |σ(t)− s|, s ∈ U.
In this case, θ is called the delta derivative of x at t ∈ T, and we denote it by θ = x1(t). If F1(t) = f (t), then we
define the integral by∫ t
a
f (s)1s = F(t)− F(a).
Definition 2.3. A function f : T→ R is called rd-continuous provided it is continuous at right-dense points in T and
its left-sided limits exist at left-dense points in T. The set of rd-continuous functions f : T→ R will be denoted by
Crd.
Lemma 2.4. If f ∈ Crd and t ∈ Tk , then∫ σ(t)
t
f (s)1s = µ(t) f (t),
where µ(t) = σ(t)− t is the graininess function.
Lemma 2.5. If f 1 ≥ 0, then f is increasing.
Lemma 2.6. Assume that f, g : T→ R are delta differentiable at t; then
( f g)1(t) = f 1(t)g(t)+ f (σ (t))g1(t) = f (t)g1(t)+ f 1(t)g(σ (t)).
Definition 2.7. For h > 0, we define the Hilger complex numbers as
Ch =
{
z ∈ C : z 6= −1
h
}
,
and for h = 0, let C0 = C.
Definition 2.8. For h > 0, let Zh be the strip
Zh =
{
z ∈ C : −pi
h
< Im(z) ≤ pi
h
}
,
and for h = 0, let Z0 = C.
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Definition 2.9. For h > 0, we define the cylinder transformation ξh : Ch → Zh by
ξh(z) = 1hLog(1+ zh),
where Log is the principal logarithm function. For h = 0, we define ξ0(z) = z for all z ∈ C.
Definition 2.10. A function p : T→ R is regressive provided
1+ µ(t)p(t) 6= 0 for all t ∈ Tk .
The set of all regressive and rd-continuous functions will be denoted byR.
Definition 2.11. We define the setR+ of all positively regressive elements ofR by
R+ = {p ∈ R : 1+ µ(t)p(t) > 0 for all t ∈ T}.
Definition 2.12. If p ∈ R, then the generalized exponential function is given by
ep(t, s) = exp
(∫ t
s
ξµ(τ)(p(τ ))1τ
)
for s, t ∈ T,
where the cylinder transformation ξh(z) is defined as in Definition 2.9.
Lemma 2.13. If p ∈ R, then
(i) ep(t, t) ≡ 1;
(ii) ep(t, s) = 1ep(s,t) ;
(iii) ep(t, u)ep(u, s) = ep(t, s);
(iv) e1p (t, t0) = p(t)ep(t, t0), for t ∈ Tk and t0 ∈ T.
Lemma 2.14. If p ∈ R+ and t0 ∈ T, then
ep(t, t0) > 0 for all t ∈ T.
3. Preliminaries
Throughout the rest of this paper, we assume that f : [0,+∞) → [0,+∞) is continuous, and p : [0, T ]T →
(0,+∞) is rd-continuous, which implies that p ∈ R+.
For convenience, we denote
A = 1
ep(σ (T ), 0)− 1 and δ =
(
A
1+ A
)2
.
Then, it is easy to see that A > 0 and 0 < δ < 1.
Let
B = {h | h : [0, T ]T → R is continuous}.
For h ∈ B, we consider the following linear PBVP{
x1(t)+ p(t)x(σ (t)) = h(t), t ∈ [0, T ]T,
x(0) = x(σ (T )). (3.1)
Lemma 3.1 ([25]). For any h ∈ B, the PBVP (3.1) has a unique solution
x(t) = 1
ep(t, 0)
[∫ t
0
ep(s, 0)h(s)1s + A
∫ σ(T )
0
ep(s, 0)h(s)1s
]
, t ∈ [0, σ (T )]T. (3.2)
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Let
E = {x | x : [0, σ (T )]T → R is continuous}
be equipped with the norm ‖x‖ = maxt∈[0,σ (T )]T |x(t)|. Then, E is a Banach space.
First, we define a cone P in E as follows
P = {x ∈ E | x(t) ≥ δ‖x‖, t ∈ [0, σ (T )]T},
and then, we define an operator Φ : P → E;
(Φx)(t) = 1
ep(t, 0)
[∫ t
0
ep(s, 0) f (x(s))1s + A
∫ σ(T )
0
ep(s, 0) f (x(s))1s
]
, t ∈ [0, σ (T )]T.
It is obvious that fixed points of Φ are solutions of the PBVP (1.1).
Lemma 3.2. Φ : P → P is completely continuous.
Proof. Suppose x ∈ P . By (4) of Lemmas 2.13, 2.14 and 2.5, we have
0 ≤ (Φx)(t) = 1
ep(t, 0)
[∫ t
0
ep(s, 0) f (x(s))1s + A
∫ σ(T )
0
ep(s, 0) f (x(s))1s
]
≤
∫ t
0
ep(s, 0) f (x(s))1s + A
∫ σ(T )
0
ep(s, 0) f (x(s))1s
≤ (1+ A)
∫ σ(T )
0
ep(s, 0) f (x(s))1s, t ∈ [0, σ (T )]T,
so,
‖Φx‖ ≤ (1+ A)
∫ σ(T )
0
ep(s, 0) f (x(s))1s.
Therefore,
(Φx)(t) = 1
ep(t, 0)
[∫ t
0
ep(s, 0) f (x(s))1s + A
∫ σ(T )
0
ep(s, 0) f (x(s))1s
]
≥ A
ep(σ (T ), 0)
∫ σ(T )
0
ep(s, 0) f (x(s))1s ≥ δ‖Φx‖, t ∈ [0, σ (T )]T.
This shows that Φ : P → P . Furthermore, with similar arguments as in [25], we can prove that Φ : P → P is
completely continuous. 
4. Existence of positive solution
In this section, we will state and prove our existence result for at least one positive solution to the PBVP (1.1), and
our main tool is Theorem 1.1.
We define
f0 = lim
x→0+
f (x)
x
and f∞ = limx→∞
f (x)
x
.
Our main result of this section is the following theorem.
Theorem 4.1. Assume that one of the following conditions is satisfied:
(i) f0 = 0 and f∞ = ∞(superlinear),
or
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(ii) f0 = ∞ and f∞ = 0(sublinear).
Then, the PBVP (1.1) has at least one positive solution.
Proof. For convenience, we denote
Ωi = {x ∈ E : ‖x‖ < Hi }, i = 1, 2, 3, 4.
First, we consider the case (i): the superlinear case.
Since f0 = 0, we may choose H1 > 0 such that
f (x) ≤ εx for x ∈ [0, H1], (4.1)
where ε > 0 satisfies
ε(1+ A)σ (T )ep(σ (T ), 0) ≤ 1. (4.2)
Thus, if x ∈ P ∩ ∂Ω1, then from (4.1) and (4.2), we have
(Φx)(t) = 1
ep(t, 0)
[∫ t
0
ep(s, 0) f (x(s))1s + A
∫ σ(T )
0
ep(s, 0) f (x(s))1s
]
≤ ε(1+ A)
∫ σ(T )
0
ep(s, 0)x(s)1s ≤ ε(1+ A)σ (T )ep(σ (T ), 0)‖x‖
≤ ‖x‖, t ∈ [0, σ (T )]T.
So,
‖Φx‖ ≤ ‖x‖ for x ∈ P ∩ ∂Ω1. (4.3)
On the other hand, in view of f∞ = ∞, there exists Ĥ2 > 0 such that
f (x) ≥ ρx for x ∈ [Ĥ2,∞), (4.4)
where ρ > 0 is chosen so that
ρAδσ (T ) ≥ 1. (4.5)
Let
H2 = max
{
2H1,
Ĥ2
δ
}
.
Then, x ∈ P ∩ ∂Ω2 implies that
x(t) ≥ δ‖x‖ = δH2 ≥ Ĥ2, t ∈ [0, σ (T )]T, (4.6)
and so it follows from (4.4), (4.5) and (4.6) that
(Φx)(0) = A
∫ σ(T )
0
ep(s, 0) f (x(s))1s
≥ ρA
∫ σ(T )
0
ep(s, 0)x(s)1s
≥ ρAδσ (T )‖x‖ ≥ ‖x‖.
So,
‖Φx‖ ≥ ‖x‖ for x ∈ P ∩ ∂Ω2. (4.7)
Therefore, by Theorem 1.1, it follows from Lemma 3.2, (4.3) and (4.7) that Φ has a fixed point in P ∩ (Ω2 \Ω1). This
completes the superlinear part of the theorem.
Next, we consider case (ii): the case sublinear.
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Since f0 = ∞, we may choose H3 > 0 such that
f (x) ≥ Mx for x ∈ [0, H3], (4.8)
where M > 0 satisfies
MAδσ (T ) ≥ 1. (4.9)
Then, for x ∈ P ∩ ∂Ω3, we can get from (4.8) and (4.9) that
(Φx)(0) = A
∫ σ(T )
0
ep(s, 0) f (x(s))1s
≥ MA
∫ σ(T )
0
ep(s, 0)x(s)1s
≥ MAδσ (T )‖x‖ ≥ ‖x‖.
So,
‖Φx‖ ≥ ‖x‖ for x ∈ P ∩ ∂Ω3. (4.10)
On the other hand, in view of f∞ = 0, there exists Ĥ4 > 0 such that
f (x) ≤ λx for x ∈ [Ĥ4,∞), (4.11)
where λ > 0 is chosen so that
λ(1+ A)σ (T )ep(σ (T ), 0) ≤ 1. (4.12)
We consider two cases:
Case (a). Suppose that f is bounded, i.e., that there exists a constant N > 0 such that
f (x) ≤ N for x ∈ [0,∞). (4.13)
In this case we choose,
H4 = max{2H3, (1+ A)Nσ(T )ep(σ (T ), 0)} (4.14)
so that for x ∈ P ∩ ∂Ω4, we have from (4.13) and (4.14) that
(Φx)(t) = 1
ep(t, 0)
[∫ t
0
ep(s, 0) f (x(s))1s + A
∫ σ(T )
0
ep(s, 0) f (x(s))1s
]
≤ (1+ A)Nσ(T )ep(σ (T ), 0)
≤ H4 = ‖x‖, t ∈ [0, σ (T )]T,
and so
‖Φx‖ ≤ ‖x‖ for x ∈ P ∩ ∂Ω4.
Case (b). Suppose that f is unbounded, then we know that there exists H4 > max{2H3, Ĥ4} such that
f (x) ≤ f (H4) for x ∈ [0, H4]. (4.15)
Then, for x ∈ P ∩ ∂Ω4, it follows from (4.11), (4.12) and (4.15) that
(Φx)(t) = 1
ep(t, 0)
[∫ t
0
ep(s, 0) f (x(s))1s + A
∫ σ(T )
0
ep(s, 0) f (x(s))1s
]
≤ (1+ A)σ (T )ep(σ (T ), 0) f (H4)
≤ λ(1+ A)σ (T )ep(σ (T ), 0)H4
≤ H4 = ‖x‖, t ∈ [0, σ (T )]T,
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and so
‖Φx‖ ≤ ‖x‖ for x ∈ P ∩ ∂Ω4.
Hence, in either case we obtain that
‖Φx‖ ≤ ‖x‖ for x ∈ P ∩ ∂Ω4. (4.16)
Therefore, by Theorem 1.1, it follows from Lemma 3.2, (4.10) and (4.16) that Φ has a fixed point. This completes the
sublinear part of the theorem. 
5. Multiplicity of positive solutions
In this section, we will state and prove our multiplicity results of positive solutions to the PBVP (1.1), that is, first,
existence criteria for at least three positive solutions to the PBVP (1.1) are established by using Theorem 1.3, and
then, for an arbitrary positive integer m, existence results for at least 2m − 1 positive solutions to the PBVP (1.1) are
obtained.
We denote
D = (1+ A)σ (T )ep(σ (T ), 0) and C = Aσ(T )ep(σ (T ), 0) .
Theorem 5.1. Assume that there exist numbers d, a and c with 0 < d < a < a
δ
< c such that
f (x) <
d
D
, x ∈ [0, d], (5.1)
f (x) >
a
C
, x ∈
[
a,
a
δ
]
(5.2)
and
f (x) <
c
D
, x ∈ [0, c]. (5.3)
Then, the PBVP (1.1) has at least three positive solutions.
Proof. For x ∈ P , we define
α(x) = min
t∈[0,σ (T )]T
x(t).
Then, it is easy to check that α is a nonnegative continuous concave functional on P with α(x) ≤ ‖x‖ for x ∈ P .
We first assert that if there exists a positive number r such that f (x) < rD for x ∈ [0, r ], then Φ : Pr → Pr .
Indeed, if x ∈ Pr , then for t ∈ [0, σ (T )]T,
(Φx)(t) = 1
ep(t, 0)
[∫ t
0
ep(s, 0) f (x(s))1s + A
∫ σ(T )
0
ep(s, 0) f (x(s))1s
]
≤ (1+ A)
∫ σ(T )
0
ep(s, 0) f (x(s))1s <
r
D
(1+ A)
∫ σ(T )
0
ep(s, 0)1s
≤ r
D
(1+ A)σ (T )ep(σ (T ), 0) = r.
Thus, ‖Φx‖ < r , i.e., Φx ∈ Pr .
Hence, we have shown that if (5.1) and (5.3) hold, then Φ maps Pd into Pd and Pc into Pc.
Next, we assert that {x ∈ P(α, a, a
δ
) : α(x) > a} 6= φ and α(Φx) > a for all x ∈ P(α, a, a
δ
).
In fact, the constant function
(1+ δ)a
2δ
∈
{
x ∈ P
(
α, a,
a
δ
)
: α(x) > a
}
.
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Moreover, for x ∈ P(α, a, a
δ
), we have
a
δ
≥ ‖x‖ ≥ x(t) ≥ min
t∈[0,σ (T )]T
x(t) = α(x) ≥ a
for all t ∈ [0, σ (T )]T. Thus, in view of (5.2), we see that
α(Φx) = min
t∈[0,σ (T )]T
1
ep(t, 0)
[∫ t
0
ep(s, 0) f (x(s))1s + A
∫ σ(T )
0
ep(s, 0) f (x(s))1s
]
≥ A
ep(σ (T ), 0)
∫ σ(T )
0
ep(s, 0) f (x(s))1s ≥ Aep(σ (T ), 0)
∫ σ(T )
0
f (x(s))1s
>
Aσ(T )
Cep(σ (T ), 0)
a = a
as required.
Finally, we assert that if x ∈ P(α, a, c) and |Φx | > a
δ
, then α(Φx) > a.
To observe this, suppose x ∈ P(α, a, c) and ‖Φx‖ > a
δ
; then we have
α(Φx) = min
t∈[0,σ (T )]T
1
ep(t, 0)
[∫ t
0
ep(s, 0) f (x(s))1s + A
∫ σ(T )
0
ep(s, 0) f (x(s))1s
]
≥ A
ep(σ (T ), 0)
∫ σ(T )
0
ep(s, 0) f (x(s))1s
≥ A
(1+ A)ep(σ (T ), 0) ·
1
ep(t, 0)
(1+ A)
∫ σ(T )
0
ep(s, 0) f (x(s))1s
≥ A
(1+ A)ep(σ (T ), 0) (Φx)(t)
for t ∈ [0, σ (T )]T. Thus
α(Φx) ≥ A
(1+ A)ep(σ (T ), 0) maxt∈[0,σ (T )]T(Φx)(t)
= A
(1+ A)ep(σ (T ), 0)‖Φx‖
>
A
(1+ A)ep(σ (T ), 0) ·
a
δ
= a.
To sum up, all the hypotheses of Theorem 1.3 are satisfied. Hence Φ has at least three fixed points, i.e., the PBVP
(1.1) has at least three positive solutions u, v and w such that
‖u‖ < d, a < min
t∈[0,σ (T )]T
v(t), ‖w‖ > d
and
min
t∈[0,σ (T )]T
w(t) < a.
The proof is complete. 
Corollary 5.2. Let m be an arbitrary positive integer. Assume that there exist numbers d j (1 ≤ j ≤ m) and ah
(1 ≤ h ≤ m − 1) with 0 < d1 < a1 < a1δ < d2 < a2 < a2δ < · · · < dm−1 < am−1 < am−1δ < dm such that
f (x) <
d j
D
, x ∈ [0, d j ], 1 ≤ j ≤ m (5.4)
and
f (x) >
ah
C
, x ∈
[
ah,
ah
δ
]
, 1 ≤ h ≤ m − 1. (5.5)
Then, the PBVP (1.1) has at least 2m − 1 positive solutions.
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Proof. For m = 1, we know from (5.4) that Φ : Pd1 → Pd1 ⊂ Pd1 ; then, it follows from Theorem 1.2 that the PBVP
(1.1) has at least one positive solution. For m = 2, it is obvious that all the conditions of Theorem 5.1 are satisfied, and
so, the PBVP (1.1) has at least three positive solutions. For arbitrary positive integer m, we can prove the conclusion
by induction. 
Example 5.3. Let T = [0, 1] ∪ [2, 3]. We consider the following PBVP on T{
x1(t)+ x(σ (t)) = f (x(t)), t ∈ [0, 3]T,
x(0) = x(3), (5.6)
where
f (x) =

x2 + (2e
2 − 1)2
1152e8
, x ∈
[
0,
8e6(2e2 − 1)
3
]
,
2e2 − 1
24e4
x + (8192e
20 − 128e10 + 1)(2e2 − 1)2
1152e8
, x ∈
[
8e6(2e2 − 1)
3
,+∞
)
.
Since p(t) ≡ 1, T = [0, 1] ∪ [2, 3] and T = 3, we know that
ep(σ (T ), 0) = 2e2.
Then it is easy to obtain that
δ = 1
4e4
, D = 12e
4
2e2 − 1 and C =
3
2e2(2e2 − 1) .
Thus, if we choose d = 2e2−124e4 , a = 2e
2(2e2−1)
3 and c is sufficiently large, then all the conditions of Theorem 5.1 are
fulfilled. So, the PBVP (5.6) has at least three positive solutions.
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