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Abstract
Discrete-state, continuous-time Markov models are becoming common-
place in the modelling of biochemical processes. The mathematical for-
mulations that such models lead to are opaque, and, due to their com-
plexity, are often considered analytically intractable. As such, a variety of
Monte Carlo simulation algorithms have been developed to explore model
dynamics empirically. Whilst well-known methods, such as the Gillespie
Algorithm, can be implemented to investigate a given model, the compu-
tational demands of traditional simulation techniques remain a significant
barrier to modern research.
In order to further develop and explore biologically relevant stochastic
models, new and efficient computational methods are required. In this
thesis, high-performance simulation algorithms are developed to estimate
summary statistics that characterise a chosen reaction network. The algo-
rithms make use of variance reduction techniques, which exploit statistical
properties of the model dynamics, so that the statistics can be computed
efficiently.
The multi-level method is an example of a variance reduction technique.
The method estimates summary statistics of well-mixed, spatially homo-
geneous models by using estimates from multiple ensembles of sample
paths of different accuracies. In this thesis, the multi-level method is de-
veloped in three directions: firstly, a nuanced implementation framework
is described; secondly, a reformulated method is applied to stiff reaction
systems; and, finally, different approaches to variance reduction are im-
plemented and compared.
The variance reduction methods that underpin the multi-level method are
then re-purposed to understand how the dynamics of a spatially-extended
Markov model are affected by changes in its input parameters. By exploit-
ing the inherent dynamics of spatially-extended models, an efficient finite
difference scheme is used to estimate parametric sensitivities robustly.
The new simulation methods are tested for functionality and efficiency
with a range of illustrative examples. The thesis concludes with a dis-
cussion of our findings, and a number of future research directions are
proposed.
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Chapter 1
Introduction
By drawing on computational and mathematical techniques, the field of Systems Biol-
ogy seeks to understand the dynamics of complicated, but co-ordinated, systems com-
prising many biological components. Some researchers take the view that such efforts
will ultimately be futile [1], whilst others argue that a symbiosis between experimen-
tal and theoretical techniques leads to new insights and developments [2, 3, 4, 5, 6].
The mathematical formulations that Systems Biology approaches lead to are often
complicated, and can involve large numbers of variables and parameters represented
in an opaque, and perhaps intractable, formula. In order to understand, further de-
velop, and explore such mathematical formulations, new and effective computational
methods are required.
By relying on probability distributions to explain the temporal evolution of a bio-
logical system of interest, a stochastic model can effectively describe a wide range of
biological phenomena [7, 8, 9]. Experimental researchers have, for example, demon-
strated the stochastic nature of gene regulatory networks [10, 11, 12]. Stochastic
models have also been used to replicate and explain inter- and intra-cellular kinet-
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ics [13, 14, 15], and to study population dynamics in ecology [16]. In particular,
stochastic effects often affect systems characterised by low molecular populations [17],
but systems with large molecular populations can also be affected under certain cir-
cumstances [18]. Whilst traditional, deterministic models are able to describe a wide
range of biological processes satisfactorily [19], such models may provide misleading
predictions as they are unable to account for phenomena such as dynamic system
bistability [17], stochastic focussing [20] and stochastic resonance [21].
This thesis will focus on the design and development of simulation algorithms that
can be used to explore the dynamics of stochastic models.
A multitude of stochastic modelling frameworks have been developed [8]. In partic-
ular, advances in computational power have made it possible to develop individual-
based models that enable the study of the behaviour of individuals ‘particles’ (often
described as ‘agents’) that comprise a biological system of interest [9, 22]. In this
thesis, the models that we will study will be described by the ‘chemical master equa-
tion’ (the ‘CME’) and the ‘reaction-diffusion master equation’ (the ‘RDME’). The
CME is a population-level model that records the total number of particles of a par-
ticular type over a time-period of interest [23, 24]. The RDME extends the CME
framework, as the RDME additionally records the physical locations of the system
particles, to a suitable level of accuracy [25, 26]. The RDME therefore describes a
spatially-inhomogeneous model, whilst the CME describes a spatially-homogeneous
or ‘well-stirred’ model.
The CME and RDME frameworks are both examples of discrete-state, continuous-
time Markov chains [27]. For very simple systems, closed-form, analytic solutions to
the CME and RDME can be obtained [28]; however, any complication (for example,
a bimolecular reaction) is likely to frustrate an analytic approach [9, 23, 24]. Under
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particular circumstances, specialised numerical approaches may be feasible [28, 29,
30, 31, 32], but, usually, the high dimensionality of the problem remains a challenge.
Therefore, the dynamics described by the CME and RDME are widely considered to
be both analytically and numerically intractable for the vast majority of physically-
relevant models.
In this thesis, Monte Carlo simulation will be used to understand the dynamics of
CME and RDME models. Through the use of a stochastic simulation algorithm
(an ‘SSA’), an ensemble of sample paths is generated. Each sample path provides
a possible realisation or example of how the model might evolve over time. The
resultant ensemble of sample paths is then used to characterise the model dynamics.
Whilst it is possible to describe the data qualitatively, we will focus on a quantitative
description of CME or RDME model behaviour by considering the values of summary
statistics of interest. By way of example, we might be interested in the mean number
of particles of a specific type at a given time. Other summary statistics, such as the
mean extinction time of a particular particle type, might also be of interest.
The mostly widely used SSA is the Gillespie Direct Method [33] (the ‘DM’). The
DM can be implemented in a straightforward way, but requires a relatively high
level of computer resources to generate the required sample paths. Therefore, a wide
miscellany of highly efficient and improved SSA methods have been developed [23, 24].
Many of the improved SSAs are formally equivalent to the DM because the statistics
of any sample paths that are generated share the same distribution as the statistics
of sample paths generated with the DM. For systems with multiple, concurrent time-
scales, in the interests of computational efficiency, a range of bespoke SSAs have been
developed [34, 35, 36, 37], though these methods are not formally equivalent to the
DM.
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Numerous SSAs have now been included in user-friendly toolkits [38, 39, 40], in-
cluding software packages that can be accessed on the internet [41]. Nonetheless, in
order to arrive at a Monte Carlo estimate quickly, it might still be necessary to rely
on central processing unit (CPU) or graphics processing unit (GPU) parallelisation
techniques [42, 43], and, absent substantial computational resources, we remain at a
stage where characterising the full range of behaviours of many stochastic biochemical
models lies beyond our reach.
The aim of this thesis is to reduce the computational cost of Monte Carlo simula-
tion through the use of variance reduction techniques. Variance reduction techniques
exploit statistical properties of the dynamics of a model of interest so that the re-
quired summary statistics can be estimated by using relatively small-sized ensembles
of sample paths [44].
By reducing the computational cost of Monte Carlo simulation, we make the follow-
ing contributions to the field. Firstly, where the computational cost of simulating a
stochastic model had previously been prohibitive, a deterministic, ordinary differen-
tial equation model had to be used instead. It might now possible to use a stochastic,
individual-based model, which provides a more accurate representation of the bio-
logical process of interest. Secondly, given a constant level of computing resources,
tighter confidence intervals on summary statistics can be obtained through the use
of our new simulation methods. Thirdly, the interactions between components of our
model can be better understood. For example, through the use of our new algorithms,
parameter sweeps can be carried out in greater detail, and model robustness can be
more clearly assessed and understood.
This thesis is structured as follows:
Chapter 2: Introduction. In this chapter, we introduce the CME and RDME
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modelling frameworks. Established SSA methods, such as the Gillespie Direct [33]
and tau-leap [45] methods, are then discussed.
Chapter 3: The multi-level method. The multi-level method is introduced
and described [46, 47]. We explain that the multi-level method uses estimates from
multiple ensembles of sample paths of different accuracies to estimate a summary
statistic of interest. We demonstrate that the multi-level method can reduce the
CPU time required to estimate a given summary statistic by orders of magnitude. The
time-savings brought about by using the method can be attributed to the repeated
application of a variance reduction technique; therefore, a key aim of this chapter is to
explain and implement the variance reduction principle. A variety of implementation
issues are carefully considered, and numerical case studies are presented.
Chapter 4: The adaptive multi-level method. The multi-level method pre-
sented in Chapter 3 can result in poor performance when the reaction activity of a
system changes substantially over the time-scale of interest. We therefore set out
a new, generalised, adaptive multi-level method. Our new method is particularly
suited to studying the summary statistics of stiff systems, and can be run with only
a minimal amount of user input. Further case studies are presented.
Chapter 5: The robust multi-level method. In this chapter, we develop the
multi-level method in two directions: (1) to increase the robustness, reliability and
performance of the multi-level method, we suggest an improved variance reduction
method for generating the sample paths of each ensemble; and (2) to improve compu-
tational performance, we provide a different mechanism for choosing which ensembles
should be included in the multi-level algorithm.
Chapter 6: Parameter sensitivity analysis for spatially-extended models.
In order to understand how the dynamics of a reaction-diffusion model are affected
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by changes in its input parameters, efficient methods for computing parametric sensi-
tivities are required. Whilst highly efficient parameter sensitivity methods have been
developed for well-mixed, CME models, the theory is less well-developed for RDME
models. In this chapter, we exploit the characteristic dynamics of spatially-extended
reaction networks to efficiently and robustly estimate parametric sensitivities in such
models. Different variance reduction approaches are discussed, and we then describe a
hybrid technique that dynamically chooses the most appropriate simulation method.
Chapter 7: Discussion. In this final chapter, the findings (and limitations) of
this thesis are discussed in greater detail. A number of directions for future work are
highlighted, and the thesis is then drawn to a close.
The following three themes characterise the approach taken throughout this thesis:
Usability. Throughout, we seek to develop methods that can be widely applicable.
As far as possible, our approach will be modular, so that individual elements of our
work can be re-purposed and re-used as required. As part of our modular approach,
our focus is on developing simulation algorithms that can applied to any appropriately
formulated biological model.
Efficiency. The simulation algorithms that we describe aim to be efficient. There-
fore, with a constant level of computing resources, more detailed and in-depth infor-
mation regarding a biological model can be obtained.
Understanding. As part of our development of efficient simulation algorithms, we
seek to understand the role that stochastic noise plays in influencing the behaviour
of a CME or RDME model. This deeper comprehension of our modelling frame-
work is essential in understanding how different variance techniques might be used to
accelerate our algorithms.
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The material contained within this thesis has been adapted from the following four
manuscripts:
1. Lester, C., Baker, R. E., Giles, M. B., and Yates, C. A. Extending the multi-
level method for the simulation of stochastic biological systems. Bulletin of
Mathematical Biology, 78(8):1640–1677, 2016;
2. Lester, C., Yates, C. A., Giles, M. B., and Baker, R. E. An adaptive multi-level
simulation algorithm for stochastic biological systems. Journal of Chemical
Physics, 142(2):024113, 2015;
3. Lester, C., Yates, C. A., and Baker, R. E. Efficient parameter sensitivity com-
putation for spatially-extended reaction networks. Journal of Chemical Physics,
146(4):044106, 2017;
4. Lester, C., Yates, C. A., and Baker, R. E. Robustly simulating chemical reaction
kinetics with multi-level Monte Carlo. arXiv preprint arXiv:1707.09284, 2017.
By developing new and efficient computational methods, this thesis provides signifi-
cant increases in our means to understand and explore complicated biological models,
thereby providing the potential to investigate models that would otherwise be seen
as intractable.
In order to establish our new approaches to Monte Carlo simulation, we now start
by introducing the CME and RDME modelling frameworks, and describing existing
simulation tools.
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Chapter 2
Stochastic modelling and
simulation
In this chapter, we discuss and extend the theory that underpins the research chap-
ters of this thesis. We introduce the chemical master equation and the random time
change representation (the ‘RTCR’), and we explain that the CME and RTCR pro-
vide equivalent mathematical descriptions of a biochemical reaction network. We then
motivate the need for Monte Carlo simulation, and proceed to discuss a range of sim-
ulation algorithms that can be implemented to estimate suitable summary statistics.
We discuss both ‘exact’ and ‘approximate’ algorithms, and undertake numerical in-
vestigations. Finally, we describe an extension of the CME that provides a framework
for the stochastic modelling of spatially-inhomogeneous biochemical networks.
2.1 Well-stirred biochemical reaction networks
We initially concentrate on spatially-homogeneous, population-level models, which
record only the numbers of each molecule type within the system. The temporal
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evolution of the molecular populations is fully described by a CME, which comprises
a system of ordinary differential equations (ODEs). For each possible system state,
the CME provides an ODE describing how the probability of the system being in this
particular state changes over time [8, 9, 23, 24, 52].
We consider a biochemical network comprising N species, S1,. . . ,SN , that may each
be involved in M possible interactions, R1,. . . ,RM , which are referred to as reaction
channels. Initially, we assume that the system is ‘well-stirred’, which means that we
do not take into account the evolution of molecule positions [8]. Strictly speaking,
the system is well-stirred if the particles are randomly (and uniformly) distributed
throughout the volume of interest. Assuming that the system is well-stirred would be
reasonable if, for example, the diffusion of molecules occurs on a time-scale far faster
than that of the reactions between molecules [33, 53]. The population size of Si (for
i = 1, . . . , N) is known as its copy number and is denoted by Xi(t) at time t, where
t ≥ 0. The state vector is then defined as [33]
X(t) :=

X1(t)
...
XN(t)
 . (2.1)
We will refer to the sample path X as a stochastic process.
With each reaction channel, Rj (for j = 1, . . . ,M), we associate two quantities. The
first is the stoichiometric or state-change vector,
νj =

ν1j
...
νNj
 , (2.2)
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where νij is the change in the copy number of Si caused by reaction Rj taking place.
Thus, if the system is in state X and reaction Rj ‘fires’, the system jumps to state
X + νj. The second quantity is the propensity function, aj. This represents the
average rate at which a reaction fires (i.e. takes place). Formally, for small dt, and
based on a state vector of X(t), we define aj(X(t)) as follows:
• the probability that reaction Rj fires exactly once during the infinitesimal in-
terval [t, t+ dt) is aj(X(t))dt+O(dt2);
• the probability of reaction Rj firing more than once during this interval is
O(dt2).
Since we have assumed that the system is well-stirred, it seems reasonable for the
propensity function of reaction Rj, aj, to be proportional to the number of possible
combinations of reactant molecules in the system [9, 24].
Example 2.1. We expect that a reaction of the type S1 → S2, where one S1
molecule becomes one S2 molecule, will broadly occur at a rate proportional to the
abundance of S1. In second-order reactions, such as S1 + S2 → S3, the rate should
be proportional to the abundance of pairs of (S1, S2) molecules. 
The volume of interest, Ω, also affects the propensities: a larger volume would mean
that the particles collide less frequently, thereby leading to fewer reactions taking
place. We are therefore implementing mass action kinetics [9]; full details are given
in Table 2.1.
We note that the propensity functions defined in Table 2.1 are time-independent, with
any change in biological populations resulting in immediate updates to propensity
functions. A range of methods have been developed to delay updating the propensity
10
Reaction Example Propensity
Zero-order ∅ c1−→ S1 c1 · Ω
First-order S1
c2−→ S2 c2 ·X1
Second-order S1 + S2
c3−→ S3 c3 ·X1 ·X2/Ω
Homo-dimer formation 2S1
c4−→ S4 c4 ·X1 · (X1 − 1)/Ω
Third-order 3S1
c5−→ S5 c5 ·X1 · (X1 − 1) · (X1 − 2)/Ω2
Table 2.1: Sample reaction propensities for a stochastic system embedded in a volume Ω.
Note for the propensity of homo-dimer formation we have adopted the common practice of
absorbing the multiplier 1/2 into c4; we have also absorbed the multiplier 1/6 into c5. The
values of cj (for j = 1, . . . ,M) are the rate constants.
functions by a number of units of time for the cases where such methods can provide
a better description of complex, multi-scale biochemical models [15, 54]. Following
a small number of alterations, the methods developed throughout this thesis will be
able to model the effects of delayed updates to propensity functions.
Our approach to understanding the dynamics of the system comes from considering
how the probability that the system is in a particular state changes through time.
Define
P[x, t | x0, t0] := P [X(t) = x, given X(t0) = x0] . (2.3)
By considering the possible changes in species numbers brought about by a single
reaction taking place, it is possible to arrive at the aforementioned CME [55]:
dP[x, t | x0, t0]
dt
=
M∑
j=1
[
P[x−νj, t | x0, t0] · aj(x−νj)−P[x, t | x0, t0] · aj(x)
]
. (2.4)
In very simple cases, Equation (2.4) can be directly integrated to determine P[x, t |
x0, t0]. Unfortunately, this is not possible in general, and different methods need to be
used to analyse the dynamics of biochemical reaction networks of interest [9, 23, 24].
11
2.1.1 The random time change representation
An alternative mathematical description of the temporal evolution of the state vector,
X(t), is given by the RTCR, which was first described by Kurtz [56]. When the
RTCR is used, the dynamics of the biochemical network are described by a set of
inhomogeneous Poisson processes. We first describe the Poisson process, and we then
proceed to discussing the RTCR.
Let Yλ describe a Poisson process, where the constant rate parameter λ has been
specified. A Poisson process is a counting process that tracks the occurrences of events
(known as ‘arrivals’) during a time-period of interest. The number of ‘arrivals’ over
the time-interval [0, t) can be represented as Yλ(0, t). The time between successive
occurrences (known as the ‘inter-arrival time’) is an exponential random variate with
rate λ, Exp(λ), and the number of arrivals within the interval [0, t) is Poisson random
variate, P(λ · t), with mean λ · t [27, 57, 58]. The Poisson process, Yλ, is homogeneous
because the rate, λ, is constant.
By contrast, an inhomogeneous Poisson process is a Poisson process where the rate
parameter, λ, is not constant in time. A mathematical representation of an inho-
mogeneous Poisson process is now discussed. First, consider a homogeneous Poisson
process of fixed rate λ that has been labelled as Yλ. Second, consider a Poisson pro-
cess of unit rate, Y1. As mentioned, Poisson processes count the number of ‘arrivals’
over time, so we can compare Poisson processes by considering the distribution of the
number of arrivals by some time t. If Yλ(0, t) and Y1(0, t) represent the number of
arrivals by a time t in the two processes, then there is an equality in distribution, that
is Yλ(0, t) ∼ Y1(0, λt). It is therefore possible to re-scale time to transform a unit
rate Poisson process to one of arbitrary (but known) rate. The number of arrivals by
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time t in an inhomogeneous Poisson process, Y , is given by:
Y(0, t) = Y1
(
0,
∫ t
0
λ(t′, {Y(s) : s < t′})dt′
)
, (2.5)
where λ
(
t′, {Y(s) : s < t′}) emphasises that λ is a function of the particular path the
process is taking.
The RTCR of the process X will now be set out. Note that the RTCR describes
exactly the same stochastic process as the CME. The number of times reaction Rj
fires over the time-interval (0, T ] is given by a inhomogeneous Poisson counting process
Yj
(
0,
∫ T
0
aj(X(t))dt
)
,
where Yj is a unit-rate Poisson process, and Yj(0, α) counts the number of times
the unit-rate Poisson process fires over the interval (0, α]. Every time reaction Rj
fires, the state vector (see Equation (2.1)), is updated by adding the appropriate
stoichiometric vector, νj, to it. Therefore, by considering all possible reactions over
the time-interval (0, T ], we can determine the state vector at time T as
X(T ) = X(0) +
M∑
j=1
Yj
(
0,
∫ T
0
aj(X(t))dt
)
· νj. (2.6)
2.2 Monte Carlo simulation
As highlighted in Chapter 1, with the general exception of very simple systems, an an-
alytic solution of the CME is unattainable. Therefore, stochastic simulation methods
must be used to understand and explore physically-relevant biological models.
We generate an ensemble of N sample paths. Each sample path is a realisation of the
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stochastic process X, and, as explained in Chapter 1, the sample paths are used to
estimate suitable summary statistics. For example, we might estimate the expected
population of species Si at time T . We estimate this quantity, Q = E[Xi(T )], with
an estimate Q̂ given by
Q̂ := 1N
N∑
r=1
X
(r)
i (T ), (2.7)
where the copy number of species i at time t in path r is represented by X
(r)
i (t). This is
an example of a Monte Carlo estimate, and, as such, the estimate contains a statistical
error [58]. This arises as we have generated only a subset of possible sample paths:
with a different ensemble of realisations, the estimate, Q̂, will be slightly different.
The statistical error can be quantified by determining the estimator variance. If the
variance of the sample Xi(T ) is given by σ
2, then it can be shown that the variance
of the estimator Q̂ is given by σ2/N . Throughout the remainder of this thesis, we
will use the term ‘sample variance’ to refer to σ2, and the term ‘estimator variance’
to refer to σ2/N . The estimator variance can then be used to construct a confidence
interval around the estimate Q̂ to illustrate how statistical errors affect the estimate.
An approximate 95% confidence interval is typically provided by [44]
(
Q̂ − 1.96
√
σ2
N , Q̂+ 1.96
√
σ2
N
)
, (2.8)
where σ2 is estimated using the N sample values of X(r)i (T ). To ensure a high degree
of statistical accuracy the confidence interval provided by (2.8) must be small. The
difficulty is that the total simulation time scales with the number of sample paths, i.e.
as O(N ), whilst the size of the confidence interval scales as O(1/√N). Consequently,
a confidence interval of length O(ε) requires a simulation time of O(ε−2), and na¨ıve
SSAs can therefore be very computationally expensive.
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2.2.1 Two initial case studies
Before proceeding further, we provide two examples of a biochemical reaction network.
These case studies will be used for testing and illustration purposes.
Case Study 1. We first consider a stochastic analogue of a logistic growth model:
R1 : A
10−→ 2A; R2 : 2A 0.1−→ A. (2.9)
Initially, the population1 of A is given as X(0) = 10. The stoichiometric matrix, ν,
is given by
ν =
[
1 − 1].
The rate of constant of R1, c1, equals 10, and, in accordance with Table 2.1, the
units of c1 are [t]
−1, with [t] referring to a unit of time. The rate constant of R2, c2,
equals 0.1, and the units are [Ω] · [t]−1, where [Ω] refers to a unit of volume. Reaction
R1 represents the birth of individuals, whilst reaction R2 accounts for the death of
individuals in the model.
Case Study 2. We consider a model of gene transcription and translation, as
introduced by Anderson and Higham [47]:
R1 : G
25−→ G+M ; R2 : M 1000−−→ M + P ; R3 : P + P 0.001−−−→ D; (2.10)
R4 : M
0.1−→ ∅; R5 : P 1−→ ∅.
In this model, molecules of mRNA (M) are transcribed from a single gene (G); these
mRNA molecules are then used in the translation of protein molecules (P ). Two
protein molecules may combine to produce stable homodimers (D), whilst both the
1As there is only one species, we will suppress the subscript and work with X(t) instead of X1(t).
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mRNA and protein molecules decay linearly. We assume that the system contains
a single copy of the gene throughout, and that initially there are no copies of M ,
P or D. We write the numbers of mRNA, protein and dimer molecules at time t,
respectively, as X(t) = [X1(t), X2(t), X3(t)]
> and consequently the initial condition
can be expressed as X(0) = [0, 0, 0]>. The stoichiometric matrix is
ν =

1 0 0 −1 0
0 1 −2 0 −1
0 0 1 0 0
 . (2.11)
In order to reliably assess and interpret the computational performance of different
SSA methods, values for the rate constants shown above are taken from Anderson and
Higham [47], and we will therefore be able to compare our findings with the existing
literature. Note that, for this, as well as all subsequent case studies, we assume that
time has been non-dimensionalised.
We now discuss how one might produce sample paths to understand the dynamics of
Case Studies 1 and 2.
2.3 Gillespie Direct method
In this section, we describe methods for generating sample paths of a biochemical
reaction network. A wide variety of methods have been developed to generate such
sample paths, but the Direct method (DM) due to Gillespie [59] is certainly the most
commonly-used algorithm [24, 33, 59]. The DM can be derived from the same fun-
damental hypotheses as the CME; therefore, the sample paths the DM generates are
associated with the same probability distributions as the CME. Numerous variations
of Gillespie’s exact DM algorithm have since been developed [60, 61, 62]. We will call
the aforementioned methods ‘exact’ stochastic simulation algorithms (‘exact SSAs’).
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The DM generates sample paths by simulating each and every reaction that takes
place in the system. If the state vector at time t is given by X(t), then a reaction is
simulated by considering the following two questions:
1. How long passes until the next reaction occurs? Label this quantity as ∆.
2. Which type of reaction fires next? Label the reaction as Rk.
If these two questions are asked, and then answered, a sufficient number of times, a
sample path is generated. The DM proceeds as follows:
1. Write a0(X(t)) :=
∑M
j=1 aj(X(t)) for the total propensity (i.e. the average
rate at which any reaction fires). The value of ∆ is simulated according to an
exponential distribution with rate a0(X(t)):
∆ ∼ Exp(a0(X(t))).
2. The probability that reaction Rj is the next reaction to fire is given by its
fractional share of the total rate:
aj(X(t))/a0(X(t)).
Rj can be stochastically chosen by using an inverse transform method. First, a
random number, u, is uniformly generated on (0, 1). Then, we take j to be the
index that satisfies
j−1∑
j′=1
aj′(X(t)) < u ·
M∑
j′=1
aj′(X(t)) <
j∑
j′=1
aj′(X(t)).
We provide a pseudo-code implementation of the DM as Algorithm 2.1.
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Algorithm 2.1: The DM. This simulates a single sample path.
Require: initial conditions, X(0), and terminal time, T .
1: set X ←X(0) and set t← 0
2: loop
3: for each Rj, calculate propensity values aj and set a0 ←
∑M
j=1 aj
4: set ∆← Exp(a0)
5: if t+ ∆ > T then
6: break
7: end if
8: choose reaction Rk to fire next: Rk fires with probability ak/a0
9: set X ←X + νk, and set t← t+ ∆
10: end loop
We now turn to considering the Modified next reaction method (the ‘MNRM’) [63].
Like the DM, the MNRM is an example of an SSA, and we will therefore compare
these two methods. The MNRM will be derived by considering the RTCR.
The MNRM is equivalent to the DM, in that the sample paths it generates will
share the same probability distribution. Specifically, if x0 and t0 are given, then the
probability P[x, t | x0, t0] is the same for sample paths generated with the DM and
the MNRM.
2.3.1 Modified next reaction method
As outlined in Section 2.1.1, the stochastic process X evolves according to Equation
(2.6), i.e.
X(T ) = X(0) +
M∑
j=1
Yj
(
0,
∫ T
0
aj(X(t))dt
)
· νj.
Thus, we can determine the value of X(T ) by determining the value of each term
of Equation (2.6). As with the DM, a sample path will be generated by firing each
reaction individually.
We now explain how Equation (2.6) can be used to simulate a sample path with the
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MNRM [63]. If, at time t, the system is in state X(t), we need to work out the time
until the next event ∆, as well as the particular reaction event that occurs, Rk. We
determine ∆ by repeatedly asking the following question: suppose a reaction Rj fires
next, then what would the putative value of ∆ be? We exhaustively loop through
all possible reactions Rj (for j = 1, . . . ,M) to determine putative values for ∆. The
reaction that gives rise to the smallest putative value for ∆, Rk, is the one that will
fire next. To calculate the value of ∆, for each reaction Rj we define the following
two quantities:
• Aj =
∫ t
0
ai(X(t
′))dt′, the internal or natural time of the reaction channel;
• Tj, the time of the next arrival in the associated unit-rate Poisson process Yj.
We exhaustively search for the value of ∆ by taking
∆ = min
j
(
Tj − Aj
aj(X(t))
)
, (2.12)
and setting k to be the index where this minimum is obtained (the ‘argmin’). The
reaction Rk is fired; this simulation method is formally described in Algorithm 2.2.
2.3.2 Numerical experiments
We now illustrate the use of the DM (see Algorithm 2.1) and the MNRM (see Algo-
rithm 2.2). The DM and MNRM are implemented in C++ code that follows the 2011
standard (C++11).
The simulations were performed on an AMD FX-4350 CPU, with an advertised clock-
speed of 4.2 GHz.
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Algorithm 2.2: The MNRM simulates a single sample path according to the CME. At
each step of the loop, the next event is chosen. The population values and time are then
updated. A new random number is generated to replace the one that has just been used
to simulate an event, and the loop is repeated until the terminal time is reached.
Require: initial conditions, X(0) and terminal time, T .
1: set X ←X(0)
2: set t← 0
3: for each Rj, set Aj ← 0, and generate Tj ← Exp(1)
4: loop
5: calculate propensity values aj for each Rj
6: calculate ∆j as
∆j =
Tj − Aj
aj
7: set ∆← minj ∆j, and k ← argmin∆j
8: if t+ ∆ > T then
9: break
10: end if
11: set X ←X + νk
12: set t← t+ ∆
13: for each Rj, set Aj ← Aj + aj ·∆
14: set Tk ← Tk + Exp(1)
15: end loop
Case Study 1. We recall that Case Study 1 is a stochastic analogue of a logistic
growth model, and its reaction channels can be summarised as:
R1 : A
10−→ 2A, R2 : 2A 0.1−→ A.
We use the DM to simulate N = 1000 sample paths of this system. In Figure 2.1,
we show five examples of such sample paths. We also show the mean population
of A during the time-interval [0, T ], E[X(t)], together with one and two standard
deviations away from this mean value.
Case Study 2. In Case Study 2, a gene regulatory network proposed by Anderson
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and Higham [47] is studied. The reaction channels are summarised as:
R1 : G
25−→ G+M, R2 : M 1000−−→ M + P , R3 : P + P 0.001−−−→ D,
R4 : M
0.1−→ ∅, R5 : P 1−→ ∅.
We first use the DM to simulate N = 1000 sample paths of this system. Figure
2.2 shows the evolution of X(t) = [X1(t), X2(t), X3(t)]
> up until time T = 1. The
solid black lines show the mean species numbers and the coloured bands one and two
standard deviations from the mean. On average, approximately 17500 reactions must
be fired to generate a single sample path; in our ensemble of N = 1000 paths, we
simulated between 6735 and 33256 reactions per sample path.
The DM and MNRM are tested and compared. We will estimate E[X3(1)], the ex-
pected dimer population at time T = 1. Complete results are detailed in Figure
2.2. To compute E[X3(1)] to within a single dimer, with a 95% confidence inter-
val (see Equation (2.8)), requires the generation of approximately 4.8 × 106 sample
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Figure 2.1: In the left pane, five sample paths of System (2.9) are shown. In the right pane,
we show the expected value of A over time, E[A(t)], in black. One standard deviation from
the mean is illustrated with dark blue, whilst two standard deviations are shown in light
blue. A total of N = 1000 sample paths were used to generate this figure.
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paths. The DM calculation required 7223s (approximately 2 hours) of CPU time to
run, whilst the MNRM was completed within 7513s (approximately 2 hours and 5
minutes). Although our DM and MNRM algorithms perform adequately, the fact
remains that for this system, and many others, these exact simulation algorithms are
too computationally demanding to be used for in-depth numerical studies.
The DM and MNRM are computationally demanding because they both simulate
each reaction individually. The large cost associated with firing reactions individually
comes from two main sources: first is the computational overheads in generating the
large quantity of random numbers required by the algorithm; and second is the search
time involved in determining which reaction occurs at each step. In the next section,
we discuss a number of approximate simulation algorithms that are able to overcome
the aforementioned restrictions, thereby reducing the CPU time required for each
sample path.
2.4 Approximate simulation algorithms
In this section, we describe approximate stochastic simulation algorithms (‘approxi-
mate SSAs’). We will simulate a stochastic process, Z, which is different from the
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Figure 2.2: We show the expected value of each of the mRNA, dimer and protein populations
of System (2.10) over time, in black. One standard deviation from the mean is illustrated
in dark colour, whilst two standard deviations are shown in the lighter colour. A total of
N = 1000 sample paths were used to generate this figure.
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Estimator DM MNRM
Estimate CPU Estimate CPU
E[X1] 23.8± 0.004
7223s
23.8± 0.004
7513sE[X2] 3053.1± 0.33 3052.9± 0.33
E[X3] 3714.3± 0.99 3713.7± 0.99
Table 2.2: Estimated populations of System (2.10) at time T = 1, as determined by the
DM and MNRM. In each case, 4.8× 106 sample paths were used. 95% confidence intervals
have been constructed; these are indicated with the ‘±’ terms.
stochastic process X that we described in Section 2.1. The approximate process Z
will be a simplified version of the exact process, X. The dynamics of Z will be chosen
so that sample paths can be quickly simulated, but subject to the restriction that the
sample paths of Z are able to roughly approximate the dynamics of X.
We will estimate summary statistics of interest by using an ensemble of approximate
sample paths, Z(1),Z(2), . . . ,Z(N ). The use of approximate sample paths will affect
the estimated values of the summary statistics: this error is known as the ‘bias’.
We now describe two simulation methods that admit a bias, but which, in exchange,
reduce the CPU time taken to generate sample paths. We discuss the tau- and R-leap
methods.
2.4.1 Tau-leap method
The tau-leap method, first proposed by Gillespie [45], generates approximate sample
paths by taking time-steps of length τ to traverse the time-interval [0, T ]. At the
end of each time-step, all the reactions that are associated with the time-step are
concurrently fired. The key, time-saving assumption we make is that the reaction
propensities are constant during each time-step: this is known as the ‘tau-leap as-
sumption’. Thus, over each time-interval [t, t + τ), the number of times reaction Rj
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fires will be given by a homogeneous Poisson process with fixed rate, aj(Z(t)). Based
on the tau-leap assumption, the number of times reaction Rj fires over the interval
[t, t+ τ), Kj is given by a Poisson random number [45]:
Kj ∼ P(aj(Z(t)) · τ).
The state vector, Z, is updated by setting
Z(t+ τ) = Z(t) +
M∑
j=1
Kj · νj. (2.13)
Appropriate choices of τ must be used to ensure that the approximate sample paths,
Z, can successfully approximate the exact stochastic process, X. The value of τ can
be fixed from the outset, or τ can dynamically change, as required. As we shall see,
smaller values of τ will lead to summary statistics with a lower bias [45], but will
require more steps to simulate a path and therefore a higher run-time. A sample
implementation is provided as Algorithm 2.3. In this implementation, the value of τ
is fixed, and we assume that τ divides the interval [0, T ] into equally-sized time-steps.
Algorithm 2.3: Tau-leap method. This simulates a single sample path, using fixed
time-step τ .
Require: initial conditions, Z(0), time-step τ , and terminal time, T .
1: set Z ← Z(0) and set t← 0
2: while t < T do
3: for each Rj do
4: calculate propensity value aj(Z)
5: generate Kj ∼ P(aj(Z) · τ)
6: end for
7: set Z ← Z +∑Mj=1Kj · νj
8: set t← t+ τ
9: end while
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Under reasonably general circumstances, the tau-leap method can generate sample
paths more quickly than the DM [23, 24, 45]. This is because, during every time-
step of the algorithm (where we leap over time and advance t → t + τ), multiple
reactions are simulated during that step. When the DM advances through time
(where t→ t+ ∆), a single reaction is fired at that step. In general, each step of the
tau-leap method takes more CPU time than the equivalent DM step; however, unless
τ is very small, the tau-leap method requires far fewer time-steps than the DM to
generate a sample path. The value of τ is typically considered too small if very few
reactions are expected to take place during each time-step. For example, Cao et al.
[64] consider the tau-leap method inefficient if fewer than 10 reactions are expected
to take place during each time-step; therefore, we consider the tau-leap method as
efficient if τ ≥ 10/a0(Z).
Having explained how one might implement the tau-leap method, we turn to dis-
cussing its mathematical representation.
2.4.2 Representing the tau-leap method with the RTCR
In this section, we use the RTCR to motivate and represent the tau-leap method.
We recall that the state X of our biochemical reaction network evolves according to
Equation (2.6), which we now restate:
X(T ) = X(0) +
M∑
j=1
Yj
(
0,
∫ T
0
aj(X(t))dt
)
· νj.
We continue to represent the state of a tau-leap process at time t as Z(t). Following
from Algorithm 2.3, we suppose that [0, T ] is divided into K equal time-steps of length
τ . The tau-leap assumption is that the propensities can change only at fixed times
t = k · τ (for k = 1, 2, . . . ). Therefore, when we implement the tau-leap method we
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use the following approximation:
∫ T
0
aj(Z(t))dt ≈
K−1∑
k=0
aj(Z(τ · k)) · τ. (2.14)
If we insert assumption (2.14) into Equation (2.6), then the evolution of the state of
the tau-leap process, Z(t), is described by
Z(T ) = Z(0) +
M∑
j=1
Yj
(
0,
K−1∑
k=0
aj(Z(τ · k)) · τ
)
· νj, (2.15)
where the Yj (j = 1, . . . ,M) are unit-rate Poisson processes. We now rearrange
Equation (2.15) so that it is easier to work with. First we set2
Pk,j =
k∑
k′=0
aj(Z(τ · k′)) · τ, (2.16)
with the special case of P−1,j = 0. Then, we re-arrange equation (2.15) to give
Z(T ) = Z(0) +
K−1∑
k=0
M∑
j=1
Yj (Pk−1,j, Pk,j) · νj. (2.17)
The tau-leap method can be seen as a method for iterating over k: for each reaction
Rj, at each step we calculate the number of events in the Poisson process Yj between
positions (or internal times) Pk−1,j and Pk,j (given by Yj(Pk−1,j, Pk,j)). Equation
(2.17) can therefore be re-arranged into an update formula:
Z(k · τ) = Z((k − 1) · τ) +
M∑
j=1
Yj (Pk−1,j, Pk,j) · νj. (2.18)
2Note that j indexes the reaction, Rj ; and k indexes the time.
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2.4.3 Extending the tau-leap method
The tau-leap method has been developed and modified to deal with a wide variety of
biochemical reaction networks. We briefly describe a number of major adaptations
to the method below:
Adaptive time-stepping tau-leap method. Methods have been developed for
dynamically changing the time-step, τ , according to the stochastic behaviour of each
sample path [64, 65, 66, 67]. Such methods are particularly suitable for handling stiff
systems. Whilst most methods choose τ at the start of each time-step, a post-leap
check mechanism has also been described [68].
Partially-implicit tau-leap method. The numerical scheme of the tau-leap
method has been altered and recast in a partially-implicit format, which can take
larger time-steps [69, 70].
Binomial leaping. Occasionally, the tau-leap method generates non-physical,
negative population values. The negative populations arise where, as a consequence
of using approximate reaction propensity values, more reactants than the number
available are consumed during a leap. This issue often arises where too large a
value of τ has been used [71]. However, as the Poisson variates that determine
how many reactions fire during each leap have semi-infinite support, even a cautious
choice of τ cannot certainly prevent a negative populations from occurring [72]. Tian
and Burrage [72] have developed an alternative method that uses suitable binomial
variates to simulate the reactions that occur during each time-step.
In addition, the tau-leap method has spurred the development of alternative approx-
imate simulation algorithms. We set out one particularly important example below.
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2.4.4 The R-leap method
Auger et al. [73] developed the R-leap method that generates sample paths by sim-
ulating a user-specified number of reactions during each step of the method. For
our purposes, this ‘jump size’ will be labelled as K. The R-leap method differs from
tau-leap method in that each step of the tau-leap method covers a fixed time-interval
(with the number of reaction events determined by simulation), whereas the time-
interval covered by each step of the R-leap method must be determined by simulating
a random number (though the number of reaction events, K, is fixed).
We will refer to the R-leaping algorithm in Chapter 5, and further information will
be provided at that time. A pseudo-code implementation of R-leaping is provided in
Algorithm 2.4. In this algorithm, we have used the conditional binomial method to
sample from a multinomial distribution. At this stage, we simply note that this is
one of many possible methods for sampling from a multinomial distribution (further
details are provided in Chapter 5).
Algorithm 2.4: R-leaping. This simulates a single sample path.
Require: initial conditions, Z(0), jump size, K, and terminal time, T .
1: set Z ← Z(0) and set t← 0
2: while t < T do
3: for each Rj, calculate propensity value aj(Z), and set a0 ←
∑M
j=1 aj
4: generate ∆ ∼ Γ(K, 1/a0)
5: if t+ ∆ > T then
6: generate K ∼ B(K − 1, (T − t)/∆), and set t← T
7: else
8: set t← t+ ∆
9: end if
10: for j = 1, . . . ,M do
11: generate Kj ∼ B
(K, aj/∑Mj′=j aj′) and set K ← K−Kj
12: end for
13: set Z ← Z +∑Mj=1Kj · νj
14: end while
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2.4.5 Error analysis
The error induced by using an approximate SSA to generate sample paths can be
measured in a number of ways. We introduce the numerical analysis concepts of weak
and strong error [44, 74, 75]. The weak and strong errors will reflect the effect of using
an approximate SSA to generate sample paths. For a summary statistic, f : NN → R,
where f(·) satisfies suitable regularity conditions3, the weak error is defined to be
∣∣E[f(Z)]− E[f(X)]∣∣ , (2.19)
where X represents the exact process, and Z the approximate process.
If the tau-leap method is run with a fixed time-step of τ , then this approximate SSA
is said to a have a weak order of convergence of γ if ∃ C > 0 such that, for all
f : NN → R that satisfy suitable regularity conditions,
∣∣E[f(Z)]− E[f(X)]∣∣ ≤ Cτ γ.
Informally, the order γ can be thought of as measuring the rate of decay in the ‘error
of the means’ [75].
The strong error of an approximation scheme is similarly defined:
E
[ |f(Z)− f(X)| ]. (2.20)
A strong order of convergence can also be calculated; the strong order of convergence
can be thought of as providing the rate of decay in the ‘mean value of the errors’ [75].
For the tau-leap method, in the limit τ ↓ 0, it can be shown [76] that the strong order
3Typically, numerical analysts assume that f is smooth and grows at most polynomially.
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of convergence is 1/2, whilst the weak order of convergence is 1.
Before proceeding further, we pursue two technical points:
Vectors of summary statistics. If, instead, we let f(·) represent a vector of
summary statistics, that is f : NN → RR, then a weak and a strong error can be
similarly defined. To define such errors, we replace the absolute values operators of
Equations (2.19) and (2.20), | · |, with a suitable norm, ‖ · ‖. For example, we might
take ‖ · ‖ to be the 1-norm4. It is straightforward to show that the weak and strong
orders of convergence of the tau-leap method remain at 1 and 1/2, respectively.
Measurability. We have yet to formally define the expectation of a random vari-
able, E[·]. We start by considering a probability space, (Ω,F ,P). The components of
the probability space are defined as follows: Ω is the sample space, and consists of all
possible outcomes; F is the set of events, where each event is a set containing zero or
more outcomes; and P is the probability function, a map F → [0, 1] [77]. Formally, a
random variable, X, is a map from the sample space to a state space (for example,
R) given by X : Ω→ S. If X is integrable, then the expectation of X is then defined
as
E[X] =
∫
Ω
X(ω)P({dω}). (2.21)
If a second random variable, Y : Ω → S, is introduced and is integrable, then the
integral E[X − Y ] can also be computed. Note that X and Y must make use of the
same sample space. For further information, including a derivation of the strong error
result for a tau-leap method, we refer readers to Li [76].
Statisticians measure the effect of an approximate scheme on a specific summary
statistic by considering the estimator bias [58]. If our summary statistic is estimated
4In R dimensions, the taxicab or 1-norm, ‖ · ‖, is given by ‖X‖ = ∑Rr=1 |Xr|.
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as Q̂, whereas the true value is Q, then the bias is stated as
Bias(Q, Q̂) = E[Q̂]−Q. (2.22)
Therefore, any summary statistics estimated with approximate sample paths will be
laden with both a bias (see above), and a statistical error (see Section 2.2).
It is often not necessary to distinguish between the statistical error and the bias of an
estimate; rather, the overall error contained within the estimate, Q̂, is the quantity of
interest. The overall error can be mathematically measured by considering the mean-
squared error (the ‘MSE’). Suppose a summary statistic is estimated as Q̂, whereas
its actual value equals Q. Then the MSE is given by combining the statistical error
and bias as follows [58]:
MSE = E
[(Q− Q̂)2]
= E
[(Q̂ − E[Q̂])2]︸ ︷︷ ︸
Statistical error
+
(
E[Q̂]−Q
)2
︸ ︷︷ ︸
Square of bias
.
(2.23)
The root mean square error (RMSE) is the square-root of the MSE.
Having explained how one might measure the error associated with an estimate of a
summary statistic, we now discuss the relationship between the CPU time expended
by an algorithm and its error.
2.4.6 Time complexity
The time complexity of an algorithm relates the CPU time required by an algorithm
to an user-provided algorithm parameter. We will quantify the time complexity in
terms of its leading order behaviour, and we explain with an example.
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Example 2.2. Consider an algorithm that is provided with an unsorted list of N
numbers, and which must return a smallest-to-largest list of those numbers. A very
simple algorithm would involve searching through the input list, from start to finish,
finding the smallest number, and moving that number to the start of the output list.
Then there are N−1 input numbers left to sort and the procedure is repeated. A total
N × (N + 1)/2 steps are required to sort the list, and the computational complexity
of this procedure is therefore O(N2). 
We now study the time complexity of a Monte Carlo method. In particular, we wish
to describe the CPU time required by the method to achieve a user-specified level of
accuracy. The accuracy of our Monte Carlo method will be delineated by the RMSE.
Thus, if a RMSE of order O(ε) is required, we wish to determine the leading-order
term that, in terms of ε, characterises the CPU cost.
We will demonstrate the complexity of the tau-leap method, with our findings moti-
vating the need for new Monte Carlo approaches. If the tau-leap estimate, Q̂, requires
a RMSE of order O(ε), we require:
1. a statistical error of order O(ε2); and,
2. a bias of order O(ε).
Thus, we require that the number of sample paths, N , be given by
N ∼ O(ε−2),
and the time-step of the tau-leap method, τ , to be given by
τ ∼ O(ε).
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If we make the precursory assumption (that we will soon refine) that the CPU time
scales as O(τ−1), then our initial analysis suggests that, for the tau-leap method, a
RMSE error of O(ε) requires O(ε−3) units of CPU time.
Therefore, if our estimate of a summary statistic, Q̂, is to have a relatively small
RMSE, then the CPU time required to generate this estimate could be very large.
2.4.7 Numerical examples
We now generate sample paths for case studies 1 and 2 using the tau-leap method.
We illustrate the effect of varying the time-step, τ , on the dynamics of the sample
paths, as well as the overall CPU time taken to produce the required sample paths.
As before, our algorithms have been implemented in C++. Where possible, the C++
Standard Template Library has been used, and all calculations have been performed
with double precision.
Case Study 1. To qualitatively illustrate the tau-leap method, and to compare the
effect of varying τ on the system dynamics, two sample paths of the logistic growth
model (2.9) are generated. We first take τ = 0.01 and then we take τ = 0.10. To
compare the effect of changing τ , the same random inputs are used to simulate each
sample path. By ‘the same random inputs’ we mean that the reaction network has
been expressed in the RTCR framework discussed in Section 2.4.2, and the same sets
of Poisson processes have been used to generate the sample paths. The sample paths
are exhibited in Figure 2.3.
Whilst it might be tempting to describe the sample path generated with τ = 0.1 as a
low-resolution version of the sample path generated with τ = 0.01, we note that it is
difficult to reliably draw any meaningful conclusions based on qualitative reasoning
alone.
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Figure 2.3: Two sample paths of System (2.9) are generated using the tau-leap method,
with the time-steps as shown. The same random inputs have been used for both paths.
Case Study 2. To quantitatively illustrate the benefits of the tau-leap method, we
consider Case Study 2 again. The average dimer population at terminal time T = 1,
E[Z3(1)], is estimated. A range of different values of τ can be tested, and the resultant
estimates of the average dimer population can then be compared with the estimates
given by the DM in Table 2.2.
For example, if we take τ = 3−5, then we estimate
E[Z3(T )] = 3694.5± 1.0.
This calculation requires 4.8×106 sample paths, and takes approximately 1247 seconds
of CPU time. In this case, the DM would take 5.8 times as long to estimate the same
quantity. We estimate the bias of our estimate of E[Z3(T )] to equal approximately
20 dimers, which is around 0.5% of the estimated value.
In Figure 2.4, we demonstrate the effect of changing τ on the bias of the tau-leap
method. We compare the bias when E[Z3(T )] is estimated with a time-step chosen
from τ ∈ {3−2, . . . , 3−7}. Figure 2.4 numerically demonstrates the first order weak
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Figure 2.4: In the left pane, we show the weak error of the tau-leap method for different
values of τ . The dashed line shows a least-squares regression. In the right pane, we show the
simulation time required to generate N = 4.8×106 sample paths with the tau-leap method.
This choice of N is sufficient to estimate E[Z3(T )] with a confidence interval semi-length of
1.0. The dashed line shows the CPU time predicted by a O(1/τ) model.
convergence5 of the tau-leap method, as a least-squares regression6 shows that γ ≈
0.996. We also show the computational cost of producing sample paths grows as
1/τ increases; however, the relationship between simulation time and the number of
time-steps is non-linear. Even though the number of steps carried out by the tau-leap
method grows linearly with 1/τ , the relationship between simulation time and 1/τ is
non-linear, because the cost of each simulation step depends on τ . This is because
the CPU time taken to generate the required Poisson random variates is dependent
on the parameters of those variates, with smaller parameters leading to faster random
variate simulation. We will return to this point in Chapter 3.
We now shift focus, and describe how one might model biochemical networks that
exhibit spatial heterogeneity.
5Recall that weak order is given by the largest γ such that
∣∣E[f(Z)]− E[f(X)]∣∣ ≤ Cτγ .
6For each choice of τ , we estimated E[Z3(T )], and we then used least-squares regression to fit a
function of the form α+ β · τγ to the estimated values.
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2.5 Spatially-extended modelling
In Section 2.1 we explained the CME on the basis that the biochemical reaction net-
work of interest is ‘well-stirred’. However, many biochemical networks of interest are
not ‘well-stirred’ [78, 79], and an alternative modelling approach is necessary. We will
describe the RDME, which explicitly models spatial variability within a biochemical
reaction network of interest.
The RDME framework is an example of a voxel-based or lattice-based stochastic
model [8, 80]. The volume of interest, Ω, is discretised into a finite number of voxels.
Each particle of the system is located within a voxel, and is able to move (‘diffuse’)
by transferring into a neighbouring voxel. We further assume that, within each voxel,
the particles are ‘well-stirred’ and can react with one another. As with the CME, the
RDME has a tractable, analytic solution in only a small number of special cases [80].
We now formally describe the RDME. In this thesis, Ω is assumed to be a volume
of dimensions L × a × a, where a  L. In line with research presented elsewhere in
the literature, our initial assumption is that the spatial variability in the distribution
of the particles occurs in only the first dimension. We therefore discretise Ω into K
equally-sized voxels of dimensions h× a× a, where h = L/K. The choice of h needs
to be carefully considered [81, 82], and it might be necessary to use different voxel
sizes for different biological species [83].
The voxels are labelled as V 1, V 2, . . . , V K . Then, Ski is used to refer to particles of
chemical species Si that are located in voxel V
k, whilst Xki represents the population
of Ski . The state matrix, X, represents all the chemical populations, and is defined
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as7:
X =

X11 . . . X
K
1
...
...
X1N . . . X
K
N
 . (2.24)
The particles are able to diffuse (move) within Ω, and can react to change the chem-
ical populations of the system. Particles diffuse by jumping from one voxel into an
adjacent voxel, and suitable boundary conditions can be implemented to handle the
behaviour at the ends of the domain. A straightforward model might make use of
fully-absorbing, reflective (also known as zero-flux), or periodic boundary conditions.
Additionally, a partially-absorbing, or reactive boundary condition can also be used
to represent phyiscal features of the model [84, 85]. Throughout this thesis, we work
with zero-flux boundary conditions.
Each particle diffuses to each of its neighbouring voxels with an average rate of
d :=
D
h2
,
where D is the macroscale diffusion constant [8, 86]. The choice of d can be justified
in a number of ways, and we set out one such justification in the following paragraph.
Thus, with zero-flux boundary conditions, the diffusion of each species Si can be
represented by the collection of events
S1i
d

d
S2i
d

d
. . .
d

d
SK−1i
d

d
SKi , (2.25)
where Ski
d

d
Sk+1i denotes two events: firstly, diffusion of a Si particle from voxel V
k
to voxel V k+1, and, secondly, diffusion of a Si particle from voxel V
k+1 to voxel V k.
7For the well-stirred case, the populations were stored in vector (2.1), but where the particles are
associated with voxels as well, it is more convenient to use a matrix.
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Our choice of d is justified as follows [80, 87]. We start by considering just a single
species, and we let Mki (t) be the mean population of that species in voxel V
k at time
t. We can manipulate the CME of System (2.25) to obtain a system of equations for
Mki (t):
∂Mki
∂t
= d
(
Mk+1i +M
k−1
i − 2Mki
)
, for k = 2, . . . , K − 1; (2.26)
∂M1i
∂t
= d
(
M2i −M1i
)
; and
∂MKi
∂t
= d
(
MK−1i −MKi
)
. (2.27)
The concentration of Si in voxel V
k can be approximated as ci(v
k, t) ≈ Mki (t)/h,
where vk is the centre of voxel V k. Dividing Equation (2.26) by h, we obtain
∂ci
∂t
(vk, t) ≈ d
(
ci(v
k + h, t) + ci(v
k − h, t)− 2ci(vk, t)
)
. (2.28)
A Taylor expansion of Equation (2.28) reveals that
∂ci
∂t
(vk, t) ≈ dh2 ∇2ci(vk, t). (2.29)
Macroscopically, Fick’s Second Law describes the diffusion of a particle. We will
choose d so that the mean concentration within each voxel in the RDME model
matches the concentration given by Fick’s Second Law. Deterministically, ci(v, t)
satisfies the following partial differential equation (PDE):
∂ci
∂t
(v, t) = D∇2ci(v, t). (2.30)
Thus, choosing d = D/h2 means that, as h ↓ 0, the voxel-based description of diffusion
matches the classical diffusion process.
Reactions describe the changes to the chemical populations of the model, and take
place between reactants in the same voxel. As with the CME model, each reaction
38
is associated with a propensity that describes the average rate at which the reaction
takes place, and a stoichiometric vector that describes how the reaction changes the
population levels of the particles. We label the M reaction types of our model as
R1, . . . , RM . We will assume that each reaction can take place in each voxel, and so
we refer to a reaction of type Rj taking place in voxel V
k as Rkj . The propensity of
Rkj depends on the number of particles inside voxel V
k, and, taking the voxel size
into account, can be determined by referring to Table 2.1.
Having outlined the RDME, we now describe the simulation of such reaction-diffusion
networks.
2.5.1 Simulating RDME kinetics
Mathematically, the CME (well-stirred) and RDME (spatially-extended) models are
both continuous-time, discrete-state Markov chains. This means that, in principle,
any simulation algorithm designed for the CME can be adjusted to simulate the
dynamics of the RDME. We illustrate the simulation of the stochastic process, X,
with the DM.
As explained in Section 2.3, the DM algorithm records every change to the population
matrix (2.24). The events that change the population matrix are enumerated as the
set
(
ζj
)
j∈{1,...,J}. There are J events in total. The set
(
ζj
)
j∈{1,...,J} includes the
diffusion of particles, and the various reactions that can take place (of which there
are M · K possibilities). The propensity of each event ζj is given by aj, and the
stoichiometric matrix as νj. Should event ζj take place at time t, the population
matrix X is updated by adding νj to it. This approach is sometimes known as the
‘all events method’ [88], and Algorithm 2.1 is readily adjusted to produce such sample
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paths. We illustrate the method with an example.
Case Study 3. The third case study considers a stochastic model of the Fisher-
KPP wave, which has been used to model the invasion of numerous biological popu-
lations [89]. We divide a volume L × a × a into K = 101 equally-sized voxels along
the first dimension. The particles, which are all of the same species, A, diffuse at a
macroscale rate of D throughout the domain. Within a voxel, the particles interact
through the following two reaction channels:
R1 : A
r1−→ A+ A; R2 : A+ A r−1−−→ A. (2.31)
In order to study this system, we place 104 particles in the left-most voxel (formally,
X1 = 104), with the remaining voxels left empty. We take d = D/h2 = 0.1, r1 = 1
and r−1 = 0.01; and generate paths until time T = 100. As before, we are working
with non-dimensional time.
The Gillespie DM is employed to generate sample trajectories of this reaction network.
Note that, within each individual voxel, the reaction dynamics are equivalent to the
dynamics of Case Study 1. This model differs from Case Study 1 because the particles
are able to diffuse between voxels. In Figure 2.5 we show a single sample path as an
image matrix: the populations of each voxel, Xk, are shown over the time-interval
[0, 100].
2.6 Outlook
In this chapter, we described the widely-used CME framework for modelling and
simulating biochemical reaction networks. We explained that the CME is generally
analytically intractable, and that Monte Carlo methods are therefore used to charac-
terise such stochastic models. We then described a number of generic SSAs, which
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Figure 2.5: A single sample path of System (2.31) is shown as an image matrix. The
population of each voxel, Xk, is shown over the time-interval [0, 100]. An indicated with
the colour-bar, darker cells correspond with higher populations. The parameters are as
described in the main text.
can either be characterised as being exact, or approximate. Approximate simulation
algorithms produce sample paths more efficiently than the exact SSAs, but the es-
timated summary statistics are biased by the use of an approximate SSA. On the
other hand, with a constant level of computing resources, the more efficient approx-
imate SSA can generate more sample paths, which leads to a lower statistical error.
We concluded the chapter by introducing the RDME, which is widely used to model
spatially-inhomogeneous reaction-diffusion systems.
In the upcoming chapters, we present new and efficient simulation methods. We
develop simulation algorithms that exploit particular characteristics of the biochem-
ical reaction networks of interest, so that sample paths can be generated quickly.
Our algorithms will also be tailored to estimating summary statistics of importance
efficiently.
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Chapter 3
Multi-level simulation
In this chapter, the multi-level method is introduced and implemented. The multi-
level approach divides the computational work required to estimate a summary statis-
tic of interest into parts, known as ‘levels’. The chosen summary statistic is calculated
by combining a hierarchy of estimators in a telescoping sum, with each term in the
telescoping sum representing a different level. The multi-level method can dramati-
cally reduce the CPU time taken to estimate a summary statistic of interest; as such,
it has the potential to reshape the field of stochastic simulation [47].
3.1 Introduction
This chapter focuses on two distinct goals: firstly, we introduce and describe the
multi-level method. Secondly, we explain how the multi-level method can be effec-
tively implemented to study a wide range of reaction networks. As the multi-level
method relies heavily on user input and careful configuration, fulfilling our second goal
will ensure the efficiency of the multi-level method under a wide variety of circum-
stances. As part of explaining how to implement the multi-level method effectively,
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we suggest a number of refinements to the methodology that lead to general perfor-
mance improvements, and we highlight a number of unusual implementation issues
that need to be considered.
3.1.1 Outline
In Section 3.2, the multi-level method is introduced and described. A number of
preliminary investigations are conducted in Section 3.3. The limitations of the multi-
level method are summarised in Section 3.4, and the research goals of the remainder
of this chapter are then set out. In Section 3.5, a dynamic calibration method is
described to enhance the performance of the multi-level method. Then, in Section
3.6, methods for configuring the algorithm are discussed. Numerical results are set
out in Sections 3.7 and 3.8, and our conclusions are drawn in Section 3.9.
3.2 Describing the multi-level method
The multi-level framework was first described by Giles [46] in 2008. The original
multi-level scheme was designed to estimate summary statistics of a stochastic pro-
cess that evolves according to a system of stochastic differential equations (SDEs). If
sample paths of an SDE are generated with the standard Euler–Maruyama method1,
then Monte Carlo simulation has a computational complexity of O(ε−3) [44]. The
multi-level method of Giles [46] can potentially reduce the computational complex-
ity to O(ε−2ln(ε)2). More nuanced implementations of the multi-level method can
result in a computational complexity of O(ε−2) [46]. Anderson and Higham [47]
then adapted the method for use with discrete-state, continuous-time Markov chains.
In line with the seminal work of Anderson and Higham [47], an emphasis has been
placed on rigorously understanding the computational complexity of the multi-level
algorithm [90] and a wide range of improvements have been proposed [70, 91, 92, 93].
1The Euler-Maruyama method generates sample paths by using a Gaussian noise, but is otherwise
very similar to the tau-leap method.
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3.2.1 Aims of the multi-level method
The multi-level method estimates summary statistics of interest. Let Q be the quan-
tity that will be estimated. For example, Q could represent the expected value of
Xi(T ), the population of the i-th species at time T . Of course, alternative summary
statistics can also be estimated, but we will initially focus on this straightforward
example. Over the next few sections, we will define (sub) estimators, Q0, Q1, Q2,
. . . , QL+1, so that
Q = Q0 +Q1 +Q2 + · · ·+QL+1. (3.1)
We will independently estimate the values of each of Q0,Q1, . . . ,QL+1, which we then
sum together to arrive at an estimate for Q. The key savings provided by the multi-
level method arise because each of the estimates for Q1 . . . ,QL+1 are calculated using
a variance reduction technique. The benefit of using a variance reduction technique
is that it can dramatically reduce the computational cost of estimating a particular
statistic. It is therefore possible that, by repeatedly using a variance reduction tech-
nique, the multi-level method can estimate summary statistics more efficiently than
traditional SSA methods.
The general variance reduction principle is now explained.
Variance reduction. Suppose we wish to estimate a summary statistic of a
stochastic process, φ, given by E[f(φ)], where f(·) is a suitable function. Further,
we suppose that estimating E[f(φ)] is computationally intensive, because f(φ) has
a relatively high variance, σ2f(φ). As outlined in Section 2.2, if we estimate E[f(φ)]
using N sample paths, then the estimator variance is given by σ2f(φ)/N .
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If there is a different stochastic process, ψ, and function, g(·), such that
E[f(φ)] = E[g(ψ)],
then we can instead estimate E[g(ψ)], and any resultant estimate is also an estimate
for E[f(φ)]. The bias of the estimate remains unchanged. However, the estimator
variance of the estimate is now given by σ2g(ψ)/N , where σ2g(ψ) is the variance of g(ψ).
Thus, if σ2g(ψ) < σ
2
f(φ), fewer sample paths are required to achieve a given confidence
in the estimator when E[g(ψ)], and not E[f(φ)], is estimated. Therefore, the overall
simulation time can be reduced by estimating E[g(ψ)] instead of E[f(φ)].
3.2.2 Setting out the multi-level method
The multi-level method, which is effectively a recursive control variate method, is now
set out. On the base level (level ` = 0), a tau-leap SSA with a large value of τ (which
is denoted as τ0) is used to generate a large number (labelled as N0) of sample paths
of the model. Let Z(r)τ0 (t) represent the r-th sample path generated by the tau-leap
method, where a time-step of τ0 is used
2. We write the point statistic of interest as
the scalar Z
(r)
τ0 . The resulting summary statistic estimate is
Q0 := E [Zτ0 ] ≈
1
N0
N0∑
r=1
Z(r)τ0 . (3.2)
As τ0 is large, this estimate is calculated cheaply, with the downside being that it is
likely to contain considerable bias. The typical CPU time taken to generate a single
sample path is recorded as C0.
The goal with the next level (level ` = 1) is to introduce a correction term that
begins to reduce this bias. In essence, in order to compute this correction term, pairs
2As indicated, Zi(T ) might represent the population of Si at time T .
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of sample paths are generated. For each pair, one sample path is generated using
the tau-leap SSA with the same value of τ as on the base level (i.e. τ0). The second
member of each pair is generated using the tau-leap SSA, but with a smaller value
of τ (denoted as τ1). There are N1 pairs of sample paths generated on this level,
` = 1. The correction term, Q1, is the difference between the point estimates, when
considering the first and second sample paths of each of the N1 pairs of sample paths:
Q1 := E [Zτ1 − Zτ0 ] ≈
1
N1
N1∑
r=1
[
Z(r)τ1 − Z(r)τ0
]
.
Adding this correction term to the estimator calculated on the base level gives an
overall more accurate estimator. This can be seen by noting that Q0 +Q1 = E [Zτ0 ]+
E [Zτ1 − Zτ0 ] = E [Zτ1 ], so that the sum of the two estimators has a bias equivalent to
that of the tau-leap method with τ = τ1. The key to the efficiency of the multi-level
method is to generate the pairs of sample paths,
{[
Z(r)τ1 , Z
(r)
τ0
]
: r = 1, . . . ,N1
}
,
using a variance reduction technique, so that the variance of
[
Z
(r)
τ1 − Z(r)τ0
]
is min-
imised. If the sample variance is denoted as σ21, then the estimator variance is given
as V1 := σ21/N1. The CPU time taken to generate each pair of such sample paths is
stored as C1.
On the level 2, this process is repeated to give a second correction term. On this
level, N2 pairs of sample paths are generated using the tau-leap algorithm: the first
member of the pair is generated with τ = τ1, and the second member is generated
with τ = τ2 < τ1. The ` = 2 correction term estimate is
Q2 := E [Zτ2 − Zτ1 ] ≈
1
N2
N2∑
r=1
[
Z(r)τ2 − Z(r)τ1
]
,
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and it is added to the combined estimators from levels 0 and 1 to give Q0 +Q1 +Q2 =
E [Zτ2 ]. Carrying on in this way, the multi-level method forms a telescoping sum in
the form of Equation (3.1),
E [ZτL ] = E [Zτ0 ] +
L∑
`=1
E
[
Zτ` − Zτ`−1
]
=
L∑
`=0
Q`.
With the addition of each subsequent level, the bias of the estimator is reduced
further, until a desired level of accuracy is reached.
Finally, and optionally, by generating NL+1 pairs of sample paths, with each pair
comprising a sample path generated with the tau-leap method with τ = τL, and a
second sample path, generated with an exact SSA, we can efficiently compute a final
correction term,
QL+1 = E [X − ZτL ] ≈
1
NL+1
NL+1∑
r=1
[
X(r) − Z(r)τL
]
.
This can be added to the telescoping sum in order to make the estimator unbiased,
and hence give
E [X(T )] = E [Zτ0 ] +
L∑
`=1
E
[
Zτ` − Zτ`−1
]
+ E [X − ZτL ]
= Q0 +
L∑
`=1
Q` +QL+1.
(3.3)
Importantly, if variance reduction techniques are used, the total time taken to gener-
ate the sets of sample paths for the base level, Q0, each of the correction terms, Q`
(for ` = 1, . . . ,L), and the final correction term, QL+1, can be less than that taken
to estimate E [X(T )] using an exact SSA (such as the DM or MNRM).
Note that the multi-level method can be used to estimate either a biased or an unbi-
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ased estimator. The biased estimator is given by
Qb := Q0 +
L∑
`=1
Q`. (3.4)
As explained in Section 2.4.5, estimators are influenced by two distinct types of error:
a statistical error and a bias. The bias of an estimate for Qb is equivalent to that of a
tau-leap method with time-step τL, because Qb = E[ZτL ]. The statistical error can be
controlled by bounding the associated estimator variance, Vb. Each of the estimators,
Q`, which make up Qb, has an estimator variance, V`, associated with it. As each
level is estimated in an independent fashion, we can write
Vb =
L∑
`=0
V` =
L∑
`=0
σ2`
N` .
Therefore, the values of N` (for ` = 1, . . . ,L) can be chosen such that the overall
estimator variance is below a given threshold. That is, Vb < ε2.
The unbiased estimator is given by
Qu := Q0 +
L∑
`=1
Q` +QL+1. (3.5)
Any unbiased estimate that we calculate will contain only a statistical error. The
statistical error of the unbiased estimator, Vu =
∑L+1
`=0 σ
2
`/N`, is bounded by following
the procedure outlined for the biased estimator, Qb.
3.2.3 Defining algorithm parameters
To use the multi-level method, a number of algorithm parameters will need to be
specified. The algorithm parameters specify exactly how the estimator Q is broken
into (sub)-estimators Q0,Q1, . . . .
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Therefore, we will need to specify L, which controls the number of levels that the
algorithm uses, and the time-steps, τ0, . . . , τL. To avoid needless complexity, we will
assume that T/τ` is always an integer, thereby ensuring that the time-intervals are
neatly divided into equally-sized steps. To implement the multi-level algorithm, we
follow Giles [46] in making the following important decision about the time-steps. Let
M∈ {2, 3, . . . } be a scaling factor and take τ` = τ(`−1)/M so that
Q0 := E[Zτ0 ], (3.6)
Q1 := E[Zτ0/M − Zτ0 ], (3.7)
Q2 := E[Zτ0/M2 − Zτ0/M], (3.8)
...
QL := E[Zτ0/ML − Zτ0/ML−1 ] (3.9)(
QL+1 := E[X − Zτ0/ML ]
)
. (3.10)
The final sub-estimate, QL+1 is shown in brackets, because it is only required if the
overall estimate is unbiased.
Therefore, the time-steps are nested3, with the same scaling factor between each, and
this choice renders the multi-level method simpler to understand and implement. The
implications of this restriction are discussed in Chapter 4.
We need to decide how many sample paths must be generated on each level, i.e. for
` = 0, . . . ,L (+1). The (+1) term that appears in the preceding list indicates that
the final level should be included as appropriate, i.e. where an unbiased estimator
is sought. As in Section 3.2.2, the CPU time taken to generate a sample value on
level ` is denoted as C`. Thus, the values of N` should be chosen to minimise the
total expected computational time,
∑L(+1)
`=0 C` · N`, subject to the overall estimator
3With the exception of level L+ 1.
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variance,
∑L(+1)
`=0 σ
2
`/N`, being bounded by ε2. The value of ε2 will be user-specified,
and can be chosen on a problem-specific basis.
Therefore, we choose N` such that we minimise
L(+1)∑
`=0
N` · C` subject to the constraint
L(+1)∑
`=0
σ2`
N` < ε
2. (3.11)
We perform the required constrained optimisation by using the method of Lagrange
multipliers. We seek a λ ∈ R such that
∂
∂N`
L(+1)∑
m=0
Cm · Nm + λ
L(+1)∑
m=0
σ2m
Nm
 = 0 for ` = 0, 1, . . . ,L (+1).
This implies N` =
√
λ · σ2`/C`. As we require
∑L(+1)
m=0 σ
2
m/Nm < ε2, it follows that
√
λ =
∑L(+1)
m=0
√
σ2m · Cm/ε2. Therefore, each N` should be chosen to be
N` =
 1ε2
L(+1)∑
m=0
√
σ2m · Cm
√σ2`/C`. (3.12)
We will now substitute values for σ2` and C` into Equation (3.12). The exact values of
σ2` (for ` = 0, . . . , L (+1)) are analytically unknown. Therefore, we must estimate the
variances, σ2` . Section 3.5 contains a detailed discussion of how we should estimate
σ2` . At this stage, we simply note that Anderson and Higham [47] generate 100 initial
sample paths on each level as a basis for estimating the variances. The process of
generating these simulations is timed to provide estimates for C`.
The method of Lagrange multipliers estimates that the total CPU time required by
the multi-level method is
1
ε2

L(+1)∑
`=0
√
C` · σ2`

2
, (3.13)
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units of CPU time.
Equation (3.13) confirms that if we can reduce the variance on each level, σ2` , then
the overall simulation time will decrease.
Based on the description of the multi-level method set out in Section 3.2.2, we will
consider three types of level as part of the multi-level estimator.
• ` = 0 represents the base level. We estimate Q0 by generating sample paths
using the tau-leap method with time-step τ0;
• ` = 1, . . . ,L represents the tau-leap correction levels. We estimate Q` by com-
paring pairs of sample paths: for each pair, one path is simulated with time-step
τ`, and the second path is simulated with time-step τ`−1. A detailed simulation
method is stated below;
• for an unbiased estimator only, ` = L + 1 represents the final correction level.
We estimateQL+1 by comparing pairs of sample paths: for each pair, one path is
simulated exactly, and the second path is simulated with the tau-leap method
with time-step τL. Again, a detailed simulation algorithm will be provided
below.
In order for estimates on level ` = 1, . . . ,L (+1) to be generated quickly, a variance
reduction technique will be used.
3.2.4 Estimating the correction terms, Q`
We now explain how a variance reduction technique can be implemented for the
correction levels, Q`. For ` = 1, . . . ,L, the estimate of Q` is given by
Q` := E
[
Zτ` − Zτ`−1
] ≈ 1N`
N∑`
r=1
[
Z(r)τ` − Z(r)τ`−1
]
. (3.14)
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To generate the r-th sample value, Z
(r)
τ0/M` −Z
(r)
τ0/M`−1 , we will need to simultaneously
generate two sample paths using the tau-leap method, but with different time-steps.
As we are constructing a Monte Carlo estimator, we require each of the sample values,[
Z
(r)
τ0/M` − Z
(r)
τ0/M`−1
]
, to be independent of the other bracketed terms in Equation
(3.14). The key point to note is that for each sample there is no need for Z
(r)
τ0/M` and
Z
(r)
τ0/M`−1 to be independent of one another. This is because the estimator Q` is not
dependent on the actual copy numbers within each sample path, but merely their
difference. Therefore, we have a choice of two suitable estimators for Q`:
1. for each r, let Z
(r)
τ0/M` and Z
(r)
τ0/M`−1 be dependent;
2. for each r, let Z
(r)
τ0/M` and Z
(r)
τ0/M`−1 be independent.
The variance reduction principle says that we should choose the estimator with the
lower variance. By recalling that
Var
[
Zτ0/M` − Zτ0/M`−1
]
= Var
[
Zτ0/M`
]
+ Var
[
Zτ0/M`−1
]
− 2 Cov
[
Zτ0/M` , Zτ0/M`−1
]
,
we note it is in our interests for Z
(r)
τ0/M` and Z
(r)
τ0/M`−1 to depend on one another. In
particular, a strong positive correlation will give rise to a lower estimator variance. We
achieve this positive correlation by keeping the r-th sample paths of the approximate
processes with time-steps τ0/M` and τ0/M`−1 as similar to each other as possible,
throughout the time-period of interest.
For each pair of sample paths generated on level `, we call the sample path with
time-step τ` = τ0/M` the ‘fine’ path, and the path with time-step τ`−1 = τ0/M`−1
the ‘coarse’ path. We let ZC and ZF be the copy numbers in the coarse and fine
resolution sample paths, respectively. For each reaction channel, Rj, we define a
C
j
to be its propensity function in the coarse resolution sample path, and aFj to be its
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propensity in the fine resolution sample path.
Since both paths have the same initial conditions, one approach to achieving strong
positive correlation between the two paths is to simultaneously simulate each sample
path, and aim to have each reaction channel fire a similar number of times in both
sample paths.
The simulation method will rely on the thickening property of the Poisson distribu-
tion. We state the following fact [57]:
Fact 1. Suppose P1, P2, and P3 are independent Poisson random variates. Then,
for parameters α > 0, β > 0,
P1(α + β) ∼ P2(α) + P3(β), (3.15)
where ∼ implies equality in distribution. 
This means that a Poisson random variate with parameter α+β can be generated by
generating two Poisson variates, one with parameter α and the other with parameter
β, and then adding them.
In terms of the sample paths, the thickening property implies that we can use one
Poisson random variate to determine how many of a particular type of reaction happen
in both the coarse and fine resolution sample paths during a time-step and then ‘top
up’ any further reactions that happen in only one of the sample paths using further
Poisson random variates.
In practice, this can be achieved by re-formulating each reaction channel, Rj, into
three virtual reaction channels. We call these virtual channels R1j , R
2
j and R
3
j and
define the virtual channels such that:
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• R1j : reaction Rj occurs in both the coarse and fine paths;
• R2j : reaction Rj occurs only in the coarse path;
• R3j : reaction Rj occurs only in the fine path.
We assign the following values as propensities for R1j , R
2
j , and R
3
j :
b1j = min {aFj , aCj };
b2j = a
C
j − b1j ;
b3j = a
F
j − b1j .
(3.16)
Note that, for each j, at least one of b2j and b
3
j will equal 0. To generate coupled
sample paths, we use an algorithm that steps forward, in time, with fine-resolution
time-steps, τ`.
We update the propensity functions of the fine resolution sample path at each time-
step, but only update the propensity functions of the coarse resolution sample path
everyM steps. In other words, we only update the propensity functions of the coarse
resolution sample path every τ`−1 units of time. Following this procedure ensures
that both sample paths exhibit the appropriate dynamics. The full method is stated
in Algorithm 3.1.
We note that by Equation (3.15), with a time-step of τ` = τ0/M`,
P(aCj · τ`) ∼P(b1j · τ`) + P(b2j · τ`),
P(aFj · τ`) ∼P(b1j · τ`) + P(b3j · τ`),
(3.17)
so that each sample path is updated using the correct propensity functions. In Figure
3.1 we illustrate how the time-steps are arranged on the time axis. We have shown
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Algorithm 3.1: Coupled tau-leap method. This simulates a pair of sample paths.
Require: initial conditions, Z(0), time-steps τC , τF , and terminal time, T .
1: set ZC ← Z(0), ZF ← Z(0) and t← 0. Set constant M← τC/τF
2: for each t ∈ {0, τ`−1, 2 · τ`−1, · · · , T − τ`−1} do
3: for each Rj, calculate propensity value a
C
j (Z
C)
4: for each s ∈ {t, t+ τ`, . . . , t+ (M− 1) · τ`} do
5: for each Rj, calculate propensity value a
F
j (Z
F )
6: for each Rj, calculate virtual propensities b
1
j , b
2
j and b
3
j
7: for each Rj and for each k ∈ {1, 2, 3} do
8: generate Kjk ∼ P(bkj · τ`)
9: end for
10: set ZC ← ZC +∑Mj=1(Kj1 +Kj2) · νj
11: set ZF ← ZF +∑Mj=1(Kj1 +Kj3) · νj
12: end for
13: end for
Figure 3.1: A diagrammatic representation of the steps in the algorithm, shown on a time
axis, from time t = 0 to t = 1. The vertical lines represent the discretisation of time.
The values of α represent successive runs of the outer for loop in Algorithm 3.1, whilst β
represents runs of the inner for loop of Algorithm 3.1.
a coarse time-step of τ`−1 = 1/3, and a fine time-step of τ` = 1/9. In this case, the
scaling factor isM = 3, and so we have three steps of the fine sample path for every
step of the coarse sample path.
Using the same Poisson random variates, Kj1 (for j = 1, . . . ,M) to update both the
coarse and fine sample path populations is crucial to the success of the method, and
has the effect of introducing a strong path-wise correlation between the coarse and
fine resolution sample paths. The premise is as follows: if the state vectors ZC(t)
and ZF (t) show similar populations for each species, then we expect aCj and a
F
j to
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be similar for all j, as these are continuous functions of the underlying populations.
If this is the case then the bkj , as defined in Equation (3.15), are such that for all
j, b1j  max {b2j , b3j}. To ensure compliance with the tau-leap method, we introduce
a further Kj2 and Kj3 reactions in the coarse and fine sample paths, respectively.
Note that at least one of Kj2 and Kj3 will be zero so that we ‘top up’ at most one
of the sample paths. As we expect Kj1 to be significantly larger than both Kj2 and
Kj3, the main part of the fluctuation is common to both sample paths. Here, the
aim is to ensure that the state vectors in both sample paths remain comparable.
The argument then repeats itself for each time-step, and the population differences
between equivalent species at the terminal time are therefore likely to be small.
3.2.5 Estimating the final correction term, QL+1
We now provide a new technique for estimating QL+1, the final correction term that
is needed to produce an unbiased summary statistic, Qu. QL+1 is the expected
difference between the summary statistic generated from a tau-leap approximation
with τL = τ0/ML and that generated using an exact SSA. The benefit of including
this final correction term into the multi-level estimator is that it allows us to produce
an overall unbiased estimator, and therefore provides an output comparable to that
of the DM. Recall that
QL+1 = E
[
X − Zτ0/ML
] ≈ 1NL+1
NL+1∑
r=1
[
X(r) − Z(r)τL
]
,
where X(r) and Z
(r)
τL represent the copy numbers of the species of interest at time T
in the r-th sample paths, generated by the DM, and tau-leap SSA with time-step τL,
respectively. As for levels ` = 1, . . . ,L, we aim to correlate the sample paths X(r)
and Z
(r)
τL in order to reduce the variance in QL+1.
The difficulty in coupling the sample paths for this estimator arises because the tau-
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leap sample path has its reaction propensities updated after a fixed period of time,
and not after a fixed number of reactions. The DM is not equipped to provide sample
paths that exhibit this time-dependent behaviour. One approach to handling this
situation is to use a form of the MNRM (see Algorithm 2.2) to simulate the required
sample paths [47]. We do not explore this approach further, but rather present our
own, simpler method. Our technique is mathematically equivalent to the MNRM,
and therefore generates equivalent statistics (detailed results not shown).
In order to couple the same paths, we reformulate the tau-leap method so that it can
be implemented in the same way as the DM, in the sense that we will individually
simulate each reaction of the tau-leap sample path. We start by recalling that the
tau-leap process Z(t) can be expressed in the form of Equation (2.18):
Z(k · τ) = Z((k − 1) · τ) +
M∑
j=1
Yj (Pk−1,j, Pk,j) · νj.
The tau-leap method, as stated in Algorithm 2.3, uses Poisson random numbers to
generate the values of Yj(Pk−1,j, Pk,j) (for j = 1, . . . ,M). The values of Yj(Pk−1,j, Pk,j)
are Poisson distributed, i.e.
Yj(Pk−1,j, Pk,j) ∼ P(aj(Z((k − 1) · τ))).
Instead of using a Poisson variate, the reactions could simply be fired by running
the DM over each time-interval, ((k − 1) · τ, k · τ). The trick is that the propensities
are to remain constant: the propensity of Rj is fixed at aj(Z((k − 1) · τ)) for the
time-interval. In line with the regular tau-leap method, the propensity functions are
only updated at the end of each time-step.
As before, let X and Z represent the exact and approximate stochastic processes,
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respectively. For each reaction, Rj, let the respective propensity values be a
X
j and
aZj . Following Anderson and Higham [47], for each Rj we define virtual channels, R
1
j ,
R2j and R
3
j , such that:
• R1j : reaction Rj occurs in both paths; the propensity is min{aXj , aZj };
• R2j : reaction Rj occurs only in the exact sample path; the propensity is aXj −
min{aXj , aZj };
• R3j : reaction Rj occurs only in the approximate, tau-leap sample path; the
propensity is aZj −min{aXj , aZj }.
In Algorithm 3.2, we present a new, time-saving method. When we implement the
simulation algorithm, we will follow this procedure. For each j = 1, . . . ,M , we
place virtual reactions R1j , R
2
j and R
3
j into a group, which we label R
1,2,3
j . The total
propensity of the group R1,2,3j is max{aXj , aZj }4, and at least one of R2j and R3j has a
propensity of zero. Each reaction is simulated by following a two-step procedure:
1. we first pick a group, R1,2,3j , where R
1,2,3
j has propensity max{aXj , aZj }. Exactly
one of R1j , R
2
j and R
3
j will now take place, and we need to choose which one;
2. if aXj > a
Z
j , then the propensity of R
3
j is zero, and we must choose between R
1
j
and R2j . This means that Rj certainly fires in the exact sample path (as both R
1
j
and R2j result in this outcome). Reaction Rj fires in the tau-leap sample path
with probability aZj /a
X
j (which is the probability that R
2
j , and not R
1
j , fires).
An equivalent result applies if aZj > a
X
j .
Algorithm 3.2 provides computational savings because it performs the second step by
using a rejection sampling approach (details not shown).
4Note that min{aXj , aZj }+
(
aXj −min{aXj , aZj }
)
+
(
aZj −min{aXj , aZj }
)
= max{aXj , aZj }.
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Algorithm 3.2: Simulates a pair of sample paths: an exact path and a path with the
tau-leap method using time-step τ .
Require: initial conditions, X(0), time-step, τ , and terminal time, T .
1: set X ←X(0), Z ←X(0), t← 0, and t∗ ← τ
2: for each Rj, calculate propensity values a
X
j (X) and a
Z
j (Z)
3: loop
4: for each Rj, set a
∗
j = max
{
aXj , a
Z
j
}
, and set a∗0 =
∑M
j=1 a
∗
j
5: set ∆← Exp(a∗0)
6: if t+ ∆ > T then
7: break
8: else if t+ ∆ > t∗ then
9: set t← t∗, and t∗ ← t∗ + τ
10: for each Rj, calculate propensity values a
Z
j (Z)
11: else
12: choose index k, where k has probability a∗k/a
∗
0 of being chosen
13: with probability aXk /a
∗
k, set X ←X + νk
14: with probability aZk /a
∗
k, set Z ← Z + νk
15: set t← t+ ∆
16: for each Rj, calculate propensity values a
X
j (X)
17: end if
18: end loop
In the context of computational efficiency, we expect the revised algorithm to differ
from the original MNRM [47] in two significant ways. Firstly, in line 9 of Algorithm
3.2, we ‘reject’ an algorithm step, as the random number generated in line 6 is dis-
carded. This step is justified by the memory-less property [57]. In contrast, one of
the main attractions of the MNRM is that it discards effectively no random numbers.
Secondly, in line 13 of Algorithm 3.2, an index k is chosen. There are M possibil-
ities to search through at this step; this step is amenable to optimisation in much
the same way as the DM [60, 61, 62]. The downside of the MNRM in this context
is that a substantial amount of complex maintenance work needs to be carried out
within the algorithm, and that choice of the next reaction involves an unavoidably
time-consuming search to find the minimum within a matrix of ‘next reaction times’
on a substantially enlarged state space (as there are 3 ·M reactions, i.e. three virtual
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channels for every reaction channel, to search through). Optimisation of the MNRM
is somewhat less straightforward, but the method of Gibson and Bruck [94] can be
adapted.
In the next section we test and evaluate the multi-level method. We will show how
the multi-level method provides superior computational performance when estimating
both biased and unbiased summary statistics of interest.
3.3 Preliminary investigations
Case Study 2. To demonstrate the benefits of the multi-level method, we return
to Case Study 2. As before, we estimate the expected dimer population of the gene
regulatory network (2.10), which we recall comprises the following reaction channels:
R1 : G
25−→ G+M ; R2 : M 1000−−→ M + P ; R3 : P + P 0.001−−−→ D;
R4 : M
0.1−→ ∅; R5 : P 1−→ ∅.
To implement the multi-level method, sensible algorithm parameters need to be
chosen to minimise the CPU time required. To demonstrate the multi-level method,
we take M = 3, τ0 = 1/9 and L = 5 as the algorithm parameters. In the upcoming
sections, we show that our choices of M, L and τ0 are appropriate for the chosen
reaction network. The value of the mean dimer population is estimated in two ways:
1. using an unbiased estimator, Qu. In this case, we compare our results with DM-
and MNRM-derived estimates;
2. using a biased estimator, Qb. In this case, our results are compared with a tau-
leap estimate, where τ = τ0/ML. With our choice of algorithm parameters,
τL = 1/2187.
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Level τ`−1 τ` Estimate Variance Paths Time
Q0 - 3−2 3187.47 1.03× 106 7.11× 106 89.9s
Q1 3−2 3−3 350.52 16287.10 4.21× 105 24.9s
Q2 3−3 3−4 117.48 2666.80 1.14× 105 15.5s
Q3 3−4 3−5 39.15 658.14 4.10× 104 12.0s
Q4 3−5 3−6 13.00 196.09 1.75× 104 10.7s
Q5 3−6 3−7 4.42 48.28 6.41× 103 7.0s
Q6 3−7 DM 2.19 38.75 2.87× 103 5.8s
Total 3714.23± 0.99 - 165.8s
Table 3.1: The contribution from each level in producing an unbiased overall estimator, Qu,
for E[X3] in system (2.10) at T = 1. We have taken τ0 = 1/9, M = 3, and L = 5.
We estimate Qu = 3714.23 ± 0.99 within 165.8 seconds by using the multi-level
method. The error tolerance refers to a 95% confidence interval; we took ε2 = 0.2603.
A detailed breakdown of the contribution to the estimate Qu by each level is provided
in Table 3.1. Compared with the 7223 seconds taken for the DM (see Section 2.3.2;
the corresponding figure for the MNRM is 7513 seconds), the multi-level approach is
nearly 44 times faster for this case study (45 times faster than the MNRM).
We also provide an estimate for the biased estimator, Qb. We estimate that E[X3(1)]
= 3711.81 ± 1.00 by implementing the multi-level method. This calculation takes
156.5 seconds; this duration represents a simulation time that is nearly 26 times
smaller than that taken by a regular tau-leap method with the same bias (which
takes 4010 seconds; see Figure 2.4 for further information). A detailed breakdown of
the contribution to the estimate Qu by each level is provided in Table 3.2.
Therefore, under suitable conditions, the multi-level method has the capability to
reduce the computational demands of Monte Carlo simulation dramatically. However,
the results presented in Tables 3.1 and 3.2 are only achievable after careful fine-
tuning of the algorithm parameters. In the following sections, we provide a systematic
approach towards configuring the algorithm. We also highlight where the fine-tuning
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Level τ`−1 τ` Estimate Variance Paths Time
Q0 - 3−2 3187.19 1.03× 106 7.11× 106 87.1s
Q1 3−2 3−3 350.52 16263.66 4.17× 105 24.8s
Q2 3−3 3−4 117.67 2618.71 1.11× 105 15.8s
Q3 3−4 3−5 39.21 692.05 4.72× 104 14.4s
Q4 3−5 3−6 12.98 206.63 17.8× 104 11.4s
Q5 3−6 3−7 4.24 74.72 2.72× 103 3.1s
Total 3711.81± 1.00 - 156.5s
Table 3.2: The contribution from each level in producing a biased overall estimator, Qb, for
E[X3] in system (2.10) at T = 1. We have taken τ0 = 1/9, M = 3, and L = 5.
procedure can be automated, meaning that the multi-level can be relied on to provide
superior computational performance.
3.4 Overviewing the research aims of this chapter
We now state our research aims for the remainder of this chapter, and we highlight
a number of our enhancements to the multi-level method. We will aim to develop
the multi-level method so that it can be reliably applied to study a range of reaction
networks and summary statistics of interest.
To recap: a simple, straightforward multi-level implementation might proceed with
three major steps:
1. the parameter values for τ0, M, and L are chosen;
2. we decide how many simulations to perform on each level of the multi-level
method by considering Equation (3.12). To use Equation (3.12), the variance,
σ2` , and simulation cost, C`, of each level, must be estimated;
3. finally, for each level `, we generate the N` simulations required.
Having completed these three steps, we collate our results to arrive at an estimate,
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Q̂. We now discuss, in detail, how the multi-level method can be streamlined.
As the sample paths of the multi-level method are generated during steps (2) and
(3), we first evaluate and optimise these steps. Once we have optimised steps (2) and
(3), we can return to step (1) and then, taking into account our improvements to the
multi-level method, the appropriate algorithm parameters can be chosen.
In Section 3.5, we develop a dynamic calibration method that repeatedly recalculates
the number of simulations required on each level. We start with an initial estimate
of the number of simulations required on level `, N`. As more sample paths are
generated, we can update and improve the estimated values of σ2` , and then, by
considering the updated estimate, revise the number of samples required for each
level. This recalculation procedure leads to a multi-level method that is fast and
reliable.
In Section 3.6, we return to step (1), and discuss how the values of the algorithm
parameters, τ0, M and L, can be chosen to optimise computational performance.
The value of τ0 is chosen through a recursive search procedure. A distinction is then
drawn between a biased and an unbiased estimator, and this distinction allows us to
assign a value for L. We argue that for a biased estimator, the mean-squared error
should be used to quantify the accuracy of the estimate, and a suitable simulation
algorithm is then described. In addition, the value of the scaling parameter, M, is
discussed.
In Sections 3.7 and 3.8 we will demonstrate the numerical benefits of our develop-
ments.
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3.5 Dynamic calibration of the multi-level method
In this section, we investigate the method for choosing N`, the number of simulations
on each level, ` (for ` = 0, . . . ,L (+1)). From Equation (3.12), we see that the number
of simulations required on level ` is given by
N` =
 1ε2
L(+1)∑
m=0
√
σ2m · Cm
√σ2`/C`,
where C` records the per-sample computational cost on each level, and σ2` , the sample
variance. This section will be concerned with the competing approaches for estimating
the unknown quantities, σ2` .
3.5.1 Investigating one-step calibration
We start by investigating the feasibility of using a small number of ‘initial simulations’
to estimate σ2` in a single step. In Anderson and Higham [47], N = 102 initial
simulations were performed on each level, so that σ2` could be estimated, and the
number of simulations required for each level subsequently calculated. We show that,
whilst this estimation procedure is quick and straightforward, the resulting accuracy
and computational performance of the multi-level method is somewhat lacklustre.
To investigate the suitability of the initial simulations or one-step calibration ap-
proach, we return to Case Study 2 where the reaction network (2.10) is used to
describe a gene regulatory network. As before, we take τ0 = 1/9, M = 3 and L = 5
as the multi-level algorithm parameters. We calculate biased and unbiased estimators
for Q = E[X3(1)], the expected dimer population, and we seek a statistical error com-
mensurate with a confidence interval of semi-length 1.0. To understand the behaviour
of the multi-level method, the full algorithm is run, from start-to-finish, 1000 times
over. For each of the 1000 runs, we will first generate the initial simulations (using
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N = 102 trials), then decide how many simulations are required to determine each es-
timator (as per Section 3.2.3), and finally perform the remaining required simulations.
Each run is associated with a different (pseudo)-random number seed, and therefore,
uses different random numbers. This procedure is then repeated with N = 103 initial
simulations and the results are compared. We demonstrate that a fixed number of
initial simulations (be that N = 102 or N = 103) leads to unsatisfactory outcomes.
In Figure 3.2 we show the effect of using N = 102 and N = 103 initial simulations
on the multi-level estimator. For each of the 1000 runs of the multi-level method,
the absolute simulation time is plotted against the resultant confidence interval semi-
length. When N = 102, the average simulation time of the unbiased multi-level
method is 136.7 seconds, and the average confidence interval semi-length is 1.18.
The biased multi-level method takes on average 132.4 seconds to run, and generates
a confidence interval of semi-length 1.13. When N is increased to equal 103, the
unbiased method has a mean run-time of 151.2 seconds, and generates an average
confidence interval of semi-length 1.06. On average, the biased method runs in 143.6
seconds, and generates a confidence interval of semi-length 1.03.
The simulation results shown in Figure 3.2 are disappointing. In fact, when consider-
ing the unbiased estimator, Qu, if N = 102 initial simulations are performed, only 8%
of the estimates have a confidence interval of semi-length 1.0 or smaller. If N = 103
initial simulations are performed, then approximately 33% of estimates achieve the
target confidence interval. If the biased estimator, Qb, is considered, then the pro-
portion of runs with the required confidence interval (or better) are 11% and 41%,
respectively.
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3.5.2 Setting out dynamic, multi-step calibration
We will therefore develop a new, dynamic simulation method to improve the reliability
of the multi-level method. We start by supposing that the multi-level estimator
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Figure 3.2: We compare the unbiased and biased multi-level methods, where either N = 102
or N = 103 initial simulations are performed. For each figure, the full multi-level method
is run 1000 times to estimate the dimer population of system (2.10). The simulation times
are plotted against the semi-length of the confidence intervals attained. The black crosses
represent the mean values of the data. The target confidence interval is shown with a dashed
line. As implemented, the method is unlikely to attain the required confidence interval.
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comprises only the level ` = 0. In the next few paragraphs, we will gradually add
more levels into the estimator. We generate N = 102 trial simulations of this single
level. From Section 3.2, we recall this means simulating 102 tau-leap sample paths,
with τ = τ0. Then, we estimate σ
2
0 and C0. If, with only level ` = 0, we are to achieve
an estimator variance of ε2, we require5
N̂ (0)0 =
1
ε2
(√
σ20 · C0
)√
σ20/C0.
simulations on this level. The superscript (0) indicates that this is the first step of
the dynamic calibration programme, and the circumflex denotes that this quantity
indicates the number of simulations required (rather than the quantity that has been
generated). As N0 = 102, a further N̂ (0)0 − 102 simulations are now generated.
Our next step is to assume that there are two levels, denoted ` = 0 and ` = 1. We have
already generated N0 simulations for level ` = 0. We generate an initial N1 = 102
trial simulations for level ` = 1. The variances, σ20 and σ
2
1, are now calculated based
on all the simulations generated thus far. Then, assuming we have levels ` = 0 and
` = 1 only, an estimator variance of ε2 is achieved if N0 and N1 are chosen to be:
N̂ (1)0 =
1
ε2
(√
σ20 · C0 +
√
σ21 · C1
)√
σ20/C0;
N̂ (1)1 =
1
ε2
(√
σ20 · C0 +
√
σ21 · C1
)√
σ21/C1.
Note that the value of N̂ (0)0 was calculated based on the initial estimate of σ20, whilst
N̂ (1)0 was based on a refined, and more accurate, estimate of σ20. Unless the estimate
for σ20 decreases substantially, then N̂ (1)0 > N̂ (0)0 , and so additional simulations will
need to be performed on level ` = 0. The required simulations on levels ` = 0 and
` = 1 are generated (for the circumstances where N̂ (1)0 < N̂ (0)0 , please see the next
5This equation is written in a clunky format for later comparison.
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page).
We now add another level, ` = 2, and we repeat the argument from above. This
procedure is followed until all the required levels are included in the estimator. If the
estimated sample variances prove to be inaccurate, further simulations can be run to
ensure that the required estimator variance is attained, i.e. the values of N` can be
increased until
∑L(+1)
`=0 σ
2
`/N` < ε2.
The incremental approach outlined above therefore provides the opportunity to cor-
rect the errors inherited from the use of (initially poorly) approximated values for σ2` .
However, the use of updated values of σ2` means that there may be a set of levels, Ω,
where more sample paths have already been simulated than the number required by
(3.12). In the case where N̂` < N`, we see that the estimator variance (that takes
into account all samples generated on level `), V`, is lower than the estimator variance
implied by the method of Lagrange multipliers optimisation, V̂`, i.e.
V` = σ2`
/N` < σ2`/N̂` = V̂`. (3.18)
This situation arises where the estimated values of σ2` are significantly revised.
As the estimator variance is lower than it needs to be on levels ` ∈ Ω, the estimator
variances on levels ` /∈ Ω are permitted to be higher than originally anticipated. If
we set
ε2∗ := ε
2 −
∑
`∈Ω
σ2`/N`, (3.19)
then we can still satisfy the overall variance target by achieving the variance target
of ε2∗ for the combined levels ` ∈ {0, . . .L (+1)} \ Ω. Note that if we re-calculate the
target N̂` for ` ∈ {0, . . .L (+1)} \ Ω, we now require fewer sample paths for each
level. It is therefore now possible that more sample paths than required have already
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been generated for some ` ∈ {0, . . .L (+1)} \ Ω. These levels can then be added to
the set Ω and ε2∗ can be recalculated. This argument can be repeated until no more
levels can be added to Ω.
We now provide pseudo-code to control the implementation of the multi-level method.
Please see Algorithm 3.3 for further information.
Algorithm 3.3: This dynamic calibration method runs the multi-level algorithm.
Require: algorithm parameters: base time-step, τ0, refinement factor, M, level in-
dicator, L, and whether the estimator is unbiased.
Require: target estimator variance, ε2.
1: set `← 0
2: loop
3: if N` = 0, generate 102 simulations on level `
4: for `′ = 0, . . . , `, use σ2`′ and C`′ to determine N̂`′
5: let Ω← {`′ ∈ {0, . . . , `} : N`′ > N̂`′}
6: loop
7: set ε2∗ ← ε2 −
∑
`′∈Ω σ
2
`′/N`′
8: for `′ ∈ {0, . . . , `} \ Ω, use ε2∗ to recalculate N̂`′
9: let Ω′ ← {`′ ∈ {0, . . . , `} : N`′ > N̂`′}
10: if Ω′ = Ω then break
11: else set Ω← Ω′
12: end if
13: end loop
14: for `′ /∈ Ω, generate N̂`′ −N`′ simulations on level `′
15: if ` = L (+1) and ∑L(+1)`′=0 σ2`′/N`′ < ε2 then
16: break
17: end if
18: if ` < L (+1) then
19: set `← `+ 1
20: end if
21: end loop
3.5.3 Sample implementation
We return to the gene expression model of Case Study 2. As before, we set τ0 = 1/9,
M = 3, and L = 5. The dynamic calibration multi-level method, as detailed in
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Level τ`−1 τ` Estimate Variance Paths Time
Q0 - 3−2 3187.06 1.03× 106 7.21× 106 86.8s
Q1 3−2 3−3 350.60 16210.70 4.22× 105 23.4s
Q2 3−3 3−4 117.462 2675.21 1.64× 105 14.8s
Q3 3−4 3−5 39.31 667.88 3.74× 104 11.0s
Q4 3−5 3−6 13.07 182.68 1.33× 104 8.4s
Q5 3−6 3−7 4.54 17.64 3.55× 103 3.9s
Q6 3−7 DM 2.11 89.94 6.53× 103 11.6s
Total 3714.32± 0.99 - 159.9s
Table 3.3: The contribution from each level in producing an unbiased overall estimator, Q,
for E[X3] in system (2.10) at T = 1. The variance is repeatedly recalculated in line with
Algorithm 3.3. We have taken τ0 = 1/9, M = 3, and L = 5.
Algorithm 3.3, is implemented to provide an unbiased estimate of E[X3(T )]. We take
ε2 = 0.2603, and in Table 3.3 we show how the dimer population is estimated as
3714.32± 0.99 within 159.9 seconds.
To illustrate the dynamic calibration method, Figure 3.3 shows the number of simu-
lations performed on each level during each iteration of the main loop of Algorithm
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Figure 3.3: We show the number of simulations generated for each level, `, at each iteration,
m, of the dynamic algorithm 3.3, given by N (m)` . We have studied system (2.10) and taken
τ0 = 1/9, M = 3, and L = 5.
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3.3 (see line 9). The data from these simulations are contained in the previously-
mentioned Table 3.3.
The dynamic calibration multi-level method is now fully implemented. The algorithm
is run, from start until finish, a total of 1000 times. These simulations take on average
158.05 seconds to complete, with the 10-th and 90-th percentiles of the CPU time
corresponding to 142 and 176 seconds, respectively. The average estimate of E[X3(1)]
is 3714.30. In Figure 3.4, a histogram details the CPU times required by the dynamic
calibration method. Whilst the average simulation duration might be slightly longer
than that of the one-step calibration method, with the dynamic calibration method
all runs of the algorithm attain the required confidence interval semi-length (and,
further, the average confidence interval semi-length is 0.99).
In Figure 3.5, we plot the estimated values of E[X3(1)]. A histogram is plotted (after
placing the simulated values into bins), together with an empirical cumulative density
function (a CDF, which is not binned). A normal distribution is then fitted to the
estimated values: the mean is chosen as µ = 3714.30 and the variance as σ2 = 0.2660.
Therefore, an appropriate confidence interval for the statistical error of the estimate
is given by the interval (2.8).
A more comprehensive assessment of Algorithm 3.3, that will vary the algorithm
parameters, is postponed until all our method enhancements have been discussed.
3.6 Setting algorithm parameters
In this section, we discuss how one might systematically choose values for τ0,M and
L. We also discuss whether a biased or unbiased estimator should be preferred.
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Figure 3.4: A histogram showing the distribution of the total duration taken by the multi-
level algorithm to estimate E[X3(1)] of reaction network (2.10). The dynamic calibration
method stated in Algorithm 3.3 has been run a total of 1000 times. The algorithm param-
eters are as stated in the main text.
3.6.1 Choosing τ0, the base level time-step
It is tempting to assume that, since the multi-level method benefits from using many
low quality population estimates that are simulated quickly, a large choice of τ0 would
be prudent. However, the impact of choosing too large a value of τ0 is that, whilst
the base level estimate, Q0, may be calculated quickly, the bias of Q0 will be large.
This large bias needs to be corrected in subsequent levels. The process of eliminating
a large bias might require a significant number of samples for the more expensive
correction levels, thereby outweighing the time-savings achieved on the base level.
We take a structured approach towards choosing τ0. The optimal value for τ0 may
well depend on the particular choice ofM, the scaling constant. For the purposes of
this investigation, however, we fix the value of M. Our discussion of the merits of
different choices of M is left to Section 3.6.2. We will also consider the time-step on
the finest level, τL, as a fixed but unknown value. Based on this, we choose a value
for τ0 and, subsequently, L.
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Figure 3.5: We plot the empirical distribution of the estimates of E[X3(1)] of reaction
network (2.10). The dynamic calibration method stated in Algorithm 3.3 has been run
a total of 1000 times. A histogram is shown on the left, whilst an empirical cumulative
density function is shown on the right. A normal distributed has been fitted and is shown
in red. The algorithm parameters are as stated in the main text.
From Equation (3.13) we recall that
1
ε2
{ L∑
`=0
√
C` · σ2`
}2
,
units of CPU time are required to attain an estimator variance of ε2. To simplify
notation, we introduce k`, where
k` := C` · σ2` . (3.20)
We will call k` the relative cost of producing simulated paths for level `. The relative
cost of a level therefore indicates the contribution of the level to the total computa-
tional time given by Equation (3.13)
We take an iterative approach to optimising the choice of τ0, beginning with an initial
guess, and improving on it in subsequent iterations. Given an initial choice of τ0, τ
(1)
0 ,
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we propose two candidates for an improved choice, τ
(2)
0 :
• a smaller choice, τ (2,1)0 = τ (1)0 /M;
• a larger choice, τ (2,2)0 = τ (1)0 M.
Making the reasonable assumption that there will be at least one level in addition
to the base level, we can calculate the difference in expected overall simulation times
using τ
(2,1)
0 or τ
(2,2)
0 . If using τ
(2,1)
0 or τ
(2,2)
0 results in a time saving compared with
using τ
(1)
0 , we set the improved guess τ
(2)
0 to equal the better value. We can repeat this
algorithm until we reach a choice of τ0 for which no further improvement is gained.
This corresponds to a local minimum of the overall simulation time6. If, by chance,
we begin at a local maximum we follow the refinement process in both directions
(both increasing and decreasing τ0).
In general, our iterative algorithm will require comparison of the computational com-
plexity of generating an estimator with coarse base level time-step, τC0 , with the
computational complexity of generating an estimator with a fine base level time-step,
τF0 = τ
C
0 /M. The estimator for the coarse base level, given a desired level of accuracy,
will be given by
Q = E
[
ZτC0
]
+ E
[
ZτC0 /M − ZτC0
]
+
L(+1)∑
`=2
E
[
ZτC0 /M` − ZτC0 /M`−1
]
, (3.21)
and the estimator for the fine base level will be given by
Q = E
[
ZτC0 /M
]
+
L(+1)∑
`=2
E
[
ZτC0 /M` − ZτC0 /M`−1
]
. (3.22)
The majority of the levels are simulated for both choices of base level and, as such,
6We have found that restricting our search to the set {τ : τ = τ (1)0 M−α} still produces acceptable
computational performance. We aim to ensure that particularly poor choices of τ0 are avoided.
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will have the same relative cost, k`. The terms that will have different relative costs
will be E
[
ZτC0
]
and E
[
ZτC0 /M − ZτC0
]
on the coarse level (for which we will denote
the relative costs as kC0 and k
C
1 , respectively), and E
[
ZτC0 /M
]
on the fine level (for
which we will denote the relative cost as kF0 ). We now state rules to decide whether
a proposed base level time-step should be accepted or rejected by using a simple
comparison of these three proportionality constants.
Fact 2. The configuration with the fine base level time-step, τF0 = τ
C
0 /M, should
be preferred over that with the coarse base level time-step, τC0 , if
√
kF0 <
√
kC0 +
√
kC1 , (3.23)
where we recall that k` represents the relative cost of generating a single sample value
for level `, and is given by k` = C` · σ2` . 
Proof. In order to see where this inequality comes from proceed as follows: without
loss of generality set the variance target at ε2 = 1. Then, the expected difference
in simulation time between the estimator with the fine base level time-step and the
estimator with the coarse base level time-step is given by
{ LF∑
`=0
√
kF`
}2
−
{ LC∑
`=0
√
kC`
}2
,
where LF and LC indicate the (unknown) number of levels between the two competing
configurations. Using the fact that, for i ≥ 1, kCi+1 = kFi , and that LF + 1 = LC , we
can rewrite this as
{√
kF0 −
√
kC1 +
LF+1∑
`=1
√
kC`
}2
−
{√
kC0 +
LF+1∑
`=1
√
kC`
}2
.
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Thus, after rearrangement, the net change in simulation time is
[√
kF0 −
√
kC0 −
√
kC1
]{√
kF0 +
√
kC0 +
√
kC1 + 2
LF+1∑
`=2
√
kC`
}
. (3.24)
As the terms within the braced brackets are positive, we have the required condition.
Example 3.1. We again consider the gene expression system (2.10) of Case Study
2, and use our algorithm to choose τ0. First impose the choice of M = 3. If we take
τ
(1)
0 = 1/9, then there are two alternatives to consider, τ
(2,1)
0 = 1/27 and τ
(2,2)
0 = 1/3.
With 105 samples (which took a total of 10.5 seconds to generate), we calculate
estimates for the relevant proportionality constants and present the results in Table
3.4. We then use Fact 2 to decide on the appropriate choice of τ0. The initial
base level time-step τ
(1)
0 is coarse in comparison to the proposed base level time-
step τ
(2,1)
0 . Since we have
√
k
(1)
0 +
√
k
(1)
1 = 4.5233 < 6.5558 =
√
k
(2,1)
0 , by Fact 2
τ
(2,1)
0 = 1/27 is an inferior choice to τ
(1)
0 = 1/9. Similarly, as
√
k
(2,2)
0 +
√
k
(2,2)
1 =
8.1182 > 3.5452 =
√
k
(1)
0 , Fact 2 implies that τ
(2,2)
0 = 1/3 is also an inferior choice.
We therefore take τ0 = 1/9. 
Guess Estimates
τ
(1)
0 = 1/9
√
k
(1)
0 = 3.5452,
√
k
(1)
1 = 0.9781.
τ
(2,1)
0 = 1/27
√
k
(2,1)
0 = 6.5558, N/A.
τ
(2,2)
0 = 1/3
√
k
(2,2)
0 = 3.0751,
√
k
(2,2)
1 = 5.0431.
Table 3.4: Details of the cost measure for each potential ensemble of estimators for the gene
expression system (2.10) with different choices of τ0, the time-step on the base level.
Our iterative procedure therefore provides a mechanism by which a value of the base
level time-step, τ0, can be selected, given a value of M. A further benefit of the
algorithm is that it does not require that τL be chosen at the outset.
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Within this framework for choosing τ0, the value ofM leads to different possibilities
for τ0.
3.6.2 Choosing the refinement factor, M
In this section, we outline the approach that Giles [46] follows to choose the refinement
factor, M. To choose the value of M, we again return to considering the total
simulation cost of the multi-level method given by Equation (3.13):
1
ε2

L(+1)∑
`=0
√
C` · σ2`

2
.
The following three assumptions can be made:
1. if the biased multi-level estimator is used, then, for a fixed bias7, we require
L = O(log(1/M));
2. the values of σ2` can be estimated in terms of M;
3. the values of C` can be determined through simulation (see Section 2.4.7) or
otherwise (poorly) approximated as order O(M−`).
The values of σ2` can be estimated as per Giles [46]. These three assumptions can
be used to construct a closed-form estimate for the total computational cost (given
by Equation (3.13)) in terms of M, and an optimisation algorithm can then select a
value of M.
In Section 3.7, we investigate the effect of variations in M. On the basis of our
numerical investigations, our view is that the performance of the multi-level method
is not particularly sensitive to the choice of M.
7Recall that the bias is O(τL), and τL = τ0 · M−L.
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We now discuss how many levels to include in the estimator, as indicated by L. The
biased and unbiased cases are considered separately.
3.6.3 Levels of a biased estimator
For the biased estimator, Qb, the choices of τ0 and L determine the final time-step,
τL, and therefore the overall bias of the estimator. A larger value of L will result in a
lower bias, but also to increased simulation time. Additionally, we must consider the
statistical error induced by Monte Carlo simulation.
From Section 2.4.5, we note that it is often useful to consider the MSE (mean squared
error) of our estimates. We recall that:
MSE = E
[(Q̂ − E[Q̂])2]︸ ︷︷ ︸
Statistical error
+
(
E[Q̂]−Q
)2
︸ ︷︷ ︸
Square of bias
.
As before, the statistical error is given by V = ∑L`=0 V`. To evaluate the bias we note,
for large ` (or, equivalently, small values of τL),
Q` = E
[
Zτ0/M` − Zτ0/M`−1
]
= E
[
Zτ0/M` −X
]− E [Zτ0/M`−1 −X]
≈ Cτ0/M` − Cτ0/M`−1
≈ (M− 1)E [X − Zτ0/M`] ,
where C is a constant (that does not need to be determined explicitly). Therefore,
the bias can be estimated as,
E
[
X − Zτ0/M`
] ≈ Q`M− 1 . (3.25)
Suppose we are given a MSE target, ε2, and have to ascribe a portion of this to
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the square of the bias, and the remainder to the variance. As a first attempt at a
solution, we pre-assign a proportion, λ ∈ (0, 1), of the MSE target to the square of
the bias, and leave 1 −λ to the variance. Previous work [46] has made the simple
choice λ = 1/2, that is, assigning half the MSE to the square of the bias, and the
other half to the estimator variance. However, it is not clear how best to choose λ for
a particular problem. We demonstrate the effects of varying λ later in this chapter.
Following Equation (3.25) above, to obtain a MSE = ε2, the value of L should be
chosen to ensure that
|QL| ≤
√
λ(M− 1)ε. (3.26)
Note that to improve the reliability of this approach, we follow Giles [46] and estimate
the bias using the last two levels (i.e. L− 1 and L). Therefore we choose L such that
max {M−1|QL−1|, |QL|} ≤
√
λ(M− 1)ε. (3.27)
Our implementation of the biased multi-level method is now set out. We will combine
our dynamic calibration method, as stated in Algorithm 3.3, with the stopping crite-
rion described by Equation (3.27). Our procedure will be to repeatedly add levels to
the estimator (i.e. to increase the value of L) until Equation (3.27) is satisfied. At
each iteration of the dynamic calibration method, we will check whether the stopping
criterion is satisfied. If so, then the algorithm terminates. Otherwise, an additional
level is generated and the algorithm proceeds. This combined approach has the added
advantage of carefully controlling the statistical error. The full method is stated as
Algorithm 3.4.
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Algorithm 3.4: This dynamic calibration method runs the biased multi-level algorithm,
and attains a given MSE.
Require: Mean Squared Error (MSE) ε2, algorithm parameter, λ, and, refinement
factor, M.
1: choose τ0 using Fact 2
2: set `← 0
3: loop
4: if N` = 0, generate 102 simulations on level `
5: for `′ = 0, . . . , `, use σ2`′ and C`′ to determine N̂`′
6: let Ω← {`′ ∈ {0, . . . , `} : N`′ > N̂`′}
7: loop
8: set ε2∗ ← ε2 −
∑
`′∈Ω σ
2
`′/N`′
9: for `′ ∈ {0, . . . , `} \ Ω, use ε2∗ to recalculate N̂`′
10: let Ω′ ← {`′ ∈ {0, . . . , `} : N`′ > N̂`′}
11: if Ω′ = Ω then break
12: else set Ω← Ω′
13: end if
14: end loop
15: for `′ /∈ Ω, generate N̂`′ −N`′ simulations on level `′
16: if Equation (3.27) is not satisfied then
17: set `← `+ 1
18: else if
∑`
`′=0 σ
2
`′/N`′ < (1− λ) · ε2 then
19: break
20: end if
21: end loop
3.6.4 Levels of an unbiased estimator
In this section, we discuss how one might decide on the number of levels that comprise
an unbiased estimator. When an unbiased estimator is sought, a change in the value
of L does not change the bias of the estimator; rather, it adjusts the simulation time.
The estimators, Q1, . . . ,QL will be determined through simulations conducted by
Algorithm 3.1, and the estimator QL+1 will be determined by using simulations gen-
erated with Algorithm 3.2. The estimate given for Qb =
∑L
`=0Q` has a bias of order
O(τL). Following the notation from Section 3.6.1, the aim is to choose the L that
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Level indicator, L 0 1 2 3 4 5 6 7 8
Duration (s) 455 209 164 154 155 168 178 178 208
Table 3.5: The expected run-time of the multi-level method for system (2.10), when different
values of L are employed. We take M = 3. Note that these quantities are expected values
only.
minimises the total computational cost, which can be restated as
C ∝
(
k0 +
L∑
`=0
k` + kL+1
)2
. (3.28)
On first glance, it seems that a small value of L will reduce the number of terms in
Equation (3.28), and will therefore lead to a small total simulation time. However,
changing the value of L also affects kL+18. There is no straightforward way to assign
a value to L, and a value should be chosen on a case-by-case basis.
Example 3.2. Again, we return to considering Case Study 2. In Section 3.6.1, we
concluded that taking τ0 = 1/9 as the base level time-step is reasonable. We work
with M = 3 and investigate the expected effect of varying L. The expected run-
time will be calculated according to Equation (3.28). Therefore, the values of k` are
estimated (in each case, using 105 simulations), so that they can be substituted into
Equation (3.28). In Table 3.5, we show the effect of varying L on the total simulation
time. This table suggests that, where L = 2, . . . , 6, the expected simulation time is
not particularly sensitive to the choice of L. 
3.7 Comparing variations in algorithm parameters
The full multi-level method, as stated in Algorithms 3.3 and 3.4, will now be imple-
mented and tested on Case Study 2 (again, the dimer population is estimated). We
8Recall that kL+1 = CL+1 · σ2L+1, and both σ2L+1 and CL+1 change when τL changes.
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Figure 3.6: The average CPU time required by the multi-level method to estimate E[X3(1)]
in Case Study 2. We vary M and L; the estimator is unbiased. The black bars indicate
the range occupied by the 10-th to 90-th percentiles of the data. The values of τ0 are:
M = 2⇒ τ0 = 1/8, M = 3⇒ τ0 = 1/9, M = 4⇒ τ0 = 1/16, and M = 5⇒ τ0 = 1/5.
ask what the effect of various combinations of L, the number of levels, τ0, the size of
the time-step on the base level, and M, the scaling factor, will be on the CPU time.
Unbiased estimation. The multi-level method is now run with different choices
of M and L. For each choice of M and L, the choice of τ0 is optimised according to
Fact 2. The CPU times taken by the unbiased algorithm are represented in Figure
3.6. For each choice of algorithm parameters, the entire multi-level algorithm is
run 100 times, and, in each case, Algorithm 3.3 is used to determine an unbiased
estimator. The mean CPU time is then calculated, together with various percentiles.
The average simulation durations are largely in accordance with Table 3.5. When
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M = 3 and L = 5, the best average simulation time is recorded; it is 156.4 seconds.
Very similar average CPU times (within 0.5%) are observed withM = 3, L = 3, and
with (M = 2, L = 5 or 7). Please note that a larger sample is represented in Figure
3.4, and therefore the statistics of Figure 3.4 are slightly different to Figure 3.6 (these
differences apply where M = 3 and L = 5).
Biased estimation. As previously noted, for the canonical parameter values, Table
3.1 suggests that an unbiased estimator comes at little additional cost to a biased
estimator, and should, therefore, be preferred. However, for completeness in Figure
3.7 we show box-plots of the simulation times of the biased multi-level algorithm 3.3,
where M and L have been fixed in advance. As expected, lower values of L are
associated with lower run-times. In addition, larger values of L are associated with
more variability in the CPU time: we explain why this happens in Section 3.9.
In Section 3.6.3 we argued that it might be preferable to insist that the estimator
meets a specified MSE. If this approach is followed, the value of L is dynamically cho-
sen according to Algorithm 3.4. To compare our results with the unbiased estimators
presented above, we take the MSE as ε2 = 0.2603. To run Algorithm 3.4, algorithm
parameter λ is chosen: λ ascribes a portion of the MSE to the square of the bias,
with the remaining proportion (1 − λ) being reserved for the estimator variance. A
range of values for λ are chosen, and the algorithm is implemented. In Figure 3.8,
the total run-time for Algorithm 3.4 is shown for a range of choices of λ. For each
choice of λ, the complete algorithm was run 100 times. The best average run-time
is achieved is 169.2 seconds, which, for this particular model problem, is higher than
the average CPU time of the unbiased estimation scheme. The best average run-time
is achieved where λ = 1/64, though this CPU time does not differ significantly from
the CPU time where λ is instead chosen from the set {1/8, 1/16, 1/32}.
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Figure 3.7: The average CPU time required by the multi-level method to estimate E[X3(1)]
in Case Study 2. We vary M and L; the estimator is biased. The black bars indicate
the range occupied by the 10-th to 90-th percentiles of the data. The values of τ0 are:
M = 2⇒ τ0 = 1/8, M = 3⇒ τ0 = 1/9, M = 4⇒ τ0 = 1/16, and M = 5⇒ τ0 = 1/5.
In Figure 3.9, the numerical properties of the MSE estimation scheme are demon-
strated. For each choice of λ, a histogram of the estimated dimer populations is
provided. In particular, a smaller value of λ means a lower bias in the estimator,
and consequently, a larger value of L. Larger values of λ lead to a higher bias,
but greater statistical accuracy. Figure 3.9 confirms that as λ decreases, the mean
estimate (where the mean is taken over independent runs of the multi-level scheme)
increases towards the true dimer population (corresponding with decreasing bias, and
a distribution shifting to the right), whilst the variance increases (corresponding with
an increasing statistical error, and a wider distribution in Figure 3.9).
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Figure 3.8: The average CPU time required by the multi-level method to estimate E[X3(1)]
in Case Study 2. The estimator is biased, and the MSE is bounded by ε2 = 0.2603. We
have fixed M = 3 and τ0 = 1/9, with the parameter λ varied as per the text. For each
choice of λ, the multi-level method was run 100 times. The black bars indicate the range
occupied by the 10-th to 90-th percentiles of the data.
The gene regulatory network case study is now exhausted, and we turn to considering
a range of other model problems and summary statistics.
3.8 Further numerical examples
The multi-level method is now explored in more detail by considering two further
case studies. The first case study was previously discussed in Chapter 2, and is a
stochastic logistic growth model. In this case, we will estimate the expected time-
average population of a species.
The second case study is a model concerned with the mitogen-activated protein kinase
(MAPK) cascade, which is a relatively complicated cell signalling pathway [95]. Our
MAPK cascade model will incorporate Michaelis-Menten kinetics.
9Note that, for reasons of comparability, Figure 3.7 uses only 100 runs for each choice of λ.
Additional simulations were generated so that Figure 3.8 could be based on 300 runs of the multi-
level method.
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Figure 3.9: For each choice of λ, the multi-level method is run 300 times9. The estimates of
the dimer population of network (2.10) are plotted as a histogram, and a normal distribution
is fitted. A MSE of ε2 = 0.2603 is attained. The dashed black line indicates the true dimer
population. As λ decreases, so does the bias, but the estimator variance increases.
3.8.1 Estimating different summary statistics
This section illustrates the use of the multi-level method with a more general summary
statistic of interest.
Case Study 1. We return to Case Study 1, which involves a stochastic logistic
growth model. The model comprises a single species, with the following two reaction
channels10:
R1 : A
10−→ 2A; R2 : 2A 0.01−−→ A.
We will estimate the average population over the time-interval [0, T ], where T = 3.
10In comparison to our original description in Chapter 2, the parameters have been adjusted.
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Therefore, we set
Q = E
[
1
T
∫ T
0
X(t) dt
]
, (3.29)
where X(t) represents the population of A at time t. Initially, X(0) = 50.
The DM estimates Q = 899.91±0.10 using 3.3×104 simulations in 136.9 seconds (as
before, ± refers to a 95% confidence interval).
To improve on the CPU time provided by the DM, the complete multi-level algorithm
is run with a wide variety of algorithm parameters and the results are compared. To
structure our investigation, we first chooseM, and then follow Section 3.6.1 to choose
τ0: for M = 2, τ0 = 3/256; for M = 3, τ0 = 3/243; and for M = 5, τ0 = 3/256. A
variety of values for L are then tested. In Figure 3.10 the computational performance
of the unbiased multi-level method is demonstrated. For each choice of algorithm
parameters, the entire multi-level algorithm is run 100 times.
Figure 3.10 shows that an average multi-level simulation time of 29.6 seconds is attain-
able. Compared with the DM, this figure represents a speed-up ratio of approximately
4.6. There is not much to be said aboutM, but for this example, smaller values of L
might be preferred. Whilst not as impressive as the results presented in Section 3.7,
the time-savings are nevertheless substantial.
3.8.2 A model of the MAPK cascade
In this section, we consider a fourth case study. This model describes the MAPK,
which is involved in a wide variety of signalling processes that govern transitions
relating to the phenotype of a cell, and has previously been used as a test case for
various SSAs [96].
Case Study 4. This model of a MAPK cascade comprises ten coupled Michaelis-
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Figure 3.10: The average CPU time required by the multi-level method to estimate
E
[∫ 3
0 X(t)dt/3
]
in Case Study 3. We vary M and L; the estimator is biased. The black
bars indicate the range occupied by the 10-th to 90-th percentiles of the data. The values
of τ0 are: M = 2⇒ τ0 = 3× 2−8, M = 3⇒ τ0 = 3−4, and M = 4⇒ τ0 = 3× 4−4.
Menten schemes [97], and has N = 22 species and M = 30 reactions.
A Michaelis-Menten scheme is constructed as follows [96]: there are four species and
three reaction channels within the scheme. The species are substrate (‘S’), enzyme
(‘E’), complex (‘ES’) and product (‘P’). The reaction channels are as follows:
R1 : E + S
r1
GGGGGAES; R2 : ES
r−1
GGGGGGA E + S; R3 : ES
r2
GGGGGA E + P. (3.30)
A quasi-steady state assumption can be applied to reduce the computational com-
plexity associated with simulating the reaction network. This reduces the scheme to
two species: substrate (‘S’) and product (‘P’) particles. The three reaction channels
described by (3.30) are reduced into a single reaction channel, which is given as
R∗ : S
k
GGGGA P, (3.31)
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where the propensity function follows Michaelis-Menten kinetics, which are given by
k =
k2E0S
S + r−1+r2
r1
, (3.32)
where E0 represents the initial enzyme population. As explained, the MAPK cascade
comprises ten coupled Michaelis-Menten schemes: we provide a diagrammatic repre-
sentation in Figure 3.11. We will now simulate the model using the quasi-steady state
assumption; therefore, the reduced model comprises ten reaction channels. The rate
constant of each reaction channel is given by the Michaelis-Menten kinetic formula
detailed in Equation (3.32). The substrate, enzyme and product particles for each
channel are as shown in Figure 3.11. The reaction channels are therefore as follows:
R1 : KKK
k1
GGGGGA KKK-P ; R2 : KKK-P
k2
GGGGGA KKK;
R3 : KK
k3
GGGGGA KK-P ; R4 : KK-P
k4
GGGGGA KK;
R5 : KK-P
k5
GGGGGA KK-PP ; R6 : KK-PP
k6
GGGGGA KK-P ; (3.33)
R7 : K
k7
GGGGGA K-P ; R8 : K-P
k8
GGGGGA K;
R9 : K-P
k9
GGGGGA K-PP ; R10 : K-PP
k10
GGGGGGA K-P .
where the kj are rate functions given in Equation (3.32).
We will estimate the mean MAPK population (indicated by ‘K-P’ in System (3.33)
and Figure 3.11) at a terminal time T . The initial conditions are detailed in Table
3.6, and we take T = 250. We now provide the model parameters. Each Michaelis-
Menten reaction is of the form Rj : X
kj
GGGGGA Y , and the function kj is expressed
as kj = αj · X/(X + βj). For each reaction Rj, the initial enzyme populations give
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Figure 3.11: A diagrammatic representation of the MAPK cascade. The text refers to
chemical species; whilst the arrows represent Michaelis-Menten schemes. The arrow points
from the substrate towards the product; the species on top of the arc indicates the enzyme.
This diagram has been adapted from Huang and Ferrell [97].
αj and βj their values. The values that we use for αj and βj (for j = 1, . . . , 10) are
stated in Table 3.7.
Species Initial value Species Initial value
KKK 90 KKK-P 10
KK 280 KK-P 10
KK-PP 10 K 280
K-P 10 K-PP 10
Table 3.6: The initial values for the MAPK cascade model detailed in (3.33).
If the DM is used, it takes approximately 64.8 seconds to estimate the mean MAPK
population at time T = 250 (with a confidence interval of semi-length 1.0). In Table
3.8 we show a multi-level configuration that estimates the mean MAPK population as
2683.16± 0.99; this calculation takes approximately 13.1 seconds of CPU time. This
demonstrates that, even with a relatively complicated reaction network, a significant
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Reaction Parameters Reaction Parameters
R1 α1 = 2.5, β1 = 10 R2 α2 = 0.25, β2 = 8
R3 α3 = 0.025, β3 = 15 R4 α4 = 0.75, β4 = 15
R5 α5 = 0.025, β5 = 10 R6 α6 = 0.75, β6 = 15
R7 α7 = 0.025, β7 = 10 R8 α8 = 0.5, β8 = 15
R9 α9 = 0.025, β9 = 10 R10 α10 = 0.5, β10 = 15
Table 3.7: The parameters for the MAPK cascade model (3.33).
reduction in simulation time can be achieved with the multi-level method.
We now repeat the multi-level procedure, 1000 times over, to determine how the sim-
ulation time varies. We take M = 4, τ0 = 1/16 and L = 3. In Figure 3.12 the
estimates of the MAPK population (indicated as ‘K-P’) are placed into a histogram,
and a normal distribution is fitted. An empirical cumulative density function is also
shown. As expected, the distribution of estimates is asymptotically normal. The total
simulation durations are plotted in Figure 3.13. This figure confirms that the average
simulation duration is approximately 13.8 seconds (with the 10-th percentile corre-
sponding to 13.3 seconds, and the 90-th percentile 14.4 seconds), which represents a
factor 4.7 improvement over the SSA.
Level τ`−1 τ` Estimate Sample variance Paths Time
Q0 - 4−2 2331.92 15805.69 124237 6.5s
Q1 4−2 4−3 276.28 535.58 11346 2.4s
Q2 4−3 4−4 57.50 160.54 4103 2.0s
Q3 4−4 4−5 13.32 32.54 1170 1.4s
Q4 4−6 DM 4.22 10.61 703 1.0s
Total 2683.16± 0.99 - 13.42s
Table 3.8: The contribution from each level estimator Q` in producing an unbiased overall
estimator for the mean MAPK population at time T = 250. We have taken τ0 = 1/16,
M = 4, and L = 3.
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3.9 Discussion
In this final section we discuss some remaining computational challenges encountered
whilst implementing the multi-level method.
3.9.1 Comparing MATLAB and C++
In this section, we briefly discuss the merits of using C++ to generate sample paths,
and we compare C++ with alternative computing approaches.
Benefits of C++. We used C++ due to its reliability and well-documented perfor-
mance characteristics. We used g++ from the GNU compiler collection to compile the
simulation routines, and a compiler flag of -Ofast was set to ensure that the code will
execute quickly. The 2011 coding-standard was used, as the built-in libraries include
high-quality algorithms for random variate generation. As we sought to focus on the
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Figure 3.12: We plot the empirical distribution of the estimates of the MAPK population of
reaction network (3.33). The dynamic calibration method stated in Algorithm 3.3 has been
run a total of 1000 times. A histogram is shown on the left, whilst an empirical cumulative
density function is shown on the right. A normal distributed has been fitted and is shown
in red. The algorithm parameters and parameters of the normal distribution are as stated
in the main text.
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Figure 3.13: This histogram depicts the total duration taken by the multi-level algorithm
to estimate the MAPK population of reaction network (3.33). The dynamic calibration
method stated in Algorithm 3.3 has been run a total of 1000 times.
mathematical properties of the multi-level method, we proceeded with caution and
used the well-established Mersenne Twister method for generating random numbers.
We did not attempt to exploit any particular hardware characteristics.
Drawbacks of C++. Arguably, C++ cannot be learned quickly, and there are
many pitfalls for a novice C++ coder to avoid. As such, MATLAB is often seen as a
more natural programming framework, and it has been widely used throughout the
literature. Below, a number of MATLAB-specific issues are discussed.
Considering MATLAB. The preparatory simulation work for this thesis was un-
dertaken in MATLAB. Whilst writing a MATLAB script is relatively straightforward, un-
derstanding the intricacies of MATLAB is more challenging. For MATLAB code to run
quickly, it needs to be ‘vectorized’. A piece of code is vectorized if it performs oper-
ations on multiple components of a vector at the same time.
Example 3.3. The results shown in Table 2.2 can also be generated with MATLAB.
With vectorized code, it takes around three-and-a-half hours (12, 392 seconds) to re-
generate the 4.8× 106 sample paths required to produce this table. A non-vectorized
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implementation requires approximately 162 hours (nearly a week) to run. 
Other researchers have attempted to understand and quantify the effect of vector-
ization on the overall simulation time [91]. We merely make the following remarks
regarding this problem. Throughout this section, we argued that the simulation time
devoted to a level ` is given as C` · N`. In MATLAB, code vectorization means that, for
example, the CPU time per path when generating 102 sample paths is different (and
usually much greater) than the CPU time per path when generating 103 paths. It
could therefore be unwise to assume that the CPU time taken to generate the sample
paths on a given level will scale linearly with the number of such paths.
3.9.2 Catastrophic decoupling
Consider the contribution of each term in Q = Q0 +Q1 + · · · +QL (+QL+1) to the
multi-level estimator. In the course of our exploration of the multi-level method,
we have noticed that occasionally pairs of sample paths on a level undergo what
we will call a ‘catastrophic decoupling’ so that species populations in these sample
paths become very different from one another. This can have a dramatic effect on
the sample variance on that level, and hence on the results of the multi-level method.
We illustrate with an example:
Example 3.4. For the example gene expression model (Case Study 2), we take
τ0 = 1/9 andM = 3. In Table 3.9 we show percentile data for distributions of Q3, Q4
and Q5. It is clear that the sample values contributing to Q3,Q4 and Q5 all possess
extreme tails to their distributions as a result of one or more catastrophic decoupling
events. For example, over 90% of the sample values for Q5 lie in the interval [1, 9], but
approximately 1 in 1150 sample paths provide sample values of −100 or less. This
makes catastrophic decoupling events appear deceptively unlikely; however, if 102
sample paths are generated, there is an 8% chance that such an event is encountered.
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If 103 sample paths are performed, this rises to approximately 58%.
Estimator 0.01 0.1 1 5 50 95 99 99.9 99.99
Q3 −360.5 −311 10 21 40 63 74 87 198.5
Q4 −379 −256.5 3 6 13 22 27 32 43
Q5 −349.5 −58.5 0 1 4 9 11 13 15
Table 3.9: Various percentiles of the samples used to estimate Q3, Q4 and Q5 of System
(2.10). In each case, 105 samples were used, with τ0 = 1/9 and M = 3.
We now explain the cause of this problem, and then discuss its consequences. In
effect, a decoupling is possible each time a new mRNA molecule is introduced into the
system. The coupling technique ensures it is introduced into both the coarse and fine
sample paths. In the fine system, the decay process of this mRNA starts immediately.
However, in the coarse system this is not always the case: this is because decay of
the mRNA cannot take place in the coarse system until the reaction propensities are
updated. Hence, during this interim period, it is possible for the new mRNA particle
to decay in the fine system but not in the coarse system.
It is clear that the scaling of the system is then what causes problems with the
variance. At time T = 1, there are approximately 24 mRNA molecules, compared
with over 3000 protein molecules. If the decoupling in mRNA species counts occurs
at an early time, the extra mRNA molecule in the coarse system leads to increased
protein generation which, in turn, leads to increased dimer generation. This difference
in generation rates remains until the mRNA populations converge again (if at all). As
the dimer population is monotonically increasing, the population difference is ‘locked
in’ for all subsequent times, and the difference in sample values of X3(T ) is large. 
A novel coupling method that avoids the catastrophic decoupling is presented in
Chapter 5. At this stage, in Table 3.10 we provide sample means, variances and
kurtoses of the different levels in the gene expression system (2.10), and we note
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Estimator Mean Variance Kurtosis
Q3 39.25 665.96 107.05
Q4 13.09 204.50 420.54
Q5 4.34 57.54 1628.33
Table 3.10: Statistics describing the samples for Q3, Q4 and Q5 for system (2.10) using
τ0 = 1/9 and M = 3. Further information is available in Figure 5.2 in Chapter 5.
that the kurtosis of Q` increases with `, which might suggest that algorithms with
many levels are more likely to be affected. We also note that even when the dynamic
calibration method is used, a catastrophic decoupling will still affect the simulation
time.
3.9.3 Conclusion
The multi-level method provides the potential for substantial time-savings to be made
in the field of stochastic simulation of chemical systems. Although there are many in-
tricacies associated with the method, many of them software- and system-dependent,
the benefits of using multi-level approaches are enormous, and as such, they open up
the range of problems that can be fully explored using stochastic simulation.
In this chapter, we have introduced a number of novel enhancements to the multi-level
method, which, we feel, make it easier to understand and implement, as well more
computationally efficient. We will now describe the adaptive multi-level scheme. The
adaptive method that we develop will be a new and generalised multi-level approach
that is particularly suited to studying the summary statistics of stiff systems.
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Chapter 4
Adaptive Multi-Level Monte Carlo
The focus of this chapter is on extending the range of biochemical reaction net-
works for which the multi-level method can efficiently estimate summary statistics.
When compared with the Gillespie DM, the use of a suitably implemented multi-level
method can lead to substantially lower simulation times. However, the formulation
of the multi-level method provided in Chapter 3 places restrictions on the time-steps
used, which can limit the efficiency of the algorithm. In this chapter we work towards
overcoming these constraints, and, in particular, we describe a multi-level method
that is particularly suitable for the simulation of stiff systems. We demonstrate the
efficiency of our method using a number of examples.
4.1 Introduction
In Chapter 3, we explained that the multi-level method can be used to estimate a
summary statistic of interest, Q, by independently estimating a number of (sub)-
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estimators, Q0,. . . , QL+1, and adding the estimates together1:
Q = Q0 +
L∑
`=1
Q` +QL+1.
In Chapter 3, the estimators, Q0, . . . QL, are generated using tau-leap methods, where
the time-step, τ , is fixed in advance. This restriction can result in poor performance
when the reaction activity of a system changes substantially over the time-scale of
interest.
In order to generalise and reformulate the multi-level method, in this chapter we will
relax the following two restrictions that have been built into the method:
• that the time-steps are uniformly-sized;
• that the time-steps for sample paths with different accuracies are nested. In
other words, the time-step is reduced by some integer factorM∈ {2, 3, . . . } as
the value of ` increases.
Under certain conditions, these unnecessary restrictions can cause the multi-level to
be inefficient. For example, difficulties are likely to arise where a system displays stiff
behaviour, with markedly different propensities observed on different time-scales. Our
new method will be called the adaptive multi-level method, because the time-steps
for the approximate simulation algorithms will adapt to the stochastic behaviour of
each sample path. Our focus will be on describing a method that is straightforward
to implement.
1We have assumed the estimator is unbiased; the analysis is nearly identical for a biased estimator.
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4.1.1 Outline
This chapter is arranged as follows: the remainder of Section 4.1 highlights the lim-
itations of the fixed time-step multi-level method by presenting two case studies for
which the method, when compared with the DM, provides only nominal improve-
ments in CPU time. In Sections 4.2 and 4.3, a novel adaptive multi-level method
is presented as a solution to the problem. The benefits of a new method are fully
explored with reference to the motivating examples in Section 4.4. An automated
procedure, that can quickly implement the adaptive multi-level scheme, is described
in Section 4.5. We conclude by discussing our results in Section 4.6.
4.1.2 Two motivating examples
In this section we introduce two motivating examples that highlight the potential
limitations of the fixed time-step multi-level method.
Case Study 5. This dimerisation model has been employed widely as a test of
stochastic simulation algorithms [45, 72] as it exhibits distinct behaviours on multiple
time-scales. The reaction network is given by:
R1 : S1
1−→ ∅; R2 : S2 1/25−−→ S3;
R3 : S1 + S1
1/500−−−→ S2; R4 : S2 1/2−−→ S1 + S1.
(4.1)
We take the initial conditions to be [X1, X2, X3]
> = [105, 0, 0]>. Using the Gillespie
DM (see Section 2.3), we calculate that the expected population of S3 at time T = 30
is
Q := E[X3(30)] = 20591.6± 1.0.
As before, the ‘±’ term provides a 95% confidence interval for the estimator (see
Section 2.2 for further information). This calculation requires 3.6×104 sample paths,
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Figure 4.1: The temporal evolution of a single sample path of System (4.1) on two different
time-scales.
and the algorithm takes a total of 1914 seconds (approximately 32 minutes) to run.
In order to better understand the dynamics of System (4.1), we consider a typical
sample path. In Figure 4.1, the temporal evolution of a single sample path of the
system, generated with the Gillespie DM, is shown on two distinct time scales. For
this sample path, X3(30) = 20547, and there are therefore approximately 45 fewer S3
particles than average. In this case study, stochastic effects appear to play a more
limited role than that seen, for example, in Case Study 2, and the computational
cost of the DM, when compared with an ODE-modelling approach, might therefore
be perceived as high. However, it is important to note that, to some extent, stochas-
ticity still affects the temporal dynamics of the system, and a closer inspection will
demonstrate that the sample paths are not smooth. By using a substantially lower
level of computational resources, our adaptive multi-level method justifies the use of
a stochastic model for this case study.
A detailed examination of the trajectory represented in Figure 4.1 shows that the
initial phase is marked by a rush of reaction activity, but, once this phase has passed,
reaction activity slows dramatically. For this particular realisation (statistics are
broadly similar across all repeats), approximately 6 × 105 individual reactions are
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simulated over the time-interval [0, 30]. Of these, roughly 5× 104 are in the first 0.05
seconds. This is equivalent to 106 reactions per unit time. For the remaining 29.95
units of time, reactions fired at a rate of roughly 2 × 104 reactions per unit time,
which is 50 times slower.
We now display results of our attempts at applying the unbiased, fixed time-step
multi-level method to this problem. Adopting a trial-and-error approach, we vary
the choices ofM and L, whilst choosing τ0 automatically by following the procedure
set out in Section 3.6.1. With each choice of M and L, the full dynamic-calibration
method (as described in Algorithm 3.3) is run 100 times to test the multi-level method.
As before, the algorithm produces an estimate of E[X3(30)] with a 95% confidence
interval of semi-length of 1.0.
In Figure 4.2, we show the average simulation time of the multi-level method, where
different choices of M and L are used. For each choice of M and L, the black lines
in Figure 4.2 indicate the range occupied by the 10-th to 90-th percentiles of the
total simulation time; this demonstrates a tight clustering around the average total
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Figure 4.2: The simulation time for a range of system configurations for the fixed time-step
multi-level method used to estimate E[X3(30)] for System (4.1). The black bars indicate
the range occupied by the 10-th to 90-th percentiles of the data. The estimator is unbiased;
each case uses a different choice ofM and L. With T = 30, the values of τ0 are: M = 2⇒
τ0 = T × 2−14; M = 3⇒ τ0 = T × 3−9; and, M = 4⇒ τ0 = T × 4−7.
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simulation time. In particular, withM = 2, L = 1 and τ0 = 30×2−14, the multi-level
method can produce an estimate within approximately 676.5 seconds. This represents
a factor 2.8 time saving over the Gillespie DM. We note that L is relatively small:
in Section 4.1.3 we show that this is a consequence of the relatively small value τ0
necessarily takes on. Whilst significant, this time saving is substantially lower than
those that have been demonstrated elsewhere in the literature for other reaction
networks.
Case Study 6. We next consider a synthetic test model. This model involves three
species, S1, S2 and S3. and four reactions. The reactions are specified as:
R1 : ∅ 1/4−−→ S1; R2 : S1 + S2 1/2−−→ S1 + 2S2;
R3 : 2S2
1/50−−→ S2; R4 : 2S2 1/10000−−−−→ 2S2 + S3.
(4.2)
We take the initial conditions to be [X1, X2, X3]
> = [1, 5, 0]>. In Figure 4.3, we
present a sample trajectory of this system for t ∈ [0, 100]. This time, reaction activity
increases dramatically over the course of the simulation.
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Figure 4.3: The temporal evolution of species S1, S2 and S3 for one realisation of System
(4.2).
Using the Gillespie DM (see Section 2.3), we calculate that the expected population
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of S3 at time T = 100 is
Q := E[X3(100)] = 1535.9± 2.50.
This calculation takes 14235 seconds (nearly 4 hours) and requires 2.6 × 105 sample
paths.
The full, dynamic-calibration method, as described in Algorithm 3.3, is run 100 times
to test the fixed-step multi-level method with different choices ofM and L. For each
choice of M and L, Figure 4.4 indicates the mean total simulation time required
by the algorithm; the black line indicates the range occupied by the 10-th to 90-th
percentiles.
In particular, Figure 4.4 shows that the fixed time-step multi-level method provides
at least a factor 50 time saving over the Gillespie DM, as the multi-level method
can estimate Q within an average of 279.2 seconds (by taking M = 3, L = 1 and
τ0 = 100× 3−5). As above, a 95% confidence interval of semi-length 2.5 is obtained.
We now demonstrate that, through the use of an adaptive multi-level algorithm, even
this significant saving can be improved upon. We start by discussing the disadvantages
of using a fixed time-step tau-leap algorithm as part of the multi-level method.
4.1.3 Disadvantages of fixed time-step multi-level
Generating sample paths using the tau-leap method with a fixed choice of τ through-
out a simulation poses inherent difficulties. Firstly, for temporal regions in which
species numbers are changing rapidly we need to be careful not to choose τ too large
that the propensity functions change considerably over the course of a leap [45]. At
its worst, too large a τ can render the tau-leap method numerically unstable and
therefore non-convergent. With a fixed choice of τ this means that the temporal
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Figure 4.4: The simulation time for a range of system configurations for the fixed time-
step multi-level method used to estimate E[X3(100)] for System (4.2). The black bars
indicate the range occupied by the 10-th to 90-th percentiles of the data. The estimator is
unbiased; each case uses a different choice ofM and L. With T = 100, the values of τ0 are:
M = 2⇒ τ0 = T × 2−9; M = 3⇒ τ0 = T × 3−5; and, M = 4⇒ τ0 = T × 4−5.
region of the path that requires the most stringent bound on τ determines the maxi-
mum value that τ can feasibly take. Therefore, the values of τ0, τ1, . . . are restricted.
In particular, it is possible that the time taken to generate a single tau-leap sample
path – with even the largest feasible choice of τ – can be greater than that required
generate a single sample path using the DM. Under these circumstances, the fixed
time-step multi-level method is rendered redundant.
Secondly, at different times during the evolution of a sample path, the propensities
will change at different rates. In System (4.1), within the initial transient phase of a
simulation, the propensity functions change quickly with respect to time and therefore
must be updated frequently in order to maintain accuracy of the tau-leap method.
However, in the slower phase, propensity functions change more slowly and hence
larger time-steps can be tolerated between recalculation. Similarly, in System (4.2),
the propensity of R4, the reaction governing the production of S3, is more sensitive
to population changes at higher populations of S2 than at lower populations (as it is
proportional to X2(X2 − 1)).
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This means that, if a constant level of CPU resources is dedicated to generating each
sample path, then varying the lengths of the leaps over the course of each individual
sample path (rather than maintaining constant leap sizes) may enable the generation
of a more accurate, lower bias estimator. Therefore, the use of an adaptive time-step
selection method can lead to a better use of resources. As such, we next present a
generalisation of the multi-level method with an adaptive choice of τ . Although our
revised method introduces some additional computational overheads, we demonstrate
that it can give rise to significantly reduced simulation times.
4.2 A new multi-level approach
The key difference between the original multi-level method described in Chapter 3
and the improved approach presented here is that the sample paths generated on each
level will no longer be generated using the tau-leap method with constant values of
τ . Instead of relating each set of sample paths with a choice of τ` (i.e. associating
Zτ` with time-step τ`) we will work with a control parameter, ξ`, and the time-steps
for each set of sample paths will be determined with a formula parametrised by ξ`.
As such, we will use a control parameter ensemble, ξ := (ξ0, ξ1, ξ2, . . . , ξL), to generate
our multi-level estimator. As before, suppose the summary statistic Q = E[f(X)]
must be estimated. We let Zh(ξ`,·) represent a sample path of the tau-leap method,
where τ is chosen according to the rule h(ξ`,Z). The first variable of h(ξ`,Z), ξ`,
is the previously-mentioned control parameter, and the second variable, Z, indicates
that the time-steps depend on the state vector (2.1). Further, let the scalar Zh(ξ`,·) :=
f
(
Zh(ξ`,·)
)
be the quantity of interest.
Again, there is a choice between a biased and an unbiased estimator. If we wish to
use the biased multi-level estimator to estimate a quantity of interest, we write the
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following telescoping sum of L+ 1 components
Qb = E[Zh(ξL,·)] = E[Zh(ξ0,·)] +E[Zh(ξ1,·)−Zh(ξ0,·)] + · · ·+E[Zh(ξL,·)−Zh(ξL−1,·)]. (4.3)
In this equation, h(ξ, ·) is the function that selects the value of τ for each time-step.
We will assume that if ξ is decreased, then the accuracy of our tau-leap method
increases, and therefore the bias of a chosen summary statistics decreases.
An unbiased estimator of L+ 2 terms is given by
Qu = E[Zh(ξL,·)] = E[Zh(ξ0,·)] + · · ·+ E[Zh(ξL,·) − Zh(ξL−1,·)] + E[X − Zh(ξL,·)], (4.4)
where X is shorthand for the (exact) quantity of interest, f(X).
We now turn to discussing how each term of Equation (4.3) (in the case of a biased
estimate) or Equation (4.4) (in the case of an unbiased estimate) can be estimated.
4.2.1 The base level, Q0
The base level estimator
Q0 := E
[
Zh(ξ0,·)
]
, (4.5)
can be estimated with sample paths generated with an adaptive tau-leap method.
In contrast with the tau-leap method presented in Section 2.4, at each time-step
of the tau-leap method, a new value for τ must be chosen. A variety of methods
have been developed to choose the value of τ , each of which has different aims and
purposes [45, 64, 66, 67]. Details of the algorithm we use to choose τ in this chapter
are discussed in Section 4.3. The adaptive tau-leap method is stated as pseudo-code
in Algorithm 4.1.
106
Algorithm 4.1: Adaptive tau-leap method. This simulates a single sample path, using
time-step chosen with rule h(ξ, ·).
Require: initial conditions, Z(0), rule h(ξ, ·), parameter, ξ, and terminal time, T .
1: set Z ← Z(0) and set t← 0
2: while t < T do
3: set τ ← min{h(ξ,Z), T − t}
4: for each Rj do
5: calculate propensity value aj(Z)
6: generate Kj ∼ P(aj(Z) · τ)
7: end for
8: set Z ← Z +∑Mj=1Kj · νj, and t← t+ τ
9: end while
4.2.2 The tau-leap correction terms, Q`
We now describe an approach for estimating terms of the form
Q` := E
[
Zh(ξ`,·) − Zh(ξ`−1,·)
]
, (4.6)
where Zh(ξ`,·) represents the point statistic of interest, and sample paths are generated
using the tau-leap method with time-steps determined according to rule h(ξ`, ·).
We follow the same variance reduction argument as presented in Chapter 3: if we
are able to generate sample paths so that Q` can be estimated using a low sample
variance, then few sample paths will be required to attain a desired statistical error.
We now state our approach to simultaneously generating the sample paths Z
(r)
h(ξ`−1,·)
and Z
(r)
h(ξ`,·), which we will denote as the ‘coarse’ and ‘fine’ paths, respectively. At time
t, let ZC(t) and ZF (t) denote the state vectors of the approximate coarse and fine
paths, where the time-steps are determined according to rules h(ξ`−1, ·) and h(ξ`, ·),
respectively. Following the tau-leap assumption, the propensities of the coarse and
fine paths are updated only at the end of each of their respective time-steps. We let
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TC and T F record the ‘next update times’ (NUTs) for the propensities of the coarse
and fine paths, respectively.
For each reaction Rj, define a
C
j to be its propensity function when considering the
coarse resolution path, and, similarly, define aFj to be the propensity function for the
fine path. Based on ZC(t) and ZF (t), calculate reaction propensities aCj and a
F
j for
each reaction channel, Rj. As with the fixed time-step method presented in Chapter
3, for each reaction Rj, we create three ‘virtual reactions’, with propensities given as:
b1j = min {aFj , aCj };
b2j = a
C
j − b1j ;
b3j = a
F
j − b1j .
(4.7)
To emulate our previous approach, we will simulate the stochastic system with propen-
sities b1j , b
2
j , and b
3
j (for j = 1, . . . ,M). The propensities b
1
j , b
2
j , b
3
j (for j = 1, . . . ,M),
will need to be recalculated when either aCj or a
F
j (for j = 1, . . . ,M) are updated.
As the values of aCj (for j = 1, . . . ,M) are updated at time T
C , and the values of
aFj at time T
F , the values of b1j , b
2
j , and b
3
j (for j = 1, . . . ,M) are next updated
at time min{TC , T F}. Therefore, we take a time-step of η := min{TC , T F , T} − t,
to simulate reactions that occur before some of the propensity functions need to be
updated again2. The values of TC and T F are updated as required: we either set
TC := t+ h
(
ξ`−1,ZF (t)
)
or T F := t+ h
(
ξ`,Z
C(t)
)
. Our full method is now stated as
pseudo-code in Algorithm 4.2.
Figure 4.5 provides a visual representation of how the first four iterations of the
algorithm might unfold. Our algorithm shows that it is possible to decide on the
time-steps of the coarse and fine paths independently, and then to generate the sam-
ple paths simultaneously. Perhaps most importantly, due to the Poisson thickening
2The presence of T ensures that the algorithm terminates at the correct time.
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Algorithm 4.2: Adaptively-coupled tau-leap method. This simulates a correlated pair of
sample paths with dynamically-chosen time-steps.
Require: initial conditions, Z(0), rule h(ξ, ·), control parameters, ξC and ξF , and
terminal time, T .
1: set ZC ← Z(0), ZF ← Z(0) and t← 0.
2: for each Rj, calculate propensities a
C
j
(
ZC
)
, and aFj
(
ZF
)
3: for each Rj, calculate virtual propensities b
1
j , b
2
j and b
3
j
4: set TC ← h(ξC ,ZC) and T F ← h(ξF ,ZF )
5: loop
6: if t = T then break
7: end if
8: set ∆← min{T, TC , T F}− t, and then set t← t+ ∆
9: for each Rj and each k ∈ {1, 2, 3} do
10: generate Kjk ∼ P
(
bkj ·∆
)
11: end for
12: set ZC ← ZC +∑Mj=1 (Kj1 +Kj2) · νj
13: set ZF ← ZF +∑Mj=1 (Kj1 +Kj3) · νj
14: set S ← argmin{TC , T F}
15: for each Rj, recalculate a
S
j
(
ZS
)
, and virtual propensities b1j , b
2
j and b
3
j
16: set TS ← TS + h
(
ξS,ZS
)
17: end loop
property (see Fact 1), there is no need for the time increments of the fine path to be
nested within (or, indeed, even to be smaller than) those of the coarse path.
4.2.3 The final level, QL+1
Lastly, we describe an approach for the final term of the unbiased estimator (Equation
(4.4)), which is given by
QL+1 := E
[
X − Zh(ξL,·)
]
. (4.8)
In Equation (4.8), Zh(ξL,·) represents the point statistic of interest, with the tau-leap
method time-steps determined according to rule h(ξL, ·), and X represents the exact
quantity of interest.
Sample values for estimator (4.8) can be generated using Algorithm 3.2 in Section
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Figure 4.5: A diagrammatic representation of a possible first four steps of Algorithm 4.2,
shown on a time axis. The vertical lines represent the discretisation of time: the NUT of
the fine system is shown in red, and the corresponding NUT of the coarse path is in blue.
The green bars show the time-steps that are used for each step. For the first step, the NUT
of the fine path, TF , is reached before the NUT of the coarse path, TC . Consequently, both
paths are advanced to the fine path NUT. We update the propensities of the fine path, and
revise the NUT of the fine path. The second step starts by noting that the NUT of the fine
path again occurs sooner than the NUT of the coarse path, and so a jump to reach the fine
path NUT is implemented. The propensities and NUT of the fine path are updated. For
step three, TF is larger than TC , and so a jump is taken to the coarse path NUT: a new
set of propensities and NUT are calculated for the coarse path. The fourth step progresses
the system to time TC (as, again, TC < TF ) and the appropriate updates are performed.
3.2.5. We simply insert the appropriate value of τ at lines 1 and 10 of Algorithm 3.2.
We have now described methods for determining the base estimate, Q0, the correction
estimates, Q1, . . . ,QL, and the final estimate, QL+1. We now discuss a possible
method for dynamically choosing τ .
4.3 Adaptively choosing τ
The method of adaptive τ choice we employ in this chapter is that of Cao, Gillespie
and Petzold [64] (the ‘CGP’ method). This method has been chosen as it has un-
dergone extensive testing and revision in the literature. However, our approach is
modular, and in principal, any sensible method for choosing τ can be included in a
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multi-level algorithm. For example, any of the methods noted in Chapter 2 [66, 67]
could be used to choose τ .
The CGP method is predicated on the ‘leap condition’, that is, over a time-step τ , the
propensity functions within a system should remain ‘approximately constant’. This
can be taken to mean that the change in each propensity function should be small
in relation to its magnitude. We start by outlining the approach presented in the
original tau-leap method [45], and its immediate improvements [65]. Then, we set
out the widely used CGP method [64].
4.3.1 Traditional τ selection schemes
If the state vector at a time t is given by Z, then denote the change in the propensity
function for channel Rj from time t to t+τ as ∆τaj(Z). Earlier works [45, 65] enforced
a ‘leap condition’ by attempting to ensure that ∆τaj(Z) does not change ‘too much’
over a time-step. It was suggested that choosing the maximal (and therefore, the
least computationally demanding) value of τ such that
|∆τaj(Z)| ≤ ξa0(Z), j = 1, . . . ,M, (4.9)
where the error parameter ξ ∈ (0, 1), would be suitable. Of course, the change in
propensity value is a stochastic quantity (that depends on the random reactions that
take place within the time-step), and so attempting to enforce condition (4.9) directly
will be somewhat awkward. Moreover, the condition (4.9) is inadequate, as it does
not treat all reaction channels equally. This difficulty is best demonstrated with an
example.
Example 4.1. Suppose a system comprises two reaction channels, R1 and R2.
Further, suppose that at the start of a time-step, the propensity of R1 is a1 = 1 and
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that of R2 is a2 = 99. Then, the total propensity is a0 = 100, and if ξ = 0.01, then τ
should be chosen so that the propensities of R1 and R2 do not change by more than 1.
This means that, during a single time-step, the propensity of R1 is allowed to change
by up to 100% of its value, whilst the propensity of R2 can change by a little over 1%
of its value during that step. 
4.3.2 The CGP method
The CGP method instead suggests that τ should be chosen so that we attain the
following bound for all reaction channels:
|∆τaj(Z)| ≤ ξaj(Z), j = 1, . . . ,M. (4.10)
As the left hand side is a stochastic quantity, condition (4.10) is enforced with what
Cao et al. [64] term ‘high probability’. As the propensities are continuous functions
of the underlying population values, condition (4.10) can be enforced by controlling
the change in population values.
In order to enforce the leap condition ‘with high probability’, the CGP approach is
to insist that τ be chosen such that
τ ≤ max{ξ`/gi · Zi, ci}|∑j νijaj(Z)| and τ ≤ max{ξ`/gi · Zi, ci}
2∑
j ν
2
ijaj(Z)
, (4.11)
for all reactant species Si (i.e. where Zi, the population of Si, is an argument of
some propensity function). Here ξ` is the control parameter described previously, gi
is a weight function that indicates the relative effect of changes in Zi on the leap
condition, and ci is the minimum expected change allowed. This approach bounds
the expected change, and expected variance of the change, in the propensities of each
reaction channel. For a more rigorous, probabilistic approach for selecting τ , see
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Moraes et al. [66].
In the original CGP paper, the value of ci was set to unity to avoid very small time-
steps being returned. The authors claim that this is reasonable [64]. It is, however,
important to be aware that, if ci is not set to zero, then as ξ ↓ 0, the dynamics of the
DM are not recovered. We illustrate why with an example:
Example 4.2. Consider the reaction network that comprises the single reaction:
R1 : A
1−→ ∅.
Then, with c1 = 1, Formula (4.11) chooses τ to be
τ =
max {ξ · Z, 1}
Z
.
As ξ ↓ 0, then τ → 1/Z. Therefore, τ 8 0, and for all times t ∈ [0, T ], we have that
E[Z(t)] < E[X(t)].
Thus, in the limit ξ ↓ 0, the summary statistics remain biased. The knock-on effect is
that if the CGP method is used within the adaptive multi-level method, the minimum
bias of a level will be limited by the CGP method. 
If a biased multi-level estimate is calculated, then an arbitrarily low overall bias
cannot necessarily be attained. If the unbiased multi-level method is used, Equation
(4.4) confirms that a suitable, unbiased estimate can still be calculated.
Returning to the original CGP method, the authors stated that special care should
be taken in its implementation to mitigate the risk of a negative population being
realised. Therefore, certain reaction channels are labelled as ‘critical’ and afforded
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special treatment. We overlook this complication and instead take
τ = min
i∈Ir
{
max{ξ`/gi · Zi, ci}
|∑j νijaj(Z)| , max{ξ`/gi · Zi, ci}
2∑
j ν
2
ijaj(Z)
}
, (4.12)
with the parameters as previously defined (typically, ci = 1), and Ir as the set of reac-
tant species. Since we do not mark any reaction channels as ‘critical’, an alternative
method for managing negative populations is set out in Section 4.6.
Having described a method for choosing τ , we are now in a position to implement
the adaptive multi-level method.
4.4 Numerical examples
We again return to the motivating examples of Section 4.1, and implement the adap-
tive multi-level method to demonstrate the efficiency of our approach. In each case,
results generated using the Gillespie DM and a fixed time-step multi-level implemen-
tation are compared against results determined with the adaptive multi-level method.
Case Study 5. We consider reaction network (4.1) of Case Study 5. We seek
an unbiased estimate of Q = E[X3(30)] with the adaptive multi-level method. For
the purposes of illustration, we choose a variety of ensembles, ξ, by hand; these
parameters are used to implement our chosen method of adaptively selecting τ [64].
The multi-level method is run, in full, a total of 100 times for each choice of ξ. For
each choice of ξ, the left side of Figure 4.6 indicates the mean total simulation time
required by the algorithm; the black lines indicate the range occupied by the 10-th
to 90-th percentiles.
Most impressively, for control parameter ensemble ξ = [0.18, 0.06, 0.02], we achieve
an estimate of E[X3(30)] within an average of 72.0 seconds. This means the adaptive
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Figure 4.6: The simulation time for a range of system configurations for the adaptive time-
step multi-level method used to estimate E[X3(30)] for System (4.1) (on the left), and to
estimate E[X3(100)] for System (4.2) (on the right). The black bars indicate the ranges
occupied by the 10-th to 90-th percentiles of the data.
multi-level method can be nearly 27 times faster than the DM method. In addition,
it is 9.4 times faster than the most efficient results presented in Figure 4.2 where the
fixed time-step multi-level method was employed.
Case Study 6. The second motivating example of interest is reaction network (4.2).
In order to demonstrate the efficacy of our adaptive multi-level method, we seek an
unbiased estimate of Q = E[X3(100)]. A variety of suitable choices of ξ are chosen
by hand, and the adaptive multi-level method is then run, in full, a total of 100 times
for each choice of ξ. In the right side of Figure 4.6, we show the mean simulation
times required by the algorithm; the black lines indicate the range occupied by the
10-th to 90-th percentiles.
In particular, for the ensemble ξ = [1, 0.2, 0.04], the estimation of E[X3(100)] is
completed within 104.0 seconds, giving an estimated value of 1535.3±2.5. Compared
with the adaptive multi-level method, the Gillespie DM took 137 times longer to
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estimate this quantity. In addition, our calculation was completed 2.7 times quicker
that the most efficient configuration of the fixed time-step multi-level approach we
found.
4.5 Automatically choosing a parameter ensemble
From the previous section, it is clear that the adaptive multi-level method can speed
up the Monte Carlo estimation of summary statistics. The adaptive method relies
on an ensemble of control parameters, ξ, to achieve its speed-ups. In this section, we
describe a structured procedure for selecting a suitable ensemble of such parameters.
Our aim is to provide immediate insights into the optimal choice of ξ0 > ξ1 > ξ2 > . . . ,
so that an unbiased summary statistic, Q, can be estimated according to Equation
(4.4). Our choice of ξ0 > ξ1 > ξ2 > . . . should minimise the computational resources
required. The method we develop is almost entirely automated, and is set out in
steps below.
Step one. Suppose the adaptive scheme chooses τ according to a rule h(ξ, ·),
where ξ is a control parameter. Let Ξ be the range of values which ξ might take
on. Following on from Section 4.2, for the CGP method Ξ is taken as (0, 1) [64]. We
simplify our problem by discretising Ξ with a suitable mesh, which gives a finite list
of possibilities for ξ. The mesh is labelled as Ξ̂. For example, with the CGP method
outlined in Section 4.3, we might take Ξ̂ = {0.01, 0.02, 0.03, . . . , 0.99}. We will choose
our control parameter ensemble out of the possibilities contained within Ξ̂.
Step two. A graphical representation of the chosen multi-level algorithm is now
set out. Let G(V,E) represent the graph of interest. The set of vertices, V , contains
accuracy levels (i.e. choices of ξ) attainable with a multi-level configuration, as well
as vertices that represent the start and the end of the algorithm. The set of edges,
E, represents (sub-) estimates, Q`.
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For example, suppose the adaptive multi-level method is implemented with ξ chosen
to be [0.1, 0.05]. In this case, the multi-level method comprises three (sub)-estimators,
Q0, Q1 and Q2: the base estimate (Q0), the tau-leap correction estimator (Q1), and
the final correction estimator (Q2). The following graph is used to represent this
implementation of the adaptive multi-level method:
START ξ = 0.1 ξ = 0.05 ENDQ0 Q1 Q2
Note that, in accordance with Section 4.2, START formally corresponds with ξ = ∞
and END formally corresponds with ξ = 0. At the START, nothing is known about the
summary statistic of interest, but once the END is reached, by estimating Q0, Q1 and
Q2, we have an unbiased estimate of the summary statistic.
Of course, it is also possible to construct a multi-level implementation that skips a
level out, thereby taking ξ = [0.1] or ξ = [0.05]. As always, the DM can also be
used to estimate Q. These three further scenarios can be represented on a graph by
including additional edges:
START ξ = 0.1 ξ = 0.05 ENDQ0 Q1 Q2
·
·
·
Therefore, every implementation of the multi-level method corresponds with a set of
edges that trace a path from START to END.
Step three. The purpose of representing multi-level configurations as a graph is
to help us choose suitable values of ξ0 > ξ1 > . . . . Therefore, each edge, e ∈ E,
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will be assigned a length (or, alternatively, weight). The length is calculated with
the following procedure. First, note that the computational cost of the multi-level
method, C, is given by Equation (3.13), which can be stated in the convenient form
of
C ∝
(L+1∑
`=0
√
k`
)2
, (4.13)
where the relative cost of each level3 is given by k` := σ
2
` · C`. To minimise the
total computational cost given by Equation (3.13), it is sufficient to minimise the
square-root of the total computational cost,
√
C ∝
L+1∑
`=0
√
k`.
We will assign values for ξ0, ξ1, . . . so that
√C is minimised.
Define the length (or weight) associated with a given edge to equal
√
k = σ` ·
√C`,
where σ` and C` are determined through a number of trial simulations4. We call
√
k
the rooted relative cost (RRC) of the (sub)-estimator; this quantity represents the
contribution of the estimator to
√C. For Case Study 5, G can be drawn as5
START ξ = 0.1 ξ = 0.05 END2.51 0.86 1.54
4.26
2.17
134.35
Step four. We now return to the complete problem. Our graph now contains a
3As mentioned in Chapter 3, the relative cost of a level indicates the contribution of the level to
the total computational time given by Equation (3.13). Recall that C` is the CPU time required to
generate a single sample path on level `, whilst σ2` indicates the sample variance.
4The number of simulations required will depend on the problem of interest.
5Therefore, in this diagram, we work with the mesh Ξ̂ = {0.1, 0.05}.
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vertex for each ξ ∈ Ξ̂, where Ξ̂ = {0.01, 0.02, 0.03, . . . , 0.99}, and edges between each
pair of vertices6. We search over this larger graph. We draw a path along the edges
from START to END. As explained in step three, we want to draw the path with the
minimal value of
∑L+1
`=0
√
k` (i.e.
√C). Note that the chosen path will comprise a
total of L+ 2 edges.
This problem is effectively a minimum length problem: we seek the minimum length
path from START to END. A range of suitable algorithms can be implemented to find
such a path. We use Dijkstra’s Algorithm as it is relatively straightforward to imple-
ment [98], and note that performance can be improved through the use of methods
such as the A∗ algorithm [99]. The Dijkstra algorithm is stated as Algorithm 4.3.
Algorithm 4.3: The Dijkstra algorithm finds the shortest path from a source to a target.
Require: graph, G, and source, s, and target, t
1: for each vertex v in G \ s do
2: set dist[v] ←∞ and previous[v] ← undefined
3: end for
4: set dist[s] ← 0 and let Q← {v ∈ G}, the set of vertices
5: while Q 6= ∅ do
6: set u← argminw∈Qdist[w], and delete u from Q
7: for each neighbour v of u do
8: α← dist[u] + length[u, v]
9: if α < dist[v] then
10: set dist[v]← α and previous[v]← u
11: end if
12: end for
13: end while
14:
15: let S ← empty sequence and set u← t
16: while prev[u] is defined do
17: insert u at the start of S and u← previous[u]
18: end while
19: insert u at the start of S
20: return S
6In other words, the graph is complete.
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We are now in a position to illustrate our method with an example.
4.5.1 Illustrating automatic selection
Case Study 5. We seek to choose ξ0 > ξ1 > · · · > ξL to minimise the total CPU
time required to estimate Q = E[X3(30)] (to a suitable level of statistical accuracy).
The procedure that we follow with Case Study 5 is as follows:
• we use the CGP method (Section 4.3.2) to choose τ , so we take Ξ = (0, 1);
• the range Ξ is discretised as Ξ̂ = {0.01, 0.02, . . . , 0.99}.
• the vertices START, ξ = 0.99, . . . , ξ = 0.01, and END are placed in graph G.
• a number of simulations (we tookN = 1000 as this allows detailed investigations
to be undertaken) are used to estimate the length of each edge in graph G.
• the Dijkstra algorithm finds the shortest path from START to END.
Our method suggests that ξ = [0.18, 0.03] is a suitable control parameter ensemble.
In total, the Dijkstra algorithm chose the best option out of 299 possible choices of ξ.
We now conduct multi-level simulation with ξ = [0.18, 0.03] and compare our results
with the trial-and-error approach adopted in Figure 4.6. The complete multi-level
algorithm is run a total of 1000 times to study its computational performance. On
average, the multi-level method takes 68.8 seconds of CPU time to run. This rep-
resents a factor 27.6 speed-up over the SSA. In Figure 4.7, a histogram shows the
simulation times taken by different iterations of the multi-level method with our fixed
choice of ξ = [0.18, 0.03]. The 10-th and 90-th percentile CPU times correspond to
65.4 and 72.3 seconds, respectively.
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Figure 4.7: The simulation time required to estimate E[X3(30)] of System (4.1) using an
adaptive multi-level method with ξ = [0.18, 0.03] is shown as a histogram.
4.5.2 Towards a lightweight algorithm
Ultimately, the automatic selection procedure outlined in Section 4.5 has a computa-
tional cost. The computational burden of an in-depth and accurate search procedure
could be significant, and this cost needs to be weighed against the benefits of us-
ing a particularly efficient choice of ξ. In particular, we show that a less-exhaustive
procedure for choosing ξ can be carried out quickly, and can deliver acceptable com-
putational performance.
If the discretisation, Ξ̂, contains D points, then there are D potential base estimates
(see Section 4.2.1), as well as
(D
2
)
potential correction estimates (see Section 4.2.2),
and D potential final estimates (see Section 4.2.3) to consider. For each of the afore-
mentioned estimators the RRC,
√
k, is estimated with simulated data. This step
dominates the computational cost of the optimisation procedure. For completeness,
we note that the Dijkstra algorithm has a computational cost of O(|V |2) (where |V |
counts the number of vertices; if a binary heap or similar is implemented, then the
order of the method reduces): in our case, the Dijkstra algorithm will have order
O(D2). For the case studies that we consider, the cost of running the actual Dijkstra
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algorithm itself is negligible.
Therefore, it is reasonable to choose a suitable, but coarsened discretisation of Ξ to
work with. We start by considering the following choice of Ξ̂ for Case Study 5:
Ξ̂ = {0.02, 0.06, 0.10, 0.14, . . . , 0.98}.
Then, we will start preparing the information needed to construct the graph defined
in Section 4.5.1. We start by estimating the values of
√
k0, the RRC of the base-
level. Different values of ξ ∈ Ξ̂ are tested in increasing order, and values for √k0 are
calculated.
0.3
0.26
0.22
0.18
0.14
0.1
0.06
0.02
START END
Figure 4.8: A graph that represents the adaptive multi-level method is shown. The dashed
edges represent possible estimators, Q·, that might be included in a multi-level method.
Based on a number of preliminary simulations, a minimal cost multi-level algorithm is
shown with solid lines.
In this case,
√
k0 starts increasing when larger values of ξ are used. Increases in ξ
are expected to reduce the simulation time, but as
√
k0 is increasing, this means that
the variance, σ2, is increasing. An increase in σ2 would, for example, be consistent
with the tau-leap method becoming numerically unstable with such choices of ξ. For
122
this case study, Ξ̂ can safely be restricted (details not shown) to the following eight
choices:
Ξ̂ = {0.02, 0.06, 0.10, 0.14, 0.18, 0.22, 0.26, 0.30}.
The values of
√
k`, the RRCs of the tau-leap correction terms, are next to be esti-
mated. There are a total of 28 quantities to be estimated at this step. Finally, the
values of
√
kL+1, the RRCs of the final terms, are estimated.
Lightweight searching. The estimates for
√
k0 are completed within 1.1 seconds.
In each case, N = 100 samples were used. The estimates for √k` took 10.1 seconds;
again, N = 100 samples were used. The final terms (i.e. √k`+1) were estimated
using N = 50 samples, and this step required 27.8 seconds. This makes for a total
computational cost of 39.0 seconds.
The Dijkstra algorithm is run to optimally choose ξ from the range of possibilities,
Ξ. The vertices are given by Ξ̂, and the length between vertices,
√
k, is as calculated
above. The CPU time taken by the Dijkstra algorithm is trivial (0.17 seconds). An
example of such a graph is shown in Figure 4.8. Based on the estimated values of
the RRCs, in this case, the optimal control parameter ensemble is given by ξ =
[0.18, 0.02].
The optimal choice of ξ will obviously depend on the estimated values of the RRCs,
√
k`. Relatively few samples have been used to estimate each RRC, and so different
optimisation profiles are to be expected every time the algorithm is run with a different
random seed. In Figure 4.9, we show what happens when the lightweight searching
method is run a total of 1000 times. From these 1000 optimisations, a total of 17
different choices of ξ are made (this quantity is out of a total of 28 = 256 theoretical
possibilities for ξ), but the two most prevalent choices, ξ = [0.18, 0.02] and ξ =
[0.14, 0.02], together account for over half the runs of the search algorithm.
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ξ = [0.18, 0.02]
28.7
ξ = [0.14, 0.02]
26.8
ξ = [0.22, 0.06, 0.02]
13.0
ξ = [0.18, 0.06, 0.02]10.2
ξ = [0.22, 0.10, 0.02]
5.7
ξ = [0.22, 0.02]
3.5
ξ = [0.10, 0.02]
3.1
Other
9.1
Figure 4.9: The choices of ξ proposed by the lightweight search method for use with Case
Study 5 are shown. The search procedure was repeated 1000 times.
Improving algorithmic efficiency. As highlighed at the start of this section, we
have sought to deliver immediate insights into the effects of different choices of ξ. We
have already mentioned that the A∗ algorithm can be used to improve computational
performance; we now note that this is a consequence of the A∗ algorithm making use of
a heuristic to efficiently search through the graph structure. It might also be possible
to emulate the algorithmic performance with a suitable Gaussian Process, and then
make use of Bayesian optimisation to ensure that the algorithm runs quickly [100]. A
geometrically-spaced mesh over the set of possible control parameters could be tested
for efficacy. Further directions for future improvement are detailed in Santner et al.
[101].
We now demonstrate the computational performance of the multi-level method, when
parametrised by the lightweight search method. The estimation of the RRC values
and the running of the Dijkstra algorithm take an average of 39.2 seconds to complete.
Then, having run the search method 1000 times, we proceed to use each search result
to run the multi-level method. On average, 72.6 seconds are spent performing the
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multi-level simulation. This means that, from start to finish, the algorithm takes, on
average, a total of 111.8 seconds to run. If we take into account the CPU time taken
to choose ξ, the multi-level method is 17 times faster than the DM.
The CPU time spent on the core simulation component of the multi-level method is
detailed in Figure 4.10. Figure 4.10 also shows how the choice of ξ affects the multi-
level simulation time. The most prevalent choice of ξ, ξ = [0.18, 0.02] also leads to the
best average (simulation-only) CPU time, of 70.0 seconds. The second most prevalent
choice of ξ, ξ = [0.14, 0.02], leads to the second-best (simulation-only) average time,
that of 71.4 seconds, and the third most prevalent choice, ξ = [0.22, 0.06, 0.02], gives
the fourth best (simulation-only) time at 72.9 seconds.
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Figure 4.10: The simulation time required to estimate Q of Case Study 5 using an adap-
tive multi-level method is shown as a histogram. The choice of ξ has been made by the
lightweight method; different colours show the effect of different choices of ξ. The prevalence
of each choice of ξ is indicated in Figure 4.9.
4.5.3 Further numerical results
The lightweight searching method is now applied to Case Study 6. We take Ξ̂ to be
Ξ̂ = {0.02, 0.10, 0.18, 0.26, 0.34, 0.42, 0.50, 0.58, 0.66, 0.74, 0.82, 0.90, 0.98}.
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We estimate E[X3(100)], to within a 95% confidence interval of semi-length 2.5, a
total of 1000 times. In each case, an ensemble, ξ, is first chosen from the set Ξ̂, and
the relevant multi-level algorithm is then run to completion.
ξ = [0.74, 0.18, 0.02]
4.5
ξ = [0.9, 0.18, 0.02]
4.3
ξ = [0.82, 0.18, 0.02]
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ξ = [0.82, 0.26, 0.02]
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ξ = [0.9, 0.26, 0.02]
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Other
75.4
Figure 4.11: The choices of ξ proposed by the lightweight search method for use with Case
Study 6 are shown. The search procedure was repeated 1000 times.
After running the lightweight searching algorithm a total of 1000 times, a total of 108
different choices of ξ are proposed. Therefore, 98.7% of the 213 = 8192 theoretically
possible choices of ξ have been eliminated. In Figure 4.11, we show the distribution
of the chosen ensemble, ξ. For this case study, no single ensemble accounts for more
than 5% of the total.
The estimation of the RRC values and the running of the Dijkstra algorithm take an
average of 95.6 seconds to complete. Then, for each of the 1000 values of ξ chosen by
the search method, we run the multi-level method. On average, 109.3 seconds of CPU
time are spent on the core multi-level simulation algorithm. The CPU time spent on
the core simulation component of the multi-level method is detailed in Figure 4.12.
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Thus, by also taking into account the CPU time required to choose ξ, we arrive at
an overall average CPU time of 204.9 seconds. Therefore, on an all-inclusive basis,
the multi-level method is 69 times faster than then DM.
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Figure 4.12: The simulation time required to estimate Q using an adaptive multi-level
method is shown as a histogram. The choice of ξ has been made by the lightweight method.
4.6 Discussion
In this section, the results described in this chapter are examined in further detail,
and a number of areas of particular interest are identified. This chapter is then drawn
to a close with a number of conclusions.
4.6.1 Negative population values
In Section 2.4 it was mentioned that, occasionally, the tau-leap method generates
non-physical, negative population values. Some authors have seen adaptive time-
step methods as a means to avoid this problem. For example, algorithms have been
described to minimise the probability of a population being driven negative [66, 67],
and these tau-choosing methods can be implemented with the adaptive multi-level
method.
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A population is driven negative when more reactants than there are available are
consumed during a time-step of the tau-leap method. Even with the most careful
tau-choosing method, it is impossible to exclude completely the risk of a negative
population being reached.
When a population reaches a negative value at one time-step, then one or more neg-
ative propensities are typically observed at the following time-step. Poisson variates
cannot accept negative propensities as parameters: this simply does not accord with
our understanding of the Poisson process7. The following time-step can therefore only
be completed if the propensity is adjusted in some way. For the multi-level method,
we can introduce boundary conditions to ensure that the tau-leap method sample
paths never reach negative population values. We now explain how to implement
these boundary conditions, so that the telescoping sums (4.3) and (4.4) can be used
to estimate the required summary statistic, Q.
As the following, commonly-overlooked example shows, boundary conditions need to
be carefully considered before they are introduced.
Example 4.3. Consider the reaction network given by the following two reaction
channels:
R1 : 2A −→ 3A; R2 : 3A −→ 2A.
Let X represent the population of A, and the initial condition be X(0) = 10. Clearly,
X = 1 and X = 0 represent non-negative population states. However, the propensity
of R2, a2(X) is proportional to X(X − 1)(X − 2), and therefore zero for 0 ≤ X ≤ 2.
Thus, taking into account the initial condition, the population states X = 0 and X =
1 should be impossible to obtain. The minimum achievable population is Xmin = 2.
7Recall from Chapter 2 that a Poisson process counts the number of ‘arrivals’ that take place at
a given, non-negative rate.
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Therefore, for each tau-leap method sample path, Zh(ξ,·), just before the propensities
are updated we enforce the boundary condition: if X < Xmin, then set X ← Xmin.
This procedure must be consistently followed in Algorithms 2.3, 3.1, 3.2, 4.1, and 4.2
to ensure that the telescoping sums given by Equations (4.3) and (4.4) reduce to Q.
Our example hints at the deeper problem of ‘reachability’. Given two state vectors,
X and X ′, it often is not clear whether, by starting from X and firing a number of
reactions, that stateX ′ can subsequently be reached [9]. This non-trivial problem can
be studied in greater detail by representing the reaction network as a Petri net [102],
and making use of existing algorithms for determining the reachability of different
system states [103]. The concern is that the tau-leap method might not respect the
‘reachability’ rules of a given reaction network; however, this causes us no practical
difficulties, and the telescoping sums given by Equations (4.3) and (4.4) indeed reduce
to Q.
4.6.2 Computational matters
We now compare the computational cost of the adaptive tau-leap coupling method
with the fixed time-step coupling method. To draw such a comparison, we will need
to consider two pairs of sample paths – one pair generated with an adaptive step
method, and the second pair being generated with the fixed time-step method. Each
pair comprises a coarse and a fine sample path, and, to compare the two competing
coupling methods, we assume that both coarse sample paths (one from each pair)
were generated with a similar number of time-steps. Furthermore, we assume that
both fine sample paths (again, one from each pair) comprise a similar number of
time-steps. With these assumptions, we see that the CPU time taken by the adaptive
tau-leap coupling method to generate a pair of sample paths (Algorithm 4.1) is higher
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than the time taken by the comparable fixed time-step tau-leap method (Algorithm
3.1) to generate a comparable pair of sample paths.
The reason is as follows: where the fixed time-step method is used, the time-steps of
the fine resolution paths can be neatly nested inside the coarse paths’ time-steps. The
total number of steps taken by the algorithm is equal to the number of fine resolution
steps, which is the maximum number of time-steps taken within the pair of sample
paths. However, with the adaptive time-stepping method described as Algorithm
4.1, there is no neat nesting, and time-steps almost surely do not co-incide. The
overall number of steps is therefore equal to the sum of the number of coarse and fine
time-steps.
However, for the reasons outlined in Section 4.1.3, the adaptive algorithm allows us
to generate more accurate paths with fewer time-steps, and it is for this reason that
the adaptive multi-level scheme is able to estimate summary statistics of stiff reaction
networks effectively.
4.6.3 Conclusion
The multi-level method provides impressive time savings by combining a number of
SSAs in an efficient manner to generate system statistics of interest. However, the
original formulation of the algorithm required each sample path to be generated using
a fixed value of τ , and each of the levels to be nested, in the sense that τ` = τ`−1/M
where M∈ {2, 3, . . . }.
In this chapter we have shown how to extend the multi-level method to remove these
restrictions, and hence make it applicable to the study of systems where reaction
activity varies substantially on the time-scale of interest. We have demonstrated the
efficiency of our method using two example systems, and in each case used the CGP
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method to define the adaptive choice of τ . However, our algorithm is general in the
sense that it can accommodate almost any method for choosing τ adaptively.
Further, we have described an automated technique for implementing the adaptive
multi-level method, so that user input is minimised and computational efficiency is
improved.
In the following chapter, a new method for generating the sample paths on the correc-
tion levels, ` = 1, . . . ,L, is set out. This new approach leads to lower CPU times, and
a more robust multi-level method. We also investigate the possibility of constructing
an R-leap variant of the multi-level method.
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Chapter 5
Robust Multi-level Methods
In this chapter, we revamp the fixed time-step multi-level method. Compared with
the multi-level implementation presented in Chapter 3, our re-designed method will
be more robust, reliable and computationally efficient. Broadly speaking, the aims of
this chapter are realised under two headings. Firstly, we use a new variance reduction
technique for generating tau-leap sample paths on the correction levels. Secondly, we
investigate and explore the possibility of using R-leaping with the multi-level method.
5.1 Introduction
In Chapter 3, we described the multi-level method due to Giles [46], and Ander-
son and Higham [47]. We explained that a summary statistic of interest, Q, is re-
written as a sum of (sub)-estimators, Q0, . . . ,QL (+1). Each sub-estimator, Q` (for
` = 0, . . . ,L (+1)1), is independently estimated with an SSA, and the estimates are
summed up to arrive at an estimate of Q. For this chapter, we focus our efforts in two
directions: firstly, we will implement the Common process method (the ‘CPM’), which
allows us to estimate Q1, . . . ,QL with a lower variance than that seen in Chapter 3;
1As before, ‘(+1)’ indicates whether or not an unbiased estimator is calculated.
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and, secondly, we show that we can also derive an R-leap variant of the multi-level
method. Each aim is now introduced.
5.1.1 Introducing the Common process method
In Chapter 3, we explained that there are three types of level in the unbiased multi-
level method: ` = 0 refers to the base level, ` = 1, . . . ,L refers to the correction levels,
and ` = L+ 1 refers to the final correction level. The multi-level method is efficient,
because, for levels, ` = 1, . . . ,L + 1, we can use variance reduction techniques to
reduce the CPU time required to estimate the required quantities. From Equation
(3.13), we recall that the total simulation time is given by
1
ε2

L(+1)∑
`=0
√
C` · σ2`

2
.
For each level `, σ2` is the sample variance of level `, and C` is the CPU time required
to generate each sample value. By reducing σ2` (for ` = 1, . . . ,L (+1)), the overall
simulation time can potentially be reduced.
In Chapter 3, we used the variance reduction method described by Anderson and
Higham [47] to implement the multi-level method. We will call that method the ‘Split
propensity method’ (the ‘SPM’). In Section 5.2, we will outline the ‘Common process
method’ (the ‘CPM’). We will argue that the CPM can, under appropriate conditions,
provide better performance than the SPM. The CPM has, to our knowledge, yet to
be used in a multi-level setting, but the CPM framework has previously been used to
provide low-variance estimators for parameter sensitivity analysis [104].
5.1.2 Introducing the R-leap multi-level method
Thus far, we have only attempted to build a multi-level estimator by using the tau-
leap method. The R-leap method is an alternative method for generating approximate
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sample paths of a chemical reaction network. As outlined in Chapter 2, at each step of
the R-leap method, a fixed number of reactions are fired, with the precise combination
of reactions and the time-step determined by random variates.
In this chapter, we develop an R-leap formulation of the multi-level algorithm, and
we compare its numerical performance with a tau-leap formulation of the multi-level
method.
5.1.3 Outline
This chapter is arranged as follows: in Section 5.2 we present the CPM variance
reduction method for tau-leaping processes (the first aim of this chapter). The CPM
is compared numerically with the SPM method in Section 5.3. A new multi-level
framework that is built on the R-leap mechanism is set out and tested numerically in
Section 5.4 (the second aim of this chapter). Our methods are discussed in detail in
Section 5.5.
5.2 Common process method
In this section, we present the CPM variance reduction method. As mentioned, the
CPM has been previously used to produce low variance estimates for parametric
sensitivities of well-mixed, CME models [104].
As with the SPM, the CPM involves the coupling of two tau-leap processes that
are required to provide sample paths for Zτ` and Zτ`−1 , so that we can efficiently
estimate Q`, where ` = 1, . . . ,L. As before, we will refer to a pair of sample paths as
comprising a ‘coarse’ (referring to Zτ`−1) and a ‘fine’ (referring to Zτ`) sample path.
Our variance reduction method will use the same random input, as far as possible,
for both Zτ` and Zτ`−1 , in the manner we now set out.
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5.2.1 Estimating Q`, where ` = 1, . . . ,L+ 1
We use the RTCR provided by Equation (2.17) to represent the processes Zτ` (a tau-
leap sample path with time-step τ`) and Zτ`−1 (a tau-leap sample path with time-step
τ`−1):
Zτ`(T ) = Zτ`(0) +
K∑
k=0
M∑
j=1
Yj (P`,k−1,j, P`,k,j) · νj; (5.1)
Zτ`−1(T ) = Zτ`−1(0) +
K′∑
k=0
M∑
j=1
Yj (P`−1,k−1,j, P`−1,k,j) · νj, (5.2)
where
P`,k,j =
k∑
k′=0
aj(Zτ`(τ` · k′)) · τ`, (5.3)
and the Yj (for j = 1, . . . ,M) are unit-rate Poisson processes. The CPM method can
produce a low variance estimate for Q` by using the same set of M Poisson processes,
i.e. Y1, . . . ,YM , for both sample paths Zτ` and Zτ`−1 .
This CPM scheme can be implemented by essentially running the tau-leap algorithm
twice. We explain the procedure in detail in the following paragraphs, but the method
can be summarised as follows:
• during the first phase, we simulate a sample path Zτ` with time-step τ`. In
doing so, the total number of times each Poisson process, Yj (for j = 1, . . . ,M),
has fired over each time-step is stored into memory (see Section 5.2.1.1);
• during the second phase, we simulate a sample path Zτ`−1 , making use of the
Poisson processes stored in memory and using interpolation (as phases one and
two will use distinct time-steps) as required (see Section 5.2.1.2).
A sample path for process Z` will be simulated according to the pseudo-code provided
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in Algorithm 5.1; a sample path for process Zτ`−1 will be simulated according to
Algorithm 5.2.
Our algorithms differ substantially from the CPM methods developed to estimate
parameter sensitivities. The previous parameter sensitivity analysis usage [104] of
the CPM results in each reaction being individually fired. In this chapter, we devise
a CPM method that works with the tau-leap method, which means that multiple
reactions must be concurrently fired. We now set out the details of the simulation
procedures.
5.2.1.1 Phase one: simulating Zτ`
We first explain how to simulate a sample path of the tau-leap process Zτ` . We use
the RTCR as a starting point. At time t = 0, the population is equal to the initial
condition, Z(0). The populations at later times, t = k · τ` (for k = 1, 2, . . . ), are
given by Z(k · τ`). By setting k = 1, 2, . . . , the value of Z(k · τ`) can be recursively
calculated according to Equation (2.18), that is
Zτ`(k · τ`) = Zτ`((k − 1) · τ`) +
M∑
j=1
Yj (P`,k−1,j, P`,k,j) · νj.
Recall that the quantity Yj (P`,k−1,j, P`,k,j) represents the number of arrivals of the
unit-rate Poisson process Yj over the interval (P`,k−1,j, P`,k,j]. The value of Yj
(
P`,k−1,j,
P`,k,j
)
is Poisson distributed with parameter P`,k,j − P`,k−1,j. Note that, by Equation
(2.14),
P`,k,j − P`,k−1,j = aj(Zτ`(k · τ`)) · τ`.
Thus, the number of times reaction Rj fires over the time span ((k − 1) · τ`, k · τ`] is,
as expected, given by the Poisson random variate, P(aj(Zτ`(k · τ`)) · τ`).
The tau-leap method provided in Algorithm 5.1 is implemented. At each step of the
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Algorithm 5.1: Phase one of the CPM-coupled tau-leap method. This simulates a single
fine sample path, and records partial details of the Poisson processes associated with each
reaction channel.
Require: initial conditions, Z(0), time-step, τ , and terminal time, T .
1: set Z ← Z(0) and set t← 0
2: while t < T do
3: for each Rj do
4: calculate propensity value aj(Z)
5: generate Kj ∼ P(aj(Z) · τ)
6: add the tuple 〈aj(Z) · τ,Kj〉 to the end of ordered list Fj
7: end for
8: set Z ← Z +∑Mj=1Kj · νj and set t← t+ τ
9: end while
algorithm (k = 1, 2, . . . ), we will store the tuple 〈aj(Zτ`(k · τ`)) · τ,Kj〉, where Kj
describes the number of times reaction Rj occurs over the time-step. The tuple is
stored in an ordered list Fj. The ordered list Fj therefore stores details of the arrivals
of the unit-rate Poisson process Yj. We give an example of a list, Fj:
Example 5.1. Suppose that Fj = {〈2.1, 3〉, 〈4.0, 7〉, 〈1.7, 3〉, . . . } . This means that
we know that over the interval (of the unit-rate process) (0.0, 2.1], there were three
arrivals in the unit-rate Poisson process Yj. We also know that there were seven
arrivals over the interval (2.1, 6.1]. Thus, over the interval (0.0, 6.2], a total of ten
arrivals were observed. 
Therefore, the ordered lists Fj, for j = 1, . . . ,M , provide only partial information
about the arrivals of the unit-rate Poisson process Yj. Each ordered list, Fj, contains
information about the total number of arrivals between specific positions, but does
not contain information about the precise time at which each arrival is observed.
Additional details will therefore be generated when they are needed for the coarse
path. In the next section, we show how to use these ordered lists to generate a sample
path of the process Zτ`−1 according to the CPM.
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5.2.1.2 Phase two: simulating Zτ`−1
The CPM method uses the same unit-rate Poisson process, Yj, to fire the Rj reactions
in each of Z` and Zτ`−1 . Therefore, in this section we describe how to generate a
sample path of process Zτ`−1 using the information stored in the ordered lists, Fj (for
j = 1, . . . ,M). As summarised above, the ordered list, Fj, contains only an outline
of the Poisson process, Yj (for j = 1, . . . ,M), and further details of these Poisson
processes need to be filled in as required. The population of Zτ`−1 is determined by
setting k = 1, 2, . . . , and recursively calculating
Zτ`−1(k · τ`−1) = Zτ`−1((k − 1) · τ`−1) +
M∑
j=1
Yj (P`−1,k−1,j, P`−1,k,j) · νj.
From the ordered list Fj we can directly read off the number of arrivals of the Poisson
process Yj at positions P`,0,j, P`,1,j, . . . , P`,k−1,j (for j = 1, . . . ,M). At other positions,
interpolation will be required. We use the following two facts to interpolate the
Poisson process:
Fact 3. If there are K arrivals over the interval (α, γ) then, for β between α and γ,
the number of arrivals over the interval (α, β) is binomially distributed2
B
(
K, β − α
γ − α
)
. (5.4)

Fact 4. If there are K1 arrivals over the interval (α, γ), and K2 arrivals over the
interval (γ, β), then interpolation using Fact 3 must be individually performed on the
intervals (α, γ) and (γ, β). Fact 3 cannot be directly applied to the entire interval
(α, β) with K1 +K2 arrivals. 
2This follows as the K arrivals are uniformly distributed over (α, γ).
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Facts 3 and 4 provide all the tools needed for Monte Carlo simulation. We first
illustrate interpolation of a Poisson process with an example; pseudo-code is then
provided in Algorithm 5.2.
Example 5.2. We return to our earlier example of an ordered list, Fj = {〈2.1,
3〉, 〈4.0, 7〉, 〈1.7, 3〉, . . . }. Suppose we wish to determine Yj(0.0, 5.0], the number
of arrivals in the unit-rate Poisson process by (normalised) time 5.0. We first apply
Fact 4: there are three arrivals over the time span (0.0, 2.1], and we need to determine
how many further arrivals are observed over the time span (2.1, 5.0]. We apply Fact
3 as follows: over the interval (2.1, 6.1] there are seven arrivals, and we want to know
how many of these arrivals occur inside the sub-interval (2.1, 5.0]. A binomial variate,
B(7, 2.9/4), is generated to interpolate the Poisson process. 
5.2.2 Estimating QL+1
The final estimator, QL+1, couples a tau-leap process ZL (with time-step τL), with an
exact process, X. The CPM implementation is outlined in the following paragraph:
To simulate a sample path of the exact process, X, every reaction must be individ-
ually simulated. Therefore, we will need to determine every required arrival time of
each Poisson process, Yj. The arrival times of each Poisson process are then saved
into memory; the same set of Poisson processes is then used to generate a sample
path for ZτL , the tau-leap process with time-step τL. A range of algorithms can be
satisfactorily implemented to simulate the sample paths. We will adapt the Modified
next reaction method (MNRM), as described by Anderson [63]. The CPM proceeds
in two phases that can be outlined as follows:
• during the first phase, a sample path for process X is generated using the
MNRM. The waiting times of each Poisson process Yj (for j = 1, . . . ,M) are
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Algorithm 5.2: Phase two of the CPM-coupled tau-leap method. This simulates a single
coarse sample path from the Poisson processes stored during phase one.
Require: initial conditions, Z(0), time-step, τ , ordered lists Fj (with j = 1, . . . ,M)
and terminal time, T .
1: set Z ← Z(0) and set t← 0
2: while t < T do
3: for each Rj do
4: calculate propensity value aj(Z)
5: set P ← 0, K ← 0
6: while P < aj(Z) · τ do
7: if Fj = ∅ then
8: break
9: else
10: read and then delete (P ′, K ′) from the front of Fj
11: set P ← P + P ′ and K ← K +K ′
12: end if
13: end while
14: if P > aj(Z) · τ then
15: generate K ′ ∼ B(K ′, (P − aj(Z) · τ)/P ′)
16: set Kj ← K −K ′
17: add the tuple 〈P − aj(Z) · τ,K ′〉 to the front of ordered list Fj
18: else if P < aj(Z) · τ then
19: generate K ′ ∼ P(aj(Z) · τ − P )
20: set Kj ← K +K ′
21: else
22: set Kj ← K
23: end if
24: end for
25: set Z ← Z +∑Mj=1Kj · νj and t← t+ τ
26: end while
recorded in an ordered list3, Fj (Algorithm 5.3);
• during the second phase, a sample path for process Z is generated using the
MNRM. The waiting times for Poisson process Yj are determined using ordered
list Fj (see Algorithm 5.4).
3For ` = L + 1, the ordered list Fj contains only numbers that correspond to the individual
arrival times; but where ` = 1, . . . ,L, the list contains tuples.
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5.3 Numerical experiments
In this section, we consider three representative case studies. In each case, we will
test our two tau-leap based multi-level coupling methods: the SPM and the CPM.
We will also compare the SPM and CPM implementations of the multi-level method
with the regular DM.
Algorithmic performance will depend on the chosen algorithm parameters: L, M
and τ0. A simple search procedure can easily discard clearly inefficient algorithm
parameter choices, leaving us with a range of possible values for L, M and τ0 that
should be investigated in greater detail. By using the algorithm parameters earmarked
for further investigation, we compare the computational performance of the SPM and
CPM variance reduction methods on the multi-level method. In each case study, we
Algorithm 5.3: Phase one of CPM-coupled DM and tau-leap method. This simulates a
single, exact sample path, and records the Poisson processes associated with each reaction
channel.
Require: initial conditions, X(0) and terminal time, T .
1: set X ←X(0), and set t← 0
2: for each Rj, set Aj ← 0, generate Tj ← Exp(1), and store Tj as the first element
of Fj
3: loop
4: for each Rj, calculate propensity values aj(X) and calculate ∆j as
∆j =
Tj − Aj
aj
5: set ∆← minj ∆j, and k ← argminj∆j
6: if t+ ∆ > T then
7: break
8: end if
9: set X(t+∆)←X(t)+νj, set t← t+∆, and for each Rj, set Aj ← Aj+aj ·∆
10: generate u ∼ Exp(1), then set Tk ← Tk + u and append u to end of Fk
11: end loop
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Algorithm 5.4: Phase two of the CPM-coupled DM and tau-leap method. This simulates
an approximate sample path from the Poisson processes stored during phase one.
Require: initial conditions, Z(0), terminal time, T , and ordered lists, Fj (j =
1, . . . ,M)
1: set Z ← Z(0), t← 0, t∗ ← τ
2: for each Rj, set Aj ← 0
3: for each Rj, set Tj to be the first element of list Fj, then delete the first element
of Fj
4: for each Rj, calculate propensity values aj(Z)
5: loop
6: for each Rj, calculate ∆j as
∆j =
Tj − Aj
aj
(5.5)
7: set ∆← minj ∆j, and k ← argminj∆j
8: if t+ ∆ > T then
9: break
10: else if t+ ∆ > t∗ then
11: set t← t∗, and t∗ ← t∗ + τ
12: for each Rj, set Aj ← Aj + aj · (t∗ − t), then recalculate propensity aj
13: else
14: setZ(t+∆)← Z(t)+νk, set t← t+∆, and for eachRj, set Aj ← Aj+aj ·∆
15: if Fk 6= ∅ then
16: let u be the first element of Fk: set Tk ← Tk + u, and then delete the
first element of Fk
17: else
18: generate u ∼ Exp(1), then set Tk ← Tk + u
19: end if
20: end if
21: end loop
use the unbiased multi-level method to estimate an important summary statistic of
the system.
5.3.1 A gene regulatory network
Case Study 2. We return once again to Case Study 2, a model of gene expression
that has been used previously to test the multi-level method by Anderson and Higham
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[47]. The reaction network is stated as:
R1 : ∅ 25−→ M ; R2 : M 1000−−→ M + P ; R3 : P + P 0.001−−−→ D;
R4 : M
0.1−→ ∅; R5 : P 1−→ ∅.
We use the multi-level method to estimate E[X3(1)], testing both the SPM and CPM
implementations of the method. In Figure 5.1, we show the average CPU time taken
by the respective multi-level method implementations. The values of L, M and
τ0 are varied; each average is computed over 100 test runs of the complete multi-
level algorithm. Our fastest CPM configuration takes, on average, 120.9 seconds to
estimate the dimer population (using M = 2, τ0 = 1/8 and L = 7), and our most
efficient SPM implementation takes, on average, 156.5 seconds to estimate the same
quantity (using M = 3, τ0 = 1/9 and L = 5). For System (2.10), our most efficient
SPM-implementation of the multi-level method therefore takes approximately 29%
longer to run than the comparable CPM implementation. In fact, for each test case
that we considered, when compared with the CPM, the SPM implementation requires
more CPU time to estimate the required summary statistic.
Whilst the CPM implementation can reduce the average duration of multi-level Monte
Carlo simulation, another key benefit is that its run-time is far more predictable than
the run-time of the SPM implementation. The black lines in Figure 5.1 indicate the
range occupied by the 10-th to 90-th percentiles of the total CPU time. It is clear
that the CPU times of the CPM implementation are very tightly clustered around
the mean CPU time, whilst, for the SPM, the CPU times are of a higher variance.
Moreover, the lower run-time of the CPM means that, even if a sub-optimal set of
algorithm parameters is used, then the effect on the CPU time required is somewhat
limited.
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Figure 5.1: The average CPU time required by the multi-level method to estimate E[X3(1)]
for System (2.10). We vary M and L; the estimator is unbiased. The black bars indicate
the range occupied by the 10-th to 90-th percentiles of the data. The values of τ0 are:
M = 2⇒ τ0 = 1/8; M = 3⇒ τ0 = 1/9; M = 4⇒ τ0 = 1/16 and M = 5⇒ τ0 = 1/5.
To compare the SPM with the CPM in more detail, we will need to concentrate on
specific values of τ0, M and L. We will not hand-pick algorithm parameters that
give the CPM any potential advantage over the SPM. We take τ0 = 1/9, M = 3
and L = 5. With the aforementioned algorithm parameters, the CPM multi-level
algorithm takes an average of 136.0 seconds to run (15.1 seconds slower than the
fastest CPM configuration), whilst the SPM method runs in an average of 156.5
seconds (the fastest SPM configuration). In this case, the SPM takes approximately
15% longer to run than the CPM method.
In Figure 5.2, we show the empirical mean, sample variance, kurtosis and CPU time
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Figure 5.2: The expected mean, sample variance, normalised kurtosis and CPU time for
each level ` in our multi-level simulator for System (2.10). We have taken τ0 = 1/9,M = 3
and L = 5, and used 105 sample paths on each level. Note that the mean values for the
SPM and CPM shown in the upper-left diagram overlap.
of each level estimator, Q`, when each of the SPM and CPM are used. The same
base level (` = 0) is used for the SPM and CPM. The variances, σ2` , of the CPM
are substantially lower than the SPM variances, but the CPU time taken to generate
each sample, C`, is typically higher. For the higher levels, the use of the SPM results
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in a very high kurtosis (this effect has previously been described as representing a
‘catastrophic decoupling’ – see Section 3.9). A high kurtosis means that more of the
sample variance can be attributed to infrequent but substantial deviations from the
mean (as compared with frequent but modestly sized deviations from the mean).
The effect of using the CPM implementation on the overall CPU time is outlined as
follows. Subject to choosing N` according to Equation (3.12), the total CPU time is
given by Equation (3.13), i.e.
1
ε2

L(+1)∑
`=0
√
C` · σ2`

2
.
When the CPM is implemented, different values of σ2` and C` are inserted into Equa-
tion (3.13), and the result is that, with this case study, the total CPU time is reduced.
We now explore the variation in CPU times between successive iterations of the multi-
level method. Estimated values of σ2` and C` are used to populate Equation (3.12),
and variations in these estimates cause variations in the CPU time expended by the
multi-level method. As highlighted in Chapter 3, there are two competing approaches
for estimating σ2` and C`:
• the ‘one-step calibration’ approach can be used. A small number of initial
sample paths is generated for each level, and then Equation (3.12) is evaluated.
The requisite number of sample paths are generated (see Section 3.5.1);
• the ‘dynamic calibration’ approach can also be used. In this case, the estimated
values of σ2` are repeatedly updated as the algorithm progresses, and increased
numbers of sample paths are generated (see Section 3.5.2).
The CPU times shown in Figure 5.1 were generated with the ‘dynamic calibration’
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procedure. In Chapter 3, the ‘one-step calibration’ and ‘dynamic calibration’ proce-
dures were compared, but the analysis presented in Chapter 3 focused on only the
SPM. We now evaluate the effect of using the CPM on the one-step and dynamic
calibration procedures.
One-step calibration. We first generate N = 102 sample paths from which
to estimate σ2` and C`. In Figure 5.3 we compare the effect of using the one-step
calibration procedure with the SPM and the CPM. For each of the SPM and CPM,
the entire multi-level method is run, from start until finish, 1000 times. We show the
absolute CPU time, and plot this against the resultant confidence interval semi-length
(as before, we aim for a confidence interval of semi-length 1.0).
Our results indicate that the CPM implementation is far more likely to achieve the re-
quired estimator variance than the SPM implementation, and to do so with a broadly
comparable CPU time. The mean CPU times for the SPM and CPM are 136.7 and
134.4 seconds, respectively. As highlighted in Chapter 3, the required confidence in-
terval semi-length is not necessarily achieved; and it transpires that the estimated
sample variances (based on N = 102 initial paths) are not sufficiently accurate, and
therefore too few sample paths are generated. The issue is far more pronounced for
the SPM implementation as the required confidence interval is attained only 8% of
the time. With the CPM, the proportion of runs that achieve the required confidence
intervals rises substantially to 58%.
Dynamic calibration. The difficulties encountered with estimated sample vari-
ances, σ2` , can be mitigated by using the ‘dynamic calibration’ procedure: after the
sample paths for each level are completed, the variance estimates can be updated
as appropriate, and Equation (3.12) used to recalculate the number of sample paths
required for each level estimator. Following the procedure of Section 3.5 a total of
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Figure 5.3: The full multi-level method is run 1000 times to estimate E[X3(1)] for System
(2.10) by following the ‘one-step calibration’ approach, and using both the SPM and CPM.
The CPU times are plotted against the semi-length of the confidence intervals attained.
The black crosses represent the mean values of the data. The target confidence interval size
is shown with a dashed line. The CPM is clearly superior.
1000 times (we used N = 102 initial paths to start the dynamic algorithm), we plot
our results in Figure 5.4. The average CPU times of the SPM and CPM are now
158.0 seconds and 134.7 seconds, respectively4. The average CPU time required by
the CPM is broadly similar to the CPU time required without variance reallocation
(see Figure 5.3), but the CPU time for the SPM method increases significantly.
Therefore, in this case, the CPM remains superior to the SPM. A CPM implementa-
tion of the multi-level method results in a decreased CPU time, when compared with
the SPM. The CPM is reliable, and can be used with sample variances estimated
using a small number of preliminary sample paths.
4The averages differ slightly from those presented in Figure 5.1: the sample size is different.
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Figure 5.4: The full multi-level method is run 1000 times to estimate E[X3(1)] for System
(2.10) by following the ‘dynamic calibration’ approach, and using both the SPM and CPM.
The CPU times are plotted against the semi-length of the confidence intervals attained.
The black crosses represent the mean values of the data. The target confidence interval size
is shown with a dashed line. This approach is clearly preferable to that shown in Figure
5.3. The CPM still outperforms the SPM.
5.3.2 A stochastic Lotka-Volterra model
Case Study 7. In this case study, we evaluate the performance of the multi-level
method with a stochastic analogue of the Lotka-Volterra system [19]. The population
dynamics of a predator, A, and its prey, B, are considered. The following reaction
channels are defined:
R1 : A
10−→ ∅; R2 : A+B 0.01−−→ 2A; R3 : B 10−→ 2B. (5.6)
Initially, the population of A, X1, and the population of B, X2, are both set to equal
1200. We estimate the population levels of System (5.6) at time T = 3.
System (5.6) clearly exhibits oscillatory dynamics, with the amplitude of the oscilla-
tions being highly unstable [59]. To our knowledge, the multi-level method has yet
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to be successfully applied to a system that exhibits such dynamics, even over a short
time-interval. The average predator population, given by E[X1(T )], can be estimated
with the DM. This calculation takes a little over 25 minutes (1523 seconds), and, with
1.94× 105 sample paths, we estimate E[X1(T )] = 783.4± 1.0.
We now use both the SPM- and CPM-controlled multi-level method to estimate
E[X1(T )]. In Figure 5.5 we show the average CPU times for a range of choices of
the refinement factor, M. In each case, we show the average CPU time achieved
with the most efficient choice of L and τ0 that we have found. The most efficient
CPM algorithm we found requires 600.2 seconds of CPU time; this is 37% faster than
the most efficient SPM algorithm, which requires 957.1 seconds. For each choice of
M, the most efficient SPM algorithm took substantially longer to run than the most
efficient CPM method. Moreover, if we compare the most efficient sets of algorithm
parameters for the CPM and SPM, with the DM, then the CPM method is 2.5 times
faster than the DM, whereas the SPM by itself is 37% faster than the DM.
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Figure 5.5: The average CPU time required by the multi-level method to estimate E[X1(30)]
for System (5.6). We vary M and L; the estimator is unbiased. The black bars indicate
the range occupied by the 10-th to 90-th percentiles of the data. The values of τ0 are:
M = 2 ⇒ τ0 = T · 2−12; M = 3 ⇒ τ0 = T · 3−8; M = 4 ⇒ τ0 = T · 2−12 and
M = 5⇒ τ0 = T · 2−5. In each case, taking L = 1 is optimal.
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5.3.3 A logistic growth model
Case Study 1. This example involves a return to Case Study 1, that is, a stochastic
logistic growth model that comprises one species, and the following two reaction
channels:
R1 : A
10−→ 2A; R2 : 2A 0.01−−→ A. (5.7)
Initially, the population of A is given as X(0) = 50. We will simulate System (3.8.1)
until a terminal time T = 3, and estimate the mean population at that time, E[X(T )].
The DM estimates E[X(T )] = 999.6 ± 1.0 using 3800 sample paths in 16.2 seconds.
We have run the multi-level algorithm with a wide variety of algorithm parameters
(i.e. L, M, and τ0) on this system. Our efforts are briefly summarised in Figure 5.6,
which is constructed as follows: for each choice of M, we find the optimal L and τ0
for each of the SPM and CPM, and present our results.
We find that the multi-level method can be effectively implemented with the SPM,
but the CPM approach is less efficient for this example. The SPM can estimate
E[X(3)] to a 95% confidence interval of semi-length 1.0 within 2.1 seconds, which
means that the DM requires 7.7 times as long to perform the calculation to the same
level of accuracy. Our best result for the CPM is less efficient: our implementation
requires 9.8 seconds of CPU time to estimate E[X(3)] to within the required statistical
accuracy. Whilst the CPM substantially is slower than the SPM, the CPM is still
faster than the DM. We provide a brief discussion of these results in Section 5.5.
5.4 R-leap-based multi-level Monte Carlo
In this section, we present a new implementation of the multi-level method. With
a view to improving computational performance, we will use the R-leap method to
construct an efficient multi-level algorithm. Once we have described our method,
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Figure 5.6: The average CPU time required by the multi-level method to estimate E[X(3)]
for System (3.8.1). We vary M and L; the estimator is unbiased. The black bars indicate
the range occupied by the 10-th to 90-th percentiles of the data. The values of τ0 and L
are as follows: for the SPM, M = 2 ⇒ τ0 = T · 2−6 and L = 3; M = 3 ⇒ τ0 = T · 3−4
and L = 1; M = 4 ⇒ τ0 = T · 2−4 and L = 1; and M = 5 ⇒ τ0 = T · 5−3 and L = 1.
For the CPM, M = 2 ⇒ τ0 = T · 2−9 and L = 1; M = 3 ⇒ τ0 = T · 3−6 and L = 1;
M = 4⇒ τ0 = T · 2−9 and L = 1; and M = 5⇒ τ0 = T · 5−4 and L = 1.
we demonstrate the performance of our algorithm with an example. We start by
reviewing the R-leap method.
5.4.1 The R-leap method in detail
From Chapter 2, we recall that the R-leap method generates sample paths by simu-
lating a user-specified number of reactions at each step of the algorithm. At each step
of the R-leap method, ∆, the time for the user-specified number of reactions (which
we label as K) to take place, is generated. Then, the precise combination of reactions
that take place (e.g. three R1 reactions, four R2 reactions, and so on) is chosen.
The R-leap method is implemented as Algorithm 2.3. We now elaborate on the R-leap
algorithm in more detail.
In the Gillespie DM (see Algorithm 2.1), the waiting time until the next reaction is
given by an exponential variate with rate a0 =
∑M
j=1 aj. Consequently, given the fixed
propensity values, the total waiting time for K reactions to fire in the R-leap method
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algorithm, ∆, is given by the sum of K exponential variates5. This sum is Gamma
distributed, i.e. ∆ ∼ Γ(K, 1/a0), with shape parameter K and scale parameter 1/a0.
Having calculated the distribution of the time period over which the next K reac-
tion events occur, we must decide on the specific combination of reaction types that
take place. We will be sampling vectors of random numbers from a multinomial
distribution, the details of which we now set out.
Multinomial distribution. For K independent trials, each trial leading to one of
M possible outcomes, the multinomial distribution indicates how many trials result
in each of the M possible outcomes. We parametrise the distribution with fixed prob-
abilities p1, . . . , pM , as well as the previously-mentioned K, the number of trials. A
sample from a multinomial distribution is a K-dimensional vector of random numbers,
(K1, . . . , KM). Note that
∑M
m=1 Km = K.
One possible device for sampling from a multinomial distribution is the conditional
binomial method [105] that proceeds as follows. For each of the K reaction events that
we will simulate, the probability that it is a reaction of type Rj is given by aj/a0. We
start by considering R1. A binomial random number, B(K, a1/a0) is simulated, using
K trials, each with probability a1/a0 of success. This provides the number of reactions
of type R1; we label this quantity as K1. There are therefore K−K1 reactions that still
need to be assigned to a type, and we know that these reactions are not R1 reactions.
Thus, we generate a binomial random number, K2 ∼ B(K−K1, a2/(a0−a1)) to decide
how many reactions of type R2 have fired. In this case, there are K−K1 trials, each
with conditional probability a2/(a0− a1) of success. The number of reactions of type
R3 is given by K3 ∼ B(K −K1 −K2, a3/(a0 − a1 − a2)). This process repeated until
all K reactions have been assigned a type.
5As the propensities are only updated every K reactions, a0 is fixed for this many reactions.
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Having expanded on the description of the R-leap method presented in Section 2.4,
we are now in a position to outline the R-leap-based multi-level method.
5.4.2 Variance reduction with the R-leap method
Our description of the R-leap multi-level method will mimic the description of the
tau-leap multi-level method described in Chapter 3. We write the summary statistic
of interest, Q, as the following telescoping sum6:
Q =
L+1∑
`=0
Q`.
The values of Q`, for ` = 0, . . . ,L+ 1, are now determined as follows:
• on the base level, where ` = 0, we generate sample paths using the R-leap
method, with K0 reactions simulated at each step. We use a large value of
K0, so that we can quickly produce the sample paths required to estimate Q0.
The r-th such sample paths is labelled as Z
(r)
0 , and we use the scalar Z
(r)
0 to
represent the point statistic, Z
(r)
0 := f
(
Z
(r)
0
)
. Accordingly, the estimator for
level 0 is given by
Q0 := E
[
Z
(r)
0
]
≈ 1N0
N0∑
r=1
Z
(r)
0 ;
• the correction levels (` = 1, . . . ,L) involve the generation of pairs of sample
paths, (Z`−1,Z`). The ‘fine’ sample path Z` is generated using the R-leap
method, where K` reactions are fired during each step. The ‘coarse’ sample
path Z`−1 is also generated with the R-leap method, but with K`−1 reactions
at each step. As with the tau-leap multi-level method, we choose a refinement
6Throughout the remainder of this chapter, we seek an unbiased estimate, Q̂.
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factor, M, so that K` = K`−1/M. The estimator for level ` is
Q` := E
[
Z
(r)
` − Z(r)`−1
]
≈ 1N`
N∑`
r=1
[
Z
(r)
` − Z(r)`−1
]
;
• finally, and optionally, the final correction level, L + 1, removes all remaining
bias:
QL+1 := E
[
Z
(r)
L+1 − Z(r)L
]
≈ 1NL+1
NL+1∑
r=1
[
Z
(r)
L+1 − Z(r)L
]
.
The sample paths for Q0 are performed with the regular R-leap method; pseudo-code
is provided in Algorithm 2.4. As before, we will use an algorithm that couples sample
paths, so that Q1, . . . ,QL+1 can be estimated with a low variance. Note that, unlike
the tau-leap method implementation, a special algorithm for the ‘final estimator’
(i.e. QL+1) is not required. If we set KL+1 = 1, then QL+1 can be estimated with
exactly the same method as Q1,Q2, . . . ,QL. As before, the multi-level method will
only reduce computational costs if we can efficiently estimate Q1, . . . ,QL+1: we now
discuss techniques for doing so.
When we implement the R-leap method within the multi-level scheme, we use a
coupling method that combines elements of the CPM and the SPM. We start by
referring to Section 2.4, which states that at each step of the R-leap algorithm, two
quantities are stochastically generated:
1. the time-period covered by that step;
2. the precise combination of reactions that fire during that time-period.
We will let sample paths Z` (which we will call the fine path) and Z`−1 (which we will
call the coarse path) advance by different time-periods at each step (point 1 above).
A variance reduction technique is used to choose the time-periods that each sample
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path traverses. Then, to achieve maximal variance reduction, we will also ensure
that, as far as possible, the same reactions fire in each sample path (point 2 above).
In order to simultaneously generate a pair of sample paths,
[
Z`,Z`−1
]
, at each step
of the coupled simulation algorithm a total of K` (= min{K`,K`−1}) reaction events
will take place in each sample path. In particular:
• a Gamma variate, ∆ = Γ(K`, 1), is generated. The time-period spanned by
this step in each of the coarse and fine sample paths is then determined by
a rescaling argument. In distribution, Γ(K, θ) ∼ θ · Γ(K, 1). Therefore, the
time-period for fine path is given by ∆/
∑M
j=1 a
F
j , and for the coarse system by
∆/
∑M
j=1 a
C
j ;
• the precise combination of reactions is chosen as follows. For each of the K`
reactions that take place in each sample path, the probability that it is a Rj
reaction is given by aCj /
∑M
j′=1 a
C
j′ (for the coarse path), and a
F
j /
∑M
j′=1 a
F
j′ (for
the fine path). Our coupling method must therefore fire reactions with these
probabilities. For each Rj (for j = 1, . . . ,M), we define the probabilities b
m
j ,
where m ∈ {1, 2, 3}, as:
b1j = min
{
aCj∑M
j′=1 a
C
j′
,
aFj∑M
j′=1 a
F
j′
}
; (5.8)
b2j =
aCj∑M
j′=1 a
C
j′
− b1j ; b3j =
aFj∑M
j′=1 a
F
j′
− b1j .
We interpret each probability, bmj , where m ∈ {1, 2, 3} by noting7:
– b1j represents the probability reaction Rj takes place in both the coarse and
the fine paths;
7Note that, for each j, at least one of b2j and b
3
j will be zero.
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– b2j represents the probability reaction Rj takes place in only the coarse
path;
– b3j represents the probability reaction Rj takes place in only the fine path;
As with the regular R-leap method, a conditional binomial method is used
to choose the precise combination of reactions that take place. A total of K`
reaction events must take place in each of the coarse and the fine paths. We
would, if possible, like the same reactions to fire in each sample path. Thus, we
first consider the ‘common’ reactions – i.e. those that occur with probability b1j
(for j = 1, . . . ,M). Once the ‘common’ reactions have been determined, then
we will determine the reactions specific to either the coarse or the fine path.
Note that, as we are coupling sample paths, we expect that the propensities
of the fine and coarse paths are similar for each Rj, i.e. a
F
j ∼ aCj , so that
aFj /
∑M
j′=1 a
F
j′ ∼ aCj /
∑M
j′=1 a
C
j′ . Following Equation (5.8), we conclude that b
1
j 
b2j , b
3
j . Therefore, most events will be in the form of a ‘common’ reaction, and
so will take place in both the coarse and the fine sample paths.
• the propensity values are updated as appropriate. The propensities associ-
ated with the fine path are updated at every step of the algorithm (i.e. after
the required K` reaction events have taken place in the fine path), whilst the
propensities of the coarse path are updated everyM steps of the algorithm (i.e.
after M ·K` = K`−1 reaction events have taken place in the coarse path).
As mentioned, once the common reactions have been completed, the remaining reac-
tions events must be performed. The R-leap coupling method is presented as pseudo-
code in Algorithm 5.5.
We now proceed to present numerical results in Section 5.4.3. The computational
performance of our new method is compared with the tau-leap multi-level method
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and traditional simulation methods.
Algorithm 5.5: The coupled R-leap method. This simulates a pair of sample paths.
Require: initial conditions, Z(0), K (= K`),M (= K`−1/K`), and terminal time, T .
1: set ZC ← Z(0), ZF ← Z(0), tC ← 0 and tF ← 0
2: for each Rj, calculate propensity values a
C
j
(
ZC
)
and aFj
(
ZF
)
3: set flag ← false, iter ← 0
4: while flag is false do
5: set iter ← iter + 1
6: generate ∆ ∼ Γ(K, 1)
7: set tC ← tC + ∆/∑Mj=1 aCj and tF ← tF + ∆/∑Mj=1 aFj
8: if max{tC , tF} > T then
9: set K ∼ B(K− 1,min{(T − tC)/(∆/∑Mj=1 aCj ), (T − tF )/(∆/∑Mj=1 aFj )−
1
)}
10: set max{tC , tF} ← T
11: set flag ← true
12: end if
13: set K∗ ← K
14: for each Rj, calculate probabilities b
1
j , b
2
j and b
3
j according to Equations (5.8)
15: for j = 1, . . . ,M do
16: generate Kj1 ∼ B
(
K∗, b1j/
(
1−∑j−1j′=0 b1j′)) and set K∗ ← K∗ −Kj
17: end for
18: set K∗2 ← K∗ and K∗3 ← K∗
19: for j = 1, . . . ,M do
20: generate Kj2 ∼ B
(
K∗2, b2j/
∑M
j′=j b
2
j′
)
and set K∗2 ← K∗2 −Kj2
21: generate Kj3 ∼ B
(
K∗3, b3j/
∑M
j′=j b
3
j′
)
and set K∗3 ← K∗3 −Kj3
22: end for
23: set ZC ← ZC +∑Mj=1 (Kj1 +Kj2) · νj
24: set ZF ← ZF +∑Mj=1 (Kj1 +Kj3) · νj
25: for each Rj, calculate propensity values a
F
j
(
ZF
)
26: if M divides iter, for each Rj, calculate propensity values aCj
(
ZC
)
27: end while
28: if tC < T then use Algorithm 2.4 to simulate ZC until time T . end if.
29: if tF < T then use Algorithm 2.4 to simulate ZF until time T . end if.
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5.4.3 Numerical experimentation
Case Study 1. We return to Case Study 1, previously discussed in Section 5.3.3.
The reaction channels are
R1 : A
10−→ 2A, R2 : 2A 0.01−−→ A,
with initial conditions as described in Section 5.3.3. As before, we estimate Q =
E[X(3)]; for reference, we note that the DM estimates Q to be 999.6 ± 1.0 within
16.2 seconds. The R-leap multi-level method has been implemented with a range of
choices of M (the refinement factor) and L (that controls the number of levels). We
seek an unbiased estimate, which means that K0 =ML+1, K1 =ML, . . . , KL =M,
and KL+1 = 1. Our results are collated in Figure 5.7. The most efficient R-leap
multi-level implementation estimates Q using 3.6 seconds of CPU time. The DM
method therefore takes approximately 4.5 times longer than our R-leap multi-level
method.
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Figure 5.7: The average CPU time required by the R-leap multi-level method to estimate
E[X(3)] for System (3.8.1). We vary M and L; the estimator is unbiased. The black bars
indicate the range occupied by the 10-th to 90-th percentiles of the data.
Our results demonstrate that the R-leap multi-level method is a feasible alternative
to the tau-leap multi-level method. If we consider the numerical performance of
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Case Study 1 when the tau-leap multi-level method is used, it is clear that for this
example, R-leap is superior to a CPM tau-leap method (which takes 9.8 seconds to
estimate Q), but inferior to a SPM implementation (which we recall takes 2.1 seconds
to estimate Q). The optimal method will depend on the particular reaction network
and summary statistics of interest.
5.5 Discussion
At the outset of this chapter, we set out to develop the multi-level method into a
robust, reliable and computationally efficient tool. Through the use of the SPM and
the CPM approaches, the multi-level method has the potential to reduce the CPU
time required to carry out Monte Carlo simulation dramatically. Whilst the CPM
method does not always outperform the SPM method (although it often does), we
have demonstrated its effectiveness and reliability. The R-leap multi-level method
has also been demonstrated as a potential simulation technique.
The computational performance of the multi-level method may still depend on the
particular reaction network and the chosen summary statistic, but our new methods
provide additional tools for accelerating stochastic simulation.
5.5.1 Tau-leap multi-level simulation
In Chapter 3, the SPM method was used to implement the tau-leap multi-level
method. Whilst the SPM approach has produced very impressive speed-ups and has
been shown to be substantially more efficient than alternative simulation methods
such as the DM, the CPM method can provide even better performance.
In Section 5.3.1, we demonstrated that, for the gene regulatory reaction network, the
CPM is nearly 30% more efficient than the SPM. Furthermore, we noted that the
kurtoses of levels ` = 1, . . . ,L + 1 are substantially higher when the SPM is used,
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when compared with the CPM. As explained in Section 5.3, the high kurtoses make it
difficult to estimate the sample variances of the SPM method. There are two possible
consequences:
• the sample variance, σ2` , is an under-estimate. The effect is that the required
confidence interval semi-length is not faithfully attained;
• the sample variance σ2` , is an over-estimate. In this case, too many sample paths
are generated, and the algorithm takes substantially longer to run.
A more robust approach is therefore provided by the CPM. Over a wide range of
algorithm parameters, the CPM is able to outperform the SPM.
In Section 5.3.2, the CPM clearly outperformed the SPM. The Lotka-Volterra model,
System (5.6), was a particularly challenging test case, and we follow Gillespie [59]
in explaining why. Gillespie [59] argues that if an ODE modelling approach is fol-
lowed, then, in the X1-X2 plane, the solution trajectories of System (5.6) are closed
orbits. Gillespie [59] then says that the addition of microscopic fluctuations (due to
using a stochastic, CME model) induces a ‘drunkard’s walk’ over the continuum of
deterministic orbits, thereby resulting in unstable behaviour. This feature makes it
difficult to ensure that pairs of sample paths are tightly coupled. In particular, if a
pair of sample paths differs slightly in their state vectors, then the difference in state
vectors continues to increase with the SPM method. The CPM does not suffer the
same defect, and, as such, it is more efficient than the DM.
In Section 5.3.3, a case study of a logistic growth model was presented. In this case,
the SPM outperformed the CPM. This is due to the choice of estimator, Q = E[X(T )].
By the terminal time, T = 3, X is fluctuating rapidly about a steady state. As such,
the state vectors at earlier times, X(t), tend to have a very limited effect on Q, and
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so the CPM method is of limited benefit. If, however, one is concerned with the
time-averaged population of System (2.10), given by
Q = E
[
1
T
∫ T
0
X(T ) dt
]
,
then the CPM outperforms the SPM (details not shown).
5.5.2 Comparing tau-leap and R-leap multi-level methods
By treating the time traversed by each algorithm step of the R-leap method, and the
particular combination of reactions that take place during that step, as two distinct
and unrelated quantities that must be determined by Monte Carlo simulation, we
have described a new variance reduction technique for multi-level simulation. The
R-leap multi-level method was assessed by considering Case Study 1. We demon-
strated that the R-leap approach performed slightly better than the CPM-driven,
tau-leap multi-level method, but that it did not perform as well as the SPM-driven
method. In summary, the R-leap multi-level method has the potential to provide
good computational performance.
The crucial difference between the tau-leap and R-leap multi-level methods is seen
by comparing Equations (3.16) and (5.8). The tau-leap method couples two distinct
sample paths by considering the difference in absolute propensity values of corre-
sponding reaction channels in the sample paths, whilst the R-leap method considers
the difference in the corresponding proportion of the total propensity (or probability)
attributable to each reaction channel. Variance reduction in the tau-leap and R-leap
multi-level techniques arises in a different format, and the computational performance
is therefore different.
Just as the SPM-based multi-level method can experience a catastrophic decoupling,
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so can the R-leap method. As the following example shows, a decoupling might arise
where the propensity functions of different reaction channels differ substantially.
Example 5.3. We consider the following reaction network that comprises two
reaction channels:
R1 : ∅ 1−→ A; R2 : A 100−−→ A+B.
Initially, suppose that the populations of A and B particles are both zero. We attempt
to use the R-leap coupling to generate a pair of sample paths,
[
Z`,Z`−1
]
. At the first
step of Algorithm 5.5, reaction R1 fires K` = min{K`,K`−1} times. The propensities
are immediately updated for the sample path of Z`, but the propensities of sample
path Z`−1 will be updated at a later step. Then, we note that
aF1
aF1 + a
F
2
=
1
1 + 100 · K` but
aC1
aC1 + a
C
2
= 1.
At the second step of Algorithm 5.5, a further K` reactions are simulated. At this step,
in the coarse path, all the reactions are of type R1, but in the fine path, fewer than
one percent of reactions will be of type R1. At the end of this step, it is very likely that
the A populations in the coarse and fine sample paths will have diverged. This will
not be corrected; the A populations will remain different for all time. Consequently,
the B populations will diverge. 
5.5.3 Outlook
The CPM provides a natural framework for implementing the multi-level method. It
is able to mitigate some of the difficulties associated with the previously-used SPM
implementation. Future work will include categorising reaction networks and sum-
mary statistics in order to derive criteria to decide whether the CPM or SPM should
be used for that particular problem. Hybrid approaches that combine the SPM and
CPM can also be implemented. The R-leap method has been successfully imple-
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mented, and future work will determine the problems it is most suited to handling.
Ultimately, a refined multi-level method will dramatically reduce the computational
burden of Monte Carlo simulation.
In the next chapter, we re-purpose the CPM and SPM methods. Through a be-
spoke variance reduction scheme, we provide a computationally-efficient method for
calculating parametric sensitivities of spatially-inhomogeneous reaction networks.
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Chapter 6
Parameter sensitivity analysis for
spatially-extended models
The behaviour of a spatially-dependent biological model will necessarily depend on
experimentally-derived input parameters. Therefore, to understand how the dynamics
of a reaction-diffusion model are affected by changes in its input parameters, efficient
methods for computing parametric sensitivities are required. In this chapter, we use
efficient variance reduction techniques to develop Monte Carlo methods for estimating
parametric sensitivities of spatially-extended reaction-diffusion models.
6.1 Introduction
In this chapter, we will focus on voxel-based or lattice-based stochastic models [80].
By exploiting the characteristic dynamics of spatially-extended reaction networks, we
are able to adapt existing variance reduce schemes to robustly and efficiently estimate
parametric sensitivities in a spatially-extended network.
As outlined in Section 2.5, we are interested in a volume, Ω, that is discretised into
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a finite number of voxels. As before, each particle of the system is located within a
voxel, and moves (diffuses) by transferring into a neighbouring voxel. Within each
voxel, the particles are ‘well-stirred’ and can react with one another. As specified in
Section 2.5, this framework is described by the RDME.
A variety of analytical tools have been developed for performing parameter sensitivity
analysis on spatially-homogeneous systems. In this case, the particles can be thought
of as being contained within a large, single voxel. The dynamics of such well-mixed
systems are, as mentioned in Chapter 2, described by the CME. Finite difference
methods for parameter sensitivity analysis have been developed by Rathinam et al.
[104] and Anderson [106]. Exact, likelihood ratio or path-wise methods have been
described by Plyasunov and Arkin [107], and Sheppard et al. [108]. Meanwhile, Liao
et al. [40] have described a tensor-based method for calculating sensitivities for CME
systems. Further advances in the methodology have been described by Morshed et al.
[109], Thanh et al. [110], and Gupta et al. [111].
Methods of efficient exploration of parametric sensitivities in stochastic, spatially-
extended networks are less well developed. Mathematically, CME and RDME models
are both continuous-time, discrete-state Markov chains. This means that, in principle,
any parameter sensitivity analysis method developed for well-mixed systems can be
used for spatially-extended systems. However, this does not necessarily guarantee that
the parameter sensitivity analysis method will be efficient. In this regard, this chapter
makes three contributions. Firstly, we demonstrate that a finite difference scheme can
be used to efficiently estimate parametric sensitivities for a spatially-extended model,
under a range of circumstances. Secondly, we exploit particular features of the model
of interest to describe a novel Grouped sampling method. Finally, we implement
what we call the Multi-choice technique that dynamically combines different finite
difference simulation schemes to efficiently estimate parametric sensitivities.
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6.1.1 Outline
In Section 6.2 we describe finite difference methods for the parameter sensitivity
analysis of spatially-inhomogeneous models. We compare and contrast simulation
methods with a number of case studies in Section 6.3. Grouped sampling is imple-
mented in Section 6.4, and the multi-choice method is described in Section 6.5. We
conclude this chapter with Section 6.6.
6.2 Finite difference methods
In this section we describe how to carry out an efficient parameter sensitivity analysis
on a RDME model. Throughout this section, we draw on the information contained
within Section 2.5 of Chapter 2, where we described the RDME framework and dis-
cussed how one might generate sample paths of such models.
We start by considering the effect of a change in the value of an individual input
parameter on suitable model summary statistics. As before, the summary statistic of
interest is written as
E [f (X)] , (6.1)
where X represents a sample path of our RDME model and f(X) is a suitable
function of interest. We will estimate a partial derivative with respect to a change in
the input parameter A = α as
∂E [f (X)]
∂A
∣∣∣∣
A=α
. (6.2)
This partial derivative can be estimated for different values of α, and choices of
parameter A. Unsurprisingly, analytic expressions for (6.2) will not, in general, be
obtainable, and stochastic methods must be used to estimate the partial derivative.
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We use a finite difference method to estimate the quantity described by (6.2). Sup-
pose that Systems X and Y are identical, except that the value of parameter A is
perturbed. Pick ε  1, and take A := α − ε/2 in System X. For System Y , take
A := α + ε/2. Then [106],
∂E [f (X)]
∂A
=
E [f (Y )]− E [f (X)]
ε
+O(ε2). (6.3)
The centred finite difference approximation1 is given by E [f (Y )− f (X)] /ε. It might
be tempting to generate sample paths to estimate E [f (Y )] and E [f (X)] indepen-
dently: but this is usually very inefficient. As such, we explain how to estimate
E [f (Y )− f (X)] with a minimal level of computational resources.
We simulate N pairs of sample paths, which we enumerate as
{
[X,Y ](r) , r = 1, . . . ,N
}
,
and then take Q̂ as our estimate for E [f (Y )− f (X)], where Q̂ is defined as
Q̂ := 1N
N∑
r=1
[
f
(
Y (r)
)
− f
(
X(r)
)]
. (6.4)
We will use variance reduction to ensure that Q̂ is accurately estimated, even if N is
small.
We now discuss two methods for producing low variance estimators: the Coupled
finite difference method, described by Anderson [106], and the Common reaction path
method, described by Rathinam et al. [104]. As with Chapter 5, we will distinguish
clearly between different finite difference methods that make use of different variance-
1If A = α in System X, and A = α+ ε in System Y , then the forward difference gives a bias of
O(ε).
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reducing, coupling techniques. As such, and to keep terminology consistent, we refer
to the Coupled finite difference method as the SPM, and the Common reaction path
method as the CPM.
The SPM and CPM techniques described in this chapter are derived from the same
fundamental hypotheses as the SPM and CPM methods presented in Chapter 5.
There are, however, a number of important differences.
The SPM and CPM with the tau-leap method. In Chapter 5, the CPM
and SPM were used to generate correlated sample paths, Zτ` and Zτ`−1 . The sample
paths are generated by using the tau-leap approximation. Multiple reactions are fired
at once. The parameters used to generate sample paths Zτ` and Zτ`−1 are the same,
but the tau-leap approximations use different time-steps.
The SPM and CPM with an exact SSA. In Sections 6.2.1 and 6.2.2 of this
chapter, the SPM and CPM are used to generate correlated sample paths, X and Y .
The sample paths are generated with an exact SSA, which means that every change
to X and Y is individually simulated. The parameters used to generate sample paths
X and Y are, in line with Equation (6.3), different.
Therefore, the re-purposing of the SPM and CPM hypotheses will result in very
different implementations, which we now set out.
6.2.1 Split propensity method
In this section, we discuss the SPM proposed by Anderson [106] for well-mixed sys-
tems. As described in Section 6.2, we consider Systems X and Y that differ only in
their value for parameter A. Thus, for each event2 ζj in the set of possible events
2Recall that, from Section 2.5, the set
(
ζj
)
j∈{1,...,J} includes the diffusion of particles, and the
various reactions that can take place.
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(
ζj
)
j∈1,...,J , let ζ
X
j refer to the event taking place in System X, and ζ
Y
j the same for
System Y . Furthermore, suppose each ζXj has propensity a
X
j , and, likewise, each ζ
Y
j
has propensity aYj . We will simultaneously simulate pairs of sample paths for Systems
X and Y , and will enumerate our samples as [X,Y ](r), where r refers to the specific
repeat. If f(·) represents the summary statistic of interest, we will use Equation (6.3)
to produce partial derivative estimators for Equation (6.2).
The SPM will be implemented with a suitable simulation algorithm, such as the DM
or MNRM. We will simultaneously generate sample paths for Systems X and Y , using
either Algorithm 2.1 (the DM) or the Algorithm 2.2 (the MNRM).
At each time t in the interval [0, T ], we consider four possibilities:
• no event takes place in either of Systems X or Y ;
• the event ζk takes place in both Systems X and Y ;
• the event ζk takes place in System X only;
• the event ζk takes place in System Y only.
As there are J different events in total, there are 3 · J possible ways in which the
populations can change.
Stochastic simulation is carried out as follows. For each ζj, where j ∈ {1, 2, . . . , J},
define the following propensities:
bCj = min
{
aXj , a
Y
j
}
; bXj = a
X
j − bCj ; bYj = aYj − bCj . (6.5)
The set
(
bZj
)
, where j ∈ {1, 2, . . . , J} and Z ∈ {C,X, Y }, provides the propensities
that we will simulate using the DM or MNRM. If the channel with propensity value
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bCk fires, then event ζk takes place in both Systems X and Y (i.e. events ζ
X
k and ζ
Y
k
take place). If the channel associated with propensity bXk fires, then event ζk takes
place in System X only (i.e. event ζXk takes place). Similarly, if the channel associated
with propensity aYk fires, then System Y is updated with event ζk (i.e. event ζ
Y
k takes
place). An implementation of this simulation algorithm is provided as Algorithm 6.1.
Note that for each j, one of bXj and b
Y
j will be zero [106], and the other term should
be much smaller than bCj . When the SPM is run, the channels with propensity of the
form bCj will typically fire far more often that the channels with propensities b
X
j and
bYj . This means that, most of the time, events occur simultaneously in Systems X
and Y , and the sample paths should remain close together. In turn, this can lead to
a low variance estimator. Note that, even though Algorithms 3.1 (the SPM for the
multi-level method) and 6.1 are quite different, the arguments justifying their use as
variance reduction techniques are essentially identical.
Algorithm 6.1: The SPM produces a pair of correlated sample paths: one for System X
and another for System Y .
Require: initial conditions, X(0) = Y (0), parameters and terminal time, T .
1: set X ←X(0), and Y ← Y (0)
2: loop
3: calculate propensity values aXj , a
Y
j and thus b
C
j , b
X
j and b
Y
j (per (6.5))
4: choose the time to next event, ∆, as ∆ ∼ Exp(∑j bCj + bXj + bYj )
5: if t+ ∆ > T then
6: break
7: else set t← t+ ∆
8: end if
9: choose aZk in proportion to its value, with k ∈ {1, . . . , J} and Z ∈ {C,X, Y }
10: if Z ∈ {C,X} then
11: set X ←X + νk
12: end if
13: if Z ∈ {C, Y } then
14: set Y ← Y + νk
15: end if
16: end loop
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6.2.2 Common process method
In this section, we describe the CPM described by Rathinam et al. [104]. Consider
Systems X and Y , where a chosen parameter A = α has been perturbed, and we are
estimating the parametric sensitivity given by (6.3). We can use the Kurtz RTCR (see
Equation (2.6)) to describe the time evolution of a pair of sample paths for Systems
X and Y . We write
X(T ) = X(0) +
J∑
j=1
Yj
(
0,
∫ T
0
aXj (X(t))dt
)
· νj,
Y (T ) = Y (0) +
J∑
j=1
Yj
(
0,
∫ T
0
aYj (Y (t))dt
)
· νj,
where the Yj are unit-rate Poisson processes3. The CPM produces a low variance
estimate for Equation (6.3) by using the same set of Poisson processes4,
(Yj){j∈1,...,J},
for sample paths X and Y .
This CPM scheme can be implemented by essentially running the MNRM algorithm
(see Algorithm 2.2) twice. The procedure is as follows:
• firstly, simulate a sample path for System X with the MNRM. The waiting times
for each Poisson process, Yj, are recorded in an ordered list, Fj (see Algorithm
6.2);
• secondly, simulate System Y with the MNRM method, but making use of the
recorded waiting times: for Poisson process Yj, the waiting times are read from
the list Fj (see Algorithm 6.3).
3Recall that a Poisson process Y(t) counts the number of arrivals that occur over the time-
interval (0, t], where the time between arrivals is exponentially distributed, with parameter 1. We
can therefore identify a Poisson process with an ordered list of Exp(1) random variables.
4Equivalently, the same set of Exp(1) waiting times.
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Algorithm 6.2: This simulates a path X, and preserves the firing times of the underlying
Poisson processes. This algorithm has been adapted from Algorithm 2.2.
Require: initial conditions, X(0)(= Y (0)) and terminal time, T .
1: set X ←X(0), and set t← 0
2: for each ζj, set Aj ← 0, generate Tj ← Exp(1), and store Tj as the first element
of list Fj
3: loop
4: for each ζj, calculate propensity values aj(X(t)) and calculate ∆j as
∆j =
Tj − Aj
aj
5: set ∆← minj ∆j, and k ← argminj∆j
6: if t+ ∆ > T then
7: break
8: end if
9: set X(t+∆)←X(t)+νk, set t← t+∆, and for each ζj, set Aj ← Aj +aj ·∆
10: generate u ∼ Exp(1), set Tk ← Tk + u and append u to the end of list Fk
11: end loop
System X is therefore simulated according to the pseudo-code provided in Algorithm
6.2; System Y is then simulated according to Algorithm 6.3. The extension to RDME
networks is straightforward [88].
Note that, in Chapter 5, we did not necessarily determine every inter-arrival time
of the Poisson process, Yj. In this chapter, each reaction of Systems X and Y is
fired individually, and, therefore, until the terminal time, T , is reached, each inter-
arrival time of the Poisson process Yj will need to be generated. Compared with the
approaches demonstrated in Chapter 5, the algorithms of this chapter are simpler to
state and implement.
6.2.3 Mathematically representing coupling methods
A useful relationship between the SPM and CPM framework has been rigorously
derived by Anderson and Koyama [112]. A time mesh, pi = {0 = s0 < s1, . . . sL = T},
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Algorithm 6.3: This simulates a path Y , using the waiting times previously generated
when simulating a path X.
Require: initial conditions, Y (0) = X(0), terminal time, T , and lists Fj
1: set Y ← Y (0), and set t← 0
2: for each ζj, set Aj ← 0
3: for each ζj, set Tj to be the first element of list Fj, then delete the first element
of Fj
4: loop
5: for each ζj, calculate propensity values aj(Y (t)) and calculate ∆j as
∆j =
Tj − Aj
aj
(6.6)
6: set ∆← minj ∆j, and k ← argminj∆j
7: if t+ ∆ > T then
8: break
9: end if
10: set Y (t+∆)← Y (t)+νk, set t← t+∆, and for each ζj, set Aj ← Aj +aj ·∆
11: if Fk 6= ∅ then
12: let u be the first element of Fj: set Tk ← Tk + u, and then delete the first
element of Fk
13: else
14: generate u ∼ Exp(1), then set Tk ← Tk + u
15: end if
16: end loop
is chosen and Equation (2.6) is then restated to represent the evolution of X and Y
as
X(T ) = X(0) +
J∑
j=1
L−1∑
`=0
Yj`
(
0,
∫ s`+1
s`
aXj (X(t))dt
)
· νj, (6.7)
Y (T ) = Y (0) +
J∑
j=1
L−1∑
`=0
Yj`
(
0,
∫ s`+1
s`
aYj (Y (t))dt
)
· νj, (6.8)
where Yj` are independent, unit-rate Poisson processes. We do not provide a deriva-
tion here, but Anderson and Koyama [112] demonstrate that if we take L = 1, then
the CPM is recovered. Furthermore, if the mesh is uniformly spaced then, as L→∞,
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the SPM is recovered [112]. The multi-choice method that we describe in Section 6.5
can be viewed as a method for dynamically choosing a time mesh for each individual
Poisson process of Equations (6.7) and (6.8).
6.2.4 Comparing simulation methods
To illustrate the SPM and CPM simulation methods, we begin with an elementary
example. The volume Ω is partitioned into K = 101 equally-sized voxels. A single
particle is placed in the central voxel, and is allowed to diffuse. Zero-flux boundary
conditions are implemented. We will study the effect of perturbing the diffusion
coefficient of this particle. We make two copies of the model, which we label as
Systems X and Y . The jump rate for System X is given by dx = 0.9, and for System
Y by dy = 1.0. We will work in non-dimensional time.
In order to apply the SPM and CPM, we will estimate E[f(·)], where f(·) provides the
voxel that contains the particle5, at times t ∈ {1, 2, . . . , 103}. As E[f(X)] = E[f(Y )],
the true value of E[f(Y ) − f(X)] will be zero. We will now compare and contrast
the SPM and CPM simulation methods.
Example 6.1. The SPM is implemented first. Initially, our model can be described
as6 X51 = Y 51 = 1. Thus, the particle can either jump to voxel V 52 (on the right-
hand side of V 51) or to V 50 (on the left-hand side). This means that only the events
S51 → S52 and S51 → S50 have non-zero propensities, and therefore the propensities
for the combined process envisaged by the SPM (see Equations (6.5)), are given by
bC = 0.9, bX = 0.0, bY = 0.1.
There are therefore two possibilities for the first simulation event:
5For completeness, we note that f(X) =
∑K
k=1 k ·Xk(t).
6As there is only one species, we will suppress the subscript.
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1. diffusion occurs in Systems X and Y (as bC = 0.9 for both S51 → S52 and
S51 → S50);
2. diffusion occurs only in System Y (as bY = 0.1 for both S51 → S52 and S51 →
S50).
Note that it is impossible, with this construction, for a diffusion event to occur only
in System X (as aX = 0 for both S51 → S52 and S51 → S50). The propensity values
show that possibility 2 occurs with probability 0.1. This could happen if, for example,
the particle diffuses to the right in System Y only. Then, the dynamics of System X
and Y are no longer coupled, as bC = 0 for all possible events ζj ∈ {1, . . . , J}. This
decoupling continues until, after a random period of time, the particles of System X
and Y occupies the same voxel. 
Example 6.2. We now implement the CPM. Consider System X. At the first
simulation step, the particle can either diffuse to voxel V 52 (with event S51 → S52
taking place) or to V 50 (when event S51 → S50 takes place). According to Algorithm
2.2, the time to the next event is calculated using Equation 6.6, which gives ∆X =
min{∆XS51→S52 ,∆XS51→S50}, as the propensity values of all other events are zero. The
appropriate event, j, is implemented at time ∆X , and this process is repeated as per
Algorithm 2.2 until the terminal time. Now consider System Y . At the first simulation
step, the time to the next event is given by: ∆Y = min{∆YS51→S52 ,∆YS51→S50}. The
Equations that describe the time to the next reaction for Systems X and Y are linearly
scaled versions of one another. Thus, at each step, ∆Y will take on a different value
to ∆X , but the choice of event, j, will be the same. The CPM therefore ensures that
events occur in the same order in System X as in System Y (that is, the same order
of the particle moving left, right, left, left, and so on), but at different times. 
Comparing numerical performance. We are now in a position to compare the
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performance of the SPM and CPM. In Figure 6.1 we show estimates of the value of
E[f(Y ) − f(X)]. In this case, the CPM ensures that the sample values of [f(Y ) −
f(X)] are typically much closer to zero, the expected value, and are therefore more
tightly coupled than the simulations produced with the SPM. One might think of
System X as a slower version of System Y . As the CPM uses the same randomness
to simulate the n-th event in both Systems X and Y (even if that event takes place
at different times in Systems X and Y ), it performs better than the SPM.
In the discussion (Section 6.6.2) we explain how the CPM is better at coupling samples
paths than the SPM due to the different natural time-scales of Systems X and Y .
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Figure 6.1: We compare the SPM (left) and CPM (right) schemes. Each diagram shows
the mean value of f(Y ) − f(X) at different times in black, one standard deviation from
the mean in dark shading and two standard deviations in light shading. The estimator is as
described in the text and N = 104 simulations have been used to produce each plot. The
CPM has a substantially lower variance at each time point.
6.3 Comparing the CPM and SPM techniques
In this section, we compare the CPM and SPM techniques across two case studies.
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6.3.1 A simple reaction-diffusion model
Case Study 8. In this case study, we simulate a simple example of a reaction-
diffusion network that comprises multiple particles. Suppose Ω, of dimensions L ×
a × a, where a  L, is partitioned into K = 101 equally-sized voxels along the first
dimension. The domain contains particles of species S1 and S2. Suppose particles of
species S1 each diffuse with rate d = D ·K2, and react to produce particles of type
S2 in the following way:
S1 + S1
r−→ S1 + S1 + S2. (6.9)
We will take d = 1 and r = 0.01, and we work with non-dimensional time.
As an initial condition, let the central voxel have population X511 = 250, with all
other voxels empty. In this example, the summary statistic we are looking to study
is the expected total population of species S2 at a terminal time T , which is given by
summing the S2 populations within each voxel. Thus take f to be
f
(
X
)
=
K∑
k=1
Xk2 (T ), (6.10)
so that Q = E [f(X(T ))] and we choose T = 50. We will evaluate the parametric
sensitivities
∂Q
∂r
∣∣∣∣
r=0.01
and
∂Q
∂d
∣∣∣∣
d=1
, (6.11)
with a suitable confidence interval length.
The finite difference scheme of Equation (6.3) is implemented to estimate the partial
derivatives described by Equation (6.11). The numerical simulations can be simpli-
fied by not explicitly modelling the diffusion of the S2 particles, because neither the
summary statistic given in Equation (6.10), nor reaction (6.9) is affected by the dif-
fusion of S2. We start by estimating ∂Q/∂r. To do so, we need to choose the value
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of the simulation parameter, ε. Table 6.1 confirms that the SPM and CPM can both
be used to accurately estimate ∂Q/∂r, and for each choice of ε the SPM and CPM
both produce simulations with roughly equal sample variances. The SPM and CPM
techniques therefore require similar numbers of sample paths to produce estimates
with the same confidence interval size.
Parameter Sensitivity Mean of Variance of Simulations
ε estimate [f(Y )− f(X)] [f(Y )− f(X)] required
S
P
M
2.50× 10−4 175882± 502 43.97 45.46 11098
5.00× 10−4 175709± 496 87.85 92.54 5774
7.50× 10−4 175844± 486 131.88 139.97 4053
10.00× 10−4 175509± 501 175.51 199.28 3055
C
P
M
2.50× 10−4 175754± 500 43.94 46.43 11422
5.00× 10−4 175586± 498 87.79 91.44 5675
7.50× 10−4 175052± 498 131.29 141.06 3888
10.00× 10−4 175321± 498 175.32 189.83 2944
Table 6.1: Estimated values for ∂Q/∂r at r = 0.01, estimated using Equation (6.3). We
have aimed to produce a confidence interval of semi-length 500. The sensitivities appear
large: this is because we are working with dimensional quantities.
There are two further points to note. Firstly, as ε ↓ 0 the sample variance of
[f(Y )− f(X)], which we denote as σ2, tends to zero. As we are estimating a partial
derivative according to (6.3), the size of the confidence interval given by Equation
(2.8) (with N fixed) scales as σ/ε. Table 6.1 shows that σ decreases at a slower rate
than ε, and consequently more simulations are required to produce estimates with a
given confidence interval for smaller choices of ε. The second point we make is that
the CPM and SPM are substantially more efficient than an uncoupled method. If
f(X) and f(Y ) were to be estimated independently, then we have σ2 ≈ 8500. If
ε = 2.50×10−4, then the CPM and SPM each require approximately 185 times fewer
sample paths than an uncoupled method would require for the same level of statistical
accuracy.
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We now consider the partial derivative ∂Q/∂d evaluated at d = 1. Again, the finite
difference scheme of Equation (6.3) is implemented, and Table 6.2 shows a range of
estimates for ∂Q/∂d. As before, a range of choices for ε are tested. In this case, the
CPM produces a substantially lower estimator variance than the SPM, and should
therefore be used in preference. The relative benefits of the CPM over the SPM are
most noticeable when low bias estimates are required (equivalently, when ε is small).
With ε = 2.50 × 10−2 the CPM is 6.2 times more efficient (in terms of estimator
variance) than the SPM, but when ε = 10.00 × 10−2, the CPM is only 2.6 times as
efficient as the SPM method. The CPM is therefore particularly useful when low bias
estimates for ∂Q/∂d are required. Again, both the SPM and CPM are significantly
more efficient than an uncoupled method.
Parameter Sensitivity Mean of Variance of Sim’s
ε estimate [f(Y )− f(X)] [f(Y )− f(X)] required
S
P
M
2.50× 10−2 −874.67± 10.00 -21.87 265.95 16342
5.00× 10−2 −871.86± 9.90 -43.59 369.09 5783
7.50× 10−2 −877.42± 10.10 -65.81 492.56 3296
10.00× 10−2 −888.00± 10.06 -88.80 605.77 2298
C
P
M
2.50× 10−2 −874.97± 10.14 -21.87 43.76 2618
5.00× 10−2 −885.38± 10.05 -44.27 97.20 1479
7.50× 10−2 −877.60± 9.78 -65.82 150.38 1073
10.00× 10−2 −881.90± 9.57 -88.19 210.37 882
Table 6.2: Estimated values for ∂Q/∂d at d = 1, estimated using Equation (6.3). We have
aimed to produce a confidence interval of semi-length 10.00. The sensitivities appear large:
this is because we are working with dimensional quantities.
In Section 6.6 we discuss the differences between the CPM and SPM, and consider
intuitive reasons as to why the CPM provides better performance. We also compare
the total CPU times required by the CPM and SPM.
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6.3.2 A travelling wave-front
Case Study 3. We return to Case Study 3, which is a stochastic model of the
Fisher-KPP wave, which has been used to model the spread of various biological
populations [89]. We divide a volume L × a × a into K = 101 equally-sized voxels
along the first dimension. The particles, which are all of the same species, diffuse at
a rate d throughout the domain. Within a voxel, the particles interact through the
following two reaction channels:
R1 : S
r1−→ S + S; R2 : S + S r−1−−→ S.
In order to study this system, we place 104 particles in the left-most voxel (formally,
X1 = 104), with the remaining voxels left empty. We take d = 0.1, r1 = 1 and
r−1 = 0.01; and generate paths until time T = 25. As the diffusion term, d, is non-
zero, the particles will eventually be able to colonise the whole domain. We focus on
two summary statistics of interest:
1. the expected total number of particles in the system at time T = 25. This is
given by
Q1 = E
[
K∑
k=1
Xk
]
; (6.12)
2. the expected total number of voxels colonised by the population at time T = 25.
This is evaluated as
Q2 = E
[
K∑
k=1
I{Xk>0}
]
. (6.13)
Suppose that the diffusion term, d, is perturbed. As before, the sensitivity of summary
statistics given by Equations (6.12) and (6.13), with respect to a changing diffusion
constant, is to be estimated by Equation (6.3). In Table 6.3 we show estimated values
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Parameter Sensitivity Mean of Variance of Simulations
ε estimate [f(Y )− f(X)] [f(Y )− f(X)] required
S
P
M
2.50× 10−3 6230± 251 15.57 2512.10 24464
5.00× 10−3 6406± 251 32.03 4809.75 11715
7.50× 10−3 6348± 245 47.61 6145.21 6991
10.00× 10−3 6220± 250 62.20 8478.50 5195
C
P
M
2.50× 10−3 6303± 249 15.76 591.91 5878
5.00× 10−3 6509± 252 32.54 1156.78 2800
7.50× 10−3 6317± 250 47.38 1571.85 1721
10.00× 10−3 6266± 247 62.66 1868.66 1176
Table 6.3: Estimated values for ∂Q1/∂d at d = 1, estimated using (6.3). We have aimed to
produce a confidence interval of semi-length 250. The sensitivities appear large: note this
is because we are working with dimensional quantities.
for ∂Q1/∂d (as per Equation (6.12)) and in Table 6.4 we show estimated values for
∂Q2/∂d (as per Equation (6.13)). In both cases, the CPM outperforms the SPM.
In this section, we have shown that the optimal finite difference method depends
on the model of interest. This is a departure from previous experience, which sug-
gested that the SPM should be preferred [106]. We now discuss two novel simulation
Parameter Sensitivity Mean of Variance of Simulations
ε estimate [f(Y )− f(X)] [f(Y )− f(X)] required
S
P
M
2.50× 10−3 71.83± 2.51 17.96× 10−2 40.17× 10−2 39140
5.00× 10−3 72.40± 2.51 36.20× 10−2 75.05× 10−2 18378
7.50× 10−3 72.63± 2.48 54.47× 10−2 98.12× 10−2 10936
10.00× 10−3 72.67± 2.50 72.67× 10−2 130.20× 10−2 7977
C
P
M
2.50× 10−3 74.34± 2.51 18.58× 10−2 16.44× 10−2 16051
5.00× 10−3 71.67± 2.50 35.84× 10−2 26.82× 10−2 6594
7.50× 10−3 71.25± 2.49 53.44× 10−2 32.86× 10−2 3634
10.00× 10−3 74.22± 2.51 74.22× 10−2 38.10× 10−2 2320
Table 6.4: Estimated values for ∂Q2/∂d at d = 1, estimated using (6.3). We have aimed
to produce a confidence interval of semi-length 250. The sensitivities appear large: this is
because we are working with dimensional quantities.
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strategies.
6.4 Grouped sampling method
This new implementation reduces the sample variance of Equation (6.3) for spatially-
extended reaction networks. Consider again the SPM method, where we have enu-
merated the events that change the state matrix, Equation (2.24), as
(
ζj
)
j∈J . The
propensity values of two systems, labelled as Systems X and Y , are inserted into
Equations (6.5), and a sample path for each system is then generated. We argued by
example in Section 6.2.4 that the values given by Equation (6.5) are very sensitive to
the exact location of particles, and so it can be difficult to generate tightly coupled
sample paths. The Grouped sampling method (GSM) is designed to be less sensitive
to the exact configuration of each of Systems X and Y . By essentially re-ordering
the key steps of the Next subvolume method [113], the GSM achieves a lower sample
variance under a variety of circumstances.
We explain the GSM by first considering the simulation of a single system. We can
partition the set of events
(
ζj
)
that change the state matrix into (M+2) groups. The
groups are as follows: Γ1 contains all R1 reaction events (so that there is an entry
for each voxel, meaning K events are contained in Γ1), Γ2 contains all R2, . . . , ΓM
contains all RM reaction events, ΓM+1 contains all diffusive jumps in which particles
diffuse to the left, and, ΓM+2 contains events where particles diffuse to the right.
Furthermore, we order the events inside each group according to the voxel in which
they take place (the importance of this will soon become clear). For example, an
event that takes place in voxel V 3 will be ‘next to’ an event that takes place in voxel
V 4. We can therefore simulate the events that take place in a single sample path by:
1. randomly selecting a group, Γg, where the probability of group Γg being chosen
is proportional to the sum of the propensities of the events inside that group;
183
2. randomly choosing an event ζk in group Γg, where the probability of ζk being
chosen is proportional to its propensity value.
This approach clearly produces the same dynamics as Algorithms 2.1 or 2.2. We now
show how to use this two-step method to simulate a correlated pair of sample paths.
If we follow the two-step procedure, there are two opportunities to share random
numbers between Systems X and Y . At the first step outlined above, we effectively
choose an event type: be it diffusion to the left, to the right, or a reaction of type
Rj. This step will be accomplished by using the SPM described in Section 6.2.1. The
SPM decides whether an event takes place in System X, Y or both.
At the second step, we choose which voxel the event takes place in. This step will be
performed with an inverse transform method7. This means that it is possible for the
same event (e.g. diffusion to the left) to take place at the same time in both Systems
X and Y , even if that event takes place in a slightly different voxel (note that if we
did not order the events inside each group, this would not be possible).
In order to use the SPM to perform step (1) of the simulation, for each group Γg, we
define the following propensities
aCg = min
∑
ζj∈Γg
aXj ,
∑
ζj∈Γg
aYj
 , aXg = ∑
ζj∈Γg
aXj − aCj , aYg =
∑
ζj∈Γg
aYj − aCj ,
(6.14)
where aXj and a
Y
j refer to the propensity of event ζj in Systems X and Y , respectively.
To perform step (2), we describe an inverse transform method, inv(u, g), where u is a
uniformly generated (0, 1) random variable, and g refers to the index of the ordered
group Γg. Pseudo-code is provided in Algorithm 6.4; we implement the algorithm in
7See Section 2.3 for further information.
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the next section.
Algorithm 6.4: The grouped sampling method is a two-step simulation method. We share
randomness between Systems X and Y at each of the two steps. A group Γg is chosen
according to the SPM; the SPM also decides whether an event takes place in both
Systems X and Y , or only one. At the second step, the inverse transform method chooses
the appropriate voxel.
Require: initial conditions, X(0) = Y (0), terminal time, T , and event groups
(
Γg
)
.
1: set X ←X(0), Y ← Y (0) and t← 0
2: loop
3: for each Γg, calculate a
C
g , a
X
g and a
Y
g according to Equations (6.14)
4: set a0 ←
∑
g
(
aCg + a
X
g + a
Y
g
)
and take ∆← Exp(a0)
5: if t+ ∆ > T then
6: break
7: end if
8: choose (g, Z) with probability aZg /a0, where Z ∈ {C,X, Y }.
9: if Z = C then
10: set u ← U(0, 1), and choose kX , kY with inverse transform method
inv(u, g) (see main text)
11: set X ←X + νkX and Y ← Y + νkY
12: else if Z = X then
13: choose k using inv(u, g), and set X ←X + νk
14: else if Z = Y then
15: choose k using inv(u, g), and set Y ← Y + νk
16: end if
17: set t← t+ ∆
18: end loop
6.4.1 Illustrating grouped sampling
Case Study 9. The GSM is now tested and compared with the un-grouped SPM
and CPM. We start by referring to Case Study 8, where species S1 diffuses through a
volume of K = 101 voxels, and reacts to form S2 particles. In order to ensure that the
simulation results presented in Table 6.1 and Table 6.2 are not simply a consequence
of the symmetry of Case Study 8, we introduce stochastic drift into the model, so
that the movement of the S1 particles is biased to either the left or the right. Thus,
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for each voxel, V k, the S1 particles diffuse according to
Sk1
d`−→ Sk−11 ; Sk1 dr−→ Sk+11 ; (6.15)
where d` and dr are the appropriate biased transition rates. As before, we enforce
zero-flux conditions. We take d` = 3.5, dr = 1.0 (meaning a net drift rate of 2.5), and
T = 50. We re-use the remaining parameters and initial conditions from Case Study
8. We consider again the expected total number of S2 particles in the system (given
by Equation (6.10)), and we estimate the value of
∂Q
∂d`
∣∣∣∣
d`=3.5
, (6.16)
where Q = E[f(X)]. The results of using the finite difference scheme given by Equa-
tion (6.11) are given in Table 6.5. The results show that the GSM is substantially more
efficient than the SPM (requiring approximately three times fewer sample paths), and
provides a modest improvement over the CPM (a saving of approximately 30%).
Parameter Sensitivity Mean of Variance of Simulations
ε estimate [f(Y )− f(X)] [f(Y )− f(X)] required
S
P
M
0.25 4589± 10 1147.27 6451.29 3962
0.50 4598± 10 2298.83 13269.47 2028
0.75 4616± 10 3462.18 18696.09 1271
C
P
M
0.25 4588± 10 1146.98 3424.79 2078
0.50 4593± 10 2296.26 6737.83 1040
0.75 4612± 10 3459.29 10126.12 685
G
S
M
0.25 4587± 10 1146.79 2237.95 1376
0.50 4599± 10 2299.58 4205.92 647
0.75 4612± 10 3458.76 7363.30 500
Table 6.5: Estimated values for ∂Q/∂d` at d` = 3.5, estimated using Equation (6.3). We
have aimed to produce a confidence interval of semi-length 10.
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6.5 Multi-choice method
This is our second development. We have already demonstrated that the relative
performance of the CPM and SPM methods depend on the problem to be investigated.
In this section, we describe a hybrid switching scheme, which we call the Multi-choice
(MC) method. The benefits of the multi-choice method are two-fold: firstly, it lets
us choose the best coupling method (either the SPM or CPM) for each event; and,
secondly, it allows us to change this decision dynamically. This flexibility enables an
even greater reduction in sample variance. Our method has been designed without
any specific problem in mind, but a heuristic justification for our approach is included
within the discussion (see Section 6.6.3).
To improve on the SPM and CPM techniques, we will dynamically assign each event
ζj, j ∈ {1, . . . , J}, to either the ‘SPM part’ or ‘CPM part’ of the algorithm, to
determine how it should be simulated. This assignment may change, depending on
the state matrix (2.24) of the system. To simplify matters, we will do this on a voxel-
by-voxel basis, so that events with reactants in the same voxel will all be simulated
with the SPM, or alternatively, all with the CPM. We first provide a broad overview
of the method, and then explain how it might be implemented. Our method for
switching between the SPM and CPM is intricate, because it is constructed in a way
that ensures there is no additional bias introduced into the estimation of summary
statistics. We return to this point in Section 6.5.2.
6.5.1 Switching between the SPM and CPM
We might think of using the voxel populations to decide whether the SPM or CPM
should be used for each voxel, V k, and then labelling our decision as Φ(Xk, Y k). This
suggests that every time the state matrix of System X or Y changes, we check if
the new populations lead to a different choice. If necessary, we immediately change
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coupling methods. In Section 6.5.2, we show that this method will result in a further,
uncontrolled bias in summary statistics.
We avoid biasing the statistics by implementing the following procedure. Consider
only System X. For each value of Xk (the population values in voxel V k), we will
determine which of the SPM or CPM is likely to be the better coupling method to
implement (without explicitly considering Y k). We label this method as Ψ(Xk), and
impose the method for voxel V k in System X. When the value of Xk changes, we
see if the coupling choice for voxel V k changes. The same procedure is followed for
System Y (with the label Ψ(Y k)). When the populations Xk and Y k both suggest
the same method (either the SPM or CPM be used) for voxel V k, then this method
is implemented. However, there can be an interface period where the values of Xk
and Y k mean require different coupling methods to be implemented, and a bespoke
simulation approach is needed for this interface region. This interface region is re-
quired to make sure that no bias is introduced. The upside is that in scenarios we
have encountered, the size of the interface region is small relative to the time-scale
of the sample path. We explain the details of the multi-choice method in two steps.
We first describe the multi-choice method for just a single voxel. The second step is
to implement the multi-choice method on a system with many voxels.
Considering a single voxel
Initially, suppose that Ψ(X) = Ψ(Y ) = CPM. The CPM is implemented, and there-
fore:
• Algorithm 6.2 is used in System X and Algorithm 6.3 in System Y .
Now suppose that Ψ(X) changes to SPM, but Ψ(Y ) remains as the CPM. This is an
interface region, which is characterised by System X transitioning from the CPM to
188
the SPM. Thus,
• Algorithm 2.2 is used in System X and Algorithm 6.3 continues to be used in
System Y .
Note that the lists of arrival times (Fj for j ∈ {1, . . . , J}) generated by Algorithm
6.2 are still used at this step. Next, suppose that Ψ(Y ) changes to SPM. This means
that we can couple the paths and
• Algorithm 6.1 is used for both Systems X and Y .
The lists (Fj) for j ∈ {1, . . . , J} are deleted. Next, suppose Ψ(X) changes to CPM,
but Ψ(Y ) remains as the SPM. We are again in an interface region, and therefore
• Algorithm 6.2 is used in System X, and Algorithm 2.2 in System Y .
Finally, suppose that Ψ(Y ) changes to CPM. Full coupling of the paths can now be
achieved, and:
• Algorithm 6.2 is used in System X; Algorithm 6.3 is restarted in System Y .
Note that Algorithm 6.3 uses new lists of arrival times (Fj). This scenario is graphi-
cally illustrated in Figure 6.2.
The above scenario described two kinds of interface scenarios: (1) a system has moved
from the CPM to the SPM, with the other system to follow; and (2) a system has
moved from the SPM to the CPM, with the other system to follow. This exhausts
all possible ways in which an interface region can arise.
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Figure 6.2: This diagram illustrates the multi-choice coupling method. The hatching illus-
trates an interface region: see Section 6.5.1 for further information.
Considering multiple voxels
The multi-choice method is now implemented across multiple voxels. There are mul-
tiple ways of achieving this, but we describe a method that is relatively easy to
implement. Our procedure is to first simulate a sample path for System X using Al-
gorithm 6.2. We record the state matrix X at each time t, and save the firing times of
the Poisson processes, Yj, used to generate the sample path for X. Now that sample
path for System X has been simulated, we must produce a sample path for System
Y . For each voxel of System Y , there are three possible simulation algorithms:
1. Ψ(Xk) = Ψ(Y k) = CPM, so that Algorithm 6.3 is implemented;
2. Ψ(Xk) 6= Ψ(Y k), so either Algorithm 6.3 or Algorithm 2.2 is required;
3. Ψ(Xk) = Ψ(Y k) = SPM, so that the SPM must be used.
Recall that at this stage, we have fully simulated the sample path for System X.
Cases (1) and (2) above are straightforward to deal with. To deal with the third
possibility, we will need to reverse-engineer the SPM to deduce the sample path for
System Y .
The SPM is reverse-engineered as follows: for each event that changes the population
levels of System X, we need to decide whether it also takes place in System Y . At
each simulation step, we compare propensities. If aXj < a
Y
j , then:
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Algorithm 6.5: The SPM simulates path Y by sharing randomness with a previously
generated path X. This method produces the same dynamics as Algorithm 6.1.
Require: initial conditions, Y (0) = X(0), terminal time, T , and lists Fj
1: set Y ← Y (0), and set t← 0
2: for each ζj, set A
X
j ← 0
3: for each ζj, set T
X
j to be the first element of list Fj, then delete the first element
of Fj
4: for each ζj, set A
Y
j ← 0, and generate T Yj ← Exp(1)
5: loop
6: for each ζj, calculate propensity values a
X
j (X(t)), a
Y
j (Y (t))
7: for each ζj and Z ∈ {X, Y }, calculate ∆Zj as
∆Xj =
TXj − AXj
aXj
, ∆Yj =
T Yj − AYj
max{0, aYj − aXj }
8: set ∆ ← minj,Z ∆Zj (where the minimum is over Z and j), and let k ←
argminj,Z∆
Z
j
9: if t+ ∆ > T then
10: break
11: end if
12: if Z = X then
13: if aXj ≤ aYj then
14: set Y (t+ ∆)← Y (t) + νk
15: else if aXj > a
Y
j then
16: with probability ayj/a
X
j , set Y (t+ ∆)← Y (t) + νk
17: end if
18: set t← t+ ∆
19: if Fk 6= ∅ then
20: let u be the first element of Fj: set TXk ← TXk + u, and then delete u
21: else
22: generate u ∼ Exp(1), then set TXk ← Tk + u
23: end if
24: else if Z = Y then
25: set Y (t+ ∆)← Y (t) + νk, and set t← t+ ∆
26: generate u ∼ Exp(1), then set Tk ← Tk + u
27: end if
28: for each ζj, set A
X
j ← AXj + aXj ·∆ and set AYj ← AYj + max{0, aYj − aXj } ·∆
29: end loop
• any ζj that takes place in System X necessarily also takes place in System Y
(see Equation (6.5), where aXj = 0); and
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• it is possible for an event ζj to fire only in System Y (in terms of Equation (6.5),
aYj ≥ 0).
However, if aXj > a
Y
j :
• if an event ζj fires in System X, then it fires with probability aYj /aXj in System
Y (in terms of Equation (6.5), aCj = a
Y
j , a
X
j ≥ 0 and aYj = 0).
Please see Algorithm 6.5 for a pseudo-code implementation of the SPM.
Finally, we are in a position to describe the overall multi-choice method. The afore-
mentioned algorithms are modifications of Algorithm 2.2, and so combining them into
a single algorithm is natural. This technique is described in full in Algorithm 6.6.
6.5.2 A warning about model bias
In this section, we briefly explain why deciding on the coupling method based on the
current populations Xk and Y k together can lead to a model bias. Consider Systems
X and Y . For each voxel V k, we might think of using the voxel populations to decide
whether the SPM or CPM should be used for that voxel, and then labelling our deci-
sion as Φ(Xk, Y k). Every time one of Xk or Y k changes, Φ is re-evaluated. When our
choice of Φ changes, we might then hope to immediately change the coupling method
by relying on the memory-less property of exponential variates. Unfortunately, this
implementation we have described leads to a model bias. Suppose that at time t = 0,
Φ(Xk, Y k) = CPM, and so the events taking place in V k are simulated by explicitly
considering the arrival times of Poisson processes (recall the System X and Y share
Poisson processes). If an event fires at time t = t∗ that results in Φ(Xk, Y k) = SPM,
we immediately switch to the SPM. Over the time-interval (0, t∗] the Poisson processes
associated with voxel V k might have fired a different number of times in Systems X
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Algorithm 6.6: The multi-choice algorithm simulates path Y by using randomness from
path X. Different simulation methods are used for different voxels.
Require: initial conditions, Y (0) = X(0), terminal time, T , and complete details of
X
1: set Y ← Y (0), and set t← 0
2: for each V k, let Mk be simulation method implied by Ψ(X
k) and Ψ(Y k);
3: for each voxel V k do
4: configure Aj, Tj, etc. as appropriate per Mk
5: end for
6: loop
7: for each voxel V k do
8: calculate propensities, required internal values, set ∆k to be time to next
event
9: end for
10: if t+ min ∆k > T then
11: break
12: end if
13: set t← t+ min ∆k and update Y per argmin ∆k
14: for each voxel V k do
15: perform housekeeping as required by Mk
16: recalculate Ψ(Xk), Ψ(Y k) and so Mk at time t
17: end for
18: end loop
and Y . Let us suppose, without loss of generality, that the Poisson process Yj fires
more times in System X than in System Y . By immediately switching to the SPM,
we stop using the CPM, and so the firings of Yj that have been ear-marked to occur in
System Y , do not take place. The difficulty is that these ear-marked arrivals have al-
ready affected the value of Xk, thereby contributing to the choice Φ(Xk, Y k) = SPM.
As the ear-marked values play a role in changing Φ, when we observe the change in
Φ we gain information as to the distribution of the ear-marked arrival times, and can
no longer assume that they are exponentially distributed. We therefore cannot use
the memory-less property on these arrival times without introducing a bias.
The multi-choice method will not bias model statistics for the following reason: when
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an individual system changes coupling methods (from the CPM to SPM, for example),
this is done on the basis of the random numbers that have already been simulated
and used in producing that sample path. The random numbers that will be simulated
in future have no role in the coupling method changing, and we can therefore safely
discard them.
6.5.3 A travelling wave
Case Study 3. We return again to a stochastic model of a Fisher-KPP wave.
There are two distinct behaviours to consider. Between the wave-front and the left
boundary, high molecular populations are maintained (and particle numbers exhibit
quasi-steady-state dynamics). At the wave-front, diffusion drives the wave to the
right. The colonisation of the domain is due to a small number of molecules jumping
to the right. We postulate that the SPM will work better for simulating events in
voxels that have been colonised (and are therefore characterised by high molecular
populations). This follows as the SPM is a memory-less coupling method: see Section
6.6.2 for further information. The CPM should be preferred in the remaining voxels
(that are characterised by low molecular populations). This is because the CPM
considers the natural time-scale of both Systems X and Y as the CPM; again, see
Section 6.6.2 for further information. Thus, we summarise our choice of coupling
method, Ψ , as
Ψ(Xk) =

CPM, if Xk ≤ α;
SPM, if Xk > α.
where α is a chosen threshold. We have worked with α = 67, and will use this
throughout the rest of this section. We have chosen α to be well away from the
favourable state, but equally, not so low so that the benefits of the CPM cannot
be realised. Further information as to the heuristics of choosing a coupling method
are provided in the discussion. In our experience, the algorithm is not particularly
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sensitive to the precise choice of α.
The multi-choice method is now implemented. The summary statistics of interest
are the total number of particles (see (6.12)) and the number of non-empty voxels
(see (6.13)). In Table 6.6 we set out the results of our investigation into the partial
derivatives given by (6.12) and (6.13) with respect to a change in the diffusion term,
d. We compare the simulation results in Table 6.3 and Table 6.4. In the case of
the sensitivity of the total number of particles (see (6.12)), we see that the multi-
choice method can be up to 5.6 times more efficient as the CPM, and 23 times more
efficient as the SPM. When considering the sensitivity of the total number of voxels
occupied (see (6.13)), we see that, as expected, the multi-choice method provides
roughly equivalent performance. These speed-ups are shown in Figure 6.3.
6.6 Discussion
In this chapter, we have shown that the SPM and CPM techniques for estimating
parametric sensitivities in well-mixed systems can be naturally extended to study
spatially-inhomogeneous RDME models. Other researchers proceeded on the as-
sumption that the SPM provides lower-variance estimates than the CPM, and should
therefore be preferred [106]. We have shown that the relative performance of each
method depends on the model of interest, as well as the summary statistics that are
to be computed. In addition, we have presented two new simulation strategies: firstly,
the GSM; and, secondly, the MC method that dynamically combines the SPM and
CPM approaches. The efficiency of these novel methods have been demonstrated
with numerical examples.
In the remainder of this chapter, we discuss a number of unresolved issues and chal-
lenges. We provide some intuition as to the circumstances under which the CPM
outperforms the SPM, and when the grouped sampling or the multi-choice methods
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Parameter Sensitivity Mean of Variance of Simulations
ε estimate [f(Y )− f(X)] [f(Y )− f(X)] required
∂
Q
1
/
∂
d 2.50× 10−3 6446± 250 16.12 107.22 1057
5.00× 10−3 6657± 252 33.28 215.90 523
7.50× 10−3 6572± 260 49.29 365.00 370
10.00× 10−3 6066± 241 60.66 469.35 310
∂
Q
2
/
∂
d 2.50× 10−3 73.40± 2.53 18.35× 10−2 16.63× 10−2 16000
5.00× 10−3 71.23± 2.50 35.62× 10−2 26.86× 10−2 6612
7.50× 10−3 72.30± 2.52 54.22× 10−2 34.84× 10−2 3753
10.00× 10−3 72.14± 2.52 72.14× 10−2 39.96× 10−2 2416
Table 6.6: Estimated values for ∂Q1/∂d and ∂Q2/∂d at d = 1.0, estimated using (6.3) and
the multi-choice method. Appropriate confidence intervals have been constructed.
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Figure 6.3: This shows the number of simulations required to estimate partial derivatives for
the Fisher-KPP system, ∂Q1/∂d and ∂Q2/∂d at d = 1.0, for a constant level of statistical
accuracy. For further information, see Table 6.3, Table 6.4, and Table 6.6.
are required. We then discuss a number of implementation issues.
6.6.1 Detailing the CPU times required by the SPM and
CPM
Building on the material presented in Section 6.3.1, we return to Case Study 8 to
illustrate the different CPU times taken by the SPM and CPM methods.
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Case Study 8. We recall that Case Study 8 described a simple reaction-diffusion
model. In Table 6.2, we presented estimated values for ∂Q/∂d, where Q counts a
specific biological population (see Equation (6.10)), and d = 1. We argued that
the CPM was more efficient, as it can achieve a given confidence interval with fewer
simulations than the SPM method would require.
We have concerned ourselves with the number of simulations required to estimate
the required sensitivities, and not the overall simulation time. The rationale for
this approach is that the performance of the various simulation methods depends
heavily on the particular implementation chosen; this is particularly evident where a
spatially-extended model is considered. Therefore, considering the number of sample
paths provides a safe means for benchmarking our results.
However, in Table 6.7, we show the CPU time required to generate a pair of sample
paths, [X,Y ](r), using the SPM and the CPM method. For each choice of ε, we
ran each of the SPM and CPM N = 1000 times. We show the average CPU time
required per pair of sample paths, together with the 10-th to 90-th percentiles. The
CPM method requires approximately 16% more CPU time than the SPM method.
Table 6.8 shows the overall CPU time required to estimate ∂Q/∂d, as per Table 6.2.
We show that, when comparing CPU times, the CPM outperforms the SPM, and
that such effects are more noticeable when ε (and therefore the bias) is small.
We now continue with a more general discussion about the SPM and CPM methods.
6.6.2 Intuitive differences between the SPM and CPM
Suppose that we wish to generate sample paths for Systems X and Y over a time-
interval [0, T ]. Informally, the SPM compares the propensities of each event, ζj, in
Systems X and Y . If the propensities for event ζj are exactly the same, then we can
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Parameter, ε SPM – CPU time
2.50× 10−2 4.19× 10−2 s (4 .14 , 4 .23 )× 10−2 s
5.00× 10−2 4.25× 10−2 s (4 .19 , 4 .31 )× 10−2 s
7.50× 10−2 4.26× 10−2 s (4 .22 , 4 .31 )× 10−2 s
10.00× 10−2 4.27× 10−2 s (4 .22 , 4 .32 )× 10−2 s
Parameter, ε CPM – CPU time
2.50× 10−2 4.99× 10−2 s (4 .86 , 5 .13 )× 10−2 s
5.00× 10−2 5.01× 10−2 s (4 .88 , 5 .14 )× 10−2 s
7.50× 10−2 5.06× 10−2 s (4 .91 , 5 .21 )× 10−2 s
10.00× 10−2 5.06× 10−2 s (4 .93 , 5 .19 )× 10−2 s
Table 6.7: The CPU time required to generate a pair of sample paths,[X,Y ](r), so that
∂Q/∂d can be estimated. The CPM and SPM are tested; the SPM is slightly faster.
Parameter, ε SPM CPM Extra time
2.50× 10−2 684 s 131 s 423%
5.00× 10−2 246 s 74 s 231%
7.50× 10−2 140 s 54 s 159%
10.00× 10−2 98 s 45 s 120%
Table 6.8: The total CPU time required to estimate ∂Q/∂d to within a confidence interval
of semi-length 500.0 is shown. The overall CPU time expended by the CPM is lower than
the CPU time required by the SPM.
insist that whenever ζj takes place in one of Systems X or Y , it also takes place in the
other system. If the propensities are different, then if ζj takes place in one system,
it also takes place in the other system with some probability. If the propensities are
similar, then the aforementioned probability will be high, and so we expect that the
processes will be tightly coupled. This procedure is Markovian in the sense that it
only depends on the current propensity values.
The CPM is different. For each event, ζj, a single, unit-rate Poisson process is used to
simulate events for both Systems X and Y . We determine the firing times of event ζj
by keeping track of the internal times of each reaction channel (see Equation (2.6)),
198
and comparing them with the firing times of each unit-rate Poisson process, Yj. The
internal times depend on the entire history of the sample path, and not only the
present value. The sequence of arrival times for Yj is kept the same, and the CPM
coupling method therefore uses the same arrival time for the n-th firing of the Poisson
process. Unlike the SPM, this coupling is not explicitly time-based.
Sometimes the SPM and CPM techniques produce estimates for Equation (6.3) that
have similar variances, as seen in Case Study 8 with a perturbed reaction rate, r. In
cases where a perturbed parameter means one process has a different natural time-
scale to the other, then the CPM provides better performance. In Case Study 8, when
the diffusion term, d, was perturbed, System X and Y operated on different natural
time-scales, with System Y effectively a faster version of System X. A time-based
coupling provides inferior performance. There are conditions under which the SPM
is likely to outperform the CPM technique. In particular, where a steady state is
expected, the SPM coupling is memory-less, which allows for mean-reversion effects.
The summary statistic of interest will also have an effect on the choice between the
SPM and CPM.
6.6.3 Justifying grouped sampling and multi-choice method
We illustrated the GSM with Case Study 9. In this model of biased diffusion, the
GSM substantially reduced the sample variance compared with the SPM. The two-
tier, GSM simulation procedure, meant that, as far as possible, the same ratio of left
diffusion to right diffusion events could be maintained in both systems. By ensuring
that the precise location of the diffusing particle is not as important as the direction
in which the particle diffuses, a decreased variance was achieved.
The multi-choice method is useful for situations where there are substantial qualita-
tive differences in stochastic behaviour in different voxels. With Case Study 3, the
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system dynamics in front of the wave-front are quite different to the dynamics behind
the wave-front. The multi-choice method can choose between the SPM and CPM ac-
cording to the stochastic behaviour of the particular sample path. The multi-choice
method therefore explicitly accounts for the spatial variation inherent in problems
modelled with the RDME by using different coupling methods for the events taking
place in different voxels.
6.6.4 Outlook
The SPM and CPM can both provide accurate estimates of the parametric sensitivi-
ties of spatially-extended stochastic models. The grouped sampling and multi-choice
extensions explicitly consider the characteristic dynamics of a spatially-extended net-
work, thereby offering increased efficiency and flexibility. Future work should concen-
trate on rigorously evaluating which parameter sensitivity estimation method should
be preferred for particular sets of circumstances.
Having completed this final investigative chapter, we turn to summarising the out-
comes of this thesis.
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Chapter 7
Discussion
Even a seemingly-innocuous chemical reaction network model might prove to be an-
alytically intractable. Therefore, Monte Carlo methods often provide the only means
by which model dynamics can be explored. Throughout this thesis, we have imple-
mented a range of variance reduction methods to reduce the CPU time required to
estimate summary statistics with a Monte Carlo approach. By building upon existing
and well-understood simulation algorithms, we developed carefully-structured simula-
tion methods of our own, making it easier to characterise and understand stochastic
models of biological processes. We have focused our efforts on developing general
tools that answer specific, testing questions about chemical reaction networks.
In this final chapter, we summarise the findings of this thesis, and suggest directions
in which our work can be extended. In Section 7.1, the research findings of this
thesis are discussed under two headings: first, we consider the multi-level method
chapters (Chapters 3, 4 and 5), and then, we proceed to discussing our new parameter
sensitivity methods (Chapter 6). In Section 7.2, we explain how our findings can be
adapted and re-purposed to answer further, key questions in Systems Biology. Our
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final conclusions are stated in Section 7.3.
7.1 Review
This thesis started by describing the theoretical results that underpin the research
chapters. In order to compare our new methods with traditional simulation tech-
niques, in Chapter 2 we outlined a number of well-established and reliable Monte Carlo
methods that generate sample paths of models described by the CME or RDME. The
Kurtz RTCR was introduced; this representation of a chemical reaction network leads
naturally to the CPM coupling methods implemented in Chapters 5 and 6. Crucially,
we explained how the RTCR can describe a sample path generated with the tau-leap
method, which is especially important for the algorithms described in Chapter 5.
In each of Chapters 3, 4, 5 and 6, we used variance reduction methods to efficiently es-
timate important summary statistics. In Chapters 3, 4 and 5, we focused on spatially-
homogeneous multi-level methods. In Chapter 6, we shifted focus and considered a
spatially-inhomogeneous model, for which it was necessary to estimate parametric
sensitivities. We now discuss each of these two research focuses.
7.1.1 Multi-level methods
Chapter 3 started with an outline of the multi-level approach due to Giles [46]. The
key research focus of this chapter was to establish confidence in the implementa-
tion of the multi-level method. We presented a number of sensible, practical and
software orientated results that, together, render a more efficient and reliable algo-
rithm. In particular, the dynamic calibration scheme presented as Algorithm 3.3 was
to become especially important in subsequent chapters. We proceeded to compare
algorithm performance across a range of test cases and algorithm parameters. In
addition to studying the expected CPU time required by the multi-level method to
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estimate a summary statistic, we sought to understand how the CPU time required to
generate the required sample paths might vary as the initial random number seed is
changed. Finally, we tested the multi-level method with more complicated networks
and summary statistics.
In Chapter 4, the adaptive multi-level method was described. As with the regu-
lar multi-level method, algorithm parameters need to be chosen before the adaptive
multi-level method can be used. We highlight Section 4.5.2, which explains an auto-
matic selection procedure for choosing the algorithm parameters, as one of the key
contributions of this chapter. The automation procedure uses a topological, struc-
tured approach for optimising the CPU time by searching efficiently over a graph of
possible algorithm parameters.
In Chapter 5, we developed the multi-level method in two directions: firstly, we
implemented the CPM variance reduction method that couples two tau-leap sample
paths more reliably; and, secondly, we compared our new coupling method with
a multi-level approach that uses the R-leap method. The CPM we proposed has
two steps: at the first step, a sample path is generated, and the Poisson processes
used to generate the reactions are traced out and stored. At the second step, the
second sample path is generated using the stored Poisson processes of the first path.
We exploited the statistical properties of Poisson processes to avoid having to fire
reactions individually, thereby ensuring the efficiency of our SSA. In the second strand
of this chapter, we demonstrated that the multi-level approach is highly flexible and
versatile, and that the R-leap method can be successfully incorporated into the multi-
level framework.
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7.1.2 Parameter sensitivity analysis
With Chapter 6, we continued with the theme of variance reduction methods, but
our focus shifted onto spatially-inhomogeneous models. In this chapter, we explained
how we can adapt existing finite difference schemes to robustly estimate parametric
sensitivities in an RDME model. We showed that algorithmic performance depends
on the dynamics of the given network and the choice of summary statistics. The key
contribution of this chapter is the description of a hybrid technique that dynamically
chooses the most appropriate simulation method for the network of interest.
7.2 Further directions and extensions
A number of further research directions and extensions are now discussed, and a range
of important applications are highlighted.
7.2.1 Distribution construction
In this thesis, we have focused on estimating only point statistics of a chemical reaction
network. For certain reaction networks of interest, point statistics provide limited
information as to the system dynamics. In particular, for systems that comprise
multiple favourable states, it might be necessary to adapt the multi-level method to
generate an empirical probability distribution to describe the model.
Example 7.1. One particularly interesting challenge is to deal with systems that
comprise multiple favourable states, such as the Schloegl system [114], for which the
mean is a poor descriptor of the molecular populations. 
We mention two possible ways in which the multi-level method can be used to generate
empirical probability distributions.
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• the multi-level method can be used to estimate the r-th moment of a population
of interest, µr = E[Xr], for r = 1, . . . , C. The moments can then be used to
construct an empirical probability density function. For example, the Method
of Moments can be used to generate such a distribution [115]. The choice of
C is non-trivial and must be carefully considered [116]. It is also possible to
estimate the r-th central moment, E[(X − E[X])r];
• the multi-level method can be used to estimate a family of summary statistics,(Qr)r∈1,...R, where
Qr := E
[
I{αr−1≤X<αr}
]
.
An empirical histogram can then be constructed; the choices of α0, . . . , αR will
determine the bin sizes of the histogram.
7.2.2 Multi-level model reduction methods
For certain chemical reaction networks, the network dynamics can be simplified, so
that sample paths can be generated more efficiently. The network dynamics can be
simplified in many ways. For example, instead of treating every reaction channel as
a stochastic process, a subset of reaction channels can be modelled deterministically,
meaning that it becomes unnecessary to generate random inputs for these channels.
However, the deterministic description of a reaction channel will introduce a bias.
A multi-level model reduction method could proceed as follows: set ` = 0, and decide
that certain channels are labelled as ‘deterministic’ whilst others are ‘stochastic’. As
` is increased, reaction channels are moved from the ‘deterministic’ set and into the
‘stochastic’ set. The process is repeated until no ‘deterministic’ channels remain. We
provide an example that has been adapted from Chapter 3; an additional example
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can be found in Anderson and Higham [47].
Example 7.2. In the Michaelis-Menten system, the species are labelled as substrate
(‘S’), enzyme (‘E’), complex (‘ES’) and product (‘P’). The reaction channels are given
as:
R1 : E + S
r1
GGGGGAES; R2 : ES
r−1
GGGGGGA E + S; R3 : ES
r2
GGGGGA E + P.
The Michaelis-Menten assumption is to replace R1, R2 and R3 with a single reaction
channel, R∗, which is described in Equation (3.31). The single reaction is given as
R∗ : S
k∗
GGGGGA P,
where k∗ = k2E0/(S + (r−1 + r2)/r1), and with E0 representing the initial enzyme
population. 
A numerical investigation shows that generating sample paths for the complete process
with reactions R1, R2, R3 takes a long time, whereas simulating the reduced process
with reaction R∗ only is substantially faster. The following multi-level algorithm
could therefore be implemented:
• on level ` = 0, we estimate Q0 by simulating the reduced system (with R∗ only);
• on level ` = 1, we estimate Q1 by comparing (a) the reduced system, with (b)
the complete system (i.e. with R1, R2, R3). We use the same unit-rate Poisson
process for R3 (in the complete, DM system) and R∗ (in the reduced system).
Reactions R1 and R2 are left uncoupled.
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7.2.3 Multi-level methods and Bayesian inference
In this thesis, we characterised the effects of changes in input parameters through the
use of a parameter sensitivity analysis. That leaves the question of how one might
derive model parameters from raw data as unanswered. Suppose we are to choose
model parameters, θ, based on observed data, D. We therefore wish to know the
probability of a parameter choice, θ, given the data D. This probability, P[θ | D],
is known as the posterior. Bayes’ Theorem expresses the posterior in terms of a
likelihood, P[D | θ] and a prior, pi(θ), as [58]
P[θ | D] = P[D | θ]
P[D] · pi(θ). (7.1)
The prior, pi(θ), encodes any existing beliefs about the parameters, θ. For a CME
model, the likelihood, P[D | θ], is often analytically intractable, and alternative infer-
ence methods are required. We give one example of a likelihood-free method.
Example 7.3. Approximate Bayesian Computation (ABC) approximates the prob-
ability distribution P[θ | D] [117]. In its simplest form, the ABC algorithm proceeds
by repeating the following steps:
• a parameter θ̂ is sampled from the prior, pi(·);
• synthetic data, D, is generated with an SSA by using parameter θ̂;
• if D and D are sufficiently similar, that is, for a comparison function d(·, ·) and
tolerance, ε, d(D,D) < ε, then θ̂ is accepted, otherwise, it is rejected.
Thus, the accepted values of θ̂ are sampled from the distribution P[θ | d(D,D) < ε].
The comparison function, d(·, ·), needs to be carefully chosen; for example, d(·, ·),
might compare a basket of summary statistics drawn from D and D [118]. 
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By approximating P[θ | D] with P[θ | d(D,D) < ε], ABC methods have enjoyed
particular success with CME and RDME models, but this has come at a high com-
putational cost [119, 120].
The multi-level methodology can be used to accelerate ABC. Warne et al. [121] work
with the CDF of the ABC posterior,
Fε(θ) =
∫ θ
P[θ′ | d(D,D) < ε] dθ′. (7.2)
As indicated, the CDF is parametrised by a choice of ε. Sufficiently many sample
paths must be generated to estimate the integral contained in Equation (7.2). As ε
decreases, we expect the bias to decrease, but more sample paths, and consequently,
more CPU time, is required to ensure statistical accuracy of our chosen CDF. A
speed-up can be attained by using a multi-level style, hierarchy of choices of ε for
ABC computation [121].
7.3 Outlook
Computational resources are not limitless: only through the design and development
of considered Monte Carlo simulation schemes can the best use of CPU time be made.
We have therefore sought to develop efficient, usable and modular simulation strate-
gies to investigate stochastic models that arise in Systems Biology. Through our
developments to the multi-level method, and our spatially-inhomogeneous parame-
ter sensitivity method, we make it easier to design and interpret realistic biological
models.
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