The wave functions of a quantum isotropic harmonic oscillator in N-space modified by barriers at the coordinate hyperplanes can be expressed in terms of certain generalized spherical harmonics. These are associated with a product-type weight function on the sphere. Their analysis is carried out by means of differential-difference operators. The symmetries of this system involve the Weyl group of type B, generated by permutations and changes of sign of the coordinates. A new basis for symmetric functions as well as an explicit transition matrix to the monomial basis is constructed. This basis leads to a basis for invariant spherical harmonics. The determinant of the Gram matrix for the basis in the natural inner product over the sphere is evaluated, and there is a formula for the evaluation of the basis elements at (1,1,...,1). When the underlying parameter is specialized to zero, the basis consists of ordinary spherical harmonics with cube group symmetry, as used for wave functions of electrons in crystals. The harmonic oscillator can also be considered as a degenerate interaction-free spin Calogero model.
Introduction
There are interesting families of potentials invariant under permutations and changing of signs of coordinates. The most basic one is a central potential perturbed by a crystal field with cubic symmetry. Another important example is the spin Calogero-Moser system of B-type. In this paper we study a potential which can be considered as an N -dimensional isotropic harmonic oscillator modified by barriers at the coordinate hyperplanes, or as a degenerate Calogero-Moser model with no interaction. The main object is to study invariant harmonic polynomials, which when multiplied by radial Laguerre polynomials provide a complete decomposition of the invariant wave functions. This is made possible by use of the author's differential-difference operators and the construction of a new basis for symmetric functions.
We consider generalized spherical harmonic polynomials invariant under the action of the hyperoctahedral group B N acting on R N . Let N 0 = {0, 1, 2, . . . }, the set of compositions with N parts is
(t) αi , (the Pochhammer symbol is (t) n = n i=1 (t + i − 1)). Denote the cardinality of a finite set E by #E. The set P of partitions consists of finite sequences λ = (λ 1 , λ 2 , . . . ) ∈ ∞ N =1 N N 0 satisfying λ 1 ≥ λ 2 ≥ . . . ≥ 0 and two partitions with the same nonzero components are identified. Then P n = {λ ∈ P : |λ| = n} for n = 1, 2, 3, . . . . For a partition the length l (λ) = Date: July 15, 2002. 1991 Mathematics Subject Classification. 33C55, 05E05, 81Q05, 82D25. During the preparation of this paper the author was partially supported by NSF grants DMS 9970389 and DMS 0100539.
# {i : λ i ≥ 1} is the number of nonzero components. For a given N we will need the partitions with l (λ) ≤ N , denoted by P (N ) = P∩N N 0 , and P (N ) n = P n ∩N N 0 . One partial ordering for partitions is given by containment of Ferrers diagrams: thus µ ⊂ λ means µ i ≤ λ i for each i. The notation ε i = 0, . . . , i 1, . . . for the i th standard basis vector in N N 0 (for 1 ≤ i ≤ N ) is convenient for describing contiguous partitions; for example λ + ε 1 = (λ 1 + 1, λ 2 , . . . ). For x ∈ R N and α ∈ N N 0 let x α = N i=1 x αi i , a monomial of degree |α|. Let P (N ) n = span x α : α ∈ N N 0 , |α| = n , the space of homogeneous polynomials of degree n ≥ 0 in N variables. The Laplacian is ∆ =
, and the Euclidean norm is
. Fix the parameter κ ≥ 0.
We will be concerned with the operator ∆ + 2κ
It is associated with the Calogero-Sutherland model with the potential function V (x) = ω 2 ||x|| 2 +
(with ω > 0). This is an N -dimensional isotropic harmonic oscillator modified by barriers at the coordinate hyperplanes; or it could be considered as a degenerate form of the type-B spin model for N particles with no interaction. The spin model with interactions and reflecting barriers was studied by Yamamoto and Tsuchiya [11] . With the base state
we obtain the conjugate of the Hamiltonian, for any smooth function f on R N ψ (x) −1 −∆ + ω 2 ||x|| 2 + κ (κ − 1)
The Z N 2 version of the differential-difference operators introduced by the author ( [2] , or see [5, Ch. 4] ) are the fundamental tools for analyzing this eigenfunction problem. The action of the group B N on R N induces an action on functions, denoted by wf (x) = f (xw) for w ∈ B N . For 1 ≤ i ≤ N let σ i denote the reflection (x 1 , . . . , x N ) σ i = (x 1 , . . . , −x i , · · · , x N ) , and define the first-order operator D i by
for sufficiently smooth functions f on R N . The Laplacian operator is
1 xi ∂ ∂xi f (x). If we modify the above Hamiltonian to
which is identical to the previous one when acting on Z N 2 -invariant functions, we obtain
The eigenfunctions of this operator can be expressed as products of radial Laguerre polynomials and homogeneous harmonic polynomials.
is an eigenfunction of ψ −1 Hψ with eigenvalue ω (2n + 4s + N (2κ + 1)) (this calculation uses equation 3.1). So combining bases for each H n with Laguerre polynomials provides a basis for the polynomial eigenfunctions (positive energy) of ψ −1 Hψ. The use of functions of this type in the general Calogero-Moser models of types A and B is discussed in van Diejen [1] . The classical motion problem corresponding to H is easily solved: in the onedimensional case the particle with mass 1 at s ∈ R satisfies d dt 2 s (t) = − ∂ ∂s V (s) = −2ω 2 s + 2κ (κ − 1) s −3 with the solution (for s > 0, κ > 1)
here t 0 is an arbitrary phase shift, a ≥ 0 is arbitrary, and the energy is 1
Primarily we will study the invariant functions associated with ∆ κ ; the invariance is with respect to the Weyl group of type B, thus the functions are invariant under sign changes {σ i } and permutations of coordinates. Such functions are expressed as symmetric functions of the variable x 2 = x 2 1 , . . . , x 2 N . Note that a special case of this study is the problem of spherical harmonics on R 3 which satisfy B 3 -invariance, appearing in the wave functions of electrons in crystals. We will construct an explicit basis for these polynomials, but unfortunately it is not orthogonal. There seems to be a good reason why an orthogonal basis has not yet been found: let
√ −1 R ij is an angular momentum operator), and let S n = 1≤i<j≤N R 2n ij , then S 1 is the Casimir (or Laplace-Beltrami) operator, for each n the operator S n is self-adjoint in the natural inner product on the sphere (defined later) but S 2 , S 3 do not commute, already for N = 3. So the usual machinery for constructing good orthogonal bases (like Jack polynomials) does not work here. The conjugate
commutes with the Hamiltonian H (see Taniguchi [9] for a more general treatment of commuting operators in the context of r −2 type potentials). By straightforward calculation
Thus S 1 has the eigenvalue −2n (N − 2 + 2n + 2N κ) on H 0 2n .
A basis for symmetric functions
In this section the number N of variables is not specified, with the understanding that it is not less than the length of any partition that appears. We use the notation of Macdonald [8] for symmetric polynomials in the variable x ∈ R N . Let S N denote the symmetric group on N objects, considered as the group of N × N permutation matrices, acting on the left on N N 0 . For any α ∈ N N 0 let α + denote the unique partition wα ∈ P (N ) , for some w ∈ S N (the sorting of the components of α in nonincreasing order; w need not be unique).
Definition 2. For λ ∈ P (N ) the monomial symmetric function is m λ = x α : α ∈ N N 0 , α + = λ , summing over all distinct permutations of λ. The elementary symmetric function of degree 1 is
It turns out that the basis elements for invariant harmonics are labeled by partitions with the property
Further the formula for the projection onto harmonics uses powers of ||x|| 2 = e 1 x 2 1 , . . . , x 2 N . This leads to the following definition of a basis for symmetric functions well suited for the present study. We will show that m λ : λ ∈ P (N ) is a basis for the symmetric polynomials on R N and the transition matrix to the m-basis has entries in Z, is unimodular and triangular in a certain ordering. One direction is an easy consequence of the multinomial theorem. We use the notation j α for the multinomial coefficient, for j = 0, 1, 2, . . . .
We establish some basic properties as well as an explicit formula for this coefficient, and also explain the relation with the generalized binomial coefficient.
For λ, ν ∈ P (N ) the following hold: Proof. Expanding e j 1 m ν we obtain
Since this is a symmetric polynomial, the coefficient of m λ equals the coefficient of x λ , namely the sum of j α with α + σ = λ (component-wise addition). For any σ with σ + = ν if σ i > λ i for some i then the corresponding term is zero, by definition of the multinomial coefficient. For part (2) , ν ⊂ λ (and |λ| = |ν| + j) implies j λ−ν > 0; conversely if j λ−σ = 0 for some σ with σ + = ν then ν ⊂ λ (if σ i ≤ λ i for each i then σ + ⊂ λ; indeed, let w be a permutation so that ν i = σ w(i) for each i, so that ν j ≤ ν i = σ w(i) ≤ λ w(i) for 1 ≤ i ≤ j then ν j ≤ λ j because it is less than or equal to at least j components of the partition λ). Part (3) is trivial.
The term "generalized binomial coefficient" has appeared in several contexts (such as Jack polynomials, see Lassalle [7] ; part 2 of Proposition 1 is a special case of his results); here we use the version defined by
This is essentially the Taylor series for m λ evaluated at (x 1 + s, . . . , x N + s). The and set s = 0 to show
take the inner product with m σ for any σ ∈ P (N ) with |σ| = |λ| − j; note that
The coefficient λ ν is thus shown to be independent of N , provided the number of (nonzero) parts of λ, ν does not exceed N . There are useful formulae involving contiguous partitions (if ν ⊃ λ and |ν| = |λ| + 1 then ν = λ + ε i for i = 1 or λ i−1 > λ i ).
Proposition 2. Suppose λ, σ ∈ P and |σ| ≥ |λ| + 1, also j = 1 or λ j−1 > λ j then
Proof. Suppose λ s−1 > λ s = λ j−1 = λ j + 1 (or s = 1,or j = 1), then there are exactly j − s + 1 distinct permutations wλ for which λ + ε j − wλ has no negative components (namely the transpositions w = (i, j) for some i with s ≤ i ≤ j − 1, or w = 1). Each such term contributes 1 to the sum defining λ+εj λ . For the second part, let n = |σ| − |λ| and consider the coefficient of m σ in e n 1 m λ = |ν|=|λ|+n ν λ m ν = e n−1
summing over i = 1 and i ≥ 2 with λ i−1 > λ i .
We are ready to consider the transition matrices between the m λ and m λ bases (that the second set is a basis will be immediately proven).
Definition 5. The transition matrices A (µ, λ) , B (µ, λ) (for λ, µ ∈ P, |λ| = |µ|) are defined by
By Definition 4 it follows that
.
The condition A (µ, λ) = 0 leads to the following ordering of partitions: Definition 6. For λ, µ ∈ P the relation µ λ means that |λ| = |µ| and λ i ≤ µ i for all i ≥ 2.
It is clear that is a partial ordering, µ λ implies µ 1 ≤ λ 1 , l (λ) ≤ l (µ) and that the maximum element of P (N ) n is (n). In fact µ λ implies that λ dominates µ, but is not identical to the dominance ordering. Further the partitions {λ : λ 1 = λ 2 } are minimal elements; indeed suppose µ λ and λ 1 = λ 2 , then
. There are exceptional minimal elements of the form (m + 1, m, . . . , m), with n = N m + 1, but these are minimal only for P (N ) since (m, m, . . . , m, 1) (m + 1, m, . . . , m, 0). We see that the matrix A (µ, λ) is triangular (A (µ, λ) = 0 implies µ λ), unipotent (A (λ, λ) = 1) and its entries are nonnegative integers.
is a basis for the symmetric polynomials of degree n in N variables. The transition matrix B (µ, λ) is triangular for the ordering and is unipotent with integer entries.
Regarding the dependence on N : begin by assuming that n ≤ N so that l (λ) ≤ N for each λ ∈ P n and the defining equations for A (µ, λ) , B (µ, λ) are unambiguous, then to restrict to a smaller number of variables, say M < N , substitute x M+1 = x M+2 = . . . = x N = 0 with the effect of removing all terms with l (λ) > M or l (µ) > M . Thus the transition matrices for the case of M variables with n > M are principal submatrices of the general transition matrices (deleting rows and columns labeled by λ with l (λ) > M ). If the index set P (N ) n is ordered first in decreasing order of l (λ) and then with respect to (possible, since µ λ implies l (µ) ≥ l (λ)) then the triangularity makes it obvious that the submatrix of B is the inverse of the submatrix of A; see the example of B for P (4) 6 at the end of this section. It remains to establish an explicit formula for B (µ, λ). The formula itself was postulated based on computer algebra experimentation, and explicit known formulae for N = 3. The proof will be by induction on n and requires showing that the claimed formula satisfies the following contiguity relations.
Since the set m τ : τ ∈ P
n+1 is a basis the desired equations are consequences of matching coefficients in the two right-hand expansions.
is a matrix satisfying the equations 2.4,2.5 with B replaced by B ′ , has the same triangularity property as B,and B ′ (σ, σ) = 1 for each
Proof. This is a double induction on |λ| and λ 1 −λ 2 . For any σ ∈ P with σ 1 = σ 2 the hypothesis shows that B ′ (µ, σ) = 0 for µ = σ (since σ is minimal) and
for all µ, λ ∈ P with |λ| = |µ| = n or with |λ| = |µ| = n + 1 and λ 1 − λ 2 ≤ j for some j ≥ 0. Fix ν ∈ P with |ν| = n + 1 and ν 1 − ν 2 = j + 1 and let λ = ν − ε 1 . Then τ ⊃ λ and |τ | = n + 1 implies τ = ν or τ = λ + ε i with i ≥ 2 and λ i−1 > λ i = ν i . Note that λ+ε1 λ = 1 by equation 2.2. For any µ ∈ P n+1 , by hypothesis
. This completes the induction.
In the following formula the coefficient σ τ is used with partitions whose first parts are deleted, also (µ 2 − 1, µ 3 , . . . ) is not a partition if µ 2 = µ 3 and so the α + notation is used; the binomial coefficient −1
Proof. The proof is broken down into cases depending on the values of λ 1 − µ 1 and µ 1 − µ 2 . We let B ′ (µ, λ) denote the right-hand-side of the stated formula and proceed as in the Lemma to show B ′ satisfies equations 2.4 and 2.5. It is clear that
. . ) (these are partitions, but with components labeled by i ≥ 2; for example λ ′ + ε 2 = (λ 2 + 1, λ 3 , . . . )). The partitions ν satisfying ν ⊃ λ and |ν| = |λ| + 1 are of the form λ + ε i with i = 1 or λ i−1 > λ i . We rewrite equation 2.4 (not yet proven!) as
The left-hand-side equals
The right-hand-side equals
Similarly rewrite equation 2.5 as
and the right-hand-side
The goal is to show that the two sides are equal. We reduce the two cases to one by replacing σ 1 , σ ′ , σ ′′ by µ 1 + 1, µ ′ , µ ′′ respectively. Let E denote the difference between the two sides (left -right), and let
; only the term with i = j in the sum is nonzero (we showed λ j−1 > λ j ). By equation 2.2
Here E 2 = 0 and the binomial coefficients in E 0 , E 1 are all equal to 1. Let 
Similarly
Thus the matrix B ′ (λ, µ) satisfies the hypotheses of the Lemma, and the proof is completed.
, is the only case in the proof which depends on the µ ′′ part of the formula (of course the first steps of an induction proof are crucial!). By way of an example, here is the matrix B for P
with the rows and columns labeled by [2211, 3111, 222, 321, 411, 33, 42, 51, 6] (suppressing the commas in the partitions).
Invariant harmonic polynomials
In the sequel the symmetric polynomials have the argument x 2 = x 2 1 , . . . , x 2 N (and y 2 is similarly defined). Thus e 1 x 2 = ||x|| 2 , and the former will often be used in equations involving symmetric functions. We recall the basic facts about the Poisson kernel, that is, the reproducing kernel, for harmonic polynomials H n , (see Dunkl and Xu [5, Ch. 5] ). The intertwining operator V is a linear isomorphism on polynomials such that V P (N ) n = P (N ) n for each n, D i V = V ∂ ∂xi for 1 ≤ i ≤ N , and V 1 = 1. Here the reflection group is a direct product and so the intertwining map is the N -fold tensor product of the one-dimensional transform (see [3, Theorem 5.1]), defined by (for n ≥ 0)
Then let K n (x, y) = 1 n! V (x) ( x, y n ), for x, y ∈ R N , n ≥ 0 (V (x) acts on x). The key properties of K n needed here are K n (xw, yw) = K n (x, y) for w ∈ B N and D (x)
Definition 7. Let dω denote the normalized rotation-invariant surface measure on the unit sphere S = x ∈ R N : ||x|| = 1 , and for polynomials f, g the inner product is
The reproducing kernel for H n , n ≥ 1 is
and satisfies P n (·, y) , f S = f (y) for each f ∈ H n . The general theory [2] for our differential-difference operators shows that f ∈ H n , g ∈ H m , m = n implies f, g S = 0. Let K 0 2n denote the kernel K 2n (x, y) symmetrized with respect to the group Z N 2 (for fixed x ∈ R N sum over the 2 N points (±x 1 , . . . , ±x N ) and divide by 2 N ); it is the reproducing kernel for H 0 2n . Let K B 2n (x, y) , P B 2n (x, y) denote the symmetrizations of K 2n (x, y) , P 2n (x, y) respectively, with respect to the group B N .
Proof. By the multinomial theorem, x,y 2n (2n)! = 1 (2n)! 2n β x β y β : β ∈ N N 0 , |β| = 2n . Symmetrizing over Z N 2 removes monomials with odd exponents, and thus K 0 2n (x, y) is the result of applying V to 
Let P B 2n denote the space of B N -invariant elements of P this leads to the following.
Recall that λ ∈ P n and B (λ, µ) = 0 implies l (λ) ≤ l (µ) and λ ∈ P Proof. From the basic properties of K 2n it follows that ∆ (x) κ K 2n (x, y) = ||y|| 2 K 2n−2 (x, y). Symmetrize this equation with respect to B N (and note that ∆ κ commutes with the group action) to obtain
By definition e 1 y 2 m σ y 2 = m σ+ε1 y 2 . Considering the equations as expan-
Besides the inner product on polynomials defined by integration over the sphere S there is also the important pairing defined in an algebraic manner using the operators D i , namely
Since Proposition 6. For λ, µ ∈ P 
Then let Essentially g λ is (a scalar multiple of) the projection of m λ x 2 onto H 2n . The method of orthogonal projections to construct bases of harmonic polynomials was studied in more detail by Y. Xu [10] .
We turn to the evaluation of the determinant of the Gram matrix of {h λ : λ ∈ P (N ) n } using the ·, · h inner product; the value for ·, · S is just a product of a power (# P (N ) n ) of the proportionality factor with the previous one. It is perhaps surprising that the calculation can be carried out by finding the determinant for the entire set h λ : λ ∈ P (N ) n , which can easily be done. By the orthogonality of , and let D n = det G, where G is the principal submatrix of G for the labels λ, µ ∈ P (N ) n . We will show that
A simplified form of this will be given later. The idea of the proof is to use the orthogonal decomposition P (N ) n = j≤n/2 ||x|| 2j H n−2j to produce a transformation of the Gram matrix into block form. The underlying relation is the product formula for ∆ κ : for m, j ≥ 0 and any f ∈ P
Specializing to harmonic polynomials f ∈ H m and iterating this formula shows that
(by the symmetry of the inner product we can assume i > j and use equation 3.1).
H n−2j for each j ≤ n 2 then ∆ i κ f = 2 2i i! n − 2i + N 2 + N κ i f n−2i if and only if f n−2j = 0 for each j > i, (that is, ∆ i+1 κ f = 0). Proof. By equation 3.1 and for each i ≤ n
This is an orthogonal expansion, hence ∆ i κ f (x) equals the term in the sum with j = i if and only if f n−2j = 0 for all j > i.
The Lemma allows us to find the lowest-degree part of the expansion of h µ for µ ∈ P (N )
, by Theorem 2. We will use an elementary property of any inner product space E: suppose {f i : 1 ≤ i ≤ m} is a linearly independent set in E, for some k < m let ρ denote the orthogonal projection of E onto span {f i : 1 ≤ i ≤ k}, then
. The proof is easy: for each i > k there are coefficients a ji for 1 ≤ j ≤ m so that ρf i = k j=1 a ji f j . Let A be the m × m matrix with entries A ji = δ ji except A ji = −a ji for 1 ≤ j ≤ k < i ≤ m. Let G be the Gram matrix of {f i } m i=1 and let G ′ = A T GA so that
thus det G ′ = (det A) 2 det G = det G and G ′ has a 2 × 2 block structure with 0 in the off-diagonal blocks. We apply this to the projection of P B 2n onto H B 2n , denoted by ρ n . We write e 1 for ||x|| 2 as before. For µ ∈ P
2n−2j (and by the above discussion, h µ,i is a multiple of h µ−iε1
The span of this set is e 1 P B 2n−2 , and P B 2n−2 can be decomposed just like P B 2n . Indeed
n , µ 1 = µ 2 + 1 is a basis for e 1 H B 2n−2 , since (1 − ρ n ) h µ = e 1 h µ,1 , a nonzero multiple of e 1 h µ−ε1 , for µ 1 = µ 2 + 1. Repeat the previous step with the projection e 1 ρ n−1 e −1 1 to express det M as a product. Here is a formal inductive argument.
Let M (j) (λ, µ) be the symmetric matrix indexed by P (N ) n with entries :
, for j ≥ 0. In particular, d (1, N ) = 0 and D 1 = 1. 
Proof. From the above result
In the numerator replace j by i − 1; the ratio
, and this completes the proof.
In the ratio Dn Dn−1 there is some cancellation by use of the decomposition P 
. This is the simplified formula (for n ≥ 2):
The determinant of the Gram matrix for ·, · S is an easy consequence by Proposition 6:
When N ≥ n the products in D n are over all partitions P n , P n−1 and the inner product formula for h λ , h µ h in Proposition 6 can be considered with N as an indeterminate because
a polynomial in N , for σ ∈ P and N ≥ l (σ). So the formula for D n is an identity in the variables κ, N (for N ≥ n). It would be interesting if there were an orthogonal basis for H B 2n so that for each element f the squared norm f, f h is a product of integral powers of factors linear in κ; this is almost suggested by the nice form of D n but so far such a basis has not been found. The author's suspicion is that the problem is the lack of a sufficiently large set of commuting self-adjoint operators on H B 2n .
Point evaluation of harmonic polynomials
For almost any classical orthogonal polynomial there is at least one point where the polynomial can be evaluated in simple terms, for example the Jacobi polynomials have such values at ±1. It is natural to ask this question about the symmetric polynomials h λ . We will consider two special points with a very simple result for one and a more complicated but quite interesting analysis for the other.
The easy evaluation is at x = (1, 0, . . . , 0) because m λ x 2 = 0 if l (λ) > 1;
thus for λ ∈ P (N ) n and n ≥ 2 we have h λ (x) = 2 −n B (λ, (n)) n! κ + 1 2 n N . By Theorem 1
The more interesting evaluation is at x = 1 N (one reason to single out this point is that the discriminant i<j (x i − x j ) vanishes there of maximum order, another is its role in the generalized binomial coefficients). Also for λ ∈ P (N ) n the value
depends only on λ (and κ) but not on N , so one may as well assume N = l (λ). Analyzing this sum as a rational function of κ we observe that each term is O (κ −n ) as κ → ∞. We will prove that h λ 1 N = O κ −⌊(3n+1)/2⌋ as κ → ∞; by expanding 1 (κ+ 1 2 ) µ as a Laurent series at ∞ and showing that the coefficients of κ −i cancel out for n ≤ i ≤ n + n−1
2
(rephrasing this bound: if n = 2s then 2s ≤ i ≤ 3s − 1, if n = 2s + 1 then 2s + 1 ≤ i ≤ 3s + 1 where s = 1, 2, 3, . . . ). The cancellation is a consequence of the following property. Proof. The idea is just a slight generalization of Proposition 4. Fix j < n and let ν ∈ P (N ) j be arbitrary. We consider the expansion of e n−j 1 m ν in two different ways:
Since m σ : σ ∈ P (N ) n is a basis it follows that ν⊂µ B (λ, µ) µ ν = 0 for any λ ∈ P (N ) n and any ν ∈ P
, 0 ≤ j < n is a basis for the symmetric functions of degree less than n. By definition
Note that any terms in the sum with at least one σ i > µ i vanish, so the sum in the last line can be considered as a symmetric polynomial in the variables µ 1 , . . . , µ N . The highest degree part is clearly (n − j)! m ν (µ) . Induction shows that m τ (µ) ∈ span µ! µ ν : ν ∈ P (N ) j , 0 ≤ j < n for each τ ∈ P
The following is a rational version, with an elementary algebraic proof, of the asymptotic formula for Γ (t) /Γ (t + a) for t → ∞.
Lemma 4.
There is a sequence {p j (n) : j ∈ N 0 } of polynomials such that p j is of degree 2j with leading coefficient 2 j j! −1 for j ≥ 0 and
The coefficients of the Laurent series certainly exist so it suffices to prove their polynomial property. Clearly p 0 (n) = 1 and p j (0) = 0 for j ≥ 1. There is a recurrence relation implicit in the equation:
Extracting the coefficient of (−1) j κ −n−j in the second equation yields p j (n + 1) − p j (n) = n + 1 2 p j−1 (n + 1) .
Arguing by induction suppose that deg (p i ) = 2i for 0 ≤ i ≤ j − 1 then the right side of the equation is of degree 2j − 1, the first difference of p j is of degree 2j − 1, p j (0) = 0 and this determines p j uniquely as a polynomial of degree 2j. Denote the leading coefficient of p j by c j then the coefficient of n 2j−1 in the first difference shows that 2jc j = c j−1 .
By direct computation p 1 (n) = 1 2 n 2 , p 2 (n) = 1 24 n (n + 1) 3n 2 + n − 1 , p 3 (n) = 1 48 n 2 (n + 1) (n + 2) n 2 + n − 1 . The explanation for the linear factors is that 1 (κ+ 1 2 ) n = κ + 1 2 + n −n for n < 0, which is a polynomial of degree −n in κ, hence p j (n) = 0 for j > −n; the recurrence is also valid for n < 0.
Proof. The definition of implies that
thus the claimed equation is valid for some polynomial q λ such that deg (q λ ) ≤ n−λ 1 (since h λ 1 N = O (κ −n ) as κ → ∞). Assume |κ| > n (only a temporary restriction since we are dealing with an identity of rational functions) and expand each term in the sum for h λ 1 N by Lemma 4 to obtain
For any s ≥ 0 the sum
is a symmetric polynomial of degree 2s in µ. In the Laurent series h λ 1 N = ∞ j=n a j κ −j the coefficients a j = 0 for 2 (j − n) < n by Lemma 3; that is a j = 0 for j < 3 2 n and
The next step is to find an explicit form for q λ by imposing n 2 −λ 1 +1 conditions (the number of coefficients); these are obtained by a calculation exploiting the fact that h λ 1 N has simple poles at κ = 1 2 −j for λ 1 +1 ≤ j ≤ n. There are more points than needed so we consider only the residues at κ = 1 2 − j for n+1 2 + λ 1 ≤ j ≤ n (note that n 2 + n+1 Note that (κ+ 1 2 ) λ i (κ+ 1 2 ) µ i = κ + 1 2 + µ i λi−µi (for i ≥ 2 and λ µ). For j ≥ k (λ)
the term corresponding to some µ has a pole at κ = 1 2 − j exactly when j ≤ µ 1 (and λ µ); the residue of this term is
Technically this is not a summation but a transformation formula, but it does use fewer terms than the original form of h λ 1 N . If λ 1 is close to n 2 then the formula uses relatively few terms. There is only one term for λ = (l, l) or (l, l, 1) for n = 2l or 2l + 1 respectively. It is easy to show B ((l, l) , (2l)) = 2 (−1) l and B ((l, l, 1) , (2l + 1)) = (−1) l−1 (2l + 1) . Then the theorem implies h (l,l) 1 N = 2 2l l! κ + 1 2 (2l,l) −1 and h (l,l,1) 1 N = 2 2l (l − 1)! κ + 1 2 (2l+1,l,1) −1
. The value h (l,l) 1 N can also be found directly by using Kummer's terminating sum for
Concluding remarks
There is an isometry between the space of Z N 2 -invariant polynomials with the inner product ·, · S and polynomials with the L 2 -inner product for the measure N i=1 y i = 1, y i ≥ 0 each i , induced by the correspondence y = x 2 1 , . . . , x 2 N . Then H 0 2n is isomorphic to the space of polynomials of degree n orthogonal to all polynomials of lower degree. The basis h λ : λ ∈ P (N ) n maps to a basis for the polynomials symmetric in (y 1 , . . . , y N ) .
If one gives up the B N -invariance then there is no problem in constructing a nice orthogonal basis for H n . This basis consists of products of Jacobi polynomials; a conceptual derivation in terms of simultaneous eigenfunctions of a set of commuting self-adjoint operators can be found in [4, Theorem 2.8] .
In this paper we constructed a basis for B N -invariant spherical harmonics by introducing a new basis for the symmetric functions. The determinant of the Gram matrix of the basis was explicitly evaluated. Long ago it was found that the wave functions of electrons in a crystal with cubical symmetry have (energy level) degeneracies for n ≥ 12; in our notation P 
