It is known that the critical exponent (CE) for conventional, continuous powers of n-by-n doubly nonnegative (DN) matrices is n − 2. Here, we consider the larger class of diagonalizable, entry-wise nonnegative n-by-n matrices with nonnegative eigenvalues (GDN). We show that, again, a CE exists and are able to bound it with a low-coefficient quadratic. However, the CE is larger than in the DN case; in particular, 2 for n = 3. There seems to be a connection with the index of primitivity, and a number of other observations are made and questions raised. It is shown that there is no CE for continuous Hadamard powers of GDN matrices, despite it also being n − 2 for DN matrices.
Introduction
An n-by-n real symmetric matrix is called doubly nonnegative (DN) if it is both positive semidefinite and entry-wise nonnegative. Given a doubly nonnegative matrix A, the continuous conventional powers of A are defined using the spectral decomposition: if t > 0, A = U DU T , and D = diag(d 11 , ..., d nn ), then A t := U D t U T , with D t := diag(d low coefficient quadratic upper bound was also given in [4] . The authors conjectured that the critical exponent is n − 2, and this conjecture was proven in [2] by applying a result from [5] . There is also the concept of critical exponents of DN matrices under Hadamard powering, and interestingly enough, the critical exponent is also shown to be n − 2 in [1] .
Here we relax the assumption that the matrix be symmetric while still insisting that the matrix is entry-wise nonnegative, diagonalizable, and has nonnegative eigenvalues. We call such matrices generalized doubly nonnegative (GDN). Because GDN matrices are diagonalizable, we have A = SDS −1 , where D is a diagonal matrix, and we can define continuous powers similarly via A t := SD t S −1 . We show here the critical exponent for GDN matrices also exists, and we give low-coefficient quadratic upper bounds for it. We show that the critical exponent is strictly larger than n − 2 if n is an odd integer greater than 2. We make observations about the relation between the index of primitivity of a primitive matrix and the critical exponent for GDN matrices of that size. In addition, we make the observation that the GDN critical exponent under Hadamard powering does not exist.
Background
Any diagonalizable matrix A ∈ M n (R) can be decomposed as
in which D is a diagonal matrix consisting of the eigenvalues of A. If {x 1 , ..., x n } denote the column vectors of S and {y 1 , ..., y n } denote the row vectors of S −1 , then A can be written as
If all eigenvalues of A are nonnegative, then for t ∈ R\{0}, A t is defined by
is called an exponential polynomial. In particular, if all eigenvalues of A are nonnegative, then each entry of A t is an exponential polynomial in t. The following version of Descartes' rule for exponential polynomials is well known and appears as an exercise in [6] .
βit be a real exponential polynomial such that each α i = 0 and β 1 > β 2 > ... > β n . The number of real roots of φ(t), counting multiplicity, cannot exceed the number of sign changes in the sequence of coefficients (α 1 , α 2 , ..., α n ).
The existence and an upper bound for the GDN critical exponent
We follow the strategy of [4] to show the existence and an upper bound for CE. Lemma 2.1 leads immediately to the the existence of a GDN CE.
Theorem 3.1. There is a function m(n) such that for any n-by-n GDN matrix A, A t is generalized doubly nonnegative for t ≥ m(n).
The proof of Theorem 2.1 in [4] does not rely on the symmetry assumption so that essentially the same proof establishes Theorem 3.1.
Proof. Let A be an n-by-n GDN matrix. Since A is nonnegative, so is A k for all positive integers k. If A is nonnegative for all t ∈ [m, m + 1], where m ∈ Z, then it follows from repeated multiplication by A that A t is nonnegative for all t ≥ m. Suppose that A t has a negative entry for some t ∈ [m, m + 1], then the exponential polynomial corresponding to that entry must have at least two roots in the interval [m, m + 1] by continuity and the fact that A m and A m+1 are both nonnegative. By Lemma 2.1, the maximum number of roots each entry may possess depends on n. It follows that there is a constant m(n) such that A t is nonnegative for all t > m(n).
Moreover, we may strengthen the argument in the proof of Theorem 3.1 to give an upper bound for the CE after developing some tools.
Let A be any n-by-n GDN matrix. Following [4] , corresponding to the matrix A, we define a matrix W = [w ij ] where w ij equals the number of sign changes in the sequence of coefficients of the exponential polynomial (A t ) ij arranged in decreasing order of the corresponding eigenvalues. We refer to W as the sign change matrix for A. By Lemma 2.1, each entry w ij of a sign change matrix gives an upper bound on the number of real zeros of the corresponding exponential polynomial (A t ) ij , counting multiplicity. And note that w ij ≤ n − 1 because there are at most n terms in the exponential polynomial (A t ) ij .
Lemma 3.2. Let A be an invertible GDN matrix with sign change matrix W = [w ij ]. LetT ij = {t > 1 : (A t ) ij < 0}. Then the maximum number of connected components ofT ij is
Proof. By Lemma 2.1 the maximum number of real roots of the exponential polynomial (A t ) ij is given by w ij . Since A is invertible, the exponential polynomials defining the entries of A t when t > 0 still agree with A t at t = 0. Since A 0 is the identity matrix, the exponential polynomial (A t ) ij has at most w ij − 1 roots in the interval [1, ∞) when i = j. Each of the connected components ofT ij is bounded because A k is nonnegative for all positive integers k. The endpoints of these components are roots of the exponential polynomial (A t ) ij . If two adjacent connected components ofT ij share an endpoint, that endpoint must be a root of degree at least two. Counting multiplicity, the number of real roots of (A t ) ij with t ≥ 1 must therefore be at least double the number of connected components ofT ij . If w ij is zero, then the exponential polynomial (A t ) ij has all positive coefficients, soT ij is empty. And if w ii is not zero, the corresponding exponential polynomial has at most w ij roots counting multiplicity and 0 is not one of them. So there are at most wij 2
number of connected components.
From now on, we will denote the GDN critical exponent of n-by-n matrices by CE n . Now we show an upper bound for CE n .
n is odd
n is even
.., n}. Note that ifT j ∩ (m, m + 1) = ∅, for some integer m, then every entry in column j of A t is nonnegative for all powers t ∈ [m, m + 1]. Using repeated left multiplication by A, we see that column j of A t must be nonnegative for all t ≥ m.
Proof. Let k(n) be the proposed upper bound. And assume A is an invertible GDN matrix.
If n is odd, thenT j can have at most
connected components in [1, ∞) . By Observation 1, there has to be a connected component in (0, 1) as well. But this can be achieved by letting one of the exponential polynomials off-diagonal to have exactly one simple root in (0, 1). If n is even, thenT j can have at most
Again by Observation 1, there has to be a connected component in (0, 1) as well. But in this case, the number of connected components in [1, ∞) has to decrease by at least 1 if we insist that there is a connected component in (0, 1). Therefore, there are at most
connected components in [1, ∞) . Finally, by Observation 1, the connected components in [1, ∞) have to lie in intervals with consecutive integers as end points, starting from [1, 2] . Therefore, there are no such connected components in (k(n), ∞)
Now suppose that A is singular. By continuity, A t cannot have a negative entry for any t > k(n). Therefore the critical exponent CE n ≤ k(n).
The GDN critical exponent and the index of primitivity
We first note that since a DN matrix is also GDN, the critical exponent for GDN matrices is no smaller than the critical exponent for DN matrices.
We now focus on irreducible matrices and explore the relation between the GDN critical exponent and the index of primitivity. We will address reducible GDN matrices in the next section.
If an n-by-n GDN matrix is irreducible, then it is primitive. The index of primitivity of a primitive matrix A is the least positive integer such that A t is entry-wise positive. And we denote the maximum index of primitivity for n-by-n GDN matrices by M IP n . By the definition of index of primitivity, there exists a GDN matrix that has at least one zero entry, say the ij-th entry, when raised to the power M IP n − 1. And if the exponential polynomial
corresponding to the ij-th entry has non-vanishing derivative at
for all k ∈ (M IP n − 1 − ǫ, M IP n − 1) with some ǫ small enough. In either case, the GDN critical exponent is at least M IP n − 1. The only case in which the GDN critical exponent is less than M IP n −1 is when the exponential polynomial corresponding to a certain entry has a multiple root at an integer larger than the critical exponent. And since the index of primitivity depends only on the number and positions of zeros in the matrix but not on the numerical values of nonzero entries, if it so happens that M IP n − 1 < CE n with a certain matrix A, then the exponential polynomial corresponding to the entry where A MIPn−1 is zero for all GDN matrices with the same zero-nonzero pattern as A has a multiple root at M IP n − 1, which appears highly unlikely. Therefore, we make the following conjecture. Question 4.2 not only may help improve the lower bound for GDN critical exponent but is also interesting in its own right. Note that as shown in Theorem 3.2 of [4] , the M IP n is at least n − 1 because of the tridiagonal DN matrices. And by Lemma 2.4 in [4] , the maximum index of primitivity for DN matrices is precisely n − 1. The next two lemmas gives an upper bound for M IP n and shows that M IP n > n − 1 if n is odd.
Proof. Let A be an n-by-n matrix. Let t k = Tr(A k ). Then the characteristic polynomial of A is given by:
where
. By Descartes' rule of signs, the number of positive roots of p(λ) is at most the number of the sign changes in the sequence (1, c 1 , . .., c n ). Hence, if A is GDN, then c 1 < 0 and c 2 > 0. Therefore, A has at least two positive entries because otherwise c 2 ≤ 0. For an irreducible matrix A with at least one positive main diagonal entry, it is a routine exercise to verify that the index of primitivity of A is at most 2n − d − 1, where d is the number of positive diagonal entries (see e.g., Theorem 8.5.10 in [3] ). Therefore, M IP n ≤ 2n − 3.
Proposition 4.4. If n is odd, then M IP n > n − 1 and CE n ≥ n − 1 
Proof. Consider the matrix
}. By Gershgorin theory, all eigenvalues are real and the first n − 1 largest eigenvalues are positive. Moreover, since det(A) = ǫ n > 0 all eigenvalues are positive. Therefore, A is GDN.
Note that A k nn = 0 for k = 1, 2, ..., n − 1. Hence the index of primitivity of A is at least n. And since there are at most n − 1 roots for the exponential polynomial p(t) = A t nn and A n nn > 0, if follows that A t nn < 0 if t ∈ (n − 2, n − 1). Therefore, the critical exponent is at least n − 1. 
The critical exponent for A 6 is between 6.99 and 7.
Remark 2. Note that in the 4-by-4 case, the upper bound for critical exponent is 4 by Theorem 3.3 and the matrix A 4 in the previous example has critical exponent greater than 3.99. And we notice that as row 1 and 4 of A 4 decrease in proportion (or equivalently as row 2 and 3 increase in proportion), the critical exponent increases. Therefore, we make the following conjecture. In Lemma 4.3, we have shown that there has to be at least positive entries on the diagonal. If there are exactly two positive entries on diagonal, then the maximum index of primitivity is 2n − 3, giving CE ≥ 2n − 4 if Conjecture 4.1 holds. However, generally the zero-nonzero pattern with exactly two positive diagonal entries do not permit GDN matrices. Hence we perturb the diagonal zero entries and aim to the achieve CE close to 2n−4. And we observe that when n = 4 and n = 5, we can perform such perturbation and produce CE greater than 3.99 and 5.99 respectively. Therefore, we ask the following question: Question 4.8. Is CE n = 2(n − 2)? Table 1 shows the highest M IP n and GDN CE discovered in numerical experiments.
Notice that for all these low dimension cases with n > 2, the lower bounds for the critical exponent are strictly larger than n − 2, the critical exponent for DN matrices. Now we give examples of 4-by-4 GDN matrices with index of primitivity 4, 5-by-5 GDN matrices with index of primitivity 6, and 6-by-6 GDN matrices with index of primitivity 6. The index of primitivity of A 6 is 6 and the GDN CE of A 6 is 5.
Additional observations
We make a few observations about the the reducible GDN matrices and Hadamard powering critical exponent of GDN matrices in this section.
Proposition 5.1. Let A be a reducible n-by-n GDN matrix. If
for some permutation matrix P where B is k-by-k, C is k-by-n − k, 0 is n − kby-k, and D is n − k-by-n − k for some integer 1 < k < n, then
Proof. Let p(t) be the exponential polynomial corresponding to the ij-th entry, where k + 1 ≤ i ≤ n and 1 ≤ j ≤ k, then p(t) has a root at every positive integer because the ij-th entry is zero for all integer powers of A. But p(t) has at most n − 1 roots counting multiplicity if it is not identically zero, so
Therefore, the ij-th entry stays zero under all continuous powers of A and
Continuous powers of a doubly nonnegative matrix A = (a ij ) are also well defined under Hadamard multiplication. Namely, for t ∈ R A (t) = (a Contrary to the conventional multiplication, in the Hadamard case, entry-wise nonnegativity is clear, but the nonnegativity of the eigenvalues is in question. It was shown in [1] that the critical exponent for continuous Hadamard powering of doubly nonnegative matrices is also n− 2. So it is natural to ask that whether there exists a critical exponent without the symmetry condition and consider generalized doubly nonnegative matrices; however, the n − 2 critical exponent does not generalize. In fact the critical exponent does not exist as demonstrated in the case below: The determinant of A (t) is negative for t ≥ 2, so A (t) has at least one negative eigenvalue for t ≥ 2. Therefore, the critical exponent does not exist.
Questions
In this section, we collect the questions that arise in the discussion of the GDN critical exponent. They are not only important and helpful in finding the GDN critical exponent, but are also interesting by their own right. Question 6.1. Are GDN critical exponents for all n-by-n matrices integers?
The critical exponent for both conventional and Hadamard powering of DN matrices turn out to be the integer n − 2. It is natural to ask whether the same holds true in the conventional powering of GDN matrices. If that is indeed the case, then we can conclude CE 4 = 4 by the argument from section 4. Moreover, in the case of conventional powering of DN, the maximum critical exponent is achieved by tridiagonal matrices. If CE n is also an integer and is achieved by a certain class of matrices, then we would have 2n − 4 as an upper bound for the critical exponent. To see that, suppose A is a GDN matrix with the integer critical exponent CE n . Then A CEn has a zero entry. Because the index of primitivity of GDN matrices is at most 2n − 3 as shown in Lemma 4.3, CE n ≤ 2n − 4. Question 6.2. For which zero-nonzero patterns of primitive matrices do there exist GDN matrices? Question 6.3. What is the relation between M IP n and CE n ?
We have seen in section 4 that M IP n is closely related to CE n , and the knowledge of the relation between M IP n and CE n would help us gain information on one given knowledge about the other.
