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Abstract
In this paper, we prove a theorem related to the asymptotic formula for ψk(x;q, a) which is used to count
numbers up to x with at most k distinct prime factors (or k-almost primes) in a given arithmetic progression
a (mod q). This theorem not only gives the asymptotic formula for ψk(x;q, a) (or Selberg formula), but
has played an essential role, recently, in obtaining a lower bound for the variance of distribution of almost
primes in arithmetic progressions.
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1. Introduction
For relatively prime positive integers a and q , the Siegel–Walfisz theorem states that the as-
ymptotic formula
ψ(x;q, a) =
∑
nx
n≡a (mod q)
Λ(n) ∼ x
φ(q)
holds uniformly in the range q < (logx)A, for any fixed A. This result is non-effective, the
formula only being known to hold effectively if one chooses A < 2.
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ψk(x;q, a) =
∑
nx
n≡a (mod q)
Λk(n)
where Λk is the generalized von Mangoldt function defined by Λk = μ ∗ logk , that is to say that,
Λk is the arithmetical function defined by
Λk(n) =
∑
d|n
μ(d) logk
n
d
.
When k = 2, Friedlander [7] proved the following theorem using the sieve method developed
by Bombieri (see [3,4], and [9]):
Theorem 1 (Selberg formula). Let a and q be relatively prime positive integers. Let (x) be a
fixed positive function, tending to 0 as x → ∞. The asymptotic formula
ψ2(x;q, a) ∼ 2x
φ(q)
logx (1)
holds uniformly in the range
logq < (x) logx. (2)
The above problem may also be tackled by classical analytic techniques. This is done in
Section 3 of Friedlander [7] where the asymptotic formula is proven in the smaller range
logq < (x)
logx
log logx
. (3)
Therefore, the corresponding Selberg formula for k = 2 (i.e. (1)) holds with a larger range of
uniformity (i.e. (2)) than in the case k = 1 (i.e. the Siegel–Walfisz theorem).
In this paper, we generalize the analytic results of Friedlander [7] and then give some applica-
tions of these new results. Thus, in Section 2, we use classical analytic techniques to generalize
the results of Section 3 of Friedlander [7] to all positive integers k. These generalizations can be
found in Lemmas 1 and 2. We then apply these lemmas in Section 3 in order to obtain Theorem 5.
Finally, we give some applications of Theorem 5.
2. Main lemmas
We start with the following theorem on the zero-free region of L(s,χ):
Theorem 2. Let q > 1. There is a positive absolute constant A4 (which we take to be less
than 112 ), such that if χ is a character modulo q , then in the region
σ  1 − A4 ,
log(q(|t | + 1))
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non-principal, and L(s,ψ) has no zeros in the above region for any other character ψ of the
same modulus q .
Proof. See §14 of Davenport [5]. 
If such a zero β exists and if β > 1 − A49 log(2q) , then we shall call χ an exceptional character,
β an exceptional zero, and the modulus q an exceptional modulus.
By partial summation, we have:
Proposition 1. The following formulas hold for σ = (s) > 0:
(1) ζ(s) =
∞∑
n=1
1
ns
= s
s − 1 − s
∞∫
1
{x}x−s−1 dx
where {x} is the fractional part of x, i.e. {x} = x − [x].
(2) If χq = χ0q is a non-principal character of modulus q , then
L(s,χq) =
∞∑
n=1
χq(n)
ns
= s
∞∫
1
S(x)x−s−1 dx
where S(x) =∑nx χq(n).
Proof. See Davenport [5, pp. 32–33]. 
The formulas of Proposition 1 together with the trivial inequalities |S(x)|  q and∏
p|q(1 + 1pσ ) q for σ  0 easily yield:
Proposition 2. We have the following inequalities:
(1) |ζ(s)| < 7|s| for σ  12 and |t | 12 ,
(2) |L(s,χq)| 2q|s| < 7q|s| for σ  12 and χq = χ0q ,
(3) |L(s,χq)| 4q|s| for σ  14 and χq = χ0q ,
(4) |L(s,χ0q )| < 7q|s| for σ  12 and |t | 12 ,
(5) |(s − 1)ζ(s)| < 5|s| for 12  σ  2 and |t | 32 , and
(6) |(s − 1)L(s,χ0q )| < 5q|s| for 12  σ  2 and |t | 32 .
Proof. As an illustration, we prove the first inequality. If s = σ + it with σ  12 and |t |  12 ,
then
|s| 1√
2
, |s − 1| 1
2
, and
1
|s − 1|  2.
By Proposition 1
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∣∣∣∣∣
∞∫
1
{x}x−s−1 dx
∣∣∣∣∣ 3 + |s|
∞∫
1
1
x
3
2
dx
 3 + 2|s| 3√2|s| + 2|s| = (3√2 + 2)|s| < 7|s|. 
Next, we give two theorems on the order of ζ (k)(s) and L(k)(s,χq) near σ = (s) = 1:
Theorem 3. Let k  0. For every A > 0 there exists a constant M (depending on A and k) such
that
∣∣ζ (k)(s)∣∣M logk+1 t
for all s with σ  12 satisfying
σ > 1 − A
log t
and t  e.
Proof. The proof is a straightforward adaptation of the one for the case k = 0 (see Theorem 13.4
of Apostol [1]) and begins by differentiating k times the formula
ζ(s) =
N∑
n=1
1
ns
− s
∞∫
N
x − 
x
xs+1
dx + N
1−s
s − 1
which is valid for σ > 0. 
Theorem 4. Let k  0, χq be a non-principal character modulo q , and L= log(q(|t | + 2)). For
every A > 0 there exists a constant M (depending on A and k) such that
∣∣L(k)(s,χq)∣∣MLk+1
for all s with σ  12 satisfying
σ  1 − AL .
Proof. The proof is as the one for Theorem 3 except that it now begins by differentiating k times
the formula
L(s,χq) =
N∑
n=1
χq(n)
ns
+ s
∞∫
N
S(x)
xs+1
dx − S(N)
Ns
which is valid for any integer N  1 and σ = (s) > 0. 
We also have:
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be a point on the vertical axis with 0  u0 < f (0) = Alog 2q . Then the distance between P0 and
any point on the graph of f is at least
|u0 − Alog 2q |√
1 + A24 log4 2q
.
In particular, if we let u0 = c Alog 2q with 0 c < 1, then
|u0 − Alog 2q |√
1 + A24 log4 2q
=
(1 − c) Alog 2q√
1 + A24 log4 2q
.
Proof. A simple calculus exercise. 
We are now ready to prove a generalization of Lemma 3.1 of Friedlander [7]:
Lemma 1. Let k  1. Let 2 T  x and define the contour Cχ to consist of σ = 1− A4B log(q(|t |+2)) ,|t | T , together with the line segments,
t = ±T , 1 − A4
B log(q(|T | + 2))  σ  1 +
1
logx
,
where we take B = 8 if χ is exceptional and B = 10 otherwise. We define L= log(q(|t | + 2)).
For each character χ of modulus q , on the contour Cχ ,
(−1)k L
(k)(s,χ)
L(s,χ)
k Lk+4.
Proof. We apply a well-known technique of Landau (see Titchmarsh [17, pp. 49–53]). Take
s0 = 1 + A44 log(q(|t0| + 2)) + it0 and r =
1
2
.
We note that
A4
4 log(q(|t0| + 2)) 
A4
4 log 2q
 A4
4 log 2
 A4
2
<
1
8
.
In the disk |s − s0| r , define the function f (s) by:
f (s)= (s − 1)L(s,χ) if χ is principal and |t0| 1,
f (s)= L(s,χ)
s − β if β is an exceptional zero for L(s,χ)
so that β > 1 − A4
9 log 2q
and |t0| 1,
f (s)=L(s,χ) otherwise. (4)
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below). We divide this task according to the conditions to the right of (4).
There is a constant c0 > 1 such that
∣∣ζ(σ )∣∣ c0
σ − 1
for 1 < σ  2, so that
∣∣∣∣ 1L(s0, χ)
∣∣∣∣=
∣∣∣∣∣
∞∑
n=1
χ(n)μ(n)
ns0
∣∣∣∣∣
∞∑
n=1
1
nσ0
= ζ(σ0) c0
σ0 − 1 
4c0
A4
log
(
q
(|t0| + 2)).
There is a constant c1 > 1 such that ∣∣∣∣−ζ ′(σ )ζ(σ )
∣∣∣∣ c1σ − 1
for 1 < σ  2, so that
∣∣∣∣L′(s0, χ)L(s0, χ)
∣∣∣∣=
∣∣∣∣−L′(s0, χ)L(s0, χ)
∣∣∣∣=
∣∣∣∣∣
∞∑
n=1
χ(n)Λ(n)
ns0
∣∣∣∣∣
∞∑
n=1
Λ(n)
nσ0
= −ζ
′(σ0)
ζ(σ0)
 c1
σ0 − 1 
4c1
A4
log
(
q
(|t0| + 2)).
If χq is non-principal, then by Theorem 4 with k = 0 and A = A4, there is a c2 such that∣∣L(s,χq)∣∣ c2L (5)
for all s with σ  12 satisfying
σ  1 − A4L .
If χq = χ0q or if χq = χ0q and |t0| > 1, then in the disk |s − s0| r ,
∣∣L(s,χq)∣∣< 7q|s| 7q(|s0| + r) 7q
(
|σ0| + |t0| + 12
)
 7q
(
|t0| + 1 + 18 +
1
2
)
< 7q
(|t0| + 2).
Thus, if χq = χ0q or if χq = χ0q and |t0| > 1, then in the disk |s − s0| r ,
∣∣∣∣ L(s,χq)L(s ,χ )
∣∣∣∣< 7q(|t0| + 2)4c0A log
(
q
(|t0| + 2)) 28c0
A
(
q
(|t0| + 2))2.0 q 4 4
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max
(
28c0
A4
,
80c0
A24
,
96c0(c2 + 1)
A24
)
= 96c0(c2 + 1)
A24
< 2m−2
and
max
(
4c1
A4
,
4(c1 + 1)
A4
)
= 4(c1 + 1)
A4
< 2m
simultaneously. Thus
28c0
A4
(
q
(|t0| + 2))2 < 2m−2(q(|t0| + 2))2  (q(|t0| + 2))m−2(q(|t0| + 2))2

(
q
(|t0| + 2))m = em logq(|t0|+2)
and
4c1
A4
log
(
q
(|t0| + 2))< 2m log(q(|t0| + 2))= 2(m log(q(|t0| + 2))).
If χq = χ0q and |t0| 1, then in the disk |s − s0| r ,
∣∣(s − 1)L(s,χ0q )∣∣< 5q|s| 5q(|s0| + r) 5q
(
|σ0| + |t0| + 12
)
 5q
(
|t0| + 1 + 18 +
1
2
)
< 5q
(|t0| + 2).
Since |s0 − 1| |(s0 − 1)| = A44 log(q(|t0|+2)) ,∣∣∣∣ 1(s0 − 1)L(s0, χ0q )
∣∣∣∣=
∣∣∣∣ 1s0 − 1
∣∣∣∣
∣∣∣∣ 1L(s0, χ0q )
∣∣∣∣
 4 log(q(|t0| + 2))
A4
4c0
A4
log
(
q
(|t0| + 2)) 16c0
A24
log2 q
(|t0| + 2).
Since log2 x  x for x  1, if χq = χ0q and |t0| 1, then in the disk |s − s0| r ,
∣∣∣∣ (s − 1)L(s,χ
0
q )
(s0 − 1)L(s0, χ0q )
∣∣∣∣< 5q(|t0| + 2)16c0A24 log
2 q
(|t0| + 2) 80c0
A24
(
q
(|t0| + 2))2
< 2m−2
(
q
(|t0| + 2))2  (q(|t0| + 2))m−2(q(|t0| + 2))2

(
q
(|t0| + 2))m = em logq(|t0|+2).
On the other hand, logarithmic differentiation of f (s) = (s − 1)L(s,χ0q ) yields
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∣∣∣∣=
∣∣∣∣ 1s0 − 1 +
L′(s0, χ0q )
L(s0, χ0q )
∣∣∣∣
∣∣∣∣ 1s0 − 1
∣∣∣∣+
∣∣∣∣L
′(s0, χ0q )
L(s0, χ0q )
∣∣∣∣
 4 log(q(|t0| + 2))
A4
+ 4c1
A4
log
(
q
(|t0| + 2)) 4(c1 + 1)
A4
log
(
q
(|t0| + 2))
< 2m log
(
q
(|t0| + 2))= 2(m log(q(|t0| + 2))).
Finally, we consider the case that β is a zero for L(s,χ) such that β > 1 − A49 log 2q and |t0| 1.
Now
L(s,χq) = L(β,χq) + L
′(β,χq)
1! (s − β) +
L′′(β,χq)
2! (s − β)
2 + · · ·
= (s − β)
[
L′(β,χq)
1! +
L′′(β,χq)
2! (s − β) +
L(3)(β,χq)
3! (s − β)
2 + · · ·
]
so that
L(s,χq)
s − β =
L′(β,χq)
1! +
L′′(β,χq)
2! (s − β) +
L(3)(β,χq)
3! (s − β)
2 + · · · .
Since β > 1 − A49 log 2q , Proposition 3 with A = A4 implies that the distance between β and any
point on σ = 1 − A4logq(|t |+2) is greater or equal to
(1 − 19 ) Alog 2q√
1 + A24 log4 2q
=
8
9
A4
log 2q√
1 + A244 log4 2q
.
But
√
1 + A
2
4
4 log4 2q

√
1 + 1
16 · 4 log4 2 
√
1 + 1
4

√
5
4

√
9
4
 3
2
so that the distance between β and any point on σ = 1 − A4logq(|t |+2) is greater or equal to
8
9
A4
log 2q
3
2
= 16
27
A4
log 2q
. (6)
Let R1 = 16 A4 . By the Generalized Cauchy Integral Formula and (5),27 log 2q
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∣∣∣∣=
∣∣∣∣ 12πi
∫
|s−β|=R1
L(s,χq)
(s − β)k+1 ds
∣∣∣∣
=
∣∣∣∣∣ 12πi
2π∫
0
L(β + R1eiu,χq)
(R1eiu)k+1
R1ie
iu du
∣∣∣∣∣
 1
2π
2π∫
0
∣∣L(β + R1eiu,χq)∣∣R−k1 du
 c2R−k1
(
logq
(
16
27
A4
log 2q
+ 2
))
 c2R−k1 logq
(
8
27
+ 2
)
. (7)
Let R2 = R12 = 827 A4log 2q . For |s − β|R2, we have
∣∣∣∣L(s,χq)s − β
∣∣∣∣=
∣∣∣∣L′(β,χq)1! + L
′′(β,χq)
2! (s − β) +
L(3)(β,χq)
3! (s − β)
2 + · · ·
∣∣∣∣

(
1
R2
c2 logq
(
8
27
+ 2
))[(
R2
R1
)
+
(
R2
R1
)2
+
(
R2
R1
)3
+ · · ·
]

(
1
R2
c2 log 3q
)
 27c2 log 2q
8A4
log(2q)2  27c2 log 2q
4A4
log 2q
 7c2(log 2q)
2
A4
 7c2
A4
log2 q
(|t0| + 2). (8)
On the other hand, if s is such that |s − s0| r and |s − β| > R2, then∣∣∣∣L(s,χq)s − β
∣∣∣∣=
∣∣∣∣ 1s − β
∣∣∣∣∣∣L(s,χq)∣∣ 27 log 2q8A4 2q|s|
27
4A4
q|s| logq(|t0| + 2)
 7
A4
q|s| logq(|t0| + 2) 7
A4
q
(|t0| + 2) logq(|t0| + 2).
Hence, in the disk |s − s0| r , we have∣∣∣∣L(s,χq)s − β
∣∣∣∣ 7(c2 + 1)A4 q
(|t0| + 2) logq(|t0| + 2)< 12(c2 + 1)
A4
q
(|t0| + 2) logq(|t0| + 2).
We have∣∣∣∣ 1L(s0,χq )
s0−β
∣∣∣∣=
∣∣∣∣ s0 − βL(s0, χq)
∣∣∣∣= |s0 − β|
∣∣∣∣ 1L(s0, χq)
∣∣∣∣
∣∣∣∣s0 − 12
∣∣∣∣4c0A4 log
(
q
(|t0| + 2))

(
1
2
+ 1
8
+ 1
)
4c0
A4
log
(
q
(|t0| + 2)) 8c0
A4
log
(
q
(|t0| + 2))
so that in the disk |s − s0| r ,
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L(s,χq)
s−β
L(s0,χq )
s0−β
∣∣∣∣ 12(c2 + 1)8c0A24 q
(|t0| + 2) log2 q(|t0| + 2)
 96c0(c2 + 1)
A24
(
q
(|t0| + 2))2
< 2m−2
(
q
(|t0| + 2))2

(
q
(|t0| + 2))m−2(q(|t0| + 2))2

(
q
(|t0| + 2))m = em logq(|t0|+2).
On the other hand, logarithmic differentiation of f (s) = L(s,χq)
s−β yields
∣∣∣∣f ′(s0)f (s0)
∣∣∣∣=
∣∣∣∣L′(s0, χq)L(s0, χq) −
1
s0 − β
∣∣∣∣
∣∣∣∣L′(s0, χq)L(s0, χq)
∣∣∣∣+
∣∣∣∣ 1s0 − β
∣∣∣∣

∣∣∣∣L′(s0, χq)L(s0, χq)
∣∣∣∣+
∣∣∣∣ 1s0 − 1
∣∣∣∣
 4c1
A4
log
(
q
(|t0| + 2))+ 4 log(q(|t0| + 2))
A4
 4(c1 + 1)
A4
log
(
q
(|t0| + 2))
< 2m log
(
q
(|t0| + 2))= 2(m log(q(|t0| + 2))).
Therefore, in the disk |s − s0|  r , f is regular and, for an appropriate m > 2, if M =
m log(q(|t0| + 2)) > 2 log 2 > 1, then
∣∣∣∣ f (s)f (s0)
∣∣∣∣< eM and
∣∣∣∣f ′(s0)f (s0)
∣∣∣∣< 2M. (9)
Choose r ′ = 3A48 logq(|t0|+2) . We note that 0 < r ′ = 3A48 logq(|t0|+2)  396 log 2 < 348 = 116 = 18 r so that
the restriction on r ′ in Lemma γ (Titchmarsh [17, p. 50]) is met.1 Furthermore, σ0 − 2r ′ = 1 +
A4
4 logq(|t0|+2) − 6A48 logq(|t0|+2) = 1− A42 logq(|t0|+2) . However, since logq(|t0|+ 32 ) 2 logq(|t0|+ 2),
we have
A4
2 logq(|t0| + 2) 
A4
logq(|t0| + 12 + 1)
1 We note that there is a typo in the statement of Lemma γ [17, p. 50]. Indeed, the inequality 0 < r ′ < 14 r in the second
sentence should read 0 < r ′ < 18 r .
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Therefore, an application of Lemma γ yields
∣∣∣∣f ′(s)f (s)
∣∣∣∣< 2Am logq(|t0| + 2)
for |s − s0| r ′. Upon letting t = t0, we obtain∣∣∣∣f ′(s)f (s)
∣∣∣∣< 2AmL
for σ  1 + A44L − 3A48L = 1 − A48L . We recall that log s = log |s| + i arg s so that (log s) = log |s|.
Furthermore, we can define an analytic branch of logf (s) in any simply connected domain where
f is analytic and unequal to 0. We simply fix s0 and a value of logf (s0) and set
logf (s) =
s∫
s0
f ′(z)
f (z)
dz + logf (s0).
Now, for 1 − A48L  σ  1 + 1L ,
log
(
1
|f (s)|
)
= −(logf (s))= −
( σ+it∫
1+L−1+it
f ′(z)
f (z)
dz + logf (1 +L−1 + it)
)
= −(logf (1 +L−1 + it))+
1+L−1∫
σ

(
f ′(u + it)
f (u + it)
)
du.
But
∣∣∣∣∣
1+L−1∫
σ

(
f ′(u + it)
f (u + it)
)
du
∣∣∣∣∣
1+L−1∫
σ
∣∣∣∣
(
f ′(u + it)
f (u + it)
)∣∣∣∣du

1+L−1∫
σ
∣∣∣∣f ′(u + it)f (u + it)
∣∣∣∣du 2AmL
(
1
L +
A4
8L
)
 2Am
(
1 + A4
8
)
and
−(logf (1 +L−1 + it))= −log∣∣f (1 +L−1 + it)∣∣

∣∣−log∣∣f (1 +L−1 + it)∣∣∣∣= ∣∣log∣∣f (1 +L−1 + it)∣∣∣∣
= log max
(∣∣f (1 +L−1 + it)∣∣, 1−1
)
.|f (1 +L + it)|
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∣∣f (1 +L−1 + it)∣∣, 1|f (1 +L−1 + it)|  c3L2.
Therefore, for 1 − A48L  σ  1 + 1L , we have
log
(
1
|f (s)|
)
= −(logf (1 +L−1 + it))+
1+L−1∫
σ

(
f ′(u + it)
f (u + it)
)
du
 log c3L2 + 2Am
(
1 + A4
8
)
 2 log√c3L+ 2Am
(
1 + A4
8
)
< 2 log c4L= log(c4L)2 (10)
and so
1
f (s)
 L2.
The same bound holds trivially for σ  1 +L−1. From this it follows that, on the contour Cχ ,
1
L(s,χ)
 L3 if χ is exceptional
and
1
L(s,χ)
 L2 otherwise.
It remains to majorize L(k)(s,χ) on Cχ . If χ is non-principal, then by Theorem 4 with k and
A = A48 ,
L(k)(s,χq) k Lk+1
for all s with σ  12 satisfying
σ  1 − A4
8L .
On the other hand, if χq = χ0q , then, letting hq(s) =
∏
p|q(1 − 1ps ) =
∑
d|q
μ(d)
ds
, we have
L
(
s,χ0q
)= ζ(s)hq(s).
Thus, we easily see that
L(k)
(
s,χ0q
)= [ζ(s)hq(s)](k) = k∑
(
k
j
)
ζ (j)(s)h
(k−j)
q (s)j=0
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∣∣h(i)q (s)∣∣ logi q∏
p|q
(
1 + 1
pσ
)
for i  1. For σ  1 − A48 log 2q , a short argument (see [8, p. 322]) yields
∏
p|q
(
1 + 1
pσ
)
 log logq.
Thus, for i  1 and σ  1 − A48 log 2q ,
∣∣h(i)q (s)∣∣ logi q log logq.
If |t | e, then by Theorem 3,
ζ (j)(s) j logj+1 |t |
for all s with σ  12 satisfying
σ > 1 − A4
8 log |t | .
Hence, if |t | e and σ  1 − A48L , then
L(k)
(
s,χ0q
) = k∑
j=0
(
k
j
)
ζ (j)(s)h
(k−j)
q (s) k
(
log |t | + logq)k+1 log logq
k
(
logq|t |)k+1 log logq k Lk+1 log logq.
On the other hand, if |t | < e, then we use the estimate
ζ (j)(s) j 1|s − 1|j+1 .
Proposition 3 with A = A410 implies that the distance between 1 and any point on σ = 1 −
A4
10 logq(|t |+2) is greater or equal to
(1 − 0) Alog 2q√
1 + A24 log4 2q
=
A4
10 log 2q√
1 + A24400 log4 2q
.
332 E. Knafo / Journal of Number Theory 125 (2007) 319–343But
√
1 + A
2
4
400 log4 2q

√
1 + 1
16 · 400 log4 2 
√
1 + 1
400

√
401
400

√
441
400
 21
20
so that the distance between 1 and any point on σ = 1 − A410 logq(|t |+2) is greater or equal to
A4
10 log 2q
21
20
= 2A4
21 log 2q
.
Thus, if |t | < e, then on σ = 1 − A410 logq(|t |+2) we have
ζ (j)(s) j 1|s − 1|j+1 j log
j+1 q.
Hence, if |t | < e, then on σ = 1 − A410L
L(k)
(
s,χ0q
)= k∑
j=0
(
k
j
)
ζ (j)(s)h
(k−j)
q (s) k (logq)k+1 log logq k Lk+1 log logq.
A combination of the above estimates completes the proof. 
In order to state our next lemma, we require the following definition:
Definition 1. We define the constants an(q) by
an(q) =
{
1 if n = 0,
(−1)n(n + 1)!∑(μ1,...,μn)∈Q(n) (c0(q))μ1 ···(cn−1(q))μnμ1!(1!)μ1 ···μn!(n!)μn if n 1,
where
Q(n) =
{
(μ1, . . . ,μn)
∣∣∣ μ1, . . . ,μn are non-negative integers such that 0 n∑
i=1
iμi  n
}
for n 1 and
cj (q) = gj +
∑ Aj(p) logj+1 p
(p − 1)j+1 (11)
p|q
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constant such that
gj = (j + 1)!
∑
(μ1,...,μj+1)∈P(j+1)
(μ1 + · · · + μj+1 − 1)!
μ1!(0!)μ1 · · ·μj+1!(j !)μj+1 γ
μ1
0 · · ·γ
μj+1
j
where γi are the Stieltjes constants3 and
P(m) =
{
(μ1, . . . ,μm)
∣∣∣ μ1, . . . ,μm are non-negative integers such that m∑
i=1
iμi = m
}
for m 1.
The following generalizes Lemma 3.2 of Friedlander [7]:
Lemma 2. For χ0q the principal character, the residue at s = 1 of (−1)k L
(k)(s,χ0q )
L(s,χ0q )
xs
s
is4
x
[
k∑
j=1
(
k
j
)
aj−1(q) logk−j x
]
(12)
where an(q) is as in Definition 1. Since an(q) n (log logq)n, this implies that the residue (12) is
kx logk−1 x + Ok
(
x
k∑
j=2
(
logk−j x
)
(log logq)j−1
)
(13)
for k  2.
For χq exceptional, the corresponding residue at the exceptional zero β is gk,q(β)x
β
β
where
gk,q(β) =
{−1 if k = 1,
(−1)kk!(∑(μ1,...,μk−1)∈P(k−1) (c0(β))μ1 ···(ck−2(β))μk−1μ1!1μ1 ···μk−1!(k−1)μk−1 ) if k  2. (14)
Furthermore, for k  2, we have
gk,q(β) k (logq log logq)k−1. (15)
We note that the fact that the exceptional zero β is simple plays a role in the proof below.
2 See Stanley [16, vol. I, p. 22]. As a convention, we let A0(x) = 1.
3 Expanding the Riemann zeta function about s = 1 gives ζ(s) = 1
s−1 +
∑∞
n=0
(−1)n
n! γn(s − 1)n where γn ≡
limm→∞[∑mk=1 logn kk − logn+1 mn+1 ].
4 As far as we know, formula (12) gives the first explicit calculation of the residue at s = 1 of (−1)k L
(k)(s,χ0q )
L(s,χ0q )
xs
s . For
example, the case q = 1 is treated in Theorem 12.6 of Ivic´ [12] where only the leading coefficient is computed explicitly
whereas all other coefficients are merely stated to be computable [12, p. 314].
334 E. Knafo / Journal of Number Theory 125 (2007) 319–343Proof. The first statement follows from the explicit formula5
f (n)(s)
f (s)
= n!
∑
(μ1,...,μn)∈P(n)
n∏
i=1
[( f ′
f
)(i−1)(s)]μi
μi !(i!)μi (16)
valid for any function f which is analytic and non-zero at s. This formula allows us to calculate
the Laurent expansion of L
(k)(s,χ0q )
L(s,χ0q )
explicitly in terms of the Laurent expansion of L
′(s,χ0q )
L(s,χ0q )
(and
that of its derivatives). We leave the details to a nice exercise in enumerative combinatorics.
We now prove the second statement. Let f (s) = L(s,χq)
s−β , s0 = β , and r = 12 . In the disk |s −
β|  r , we have σ  β − 12  1 − A49 log 2q − 12  12 − A49 log 2q  12 − 118  14 . Let R2 = A46 log 2q .
Proceeding as in (7) and (8), we see that for |s −β|R2, there is a positive constant c2 such that∣∣∣∣L(s,χq)s − β
∣∣∣∣ 12c2A4 log2 2q.
On the other hand, if s is such that |s − β| r and |s − β| > R2, then∣∣∣∣L(s,χq)s − β
∣∣∣∣=
∣∣∣∣ 1s − β
∣∣∣∣∣∣L(s,χq)∣∣ 6 log 2qA4 4q|s|
24
A4
q|s| log 2q  48
A4
q log 2q.
Hence, in the disk |s − β| r , we have
∣∣f (s)∣∣= ∣∣∣∣L(s,χq)s − β
∣∣∣∣ 48(c2 + 1)A4 q log 2q.
On the other hand, by (10), we have∣∣∣∣ 1f (s0)
∣∣∣∣=
∣∣∣∣ 1f (β)
∣∣∣∣ c24 log2 2q
so that in the disk |s − β| = |s − s0| r ,∣∣∣∣ f (s)f (s0)
∣∣∣∣ 48c24(c2 + 1)A4 q log3 2q 
48c24(c2 + 1)
A4
q(2 · 2q) 192c
2
4(c2 + 1)
A4
q2 < eM
for some 1 < M = c5 logq . We apply Lemma α6 (Titchmarsh [17, p. 49]) with f (s) = L(s,χq)s−β ,
s0 = β , and r = 12 to obtain∣∣∣∣f ′(s)f (s) −
∑
ρ
1
s − ρ
∣∣∣∣< 2Ac5 logq
(
|s − β| 1
8
)
,
5 Formula (16) is a simple consequence of Faà di Bruno’s formula for the nth derivative of the composition of two
functions (see Faà di Bruno [6]).
6 We note that in the statement of Lemma α [17, p. 49], A is a positive absolute constant, and for the sake of conve-
nience, it is the same A that appears in the statement of Lemma γ [17, p. 50].
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of f (s) yields
f ′(s)
f (s)
= L
′(s,χq)
L(s,χq)
− 1
s − β .
We note that the zeros of f (s) are precisely the zeros of L(s,χq) less the zero β . Thus, for
|s − β| 18 , we have
L′(s,χq)
L(s,χq)
=
∑
|ρ−β| 14
1
s − ρ + O(logq) =
1
s − β +
∑
|ρ−β| 14
ρ =β
1
s − ρ + O(logq).
For r  0, we define Nβ(r) to be the number of zeros ρ = β of L(s,χq) such that |ρ − β| r .
Similarly, we define N1(r) to be the number of zeros ρ = β of L(s,χq) such that |ρ−1| r . It is
clear that Nβ(r) and N1(r) are non-decreasing functions of r . Furthermore, the Density Lemma
[2, p. 42] yields
N1(r)  1 for 0 r  1logq ,
N1(r)  r logq for 1logq  r 
1
4
,
N1(r)  logq for 14  r  1
or equivalently
N1(r)  1 for 0 r  1logq ,
N1(r)  r logq for 1logq  r  1.
By (6), we see that the distance between β and any point on σ = 1 − A4logq(|t |+2) is greater or
equal to
A4
3 log 2q
.
Since there is no non-principal character to the modulus 1 or 2, we must have q  3 from whence
2q  q2 and log 2q  2 logq . Thus, the distance between β and any point on σ = 1 − A4logq(|t |+2)
is greater or equal to
A4
6 .logq
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Since any disk of radius r about β lies completely inside a disk of radius r + (1 − β) about 1,
we have Nβ(r)N1(r + 1 − β)N1(r + A49 log 2q ). We thus have
Nβ(r) = 0 for 0 r  c6logq ,
Nβ(r)N1
(
r + A4
9 log 2q
)
N1
(
2
logq
)
 1 for c6
logq
 r  1
logq
,
Nβ(r)N1
(
r + A4
9 log 2q
)
N1
(
r + 1
36 logq
)
 r logq for 1
logq
 r  1
4
.
We know that if z is on the curve σ = 1− A4logq(|t |+2) , then |z−β| c6logq . In addition, if |s−β|
c6
2 logq , then |z− s| = |z−β +β − s| = |(z−β)− (s −β)| |z−β| − |s −β| c6logq − c62 logq =
c6
2 logq . Thus, if |s −β| c62 logq , then any zero ρ = β of L(s,χq) is such that |ρ − s| c62 logq . For
|s − β| c62 logq , we have
∣∣∣∣ ∑
|ρ−β| 14
ρ =β
1
s − ρ
∣∣∣∣ ∑
|ρ−β| 14
ρ =β
1
|s − ρ| =
∑
|ρ−β| 14
ρ =β
|β − ρ|
|β − ρ||s − ρ| =
∑
|ρ−β| 14
ρ =β
|β − s + s − ρ|
|β − ρ||s − ρ|

∑
|ρ−β| 14
ρ =β
1
|β − ρ|
(
1 + |β − s||s − ρ|
)

∑
|ρ−β| 14
ρ =β
2
|β − ρ| ,
but by partial summation,
∑
|ρ−β| 14
ρ =β
1
|β − ρ| =
1
4∫
c6
logq
1
r
d
(
Nβ(r)
)= Nβ(r)
r
∣∣∣∣
1
4
c6
logq
+
1
4∫
c6
logq
Nβ(r)
r2
dr
= O(logq)+
1
logq∫
c6
logq
Nβ(r)
r2
dr +
1
4∫
1
logq
Nβ(r)
r2
dr
= O(logq)+ 1
r
∣∣∣∣
c6
logq
1
logq
+ (logq) log r∣∣ 14 1
logq
= O(logq)+ O(logq log logq) = O(logq log logq).
We thus find that, for |s − β| c62 logq ,
L′(s,χq)
L(s,χ )
= 1
s − β + O(logq log logq). (17)q
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residue n at s = s0. So if χq is exceptional, then the Laurent series for L
′(s,χq )
L(s,χq)
about s = β is
1
s − β + c0(β) + c1(β)(s − β) + c2(β)(s − β)
2 + · · · .
Since β is a simple zero of L(s,χq), we can write
L(s,χq) = (s − β)Fβ(s)
where
Fβ(s) = a0(β) + a1(β)(s − β) + a2(β)(s − β)2 + · · ·
and Fβ(β) = a0(β) = 0. Thus
L′(s,χq)
L(s,χq)
= 1
s − β +
F ′β(s)
Fβ(s)
so that
F ′β(s)
Fβ(s)
= c0(β) + c1(β)(s − β) + c2(β)(s − β)2 + · · · .
A simple induction shows that for m 1,
L(m)(s,χq) = (s − β)F (m)β (s) + mF(m−1)β (s).
An exercise in obtaining the multiplicative inverse of a formal power series yields
1
Fβ(s)
= b0(β) + b1(β)(s − β) + b2(β)(s − β)2 + · · ·
where b0(β) = (a0(β))−1 and for n 1,
bn(β) =
(
a0(β)
)−1
×
∑
(μ1,...,μn)∈P(n)
(−(a0(β))−1)μ1+···+μn (μ1 + · · · + μn)!
μ1! · · ·μn!
(
a1(β)
)μ1 · · · (an(β))μn.
A straightforward exercise in obtaining the formal power series for F(s) from the one for F
′(s)
F (s)
yields that Fβ(s) =∑∞n=0 an(β)(s − β)n where
an(β) = a0(β)
∑ (c0(β))μ1 · · · (cn−1(β))μn
μ1!1μ1 · · ·μn!nμn(μ1,...,μn)∈P(n)
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1
L(s,χq)
= 1
s − β
1
Fβ(s)
so that
(−1)k L
(k)(s,χq)
L(s,χq)
xs
s
= (−1)k (s − β)F
(k)
β (s) + kF (k−1)β (s)
(s − β)Fβ(s)
xs
s
has a simple pole at s = β of residue
(−1)kk F
(k−1)
β (β)
Fβ(β)
xβ
β
.
However, for m 0, we have
F
(m)
β (s) =
∞∑
n=m
(n)man(β)(s − β)n−m
so
F
(k−1)
β (β) = (k − 1)!ak−1(β).
We conclude that, for k  1,
(−1)kk F
(k−1)
β (β)
Fβ(β)
xβ
β
= (−1)kk!ak−1(β)
a0(β)
xβ
β
=
⎧⎨
⎩
− xβ
β
if k = 1,
(−1)kk!(∑(μ1,...,μk−1)∈P(k−1) (c0(β))μ1 ···(ck−2(β))μk−1μ1!1μ1 ···μk−1!(k−1)μk−1 ) xββ if k  2.
Let
Gβ(s) =
F ′β(s)
Fβ(s)
= c0(β) + c1(β)(s − β) + c2(β)(s − β)2 + · · · .
By (17), we have, for |s − β| c62 logq ,
Gβ(s) =
F ′β(s)
Fβ(s)
= L
′(s,χq)
L(s,χq)
− 1
s − β = O(logq log logq).
Let R3 = c6 and j  1. By the Generalized Cauchy Integral Formula,2 logq
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∣∣∣∣G
(j)
β (β)
j !
∣∣∣∣=
∣∣∣∣ 12πi
∫
|s−β|=R3
Gβ(s)
(s − β)j+1 ds
∣∣∣∣
=
∣∣∣∣∣ 12πi
2π∫
0
Gβ(β + R3eiu)
(R3eiu)j+1
R3ie
iu du
∣∣∣∣∣
 1
2π
2π∫
0
∣∣Gβ(β + R3eiu)∣∣R−j3 du  logq log logq
R
j
3
j logj+1 q log logq.
Thus, for k  2, we have
gk,q(β) = (−1)kk!
( ∑
(μ1,...,μk−1)∈P(k−1)
(c0(β))μ1 · · · (ck−2(β))μk−1
μ1!1μ1 · · ·μk−1!(k − 1)μk−1
)
k (logq log logq)k−1. 
3. Main theorem and its applications
Applying Lemmas 1 and 2, we obtain our main theorem:
Theorem 5. Let k  1. Let 2  T  x, q  x, and A4 be as in Theorem 2. For each character
χ (mod q),
ψk(x,χ) =
∑
nx
χ(n)Λk(n)
= Wk(χ) + Ok
(
x
T
logk+3 x
)
+ Ok
(
x logk+5(qT ) exp
(
−
(
A4
20
)
logx
logqT
))
where
Wk(χ) =
⎧⎪⎨
⎪⎩
x[∑kj=1 (kj)aj−1(q) logk−j x] if χ is principal,
gk,q(β)
xβ
β
if χ is exceptional,
0 otherwise.
If χ is principal, then x[∑kj=1 (kj)aj−1(q) logk−j x] is the residue of (−1)k L(k)(s,χ0q )L(s,χ0q ) xss at
s = 1 and is equal to
kx logk−1 x + Ok
(
x
k∑
j=2
(
logk−j x
)
(log logq)j−1
)
for k  2.
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(k)(s,χ)xs
L(s,χ)s
at the exceptional zero β
where
gk,q(β) k (logq log logq)k−1
for k  2.
Proof. By Lemma 3.12 [17, p. 53] with c = 1 + 1logx and α = k + 1,
∑
nx
χ(n)Λk(n) = 12πi
c+iT∫
c−iT
(−1)k L
(k)(s,χ)
L(s,χ)
xs
s
ds + Ok
(
x logk+1 x
T
)
.
We shift to the contour Cχ and find, by Lemmas 1 and 2,
ψk(x,χ) =
∑
nx
χ(n)Λk(n)
= Wk(χ) + Ok
(
x logk+1 x
T
)
+ Ok
(
x
T
(
logk+4 q(T + 2))( 1
logq(T + 2) +
1
logx
))
+ Ok
(
x logk+5(qT ) exp
(
−
(
A4
20
)
logx
logqT
))
where Wk(χ) = x[∑kj=1 (kj)aj−1(q) logk−j x] if χ is principal, Wk(χ) = gk,q(β)xββ if χ is ex-
ceptional, and Wk(χ) = 0 otherwise. 
As in Friedlander [7, p. 23], choosing T = log5 x in Theorem 5 and recalling the orthogonal
relation
∑
mx
m≡a (mod q)
Λk(m) = 1
φ(q)
∑
χ
χ¯(a)
∑
mx
χ(m)Λk(m)
yield the following generalization of the Selberg formula:
Theorem 6. Let k  2. Let (x) be a fixed positive function, tending to 0 as x → ∞. The asymp-
totic formula
ψk(x;q, a) ∼ kx
φ(q)
logk−1 x
holds uniformly in the range
logq <
[
(x)
] 1
k−1 logx
log logx
.
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Theorem 5:
Theorem 7. Let
G(x,q) =
∑
a (mod q)
(a,q)=1
(
E(x;q, a))2 = ∑
a (mod q)
(a,q)=1
(
ψ(x;q, a)− x
φ(q)
)2
. (18)
Let  > 0. Then, for some absolute constant A,
G(x,q) >
(
1
2
− 
)
x logq
whenever x
exp(A
√
logx ) < q  x and x > x0().
In [13], Theorem 5 and some new truncated divisor sums8 Λk,R intended to mimic the behav-
ior of Λk are used, in an essential way, to prove the following theorem:9
Theorem 8. Let k  1 and let
Gk(x, q) =
∑
0<aq
(a,q)=1
(
ψk(x;q, a)− x
φ(q)
k∑
j=1
(
k
j
)
aj−1(q) logk−j x
)2
+
k−1∑
r=1
∑
0 < a q
(a, q) = pα11 · · ·pαrr
p1 · · ·pr | q
α1, . . . , αr  1
(
ψk(x;q, a)− (−1)r x
φ(q)
k−r−1∑
j=0
logj x
×
∑
(i1,...,ir ,i)∈C∗(k−j,r+1)
(−1)i1+···+ir
(
k
i1, . . . , ir , i, j
)
ai−1(q)
(
logi1 p1 · · · logir pr
))2
(19)
where
C∗(n,m) = {(k1, . . . , km) ∣∣ k1, . . . , km are positive integers with n = k1 + · · · + km}
and the constants an(q) are as in Definition 1.
7 Theorem 7 is an improvement of Theorem 2 of Friedlander and Goldston [8] which gives the same lower bound but
in the narrower range x
(logx)A  q  x for any A > 0.
8 See [15] for a definition and genesis of Λk,R .
9 For x
exp(A
√
logx) < q  x, the lower bound given in (20) is equivalent to the lower bound we get upon replacing logq
by logx.
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Gk(x, q) >
k2
2k − 1
(
1 − 1
22k−1
− 
)
x log2k−1 q (20)
whenever x
exp(A
√
logx ) < q  x and x > x0(, k). This theorem is unconditional and effective,
that is to say that given  and k, one can assign a numerical value to x0(, k).
Therefore, when k = 1, Theorem 8 yields the effective version of Theorem 7. We observe
that the proofs of Theorem 2 of [8] and Theorem 7 are non-effective since they both use Siegel’s
theorem; indeed, the proof of Theorem 2 of [8] relies on the Bombieri–Vinogradov theorem
which itself depends on Siegel’s theorem, while the proof of Theorem 7 uses Siegel’s theorem
to derive (38) of [11]. We conclude that Theorem 8 gives the first effective lower bound for the
variance of primes in arithmetic progressions [14].
We conjecture the following:
Conjecture 1. Let A > 0. For x
exp(A
√
logx )  q  x,
Gk(x, q) ∼ k
2
2k − 1x log
2k−1 q.
Support for this conjecture is obtained by adapting the methods described in Friedlander and
Goldston [8] and Goldston [10] which deal with the case k = 1. The ratio of the lower bound of
Theorem 8 to the expected asymptotic for Gk(x, q) in the range xexp(A√logx )  q  x is thus
k2
2k−1 (1 − 122k−1 − )x log2k−1 q
k2
2k−1x log
2k−1 q
=
(
1 − 2
4k
− 
)
. (21)
We see that this ratio approaches 1 −  as k approaches infinity. We stress that it does so ‘ex-
ponentially fast.’ Therefore, we conclude that the lower bound of Theorem 8 approaches the
expected asymptotic ‘exponentially fast’ as k approaches infinity.
Once again, we obtain qualitatively superior results as k increases. In the case of Theorem 8,
we get a tighter lower bound as k increases. This is in line with the essence demonstrated in
Friedlander [7].
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