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UNIQUENESS OF COXETER STRUCTURES
ON KAC–MOODY ALGEBRAS
ANDREA APPEL AND VALERIO TOLEDANO LAREDO
Abstract. Let g be a symmetrisable Kac–Moody algebra, and U~g the cor-
responding quantum group. We showed in [1, 2] that the braided Coxeter
structure on integrable, category O representations of U~g which underlies the
R–matrix actions arising from the Levi subalgebras of U~g and the quantum
Weyl group action of the generalised braid group Bg can be transferred to
integrable, category O representations of g. We prove in this paper that, up
to unique equivalence, there is a unique such structure on the latter category
with prescribed restriction functors, R–matrices, and local monodromies. This
extends, simplifies and strengthens a similar result of the second author valid
when g is semisimple, and is used in [3] to describe the monodromy of the ra-
tional Casimir connection of g in terms of the quantum Weyl group operators
of U~g. Our main tool is a refinement of Enriquez’s universal algebras, which
is adapted to the PROP describing a Lie bialgebra graded by the non–negative
roots of g.
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1. Introduction
1.1. This is the second of three papers whose goal is to extend the description of
the monodromy of the rational Casimir connection of a semisimple Lie algebra in
terms of quantum Weyl groups given in [25, 26, 27, 28] to the case of an arbitrary
symmetrisable Kac–Moody algebra g.
In [2], we introduced the notion of braided Coxeter category, which is informally
a tensor category carrying commuting actions of Artin’s braid groups and a given
generalised braid group on the tensor product of its objects. We showed that
such a structure arises from the quantum group U~g, specifically on the category
Oint
~
of integrable, highest weight representations of U~g. The corresponding Artin
group actions are given by the universal R–matrices of the Levi subalgebras of U~g,
and the action of the generalised braid group of g by the quantum Weyl group
operators of U~g. The main result of [2] is that this structure can be transferred to
the category Oint of integrable, highest weight modules for g. The transfer relies on
a 2–categorical, relative version of Etingof–Kazhdan quantisation, which takes as
input a split inclusion of Lie bialgebras a ⊂ b, and allows to construct an equivalence
Oint
~
∼= Oint which is compatible with a given chain of Levi subalgebras of g [1].
1.2. The goal of the present paper is to prove that Oint possesses, up to unique
equivalence, a unique braided Coxeter structure with prescribed restrictions func-
tors, R–matrices and local monodromies. This is used in [3] to prove that the
monodromy of the rational Casimir connection of g is described by the quantum
Weyl group operators of U~g, by showing that the monodromy of the rational KZ
and Casimir connections arise from a braided quasi–Coxeter structure on Oint.1
1.3. The uniqueness of braided Coxeter structures on Oint is obtained from a co-
homological rigidity result, as is the case for a semisimple Lie algebra. The proof
of this result, however, differs significantly from that given in [26, 27]. Indeed, the
latter relies on the well–known computation of the Hochschild (coalgebra) coho-
mology of the enveloping algebra Ug in terms of the exterior algebra of g. For an
arbitrary Kac–Moody algebra, the tensor powers of Ug need to be replaced by their
completion Ug⊗nO with respect to category O. Indeed, Ug and Ug
⊗2 do not contain
the Casimir operator C of g and the invariant tensor 2Ω = ∆(C) − C ⊗ 1− 1 ⊗ C
respectively, and are therefore not appropriate receptacles for the coefficients of the
Casimir and KZ connections. While the computation of the Hochschild cohomol-
ogy of Ug holds for an arbitrary Lie algebra, it is not known to do so, and may in
fact fail, for the topological coalgebra UgO, which seems to have a rather unwieldy
cohomology.
1.4. Rather than using the completions Ug⊗nO , we rely on a refinement of En-
riquez’s universal algebras UGn
univ
[10]. These arise from the PROP of Lie bialge-
bras, and were used by Enriquez to give a cohomological construction of quantisa-
tion functors for Lie bialgebras [12]. They are universal in the following sense: for
any Lie bialgebra b with Drinfeld double gb = b⊕ b∗ and any n ≥ 1, UGnuniv maps
1More precisely, for an arbitrary symmetrisable Kac–Moody algebra only the normally ordered
version of the Casimir connection introduced in [18] can be defined. We show in [3], however, that
its monodromy can be modified by a cocyle so as to become equivariant under the Weyl group,
and that the resulting action of the braid group action is described by the quantum Weyl group
operators of U~g.
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to a completion Ûg⊗nb of the n–fold tensor product of the enveloping algebra of gb.
For n = 1, the image of UGn
univ
in Ûgb is the subalgebra spanned by the interlaced
powers of the normally ordered Casimir operator of gb, i.e., the elements
κσN =
∑
i1,...,iN
bi1bi2 · · · biN · b
iσ(N)biσ(N−1) · · · biσ(1) (1.1)
where {bi}, {bi} are dual bases of b and b∗, N is an arbitrary integer, and σ a
permutation in SN .
The completion Ûg⊗nb is with respect to the category Egb of equicontinuous gb–
modules, which are those on which the action of b∗ (and therefore the sum (1.1))
is locally finite. If g is a symmetrisable Kac–Moody algebra with negative Borel
subalgebra b, the realisation of g as a quotient of the Drinfeld double of b gives rise
to an embedding of category O for g as a full subcategory of Egb .
The coproduct on Ugb gives rise to a cosimplicial structure on the tower of
algebras {Ûg⊗nb }n>0. The latter can be lifted to {UG
n
univ
}n>0, and gives rise to a
Hochschild complex. Enriquez’s crucial insight is that this complex contains enough
elements to allow for the construction of quantisation functors, yet has a manageable
cohomology, which is given by a universal version of the exterior algebra of gb.
1.5. We give in this paper an alternative, and perhaps more natural construction
of UGnuniv by using Drinfeld–Yetter modules over a Lie bialgebra b. Such a module
is a triple (V, π, π∗) where π : b⊗ V → V gives V the structure of a left b–module,
π∗ : V → b ⊗ V that of a right b–comodule, and π, π∗ satisfy a compatibility
condition [15]. The latter is designed so as to give rise to an action of the Drinfeld
double of b, with φ ∈ b∗ ⊂ gb acting on V by φ⊗ idV ◦π∗.
The symmetric tensor category DYb of such modules coincides with that of
equicontinuous gb–modules, with the coaction of b on V ∈ Egb given by π
∗(v) =∑
i bi ⊗ b
i v [14]. Under this correspondence, the action of the normally ordered
Casimir κ =
∑
i bib
i of gb on V ∈ DYb is simply given by π ◦ π
∗. More gener-
ally, the interlaced Casimir κσN (1.1) acts on V by the composition of the iterated
coaction (π∗)(N) : V → b⊗N ⊗ V followed by the permutation σ−1 ⊗ idV and
the iterated action π(N) : b⊗N ⊗ V → V . Similarly, the r–matrix of gb given by
r =
∑
i bi ⊗ b
i ∈ b⊗̂b∗ acts on a tensor product V ⊗W as the composition
rVW = πV ⊗ idW ◦(1 2) ◦ idV ⊗π
∗
W
For any n ≥ 1, we introduce a colored PROP DYn which describes a Lie bialgebra
b, together with n Drinfeld–Yetter modules V1, . . . , Vn over b. We then consider
the algebra UnDY = EndDYn(V1 ⊗ · · · ⊗ Vn), and show it to be isomorphic to En-
riquez’s algebra UGn
univ
. This alternative construction makes the algebra structure
on UGn
univ
, and its action on equicontinuous gb–modules far more transparent.
1.6. We then introduce three refinements of the algebras UnDY. The first one, U
n
PDY,
is obtained from the colored PROP describing a split inclusion of Lie bialgebras
a ⊂ b, together with n Drinfeld–Yetter modules over b. The image of U1PDY in Ûgb
is spanned by the interlaced products of the normally ordered Casimir operators
of the doubles of a and b. The Hochschild cohomology of the tower UnPDY can
be computed via the calculus of Schur functors developed in [12], and shows in
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particular that the relative quantisation functor constructed in [1] is unique up to
unique isomorphism.2
The second refinement, UnS , is obtained in a similar way from a PROP describing
n Drinfeld–Yetter modules over a Lie bialgebra b which is graded by a partial
abelian semigroup S. The image of UnS in Ûgb is then spanned by the interlaced
products of the normally ordered Casimir operators of the subspaces bα⊕ b∗α ⊂ gb,
α ∈ S. When S is the partial semigroup R+ ⊔ {0} consisting of the positive roots
of a symmetrisable Kac–Moody algebra g together with zero, this makes US an
appropriate receptacle for the coefficients of the Casimir connection of g.
The third refinement, Un
S
, is prompted by the following. We show in [2] that the
braided (pre–)Coxeter structure transferred from Oint
~
to Oint is diagrammatic, i.e.,
compatible with the Lie subalgebras gB generated by the root vectors {ei, fi}i∈B
corresponding to a subdiagram B of the Dynkin diagram of g. In particular, this
structure cannot be lifted to a braided (pre–)Coxeter structure on U•S, since the
latter only accounts for the Cartan subalgebra of g and not its subspaces hB spanned
by {α∨i }i∈B.
The definition of Un
S
relies on a diagrammatic semigroup S, and accounts for
both the root space decomposition of g as well as for its diagrammatic subalgebras
gB. The braided (pre–)Coxeter structures coming from the quantum group and
the Casimir connection can then both be realized in U•
S
, as we show in [2] and
[3], respectively. The computation of the Hochschild cohomology of Un
S
yields the
required rigidity result, thus allowing to prove they are isomorphic.
1.7. The use of the algebras Un
S
leads to far stronger uniqueness results than had
been obtained in [26, 27] for a semisimple Lie algebra g. Indeed, as is the case
for the universal algebras UGnuniv, the tower {U
n
S
}n≥0 has trivial first Hochschild
cohomology, which implies that the isomorphism of two braided, Coxeter structures
is unique up to a unique gauge. This raises the hope that the equivalences we
construct may be convergent as series in the deformation parameter ~, and could
in particular be specialised to numerical, non–rational, values of ~. It is also worth
pointing out that the vanishing of the first Hochschild cohomology removes the need
for the use of Dynkin diagram cohomology developed in [27] to deal with secondary
obstructions, thereby simplifying the proof of rigidity even for a semisimple Lie
algebra.
1.8. We now review our results in more detail. A PROP is a categorical realisation
of an algebraic structure. More precisely, given a field k of characteristic zero, a
PROduct–Permutation category is a k–linear, symmetric monoidal category with
objects the non–negative numbers and tensor product [n] ⊗ [m] = [n + m]. For
example, the PROP LA of Lie algebras is generated by an anti–symmetric morphism
µ : [2]→ [1] satisfying the Jacobi identity. One can then think of Lie algebras over
k as symmetric monoidal functors from LA to k–vector spaces, and morphisms of
Lie algebras as natural transformations of the corresponding realisation functors.
1.9. Richer structures can be described by colored PROPs, whose objects are se-
quences in a given set of colors A. A key example for us is the PROP DYn on
2The uniqueness of the isomorphism follows from the fact that the first Hochschild cohomology
of U•
PDY
is zero, as is the case for UG•univ. Thus, figuratively speaking, UG
•
univ and U
•
PDY
behave
like the tensor powers of an enveloping algebra without primitive elements.
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n+1 colors which we introduce in Section 5. In this case, the category of symmet-
ric monoidal functors DYn → Vectk is isomorphic to that of tuples (b;V1, . . . , Vn)
consisting of a Lie bialgebra b over k, and n Drinfeld–Yetter modules V1, . . . , Vn.
A natural transformation of these functors amounts to a tuple (φ; f1, . . . , fn),
where φ : b → c is a morphism of Lie bialgebras, and each fi : Vi → Wi is both a
morphism of b–modules Vi → φ∗Wi and of c–comodules φ∗Vi →Wi. In particular,
choosing φ = id shows that any endomorphism of V1 ⊗ · · · ⊗ Vn in DY
n commutes
with morphisms of Drinfeld–Yetter modules over any Lie bialgebra b. Thus, if
f : DYb → Vectk is the forgetful functor, the algebra
UnDY = EndDYn(V1 ⊗ · · · ⊗ Vn)
maps to the endomorphisms of f⊗n, and therefore to the completion of Ug⊗nb with
respect to equicontinuous modules.
1.10. The category DYn is best described diagrammatically. The identity on the
universal Lie bialgebra (resp. Drinfeld–Yetter module) is represented by a thin
(resp. bold) horizontal line, and the bracket, cobracket, action and coaction by the
diagrams
❄❄
❄❄
⑧⑧⑧⑧
⑧⑧
⑧⑧
❄❄❄❄
which are read from left to right. By 1.5, the normally ordered Casimir κ ∈ U1DY
and r–matrix r ∈ U2DY are therefore represented, respectively, by
and
In Sections 4 and 5, we explicitly describe the morphisms in DYn, and construct
an integral basis for UnDY which, for n = 1 is given by the diagrams
N N
σ
where N > 0 and σ ∈ SN . By 1.5, these correspond to the interlaced powers of the
normally ordered Casimir (1.1). This description leads to a PBW theorem for UnDY,
and the explicit computation of its Hochschild cohomology, which is analogous to
the fact that Hn(Ugb) = ∧ngb.
Pictorially, an element in Hn(U•DY) is a linear combination of anti–symmetric
diagrams with n bold lines, and exactly one action or one coaction on each of these.
For example, H1(U•DY) = 0 (i.e., U
1
DY has no primitive elements), and the simplest
non–trivial element in H2(U•DY) is the anti–symmetric r–matrix
1
2
 −

1.11. The algebra UnDY is a universal receptacle for the coefficient of the KZ connec-
tion on n points for a Drinfeld double gb since, for n = 2, it contains the invariant
tensor Ω =
∑
i bi ⊗ b
i + bi ⊗ bi = r + r21. However, U1DY is too small to contain
the coefficients of the Casimir connection of a symmetrisable Kac–Moody algebra
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g, since it does not account for the root space decomposition of g, and in particular
the diagrammatic and Levi subalgebras
gB = 〈ei, fi〉i∈B ⊂ lB = gB + h ⊂ g
corresponding to a subdiagram B of the Dynkin diagram of g.
To this end, we first introduce and study in Section 6 the PROP PDYn obtained
by adding to DYn an idempotent endomorphism of the universal Lie bialgebra. Its
image is then a split Lie subbialgebra. The results of Section 5, in particular the
PBW Theorem and computation of Hochschild cohomology extend easily to the
algebras UnPDY = EndPDYn(V1 ⊗ · · · ⊗ Vn).
From here, the PROPic construction of Levi subalgebras is fairly straightforward.
We first observe that the negative Borel of a symmetrisable Kac–Moody algebra g
is graded, as a Lie bialgebra, by the partial semigroup R0 consisting of the positive
roots of g and zero. The PROP encoding this structure is denoted DYnS , where S
is any partial abelian semigroup. It is obtained from DYn by adding a complete
family of orthogonal idempotents labelled by the elements of S. In the case of the
semigroup R0, by considering the sum of the idempotents corresponding to zero or
a root associated to a subdiagram B of the Dynkin diagram, one obtains a universal
analogue of the Levi subalgebra lB .
The universal algebra UnS = EndDYnS (V1⊗ · · ·⊗Vn) is generated by arc diagrams,
in which each thin line is now labeled by S. In particular, U1S contains the elements
α
for any α ∈ S. In the case of the semigroup of non–negative roots R0, these diagrams
correspond precisely to the normally ordered Casimir elements of the sl2–triple of
the root α, and make U1S a universal receptacle for the coefficients of the Casimir
connection.
The universal algebras UnS , however, do not provide a universal realization of the
diagrammatic subalgebras gB, which are necessary to describe the braided (pre–
)Coxeter structure transferred from Oint
~
. We therefore introduce a refinement DYnS
of the PROP DYnS , where we further decompose the idempotent corresponding to
the zero element of S, so as to reproduce the subspaces hB = 〈α∨i 〉i∈B ⊂ h. The
corresponding universal algebras Un
S
account for both the root space decomposition
of g, and therefore the coefficients of the Casimir connection, as well as for its
diagrammatic subalgebras.
1.12. We now sketch the definition of a braided Coxeter category. We refer to an
unoriented graph D with no multiple edges or loops as a diagram, and to its full
subgraphs B ⊆ D as subdiagrams. A braided pre–Coxeter category Q of type D
consists of the following three pieces of data
• Diagrammatic categories. For any subdiagram B ⊆ D, a braided tensor
category QB.
• Restriction functors. For any pair of subdiagrams B′ ⊆ B, a (not nec-
essarily braided) monoidal functor FFB′B : QB → QB′ depending upon the
choice of a maximal chain of subdiagrams B = B1 ) B2 ) · · · ) Bm = B
′.
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• Associators. For any B′ ⊆ B, and pair of maximal chains G,F from B to
B′, an isomorphism of monoidal functors ΥGF : FFB′B → F
G
B′B .
3
The above data satisfies various requirements. In particular, the restriction functors
and associators are compatible with the composition of chains corresponding to
triple inclusions B′′ ⊂ B′ ⊂ B and, for any B′ ⊂ B and maximal chains F ,G,H
from B to B′, one has ΥHG ◦ΥGF = ΥHF .
Q is a braided Coxeter category if it is further endowed with distinguished el-
ements SQi ∈ Aut(Fi) where i ranges over the vertices of D, which satisfy the
following version of the braid relations determined labeling the edges of D by mul-
tiplicities mij = mji ∈ {2, 3, . . . ,∞}. For any i 6= j such that mij < ∞, and
maximal chains F ,G from D to the empty subdiagram such that F (resp. G) con-
tains i (resp. j) among the connected components of its elements, the following
holds in Aut(FF∅D)
Ad
(
ΥGF
)
(SQj ) · S
Q
i · Ad
(
ΥGF
)
(SQj ) · · ·︸ ︷︷ ︸
mij
= SQi · Ad
(
ΥGF
)
(SQj ) · S
Q
i · · ·︸ ︷︷ ︸
mij
This gives rise to an action ρF : BD → Aut(FF∅D) of the Artin braid group BD
determined by the labeling of D, which is intertwined by the associators ΥGF .
1.13. Let g be the symmetrisable Kac–Moody algebra with Dynkin diagram D.
For any subdiagram B ⊆ D, we denote by gB ⊆ g the diagrammatic subalgebra and
by bB ⊆ b its negative Borel subalgebra. To study braided pre–Coxeter structure
on Drinfeld–Yetter modules over {bB}B⊆D, b has to be diagrammatic, i.e., for
any B′ ⊆ B, bB′ ⊆ bB and, for any B′ ⊥ B, [bB′ , bB] = 0.
4 Although Kac–
Moody algebras of finite, affine, or hyperbolic type are diagrammatic, not all are
diagrammatic with counterexamples already in rank 4 (cf.[2]). To remedy this,
in Section 15, we consider certain split central extensions, referred to as extended
Kac–Moody algebras, whose Borel subalgebras are canonically endowed with a split
diagrammatic structure.
Let g be a diagrammatic or extended symmetrisable Kac–Moody algebras with
diagrammatic semigroup of positive roots S and universal algebras Un
S
, n > 1. For
any subdiagram B ⊆ D, there is a diagrammatic subalgebra gB ⊆ g with negative
Borel subalgebra bB ⊆ b. The corresponding root subsystem defines a universal
subalgebra Un
S,B ⊆ U
n
S
.
The definition of a braided pre–Coxeter structure on Drinfeld–Yetter modules
over {bB}B⊆D can be lifted to an algebraic datum on U•S, which we call a universal
braided pre–Coxeter structure. This consists of a collection of associators ΦB ∈
U3
S,B, B ⊆ D, twists J
F
B′B ∈ U
2
S,B, F ∈ Mns(B,B
′), and gauge transformations
ΥGF ∈ U1
S,B, F ,G ∈ Mns(B,B
′).
1.14. By relying on the computation of the Hochschild cohomology of U•
S
, in par-
ticular the vanishing of H1(U•
S
), we prove the uniqueness of universal braided pre–
Coxeter structures on U•
S
with prescribed braiding. We also show that a universal
3The data labeling the restriction functors FF
B′B
and isomorphisms ΥGF actually consists of a
maximal nested set on B relative to B′ (see Section 11 for the definition). The collection of such
nested sets is a quotient of the set of set of maximal chains, and for simplicity we identify the two
in the introduction.
4Recall that B′ ⊥ B if B ∩B′ = ∅ and no vertex of B is connected with one of B′.
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braided pre–Coxeter structure with diagrammatic categories {DY~,int,0
bB
}B⊆D ex-
tends in at most one way to a braided Coxeter one. This gives our main result.
Theorem. Let C1, C2 be two universal braided Coxeter structures with diagram-
matic categories {DY~,int,0
bB
}B⊆D. Then,
(1) C1 and C2 are twist equivalent.
(2) The twist relating them is unique up to a unique gauge transformation.
The categories DY~,int,0
bB
naturally contains a generalisation O~,int∞,gB of category
O, where the weight spaces are allowed to be infinite–dimensional. The theorem
above readily restricts to the diagrammatic categories {O~,int∞,gB}B⊆D and yields the
following.
Corollary. There is, up to a unique universal equivalence, a unique universal
braided Coxeter structure with diagrammatic categories {O~,int∞,gB}B⊆D
1.15. Outline of the paper. In Section 2, we review the Etingof–Kazhdan quan-
tisation of Lie bialgebras and its description in terms of the PROP LBA of Lie
bialgebras. In Section 3, we review the theory of Schur functors and their coho-
mology following [4] and [12] respectively. In Section 4, we describe the factorised
structure of morphisms in LBA, and their relation to free Lie algebras. In Section
5, we introduce the PROP DYn, the algebra UnDY, and we study its properties and
its Hochschild cohomology. In Section 6, we introduce the refined PROP PLBA,
describing a split inclusion a ⊂ b of Lie bialgebras, and the corresponding universal
algebra UnPDY, for which we prove a number of results analogous to those obtained
for UnDY. In Section 7 these are used to prove the uniqueness, up to a unique gauge
transformation, of the relative quantisation functor constructed in [1]. Section 8
contains some background material on partial semigroups and Lie bialgebras graded
over them. In Section 9, we study the further refined PROP LBAS, for a partial
abelian semigroup S, and its universal algebra UnS . In particular, we compute its
Hochschild cohomology. In Section 10, we study the subalgebras of UnS defined
by the saturated subsemigroups of S. Section 11 reviews the combinatorial defini-
tions of diagrams and maximal nested sets. In Section 12, we define diagrammatic
(partial) semigroups, and define for these an extension of LBAS which allows in par-
ticular to simultaneously account for both the diagrammatic structure of the Borel
subalgebra of a complex semisimple Lie algebra as well as its root space decomposi-
tion. In Section 13 we define a universal braided pre–Coxeter structure associated
to a diagrammatic semigroup, and prove its rigidity. In Section 14, we review the
definition of braided (pre-)Coxeter categories following [2]. We then show that the
braided pre–Coxeter structures introduced in Section 13 give rise to braided (pre–
)Coxeter category structures on Drinfeld–Yetter modules over Lie bialgebras graded
by a diagrammatic semigroup. In the final Section 15, we use these results to prove
the uniqueness of braided pre–Coxeter structures on the category of integrable,
Drinfeld–Yetter modules over the Borel subalgebra of an arbitrary symmetrisable
diagrammatic or extended Kac–Moody algebra g and on category O–modules over
g.
1.16. Acknowledgments. We are grateful to Pavel Etingof for a number of use-
ful discussions. A substantial portion of this paper was written while the authors
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Bezrukavnikov, Alexander Braverman and Zhiwei Yun for organising the program
and for their invitation, and to Rafe Mazzeo and the staff at PCMI for the mar-
velous atmosphere, flawless organisation, and financial support through the NSF
grant DMS–1441467.
2. Universal quantisation of Lie bialgebras
In this section, we review the Etingof–Kazhdan quantisation of Lie bialgebras,
and its description in terms of product–permutation categories (PROPs). For more
details, we refer the reader to [14, 15].
2.1. Drinfeld double. A Lie bialgebra over a field k is a triple (b, [·, ·]b, δb) where
(b, [·, ·]b) is a Lie algebra (i.e., [·, ·]b : b ⊗ b → b is antisymmetric and satisfies the
Jacobi identity), (b, δb) is a Lie coalgebra (i.e., δb : b→ b⊗ b is antisymmetric and
satisfies the co-Jacobi identity), and [·, ·]b, δb satisfy the cocycle condition
δb([x, y]b) = [x⊗ 1 + 1⊗ x, δb(y)]− [y ⊗ 1 + 1⊗ y, δb(x)] (2.1)
The Drinfeld double ga of b is the Lie algebra defined as follows. As a vector
space, gb = b⊕ b∗. The pairing 〈·, ·〉 : b⊗ b∗ → k extends uniquely to a symmetric,
non–degenerate bilinear form on gb, such that b, b
∗ are isotropic subspaces. The
Lie bracket on gb is then defined as the unique bracket compatible with 〈·, ·〉, i.e.,
such that
〈[x, y], z〉 = 〈x, [y, z]〉
for all x, y, z ∈ gb. It coincides with [·, ·]b on b, and with the bracket induced by δb
on b∗. The mixed bracket for b ∈ b, φ ∈ b∗ is then equal to
[b, φ] = ad∗(b)(φ) − ad∗(φ)(b) = ad∗(b)(φ) + φ⊗ idb ◦δ(b)
where ad∗ denotes the coadjoint action of b on b∗ and of b∗ on b, respectively.
The Lie algebra gb is a (topological) quasitriangular Lie bialgebra, with cobracket
δ = δb ⊕ (−δb∗), where δb∗ is the (topological) cobracket on b∗ induced by [·, ·]b,
and r–matrix r ∈ gb⊗ˆgb corresponding to the identity in End(b) ≃ b⊗ˆb
∗ ⊂ gb⊗ˆgb.
Explicitly, if {bi}i∈I , {bi}i∈I are dual bases of b and b∗ respectively, then r =∑
i∈I bi ⊗ b
i ∈ b⊗ˆb∗.
2.2. Drinfeld–Yetter modules. A triple (V, π, π∗) is a Drinfeld–Yetter module
over a Lie bialgebra (b, [·, ·]b, δb) if (V, π) is a b–module, that is the map π : b⊗V →
V satisfies
π ◦ [·, ·]b = π ◦ (id⊗π)− π ◦ (id⊗π) ◦ (21) (2.2)
(V, π∗) is a b–comodule, that is the map π∗ : V → b⊗ V satisfies
δ ◦ π∗ = (21) ◦ (id⊗π∗) ◦ π∗ − (id⊗π∗) ◦ π∗ (2.3)
and the maps π, π∗ satisfy the following compatibility condition in End(b⊗ V ):
π∗ ◦ π − id⊗π ◦ (12) ◦ id⊗π∗ = [·, ·]b ⊗ id ◦ id⊗π
∗ − id⊗π ◦ δb ⊗ id (2.4)
The category DYb is a symmetric tensor category.
In terms of representations of the Drinfeld double, DYb is equivalent to the cat-
egory Egb of equicontinuous gb–modules [14]. Roughly speaking, a gb–module is
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equicontinuous if the action of b∗ is locally finite. In particular, there is a func-
tor Egb → DYb which assign to any (V, π) ∈ Egb , the Drinfeld–Yetter b–module
(V, π, π∗) where π is restricted to b ⊂ gb, and the coaction π∗ is given by
π∗(v) =
∑
i
bi ⊗ b
i · v ∈ b⊗ V (2.5)
The equicontinuity condition ensures that the sum is finite and the coaction well–
defined. Conversely, given a Drinfeld–Yetter b–module (V, π, π∗), the action of
φ ∈ b∗ on V is defined by the formula
φ · v = φ⊗ idV ◦π
∗(v) (2.6)
The compatibility condition (2.4) guarantees that this lifts to an equicontinuous
action of the Drinfeld double gb. One can prove that this is an equivalence of
symmetric tensor categories.
2.3. Restricted Drinfeld double. Let b =
⊕
n∈N bn be an N–graded Lie bial-
gebra with finite–dimensional homogeneous components. Its restricted dual b⋆ =⊕
n∈N b
∗
n and its restricted Drinfeld double g
res
b = b ⊕ b
⋆ are also Lie bialgebras
with cobrackets δb⋆ = [ , ]
t
b and δgresb = δb − δb⋆ , respectively. Moreover, since b
⋆ is
dense in b∗, the Lie algebra gresb is dense in gb. Therefore, any continuous action
of gresb extends automatically to one of gb. One can show easily that this induces a
canonical isomorphism Egb ≃ Egresb . In particular, one has DYb ≃ Egresb .
2.4. Completions. Let fb : DYb → Vect, fgb : Egb → Vect be the forgetful functors
and Ub = End (fb), Ûgb = End (fgb) the corresponding algebras of endomorphisms.
Since the equivalence Egb ≃ DYb preserves the underlying vector space and com-
mutes with the forgetful functors, there is a canonical isomorphism Ub ≃ Ûgb. In
particular, we can think of Ugb as a subalgebra in Ub.
Since the equivalence preserves the tensor structure, the same identification holds
for the n–folds forgetful functor f⊠n(V1, . . . , Vn) = V1 ⊗ · · · ⊗ Vn, i.e.,
Unb = End
(
f⊠nb
)
≃ End
(
f⊠ngb
)
= Ûg⊗nb (2.7)
and we can consider Ug⊗nb as a subalgebra in U
n
b .
Under the identification (2.7), the r–matrix of gb, rb =
∑
i bi ⊗ b
i ∈ b⊗̂b∗ ⊂
gb⊗̂gb, where {bi} and {bi} are dual bases of b and b∗, corresponds to the element
of U2b given by the maps rVW ∈ Endk(V ⊗W ), V,W ∈ DYb, defined by
rVW = πV ⊗ id ◦ (12) ◦ id⊗π
∗
W (2.8)
2.5. Etingof–Kazhdan quantisation. In [14], Etingof and Kazhdan give an ex-
plicit procedure to construct a quantisation of b, that is a Hopf algebra U~b over
k[[~]] endowed with an isomorphism
U~b/~U~b ≃ Ub
of Hopf algebras, which induces the cobracket δb on b.
The construction proceeds as follows. One considers the Drinfeld category DYΦb
of deformation Drinfeld–Yetter b–modules,i.e., topologically free k[[~]]–modules with
a Drinfeld–Yetter structure over b, with associativity and commutativity constraints
given by
ΦUVW = Φ(~Ω12, ~Ω23) and βVW = (12) ◦ e
~Ω/2
UNIQUENESS OF COXETER STRUCTURES 11
where U, V,W ∈ DYb, Ω = r + r
21, and Φ is a fixed Lie associator. Let f : DYΦb →
Vectk[[~]] be the forgetful functor. Etingof and Kazhdan construct an explicit tensor
structure on f, i.e., a collection of natural isomorphisms
JEKVW : f(V )⊗ f(W )→ f(V ⊗W )
which are the identity modulo ~ and satisfy the relation
f(Φ) ◦ JEKU⊗V,W ◦ (J
EK
U,V ⊗ id) = J
EK
U,V⊗W ◦ (id⊗J
EK
V,W ) (2.9)
in Hom(f(U) ⊗ f(V )⊗ f(W ), f(U ⊗ (V ⊗W ))).
The algebra Ûb = End (f) is a topological Hopf algebra, with coproduct induced
by the tensor product in DYb. Twisting Ûb by J
EK produces a new Hopf algebra,
with a coassociative deformation coproduct ∆J . In order to produce a quantisation
of b, one considers the Drinfeld–Yetter module corresponding to the Verma module
Mb = Ind
gb
b∗ C ≃ Ub
and shows that there is a natural embedding f(Mb) ⊂ End (f). The coproduct ∆J
induces a coproduct on f(Mb) which can explicitely computed as the composition
f(Mb)
f(∆0)
// f(Mb ⊗Mb)
(JEKMb,Mb
)−1
// f(Mb)⊗ f(Mb)
This induces a Hopf algebra structure on the vector space f(Mb) ≃ Ub[[~]], which
quantizes the Lie bialgebra b. In [15], Etingof and Kazhdan showed that the con-
struction of the quantum enveloping algebra f(Mb) is universal. In 2.6–2.10, we
explain the precise meaning of this statement.
2.6. PROPs [20, 21, 13, 1]. A PROP is a k–linear, strict, symmetric monoidal cate-
gory P whose objects are the non–negative integers, and such that [n]⊗[m] = [n+m].
In particular [0] is the unit object, and [1]⊗n = [n]. A morphism of PROPs is a
symmetric monoidal functor G : P → Q which is the identity on objects, and is
endowed with the trivial tensor structure
id : G[m]C ⊗ G[n]C = [m]D ⊗ [n]D = [m+ n]D = G([m+ n]C)
Fix henceforth a complete bracketing bn on n letters for any n > 2, and set
b = {bn}n>2. A module over P in a symmetric monoidal category N is a symmetric
monoidal functor (G, J) : P→ N such that5
G([n]) = G([1])⊗nbn
and the following diagram is commutative
G([m])⊗ G([n])
J[m],[n]
// G([m+ n])
G([1])⊗mbm ⊗ G([1])
⊗n
bn Φ
// G([1])
⊗(m+n)
bm+n
where Φ is the associativity constraint in N . A morphism of modules over P is
a natural transformation of functors. The category of P–modules is denoted by
Fun⊗
b
(P,N ).
5In a monoidal category (C,⊗), V ⊗n
bn
denotes the n–fold tensor product of V ∈ C bracketed
according to bn. For example V
⊗3
(••)•
= (V ⊗ V )⊗ V .
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2.7. The Karoubi envelope. Recall that the Karoubi envelope of a category C is
the category Kar(C) whose objects are pairs (X, π), where X ∈ C and π : X → X
is an idempotent. The morphisms in Kar(C) are defined as
Kar(C)((X, π), (Y, ρ)) = {f ∈ C(X,Y ) | ρ ◦ f = f = f ◦ π}
with id(X,π) = π. In particular, Kar(C)((X, id), (Y, id)) = C(X,Y ), and the functor
C → Kar(C), mapping X 7→ (X, id), f 7→ f , is fully faithful.
Every idempotent in Kar(C) splits canonically. Namely, if q ∈ Kar(C)((X, π), (X, π))
satisfies q2 = q, the maps
i = q : (X, q)→ (X, π) and p = q : (X, π)→ (X, q)
satisfy i ◦ p = q and p ◦ i = id(X,q).
We denote by P the closure under infinite direct sums of the Karoubi completion
of P. It is then clear that, if N is Karoubi complete, there is an essentially unique
equivalence Fun⊗
b
(P,N ) ≃ Fun⊗
b
(P,N ).
2.8. Example. Let LA be the PROP generated by a morphism µ : [2]→ [1] subject
to the relations
µ ◦ (id[2]+(1 2)) = 0 and µ ◦ (µ⊗ id[1]) ◦ (id[3]+(1 2 3)+ (3 1 2)) = 0 (2.10)
as morphisms [2] → [1] and [3] → [1] respectively. Then, there is a canonical
isomorphism of categories Funb(LA,Vectk) ≃ LA(k), where LA(k) is the category of
Lie algebras over k.
2.9. The PROPs LCA and LBA. The PROP of Lie coalgebras LCA is generated by
a morphism δ : [1]→ [2] satisfying
(id[2]+(1 2)) ◦ δ = 0 and (id[3]+(123) + (312)) ◦ (δ ⊗ id[1]) ◦ δ = 0 (2.11)
There is a natural identification of PROPs
Θ : LCA→ LAop (2.12)
defined by Θ(δ) = µ. The relation between the functor Θ and the standard du-
ality between Lie algebras and Lie coalgebras is easily described. Let b be a
Lie algebra and c a Lie coalgebra, with a compatible pairing 〈, 〉 : b ⊗ c → k,
i.e., such that 〈[b1, b2]b, c〉 = 〈b1 ⊗ b2, δc(c)〉 for any b1, b2 ∈ b and c ∈ c. Let
Gb : LA → Vectk,Gc : LCA → Vectk be the corresponding realisation functors, then
for any T ∈ LA([N ], [n]), bN := b1 ⊗ . . .⊗ bN ∈ b
⊗N and cn := c1 ⊗ . . .⊗ cn ∈ c
⊗n,
one has
〈Gb(T )(bN ), cn〉 = 〈bN ,Gc(Θ(T ))(cn)〉 (2.13)
Finally, the PROP of Lie bialgebras LBA is generated by µ : [2] → [1] and
δ : [1]→ [2] satisfying (2.10), (2.11), and the cocycle condition
δ ◦ µ = (id[2]−(21)) ◦ id⊗µ ◦ δ ⊗ id ◦(id[2]−(21)) (2.14)
2.10. Etingof–Kazhdan quantisation in LBA. In [15], Etingof and Kazhdan
showed that the construction of J = JEKMb,Mb is universal, i.e., that it can be
realised in the PROP LBA. To this end, one first replaces the module Mb with a
universal Drinfeld–Yetter module in LBA, by constructing an action and a coaction
of the Lie bialgebra [1] ∈ LBA on M := S[1]. The twist J is then defined, using the
same formulae as in [14], as an element
J ∈ LBA(M ⊗M,M ⊗M)[[~]]
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It induces a universal quantisation functor, that is a functor Q from the PROP of
Hopf algebras6 HA to LBA, mapping [1]HA to S[1]LBA.
A universal interpretation of the fiber functor (f, JEK), rather than of the Hopf
algebra (f(Ma), J
−1f(∆0)) alone, will be given in the Section 5, by using the PROP
of universal Drinfeld–Yetter modules.
3. Schur functors
We review in this section some basic facts about the cohomology of Schur functors
which are due to Enriquez [12, Sec. 1], and will be used repeatedly. The exposition
follows the approach to the theory of Schur functors of Baez and Trimble [4].
3.1. Schur functors. Let Cat be the 2–category of categories and SymCat the
2–category of k–linear, additive, Karoubi closed, symmetric monoidal categories.
Definition. A Schur functor is an endomorphism of the forgetful 2–functor f :
SymCat → Cat. That is, a collection of endofunctors FC : C → C in Cat, indexed
by objects in SymCat, and invertible natural transformations FG in Cat,
C1
G
//
FC1

C2
FC2

FG
⑥⑥
⑥
z ⑥⑥⑥
C1
G
// C2
(3.1)
indexed by functors G ∈ SymCat(C1,C2), and such that FidC = idFC and FG2◦G1 =
FG1 ◦h FG2 , i.e.,
C1
G1 //
FC1

C2
FC2

FG1
qq
qq
q
qq
qq
q
t| qq
qqqq
qq
G2 // C3
FC3

FG2
qq
qq
q
qq
qq
q
t| qq
qqqq
qq
=
C1
G2◦G1 //
FC1

C3
FC3

FG2◦G1
qq
qq
q
qq
qq
q
t| qq
qqqq
qq
C1
G1
// C2
G2
// C3 C1
G2◦G1
// C3
(3.2)
A morphism of Schur functors φ : F 1 → F 2 is a collection of natural trans-
formation φC : F
1
C → F
2
C , indexed by C ∈ SymCat, such that, for any functor
G ∈ SymCat(C1,C2),
C1
F 2C1

C1
φC1
⑥⑥
⑥
z ⑥⑥
G
//
F 1C1

C2
F 1C2

F 1G
⑥⑥
⑥
z ⑥⑥
C1
=
G
//
F 2C1

C2
F 2G
⑥⑥
⑥
z ⑥⑥
F 2C1

C2
F 1C2

φC2
⑥⑥
⑥
z ⑥⑥
C1 C1
G
// C2 C1
G
// C2 C2
(3.3)
The category of Schur functors Sch = End (f) is endowed with the following
operations:
• Direct sum. For any F1, F2 ∈ Sch, we set
F 1 ⊕ F 2 = ⊕ ◦ F 1 × F 2 ◦ △ (3.4)
where ⊕ : f × f → f is thought of as a morphism of 2–functors, and △ :
f → f× f is the diagonal. The neutral element is the zero functor Σ0 ∈ Sch,
which assigns to each object in C the zero object in C.
6The PROP HA is generated by the morphisms m : [2] → [1], ι : [0] → [1], ∆ : [2] → [1],
ǫ : [1]→ [0], S, S−1 : [1]→ [1] with the relations coming from the Hopf algebra axioms.
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• Tensor product. For any F1, F2 ∈ Sch, we set
F 1 ⊗ F 2 = ⊗ ◦ F 1 × F 2 ◦ △ (3.5)
where, as before, ⊗ : f × f → f. The neutral element is the unit functor
T 0 ∈ Sch, which assigns to each object in C the unit object in C.
Both assignments extend to natural transformations and give rise to functors ⊕,⊗ :
Sch× Sch→ Sch, which endow Sch with a natural structure of additive symmetric
monoidal category.
3.2. Representability. Let kS denotes the permutation algebroid (i.e., the free
PROP generated by permutations) and kS be its additive and Karoubian envelope.
Theorem. [4] The forgetful 2–functor f : SymCat→ Cat is represented by kS, i.e.,
there is an equivalence of 2–functors
f ≃ SymCat(kS,−) (3.6)
In particular, Sch ≃ kS in Cat.
Proof. The proof is essentially a 2–categorical version of the representability of
the forgetful functor from the category of representations of an associative algebra
to vector spaces. Namely, for any C ∈ SymCat, there is a canonical functor UC :
SymCat(kS,C) → C defined by UC(G) = G[1], for any G ∈ SymCat(kS,C), and
UC(φ) = φ[1] : G[1]→ G
′[1], for any natural transformation φ : G ⇒ G′.
For any functor F : C1 → C2, the natural transformation UF
SymCat(kS,C1)
F∗

UC1
// C1
F

UF
♠♠♠
♠♠♠♠♠♠
♠♠♠
rz ♠♠♠
♠♠♠
♠
♠♠♠
♠♠♠
♠
SymCat(kS,C2)
UC2
// C2
(3.7)
is given by the identity on F ◦ G[1].
It is easy to see that this defines an essentially unique equivalence of 2–functors
f ≃ SymCat(kS,−). It then follows from Yoneda lemma Sch = End (f) ≃ kS. 
3.3. Abelianity. We will use of the following general fact.
Proposition. Let A be an associative k–algebra, CA the corresponding algebroid
(i.e., CA is the category with one object • and EndCA(•) = A), and CA its additive
and Karoubi envelope. Then CA is equivalent to the category Proj(A
op) of projective
Aop–modules.
Proof. Let C⊕A be the additive envelope of CA. Then the functor C
⊕
A → RepA
op
mapping the generating object [1] to A induces an equivalence of categories C⊕A ≃
Free(Aop). It follows
CA = Kar(C
⊕
A) ≃ Kar(Free(A
op)) ≃ Proj(Aop) (3.8)

Corollary. If A is hereditary (resp. semisimple), CA is abelian (resp. semisimple).
In particular, the category kS, and therefore Sch, is a semisimple category.
UNIQUENESS OF COXETER STRUCTURES 15
3.4. Representations of Sn. Recall that the set of irreducible representations
Ŝn of the symmetric group Sn is in bijection with minimal idempotents in kSn,
modulo the equivalence relation p ∼ upu−1, u ∈ kS×n . We henceforth regard Ŝn as
a subset of kSn by choosing a representative for each class, and set Ŝ =
⊔
n>0 Ŝn.
If π ∈ Ŝn, we set |π| = n. We proved in 3.3 that the category of Schur functor is
semisimple and equivalent to category Rep kS of representations of kS =
⊕
N kSN .
It follows that, up to isomorphism, any Schur functor has the form:
FC(X) =
⊕
π∈Ŝ
π
(
X⊗|π|
)⊕mπ
(3.9)
for some mπ ∈ N ∪ {∞}.
3.5. Schur bifunctors. A Schur bifunctor is a morphism of 2–functors from f × f
to f, where f × f(C) = C × C. The category of Schur bifunctors is denoted Sch2 =
Hom(f × f, f). In particular, ⊕ and ⊗ are Schur bifunctors.
Schur bifunctors can be obtained from Schur functors by using the following
operations.
• External tensor product. For any F 1, F 2 ∈ Sch, set
F 1 ⊠ F 2 = ⊗ ◦ F 1 × F 2
• Coproduct. For any F ∈ Sch, set
∆(F ) = F ◦ ⊕
Example. If S =
⊕
n>0 S
n and ∧ =
⊕
n>0 ∧
n are the symmetric and exterior
algebra functors, then
∆(S) ≃ S ⊠ S and ∆(∧) ≃ ∧⊠ ∧
The results from 3.2 and 3.3 readily extends to Sch2.
Theorem.
(1) The 2–functor f× f : SymCat→ Cat is represented by the category kS×kS,
i.e., there is an equivalence
f × f ≃ SymCat(kS× kS,−) (3.10)
(2) Sch2 ≃ kS× kS in Cat.
(3) Sch2 is a semisimple abelian category.
Proof. The representability of f × f is straightforward. Then, by Yoneda lemma,
one gets
Sch2 = Hom(f × f, f) ≃ kS× kS
From Corollary 3.3, we conclude that Sch2 is semisimple and abelian. 
3.6. Cohomology of Schur (bi)functors. Since the category of Schur (bi)functors
is abelian, we can consider the cohomology of complexes in Sch or Sch2.
Proposition. [12, Prop. 1.3] Let (Fn, dn)n>0 be a complex in Sch. Then
Hi(∆(F •),∆(d•)) ≃ ∆(Hi(F •, d•))
Proof. It is enough to observe that the functor ∆ = −◦⊕ : Sch→ Sch2 is additive,
and therefore exact, due to the fact that Sch and Sch2 are semisimple. 
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3.7. The Hochschild complex. The Hochschild complex (SV ⊗•, dH) of a sym-
metric coalgebra SV can be interpreted as a complex of Schur functors as follows.
Let Σ1 be the Schur functor idf ∈ Sch and, for any n > 1, set Σn = Σ
⊕n
1 =
Σ1 ⊕ · · · ⊕ Σ1. Let i0 : Σ0 → Σ1 be the inclusion of the zero object Σ0 ∈ Sch, and
δ : Σ1 → Σ2 the diagonal morphism, i.e., for any C ∈ SymCat and X ∈ C, δC,X =
(idX , idX) : X → X ⊕X . There are natural transformations {δin}
n+1
i=0 : Σn → Σn+1
defined as follows 7
(i = 0) Σn = Σ0 ⊕ Σn
i0⊕idΣn
// Σ1 ⊕ Σn = Σn+1
(i = n+ 1) Σn = Σn ⊕ Σ0
idΣn ⊕i0 // Σn ⊕ Σ1 = Σn+1
and, for 1 6 i 6 n,
Σn = Σi−1 ⊕ Σ1 ⊕ Σn−i
idΣi−1 ⊕δ⊕idΣn−i
// Σi−1 ⊕ Σ2 ⊕ Σn−i = Σn+1
The natural transformations {δni } give rise to a cosimplicial structure on the
tower of Schur functors S⊗n = S◦Σn, whose associated differential is the Hochschild
differential dH . The latter restricts to zero on T
• ⊂ S⊗•, where T n = Σ1⊗· · ·⊗Σ1,
and gives rise to a quasi–isomorphism
ι : (∧•, 0)→ (S⊗•, dH)
3.8. The diagonal Hochschild complex. By Proposition 3.6, the map ∆(ι) in-
duces a quasi–isomorphism8
Hn(S⊗•⊠S⊗•, dH⊠dH) = H
n(∆(S⊗•),∆(dH)) ≃ ∆(∧
n) =
n⊕
j=0
∧j⊠∧n−j (3.11)
To work out ∆(ı) explicitly, note that it arises from the restriction to ∆(∧n) of the
inclusion dn = ∆(ι
⊗n
1 ) : ∆(T
n) ⊂ ∆(S⊗n) ∼= S⊗n ⊠ S⊗n, where ι1 : T → S is the
inclusion. The restriction of dn to T
j ⊠ T n−j ⊂ ∆(T n) is readily seen to be
τj = (ι1
⊗j ⊗ ι0
⊗n−j)⊠ (ι0
⊗j ⊗ ι⊗n−j1 )
where ι0 : T
0 → S is the inclusion of the unit. Since dn is equivariant under Sn,
its restriction to ∧j ⊠ ∧n−j ⊂ ∆(∧n) ⊂ ∆(T n) is given by
Alt(2)n ◦τj ◦Altj ⊗Altn−j (3.12)
where Altn =
1
n!
∑
σ∈Sn
(−1)σσ and Alt(2)n =
1
n!
∑
σ∈Sn
(−1)σσ ⊠ σ.
7 In the category Vect, the Schur functor Σn : Vect → Vect is given by V → V ⊕n = V ⊗ kn,
and the natural transformations {δni }
n+1
i=0 : Σn → Σn+1 are induced by the maps k
n → kn+1
given by
(x1, . . . , xn)→


(0, x1, . . . , xn) i = 0
(x1, . . . , xi−1, xi, xi, xi+1, . . . , xn) 1 6 i 6 n
(x1, . . . , xn, 0) i = n+ 1
8Here, and in the sequel, the notation S⊗• ⊠ S⊗• refers to the complex whose nth term is
S⊗n ⊠ S⊗n, not to the total complex underlying the exterior product of the complex S⊗• with
itself.
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Example. For n = 2, the restriction of ∆(ι) to ∧1 ⊠ ∧1 is given by
Alt
(2)
2 ◦τ1 =
1
2
[(ι1 ⊗ ι0)⊠ (ι0 ⊗ ι1)− (ι0 ⊗ ι1)⊠ (ι1 ⊗ ι0)]
In Vect, this reads: for any V,W ∈ Vect, ∆(ι) is given on V ⊗W ⊂ ∧2(V ⊕W ) by
v ⊗ w 7→
1
2
[(v ⊗ 1)⊗ (1 ⊗ w)− (1⊗ v)⊗ (w ⊗ 1)]
3.9. Tensor algebra. Set T 0 = 1, i.e., the unit object in Sch, and T n = Σ⊗n1 =
Σ1 ⊗ · · · ⊗ Σ1 for any n > 1. By Theorem 3.2, Sch(T n, T n) = kSn. The tensor
algebra functor T =
⊕
n>0 T
n is also endowed with a cosimplicial structure on
{T⊗•}. Namely, let ∆sh : T → T ⊗ T be the shuffle coproduct defined on T n by
∆shn =
∑
n1+n2=n
σ∈Sh(n1,n2)
ψn1,n2 ◦ σ : T
n →
⊕
n1+n2=n
T n1 ⊗ T n2 ⊂ T ⊗ T (3.13)
where Sh(n1, n2) ⊂ Sn is the set of (n1, n2)–shuffles, i.e., permutations σ ∈ Sn
such that σ(i) < σ(j) whenever 1 6 i < j 6 n1 or n1 + 1 6 i < j 6 n, and ψn1,n2
is the deconcatenation T n = T n1 ⊗ T n2 . Then the Hochschild differential on T is
dnH =
∑n+1
i=0 d
n
i , with face maps {d
n
i }
n+1
i=0 : T
⊗n → T⊗(n+1) given by
dni =

1⊗ idT⊗n i = 0
idT⊗(i−1) ⊗∆
sh ⊗ idT⊗(n−i) i = 1, . . . , n− 1
idT⊗n ⊗1 i = n
The canonical inclusion Sym : S →֒ T preserves the differential defined on 3.7. and
induces a morphism of complexes (S⊗•, dH)→ (T
⊗•, dH).
3.10. Duality in Sch. Let SchΠ be the completion of Sch under infinite direct
products. That is, we formally add to Sch the objects
∏
i Fi ∈ Sch
N with morphisms
SchΠ
∏
i
Fi,
∏
j
F ′j
 = ∏
j
⊕
i
SchΠ
(
Fi, F
′
j
)
(3.14)
Objects in SchΠ are well–defined, and universal, on symmetric monoidal categories
closed under infinite direct products. The equivalence Sch ≃ Rep kS extends the
duality in Rep kS to a contravariant functor Sch→ SchΠ, where(⊕
i
Fi
)∗
=
∏
i
F ∗i
3.11. PROPs and Schur bifunctors. A PROP P gives rise to a functor PSch :
Sch2 → Vect which is defined on a bifuntor F =
⊕
i Fi ⊠Gi by
9
PSch(F ) =
⊕
i
P(F ∗i [1], Gi[1]) (3.15)
Then for any morphism
f =
∑
i,j
fij ⊠ gij : F =
⊕
i
Fi ⊠Gi → F
′ =
⊕
j
F ′j ⊠G
′
j
9The definition of PSch requires to consider the completion of P with respect to infinite direct
limits, which, by abuse of notation, we still denote by P.
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we define PSch(f) : PSch(F )→ PSch(F ′) as follows. For any φ =
∑
i φi in PSch(F ) =⊕
i P(F
∗
i [1], Gi[1]), we set
PSch(f)(φ) =
∑
j
(∑
i
gij ◦ φi ◦ f
∗
ij
)
∈
⊕
j
P((F ′j)
∗[1], Gj [1]) = PSch(F
′)
Proposition. [12, Prop. 1.2] For any complex (F •, d•) in Sch2, (PSch(F
•),PSch(d
•))
is a complex of vector spaces, and
Hi(PSch(F
•),PSch(d
•)) ≃ PSch(H
i(F •, d•))
Proof. It is enough to observe that the functor PSch : Sch2 → Vect is additive,
and therefore exact. 
3.12. Hochschild cohomology. The differential PSch(dH ⊠ dH) of the complex
PSch(S
⊗• ⊠ S⊗•) can be described more explicitely. From 3.10, we have
S∗ =
∏
n>0
Sn =: Ŝ (3.16)
and the cosimplicial structure on S⊗• described in 3.7 induces a simplicial structure
on Ŝ⊗• with associated differential ∂H . Therefore, for any φ ∈ PSch(Ŝ⊗n[1], S⊗n[1]),
one has
PSch(dH ⊠ dH)(φ) = dH ◦ φ ◦ ∂H
Analogous considerations hold for the complex of Schur bifunctors (T⊗•⊠T⊗•, dH⊠
dH).
Proposition. The following holds for any PROP P.
(1) The inclusion
P(Ŝ[1]⊗•, S[1]⊗•)→ P(T̂ [1]⊗•, T [1]⊗•)
induced by the natural inclusion Sym : S → T and projection Sym : T̂ → Ŝ,
is a morphism of cosimplicial spaces.
(2) The inclusion
PSch(ι˜) :
 •⊕
j=0
P
(
∧j [1],∧•−j [1]
)
, 0
→ (P(Ŝ[1]⊗•, S[1]⊗•), dH ◦ (−) ◦ ∂H)
obtained by (3.12) is a quasi–isomorphism.
Proof. (1) It is enough to observe that, by duality, Sym : T̂ → Ŝ induces a
morphism of simplicial objects.
(2) We have
Hi
(
P(Ŝ[1]⊗•, S[1]⊗•), dH ◦ (−) ◦ ∂H
)
= Hi
(
PSch(S
⊗• ⊠ S⊗•),PSch(dH ⊠ dH
)
)
= PSch
(
Hi
(
S⊗• ⊠ S⊗•, dH ⊠ dH
))
= PSch
 i⊕
j=0
∧j ⊠ ∧i−j

=
i⊕
j=0
P
(
∧j [1],∧i−j [1]
)
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where the first and last equalities hold by definition of the functor PSch, the second
one by Proposition 3.11, and the third one by (3.11). 
The quasi–isomorphism PSch(ι˜) is described as follows. Let ι0 : T
0 → S, ι1 :
T 1 → S be the canonical inclusions, and ι∗0 : Ŝ → T
0, ι∗1 : Ŝ → T
1 the corresponding
projections. Set τ ′j : T
j → S⊗i by τ ′j = ι
⊗j
1 ⊗ ι
⊗i−j
0 , τ
′′
i−j : Ŝ → T
i−j by τ ′′i−j =
ι⊗j0 ⊗ ι
⊗i−j
1 , and let τ˜
′
j : ∧
j → S⊗i, τ˜ ′′i−j : Ŝ
⊗i → ∧n−j be the compositions with
Altj and Altn−j , respectively. Then, for any φ ∈ P(∧j [1],∧i−j [1]), PSch(ι˜)(φ) ∈
P(Ŝ[1]⊗i, S[1]⊗i) is given by
PSch(φ) =
1
i!
∑
σ∈Si
(−1)σσ ◦ τ˜ ′′n−j ◦ φ ◦ τ˜
′
j ◦ σ
−1 (3.17)
4. Factorisation of morphisms in LBA
In 4.1–4.4, we review the polarised structure of morphisms in the PROP LBA,
and their relation to free Lie algebras obtained in [10, 22]. We include proofs for
the reader’s convenience, and because they readily carry over to the refinements of
LBA introduced in Sections 6 and 9.
4.1. Factorisation of morphisms in LBA. The inclusions LCA, LA ⊂ LBA induce
maps
iNp,q : LCA([p], [N ])⊗ LA([N ], [q])→ LBA([p], [N ])⊗ LBA([N ], [q])→ LBA([p], [q])
given by the composition of morphisms in LBA.
Proposition. The maps {iNp,q}N>0 induce an isomorphism
LBA([p], [q]) ≃
⊕
N>0
LCA([p], [N ])⊗SN LA([N ], [q])
Proof. Morphisms in LBA can be represented as linear combinations of oriented
graphs with no loops or multiple edges, obtained by (horizontal) composition
LBA([p], [q])⊗ LBA([q], [s])
◦op
→ LBA([p], [s])
or tensor product (vertical composition)
LBA([p], [q])⊗ LBA([p′], [q′])
⊗
→ LBA([p+ p′], [q + q′])
The cocycle condition (2.14) allows to reorder every morphism as a linear combi-
nation of diagrams where the cobrakets horizontally precede the brackets. Finally,
all permutations can be moved after the cobrackets and before the brackets, and
identified with elements in SN .
The decomposition in terms of the morphisms in the PROP LA and LCA fol-
lows, and the tensor product in the proposition should be interpreted as horizontal
composition of graphs. The natural map to LBA factors through the simultaneous
action of SN , and provides a surjective map.
The injectivity follows by the evaluation of the morphism in LBA on the Lie
bialgebra F (c) = T c, obtained from a Lie coalgebra (c, δ) with the free Lie algebra
structure. 
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4.2. Morphisms in LA and LCA. Let LN be the free Lie algebra over k with
generators x1, . . . , xN . The relation between LN and morphisms in the PROPs
LA, LCA is easily explained by considering the following description of LN in terms
of binary trees (see, e.g., [23, §0.2]).
Let T(N) denote the set of binary trees over X , recursively defined as follows:
x1, . . . , xN ∈ T(N) and, for any t1, t2 ∈ T(N), (t1, t2) ∈ T(N). Let TN denote the
k–vector space with basis T(N). The composition law (·, ·) extends to a bilinear
mapping (·, ·) : TN ⊗ TN → TN . Let J ⊂ TN be the ideal generated by all elements
of the form (t, t), t ∈ TN , and (t1, (t2, t3))+(t2, (t3, t1))+(t3, (t1, t2)), t1, t2, t3 ∈ TN ,
and set LN = TN/J . It is easy to see that LN is the free Lie algebra over X . We
consider on LN the natural NN–grading given by deg(xi) = ei.
Lemma. There are natural isomorphisms, compatible with the actions of SN and
Sn
LA([N ], [n]) ≃ (L⊗nN )δN ≃ LCA([n], [N ])
where δN = e1+ · · ·+ eN , and (L
⊗n
N )δN is the subspace of its n–fold tensor product
spanned by homogeneous elements of degree one in each variable.
Proof. The identification with LA([N ], [n]) is straightforward. We first observe
that
LA([N ], [n]) ≃
⊕
(I1,...,In)∈P(N,n)
LA([|I1|], [1])⊗ · · · ⊗ LA([|In|], [1]) (4.1)
where P(N, n) is the set of partitions of {1, . . . , N} by n unordered sets.
Assume now that n = 1. Every morphism in LA([N ], [1]) is represented by a lin-
ear combination of trees with N leaves precomposed with a permutation σ ∈ SN .
The permutation σ determines uniquely a labeling by {x1, . . . , xN}, where the
ith leaf is labeled by xσ−1(i). This provides a surjective map from (LN )δN to
LA([N ], [1]). Conversely, every morphism f ∈ LA([N ], [1]) determines an element
in (LN )δN by evaluating f on x1 ⊗ · · · ⊗ xN ∈ L
⊗N
N , and the two maps are in-
verses of each other. Combined with (4.1), this extends to a canonical isomorphism
LA([N ], [n]) ≃ (L⊗nN )δN . The identification with LCA([n], [N ]) follows by the equiv-
alence LCA ≃ LAop. 
4.3. Morphisms in LBA and free Lie algebras.
Proposition.
(1) There is an isomorphism of (Sq,Sp)–bimodules
LBA([p], [q]) ≃
⊕
N>1
(
(L⊗pN )δN ⊗ (L
⊗q
N )δN
)
SN
(2) Let F ∈ kSp and G ∈ kSq be idempotents, and F [p] = ([p], F ), G[q] =
([q], G) the corresponding objects in LBA. Then one has
LBA(F [p], G[q]) ≃
⊕
N>0
(
F (L⊗pN )δN ⊗G(L
⊗q
N )δN
)
SN
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Proof. (1) follows from Proposition 4.1 and Lemma 4.2. (2) Normal ordering in
LBA gives
LBA(F [p], G[q]) ≃
⊕
N>0
LCA(F [p], [N ])⊗SN LA([N ], G[q])
By 4.2 and 2.7, LCA(F [p], [N ]) ≃ F (L⊗pN )δN and LA([N ], G[q]) ≃ G(L
⊗q
N )δN . 
4.4. The tensor and symmetric algebras in LBA. The objects T [1], S[1] in
LBA play an important role in understanding the structure of the universal algebras
which will be introduced in Section 5,
Let A =
⊕
p>0 A
p ∈ LBA be either T [1] or S[1]. If follows from 3.12 that the
tower LBA(Â⊗n, A⊗n) has a cosimplicial structure, and the map
Sym : LBA(Ŝ[1]⊗n, S[1]⊗n)→ LBA(T̂ [1]⊗n, T [1]⊗n) (4.2)
obtained by combining the natural projection T̂ [1]→ Ŝ[1] and injection S[1]→ T [1]
is a morphism of cosimplicial spaces.
The following result relates this structure to the standard cosimplicial structure
on the tensor and symmetric algebras of the free Lie algebras LN via the identifi-
cations provided by Proposition 4.3.
Lemma. Let Sym : SLN → TLN be the symmetrisation map. The following is a
commutative diagram of cosimplicial spaces
LBA(T̂ [1]⊗n, T [1]⊗n) //
⊕
N>0
(
(TL⊗nN )δN ⊗ (TL
⊗n
N )δN
)
SN
LBA(Ŝ[1]⊗n, S[1]⊗n)
Sym
OO
//
⊕
N>0
(
(SL⊗nN )δN ⊗ (SL
⊗n
N )δN
)
SN
Sym⊗Sym
OO
where the horizontal maps are those defined in Proposition 4.3.
5. Universal Drinfeld–Yetter modules
We introduce in this section the PROP DYn describing nDrinfeld–Yetter modules
[V1], . . . , [Vn] over a Lie bialgebra. The algebra
UnDY = EndDYn([V1]⊗ · · · ⊗ [Vn])
is universal in that, for any Lie bialgebra b with Drinfeld double gb, it is endowed
with a canonical morphism UnDY −→ Ûg
⊗n
b to the completion of the n–fold tensor
product of the enveloping algebra of gb considered in 2.4. We show that the tower
{UnDY}n>0 shares many properties of {Ug
⊗n
b }n>0, namely that it has a cosimplicial
structure, satisfies the PBW theorem, and that its Hochschild cohomology is given
by a universal version of the exterior algebra of gb.
5.1. Colored PROPs. A colored PROP P is a k–linear, strict, symmetric monoidal
category whose objects are finite sequences over a set A, i.e.,
Obj(P) =
∐
n≥0
An
with tensor product given by concatenation of sequences, and tensor unit given by
the empty sequence. Modules over a colored PROP are defined as in 2.6.
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5.2. The PROP DYn and the algebra UnDY.
Definition. Let n ≥ 1.
(1) DYn is the colored PROP generated by n+1 objects [1] and {[Vk]}
n
k=1, and
morphisms
µ : [2]→ [1] δ : [1]→ [2]
πk : [1]⊗ [Vk]→ [Vk] π
∗
k : [Vk]→ [1]⊗ [Vk]
such that ([1], µ, δ) is a Lie bialgebra in DYn, and every ([Vk], πk, π
∗
k) is a
Drinfeld–Yetter module over [1].
(2) UnDY is the algebra given by
UnDY = EndDYn ([V1]⊗ · · · ⊗ [Vn])
If N is a k–linear symmetric monoidal category, the category of DYn–modules in
N is isomorphic to the category whose objects are tuples (b;V1, . . . , Vn) consisting
of a Lie bialgebra b in N , and n Drinfeld–Yetter modules V1, . . . , Vn ∈ N over
b. A morphism (b;V1, . . . , Vn) 7→ (c;W1, . . . ,Wn) is a tuple (φ; f1, . . . , fn), where
φ : b → c is a morphism of Lie bialgebras, and fi : Vi → Wi are such that the
following diagrams are commutative
b⊗ Vi
πVi
//
φ⊗fi

Vi
fi

Vi
π∗Vi //
fi

b⊗ Vi
φ⊗fi

c⊗Wi πWi
// Wi Wi
π∗Wi
// c⊗Wi
so that fi is a morphism of b–modules Vi → φ∗Wi as well as a morphism of c–
comodules φ∗Vi →Wi.
5.3. Action of UnDY on Drinfeld–Yetter modules. Let (b, [·, ·], δ) ∈ Vectk be a
Lie bialgebra, {Vk, πk, π∗k}
n
k=1 n Drinfeld–Yetter modules over b, and
G(b,V1,...,Vn) : DY
n −→ Vectk
the corresponding (symmetric, monoidal) realisation functor such that [1] 7→ b and
[Vk] 7→ Vk.
Proposition. Let f : DYb → Vectk be the forgetful functor, and Unb := End
(
f⊠n
)
.
Then, there is an algebra homomorphism
ρnb : U
n
DY → U
n
b
which assigns to any T ∈ UnDY, and any V1, . . . , Vn ∈ DYb the endomorphism
G(b,V1,...,Vn)(T ) ∈ Endk(V1 ⊗ · · · ⊗ Vn).
Proof. We need to prove that, for any {Vi,Wi}ni=1 ⊂ DYb and fi ∈ HomDYb(Vi,Wi),
one has
f1 ⊗ · · · ⊗ fn ◦ G(b,V1,...,Vn)(T ) = G(b,W1,...,Wn)(T ) ◦ f1 ⊗ · · · ⊗ fn
This follows from the fact that (idb; f1, . . . , fn) induces a natural transformation
G(b,V1,...,Vn) ⇒ G(b,W1,...,Wn). 
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5.4. Distinguished elements in UDY. The algebra U
2
DY has a distinguished ele-
ment, which is given by
r[V1],[V2] = π[V1] ⊗ id[V2] ◦ (12) ◦ id[V1]⊗π
∗
[V2]
and is easily seen to be a solution of the classical Yang–Baxter equation in U3DY
[r[V1],[V2], r[V1],[V3]] + [r[V1],[V2], r[V2],[V3]] + [r[V1],[V3], r[V1],[V3]] = 0
Under the homomorphism ρ2b : U
2
DY → U
2
b , r[V1],[V2] corresponds to the action of the
r–matrix rb =
∑
i bi ⊗ b
i of gb defined in (2.8).
The algebra UDY contains the element κ = π[V1] ◦π
∗
[V1]
, which corresponds to the
normally ordered Casimir operator κb =
∑
i bib
i = m(rb) of gb. We note further
that while one can consider the following elements in U2DY
r21 = id[V1]⊗π[V2] ◦ (12) ◦ π
∗
[V1]
⊗ id[V2]
κ1 =
(
π[V1] ◦ π
∗
[V1]
)
⊗ id[V2] and κ2 = id[V1]⊗
(
π[V2] ◦ π
∗
[V2]
)
which correspond to r21b , κb ⊗ 1 and 1⊗ κb in U
2
b respectively, there is no analogue
in UDY of the non–normally ordered Casimir operator
∑
i b
ibi = m(r
21
b ), which does
not converge in U2b if dim b = +∞.
5.5. Universal invariants.
Definition. An element φ ∈ UnDY is invariant if it commutes with the action and
coaction of the Lie bialgebra [1] on [V1]⊗ · · · ⊗ [Vn], that is satisfies
π[V1]⊗···⊗[Vn] ◦ id[1]⊗φ = φ ◦ π[V1]⊗···⊗[Vn]
as maps [1]⊗ [V1]⊗ · · · ⊗ [Vn]→ [V1]⊗ · · · ⊗ [Vn], and
π∗[V1]⊗···⊗[Vn] ◦ φ = id[1]⊗φ ◦ π
∗
[V1]⊗···⊗[Vn]
as maps [V1]⊗ · · · ⊗ [Vn]→ [1]⊗ [V1]⊗ · · · ⊗ [Vn].
Let (UnDY)
inv ⊂ UnDY be the subalgebra of invariant elements. The following is clear.
Proposition. The map ρnb : U
n
DY → U
n
b defined in 5.3 restricts to a homomorphism
ρnb : (U
n
DY)
inv → (Unb )
inv := End
(
id⊠n
)
5.6. Cosimplicial structure of Ub. The monoidal structure on DYb endows the
tower {Unb } with the structure of a cosimplicial complex of algebras
k //// Ub
////// U2b ////
//
//
U3b · · ·
The corresponding face morphisms {dni }
n+1
i=0 : U
n
b → U
n+1
b , are given by (d
0
0ϕ)V =
(d01ϕ)V = ϕ · idV , for ϕ ∈ k and V ∈ DYb, and, for n > 1, ϕ ∈ U
n
b , and {Vi}
n+1
i=1 ⊂∈
DYb
(dni ϕ)V1,...,Vn+1 =

idV1 ⊗ϕV2,...,Vn+1 i = 0
ϕV1,...,Vi⊗Vi+1,...,Vn+1 1 6 i 6 n
ϕV1,...,Vn ⊗ idVn+1 i = n+ 1
The degeneration homomorphisms εin : U
n
b → U
n−1
b , for i = 1, . . . , n, are
(εinϕ)X1,...,Xn−1 = ϕX1,...,Xi−1,1,Xi,...,Xn−1
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The morphisms {εin}, {d
n
i } satisfy the standard relations
djn+1d
i
n = d
i
n+1d
j−1
n i < j
εjnε
i
n+1 = ε
i
nε
j+1
n+1 i 6 j
and
εjn+1d
n
i =

din−1ε
j−1
n i < j
id i = j, j + 1
di−1n−1ε
j
n i > j + 1
These give rise to the Hochschild differential
dn =
n+1∑
i=0
(−1)idni : U
n
b → U
n+1
b
5.7. Cosimplicial structure of UnDY. The above structures can be lifted to the
PROPs DYn. For every n > 1 and i = 0, 1, . . . , n+ 1, there are faithful functors
Dni : DY
n → DYn+1
mapping [1] to [1], and given by
Dn0 ([Vk]) = [Vk+1] and D
n
n+1([Vk]) = [Vk]
for 1 6 k 6 n, and, for 1 6 i 6 n,
Dni ([Vk]) =

[Vk] 1 6 k 6 i− 1
[Vi]⊗ [Vi+1] k = i
[Vk+1] i+ 1 6 k 6 n
and E in : DY
n → DYn−1
E in = G([1],[V1],...,[Vi−1],1,[Vi+1],...,[Vn−1])
where 1 is the trivial representation in DYn. These induce algebra homomorphisms
∆ni : U
n
DY → U
n+1
DY
which are universal analogues of the insertion/coproduct maps on Ug⊗nb . They
give the tower of algebras {UnDY}n>0 the structure of a cosimplicial complex, with
Hochschild differential dn =
∑n+1
i=0 (−1)
i∆ni : U
n
DY → U
n+1
DY . The morphisms ρ
n
b :
UnDY → U
n
b defined in 5.2 are compatible with the face and degeneration morphisms,
and therefore with the differentials dn.
5.8. The algebra T [1] and the coalgebra T̂ [1]. Regard T [1] =
⊕
p>0[p] as a
graded algebra, with concatenation product given by the identification [p1]⊗ [p2] =
[p1 + p2] and unit given by the embedding ı : [0] →֒ T [1]. If ([V ], π[V ]) is a module
over the Lie algebra [1] in DY1, the iterated action maps
π
(p)
[V ] : [p]⊗ [V ]→ [V ]
endow [V ] with the structure of a module over T [1].
Dually, regard T̂ [1] =
∏
p>0[p] as a topological graded coalgebra, with decon-
catenation coproduct given by the direct sum of identifications
[p]→
⊕
p1+p2=p
[p1]⊗ [p2] =
⊕
p1+p2=p
[p]
UNIQUENESS OF COXETER STRUCTURES 25
and counit given by the projection ǫ : T̂ [1]→ [0]. Then, if ([V ], π∗[V ]) is a comodule
over the Lie coalgebra [1] in DY1, the iterated coaction maps
π∗(p) : [V ]→ [p]⊗ [V ]
endow [V ] with the structure of a comodule over T̂ [1].
5.9. Action of morphisms in LBA on UnDY. Consider now the vector space
LBA(T̂ [1], T [1]) =
⊕
p,q>0
LBA([p], [q])
with the convolution product φ1 ⋆φ2 = mT [1] ◦φ1⊗φ2 ◦∆T̂ [1], and unit 1T [1] ◦ ǫT̂ [1].
Then, regarding [V1] ∈ DY
1 as a module over T [1] and a comodule over T̂ [1] yields
a convolution action of LBA(T̂ [1], T [1]) on DY1([V1], [V1]) given by
φ · X = πT [1] ◦ φ⊗X ◦ π
∗
T̂ [1]
In particular, specialising to X = id[V1] yields a map
a1 : LBA(T̂ [1], T [1]) −→ U1DY = DY
1([V1], [V1])
mapping φ to φ · id[V1].
More generally, for any n > 1, the algebra structure on T [1]⊗n and the coalgebra
structure on T̂ [1]⊗n yield a map
an : LBA(T̂ [1]⊗n, T [1]⊗n) −→ UnDY = DY
n(⊗nk=1[Vk],⊗
n
k=1[Vk]),
which maps φ to φ · id⊗n
k=1
[Vk].
Recall from 4.4 that the tower LBA(T̂ [1]⊗n, T [1]⊗n) is cosimplicial.
Proposition. The collection of maps {an} is a morphism of cosimplicial spaces.
Proof. It suffices to prove that
an : LBA(T̂ [1]⊗n, T [1]⊗n)→ DYn(⊗nk=1[Vk],⊗
n
k=1[Vk])
is compatible with the face maps {dni }
n+1
i=0 . The case i = 0, n+ 1 is easily checked.
To check the compatibility with dn1 , it suffices to consider the case n = 1. Let
φ ∈ LBA([p], [q]). We need to check the equality of
d11 ◦ a
1(φ) = π
(q)
[V1]⊗[V2]
◦ φ⊗ id[V1]⊗[V2] ◦ π
∗(p)
[V1]⊗[V2]
and
a2 ◦ d11(φ) =
∑
p,q∈N2
|p|=p,|q|=q
π
(q)
[V1]⊗[V2]
◦ d11(φ)p,q ⊗ id[V1]⊗[V2] ◦ π
∗(p)
[V1]⊗[V2]
where d11(φ)p,q ∈ LBA(T
p[1], T q[1]) are the homogeneous components of d11(φ) =
∆ ◦ φ ◦m, and m,∆ are the multiplication and comultiplication of T [1].
The equality now follows from the identities⊕
p:|p|=p
m⊗ id[V1]⊗[V2] ◦ π
∗(p)
[V1]⊗[V2]
= π∗
(p)
[V1]⊗[V2]⊕
q:|q|=q
π
(q)
[V1]⊗[V2]
◦ ∆⊗ id[V1]⊗[V2] = π
(q)
[V1]⊗[V2]
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of maps [V1]⊗ [V2]→ [p]⊗ [V1]⊗ [V2] and [q]⊗ [V1]⊗ [V2]→ [V1]⊗ [V2] respectively.
The first (resp. second) one holds because both sides are the components of the
coaction (resp. action) of T [1] on [V1]⊗ [V2]. 
5.10. A basis of U1DY. In the following paragraphs, we describe the vector space
underlying UnDY, and the convolution action of LBA(T̂ [1]
⊗n, T [1]⊗n) on it in terms of
free algebras and Lie algebras, in analogy with 4.3–4.4. We then use this description
to prove an analogue of the PBW theorem for UnDY in 5.17.
Let π(N) : [N ]⊗ [V1]→ [V1] (resp. π∗
(N) : [V1]→ [N ]⊗ [V1]) be the Nth iterated
action (resp. coaction) on [V1].
Proposition. The endomorphisms of [V1] ∈ DY
1 given by
r σN,N = π
(N) ◦ σ ⊗ id[V1] ◦ π
∗(N) = σ · id[V1]
for N > 0 and σ ∈ SN , form a basis of UDY = EndDY1 ([V1]).
Proof. We represent id[1] with a line and id[V1] with a bold line. The morphisms
µ, δ, π, π∗ in DY1 are then represented by the diagrams
µ : ❄
❄❄
❄❄
⑧⑧⑧⑧⑧
δ :
⑧⑧⑧⑧⑧
❄❄
❄❄
❄
and
π∗ :
⑧⑧⑧⑧⑧π :
❄❄
❄❄
❄
which are read from left to right. A non–trivial endomorphism of [V1] is represented
as a linear combination of oriented diagrams, necessarily starting with a coaction
and ending with an action. The compatibility relation (2.4)
= + ◗
◗◗◗
◗
−
♠♠♠♠♠
allows to reorder π and π∗, moving every coaction before any action. The cocycle
condition (2.14) allows to reorder brackets and cobrackets as in LBA. Finally, the
relations (2.2), (2.3)
❲❲❲❣❣❣ = −
♦♦♦ ❖
❖❖
❣❣❣❲❲❲
=
❖❖❖ ♦♦♦
−
allow to remove from the graph every µ and every δ involved. It follows that every
endomorphism of [V1] is a linear combination of the elements r
σ
N,N given by
N N
σ
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where N > 0 and σ ∈ SN . These morphisms are linearly independent in DY
1,
since they are on the free Drinfeld–Yetter module constructed over the comodule
[V1], following an argument similar to 4.1. 
Remark. Under the map ρb : UDY → Ub, the basis element r
σ
N,N maps to the
interlaced Nth power of the normally ordered Casimir operator of gb given by
κσN =
∑
i1,...,iN
biσ(1)biσ(2) · · · biσ(N) · b
iN · · · bi2bi1
Remark. Proposition 5.10 yields in particular an isomorphism of vector spaces
EndDY1 ([V1]) ≃
⊕
N>0
kSN (5.1)
mapping r σN,N to σ ∈ SN . It is clear from the description above that the multi-
plication in EndDY1 ([V1]) is N–graded, as the normal ordering on the product of
two elements of the basis preserves the total number of strings. Namely, for any
N,M > 0, σ ∈ SN , τ ∈ SM , one gets
N N
σ
M M
τ
=
∑
ρ∈SN+M
cρσ,τ
N+M N+M
ρ
for some cρσ,τ ∈ Z. It seems an interesting problem to determine the structure
constants cρσ,τ explicitly.
5.11. Convolution product on UDY. Under the isomorphism (5.1), the exterior
product of permutations ⊗ : SN×SM → SN+M gives rise to a convolution product
⋆ on U1DY, defined on the basis elements by
r σN,N ⋆ r
τ
M,M = r
σ⊗τ
N+M,N+M
Pictorially, the product ⋆ corresponds to the encapsulation of r τM,M inside r
σ
N,N .
In particular, the action of LBA(T̂ [1]⊗n, T [1]⊗n) commutes with convolution in UDY
on the right, i.e.,
φ · (X ⋆ Y ) = (φ ·X) ⋆ Y
for any φ ∈ LBA(T̂ [1]⊗n, T [1]⊗n) and X,Y ∈ UDY. It follows that the action is
given by left convolution with a1(φ) = φ · id[V ], and that a
1 is a morphism with
respect to convolution.
In terms of the interlaced Casimir operators of Ub, one has
ρb(r
σ
N,N ⋆ r
τ
M,M ) = ρb(r
σ⊗τ
N+M,N+M )
=
∑
i1,...,iN
j1,...,jM
(
biσ(1) · · · biσ(N)
)
·
(
bjτ(1) · · · bjτ(M)
)
·
(
bjM · · · bj1
)
·
(
biN · · · bi1
)
The product ⋆ can therefore be thought of as a PROPic analogue of the polarised
multiplication on Ugb ≃ Ub ⊗ Ub
∗ given by (x ⊗ y) ⋆ (x′ ⊗ y′) = (x · x′)⊗ (y′ · y).
Thus, UDY is endowed with two distinct products: the canonical one coming from
its definition as End([V1]), which corresponds to the usual product on Ugb, and the
convolution product ⋆, which is defined in terms of the basis r σN,N and corresponds
to the polarised product on Ugb.
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5.12. A basis of UnDY, n > 1. The description of the morphisms in DY
n is similar
to the case n = 1. For any N ∈ N and N = (N1, . . . , Nn) ∈ Nn such that |N | = N ,
let
π(N) : [N ]⊗
n⊗
k=1
[Vk]→
n⊗
k=1
[Vk] and π
∗(N) :
n⊗
k=1
[Vk]→ [N ]⊗
n⊗
k=1
[Vk]
be the ordered composition of Ni actions (resp. coactions) on [Vi].
Proposition. The endomorphisms of [V1]⊗ · · · ⊗ [Vn] given by
r σN,N ′ = π
(N) ◦ σ ⊗ id ◦π∗(N
′)
where N > 0, N,N ′ ∈ Nn are such that |N | = N = |N ′|, and σ ∈ SN , form a basis
of UnDY = EndDYn (⊗
n
k=1[Vk]).
As in the case of n = 1, the basis r σN,N ′ gives rise to a convolution product on
UnDY given by
r σN,N ⋆ r
τ
N ′,N ′ = r
σ⊗τ
N+N ′,N+N ′
providing a PROPic analogue of the polarised multiplication in Ug⊗nb . One checks
easily that, with respect to ⋆, the map an defined in 5.9 is a morphism of algebras.
5.13. Cosimplicial structure and basis elements. The cosimplicial structure of
UnDY introduced in 5.7 is defined on the elements r
σ
N,N′ as follows. The degeneration
map E in : U
n
DY → U
n−1
DY is given by
E in(r
σ
N,N ′) =
{
r σN
î
,N′
î
if Ni = 0 =Mi
0 otherwise
where N î is obtained from N by removing Ni. The face map ∆
n
i : U
n
DY → U
n+1
DY is
given by
∆ni (r
σ
N,N′) =
∑
p=0,...,Ni
q=0,...N ′i
∑
τ∈G(Ni,p)∪{id}
τ ′∈G(N ′i,N
′
i−q)∪{id}
r
(τ ′)−1◦σ◦τ
Np,N
′
q
where Np = (N1, . . . , Ni−1, p,Ni−p,Ni+1, . . . , Nn) and G(Ni, p) ⊂ SN is the set of
permutations τ acting on (1, . . . , Ni−1, Ni−1+Ni+1, . . .N) as the identity and on
(Ni−1 + 1, . . . , Ni−1 +Ni) as a Grassmannian permutations with a unique descent
at Ni−1 + p
10. Similarly for Nq and G(N
′
i − q,N
′
i). Note that the appearance of
the corrections τ, τ ′ are due to the prescribed order of actions and coactions on the
basis elements r σN,N ′ .
Moreover, one can verify by direct inspection that the face and degenerations
maps are morphisms of convolution algebras.
10Recall that a Grassmannian permutation is a permutation τ ∈ SN with a unique descent. In
other words there exists k ∈ {1, . . . , N − 1} such that τ(i) < τ(i+1) if i 6= k and τ(k) > τ(k+1).
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5.14. Identification with free algebras. Let AN be the free algebra in N vari-
ables, and, for any n ≥ 1, denote by (A⊗nN )δN ⊂ AN the subspace spanned by ele-
ments of degree one in each variable. The symmetric group SN acts diagonally on
(A⊗nN )δN ⊗(A
⊗n
N )δN by simultaneous permutation of the variables. The correspond-
ing space of coinvariants
(
(A⊗nN )δN ⊗ (A
⊗n
N )δN
)
SN
has the following basis. For any
N,N ′ ∈ Nn such that |N | = N = |N ′| and σ ∈ SN , define xN , yσ(N ′) ∈ (A
⊗n
N )δN
by
xN = x1 · · ·xN1 ⊗ xN1+1 · · ·xN1+N2 ⊗ · · · ⊗ xN1+···+Nn−1+1 · · ·xN
yσ(N ′) = yσ(1) · · · yσ(N ′1) ⊗ · · · ⊗ yσ(N ′1+···+N ′n−1+1) · · · yσ(N)
Then, {xN ⊗ yσ(N ′)}N,N ′,σ is a basis of
(
(A⊗nN )δN ⊗ (A
⊗n
N )δN
)
SN
.
The following is an immediate consequence of Proposition 5.12.
Corollary. The linear map
ξnDY : U
n
DY →
⊕
N>0
(
(A⊗nN )δN ⊗ (A
⊗n
N )δN
)
SN
given by
ξnDY(r
σ
N,N ′) = xN ⊗ yσ˜(N ′) (5.2)
where σ˜ = σ−1 ◦τ and τ ∈ SN , such that τ(i) = N− i, is an isomorphism of vector
spaces.11
5.15. Module structure on coinvariants. The space of coinvariants
An :=
⊕
N>0
(
(A⊗nN )δN ⊗ (A
⊗n
N )δN
)
SN
is an associative algebra, with product map in degree (M,N)(
A⊗nM ⊗A
⊗n
M
)
SM
⊗
(
A⊗nN ⊗A
⊗n
N
)
SN
→
(
A⊗nM+N ⊗A
⊗n
M+N
)
SM+N
given by the formula
(xM ⊗ yσ˜(M ′)) ⋆ (xN ⊗ yτ˜(N ′)) = (xM · xN )⊗ (yτ˜(N ′) · yσ˜(M ′)) (5.3)
where xM ·xN and yτ˜(N ′) ·yσ˜(M ′) are identified with elements in A
⊗n
M+N . Note that,
under the identification provided by ξnDY, (5.3) reads
ξnDY(r
σ
M,M ) ⋆ ξ
n
DY(r
τ
N,N ) = ξ
n
DY(r
σ⊗τ
M+N,M+N ) = ξ
n
DY(r
σ
M,M ⋆ r
τ
N,N )
The formula (5.3) is easily adapted to define an algebra structure on
T n :=
⊕
N>0
(
(TL⊗nN )δN ⊗ (TL
⊗n
N )δN
)
SN
In particular, the linear surjection pn : T n → An, defined componentwise by the
quotient map TLN → ULN = AN for the free Lie algebra LN , is an algebra map
and induces on An a natural structure of T n–module.
11The involution τN is required because of the contravariance of the expression (2.13) with
respect to the Lie polynomial Q, and to ensure the commutativity of the diagram in Theorem
5.17.
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5.16. Identification with free Lie algebras. Let
ξnLBA : L
n := LBA(T̂ [1]⊗n, T [1]⊗n)→ T n
be the isomorphism of vector spaces given by Proposition 4.3. One checks by direct
inspection that ξnLBA is a morphism of algebras, with respect to the convolution
product on Ln and the multiplication on T n defined in 5.15, i.e., ξnLBA(φ ⋆ ψ) =
ξnLBA(φ) ⋆ ξ
n
LBA(ψ) for any φ, ψ ∈ L
n. Therefore, through ξnLBA, we obtain a convo-
lution action of Ln on An, i.e., we set
φ · (xN ⊗ yσ(N ′)) = (p
n ◦ ξnLBA)(φ) · (xN ⊗ yσ(N ′))
for any φ ∈ Ln.
Proposition. The isomorphism ξnDY : U
n
DY → A
n given by (5.2) intertwines the
convolution actions of Ln, that is satisfies
ξnDY(φ ·X) = (p
n ◦ ξnLBA)(φ) · ξ
n
DY(X)
for any φ ∈ Ln and X ∈ UnDY.
Proof. Assume for simplicity that n = 1. The proof for n > 1 is identical.
Let P1⊗· · ·⊗Pp ∈ L
⊗p
N be an element of degree δN , and µP1⊗···⊗Pp ∈ LA([N ], [p])
the element corresponding to it by Lemma 4.2. InAN = ULN , the product P1 · · ·Pp
corresponds to an element σP1···Pp ∈ (AN )δN ≃ kSN , which, by (2.2), satisfies the
following relation in DY1([N ]⊗ [V1], [V1])
π(p) ◦ µP1⊗···⊗Pp ⊗X = π
(N) ◦ σP1···Pp ⊗X (5.4)
For example, if p = 1, N = 2, and P ∈ L2 is the element [x1, x2], then µP : [2]→ [1]
is the Lie bracket and, by (2.2)
π ◦ µP = π ◦ (id⊗π)− π ◦ (id⊗π) ◦ (1 2) = π
(2) ◦ σP
with σP = id−(1 2). Dually, for any Q1 ⊗ · · · ⊗Qq ∈ L
⊗q
N of degree δN , there are
elements
δQ1⊗···⊗Qq ∈ LCA([q], [N ]) and σ˜Q1···Qq ∈ kSN
such that the following holds in DY1([V1], [N ]⊗ [V1])
δQ1⊗···⊗Qq ⊗X ◦ π
∗(q) = σ˜Q1···Qq ⊗X ◦ π
∗(N) (5.5)
The commutativity of the diagram then follows easily. Namely, assume that
X = r σM,M for some M > 0 and σ ∈ SM . In particular, we have ξDY(X) =
(x1 · · ·xM )⊗ (yσ˜(1) · · · yσ˜(M)) =: QX ⊗ PX and
(p ◦ ξLBA)(µP1⊗···⊗Pp ◦ δQ1⊗···⊗Qq ) = (Q1 · · ·Qq)⊗ (P1 · · ·Pp)
Then, by (5.4) and (5.5),
(µP1⊗···⊗Pp ◦ δQ1⊗···⊗Qq ) · r
σ
M,M = π
(p) ◦ µP1⊗···⊗Pp ◦ δQ1⊗···⊗Qq ⊗ r
σ
M,M ◦ π
∗(q)
= π(N) ◦ σP1···Pp ◦ (σQ1···Qq ◦ τN )⊗ r
σ
M,M ◦ π
∗(N)
= π(N+M) ◦ σP1···Pp ◦ σ˜Q1···Qq ⊗ σ ◦ π
∗(N+M)
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which, under ξDY, corresponds precisely to the element (Q1 · · ·Qq) · QX ⊗ PX ·
(P1 · · ·Pp) in ((AN+M )δN+M ⊗ (AN+M )δN+M )SN+M . Therefore
ξDY((µP1⊗···⊗Pp ◦ δQ1⊗···⊗Qq ) · r
σ
M,M ) =
= (p ◦ ξLBA)(µP1⊗···⊗Pp ◦ δQ1⊗···⊗Qq ) · ξDY(r
σ
M,M )
and the result follows. 
Applying the result to X = id⊗n
k=1[Vk]
, yields the following
Corollary. The following is a commutative diagram of convolution algebras.
DYn(
n⊗
k=1
[Vk],
n⊗
k=1
[Vk])
ξnDY //
⊕
N>0
(
(A⊗nN )δN ⊗ (A
⊗n
N )δN
)
SN
LBA(T̂ [1]⊗n, T [1]⊗n)
ξnLBA
//
an
OO
⊕
N>0
(
(TL⊗nN )δN ⊗ (TL
⊗n
N )δN
)
SN
pn
OO
5.17. PBW theorem for UnDY. Let
Sym : LBA(Ŝ[1]⊗n, S[1]⊗n)→ LBA(T̂ [1]⊗n, T [1]⊗n)
be the map (4.2). The following result shows that the composition a ◦ Sym can be
thought of as the symmetrisation map Sl→ U l for a Lie algebra l.
Theorem. The following is a commutative diagram
DYn(
n⊗
k=1
[Vk],
n⊗
k=1
[Vk]) //
⊕
N>0
(
(A⊗nN )δN ⊗ (A
⊗n
N )δN
)
SN
LBA(T̂ [1]⊗n, T [1]⊗n) //
an
OO
⊕
N>0
(
(TL⊗nN )δN ⊗ (TL
⊗n
N )δN
)
SN
pn
OO
LBA(Ŝ[1]⊗n, S[1]⊗n)
Sym
OO
//
⊕
N>0
(
(SL⊗nN )δN ⊗ (SL
⊗n
N )δN
)
SN
Sym⊗Sym
OO
where the right vertical arrows are the symmetrisation map SLN → TLN and
quotient map TLN → ULN = AN for the Lie algebra LN .
Moreover, the map a ◦ Sym is an isomorphism of cosimplicial spaces.
Proof. The commutativity of the diagram follows from Lemma 4.4 and Proposition
5.16. The fact that a◦Sym is an isomorphism then follows from the PBW Theorem
for the Lie algebra LN , and the fact that it is compatible with the cosimplicial
structure from Proposition 5.9. 
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5.18. PBW conjecture for DYn. Let SDYn be the colored PROP generated by an
LBA–module ([1], µ, δ) and objects [Vk] endowed with maps π[Vk] : [1]⊗ [Vk]→ [Vk],
π∗[Vk] : [Vk]→ [1]⊗ [Vk], k = 1, . . . , n, satisfying the relations
π[Vk] ◦ id[1]⊗π[Vk] ◦ (id[2]−(1 2))⊗ id[Vk] = 0
(id[2]−(1 2))⊗ id[Vk] ◦ id⊗π
∗
[Vk]
◦ π∗[Vk] = 0
π∗[Vk] ◦ π[Vk] = id⊗π[Vk] ◦ (1 2) ◦ id⊗π
∗
[Vk]
Thus, SDYn encodes a Lie bialgebra b, together with n Drinfeld–Yetter modules
over the underlying vector space of b endowed with trivial bracket and cobracket.
The PROP DYn (resp. SDYn) is N–filtered (resp. graded) by deg(δ) = 0 =
deg(µ), and deg π[Vk] = 1 = deg π
∗
[Vk]
. Moreover, there is a canonical filtered
functor SDYn → gr(DYn) which is the identity on objects and is easily seen to
be full. It is natural to conjecture the following results which, together, extend
Theorem 5.17.
Conjecture.
(1) The functor SDYn → gr(DYn) is faithful, and therefore an isomorphism of
PROPs.
(2) The map a ◦ Sym : LBA(Ŝ[1]⊗n, S[1]⊗n) → SDYn(
⊗n
k=1[Vk],
⊗n
k=1[Vk]) is
an isomorphism.
5.19. Cohomology of UDY.
Theorem. The map a ◦ Sym induces an isomorphism
Hn(U•DY, dH) ≃
n⊕
j=0
LBA
(
∧j [1],∧n−j [1]
)
In particular, H0(U•DY, dH) = k and H
1(U•DY, dH) = 0.
Proof. By Theorem 5.17, a ◦ Sym is an isomorphism of cosimplicial spaces. The
result then follows from Proposition 3.12 applied to the PROP P = LBA. Namely,
we have
LBA(Ŝ[1]⊗•, S[1]⊗•) = LBA((S∗)⊗•[1], S⊗•[1]) = LBASch(S
⊗• ⊠ S⊗•)
where the first equality relies on the equality of Schur functors Ŝ = S∗, and the
fact that the cosimplicial structure on S[1]⊗• (resp. the simplicial structure on
Ŝ[1]⊗•) is induced by that on the Schur functors S⊗• (resp. S∗⊗•), and the second
one from (3.15). The result now follows from Proposition 3.12, and the equality of
Schur functors (∧n)∗ = ∧n for any n > 0. 
Remark. Theorem 5.19 can also be obtained via Lemma 4.4 from the fact that
the diagram in 5.17 is one of cosimplicial spaces, and the standard computation of
the Hochschild cohomology of a symmetric algebra. The proof via Schur bifunctors
given above yields a more uniform answer for the refinements of the PROP LBA in-
troduced in Sections 6 and 9. Note, however that it still depends on the PBW Theo-
rem for U•DY, which is obtained from the identification of DY
n(
⊗n
k=1[Vk],
⊗n
k=1[Vk])
(resp. LBA(Ŝ[1]⊗n, S[1]⊗n)) with free algebras (resp. Lie algebras).
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5.20. Explicit description of Hn(U•DY, dH). The cohomology of U
•
DY can be de-
scribed more explicitly, in the spirit of 3.12. Denote by ι˜n,j the inclusion
LBA(∧j [1],∧n−j [1])→ LBA(Ŝ[1]⊗n, S[1]⊗n)
defined by (3.17). We first observe that in DY1
πT [1] ◦ ι0 ⊗ id[V1] = id[V1] and πT [1] ◦ ι1 ⊗ id[V1] = π[V1]
and dually
ι0
∗ ⊗ id[V1] ◦π
∗
T̂ [1]
= id[V1] and ι1
∗ ⊗ id[V1] ◦π
∗
T̂ [1]
= π∗[V1]
It follows that the inclusion
ιn,j : LBA(∧
j [1],∧n−j [1])→ DYn(⊗nk=1[Vk],⊗
n
k=1[Vk])
where ιn,j = a ◦ Sym ◦ι˜n,j, sends a morphism φ ∈ LBA(∧
j [1],∧n−j [1]) to
ιn,j(φ) =
1
n!
∑
σ∈Sn
(−1)σπJσ ◦ φ ◦ π
∗
Jσ
where Jσ = {σ(1), . . . , σ(j)}, Jσ is its complement, πJσ denotes the ordered action
of [n− j] = [1]⊗n−j on the components [Vk], k ∈ Jσ, and π∗Jσ the ordered coaction
of [j] = [1]⊗j on the components [Vk], k ∈ Jσ. For example, for n = 2, we have
ι2,1(id[1]) =
1
2
(
π[V2] ◦ (1 2) ◦ π
∗
[V1]
− π[V1] ◦ (1 2) ◦ π
∗
[V2]
)
=
1
2
(
r[V1],[V2] − r[V2],[V1]
)
i.e., the antisymmetric r–matrix corresponds to the identity in LBA([1], [1]).
Thus, the image of LBA(∧j [1],∧n−j [1]) inside DYn(⊗nk=1[Vk],⊗
n
k=1[Vk]) consists
of linear combinations of arc diagrams with exactly one coaction or one action on
each bold line, which are antisymmetric under permutation of the bold lines.
In terms of the identification with free Lie algebras given by Proposition 4.3, the
above isomorphism yields
Hi(U•DY, dH)
∼=
⊕
N>0
i⊕
j=0
[(
∧jLN
)
δN
⊗
(
∧i−jLN
)
δN
]
SN
Then Hi(U•DY, dH) embeds in U
i
DY ≃
⊕
N>0
(
(A⊗iN )δN ⊗ (A
⊗i
N )δN
)
SN
via (3.12).
5.21. Enriquez’s universal algebras. In [10, 11, 12], Enriquez introduced the
universal algebras {UGnuniv}n≥1 associated to the PROP LBA. As a k–vector space,
UGn
univ
is defined as the space of coinvariants
UGnuniv =
⊕
N>0
(
(A⊗nN )δN ⊗ (A
⊗n
N )δN
)
SN
introduced in 5.14–5.15. The multiplication on UGnuniv is defined by an explicit
formula in the basis {xN ⊗yσ(N′)}N,N ′,σ given in 5.14, and proved to be associative
by a lengthy calculation [11, B.1–B.2].12
12The multiplication on UGnuniv differs from the convolution product discussed in 5.15.
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UG
univ
is universal in the following sense. For any Lie bialgebra b with Drinfeld
double gb = b ⊕ b∗ and r–matrix rb =
∑
i∈I bi ⊗ b
i ∈ b⊗ˆb∗, the linear map
ρgb : UGuniv → Ûgb given by
ρgb(x1 · · ·xN ⊗ yσ(1) · · · yσ(N)) =
∑
i∈IN
bi1 · · · biN b
iσ(1) · · · biσ(N)
is an algebra homomorphism. Similarly, for any n ≥ 2, there is a map ρngb :
UGn
univ
→ Ûg⊗nb given by
ρngb(xN ⊗ yσ(N ′)) =
∑
i∈IN
bN(i) · b
σ(N ′)(i)
is an algebra homomorphism, where
bN(i) =
n⊗
k=1
biN1+···+Nk−1+1 · · · biN+1+···+Nk
bσ(N
′)(i) =
n⊗
k=1
b
iσ(N′1+···+N
′
k−1
+1) · · · b
iσ(N′1+···+N
′
k
)
5.22. The isomorphism UnDY ≃ UG
n
univ. The following result identifies the algebra
UGn
univ
with UnDY, thereby considerably simplifying the proof of the existence of an
algebra structure on UGn
univ
given in [11, Appendices B and C].
Let ξnDY : U
n
DY → UG
n
univ =
⊕
N>0
(
(A⊗nN )δN ⊗ (A
⊗n
N )δN
)
SN
be the map defined
in 5.14.
Proposition.
(1) ξnDY is an isomorphism of cosimplicial spaces.
(2) There is a commutative diagram
UnDY
ρnb //
ξnDY

Unb
UGnuniv ρngb
// Ûg⊗nb
Proof. (1) The fact that ξnDY is an isomorphism was proved in 5.14, and its com-
patibility with the cosimplicial structure in Lemma 4.4. (2) The commutativity of
the diagram follows by direct inspection. 
Remark. It seems very likely that the map ξnDY is an algebra homomorphism.
This would follow from a detailed inspection of the algebra structure on UGn
univ
,
or from the commutativity of the above diagram if the collection of maps ρngb were
known to be be injective. In any event, the above proposition shows that UnDY is an
isomorphic replacement of UGn
univ
with a more naturally defined multiplication.
6. The universal algebra of a split pair
In this section, we give a relative version of the results of Sections 5 by adapting
them to case of a split pair of Lie bialgebras, as defined in [1].
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6.1. The PROP PLBA. Let (b, a) be a split pair of Lie bialgebras, i.e., b and a are
Lie bialgebras endowed with Lie bialgebra morphisms
a
ia−→ b
pa
−→ a
such that pa ◦ ia = ida. These maps induce an isometric inclusion of the corre-
sponding Drinfeld doubles ga ⊂ gb, and a restriction functor Resb,a : DYb → DYa.
Definition. Let PLBA be the colored PROP generated by two Lie bialgebra objects
[b], [a] related by Lie bialgebra morphisms i[a] : [a] → [b], p[a] : [b] → [a] such that
p[a] ◦ i[a] = id[a].
The kernel [m] of the projection p[a], is an object of PLBA, and [b] decomposes
as [b] = [a]⊕ [m]. [m] is an ideal in [b], and has a Lie algebra structure. It is also a
coideal, but has no natural Lie coalgebra structure.
6.2. Universal property of PLBA. The following is clear.
Proposition.
(1) The PROP PLBA is endowed with a pair of functors β, α : LBA → PLBA
given by
β[1] = [b] and α[1] = [a]
The maps i[a], p[a] in PLBA induce two natural transformations iα : α →
β, pα : β → α such that pα ◦ iα = idα
LBA
β
''
α
77
PLBApα

iα
KS
(2) PLBA is universal with respect to property (i): for any tensor category C
for which it holds, there is a unique tensor functor F : PLBA→ C such that
the following diagram commutes
LBA
β
''
α
77
βC
""
αC
<<PLBA
//❴❴❴❴❴❴❴❴❴
pC

iC
KS
pα

iα
KS
C
6.3. Alternative presentation of PLBA. The following presentation of PLBA is
more convenient for computations. Let PLA be the PROP generated by µ : [2]→ [1]
and θ0 : [1]→ [1] satisfying the relations (2.10),
θ20 = θ0 and µ ◦ (θ0 ⊗ θ0) = θ0 ◦ µ (6.1)
Let PLCA be the PROP generated by δ : [1] → [2] and θ0 : [1] → [1] satisfying the
relations (2.11),
θ20 = θ0 and (θ0 ⊗ θ0) ◦ δ = δ ◦ θ0 (6.2)
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Let PLBA be the PROP generated by µ : [2] → [1], δ : [1] → [2], and θ0 :
[1] → [1], satisfying the relations (2.10), (2.11), (2.14), (6.1), (6.2). Finally, let
PLA,PLCA,PLBA be their corresponding completions.
The two presentations of PLBA are canonically equivalent by sending [1] to [b]
and the idempotent θ0 to the composition i[a] ◦ p[a] : [b]→ [b].
Corollary.
(1) There is a forgetful functor PLBA → LBA, mapping [1]PLBA to [1]LBA and
θ0 to id[1]LBA .
(2) There is a forgetful functor PLBA → LBA, mapping [1]PLBA to [1]LBA and
θ0 to 0.
6.4. Factorisation of morphisms in PLBA. Set θ1 = id−θ0, and I = {0, 1}.
The projections
θi = θi1 ⊗ · · · ⊗ θiN , i = (i1, . . . , iN ) ∈ I
N
are a complete family of idempotents in PLA([N ], [N ]) and PLCA([N ], [N ]), i.e.,
θi ◦ θi′ = δii′θi and
∑
i∈IN
θi = id[N ]
There is a natural right (resp. left) action of k[IN ] on PLA([N ], [q]) and PLCA([p], [N ])
given by
φ · f =
∑
i∈IN
f(i)φ ◦ θi and f · ψ =
∑
i∈IN
f(i) θi ◦ ψ
Set ΓN = k[IN ]⋊SN , where σ ∈ SN acts on f ∈ k[IN ] by σ · f = f ◦ σ−1.
Proposition. The embeddings PLA,PLCA → PLBA induce an isomorphism of
(Sq,Sp)–bimodules
PLBA([p], [q]) ≃
⊕
N>0
PLCA([p], [N ])⊗ΓN PLA([N ], [q])
Proof. The proof is similar to that of Proposition 4.1. The computation can be
carried out with the PROPs PLA,PLCA,PLBA introduced in 6.3 since these contain
the objects [p], [N ], [q]. A morphism in PLBA can be represented as an oriented
graph obtained from the composition of brackets, cobrackets, permutations, and
idempotents. The compatibility (2.14) between δ and µ, and the relations
δ ◦ θ0 = (θ0 ⊗ θ0) ◦ δ θ0 ◦ µ = µ ◦ (θ0 ⊗ θ0)
allow to reorder the morphisms so that the cobrackets precede the brackets, and
the idempotent θ0 occur in between. This yields a surjective map⊕
N>0
(PLCA([p], [N ])⊗ PLA([N ], [q]))→ PLBA([p], [q])
which factors through the action of k[IN ]⋊SN . The injectivity follows as in 4.1. 
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6.5. Morphisms in PLA and PLCA.
Lemma. There are isomorphisms of left (resp. right) k[IN ]⋊SN–modules
PLA([N ], [p]) ≃ k[IN ]⊗ LA([N ], [p])
PLCA([p], [N ]) ≃ LCA([p], [N ])⊗ k[IN ]
where SN acts diagonally on the right–hand side, which are compatible with the
action of Sp.
Proof. We only explain the isomorphism in PLA. The result for PLCA follows
by observing that PLCA ≃ PLAop. Every morphism in PLA([N ], [p]) is represented
by a linear combination of oriented graphs from N sources to p targets. Since
id[1] = θ0+ θ1, all the edges of these graphs can be assumed to be decorated by the
idempotents θ0 or θ1. The relations
θ0 ◦ µ = µ ◦ (θ0 ⊗ θ0)
θ1 ◦ µ = µ ◦
(
θ1 ⊗ θ1 + θ1 ⊗ θ0 + θ0 ⊗ θ1
)
allow to move all idempotents to the N sources and yield the surjectivity of the
map
k[IN ]⊗ LA([N ], [p])→ PLA([N ], [p]) f ⊗ P 7→ f · P
Its injectivity follows from the canonical embedding LA → PLA and the isomor-
phism ⊕
i∈IN
PLA([N ], [p]) ◦ θi ≃ PLA([N ], [p])

6.6. PLBA and free Lie algebras. The following is a direct consequence of 6.5,
6.4 and Lemma 4.2.
Proposition.
(1) There is an isomorphism of (Sq,Sp)–bimodules
PLBA([p], [q]) ≃
⊕
N>0
(
(L⊗pN )δN ⊗ k[I
N ]⊗ (L⊗qN )δN
)
SN
(2) Let F ∈ kSp and G ∈ kSq be idempotents, and F [p] = ([p], F ), G[q] =
([q], G) the corresponding objects in PLBA. Then one has
PLBA(F [p], G[q]) ≃
⊕
N>0
(
F (L⊗pN )δN ⊗ k[I
N ]⊗G(L⊗qN )δN
)
SN
In particular,
PLBA(T̂ [1]⊗n, T [1]⊗n) ≃
⊕
N>0
(
(TL⊗nN )δN ⊗ k[I
N ]⊗ (TL⊗nN )δN
)
SN
PLBA(Ŝ[1]⊗n, S[1]⊗n) ≃
⊕
N>0
(
(SL⊗nN )δN ⊗ k[I
N ]⊗ (SL⊗nN )δN
)
SN
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6.7. Universal Drinfeld–Yetter modules and PLBA.
Definition. The category PDYn, n > 1, is the colored PROP generated by n + 1
objects [1] and {[Vk]}k=1,...,n, and morphisms
µ : [2]→ [1] δ : [1]→ [2] θ : [1]→ [1]
πk : [1]⊗ [Vk]→ [Vk] π
∗
k : [Vk]→ [1]⊗ [Vk]
such that ([1], µ, δ, θ) is a PLBA–module in PDYn, and, for every k = 1, . . . , n,
([Vk], πk, π
∗
k) is a Drinfeld–Yetter module over [1].
Set
UnPDY = EndPDYn
(
n⊗
k=1
[Vk]
)
(6.3)
The algebras UnPDY are universal in the following sense. Let (b, a) be a split
pair of bialgebras over k. Then, for any n–tuple {Vk, πk, π
∗
k}
n
k=1 of Drinfeld–Yetter
modules over b, there is a realisation functor
G(b,a,V1,...,Vn) : PDY
n −→ Vectk
such that [b] 7→ b, [a] 7→ a, and [Vk] 7→ Vk, k = 1, . . . , n.
Proposition. Let f : DYb → Vectk be the forgetful functor, and Unb = End
(
f⊠n
)
.
The functors G(b,a,V1,...,Vn) induce an algebra homomorphism
ρnb,a : U
n
PDY → U
n
b
Proof. The proof is identical to that of Proposition 5.3. 
The following is a corollary of the proposition above and 6.1.
Corollary. Let β, α : UnDY → U
n
PDY be the two algebra homomorphisms defined by
the functors β, α : LBA → PLBA. For any split pair (b, a), there are commutative
diagrams
UnPDY
ρnb,a
// Unb U
n
PDY
ρnb,a
// Unb
UnDY
β
OO
ρnb
<<③③③③③③③③
UnDY
α
OO
ρna
// Una
Res∗a
OO
where Res∗a is the morphism induced by the restriction DYb → DYa, and ρ
n
b , ρ
n
a are
the homomorphisms defined in 5.3.
6.8. Universal invariants. In PLBA we can introduce the notion of invariants
with respect to the Lie bialgebra [a].
Definition. The subalgebra of [a]–invariants (UnPDY)
[a] ⊂ UnPDY is the subspace of
all φ ∈ UnPDY which commute with the action and the coaction of the Lie bialgebra
[a] on [V1], . . . , [Vn], that is satisfy
π[a],[V1]⊗···⊗[Vn] ◦ id[b]⊗φ = φ ◦ π[a],[V1]⊗···⊗[Vn] (6.4)
π∗[a],[V1]⊗···⊗[Vn] ◦ φ = id[b]⊗φ ◦ π
∗
[a],[V1]⊗···⊗[Vn] (6.5)
where π[a],[V1]⊗···⊗[Vn] = π[V1]⊗···⊗[Vn] ◦ θ ⊗ id[V1]⊗···⊗[Vn] and π
∗
[a],[V1]⊗···⊗[Vn]
= θ ⊗
id[V1]⊗···⊗[Vn] ◦π
∗
[V1]⊗···⊗[Vn]
.
The following is clear.
UNIQUENESS OF COXETER STRUCTURES 39
Proposition. The algebra homomorphism ρnb,a : U
n
PDY → U
n
b restricts to an algebra
homomorphism
ρnb,a : (U
n
PDY)
[a] → Unb,a := End
(
Res⊠na : DY
n
b → DYa
)
6.9. A basis for UnPDY. The description of the algebras U
n
PDY is obtained along the
same lines of Propositions 5.2 and 5.12.
Proposition. The endomorphisms
r
i,σ
N,N′ = π
(N) ◦ θi ⊗ id ◦ σ ⊗ id ◦ π
∗(N
′)
where N > 0, N,N ′ ∈ Nn are such that |N | = N = |N ′|, i ∈ IN , and σ ∈ SN , are
a basis of UnPDY. In particular, the map
ξnPDY : U
n
PDY −→
⊕
N>0
(
(FA⊗nN )δN ⊗ k[I
N ]⊗ (FA⊗nN )δN
)
SN
given by ξnPDY(r
i,σ
N,N ′) = xN ⊗ δi ⊗ yσ˜(N′) is a linear isomorphism.
6.10. PBW theorem for UnPDY. As in the case of UDY, the tower of algebras
{UnPDY}n>1 is endowed with face maps ∆
n
i : U
n
PDY → U
n+1
PDY and degeneratation
maps E in : U
n
PDY → U
n−1
PDY defining a cosimplicial structure.
Let
an : PLBA(T̂ [1]⊗n, T [1]⊗n)→ PDYn(⊗nk=1[Vk],⊗
n
k=1[Vk])
be the map given on φp,q ∈ PLBA(T
p[1], T q[1]), by a(φp,q) = π
(p) ◦ φp,q ◦ π∗
(q).
Theorem.
(1) The following diagram is commutative
PDYn(
n⊗
k=1
[Vk],
n⊗
k=1
[Vk]) //
⊕
N>0
(
(A⊗nN )δN ⊗ k[I
N ]⊗ (A⊗nN )δN
)
SN
PLBA(T̂ [1]⊗n, T [1]⊗n)
an
OO
//
⊕
N>0
(
(TL⊗nN )δN ⊗ k[I
N ]⊗ (TL⊗nN )δN
)
SN
OO
PLBA(Ŝ[1]⊗n, S[1]⊗n)
Sym
OO
//
⊕
N>0
(
(SL⊗nN )δN ⊗ k[I
N ]⊗ (SL⊗nN )δN
)
SN
Sym⊗id⊗Sym
OO
(2) The map an ◦ Sym is an isomorphism of cosimplicial spaces.
6.11. Hochschild cohomology. The cosimplicial structure on {UnPDY}n>1 gives
rise to the relative universal Hochschild complex with differential dn =
∑n+1
i=0 (−1)
i∆ni :
UnPDY → U
n+1
PDY The morphisms {ρ
n
b,a}n>1 defined in 6.7 define a chain map between
the corresponding Hochschild complexes.
Theorem.
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(1) The map an ◦ Sym induces an isomorphism
Hi(U•PDY, dH)
∼=
i⊕
j=0
PLBA
(
∧j [1],∧i−j [1]
)
In particular, H0(U•PDY, dH) = k and H
1(U•PDY, dH) = 0.
(2) The identification in terms of free Lie algebras of Proposition 6.6 yields
Hi(U•PDY, dH)
∼=
⊕
N>0
i⊕
j=0
[(
∧jLN
)
δN
⊗ k[IN ]⊗
(
∧i−jLN
)
δN
]
SN
Proof. The proof is identical to that of Theorem 5.19 where the PROP LBA is
replaced by PLBA. 
6.12. Hochschild cohomology and invariants.
Lemma. ((UnPDY)
[a], dn) is a subcomplex of (UnPDY, d
n).
Proof. It is enough to observe that, if φ ∈ UnPDY satisfies (6.4), (6.5), then so does
dni (φ) ∈ U
n+1
PDY. Namely, let D
n
i : PDY
n → PDYn+1 be as in 5.7. Then, for any
u ∈ UnPDY, we have
π[a],[V1]⊗···⊗[Vn+1] ◦ id[b]⊗d
n
i (u)− d
n
i (u) ◦ π[a],[V1]⊗···⊗[Vn+1]
= Dni
(
π[a],[V1]⊗···⊗[Vn] ◦ id[b]⊗u− u ◦ π[a],[V1]⊗···⊗[Vn]
)
Set D(φ) =
∑
iD
n
i (φ). Then, in particular,
π[a],[V1]⊗···⊗[Vn+1] ◦ id[b]⊗d(u)− d(u) ◦ π[a],[V1]⊗···⊗[Vn+1]
= D
(
π[a],[V1]⊗···⊗[Vn] ◦ id[b]⊗u− u ◦ π[a],[V1]⊗···⊗[Vn]
)

Let ∧nPDY ⊂ U
n
PDY be the image of the injective map
PLBA(∧n[1],∧n[1]) 

// PLBA(T̂ [1]⊗n, T [1]⊗n)
an // UnPDY (6.6)
and set (∧nPDY)
[a] = ∧nPDY ∩ (U
n
PDY)
[a].
Proposition. Hn((U•PDY)
[a], dn) ≃ (∧nPDY)
[a].
Proof. Let f ∈ UnPDY such that d(f) = 0. Then there are unique d(u) ∈ U
n
PDY and
v ∈ ∧nPDY such that f = v + d(u). Namely, let f = v
′ + d(u′) for some v′ ∈ ∧nPDY,
u′ ∈ Un−1PDY. It follows from 6.11 that
v − v′ = d(u− u′) =⇒ v = v′ and d(u) = d(u′)
Assume now f ∈ (UnPDY)
[a] and d(f) = 0. Since f satisfies (6.4), one has
π[a],[V1]⊗···⊗[Vn] ◦ id[b]⊗v = v ◦ π[a],[V1]⊗···⊗[Vn] (6.7)
π[a],[V1]⊗···⊗[Vn] ◦ id[b]⊗d(u) = d(u) ◦ π[a],[V1]⊗···⊗[Vn] (6.8)
and therefore
π[a],[V1]⊗···⊗[Vn−1] ◦ id[b]⊗u = u ◦ π[a],[V1]⊗···⊗[Vn−1] (6.9)
Similarly for (6.5). It follows that v ∈ (∧nPDY)
[a] and u ∈ (Un−1PDY)
[a]. 
Corollary. ((UnDY)
inv, dn) is a subcomplex of (UnDY, d
n), and Hn((U•DY)
inv, dn) ≃
(∧nDY)
[1].
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7. Universal relative twists
In this section, we discuss the existence and uniqueness of invertible elements
in the graded completion of (U2PDY)
[a] satisfying the relative twist equation (7.1).
This implies the uniqueness of the tensor structure on the restriction functor of
Drinfeld–Yetter modules corresponding to a split pair of Lie bialgebras.
7.1. Gradings. The PROP DYn has a naturalN–bigrading given by deg(σ) = (0, 0)
for any σ ∈ SN ,
deg(µ) = (1, 0) = deg(π[Vk]) and deg(δ) = (0, 1) = deg(π
∗
[Vk]
)
for any 1 ≤ k ≤ n. The algebra UnDY inherits this bigrading, and deg(r
σ
N,N ′) =
(N,N), where rσN,N ′ is the basis element defined in 5.12, and |N | = N = |N
′|.
For any a, b ∈ N, the correspondingN–grading determined by mapping (1, 0), (0, 1)
to a, b respectively yields the same graded completion ÛnDY of U
n
DY, so long as
a+ b > 0. For definiteness, we set a = 0 and b = 1.
7.2. Notation. There is a natural action of Sn on U
n
DY given by permutations of
[V1] ⊗ · · · ⊗ [Vn]. Specifically, for any σ ∈ Sn, there is an endofunctor Pσ of DY
n
which is the identity on ([1], µ, δ) and maps each ([Vk], πk, π
∗
k) to ([Vσ(k)], πσ(k), π
∗
σ(k)).
The action of σ ∈ Sn on U
n
DY is then defined by X
σ := Ad(σ)Pσ(X) for any
X ∈ UnDY. This is a propic version of the action of Sn on Ug
⊗n
b .
The generalisation of the insertion/coproduct maps introduced in 5.7 is defined
as follows. For anym > n, 1 6 i 6 m−n+1, andX ∈ ÛnDY, we defineX(i,...,i+n−1) ∈
ÛmDY by
X(i,...,i+n−1) := id[V1]⊗···⊗[Vi−1]⊗X[Vi]⊗···⊗[Vi+n−1] ⊗ id[Vi+n]⊗···⊗[Vm]
Then, for any σ ∈ Sm, we set
X(σ(i),...,σ(i+n−1)) := (X(i,...,i+n−1))
σ
For any p1, . . . , pn with p1 + · · ·+ pn = p 6 m, pk 6= 0, and 1 6 i 6 m− p+ 1, set
ik = i+ p1 + · · ·+ pk−1, and Ik = (ik, · · · , ik+1 − 1), k = 1, . . . , n. Then, we define
X(I1,...,In) ∈ Û
m
DY by
X(I1,...,In) := id[V1]⊗···⊗[Vi1−1]⊗X[V[i1,i2−1]]⊗···⊗[V[in−1,in]] ⊗ id[Vin+1]⊗···⊗[Vm]
where [V[i1,i2−1]] denotes the Drinfeld–Yetter module ([Vi1 ] ⊗ · · · ⊗ [Vi2−1]). As
before, for any σ ∈ Sm, we set Xσ(I1,...,In) = (XI1,...,In)
σ.
7.3. Associators. Define the r–matrix r = r[V1],[V2] ∈ EndDY2 ([V1]⊗ [V2]) by
(2.8), and set Ω = r12 + r21.
Definition. An invertible element Φ ∈ Û3DY is called an associator if the following
relations are satisfied (in Û4DY and Û
3
DY respectively).
• Pentagon relation
Φ1,2,34Φ12,3,4 = Φ2,3,4Φ1,23,4Φ1,2,3
• Hexagon relations
eΩ12,3/2 = Φ3,1,2e
Ω13/2Φ−11,3,2e
Ω23/2Φ1,2,3
eΩ1,23/2 = Φ−12,3,1e
Ω13/2Φ2,1,3e
Ω12/2Φ−11,2,3
42 A. APPEL AND V. TOLEDANO LAREDO
• Duality
Φ3,2,1 = Φ
−1
1,2,3
• 2–jet
Φ = 1 +
1
24
[Ω12,Ω23] mod (U
3
DY)>3
We denote by Assoc the set of associators.
7.4. Deformation Drinfeld–Yetter modules. Let b be a Lie bialgebra with
Drinfeld double gb. As we explain below, the algebra Û
n
DY introduced in 7.1 is a
universal analogue of the topological algebra Ug⊗nb [[~]].
Let for this purpose DY~b be the category of Drinfeld–Yetter b–modules in topo-
logically free k[[~]]–modules. DY~b is isomorphic to the category DY
adm
b~
of Drinfeld–
Yetter modules over the Lie bialgebra b~ = (b[[~]], [·, ·], ~δ), whose coaction is di-
visible by ~. We denote by Ûnb the algebra of endomorphisms of the n–fold tensor
power of the forgetful functor f : DY~b → Vectk[[~]]. Û
n
b identifies canonically with
the analogous completion defined for DYadmb~ . Moreoever, the realisation functors
G(b~,V1,...,Vn) : DY
n −→ Vectk[[~]]
induce a homomorphism ρ̂nb : U
n
DY → Û
n
b which naturally extends to Û
n
DY. In
particular,13
ρ̂1b(π[V1] ◦ π
∗
[V1]
) = ~
∑
i
bib
i and ρ̂2b(r[V1],[V2]) = ~
∑
i
bi ⊗ b
i
In Section 14, we shall make use of the following standard construction due to
Drinfeld. Let Φ ∈ Û3DY be an associator. Then, DY
Φ
b is the braided monoidal cate-
gory with the same objects of DY~b and commutativity, and associativity constraints
given respectively by
βb = (1 2) ◦ ρ̂
2
b(e
Ω/2) and Φb = ρ̂
3
b(Φ).
7.5. Universal twists in DY2. The associativity relation (2.9) admits a natural
lift to the PROPs DYn.
Proposition. Let Φ ∈ Assoc, and J ∈ Û2DY be such that
J23 · J1,23 · Φ = J12 · J12,3
Then, for any Lie bialgebra b, the element ρ2b(J) ∈ U
2
b defines a tensor structure
on the forgetful functor f : DYΦb → Vectk[[~]].
A simple argument in [1, Section 6.11] shows that the Etingof–Kazhdan tensor
structure JEKVW can be lifted to the PROP DY
2.
13Note that DY~b can also be identified with the category of Drinfeld–Yetter modules over the
Lie bialgebra b~ = (b[[~]], ~[·, ·], δ) whose action is divisible by ~. The corresponding realisation
functors for b~ yield the same homomorphism ρ̂n
b
: Un
DY
→ Ûn
b
.
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7.6. Existence of a universal relative twist. Let Φ ∈ Assoc and let (b, a) be a
split pair with corresponding Drinfeld doubles (gb, ga). Let Φb, Φa be the images
of Φ in Û3b and Û
3
a respectively.
In [1, Prop. 3.17], we constructed an element JΦ ∈ Û2b , which is invariant under
a, JΦ = 1 mod ~, and satisfies the relative twist equation
J23Φ J
1,23
Φ Φb = ΦaJ
12
Φ J
12,3
Φ
We also showed [1, Sec. 7.7] that the construction of JΦ is universal i.e., that it can
be realised as an [a]–invariant element
JΦ ∈ (U
2
PDY)
[a] ⊂ EndPDY2 ([V1]⊗ [V2])
We summarize this in the following
Theorem. There is a map Assoc→ (Û2PDY)
[a], Φ→ JΦ such that (JΦ)0 = 1 and
(Φβ)JΦ = Φα (7.1)
where Φβ, Φα are the images of Φ in (Û
3
PDY)
[a] via α and β, and
ΦJΦ := J
23
Φ J
1,23
Φ Φ(J
12,3
Φ )
−1(J12Φ )
−1 (7.2)
7.7. Uniqueness of universal relative twists. We now show the uniqueness of
the twist JΦ up to a unique gauge transformation.
Theorem. For any Φ ∈ Assoc,
{J ∈ (Û2PDY)
[a] | (Φβ)J = Φα, J0 = 1} = {u1 · u2 · JΦ · u
−1
12 | u ∈ (ÛPDY)
[a]}
Proof. Assume J (i) = 1+
∑
k>1 J
(i)
k , J
(i)
k ∈ (U
2
PDY)
[a]
k , i = 1, 2, and (Φβ)J(i) = Φα.
One checks, by linearisation of (7.1), that J
(i)
1 is an element in (U
2
PDY)
[a]
1 , satisfying
dH(J
(i)
1 ) = 0 and
Alt2(J1) = Alt2(rβ − rα) = r˜β − r˜α
Up to a gauge, we may assume J
(i)
1 = r˜β− r˜α, i = 1, 2. We want to show that there
exists an invertible u ∈ (ÛPDY)
[a] such that
u1 · u2 · J
(1) · u−112 = J
(2) (7.3)
Assume that (7.3) is true modulo (U2PDY)
[a]
>n, i.e., there exists an invertible element
u(n−1) ∈ (ÛPDY)
[a] such that
u
(n−1)
1 · u
(n−1)
2 · J
(1) · u
(n−1)
12
−1
= J (2) mod (U2PDY)
[a]
>n (7.4)
Let now J˜ (1) be the left–hand side of (7.4), and η ∈ (U2PDY)
[a]
n such that
J (2) = J˜ (1) + η mod (U2PDY)
[a]
>n+1
One checks that J˜ (1) satisfies (Φβ)J˜(1) = Φα modulo (U
2
PDY)
[a]
>n+1. Comparing with
the equation (Φβ)J(2) = Φα modulo (U
2
PDY)
[a]
>n+1, one gets
η23 + (η)1,23 − (η)12,3 − η12 = 0
that is dH(η) = 0. Therefore, by Proposition 6.12, there exist a unique v ∈ (UPDY)
[a]
n
and µ ∈ (∧2PDY)
[a]
n , such that η = dH(v) + µ.
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We claim µ = 0. Then, we may set u(n) = (1− v)u(n−1), and we get
u
(n)
1 · u
(n)
2 · J
(1) · u
(n)
12
−1
= J (2) mod (U2PDY)
[a]
>n+1
There remains to prove the claim. Set J˜ (2) = u(n)1 · u(n)2 · J (1) · u(n)
−1
12 . Then
J˜ (2) = J (2) + µ mod (U2PDY)
[a]
>n+1
Let J
(2)
[n+1], J˜
(2)
[n+1] be the corresponding truncations. We set
ξ = (J
(2)
[n+1])
23(J
(2)
[n+1])
1,23Φβ − Φα(J
(2)
[n+1])
12(J
(2)
[n+1])
12,3 mod (U3PDY)
[a]
>n+2
ξ˜ = (J˜
(2)
[n+1])
23(J˜
(2)
[n+1])
1,23Φβ − Φα(J˜
(2)
[n+1])
12(J˜
(2)
[n+1])
12,3 mod (U3PDY)
[a]
>n+2
Since J˜ (2) and J (2) are both solutions of (Φβ)J = Φα, it follows
ξ = dH
(
J
(2)
n+1
)
and ξ˜ = dH
(
J˜
(2)
n+1
)
Therefore dHξ = dH ξ˜ = 0 and Altξ = Altξ˜ = 0. We then observe that
ξ˜ − ξ = f(µ)
where f(µ) = A23r (µ
12 + µ13) + µ23(A12r +A
13
r )−A
12
r (µ
13 + µ23)− µ12(A13r +A
23
r )
and Ar = r˜β − r˜α. By straightforward computation, one checks
Altf(µ) = Jr˜β − r˜α, µK
where J, K is the Schouten bracket from ∧2PDY → ∧
3
PDY. Therefore Jr˜β − r˜α, µK = 0.
Since Jr˜β − r˜α,−K = Jr˜β ,−K on (∧
2
PDY)
[a], one gets Jr˜β , µK = 0. It follows from [12,
Prop. 2.2] that the map Jr˜β ,−K has a trivial kernel on ∧2DY and ∧
2
PDY. Therefore
µ = 0, and the theorem is proved. 
Remark. Theorem 7.7 generalises [12, Thm. 2.1], where it is proved for the PROP
LBA. In particular, the uniqueness of the twist in LBA can be recovered by applying
the forgetful functor PLBA → LBA. Theoren 7.7 also generalises [26, Thm 6.1],
where it is proved for a semisimple Lie algebra.
8. Lie bialgebras graded by semigroups
In this section, we review some basic facts about partial semigroups and Lie
(co–)algebras graded by these.
8.1. Partial semigroups. A partial semigroup is a pair (S, σ), where S is a set,
and σ : S× S→ S a partial map defined on a subset S(2) ⊆ S× S such that, for any
α, β, γ ∈ S,
σ(σ(α, β), γ) = σ(α, σ(β, γ))
when both sides are defined, that is if (α, β), (σ(α, β), γ), (β, γ), (α, σ(β, γ)) ∈ S(2).
Remark. It is common in the literature (see e.g., [16]) to assume that the semigroup
law σ is strongly associative, i.e., for any α, β, γ ∈ S,
(α, β), (σ(α, β), γ) ∈ S(2) if and only if (β, γ), (α, σ(β, γ)) ∈ S(2).
UNIQUENESS OF COXETER STRUCTURES 45
This definition is stronger than the one given above, and is not suited for our
purposes, since it does not hold for root systems (cf. 12.6).14
8.2. Coherence. Every partial semigroup satisfies the following coherence prop-
erty. Let Br(n) be the set of full bracketings on the non–associative monomial
x1 · · ·xn. Let σb : S
n → S be the partial map obtained by composing σ along b
(e.g., σ(••)•(α, β, γ) = σ(σ(α, β), γ)). Set
S(n) = {α ∈ Sn | σb(α) is defined for any b ∈ Br(n)}
Proposition. For any α ∈ S(n), and b, b′ ∈ Br(n), σb(α) = σb′ (α).
Proof. Let b, b′ ∈ Br(n) two bracketings which differ by an elementary move, i.e.,
there are i < j < k < l such that, up to a permutation b↔ b′
b = · · ·
((
(xi+1 · · ·xj)(xj+1 · · ·xk)
)
(xk+1 · · ·xl)
)
· · ·
b′ = · · ·
(
(xi+1 · · ·xj)
(
(xj+1 · · ·xk)(xk+1 · · ·xl)
))
· · ·
and they agree on everything else. Let α ∈ S(n), and set α = σbij (αi+1, . . . , αj),
β = σbjk (αj+1, . . . , αk), and γ = σbkl(αk+1, . . . , αl), where brs is the restriction
of b and b′ to (xr+1 · · ·xs). By associativity, σ(σ(α, β), γ) = σ(α, σ(β, γ)) so that
σb(α) = σb′(α). Since for any b, b
′ ∈ Br(n), there is a sequence b = b0, b1, . . . , br = b′
such that bi, bi+1 differ by an elementary move, σb(α) = σb′(α). 
8.3. Morphisms, subsemigroups and saturated subsets. Let S,T be partial
semigroups. A morphism φ : S → T is a map such that (α, β) ∈ S(2) if and only if
(φ(α), φ(β)) ∈ T(2), and φ(σS(α, β)) = σT(φ(α), φ(β)) for any (α, β) ∈ S(2).
Any subset S′ ⊆ S inherits a partial semigroup structure. Namely, we denote by
t(S′) the semigroup with underlying set S′,
t(S′)(2) = {(α, β) ∈ S′ × S′| (α, β) ∈ S(2) and σ(α, β) ∈ S′}
and semigroup law induced by that of S. The corresponding embedding t(S′)→ S
is a morphism of semigroups if and only if S′ is a subsemigroup of S i.e., if (α, β) ∈
(S′ × S′) ∩ S(2) implies σ(α, β) ∈ S′.
For any α ∈ S, set
S(2)α = {(β, γ) ∈ S
(2) | σ(β, γ) = α}
A subset S′ ⊆ S is saturated if S
(2)
α ⊆ S′ × S′ for any α ∈ S′.
A partial semigroup is commutative if S(2) is symmetric, i.e., (α, β) ∈ S(2) if and
only if (β, α) ∈ S(2), in which case σ(α, β) = σ(β, α).
Henceforth, by semigroup we mean a commutative partial semigroup (S,+).
8.4. S–graded Lie (co)algebras. Let S be a semigroup, and N a k–linear sym-
metric monoidal category N .
Definition.
(1) An object b in N is S–graded if it decomposes as b =
⊕
α∈S bα.
(2) A morphism φ : b′ → b between S–graded objects in N is homogeneous if
φ(b′α) ⊆ bα for any α ∈ S.
14For example, in the root system of sl4, α2 +α1 and (α2 +α1)+α3 are defined, but α1 +α3
is not.
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If b ∈ N is S–graded, then b⊗ b is S× S–graded, and the subspace
bS(2) =
⊕
(β,γ)∈S(2)
bβ ⊗ bγ ⊆ b⊗ b
is naturally S–graded with (bS(2))α =
⊕
(β,γ)∈S
(2)
α
bβ ⊗ bγ . Let iS(2) : bS(2) → b ⊗ b
and pS(2) : b ⊗ b → bS(2) be the canonical injection and projection respectively,
θS(2) = iS(2) ◦ pS(2) : b ⊗ b → b ⊗ b the corresponding idempotent, and set θS(2) =
idb⊗b−θS(2) .
Definition.
(1) A Lie algebra (b, [ , ]) in N is S–graded if b is S–graded, [ , ] ◦ θS(2) = 0 and
[ , ] ◦ iS(2) : bS(2) → b is homogeneous.
(2) A Lie coalgebra (b, δ) in N is S–graded if b is S–graded, θS(2) ◦ δ = 0 and
pS(2) ◦ δ : b→ bS(2) is homogeneous.
8.5. Let b ∈ N be an S–graded object. For any subset S′ ⊆ S, set b′ =
⊕
α∈S′ bα
and let i : b′ → b and p : b → b′ be the corresponding injection and projection.
The following is straightforward.
Proposition.
(1) Assume b is an S–graded Lie algebra and set µ′ = p ◦ µ ◦ i⊗ i.
(a) If S′ is a subsemigroup of S, then (b′, µ′) is an S′–graded Lie algebra,
and i : b′ → b is a morphism of Lie algebras.
(b) If S′ is a saturated subset of S, then (b′, µ′) is a t(S′)–graded Lie alge-
bra, and p : b→ b′ is a morphism of Lie algebras.
(2) Assume b is an S–graded Lie coalgebra, and set δ′ = p⊗ p ◦ δ ◦ i.
(a) If S′ is a subsemigroup of S, then (b′, δ′) is an S′–graded Lie coalgebra,
and p : b→ b′ is a morphism of Lie coalgebras.
(b) If S′ is a saturated subset of S, then (b′, δ′) is a t(S′)–graded Lie coal-
gebra, and i : b′ → b is a morphism of Lie coalgebras.
(3) In particular, if (b, µ, δ) is an S–graded Lie bialgebra and S′ ⊆ S a saturated
subsemigroup, then (b′, µ′, δ′) is an S′–graded Lie bialgebra, and (b, b′) is a
split pair of Lie bialgebras with respect to i, p.
8.6. Example. Let g be a complex semisimple Lie algebra with fixed Borel and
Cartan subalgebras g ⊃ b ⊃ h and standard Lie bialgebra structure (see §15.5),
and let R+ ⊂ h∗ be the semigroup of positive roots of g relative to b . Let R0 be
the semigroup with underlying set R+ ⊔ {0}, and law extending that of R+ by an
element 0 such that α+ 0 = α for any α ∈ R+, with 0 + 0 not defined. Then, b is
graded as a Lie bialgebra by R0, with b0 = h, and bα = gα, α ∈ R+.
Let D be the Dynkin diagram of g, B ⊆ D a subdiagram, and RB,+ ⊆ R+ the
subset of roots whose support lies in B. RB,+ ⊔ {0} is a saturated subsemigroup of
R0, and the corresponding Lie subbialgebra of b is bB = h⊕
⊕
α∈RB,+
gα.
9. Semigroup extensions of LBA
In this section, we introduce the PROP LBAS which governs Lie bialgebras graded
by a given semigroup S.
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9.1. We construct below an S–graded version of the PROPs LA, LCA, LBA by
adding a complete family of orthogonal idempotents labeled by the elements of the
semigroup S. We describe in details the refinement of LA, which is easily adapted
to LCA and LBA.
9.1.1. Let L˜AS be the PROP generated by morphisms µ : [2]→ [1] and θα : [1]→
[1], α ∈ S, with relations (2.10),
θα ◦ θβ = δα,β · θα (9.1)
for any α, β ∈ S, and
µ ◦ θβ ⊗ θγ =
{
θβ+γ ◦ µ ◦ θβ ⊗ θγ if (β, γ) ∈ S(2)
0 if (β, γ) 6∈ S(2)
(9.2)
9.1.2. In addition to the orthogonality condition (9.1), we wish to impose the
completeness relation ∑
α∈S
θα = id[1] (9.3)
and, more generally,
∑
α∈Sp θα = id[p] for any p ∈ N, where
θα = θα1 ⊗ · · · ⊗ θαp ∈ End([p]) α = (α1, . . . , αp) ∈ S
p
To this end, let k[Sp]fin be the functions on Sp with finite support, regarded as
a non–unital algebra irrespective of whether S is finite. Then, L˜AS([p], [q]) is a
(k[Sq]fin, k[Sp]fin)–bimodule, with the functions δα, α ∈ Sq, and δβ , β ∈ Sp, acting
as θα ◦ − and − ◦ θβ respectively. We denote by LAS the PROP with morphisms
LAS([p], [q]) = k[S
q]fin ⊗k[Sq ]fin L˜AS([p], [q])⊗ˆk[Sp]fink[S
p]
where the tensor product is completed with respect to the weak topology on k[Sp].15
Explicitly, one has
LAS([p], [q]) =
∏
α∈Sp
⊕
β∈Sq
θβ ◦ L˜AS([p], [q]) ◦ θα
The composition of morphisms LAS([p], [q]) ⊗ LAS([q], [r]) → LAS([p], [r]) in LAS is
induced by that in L˜AS, because the multiplication of f ∈ k[Sq] and g ∈ k[Sq]fin has
finite support. The identity on [p] in LAS is precisely the element
∑
α∈Sp θα.
The following is straightforward.
Lemma. In LAS, the compatibility condition (9.2) is equivalent to
θα ◦ µ =
∑
(β′,γ′)∈S
(2)
α
µ ◦ θβ′ ⊗ θγ′
where S
(2)
α = {(β′, γ′) ∈ S(2) | β′ + γ′ = α}.
15 A basis of neighborhoods of zero in k[Sp] is given by the subsets
Uα1,...,αr := {f ∈ k[S
p] | ∀i = 1, . . . , r, f(αi) = 0}
Then k[Sp] = limU k[S
p]/U where the limit runs over the open subsets U ⊆ k[Sp], and, for any
discrete k[Sp]fin–module V ,
k[Sp]⊗ˆk[Sp]finV = lim
U
(
k[Sp]/U ⊗k[Sp]fin V
)
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Finally, we denote by LAS the closure under infinite direct sums of the Karoubi
envelope of LAS.
9.1.3. The PROPs LCAS and LBAS are obtained similarly. In particular, we impose
the following compatibility condition between the idempotents {θα}α∈S and the
cobracket δ : [2]→ [1],
θβ ⊗ θγ ◦ δ =
{
θβ ⊗ θγ ◦ δ ◦ θβ+γ if (β, γ) ∈ S(2)
0 if (β, γ) 6∈ S(2)
(9.4)
Analogously to Proposition 9.1, in LCAS and LBAS this is equivalent to the condition
δ ◦ θα =
∑
(β,γ)∈S
(2)
α
θβ ⊗ θγ ◦ δ
9.1.4. We observe that, although not strictly necessary, the commutativity of S is
a natural requirement in the case of PROPs describing Lie operations. Namely, one
has, for any α, β, γ ∈ S,
δα,β+γ · µ ◦ θβ ⊗ θγ = θα ◦ µ ◦ θβ ⊗ θγ = −θα ◦ µ ◦ θγ ⊗ θβ ◦ (1 2)
= −δα,γ+β · µ ◦ θγ ⊗ θβ ◦ (1 2) = δα,γ+β · µ ◦ θβ ⊗ θγ
and µ ◦ θβ ⊗ θγ = δβ+γ,γ+β · µ ◦ θβ ⊗ θγ . In particular, we see that µ ◦ θβ ⊗ θγ = 0
if either (β, γ) or (γ, β) are not in S(2), or β + γ 6= γ + β.
Remark. Let N be a Karoubian, k–linear symmetric monoidal category. There
is a canonical isomorphism
Fun⊗
b
(LBAS,N ) ≃ LBAS(N )
where LBAS(N ) is the category of S–graded Lie bialgebras in N .
9.2. Examples.
(1) For S = {0}, one has θ0 = id and LBAS = LBA.
(2) Let S = {0, 1} be the semigroup with the addition table
+ 0 1
0 0 1
1 1 1
θ0 is a morphism of Lie bialgebras, θ1 = id[1]−θ0, and it is immediate to
check that LBAS = PLBA as described in 6.3.
16
(3) More generally, if S = {0, . . . , n} with the tropical addition law p + q =
max(p, q), a module over LBAS consists of a Lie bialgebra b endowed with
a sequence b0 →֒ · · · →֒ bn = b of split inclusions of Lie bialgebras. The
Lie subbialgebra bi is the direct sum
⊕i
p=0 Im(θp).
16Note that the equality LBAS = PLBA holds only after taking Karoubi envelopes. Indeed,
LBAS is generated by one object, while PLBA is generated by the objects [a], [b].
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9.3. Morphisms in LBAS. The projections
θα = θα1 ⊗ · · · ⊗ θαN , α = (α1, . . . , αN ) ∈ S
N
are a complete family of orthogonal idempotents in LAS([N ], [N ]) and LCAS([N ], [N ]).
By construction, there is a natural right (resp. left) action of ΓS,N = SN ⋉ k[SN ]
on LAS([N ], [q]) and LCAS([p], [N ]), and natural identifications
LAS([N ], [q]) ≃
∏
α∈SN
LA([N ], [q]) ◦ θα (9.5)
and
LCAS([p], [N ]) ≃
∏
α∈SN
θα ◦ LCA([p], [N ]) (9.6)
The description of the morphisms in LBAS is similar to those in LBA and PLBA
(cf. 6.6), but the commutativity relations (9.2) and (9.4),
∀ (β, γ) 6∈ S(2), µ ◦ θβ ⊗ θγ = 0 = θβ ⊗ θγ ◦ δ
require the replacement of the free Lie algebras LN with the Lie algebras LN,α,
α ∈ SN defined as follows. As we explained in 4.1, it is convenient to describe the
Lie algebras LN,α in terms of labeled binary trees. Set Xα = {α1, . . . , αN} and let
Sα ⊆ S be the subsemigroup generated by Xα. Then LN,α = T (Xα)/Jα where Jα
is the ideal generated by all elements of the form [t, t], t ∈ T (Xα), [t1, [t2, t3]] +
[t2, [t3, t1]] + [t3, [t2, t1]], t1, t2, t3 ∈ T (Xα), and [αi1 , [αi2 , · · · , [αim−1 , αim ]] · · · ] for
any m 6 N and {i1, . . . , im} ⊆ {1, . . . , N} such that αi1 + (αi2 + (· · ·+αim) · · · ) is
not defined in Sα. We observe in particular that LN,α is an S–graded Lie algebra,
and
LN,α =
{
LN if S
(2)
α = Sα × Sα
LabN if S
(2)
α = ∅
where LabN is the abelian Lie algebra in N generators.
By (9.5), there is a surjective map from
∏
α∈SN (L
⊗q
N,α)δN to LAS([N ], [q]). The
injectivity follows easily by application of the realisation functor of LAS on the
S–graded Lie algebras LN,α, α ∈ SN . We then obtain an isomorphism of right
k[SN ]⋊SN–modules,
LAS([N ], [q]) ≃
∏
α∈SN
(L⊗qN,α)δN (9.7)
compatible with the left action of Sq. Through the equivalence LCAS ≃ LA
op
S , we
then obtain the isomorphism of left k[SN ]⋊SN–modules,
LCAS([p], [N ]) ≃
∏
α∈SN
(L⊗pN,α)δN (9.8)
compatible with the right action of Sp. The following is clear.
Proposition.
(1) The embeddings LAS, LCAS → LBAS induce an isomorphism of (Sq,Sp)–
bimodules
LBAS([p], [q]) ≃
⊕
N>0
LCAS([p], [N ])⊗ΓS,N LAS([N ], [q])
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(2) There is an isomorphism of (Sq,Sp)–bimodules
LBAS([p], [q]) ≃
⊕
N>0
 ∏
α∈SN
(L⊗pN,α)δN ⊗ (L
⊗q
N,α)δN

SN
where the coinvariants are taken with respect to the diagonal action of SN .
(3) There are natural isomorphisms
LBAS(T̂ [1]
⊗n
, T [1]⊗n) ≃
⊕
N>0
 ∏
α∈SN
(TL⊗nN,α)δN ⊗ (TL
⊗n
N,α)δN

SN
LBAS(Ŝ[1]
⊗n
, S[1]⊗n) ≃
⊕
N>0
 ∏
α∈SN
(SL⊗nN,α)δN ⊗ (SL
⊗n
N,α)δN

SN
In particular, if S(2) = S× S, we get
LAS([N ], [q]) ≃ k[S
N ]⊗ (L⊗qN )δN and LCAS([p], [N ]) ≃ (L
⊗p
N )δN ⊗ k[S
N ]
This yields the following generalisation of 6.6
LBAS([p], [q]) ≃
⊕
N>0
(
(L⊗pN )δN ⊗ k[S
N ]⊗ (L⊗qN )δN
)
SN
9.4. Universal Drinfeld–Yetter modules. The category DYnS , n > 1, is the
colored PROP generated by n+1 objects [1] and [Vk], k = 1, . . . , n, and morphisms
µ : [2]→ [1] δ : [1]→ [2]
θα : [1]→ [1], α ∈ S
πk : [1]⊗ [Vk]→ [Vk] π
∗
k : [Vk]→ [1]⊗ [Vk]
such that ([1], µ, δ, {θα}) is an LBAS–module in DY
n
S , and every ([Vk], πk, π
∗
k) is a
Drinfeld–Yetter module over [1].
Set
UnS = EndDYnS
(
n⊗
k=1
[Vk]
)
Let b be an S–graded Lie bialgebra. Then, for any n–tuple {Vk, πk, π∗k}
n
k=1 of
Drinfeld–Yetter modules over b, there is a realisation functor
G(b,V1,...,Vn) : DY
n
S −→ Vectk
such that [b] 7→ b, and [Vk] 7→ Vk, k = 1, . . . , n.
Proposition.
(1) Let f : DYb → Vectk be the forgetful functor, and Unb = End
(
f⊠n
)
. The
functors G(b,V1,...,Vn) induce an algebra homomorphism
ρnS,b : U
n
S → U
n
b
(2) Set AN,α = ULN,α. There is a linear isomorphism
UnS ≃
⊕
N>0
 ∏
α∈SN
(A⊗nN,α)δN ⊗ (A
⊗n
N,α)δN

SN
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In particular, if S(2) = S× S,
UnS ≃
⊕
N>0
(
(A⊗nN )δN ⊗ k[S
N ]⊗ (A⊗nN )δN
)
SN
(3) Every element in UnS is a linear combination of the endomorphisms of [V1]⊗
· · · ⊗ [Vn] given by
r
α,σ
N,N′ = π
(N) ◦ θα ⊗ id
⊗n ◦ σ ⊗ id⊗n ◦π∗(N
′) (9.9)
where N > 0, N,N ′ ∈ Nn are such that |N | = N = |N ′|, α ∈ SN , and
σ ∈ SN,α, where
SN,α = {σ ∈ SN | (αi, αj) 6∈ S
(2), i < j ⇒ σ(i) < σ(j)}
(4) Let {bi} ⊂ b be a basis and {b
i} ⊂ b∗ the dual basis. Then one has
ρnS (r
α,σ
N,N ′) =
∑
i=(i1,...,iN )
ik∈Iαk
bN(i) · b
σ(N ′)(i)
where Iαk is the set of indices corresponding to the basis of bαk .
Proof. (1) follows by construction. The proof of (2) is an easy generalisation of
those in 5.3 and 5.10. Namely, we first observe that by normal ordering there is an
isomorphism
DYS ([V1], [V1]) ≃
⊕
N>0
LCMS ([V1], [N ]⊗ [V1])⊗ΓS,N LMS ([N ]⊗ [V1], [V1]) (9.10)
where LMS (resp. LCMS) is the PROP generated by an S–graded Lie algebra object
[1] and a [1]–module [V1] (resp. an S–graded Lie coalgebra object [1] and a [1]–
comodule [V1]). By normal ordering in LMS, we obtain a surjective map∏
α∈SN
(ULN,α)δN → LMS([N ]⊗ [V1], [V1]) (9.11)
which is easily seen to be an isomorphism by considering the action of the Lie
algebra LN,α on ULN,α and the corresponding realisation functor. In particular,
since LCMS ≃ LM
op
S , combining (9.10) and (9.11), we obtain a linear isomorphism
US ≃
⊕
N>0
 ∏
α∈SN
(AN,α)δN ⊗ (AN,α)δN

SN
The proof of the general case follows by replacing [V1] with [V1] ⊗ · · · ⊗ [Vn] and
ULN,α with UL
⊗n
N,α. (iii) and (iv) are straightforward. 
9.5. PBW theorem for UnS . As in the case of UDY and UPDY, the tower of algebras
{UnS}n>1 is endowed with face maps ∆
n
i : U
n
S → U
n+1
S and degeneration maps
E in : U
n
S → U
n−1
S defining a cosimplicial structure.
Let
an : LBAS(T̂ [1]
⊗n
, T [1]⊗n)→ DYnS (⊗
n
k=1[Vk],⊗
n
k=1[Vk])
be the map given on φp,q ∈ LBAS(T
p[1], T q[1]), by
an(φp,q) = π
(p) ◦ φp,q ◦ π
∗(q)
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As in the case of LBA and PLBA, the isomorphism AN,α = ULN,α ≃ SLN,α
induces a PBW theorem for UnS .
Theorem.
(1) The following diagram is commutative
DYnS (
n⊗
k=1
[Vk],
n⊗
k=1
[Vk]) //
⊕
N>0
 ∏
α∈SN
(A⊗nN,α)δN ⊗ (A
⊗n
N,α)δN

SN
LBAS(T̂ [1]
⊗n
, T [1]⊗n)
an
OO
//
⊕
N>0
 ∏
α∈SN
(TLN,α
⊗n)δN ⊗ (TLN,α
⊗n)δN

SN
OO
LBAS(Ŝ[1]
⊗n
, S[1]⊗n)
Sym
OO
//
⊕
N>0
 ∏
α∈SN
(SLN,α
⊗n)δN ⊗ (SLN,α
⊗n)δN

SN
Sym⊗Sym
OO
(2) The map an ◦ Sym is an isomorphism of cosimplicial spaces.
9.6. Hochschild cohomology. The cosimplicial structure on {UnS}n>1 gives rise
to the semigroup universal Hochschild complex with differential dnS =
∑n+1
i=0 (−1)
i∆ni :
UnS → U
n+1
S The morphisms {ρ
n
S,b}n>1 defined in 9.4 define a chain map between
the corresponding Hochschild complexes. As in 5.19 and 6.11, we get the following
Theorem.
(1) The map an ◦ Sym induces an isomorphism
Hi(U•S, dS)
∼=
i⊕
j=0
LBAS(∧
j [1],∧i−j [1])
In particular, H0(U•S, dH,S) = k and H
1(U•S, dS) = 0.
(2) The identification in terms of semigroup Lie algebras LN,α of Proposition
9.3 yields
Hi(U•S, dH)
∼=
⊕
N>0
i⊕
j=0
 ∏
α∈SN
(
∧jLN,α
)
δN
⊗
(
∧i−jLN,α
)
δN

SN
9.7. Gluing maps. If b is a Lie bialgebra with Drinfeld double gb, the standard
multiplication maps Ug⊗nb → Ug
⊗n−1
b cannot be lifted to the PROPic level since
this would imply, for example, that the anti–normally ordered Casimir m(r21) =∑
i b
ibi acts on any Drinfeld–Yetter module, which is not the case if b is infinite–
dimensional. However, the polarised multiplication maps U(b∗)⊗n ⊗ Ub⊗n →
U(b∗)⊗n−1⊗Ub⊗n−1 do admit a universal analogue as maps from UnS to U
n−1
S . Their
description in terms of associative algebras, under the identification given by Propo-
sition 9.4, simply corresponds to polarised multiplication maps A⊗nN,α ⊗ A
⊗n
N,α →
A⊗n−1N,α ⊗A
⊗n−1
N,α (cf. [12, Prop. A.1]).
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Their intrinsic description in terms of morphisms in DYnS , however, is more in-
volved. Roughly, we consider maps min : U
n
S → U
n−1
S , i = 1, . . . , n − 1, which
produce an endomorphism of [V1]⊗· · ·⊗ [Vn−1] from one of [V1]⊗· · ·⊗ [Vn] by glu-
ing together the modules [Vi] and [Vi+1], as we now describe. This definition relies
on the universal Verma modules [M ] and [M∨] constructed in [15] (see also [1, Sec.
4] for more details). As objects in LBAS, [M ] = S[1], [M
∨] = Ŝ[1] :=
∏
N>0 S
N [1].
They are endowed with a structure of Drinfeld–Yetter module over [1], and they
satisfy
π[M ] ◦ id[1]⊗ι = i[1] and id[1]⊗ε ◦ π
∗
[M∨] = p[1]
where ι and i[1] (resp. ε and p[1]) are the canonical injections of (resp. projections
to) [0] = S0[1] and [1] = S1[1].
9.7.1. Let LMS be the PROP generated by an S–graded Lie algebra object [1] and
[1]–modules [Vk], k = 1, . . . , n. Let πk : [M ]⊗ [Vk]→ [Vk] be the map obtained by
iterations of the action of [1] on [Vk].
Definition. For any n > 2, i = 1, . . . , n− 1, the nth action–gluing map in position
i
(mLM)
i
n : LMS
(
[N ]⊗
n⊗
k=1
[Vk],
n⊗
k=1
[Vk]
)
→ LMS
(
[N ]⊗
n−1⊗
k=1
[Vk],
n−1⊗
k=1
[Vk]
)
is defined by
(mLM)
i
n
(
φ[N ],[V1],...,[Vn]
)
= π
(i)
i ◦ φ[N ],[V1],...,[Vi−1],[M ],[Vi],...,[Vn−1] ◦ ι
(i)
where π
(i)
i = id[V[1,i−1]]⊗πi ⊗ id[V[i+1,n−1]], ι
(i) = id[N ]⊗ id[V[1,i−1]]⊗ι ⊗ id[V[i,n−1]],
and id[V[i,j]] := id[Vi]⊗···⊗[Vj ], i 6 j.
9.7.2. Similarly, let LCMnS be the PROP generated by an S–graded Lie coalgebra
object [1] and [1]–comodules [Vk], k = 1, . . . , n. Let π
∗
k : [Vk]→ [M
∨]⊗ [Vk] be the
map obtained by iterations of the coaction of [1] on [Vk].
Definition. For any n > 2, i = 1, . . . , n − 1, the nth coaction–gluing map in
position i
(mLCM)
i
n : LCMS
(
n⊗
k=1
[Vk], [N ]⊗
n⊗
k=1
[Vk]
)
→ LCMS
(
n−1⊗
k=1
[Vk], [N ]⊗
n−1⊗
k=1
[Vk]
)
is defined by
(mLCM)
i
n
(
φ[N ],[V1],...,[Vn]
)
= ε(i) ◦ φ[N ],[V1],...,[Vi−1],[M ],[Vi],...,[Vn−1] ◦ (π
∗
i )
(i)
where (π∗i )
(i) = id[V[1,i−1]]⊗π
∗
i ⊗id[V[i+1,n−1]], ε
(i) = id[N ]⊗ id[V[1,i−1]]⊗ε⊗id[V[i,n−1]].
9.7.3. Set [V[1,n]] =
⊗n
k=1[Vk]. As we observed in (9.10), by normal ordering, the
algebra of endomorphisms UnS = DY
n
S
(
[V[1,n]], [V[1,n]]
)
is isomorphic to⊕
N>0
LCMS
(
[V[1,n]], [N ]⊗ [V[1,n]]
)
⊗ΓS,N LMS
(
[N ]⊗ [V[1,n]], [V[1,n]]
)
where ΓS,N = k[S
N ]⋊SN .
Definition. For any n ≥ 1, i = 1, . . . , n, the nth gluing map in position i, min :
UnS → U
n−1
S , is the map induced by (mLCM)
i
n ⊗ (mLM)
i
n.
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Remark. It should be clear from the description above that the maps min reduce
an element of UnS to one of U
n−1
S by gluing together [Vi] and [Vi+1], preserving the
order of actions and coactions. Specifically, the coactions on [Vi] occur before (resp.
any action on [Vi] occur after) any coaction or action on [Vi+1]. As we anticipated,
these should not be mistaken with a universal version of the multiplication maps
Ug⊗n → Ug⊗n−1. For example, let r α,σN,N′ be as in 9.9 and set r
α
12 = r
α,id
(0,1),(1,0),
rα21 = r
α,id
(1,0),(0,1), and κα = r
α,id
1,1 . Then, m
1
2(r
α
12) = κα = m
1
2(r
α
21) or, pictorially,
m12
//
m12
oo
9.8. The Casimir operator of UDY. Recall that κ = r
id
1,1 ∈ U
1
DY is the universal
version of the normally ordered Casimir
∑
i bib
i. In U1S, we have ρ˜S(κ) =
∑
α∈S κα.
For any i = 1, . . . , n, set
κi = id[V1]⊗···⊗[Vi−1]⊗κ ⊗ id[Vi+1]⊗···⊗[Vn] ∈ U
n
S
Proposition. The element
∑n
i=1(κ)i is central in U
n
S .
Remark. Note that in the algebra US the notions of invariant and central element
stand in an opposite relation than they do for the algebra Ugb. Namely, an invari-
ant element is clearly central, but the opposite in not necessarily true. For example
the Casimir element κ is central but not invariant.
Proof. The argument below is an easy generalisation of [12, Prop. A.1]. Let
Xn ⊆ UnS be the subspace of all elements X ∈ U
n
S satisfying
[κ1 + κ2 + · · ·+ κn, X ] = 0
The following is straightforward.
(i) If X ∈ Xn, then ∆
n
i (X) ∈ Xn+1, i = 0, 1, . . . , n+ 1.
(ii) If X ∈ Xn, then Xσ ∈ Xn for any σ ∈ Sn, where
Xσ = σ−1 ◦X[Vσ(1)]⊗···⊗[Vσ(n)] ◦ σ
(iii) If X ∈ Xn, then m
i
n(X) ∈ Xn−1 for any n > 2 and i = 1, . . . , n− 1.
To prove (iii) it is enough to observe that, for any X ∈ UnS ,
min([X,κ1 + κ2 + · · ·+ κn]) = [m
i
n(X), κ1 + κ2 + · · ·+ κn−1]
Let PN be the set of partitions of {1, . . . , 2N} of the form {i1, j1} ⊔ · · · {iN , jN}.
For any partition P in PN and α ∈ S
N , set
r
α
P =
N∏
k=1
rαkik,jk
where rαkik,jk denotes the composition of the coaction on [Vjk ], the idempotent θαk ,
and the action on [Vik ]. The morphisms r
α
P are well–defined, since the elements
rαkik,jk , k = 1, . . . , N , commute in U
2n
S . It follows from (i), (ii), (iii) that Xn = U
n
S
for any n > 1 if and only if
{r
α
P | P ∈ Pn, α ∈ S
n} ⊂ X2n
for all n > 1. The result follows from the explicit computation [rα12, κ1 + κ2] = 0,
for any α ∈ S.
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Namely, for any β ∈ S, we have
[rα12, (κβ)1 + (κβ)2] = Cα,β −
∑
γ∈L(β)
Cα,γ
where L(β) = {γ ∈ S | α+ γ = β} and
Cα,β = r
(β,α),id
(1,1),(2,0) − r
(β,α),(1 2)
(1,1),(2,0) + r
(α,β),id
(0,2),(1,1) − r
(β,α),(1 2)
(0,2),(1,1)
Set Aα = {β ∈ S | L(β) 6= ∅}, Bα = {β ∈ S | (α, β) ∈ S(2)}, and L(Aα) =⊔
β∈Aα
L(β). It is clear that, if β 6∈ Bα, then Cα,β = 0. Therefore,
[rα12, κ1 + κ2] =
∑
β∈S
Cα,β − ∑
γ∈L(β)
Cα,γ
 = ∑
β∈Bα
Cα,β −
∑
β∈Aα
∑
γ∈L(β)
Cα,γ
=
∑
β∈Bα
Cα,β −
∑
γ∈L(Aα)
Cα,γ
The result follows by observing that, if β ∈ Bα, then β ∈ L(α + β) ⊂ L(Aα).
Therefore, Bα = L(Aα) and [r
α
12, κ1 + κ2] = 0. 
10. Saturated subsemigroups and split pairs
Let S be a semigroup, and UnS the universal algebras introduced in 9.4. In this
section, we study the subalgebras of UnS determined by the saturated subsemigroups
of S.
10.1. Subsemigroups and LBA–modules in LBAS. Recall from 8.3 that a sub-
semigroup S′ ⊆ S is saturated if S
(2)
α ⊆ S′ × S′ for any α ∈ S′.
Proposition. Let S′⊆S be a saturated subsemigroup in S. Then,
(1) The idempotent θS′ =
∑
α∈S′ θα satisfies
θS′ ◦ µ = µ ◦ θS′ ⊗ θS′ and δ ◦ θS′ = θS′ ⊗ θS′ ◦ δ
(2) The object ([1]S′ , µS′ , δS′), where [1]S′ = ([1], θS′),
µS′ = θS′ ◦ µ ◦ θS′ ⊗ θS′ and δS′ = θS′ ⊗ θS′ ◦ δ ◦ θS′
is an LBA–module in LBAS and a Lie subbialgebra of [1].
(3) For any saturated subsemigroup S′′ ⊆ S′ ⊆ S, the pair ([1]S′ , [1]S′′) is a
PLBA–module in LBAS,i.e., there is a canonical functor
ρ(S′,S′′) : PLBA→ LBAS
mapping [a] to [1]S′′ and [b] to [1]S′ .
Proof. We prove (1). Then (2) and (3) are obvious consequences. We have
θS′ ◦ µ =
∑
α∈S′
θα ◦ µ =
∑
α∈S′
(β,γ)∈S(2)α
µ ◦ θβ ⊗ θγ =
∑
α∈S′
(β,γ)∈S′(2)α
µ ◦ θβ ⊗ θγ
=
∑
(β,γ)∈S′(2)
µ ◦ θβ ⊗ θγ = µ ◦ θS′ ⊗ θS′
where the second equality holds by Lemma 9.1.2, the third one by saturation of S′,
and the fourth one because S′ is a semigroup. 
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10.2. Semigroup subalgebras. Let S′ ⊆ S be a saturated subsemigroup, DYnS′ ,
DYnS the corresponding PROPs.
For every n > 1 and i = 0, 1, . . . , n + 1, let Dni,S : DY
n
S → DY
n+1
S and E
i,S
n :
DYnS → DY
n−1
S be the S–analogues of the functors D
n
i , E
(i)
n defined in 5.7. The
following is straightforward.
Proposition.
(1) The inclusion S′ ⊂ S induces a faithful functor ιnS′,S : DY
n
S′ → DY
n
S defined
as follows: the S′–graded Lie bialgebra object ([1]S′ , µS′ , δS′ , {θα}α∈S′) in
DYnS′ maps to
(([1]S, θS′), θS′ ◦ µS ◦ θS′ ⊗ θS′ , θS′ ⊗ θS′ ◦ δS ◦ θS′ , {θα}α∈S′)
and the Drinfeld–Yetter modules [Vk] in DY
n
S′ map to their analogues in
DYnS restricted to ([1]S, θS′), i.e.,
([Vk], πk,S′ , π
∗
k,S′ ) 7→ ([Vk], πk,S ◦ θS′ ⊗ id[Vk], θS′ ⊗ id[Vk] ◦π
∗
k,S)
(2) For any i = 0, . . . , n+ 1,
ιn+1S′,S ◦ D
n
i,S′ = D
n
i,S ◦ ι
n
S′,S and ι
n−1
S′,S ◦ E
i,S′
n = E
i,S
n ◦ ι
n
S′,S
It follows from Theorem 9.5 that the faithful functor ιnS′,S induce an injective mor-
phism of algebras UnS′ → U
n
S , which preserves the cosimplicial structures induced
on UnS′ and U
n
S by the functors D
n
i,·, E
i,·
n . Henceforth, for every subsemigroup S
′, we
will identify the algebras UnS′ with their images in U
n
S .
10.3. Subsemigroup invariants. Let S′ ⊆ S be a subsemigroup. If b is an S–
graded Lie bialgebra, the subspace
bS′ =
⊕
α∈S′
bα ⊆ b (10.1)
is a Lie subalgebra of b, and it is a Lie subbialgebra if S′ is saturated. Denote by
Unb,bS′ = End
(
DYb → DYbS′
)
the algebra of endomorphisms of the restriction functor from the category of Drinfeld–
Yetter modules over b to those over bS′ .
Let [bS′ ] = ([1], θS′) ∈ LBAS be the LBA–module corresponding to S
′, and UnS,S′ :=
(UnS )
[bS′ ] ⊆ UnS the subalgebra of [bS′ ]–invariants, i.e., the subspace of all φ ∈ U
n
S
which commute with the action and coaction of [bS′ ] on [V1]⊗ · · · ⊗ [Vn] (cf. 6.8).
Proposition.
(1) For any α ∈ (S\S′)N , the elements r
α,σ
N,N ′ ∈ U
n
S given by (9.9) are invariant
under [bS′ ].
(2) If (S′)(2) = ∅, then [bS′ ] is an abelian Lie bialgebra and UnS,S′ = U
n
S . In
particular, the homomorphism ρnS,b : U
n
S → U
n
b factors through U
n
b,bS′
.
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Proof. (1) It follows from (9.2) and (9.4) that, for any α ∈ SN with αi 6∈ S′,
i = 1, . . . , N , the elements r
α,σ
N,N ′ commutes with the action and coaction of [bS′ ].
We give the proof of the invariance with respect to the action of [bS′ ] for the elements
r
α,σ
N,N . The general case is proved similarly. For any β ∈ S
′, we have
α σ
β
N N
= α σ
β
N N
+
N∑
i=1

α σ
β
N N

= α σ
β
N N
The identity is obtained by iteration of the compatibility condition between action
and coaction, and by observing that, since S′ is saturated and αi 6∈ S′, one has
θαi ⊗ id ◦δ ◦ θβ = 0 and θβ ◦ µ ◦ θαi ⊗ id = 0
from (9.2) and (9.4). Therefore r
α,σ
N,N′ ∈ (U
n
S )
[b0] for any α ∈ (S \ S′)N .
(2) If (S′)(2) = ∅, then [bS′ ] ⊆ [b] is an abelian Lie subbialgebra and the same
proof works for any α ∈ SN . Therefore every morphisms ρnS,b(r
α,σ
N,N ′) is a morphism
in the category of Drinfeld–Yetter bS′–modules, and ρ
n
S,b factors through U
n
b,bS′
. 
10.4. Semigroup subalgebras of the S–universal algebra. Let S′′ ⊆ S′ ⊆ S
be saturated subsemigroups, b an S–graded Lie bialgebra, and bS′′ ⊆ bS′ ⊆ bS = b
the sub Lie bialgebras defined by (10.1). For any n > 1, we denote by ρn(S′,S′′) the
morphism ρn(S′,S′′) : U
n
PDY → U
n
b corresponding to the split pair of Lie bialgebras
(bS′ , bS′′). The following is clear.
Proposition.
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(1) Let ρ˜nS′ : U
n
DY → U
n
S be the linear map which is the identity on each [Vk],
and maps the Lie bialgebra [1] ∈ DYn to ([1], θS′) ∈ DY
n
S . In particular,
ρ˜nS′(r
σ
N,N′) =
∑
α∈(S′)N
r
α,σ
N,N′
Then, ρ˜S′ is an algebra homomorphism and satisfies
UnDY
ρ˜n
S′ //
ρnb
S′

	
UnS
ρnS

UnbS′
// UnbS
(2) Let ρ˜n(S′,S′′) : U
n
PDY → U
n
S be the linear map which is the identity on each
[Vk], and maps the split pair ([1], id), ([1], π0) in PDY
n to the split pair
([1], θS′), ([1], θS′′) in DY
n
S . In particular,
ρ˜n(S′,S′′)(r
i,σ
N,N′) =
∑
α∈I
i
(S′,S′′)
r
α,σ
N,N ′
where α ∈ SN belongs to I
i
(S′,S′′) iff αk ∈ S
′′ whenever ik = 0 and αk ∈ S′\S′′
otherwise. Then, ρ˜n(S′,S′′) is an algebra homomorphism and satisfies
UnPDY
ρ˜n
(S′,S′′)
//
ρn(b
S′ ,bS′′ )

	
UnS
ρnS

UnbS′
// UnbS
10.5. Universal twists. Let Φ ∈ Assoc be a fixed associator. For any saturated
subsemigroup S′⊆S, denote by ΦS′ = ρ˜3S′(Φ) the image of Φ in Û
3
S under the map
ρ˜3S′ : U
3
DY → U
3
S.
Let J rel ∈ Û2PDY be the universal relative twist constructed in [1] (see Theorem
7.6). For any S′′ ⊆ S′ ⊆ S, set J(S′,S′′) = ρ˜
2
(S′,S′′)(J
rel) ∈ Û2S. Then, J(S′,S′′) ∈
Û2S′,S′′ = (Û
2
S′)
[bS′′ ] and it satisfies the relative twist equation
(ΦS′)J(S′,S′′) = ΦS′′ (10.2)
Theorem.
(1) If J1, J2 ∈ Û2S′,S′′ , are solutions of (10.2), with (Ji)0 = 1, there is a gauge
transformation u ∈ Û×S′,S′′ , with u0 = 1, such that J2 = u1 · u2 · J1 · u
−1
12 .
(2) The gauge transformation u is unique.
Proof. The proof of (1) follows verbatim that of Theorem 7.7. (2) Assume that
u ∈ Û×S′,S′′ is such that
u1 · u2 · J = J · u12
and u = 1 mod (US′,S′′)>n. Let v ∈ (US′,S′′)n such that u = 1+v mod (US′,S′′)>n+1.
Taking the component of degree n+ 1 in the above equation yields
dH(v) = v2 − v12 + v1 = 0
which by Theorem 9.6 implies v = 0. 
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10.6. Orthogonal semigroups. By definition, two subsemigroups S′, S′′ ⊆ S are
orthogonal if (S′ × S′′) ∩ S(2) = ∅.
Proposition. Let S′, S′′ ⊆ S be orthogonal saturated subsemigroups.
(1) In DYnS , the action and coaction of [bS′ ] on each [Vk] commute with those
of [bS′′ ].
(2) Every element in UnS′ commutes with the action and coaction of [bS′′ ] on
any [Vk]. In particular, every element in U
n
S′ is [bS′′ ]–invariant.
(3) In UnS , [U
n
S′ ,U
n
S′′ ] = 0.
(4) In UnS , U
n
S′⊔S′′ = U
n
S′ · U
n
S′′ .
Proof. (1) follows from the orthogonaliy of the subsemigroups, since it implies
that, for any α ∈ S′, β ∈ S′′, µ ◦ θα ⊗ θβ = 0 = θα ⊗ θβ ◦ δ. (2) and (3) are
direct consequences of (1) since every element in UnS′ (resp. U
n
S′′) is realised as
a composition of actions and coaction of [bS′ ] (resp. [bS′′ ]). Finally, the same
argument shows that UnS′⊔S′′ = U
n
S′ · U
n
S′′ . Namely, let α ∈ (S
′ ⊔ S′′)N and define a
partition I ′, I ′′ of {1, . . . , N} such that αi ∈ S′, i ∈ I ′, αj ∈ S′′, j ∈ I ′′. One has
r
α,σ
N,N˜
= r
α′,σ′
N ′,N˜
′ · r
α′′,σ′′
N ′′,N˜
′′
where α′ = (αi)i∈I′ , α
′′ = (αj)j∈I′′ , σ
′ ∈ S|I′|, σ
′′ ∈ S|I′′| are the restrictions of
σ to I ′ and I ′′, respectively, and similarly for N ′, N ′′. Therefore, r
α′,σ′
N ′,N˜
′ ∈ UnS′ ,
r
α′′,σ′′
N ′′,N˜
′′ ∈ UnS′′ , and (4) follows. 
11. Diagrams and nested sets
We review in this section a number of combinatorial notions associated to a
diagramD, in particular the definition of nested sets onD and their relative version,
following [7, 27, 2].
11.1. Nested sets on diagrams. A diagram is an undirected graph D with no
multiple edges or loops. A subdiagram B ⊆ D is a full subgraph of D, that is, a
graph consisting of a (possibly empty) subset of vertices of D, together with all
edges of D joining any two elements of it.
Two subdiagrams B1, B2 ⊆ D are orthogonal if they have no vertices in common,
and no two vertices i ∈ B1, j ∈ B2 are joined by an edge inD. We denote by B1⊔B2
the disjoint union of orthogonal subdiagrams. Two subdiagrams B1, B2 ⊆ D are
compatible if either one contains the other or they are orthogonal.
A nested set on D is a collection H of pairwise compatible, connected subdia-
grams of D which contains the empty set and conn(D), where conn(D) denotes the
set of connected components of D.
Let Ns(D) be the partial ordered set of nested sets on D, ordered by reverse
inclusion. Ns(D) has a unique maximal element conn(D) and its minimal elements
are the maximal nested sets. We denote the set of maximal nested sets on D by
Mns(D). It is easy to see that the cardinality of any maximal nested set on D is
equal to |D| + 1. Every nested set H on D is uniquely determined by a collection
{Hi}
r
i=1 of nested sets on the connected components Di of D. We therefore obtain
canonical identifications
Ns(D) =
r∏
i=1
Ns(Di) and Mns(D) =
r∏
i=1
Mns(Di).
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11.2. Relative nested sets. If B′ ⊆ B ⊆ D are two subdiagrams of D, a nested
set on B relative to B′ is a collection of subdiagrams of B, containing conn(B) and
conn(B′), in which every element is compatible with, but not properly contained in
any of the connected components of B′. We denote by Ns(B,B′) and Mns(B,B′),
respectively, the collections of nested sets and maximal nested sets on B relative to
B′. In particular, Ns(B) = Ns(B, ∅) and Mns(B) = Mns(B, ∅). Relative nested sets
are endowed with the following operations, which preserve maximal nested sets.
• Vertical union. For any B′′ ⊆ B′ ⊆ B, there is an embedding
∪ : Ns(B,B′)× Ns(B′, B′′)→ Ns(B,B′′), (11.1)
given by the union of nested sets. Its image NsB′(B,B
′′) ⊆ Ns(B,B′′) is
the collection of relative nested sets which contains conn(B′).
• Vertical decomposition. Let B′′ ⊆ B andH ∈ Ns(B,B′′). If conn(B′) ⊆
H and B′′ ⊆ B′, H is in the image of (11.1). Therefore, there are uniquely
defined nested sets HB′′B′ ∈ Ns(B′, B′′) and HB′B ∈ Ns(B,B′)
17 such that
H = HB′′B′ ∪HB′B;
• Orthogonal union. For any B = B1⊔B2 and B′ = B′1⊔B
′
2 with B
′
1 ⊆ B1,
B′2 ⊆ B2, there is a bijection
Ns(B1, B
′
1)× Ns(B2, B
′
2)→ Ns(B,B
′),
mapping (H1,H2) 7→ H1 ∪H2.
12. Diagrammatic semigroups and Lie bialgebras
In this section, we introduce the notion of diagrammatic semigroup. The corre-
sponding extension of LBA allows to account for both the diagrammatic structure
of the Borel subalgebra of a complex semisimple Lie algebra, as well as its root
space decomposition.
12.1. Lax D–algebras [2, §3]. Let D be a diagram. A lax D–algebra is the datum
of
• for any B ⊆ D, a k–algebra AB
• for any B′ ⊆ B, a homomorphism iBB′ : AB′ → AB
such that
• for any B′′ ⊆ B′ ⊆ B, iBB′ ◦ iB′B′′ = iBB′′
• for any B = B′ ⊔ B′′, with B′ ⊥ B′′, mB ◦ iBB′ ⊗ iBB′′ is a morphism of
algebras AB′ ⊗AB′′ → AB, where mB denotes the multiplication in AB .
A strict morphism A1 → A2 of lax D–algebras is a collection of algebra homo-
morphisms φB : A
1
B → A
2
B labeled by the subdiagrams B ⊆ D such that, for any
B′ ⊆ B, i2BB′ ◦ φB′ = φB ◦ i
1
BB′ as morphisms A
1
B′ → A
2
B.
17More precisely, for any H ∈ Mns(B,B′′′) with conn(B′), conn(B′′) ∈ H and B′′′ ⊆ B′′ ⊆ B′,
we set
HB′′B′ = {C ∈ H | C ⊆ B
′, C ( B′′}
UNIQUENESS OF COXETER STRUCTURES 61
12.2. Diagrammatic Lie bialgebras [2, §5]. A diagrammatic Lie bialgebra b is
the datum of
• a diagram D
• for any B ⊆ D, a Lie bialgebra bB
• for any B′ ⊆ B, a Lie bialgebra morphism iBB′ : bB′ → bB
such that
• for any B, iBB = idbB
• for any B′′ ⊆ B′ ⊆ B, iBB′ ◦ iB′B′′ = iBB′′
• for any B = B′ ⊔ B′′ with B′ ⊥ B′′, iBB′ + iBB′′ : bB′ ⊕ bB′′ → bB is an
isomorphism of Lie bialgebras.
The above properties imply in particular that b∅ = 0, and that Ub is a lax D–
algebra, with (Ub)B = UbB.
12.3. Split diagrammatic Lie bialgebras [2, §5]. A split pair of Lie bialgebras
(b, a) is the datum of two Lie bialgebras a, b, together with Lie bialgebra morphisms
i : a → b and p : b → a such that p ◦ i = ida. These give rise to an embedding
i⊕ pt : ga →֒ gb of the corresponding doubles, which preserves the bracket and the
inner product.
A diagrammatic Lie bialgebra b is split if there are Lie bialgebra morphisms
pB′B : bB → bB′ for any B′ ⊆ B, such that pB′B ◦ iBB′ = idbB′ , and
• for any B, pBB = idbB
• for any B′′ ⊆ B′ ⊆ B, pB′′B′ ◦ pB′B = pB′′B
• for any B = B′ ⊔ B′′ with B′ ⊥ B′′, pB′B ⊕ pB′′B : bB → bB′ ⊕ bB′′ is an
isomorphism of Lie bialgebras, and is the inverse of iBB′ + iBB′′ .
12.4. Example. Let g be a complex semisimple Lie algebra, with Borel and Cartan
subalgebras g ⊃ b ⊃ h, Dynkin diagram D, Serre generators {ei, fi, α∨i }i∈D, and
standard Lie bialgebra structure (see 15.5). Then, g is a diagrammatic Lie bialge-
bra, where, for any B ⊆ D, gB ⊆ g is the subalgebra generated by {ei, fi, α∨i }i∈B.
b is also a diagrammatic Lie bialgebra with subalgebras bB = hB ⊕ nB, where
hB ⊆ h is the span of {α∨i }i∈B and nB is the nilpotent subalgebra generated by
{ei}i∈B. Moreover, the diagrammatic structure on b is split as follows. Let R+ ⊂ h
∗
be the set of positive roots of g relative to b and, for any B ⊆ D, let RB,+ ⊆ R+
be the subset of roots whose support lies in B. In particular, nB =
⊕
α∈RB,+
gα.
Then, for any B′ ⊆ B, we have
hB = hB′ ⊕ h
⊥
B′ and nB = nB′ ⊕ n
⊥
B′
where h⊥B′ = {t ∈ hB |αi(t) = 0, i ∈ B
′} and n⊥B′ =
⊕
α∈RB,+\RB′,+
gα. The
corresponding projections pB′B : bB = hB⊕nB → hB′⊕nB′ = bB′ are Lie bialgebra
morphisms and give rise to a split diagrammatic Lie bialgebra structure on b.
12.5. Diagrammatic semigroups. A diagrammatic semigroup is a pair S = (S, D)
whereD is a diagram and S a semigroup endowed with a family of subsets S(B) ⊆ S
indexed by the subdiagrams of D, such that
• S(B) is a saturated subsemigroup in S
• S(B′) ⊆ S(B) for any B′ ⊆ B
• for any B′ ⊥ B′′,
S(B′ ⊔B′′) = S(B′) ⊔ S(B′′) and (S(B′)× S(B′′)) ∩ (S)(2) = ∅
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It follows in particular that S(∅) = ∅. Moreover, if b is an S–graded Lie bialgebra,
and B ⊆ D is a subdiagram, then
bB :=
⊕
α∈S(B)
bα
is a Lie subbialgebra of b. The following is straightforward.
Proposition. Let S = (S, D) be a diagrammatic semigroup. Then, every S–graded
Lie bialgebra is a split diagrammatic Lie bialgebra.
12.6. Semisimple Lie algebras. Let g be a complex semisimple Lie algebra, with
Borel subalgebra b. As pointed out in 8.6, b is graded by R0 = R+ ⊔ {0}, where
R+ is the semigroup of positive roots of g relative to b. However, the diagrammatic
structure of b given in 12.4 is not encoded by its R0–grading via Proposition 12.5.
Indeed, if B ( D, bB = hB⊕nB does not correspond to a subset of R0 since hB ( h
is not a graded component of b.
Note that R+ is a diagrammatic semigroup, with saturated subsemigroups RB,+
given by the set of roots with support inB, but this diagrammatic structure does not
extend to R0 since RB,+ is not saturated in R0. Alternatively, one can consider the
saturated subsemigroups R0(B) = RB,+ ⊔ {0} ⊂ R0, but the latter only detect the
Lie subbialgebras h⊕nB ⊃ bB and, correspondingly, do not satisfy the orthogonality
property (R0(B)× R0(B′)) ∩ R
(2)
0 = ∅ if B ⊥ B
′.
The need to simultaneously account for the diagrammatic and the R0–graded
structure of b motivates the construction in the following paragraph.
12.7. Extensions of diagrammatic semigroups and PROPs. Let S = (S, D)
be a diagrammatic semigroup, and S0 = S ⊔ {0} the semigroup which extends S
with an element 0 such that (0, 0) 6∈ S
(2)
0 and α + 0 = α for any α ∈ S. If α ∈ S
and B ⊆ D, we write α ⊥ B if α ∈ S(B′) for some B′ ⊥ B.
Let LBAS be the PROP generated by a module over LBAS0 ,
18 and a family of
idempotents θ0,B : [1]→ [1], B ⊆ D, such that θ0,D = θ0,
θ0,B′ ◦ θ0,B = θ0,B′ = θ0,B ◦ θ0,B′ for any B
′ ⊆ B
θ0,B′⊔B′′ = θ0,B′ + θ0,B′′ for any B
′ ⊥ B′′
and the following additional relations hold
µ ◦ θ0,B ⊗ θα =
{
0 if α ⊥ B
µ ◦ θ0 ⊗ θα if α ∈ S(B)
θ0,B ⊗ θα ◦ δ =
{
0 if α ⊥ B
θ0 ⊗ θα ◦ δ if α ∈ S(B)
The above relations imply that θ0,∅ = 0, and that θ0,B′ ◦ θ0,B′′ = 0 = θ0,B′′ ◦ θ0,B′
for any B′ ⊥ B′′ since if p, q are idempotents, p+ q is an idempotent if and only if
pq = 0 = qp.
Proposition.
18That is, by a complete family of orthogonal idempotents θα : [1] → [1], α ∈ S0, a bracket
µ : [2]→ [1], and a cobracket δ : [1]→ [2], with the same relations described in 9.1.
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(1) For any B ⊆ D, set θB = θ0,B +
∑
α∈S(B) θα. Then, θ
2
B = θB ,
θB ◦ µ = µ ◦ θB ⊗ θB and δ ◦ θB = θB ⊗ θB ◦ δ.
(2) If N is a Karoubian, k–linear symmetric monoidal category, any module
b ∈ N over LBAS is a split diagrammatic Lie bialgebra with bB = θB(b),
B ⊆ D.
Proof. (1) The relations above imply in particular that θ0,B ◦ θα = 0 = θα ◦ θ0,B
for any B ⊆ D and α ∈ S, so that θ2B = θB. Set now θ
′
B = θ0 +
∑
α∈S(B) θα. Then,
since S(B) ∪ {0} is a saturated subsemigroup in S0,
µ ◦ θB ⊗ θB = µ ◦ θ
′
B ⊗ θ
′
B = θ
′
B ◦ µ = θB ◦ µ,
where the first equality follow from µ ◦ θ0 ⊗ θ0 = 0 = µ ◦ θ0,B ⊗ θ0,B and µ ◦ (θ0 −
θ0,B)⊗ θα = 0 if α ∈ S(B), and the last one from θ0 ◦ µ = 0 = θ0,B ◦ µ. Similarly
for δ. Moreover, for any B′ ⊥ B′′, µ ◦ θB′ ⊗ θB′′ = 0 = θB′ ⊗ θB′′ ◦ δ. It follows
that θB(b), B ⊆ D, are Lie bialgebras and define a split diagrammatic structure on
b. (2) is a direct consequence of (1). 
12.8. Example. Let g be a complex semisimple Lie algebra, and retain the nota-
tion of 12.6. Set S = (R+, D), where the diagrammatic structure on the semigroup
R+ is given by R+(B) = RB,+. Then, the Borel subalgebra b ⊂ g is a module over
LBAS, where the idempotents θ0,B correspond to the projections h = hB⊕h
⊥
B → hB.
In particular, both the diagrammatic and R0–graded structure of b are codified by
LBAS.
Henceforth, by abuse of terminology, we say that a Lie bialgebra is S–graded if
it is a LBAS–module.
12.9. Colimit structure of LBAS. The PROP LBAS is not a semigroup extension
of LBA in the sense of 9.1, since the family of idempotents {θα, θ0,B} is not labeled
by a semigroup, and is neither complete nor orthogonal. Nevertheless, we show
below that LBAS is in fact a colimit of semigroup extensions of LBA.
We retain the notation from Section 11. For any H ∈ Ns(D) and B ∈ H, denote
by BH ⊂ B the union of the maximal elements of H properly contained in B.
Let SH be the semigroup with underlying set S ⊔ {ζHB }B∈H, which contains S as
subsemigroup and is such that ζHB1 + ζ
H
B2
is undefined for any B1, B2 ∈ H and
α+ ζHB =
{
undefined if α ⊥ B or α ∈ S(BH)
α otherwise
Proposition. Set LBAS,H = LBASH .
(1) For any H, there is a morphism hH : LBAS,H → LBAS given by hH(µ) = µ,
hH(δ) = δ, hH(θα) = θα, α ∈ S, and
hH(θζHB ) = θ0,B − θ0,BH
(2) For any H′ ⊆ H, there is a morphism hHH′ : LBAS,H′ → LBAS,H given by
hHH′(µ) = µ, hHH′(δ) = δ, hHH′(θα) = θα, α ∈ S, and
hHH′(θζH′
B′
) =
∑
B
θζH
B
where the sum ranges over the B ∈ H such that B ⊆ B′, and B 6⊂ B′H′ .
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(3) The following holds for any H′′ ⊆ H′ ⊆ H,
hH ◦ hHH′ = hH′ and hHH′ ◦ hH′H′′ = hHH′′
as morphisms LBAS,H′ → LBAS and LBAS,H′′ → LBAS,H respectively.
(4) The PROP LBAS is the colimit of (LBAS,H, hHH′).
Proof. (1)–(3) are verified by direct inspection. (4) Let P be a PROP endowed
with a family of morphisms pH : LBAS,H → P such that pH ◦ hHH′ = pH′ for
any H′ ⊆ H. Then, one can check easily that there is a unique morphism p :
LBAS → P such that p ◦ hH=pH. Namely, p is determined by the assignment
p(θ0,B) = p{B,D}(θζ{B,D}
B
). 
12.10. Universal Drinfeld–Yetter modules. Fix henceforth a diagrammatic
semigroup S = (S, D). The category DYnS , n > 1, is the colored PROP generated
by n+ 1 objects, [1] and {[Vk]}nk=1, and morphisms
• θα : [1]→ [1], α ∈ S, and θ0,B : [1]→ [1], B ⊆ D
• µ : [2]→ [1], δ : [1]→ [2]
• πk : [1]⊗ [Vk]→ [Vk], π∗k : [Vk]→ [1]⊗ [Vk]
such that
• ([1], θα, θ0,B, µ, δ) is an LBAS–module in DY
n
S
• every ([Vk], πk, π∗k) is a Drinfeld–Yetter module over [1]
12.11. Universal algebras. We set Un
S
= EndDYn
S
([V1]⊗ [V2]⊗ · · · ⊗ [Vn]). For
any S–graded Lie bialgebra b and n–tuple {Vk, πk, π∗k}
n
k=1 of Drinfeld–Yetter b–
modules, there is a canonical realisation functor
G(b,V1,...,Vn) : DY
n
S −→ Vectk
sending [1] 7→ b, and [Vk] 7→ Vk. As usual, the functors G(b,V1,...,Vn) induce an
algebra homomorphism ρnS,b : U
n
S
→ Unb , where U
n
b = End
(
f⊠n
)
and f: DYb → Vectk
is the forgetful functor.
12.12. Colimit structures. As in the case of LBAS, DY
n
S is a colimit of semigroup
extensions of DYn. Namely, let H ∈ Ns(D) and set DYnS,H = DY
n
SH
and UnS,H =
UnSH . The morphism hH : LBAS,H → LBAS (resp. hHH′ : LBAS,H′ → LBAS,H,
H′ ⊆ H) extend immediately to a morphism of PROPs hnH : DY
n
S,H → DY
n
S (resp.
hnHH′ : DY
n
S,H′ → DY
n
S,H) and then to a morphism of algebras h
n
HH′ : U
n
S,H′ → U
n
S,H,
compatibly with the inclusion of nested sets. The following corollary of Proposition
12.9 is immediate.
Corollary.
(1) The PROP DYnS is the colimit of the system (DY
n
S,H, h
n
HH′).
(2) The algebra Un
S
is the colimit of the system (UnS,H, h
n
HH′).
12.13. Hochschild cohomology. The cosimplicial structure and the Hochschild
differential on U•
S
are defined as in 5.13. Relying on the colimit structure described
above, the results of Section 9, in particular the PBW theorem (Thm. 9.5) and
computation of the Hochschild cohomology (Thm. 9.6), extend immediately to the
case of a diagrammatic semigroup. More precisely, let IS ⊆ LBAS([1], [1]) be the
subset containing the idempotents θα, α ∈ S, and all iterated products of θ0,B,
corresponding to connected subdiagrams B ⊆ D. For any α ∈ IN
S
, the Lie algebras
LN,α are defined as in 9.3. We have the following
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Theorem. The Hochschild cohomology of U•
S
is described as follows:
Hi(U•S, dH)
∼=
i⊕
j=0
LBAS(∧
j [1],∧i−j [1])
∼=
⊕
N>0
i⊕
j=0
 ∏
α∈IN
S
(
∧jLN,α
)
δN
⊗
(
∧i−jLN,α
)
δN

SN
In particular, H0(U•
S
, dH) = k and H
1(U•
S
, dH) = 0.
12.14. Diagrammatic subalgebras. For any B ⊆ D, set S(B) = (S(B), B). Let
Un
S,B := U
n
S(B) be the universal algebra in the PROP DY
n
S,B := DY
n
S(B). For any
B ⊆ B′, there is a canonical realisation functor
GθB [1],[V1],...,[Vn] : DY
n
B → DY
n
B′
which sends the object [1]B in DY
n
B to the Lie bialgebra object θB[1]B′ = ([1]B′ , θB)
in DYnS,B′ and induces a homomorphism fB′B : U
n
S,B → U
n
S,B′ .
For any S–graded Lie bialgebra b with diagrammatic Lie subbialgebras bB =
θB(b) (cf. 12.7), we set Unb,B = End
(
f⊠nB
)
, where fB : DYbB → Vectk is the forgetful
functor, and we define ρnb,B : U
n
S,B → U
n
b,B as in 12.10.
Proposition.
(1) The subalgebras {Un
S,B}B⊆D define a lax D–algebra structure on U
n
S
.
(2) The subalgebras {Unb,B}B⊆D defines a lax D–algebra structure on U
n
b .
(3) The collection of homomorphisms {ρnb,B : U
n
S,B → U
n
b,B}B⊆D, defines a
strict morphism of D–algebras ρnb : U
n
S
→ Unb .
Proof. (1) follows from Proposition 10.6 (3), since the algebras Un
S,B are colimits
of semigroup universal algebras. (2) is a consequence of the diagrammatic structure
of the S–graded Lie bialgebra b, and (3) is proved by direct inspection. 
An analogue result holds for the grading completions of Un
S
and Unb , which are
defined as in 7.1 and denoted Ûn
S
and Ûnb .
12.15. Uniqueness of twists in U•
S
. For any subdiagramsB′ ⊆ B ⊆ D, we denote
by Ûn
S,B,B′ the elements in Û
n
S,B which are invariant with respect to the action and
coaction of [bB′ ] = ([1], θS(B′)). Relying on the description of the cohomology of
Un
S
given by Theorem 12.13, we proceed as in Section 10 and prove the analogue of
Theorem 10.5.
Theorem.
(1) If J1, J2 ∈ Û
2
S,B,B′ are solutions of the relative twist equation (ΦB)Ji = ΦB′ ,
with (Ji)0 = 1, there is a gauge transformation u ∈ Û
×
S,B,B′ , with u0 = 1,
such that J2 = u1 · u2 · J1 · u
−1
12 .
(2) The gauge transformation u is unique.
13. Universal braided pre–Coxeter structures
Let S = (S, D) be a diagrammatic semigroup, and Un
S
the universal algebras
arising from the PROP LBAS. We define in this section the notion of braided pre–
Coxeter structure on U•
S
, and prove its rigidity. We will prove in Section 14 that
such structures give rise to braided Coxeter categories, as defined in [2].
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13.1. Pre–Coxeter structures on Û•
S
. Recall that, for any B′ ⊆ B ⊆ D, Ûn
S,B,B′
denotes the elements in Ûn
S,B which are invariant with respect to the action and
coaction of [bB′ ] = ([1], θS(B′)).
Definition. A braided pre–Coxeter structure (ΦB, JF ,ΥFG) on Û
•
S
consists of the
following data.
(1) For any B ⊆ D, an associator ΦB ∈ Û3S,B,B (cf. Definition 7.3), satisfying
the following orthogonal factorisation property. For any B = B1 ⊔B2,
ΦB = ΦB1 · ΦB2
We set RB = exp(ΩB/2) ∈ Û2S,B,B, and note that RB1⊔B2 = RB1 ·RB2 .
(2) For any B′ ⊆ B ⊆ D, and maximal nested set F ∈ Mns(B,B′), a relative
twist JF ∈ Û2S,B,B′ , that is an (invertible) element such that (JF )0 = 1
and ε12(JF ) = 1 = ε
2
2(JF ), where ε
1
2, ε
2
2 : Û
2
S,B → ÛS,B are the degeneration
homomorphisms, which is a solution of the relative twist equation
(ΦB)JF = ΦB′
where ΦJ := J
23J1,23Φ(J12,3)−1(J12)−1 (cf. Section 7.6 and equations
(7.1)–(7.2)). Moreover, the twists JF satisfy the following factorisation
properties.
• Vertical factorisation. For any B′′ ⊆ B′ ⊆ B, F ∈ Mns(B,B′) and
F ′ ∈ Mns(B′, B′′)
JF∪F ′ = JF · JF ′
In particular, JF = 1 if B
′ = B and F is the unique element in
Mns(B,B).
• Orthogonal factorisation. For any B = B1⊔B2 and B′ = B′1⊔B
′
2,
with B′1 ⊆ B1 and B
′
2 ⊆ B2, and any orthogonal pair F = (F1,F2) ∈
Mns(B1, B
′
1)×Mns(B2, B
′
2) = Mns(B,B
′)
JF = JF1 · JF2
(3) For any B′ ⊆ B ⊆ D, and F ,G ∈ Mns(B,B′), an invertible element ΥGF ∈
Û
S,B,B′ , henceforth referred to as a De Concini–Procesi associator, such
that (ΥGF )0 = 1, ε(ΥGF ) = 1, and
JG = (ΥGF)1 · (ΥGF)2 · JF · (ΥGF)
−1
12
The associators ΥGF satisfy the following properties.
• Transitivity. For any F ,G,H ∈ Mns(B,B′),
ΥHF = ΥHG ·ΥGF
In particular, ΥFF = 1 and ΥGF = Υ
−1
FG.
• Vertical factorisation. For any B′′ ⊆ B′ ⊆ B, F ,G ∈ Mns(B,B′)
and F ′,G′ ∈ Mns(B′, B′′),
Υ(G∪G′)(F∪F ′) = ΥGF ·ΥG′F ′
• Orthogonal factorisation. For any B = B1⊔B2 and B′ = B′1⊔B
′
2,
with B′1 ⊆ B1 and B
′
2 ⊆ B2, and orthogonal pairs F = (F1,F2) and
G = (G1,G2) in Mns(B1, B′1)×Mns(B2, B
′
2) = Mns(B,B
′)
ΥGF = ΥG1F1 ·ΥG2F2
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13.2. Twisting of braided pre–Coxeter structures on Û•
S
.
Definition.
(1) A twist in Û•
S
is a pair (u, F ) where
(a) u = {uF} is a collection of invertible elements in ÛS,B′,B, indexed
by pairs of subdiagrams B′ ⊆ B and a maximal nested set F ∈
Mns(B,B′), which satisfy ε(uF) = 1, and the following factorisation
properties.
• Vertical factorisation. For anyB′′ ⊆ B′ ⊆ B, F ∈ Mns(B,B′),
and F ′ ∈ Mns(B′, B′′),
uF∪F ′ = uF · uF ′ (13.1)
• Orthogonal factorisation. For any B = B1 ⊔ B2 and B′ =
B′1 ⊔ B
′
2, with B
′
1 ⊆ B1 and B
′
2 ⊆ B2, and orthogonal pair
F = (F1,F2) in Mns(B1, B′1)×Mns(B2, B
′
2) = Mns(B,B
′),
uF = uF1 · uF2 (13.2)
(b) F = {FB} is a collection of invertible elements of Û2S,B,B, indexed
by subdiagrams B ⊆ D, which satisfy ε12(FB) = 1 = ε
2
2(FB), are
symmetric,i.e., (FB)21 = FB (cf. 7.2), dH(FB)1 = 0, and, for any
B = B1 ⊔B2,
FB = FB1 · FB2
(2) The twisting of a braided pre–Coxeter structure C = (ΦB , JF ,ΥFG) by a
twist (u, F ) is the braided pre–Coxeter structure
C(u,F ) = ((ΦB)FB , (JF )(u,F ), (ΥFG)u)
given by
(ΦB)FB = (FB)23 · (FB)1,23 · ΦB · (FB)
−1
12,3 · (FB)
−1
12
(JF )(u,F ) = FB′(uF)1 · (uF)2 · JF · (uF )
−1
12 · F
−1
B
(ΥFG)u = uF ·ΥFG · u
−1
G
Remark. The twisting of a braided pre–Coxeter structure does not affect the R–
matrix RB = exp(ΩB/2). Specifically, set
(RB)FB = (FB)21RBF
−1
B
Since 2ΩB = ∆(κB)− ((κB)1 + (κB)2), we have
(RB)FB = F
21
B exp(∆(κB)/2) exp(−((κB)1 + (κB)2)/2)F
−1
B
= exp(∆(κB)/2)F
21
B exp(−((κB)1 + (κB)2)/2)F
−1
B
= exp(∆(κB)/2) exp(−((κB)1 + (κB)2)/2) = RB
where the first identity follows from the invariance of FB , and the second one
from the fact that (κB)1 + (κB)2 is central in U
2
S,B (Prop. 9.8) and F
21
B = FB by
assumption.
Finally, we observe that the conditions (RB)FB = RB and dH(FB)1 = 0 guaran-
tee that the 2–jet of the associator is preserved, i.e., ((ΦB)FB )1 = 0, and therefore
((ΦB)FB )2 = [ΩB,12,ΩB,23]/24 by [9, Prop. 3.1].
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13.3. Gauging of twists transformation.
Definition.
(1) A gauge is a collection a = {aB} of invertible elements aB ∈ ÛS,B,B indexed
by subdiagrams B ⊆ D and satisfying, for any B = B1 ⊔B2,
aB = aB1 · aB2
(2) The gauging of a twist (u, F ) by a is the twist (ua, Fa) given by
(uF)a = aB′ · uF · a
−1
B
(FB)a = (aB)1(aB)2 · FB · (aB)
−1
12
Remark. It is easy to see that if (u, F ) is a twist, and a a gauge, the twist of a
braided pre–Coxeter structure on Û•
S
by (u, F ) is the same as that by (ua, Fa).
13.4. Uniqueness of braided pre–Coxeter structures on Û•
S
.
Theorem. Let Ck = (Φ
(k)
B , J
(k)
F ,Υ
(k)
FG), k = 1, 2, be two braided pre–Coxeter struc-
tures on Û•
S
. Then
(1) There exists a twist (u, F ) such that u0 = 1, F0 = 1, and
C2 = (C1)(u,F )
(2) The twist (u, F ) is unique up to a unique gauge a.
Proof. We first match the associators. The proof of Drinfeld’s uniqueness theorem
[9, Prop. 3.12] is easily adapted to Û•
S
. Namely, given Φ
(1)
B ,Φ
(2)
B ∈ Û
3
S,B, there is
a symmetric, invariant twist FB ∈ Û2S,B such that (Φ
(1)
B )FB = Φ
(2)
B . In particular,
dH(FB)1 = 0. FB is uniquely defined up to multiplication with an element of the
form (aB)
−1
1 (aB)
−1
2 (aB)12, where aB belongs to the center of ÛS,B and such that
(aB)0 = 1. Further, (RB)FB = RB, since RB = exp(κB/2)12 · exp(−((κB)1 +
(κB)2)/2), as we explain in 13.2.
We may therefore assume that Ck = (ΦB , J
(k)
F ,Υ
(k)
FG). We now match the twists.
By 12.15, there exists, for any F ∈ Mns(B,B′), an invertible element uF ∈ ÛS,B,B′
satisfying
J
(2)
F = (uF)1(uF)2J
(1)
F (uF)
−1
12
Moreover, it follows by Theorem 12.15 that the gauge transformation is unique,
and therefore that u = {uF} satisfies the factorisation properties (13.1) and (13.2).
Therefore we can assume Ck = (ΦB, JF ,Υ
(k)
FG) and
(Υ
(k)
FG)1 · (Υ
(k)
FG)2 · JG · (Υ
(k)
FG)
−1
12 = JF
fro k = 1, 2. Again by uniqueness, it follows that Υ
(1)
FG = Υ
(2)
FG. C2 is therefore a
twist of C1, and the twist is uniquely defined up to a unique gauge. 
14. Braided Coxeter categories
In this section, we review the definition of braided (pre–)Coxeter categories given
in [2]. We then show that if S is a diagrammatic semigroup, and b an S–graded
Lie bialgebra, a braided pre–Coxeter structure on the universal algebras Û•
S
endows
Drinfeld–Yetter modules over the diagrammatic subalgebras of b with the structure
of a braided pre–Coxeter category.
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14.1. Let D be a diagram. A braided pre–Coxeter category C of type D consists
of the following data
• Diagrammatic categories. For any subdiagram B ⊆ D, a braided tensor
category CB.
• Restriction functors. For any inclusion B′ ⊆ B and relative maximal
nested set F ∈ Mns(B,B′), a tensor functor FF : CB → CB′ .
• De Concini–Procesi associators. For any inclusion B′ ⊆ B and pair of
relative maximal nested sets F , G ∈ Mns(B,B′), an isomorphism of tensor
functors ΥGF : FF ⇒ FG .
This data is assumed to satisfy the following axioms
• Normalisation. If B ⊆ D, and F is the unique element in Mns(B,B),
then FF = idCF .
• Transitivity. For any B′ ⊆ B and F ,G,H ∈ Mns(B,B′), ΥHF = ΥHG ◦
ΥGF as isomorphisms FF ⇒ FH. In particular, ΥFF = idFF and ΥGF =
Υ−1FG .
• Vertical factorisation. For any B′′ ⊆ B′ ⊆ B, F ∈ Mns(B,B′) and F ′ ∈
Mns(B′, B′′), the tensor functor FF ′∪F : CB → CB′′ is equal to the compo-
sition FF ′ ◦ FF . Moreover, for any G ∈ Mns(B,B′) and G′ ∈ Mns(B′, B′′),
the following equality holds
ΥG′∪G F ′∪F =
ΥGF
◦
ΥG′F ′
as isomorphisms FF ′∪F = FF ′ ◦ FF ⇒ FG′ ◦ FG = FG′∪G .
19
14.2. Morphisms. Let C, C′ be two braided pre–Coxeter categories of type D. A
1–morphism H : C → C′ consists of the following data.
• For any B ⊆ D, a braided tensor functor HB : CB → C′B.
• For any B′ ⊆ B ⊆ D and F ∈ Mns(B,B′), an isomorphism of tensor
functors γF : F
′
F ◦ HB ⇒ HB′ ◦ FF such that ΥGF ◦ γF = γG ◦ Υ
′
GF as
isomorphisms F ′F ◦HB ⇒ HB′ ◦ FG .
This data is assumed to satisfy the following axioms.
• Normalisation. If B ⊆ D and F is the unique element in Mns(B,B), so
that FF = idCB and F
′
F = idC′B , then γF = idHB .
• Vertical factorisation. For any B′′ ⊆ B′ ⊆ B, F ∈ Mns(B,B′) and
F ′ ∈ Mns(B′, B′′), the following equality holds
γF ′∪F =
γF
◦
γF ′
as isomorphisms F ′F ′∪F ◦ HB = F
′
F ′ ◦ F
′
F ◦ HB ⇒ HB′′ ◦ FF ′ ◦ FF =
HB′′ ◦ FF ′∪F .
19In [2], a more general version of vertical factorisation is considered, where the equalities
FF′∪F = FF′ ◦FF and ΥG′∪G F′∪F =
ΥGF
ΥG′F′
are only assumed to hold up to coherent isomor-
phisms. For the purposes of the present paper, it is sufficient to assume that these isomorphisms
are equalities.
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Let H1, H2 be two 1–morphisms C → C′. A 2–morphism v : H1 ⇒ H2 consists
of the following data.
• For any B ⊆ D, a natural transformation of braided tensor functors vB :
H1B ⇒ H
2
B such that, for any B
′ ⊆ B and F ∈ Mns(B,B′), γF ◦ vB =
vB′ ◦ γF as morphisms F ′F ◦H
1
B ⇒ H
2
B′ ◦ FF .
14.3. Generalised braid groups [5].
Definition. A labeling m of the diagram D is the assignment of an integer mij ∈
{2, 3, . . . ,∞} to any pair i, j of distinct vertices of D such that
mij = mji and mij = 2 if i and j are orthogonal
The generalised braid group (or Artin group) corresponding to D and a labeling m
is the group B
m
D generated by Si, i ∈ D, with relations
20
Si · Sj · Si · · ·︸ ︷︷ ︸
mij
= Sj · Si · Sj · · ·︸ ︷︷ ︸
mij
(14.1)
14.4. Braided Coxeter categories. Let m be a labeling of D. A braided Coxeter
category of type (D,m) is a braided pre–Coxeter category (CB, FF ,ΥGF) of type
D endowed with distinguished isomorphisms SCi ∈ Aut(F∅i) for any vertex i of D
called local monodromies. These are assumed to satisfy the following.
• Braid relations. For any B ⊆ D, i 6= j ∈ B and maximal nested sets
F ,G on B with {i} ∈ F , {j} ∈ G, the following holds in Aut(FG)
Ad (ΥGF ) (S
C
i ) · S
C
j · Ad (ΥGF ) (S
C
i ) · · ·︸ ︷︷ ︸
mij
= SCj · Ad (ΥGF) (S
C
i ) · S
C
j · · ·︸ ︷︷ ︸
mij
• Coproduct identity. For any i ∈ D, the following holds in Aut(F∅i⊗F∅i)
J−1i ◦ F∅i(ci) ◦∆(S
C
i ) ◦ Ji = c∅ ◦ S
C
i ⊗ S
C
i (14.2)
where Ji is the tensor structure on F∅i and ci, c∅ are the opposite braid-
ings in Ci and C∅, respectively.
21 In other words, the following diagram is
commutative for any V,W ∈ Ci,
F∅i(V )⊗ F∅i(W )
JV,Wi

SVi ⊗S
W
i // F∅i(V )⊗ F∅i(W )
c∅
// F∅i(W )⊗ F∅i(V )
JW,Vi

F∅i(V ⊗W )
SV⊗Wi
// F∅i(V ⊗W )
F∅i(ci)
// F∅i(W ⊗ V )
A 1–morphism C → C′ of braided Coxeter categories is a 1–morphism of the
underlying braided pre–Coxeter categories which preserves the local monodromies.
That is, it consists of the data (HB , γB′B) defined in 14.2 and such that, for any
i ∈ D, SCi ◦ γ∅i = γ∅i ◦ S
C′
i as isomorphisms F
′
i ◦Hi ⇒ H∅ ◦ Fi.
A 2–morphism H1 ⇒ H2 of 1–morphisms H1, H2 : C → C′ of braided Coxeter
categories is a 2–morphism of the 1–morphisms of braided pre–Coxeter categories.
20The group B
m
D
is called an Artin group in [6]. We follow here the terminology of [8].
21 In a braided monoidal category with braiding β, the opposite braiding is βop
X,Y
:= β−1
Y,X
.
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14.5. Braid group representations. The axioms of a braided Coxeter category
are tailored to produce natural representations of the generalised braid group. More
precisely, in [2, Prop. 3.9] we show that a braided Coxeter category C of type
(D,m) gives rise to a family of actions λF : B
m
D → Aut(FF ) on the functors
FF : CD → C∅ labeled by maximal nested sets on D, which are uniquely determined
by the conditions
(1) λF (Si) = S
C
i if {i} ∈ F ,
(2) λG = Ad(ΥGF ) ◦ λF .
14.6. Deformation Drinfeld–Yetter modules. We retain the notations from
Section 12. Let S be a diagrammatic semigroup with underlying diagram D and b
an S–graded Lie bialgebra. Let DY~b be the category of Drinfeld–Yetter b–modules
in the category of topologically free k[[~]]–modules, Ûnb the algebra of endomorphisms
of the n–fold forgetful functor f : DY~b → Vectk[[~]], and U
n
S
the universal algebra
introduced in 12.11. Following the same procedure described in 7.4, one can rely
on the category DYadmb~ of Drinfeld–Yetter modules over the Lie bialgebra b~ =
(b[[~]], [·, ·], ~δ) whose coaction is divisible by ~ to obtain a homomorphism ρ̂nb :
Un
S
→ Ûnb which naturally extends to Û
n
S
.
14.7. From universal algebras to Drinfeld–Yetter modules.
Proposition. Let b be an S–graded Lie bialgebra.
(1) A braided pre–Coxeter structure C on Û•
S
canonically induces a braided pre–
Coxeter structure C(b) on {DY~bB}B⊆D.
(2) A twist T in Û•
S
canonically induces a 1–isomorphism T (b) : C(b)→ CT (b),
where CT denotes the twisted braided pre–Coxeter structure.
(3) A gauge g in Û•
S
canonically induces a 2–isomorphism g(b) : T (b)⇒ Tg(b),
where Tg denotes the gauged twist.
Proof. (1) Let C = (ΦB , JF ,ΥFG) be a braided pre–Coxeter structure on Û•S. We
show below that the homomorphisms ρ̂nb define a braided pre–Coxeter structure
C(b) with underlying categories {DY~bB}B⊆D.
• Diagrammatic categories. For any B ⊆ D, set C(b)B = DY
ΦB
bB
, the braided
monoidal category of topologically free Drinfeld–Yetter bB–modules, with
associativity and commutativity constraints given by ρ̂3B(ΦB) and ρ̂
2
B(RB)
respectively.
• Restriction functors. For any B′ ⊆ B and F ∈ Mns(B,B′), let F CF be
the standard restriction functor ResB′B = ResbB′ ,bB with tensor structure
ρ̂2BB′(JF ).
• De Concini–Procesi associators. For any F ,G ∈ Mns(B,B′), let ΥCGF :
F CF ⇒ F
C
G be the tensor isomorphism defined by ρ̂BB′(ΥGF ).
We now show that this datum satisfies the properties required in 14.1.
• Normalisation. If B ⊆ D, and F is the unique element in Mns(B,B),
then, by the vertical factorisation property of the relative twists in Û•
S
(cf.
Definition 13.1), JF = JF · JF . In particular, JF = 1 and FF = idC(b)B .
• Transitivity. This follows from the horizontal factorisation of De Concini–
Procesi associators in Û•
S
.
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• Vertical factorisation. This follows from the vertical factorisation of the
relative twists and De Concini–Procesi associators in Û•
S
.
(2) Let T = (u, F ) be a twist in Û•
S
and C′ = C(u,F ) the twisted pre–Coxeter
structure (cf. 13.2). Define a 1–isomorphism T (b) = (HTB , γ
T
F ) : C(b) → C
′(b) as
follows.
• For any B ⊆ D, we denote by HB the identity functor on C(b)B endowed
with the tensor structure ρ̂2B(FB). In particular, it follows immediately from
Definition 13.2 that HB is a braided tensor equivalence C(b)B → C′(b)B.
• For any B′ ⊆ B ⊆ D and F ∈ Mns(B,B′), we denote by γTF the natural
isomorphism F C
′
F ◦H
T
B ⇒ H
T
B′ ◦ F
C
F ◦H induced by ρ̂BB′(uF ). Therefore,
by definition of u, γTF is a well–defined isomorphism of tensor functors
satisfying the vertical factorisation property.
(3) Finally, let g be a gauge in Û•
S
and T ′ = Tg the gauged twist (cf. 13.3).
Then, we define a 2–isomorphism g(b) : T (b)⇒ T ′(b) as follows. For any B ⊆ D,
we denote by vgB the isomorphism of braided tensor functors H
T
B ⇒ H
T ′
B given by
ρ̂B(gB). Then, it follows from the definition of g that γ
T ′
F ◦ v
g
B = v
g
B′ ◦ γ
T
F . 
14.8. Universal braided pre–Coxeter structures.
Definition. Let b be an S–graded Lie bialgebra. A braided pre–Coxeter structure
(resp. 1–morphism, 2–morphism) on {DY~bB}B⊆D is universal if it is induced by a
braided pre–Coxeter structure (resp. twist, gauge) on Û•
S
via Proposition 14.7.
The following is a direct consequence of Theorem 13.4.
Theorem. Let b be an S–graded Lie bialgebra, and C1, C2 two universal braided
pre–Coxeter structures with diagrammatic categories {DY~bB}B⊆D. Then, there is
a universal 1–isomorphism C1 → C2, which is unique up to a unique universal
2–isomorphism.
In [2, Thm. 9.1], we show that, for any S–graded Lie bialgebra b, there is
a canonical universal braided pre–Coxeter structure on Drinfeld–Yetter modules.
Although we do not need this result for the purposes of this paper, we observe that,
combined with the uniqueness result above, this implies the following.
Corollary. Let b be an S–graded Lie bialgebra. Then, there exists an essentially
unique universal braided pre–Coxeter structure on the categories of deformation
Drinfeld–Yetter modules.
15. Coxeter structures and Kac–Moody algebras
In this section, we consider the diagrammatic semigroup of positive roots of a
symmetrisable Kac–Moody algebra g with negative Borel subalgebra b. We then
rely on the results of Sections 13–14 to prove the uniqueness of braided Coxeter
structures on integrable Drinfeld–Yetter modules over b, and category O modules
over g.
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15.1. Kac–Moody algebras [19]. Throughout this section, we fix a finite set I, a
matrix A = (aij)i,j∈I with entries in k, and a realisation (h,Π,Π
∨) of A. Thus, h is a
k–vector space of dimension 2|I|− rk(A), and Π = {αi}i∈I ⊂ h∗, Π∨ = {α∨i }i∈I ⊂ h
are linearly independent subsets such that αi(α
∨
j ) = aji.
Let g˜ = g˜(A) be the Lie algebra generated by h, {ei, fi}i∈I with relations [h, h′] =
0, for any h, h′ ∈ h, and
[h, ei] = αi(h)ei [h, fi] = −αi(h)fi [ei, fj ] = δijα
∨
i
The Kac–Moody algebra corresponding to A is the Lie algebra g = g(A) = g˜/I,
where I is the sum of all two–sided ideals in g˜ having trivial intersection with h ⊂ g˜.
If A is a generalised Cartan matrix (i.e., aii = 2, aij ∈ Z60 if i 6= j, and aij = 0
implies aji = 0), the ideal I is generated by the Serre relations ad(ei)
1−aij (ej) =
0 = ad(fi)
1−aij (fj) for any i 6= j.
Set Q+ =
⊕
i∈I Z>0αi ⊆ h
∗, so that g has the root space decomposition g = n−⊕
h⊕ n+, where n± =
⊕
α∈Q+\{0}
g±α, and gα = {X ∈ g | [h,X ] = α(h)X, ∀h ∈ h}.
Denote by R+ = {α ∈ Q+ | gα 6= 0} the set of positive roots of g.
15.2. Extended Kac–Moody algebras [2]. Let ĝ = ĝ(A) be the Lie algebra
generated by {ei, fi, α∨i , λ
∨
i }i∈I with relations [α
∨
i , α
∨
j ] = [λ
∨
i , λ
∨
j ] = [α
∨
i , λ
∨
j ] = 0
for any i, j ∈ I, and
[α∨i , ej ] = aijej [α
∨
i , fj ] = −aijfj [λ
∨
i , ej ] = δijej [λ
∨
i , fj ] = −δijfj
Definition. The extended Kac–Moody algebra corresponding to A is the k–Lie
algebra g = ĝ/I, where I is the sum of all two–sided ideals in ĝ having trivial
intersection with the abelian subalgebra h ⊂ ĝ spanned by {α∨i , λ
∨
i }i∈I.
Let D be the Dynkin diagram of g and, for any B ⊆ D, let gB ⊆ g be the Lie
subalgebra generated by {ei, fi, α∨i , λ
∨
i }i∈B if B 6= ∅, and g∅ = {0} otherwise.
Proposition. The extended Kac–Moody algebra g is a diagrammatic Lie algebra
with Lie subalgebras gB, B ⊆ D.
Proof. Clearly, for any B1 ⊆ B2, gB1 ⊆ gB2 . If B3 ⊥ B4, then for any i ∈ B3, j ∈
B4, ei, fi commute with ej , fj [19, Lemma 1.6], and, since [α
∨
i , ej ] = 0 = [α
∨
i , fj] and
[λ∨i , ej ] = 0 = [λ
∨
i , fj], [gB3 , gB4 ] = 0. Finally, if B = B1 ⊔B2, gB = gB1 ⊕ gB2 . 
Remark. The definition of g takes its cue from [17]. Its use is prompted by the
fact that not all (symmetrisable) Kac–Moody algebras are diagrammatic [2, 11].
15.3. Relation between g and g. We show in [2, §11.6] that g is non–canonically
a split central extension of g, with a rk(A)–dimensional kernel. Namely, set r = rkA,
ℓ = |I|, and assume for simplicity that the first r rows of A are linearly independent.
Let h′ ⊂ h be the (ℓ–dimensional) span of {α∨i }i∈I, and h
′′ ⊂ h a subspace with basis
{dj}ℓj=r+1 such that αi(dj) = δij , 1 6 i ≤ ℓ, r + 1 6 j ≤ ℓ. Let ̟
∨
i =
∑r
j=1 cijα
∨
j
be the fundamental coweights corresponding to {α1, . . . , αr}. Then, the elements
γi := ̟
∨
i −λ
∨
i ∈ h, i = 1, . . . , r, are central in g. Denote by c the subspace spanned
by {γi}ri=1.
Proposition ([2]). The choice of the complementary subspace h′′ ⊂ h determines
(1) An embedding g ⊂ g, mapping ei, fi, α∨i 7→ ei, fi, α
∨
i , and dj 7→ λ
∨
j for any
i ∈ I, j = r + 1, . . . , ℓ.
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(2) A projection g→ g/c→ g mapping ei, fi, α∨i → ei, fi, α
∨
i , i ∈ I, λ
∨
j 7→ ̟
∨
j ,
if j = 1, . . . , r, and λ∨j 7→ dj, if j = r + 1, . . . , ℓ.
(3) A Lie algebra isomorphism g ≃ g⊕ c.
15.4. Root space decomposition of g. Let {αi}i∈I be the linear forms on h
defined by
αi(α
∨
j ) = aji and αi(λ
∨
j ) = δij
so that, for any h ∈ h, [h, ei] = αi(h)ei and [h, fi] = −αi(h)fi. Set Q+ =⊕
i∈I Z>0αi ⊆ h
∗
. Then, g has the root space decomposition
g =
⊕
α∈Q+
α6=0
gα ⊕ h⊕
⊕
α∈Q+
α6=0
g−α
where gα = {X ∈ g | [h,X ] = α(h)X ∀h ∈ h}. Let · : Q+ → Q+ be the Z>0–linear
map sending αi to αi, i ∈ I. It follows from the proposition above that, for any
α ∈ Q+, α 6= 0, gα identifies canonically with gα, and
g =
⊕
α∈R+
gα ⊕ h⊕
⊕
α∈R+
g−α
15.5. Symmetrisable Kac–Moody algebras. Assume henceforth that the ma-
trix A is symmetrisable, and fix an invertible diagonal D = Diag(di)i∈I such that
AD is symmetric.
Let h′ ⊂ h be the span of {α∨i }i∈I, and h
′′ ⊂ h a complementary subspace. Then,
there is a symmetric, non–degenerate bilinear form 〈·, ·〉 on h, which is uniquely
determined by 〈α∨i , ·〉 = diαi(·) and 〈h
′′, h′′〉 = 0. The form 〈·, ·〉 uniquely extends
to an invariant symmetric bilinear form on g˜, and 〈ei, fj〉 = δijdi. The kernel of
this form is precisely I, so that 〈·, ·〉 descends to a nondegenerate form on g.
Set b± = h⊕
⊕
α∈R+
g±α ⊂ g. The bilinear form induces a canonical isomorphism
of graded vector spaces b+ ≃ b⋆−, where b
⋆
− = h
∗ ⊕
⊕
α∈R+
g∗−α, and determines on
g a natural structure of Lie bialgebra with cobracket δ : g→ g ∧ g given by
δ|h = 0 δ(ei) = d
−1
i α
∨
i ∧ ei δ(fi) = d
−1
i α
∨
i ∧ fi
15.6. Extended symmetrisable Kac–Moody algebras. The extended Lie al-
gebra g = g(A) is endowed with an invariant, symmetric and non–degenerate bilin-
ear form 〈·, ·〉 : g⊗ g→ k uniquely determined by the table
〈·, ·〉 ej α∨j λ
∨
j fj
ei 0 0 0 δijdi
α∨i 0 djaij δijdi 0
λ∨i 0 δijdj 0 0
fi δijdj 0 0 0
If the bilinear form 〈·, ·〉 on g given in 15.5 is obtained from a subspace h′′ ⊂ h
satisfying the requirements of 15.3, the embedding g ⊂ g corresponding to h′′ is
compatible with the bilinear forms and the Lie bialgebra structures.
There is a natural structure of Lie bialgebra on g with cobracket δ : g→ g ∧ g
δ|h = 0 δ(ei) = d
−1
i α
∨
i ∧ ei δ(fi) = d
−1
i α
∨
i ∧ fi
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15.7. Drinfeld double realisation. It is well–known that any symmetrisable
Kac–Moody algebra is a central quotient of the restricted Drinfeld double of its
Borel subalgebra. An analogous result holds for a symmetrisable extended Kac–
Moody algebra g [2, 10.7]. Specifically, consider the Lie algebra g(2) = g⊕h
c
, where
h
c
= h is central in g(2), and endow it with the inner product 〈·, ·〉 ⊕ − 〈·, ·〉|hc×hc .
Let π0 : g→ h be the projection, and b
(2)
± ⊂ g
(2) the subalgebra
b
(2)
± = {(X,h) ∈ b± ⊕ h
c
|π0(X) = ±h}
The projection g(2) → g onto the first component restricts to an isomorphism
b
(2)
± → b± with inverse b± ∋ X → (X,±π0(X)) ∈ b
(2)
± . Then, it is easy to see that
g(2) = g⊕ h
c
is the restricted Drinfeld double of b
(2)
− ≃ b−.
15.8. Diagrammatic semigroup structure. Let S = (S, D) be the diagram-
matic semigroup introduced in 12.8. Thus, D is the Dynkin diagram of g, S = R+
its partial semigroup of positive roots, and S(B) = RB,+ for any B ⊆ D.
For any B ⊆ D, let bB,− (resp. bB,+) be the Lie subbialgebra of gB generated
by {α∨i , λ
∨
i , fi}i∈B (resp. {α
∨
i , λ
∨
i , ei}i∈B). Then,
bB,± = hB ⊕ nB,±
where hB ⊆ h is spanned by {α
∨
i , λ
∨
i }i∈B, and nB,± =
⊕
α∈RB,+
g±α, with RB,+ =
R+ ∩
⊕
i∈B Z>0αi. For any B
′ ⊆ B, set
hB = hB′ ⊕ h
⊥
B′ and nB,± = nB′,± ⊕ n
⊥
B′,± (15.1)
where h
⊥
B′ ⊆ {t ∈ hB |αi(t) = 0, i ∈ B
′} is a chosen complement to hB′ in hB , and
n⊥B′,± =
⊕
α∈RB,+\RB′,+
g±α. For any B
′ ⊆ B, let
i0,BB′,± : hB′ → bB,± p0,B′B,± : bB,± → hB′
and
iBB′,± : bB′,± → bB,± pB′B,± : bB,± → bB′,±
be the canonical injections and the projections corresponding to the splitting (15.1).
Set θB,± = iDB,± ◦ pBD,± and θ0,B,± = i0,DB,± ◦ p0,BD,± in End(b±). Then,
θB,± = θ0,B,± +
∑
α∈R+B
θ±α
where θ±α denotes the standard idempotent projecting over the root space g±α.
The following is straightforward.
Proposition. The data (θ±α, θ0,B,±) induce an S–graded Lie bialgebra structure
on b± (cf. 12.7). In particular, the maps θB,± are morphisms of Lie bialgebras and
b± is split diagrammatic with Lie subbialgebras bB,±, B ⊆ D.
By Proposition 14.7, a braided pre–Coxeter structure C on Û•
S
induces a universal
braided pre–Coxeter structure C(b±) on Drinfeld–Yetter modules. Theorem 14.8
then yields the following
Corollary. Let C1, C2 be two universal braided pre–Coxeter structures on {DY
~
bB
}B⊆D.
Then, there is a universal 1–isomorphism C1 → C2, which is unique up to a unique
universal 2–isomorphism.
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15.9. The category Og. A g–module V is in category Og if the following holds.
(O1) V =
⊕
λ∈h
∗ Vλ, where Vλ = {v ∈ V |h v = λ(h)v, h ∈ h}
(O2) dim Vλ <∞ for any λ ∈ P(V ) = {λ ∈ h
∗
|Vλ 6= 0}
(O3) P(V ) ⊆ D(λ1) ∪ · · · ∪D(λm), for some λ1, . . . , λm ∈ h
∗
where D(λ) = {µ ∈ h
∗
| µ 6 λ}, with µ 6 λ iff λ− µ ∈ Q+. The category Og has
a natural symmetric tensor structure inherited from Rep g.
We observed in 15.7 that the restricted Drinfeld double of the negative Borel
subalgebra b− of g is isomorphic to the trivial central extension g
(2) = g⊕ h
c
of g
by h
c
= h. It follows by 2.2–2.3 that the category of Drinfeld–Yetter modules over
b− is equivalent to the category Eg(2) of g
(2)–modules, where g(2) = g ⊕ h
c
, which
carry a locally finite action of b
(2)
+ ⊂ g
(2). This implies the following.
Proposition.
(1) The category Og is isomorphic to the full tensor subcategory of Eg(2) con-
sisting of those modules carrying a trivial action of h
c
and satisfying, as a
module over h ⊂ g ⊂ g(2), the conditions (O1)–(O3) above.
(2) Under the equivalence Eg(2) ≃ DYb− , Og is isomorphic to the full tensor
subcategory of DYb− consisting of those modules V such that the action
and the coaction of h on V coincide under 〈·, ·〉h, i.e.,
πV ◦ i0 ⊗ idV = 〈·, ·〉h ⊗ idV ◦ idh⊗p0 ⊗ idV ⊗ id ◦ idh⊗π
∗
V (15.2)
and, as a module over h ⊂ b−, V satisfies the conditions (O1)–(O3) above.
15.10. Pre–Coxeter structures and category Og. Condition (O2) on the finite–
dimensionality of weight spaces in 15.9 is not stable under restriction from g = gD
to gB if B ( D, which makes category Og unsuitable to the axiomatic of braided
pre–Coxeter structures. We therefore omit it, and denote by O∞,g the category
of g–modules satisfying conditions (O1) and (O3). Proposition 15.9 shows that
O∞,g is a full subcategory of DYb− . Moreover, any universal braided pre–Coxeter
structure on {DY~
bB,−
}B⊆D restricts to one on {O~∞,gB}B⊆D.
15.11. Braid group actions. Assume now that A is a symmetrisable generalised
Cartan matrix, letW be the correspondingWeyl group with set of simple reflections
{si}i∈I, and set m = (mij), where mij is the order of sisj in W .
Let C intg be the category of integrable g–modules, i.e., h–semisimple modules
endowed with a locally nilpotent action of the elements {ei, fi}i∈I. Let Ĉ intg be
the algebra End
(
C intg → Vect
)
and, for any i ∈ D, denote by s˜i ∈ Ĉ intg the triple
exponential
s˜i = exp(ei) · exp(−fi) · exp(ei).
It is well–known (cf. [24]) that these satisfy the generalised braid relations (14.1).
Let DYint,0
b−
be the category of integrable Drinfeld–Yetter b−–modules in DYb− ,
i.e., h–diagonalisable, endowed with a locally nilpotent action of the elements
{fi}i∈D ⊆ b−, and satisfying (15.2), so as to give rise to integrable modules over g.
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In particular, the triple exponential s˜i acts on the objects in DY
int,0
b−
and the sub-
category of integrable modules in O∞,g, denoted O
int
∞,g, is isomorphic to a braided
tensor subcategory of DYint,0
b−
.
15.12. Universal braided Coxeter structures on Kac–Moody algebras. Set
b = b−. Let DY
~,int,0
b
be the category of integrable deformation Drinfeld–Yetter b–
modules. As usual, we denote by ÛnB (resp. Û
n
B,0) the algebra of endomorphisms
of the forgetful functor f⊠nB : (DY
~
bB
)n → Vectk[[~]] (resp. f
⊠n
B,0 : (DY
~
bB
)n → DY~
h
).
For any X ∈ ÛnB, we denote by p(X) the induced endomorphism of the forgetful
functor (DY~,int,0
bB
)n → Vectk[[~]].
Definition. A braided Coxeter structure of type (D,m) with diagrammatic cat-
egories {DY~,int,0
bB
}B⊆D is good (resp. universal) if the underlying braided pre–
Coxeter structure is induced by a weight–zero22 (resp. universal) pre–Coxeter
structure on DY~
b
, and its local monodromies have the form
Si = s˜i · p(Si) (15.3)
where Si ∈ Û
1
{i},0, Si = 1 mod ~, and s˜i = exp(ei) exp(−fi) exp(ei).
Remark. It follows from Proposition 10.3 (2) that any universal braided Coxeter
structure on {DY~,int,0
bB
}B⊆D is good. Moreover, it is important to observe that,
since DY~
bi
≃ RepUg
(2)
i [[~]] with gi = sl
αi
2 , we have Û
n
{i} = (Ug
(2)
i )
⊗n[[~]]. In partic-
ular, p(Si) is an element in (Ugi)
hi [[~]].
The twisting of a braided pre–Coxeter structure on {DY~
bB
}B⊆D extends to a
twisting of a braided Coxeter structure on {DY~,int,0
bB
}B⊆D. Namely, if (C, Si) is a
good braided Coxeter structure on the latter, where C is the corresponding braided
pre–Coxeter structure on the former, and (u, F ) is a weight–zero twist of C, then
(C, Si)(u,F ) := (C(u,F ), S
u
i := u{i} · Si · u
−1
{i})
is a good braided Coxeter structure on {DY~,int,0
bB
}B⊆D. Moreover, the repre-
sentations of B
m
D corresponding to (C, Si) and (C, Si)(u,F ) are equivalent, i.e.,
(λ(u,F ))F = Ad(uF ) ◦ λF .
15.13. The local monodromies Si. Let i ∈ D be a fixed vertex, and set hi =
kα∨i ⊕ kλ
∨
i .
Lemma. Let S
(1)
i , S
(2)
i be two elements of the form (15.3) which satisfy the relation
J(S
(k)
i )12J
−1 = J ·R21 · J
−1
21 (S
(k)
i )1(S
(k)
i )2 (15.4)
for some R, J ∈ 1⊗2+ ~ · ((Ugi)
⊗2)hi [[~]]. Then, there exist unique u, v ∈ k[[~]] such
that
S
(2)
i = Ad(e
uα∨i +vλ
∨
i )(S
(1)
i )
22A braided pre–Coxeter structure on {DY~
bB
}B⊆D is weight–zero if it is defined over the
category DY~
h
.
78 A. APPEL AND V. TOLEDANO LAREDO
Proof. Let S
(k)
i = s˜ · p(S
(k)
i ), where
p(S
(k)
i ) = 1 +
∑
N>0
~ns(k)n s
(k)
n ∈ (Ugi)
h
The identity above reads
p(S
(k)
i )12 · J
−1 = Rθ21 · (J
−1
21 )
θ · p(S
(k)
i )1 · p(S
(k)
i )2 (15.5)
where θ is the Chevalley involution, acting as −1 on hi.
We construct two sequences
un =
n∑
k=0
ak~
n and vn =
n∑
k=0
bk~
n ak, bk ∈ k
such that
S
(2)
i = e
unα
∨
i +vnλ
∨
i S
(1)
i e
−unα
∨
i −vnλ
∨
i mod ~n+1 (15.6)
Since S2 = S1 = s˜ modulo ~, we may assume a0 = 0 = b0. Assume therefore ak, bk
defined for k = 0, 1, . . . , n for some n > 0. Let (S
(1)
i )
′ be given by the right–hand
side of (15.6), so that
p(S
(2)
i ) = p(S
(1)
i )
′ + ~n+1η mod ~n+2
for some η ∈ (Ugi)
hi . One readily checks that p(S
(1)
i )
′ satisfies (15.5), since
eunα
∨
i +vnλ
∨
i is group–like element in Uhi[[~]]. Subtracting from this the coprod-
uct identity for p(S
(2)
i ), and computing modulo ~
n+2, we find that
dH(η) = η2 − (η)12 + η1 = 0
Therefore, η is a primitive element in (Ugi)
hi . It follows η = c · α∨i + d · λ
∨
i , for
some c, d ∈ k. Then for an+1 = −c/2, bn+1 = −d/2, we get
e(an+1α
∨
i +bn+1λ
∨
i )~
n+1
(S
(1)
i )
′e−(an+1α
∨
i +bn+1λ
∨
i )~
n+1
= (S
(1)
i )
′e(cα
∨
i +dλ
∨
i )~
n+1
= S
(2)
i
modulo ~n+2. By induction, one gets u, v ∈ k[[~]] such that
S
(2)
i = Ad(e
uα∨i +vλ
∨
i )(S
(1)
i )

Since the coproduct identity (14.2) has the form (15.4), where R = Ri ∈ Û
2
{i},0
is an R–matrix and J = Ji ∈ Û2{i},0 is a twist, we get the following
Corollary. Up to gauge transformation, a good (resp. universal) braided pre–
Coxeter structure on {DY~,int,0
bB
}B⊆D can be completed to at most one universal
braided Coxeter structure.
15.14. Coxeter structures on extended Kac–Moody algebras. Let g be an
extended symmetrisable Kac–Moody algebra with negative Borel subalgebra b and
Dynkin diagram D, and DY~,int,0
b
the deformation category of integrable Drinfeld–
Yetter b–modules.
The following is the main result of this paper.
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Theorem. Let k = 1, 2, and
Ck = (Φ
(k)
B , J
(k)
F ,Υ
(k)
FG, S
(k)
i )
two universal braided Coxeter structures on {DY~,int,0
bB
}B⊆D corresponding to a fixed
labeling m on D. Then,
(1) There is a twist (u, F ) such that C2 = (C1)(u,F ).
(2) The twist (u, F ) is unique up to a unique gauge a.
Proof. Let (Ck, {S
(k)
i }), k = 1, 2, be two universal Coxeter structures on DY
int
b
.
By 13.4, there is a universal twisting (u, F ) such that
C2 = (C1)(u,F )
where u is uniquely determined, and F is uniquely determined up to multiplication
with elements of the form (aB)
−1
1 (aB)
−1
2 (aB)12, where aB belongs to the center of
Ûn
b
. Therefore, S
(2)
i and (S
(1)
i )a are two Coxeter extensions of C2. By Lemma 15.13,
there is a unique tuple v = (v1, . . . , vn, v
′
1, . . . , v
′
n), vi, v
′
i ∈ k[[~]], such that
Ad(eviα
∨
i +v
′
iλ
∨
i )(S
(1)
i )u = S
(2)
i
and
(C2, {S
(2)
i }) = (C1, {S
(1)
i })(v◦u,F )
The theorem is proved. 
Let O~,int∞,g be the category of deformation, integrable, category O∞ g–modules.
From 15.10 and 15.11, we get the following
Corollary. Any two universal braided Coxeter structures on {O~,int∞,gB}B⊆D are twist
equivalent, with respect to a universal twist, which is unique up to a unique gauge.
Remark. Since the labeling of the diagram D plays no role in the proof of the
rigidity of braided Coxeter structures, the latter yields the following strenghten-
ing of Theorem 15.14. If C1, C2 are two universal braided Coxeter structures on
DY
~,int,0
b
corresponding to the labelings {m1ij}, {m
2
ij}, then there is a twist (u, F )
such that C2 = (C1)(u,F ), which is unique up to a unique gauge. In particular, the
local monodromies of C1, C2 satisfy the braid relations with respect to the labeling
{min(m1ij ,m
2
ij)}.
15.15. Coxeter structures on diagrammatic Kac–Moody algebras. Wemen-
tion in Remark 15.2 that the definition of extended Kac–Moody algebra is prompted
by the fact that not all Kac–Moody algebras are diagrammatic and, more specifi-
cally, not all symmetrisable Kac–Moody algebras are graded, as Lie bialgebras, over
the diagrammatic semigroup S associated to their root system (cf. 12.8). Nonethe-
less, one observes easily that a large class of (non–extended) symmetrisable Kac–
Moody algebras are S–graded, including those of finite, affine, and hyperbolic type.
In [2, 11], we refer to these as Cartan diagrammatic symmetrisable Kac–Moody
algebras. It is evident that the results described above hold verbatim for these Lie
bialgebras. Therefore, we get the following
Theorem. Let g be a Cartan diagrammatic symmetrisable Kac–Moody algebra (in
particular, of finite, affine, or hyperbolic type). Any two universal braided Coxeter
structures on {O~,int∞,gB}B⊆D are twist equivalent, with respect to a universal twist,
which is unique up to a unique gauge.
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