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Summary
The mapping of genotypes onto phenotypes is one of the most fundamental endeavors
in biology, with important consequences for evolution, development, and disease. Most
of what we know about genotype-phenotype maps comes from ever more sophisticated
computational models of biological systems. However, the study of genotype-phenotype
maps is currently shifting away from the theoretical models that shaped the field, toward
experimental data derived from high-throughput technologies. In this thesis, I contribute
to this shift by embracing a systems-level and evolutionary perspective to study genotype-
phenotype maps of different complex biological systems at multiple levels of biological
organization.
In chapter 2, I exhaustively analyze 1,137 empirical and complete genotype-phenotype
landscapes, each describing the binding affinity of a eukaryotic transcription factor to
all possible short DNA sequences. I find that these landscapes are highly navigable
through single mutations and natural selection, indicating that the regulatory effect of
binding is readily fine-tuned via mutations in transcription factor binding sites. These
landscapes have few peaks that comprise dozens to hundreds of sequences, and that vary
in their evolutionary accessibility. These findings, which are based on in vitro data, are
supported by three additional analyses that are based on in vivo data. First, in Mus
musculus, high-affinity transcription factor binding sites from rugged landscapes are less
prevalent in protein-bound regions of the genome than high-affinity sites from smooth
landscapes. Second, in Saccharomyces cerevisiae, gene expression measurements from
hundreds of engineered promoters closely reflect landscape topography. And third, the
amount of genetic polymorphism in binding sites in S. cerevisiae increases with the number
of sequences in a peak. Together, these analyses indicate that landscape topography has
xiii Summary
helped shape the portfolio of regulatory DNA in two highly diverged eukaryotic species,
and may have contributed to the enormous success of transcriptional regulation as a source
of evolutionary novelties.
In chapter 3, I study an empirical genotype-phenotype map of transcription factor
binding preferences. In this map, genotypes are short DNA sequences and phenotypes
are the transcription factors that bind these sequences. I study the internal structure
of networks describing the mutational connections between genotypes mapping onto the
same phenotype, and how these genotype networks interface and overlap with one an-
other in the space of all possible binding sites. In so doing, I provide a high-resolution
depiction of the architecture of an empirical genotype-phenotype map. I show that these
genotype networks are assortative, “small-world,” and tend to overlap and interface with
one another. I discuss the implications that these findings have for the evolution of gene
regulation.
In chapters 4 and 5, I study how molecular chaperones alter the mapping from the
genotypes to the phenotypes of proteins, and the evolutionary consequences that these
modified protein genotype-phenotype maps have on genome evolution. In chapter 4,
I analyze evolutionary rates of proteins that require the bacterial chaperone DnaK for
folding through a combination of experimental and comparative approaches. Most of
the evidence I find indicates that DnaK can buffer deleterious mutations in its target
proteins, and that these proteins therefore evolve faster than in the absence of DnaK-
mediated folding. This is the first demonstration that a member of the Hsp70 family of
chaperones can buffer the effect of destabilizing mutations, with long-term consequences
on protein evolution. In chapter 5, I study how the metabolic erosion experienced by
hypermutable populations of Escherichia coli evolved for thousands of generations in a
mutation accumulation experiment can be ameliorated in some environments thanks to
the mutational buffering provided by the bacterial chaperonin GroEL.
Finally, in chapter 6, I analyze the mapping from metabolic genotypes—a genome’s set
of enzyme-encoding genes—to metabolic phenotypes—the set of molecules a metabolism
xiv
can synthesize. Specifically, I study how selection for a given metabolic phenotype can
constrain enzyme evolution in the genome-scale metabolic network of E. coli. Central and
highly connected enzymes do not evolve more slowly than less connected enzymes because
of their position in the metabolic network. In contrast, enzymes catalyzing reactions with
high metabolic flux—high substrate to product conversion rates—evolve slowly. Moreover,
enzymes catalyzing reactions that are essential in many different genetic backgrounds also
evolve more slowly. My analyses show that an enzyme’s contribution to the function of a
metabolic network affects its evolution more than its location in the network’s structure.
Zusammenfassung
Die Zuordnung von Genotypen zu Phänotypen ist ein fundamentales Ziel biologischer
Forschung, mit wichtigen Auswirkungen auf das Verständnis der Evolution, der Em-
bryonalentwicklung und des Entstehens von Krankheiten. Bisherige Erkenntnisse aus
Genotyp-Phänotyp Karten («genotype-phenotype maps») stammen von ausgeklügelten
Computermodellen, die auf biologischen Systemen basieren. Die zeitgenössische Forschung
bewegt sich allerdings weg von den theoretischen Modellen, die das Feld bisher geprägt
haben, und nutzt vermehrt Daten, die aus «high-throughput» Experimenten gewonnen
wurden, um Genotyp-Phänotyp Karten zu generieren. Mit meiner Doktorarbeit trage ich
zu diesem Trend bei, indem ich einen Ansatz wählte, der eine evolutionäre und systembi-
ologische Perspektive nutzt, um Genotyp-Phänotyp Karten von komplexen Systemen auf
mehreren organisatorischen Ebenen zu untersuchen.
In Kapitel 2 analysiere ich 1137 empirische und vollständige Genotyp-Phänotyp Land-
schaften, welche die Bindungsaffinität eines eukaryotischen Transkriptionsfaktors an alle
möglichen kurzen DNA Sequenzen beschreiben. Ich habe herausgefunden, dass diese
Landschaften durch Punktmutationen und natürliche Auslese gut navigierbar sein kön-
nen, was darauf hinweist, dass der regulatorische Effekt der Bindung durch Mutationen
in der Bindungsstelle eines Transkriptionsfaktors fein abgestimmt sein kann. Diese Land-
schaften haben wenige «Gipfel», die aus dutzenden bis hunderten kurzen Sequenzen beste-
hen können und sich in ihrer Zugänglichkeit Unterscheiden. Dieses Ergebnis, welches auf
in vitro Daten basiert, wird zusätzlich noch von drei weiteren in vivo Studien unterstützt.
Die Erste dieser Studien, in Mus musculus, zeigt, dass Hochaffinitäts-Bindungsregionen
von Transkriptionsfaktoren in zerklüfteten («rugged») Landschaften sich weniger häu-
fig in proteingebundenen Regionen des Genoms befinden als Hochaffinitäts-Regionen von
xvi
glatten («smooth») Landschaften. Die zweite Studie, in Saccharomyces cerevisiae, zeigt,
dass die Expression von hunderten modifizierten Promotoren eine genaue Landschaft-
stopographie wiederspiegelt. In der dritten Studie wird deutlich, dass in S. cerevisiae
die Anzahl von genetischen Polymorphismen in Bindungsstellen mit der Anzahl der Se-
quenzen in einem Landschaftsgipfel steigt. Diese Analyse deutet darauf hin, dass die
Landschaftstopographie geholfen hat, den Bestand der regulatorischen DNA in zwei sehr
unterschiedlichen eukariotischen Arten zu formen und wahrscheinlich zum enormen Erfolg
der transkriptionellen Regulation als Quelle für evolutionäre Innovation beitrug.
In Kapitel 3 untersuche ich eine empirische Genotyp-Phänotyp Karte auf Bindungspräferen-
zen von Transkriptionsfaktoren. In dieser Karte sind die Genotypen kurze DNA Sequen-
zen und die Phänotypen die Transkriptionsfaktoren, welche an diese kurzen DNA Sequen-
zen binden. Ich analysiere die interne Struktur von Genotypnetzwerken und beschreibe
wie Mutationen in verschiedenen Genotypen den gleichen Phänotyp erzeugen können, und
wie verschiedene Genotypnetzwerke überlappen. Dieser Ansatz bot mir die Möglichkeit
eine hochauflösende, empirische Genotyp-Phänotyp Karte zu erstellen. Damit konnte
ich zeigen, dass diese Genotypnetzwerke zusammenpassen und die Tendenz haben sich zu
überlappen oder miteinander verbunden zu sein. Eingehend diskutiere ich die Auswirkun-
gen dieser Forschungsergebnisse auf die Evolution der Genregulation.
In den Kapiteln 4 und 5 beschreibe ich, wie «Chaperone» die Zuordnung von Geno-
typen zu Phänotypen der Proteine verändern und wie sich diese modifizierten Protein-
Genotyp-Phänotyp Karten auf die Genomevolution auswirken. Kapitel 4 beschreibt, wie
ich eine Kombination aus experimentellen und vergleichenden Ansätzen benutze, um die
evolutionären Raten von Proteinen, welche das bakterielle Chaperon DnaK für die Bil-
dung ihrer korrekten Struktur benötigen, zu berechnen. Meine Resultate deuten darauf
hin, dass DnaK die Auswirkung von schädlichen Mutationen in seinen Zielproteinen re-
duzieren kann und dass Proteine in der Abwesenheit von DnaK schneller evolvieren. Das
ist das erste mal, dass gezeigt werden konnte, dass ein Protein aus der Hsp70 Familie der
Chaperone schädliche Mutationen in seinen Zielproteinen reduzieren kann, mit direkten
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Auswirkungen auf die Evolution dieser Proteine. In Kapitel 5 zeige ich wie metabolische
Erosion, verursacht durch hypermutierende Populationen von Escherichia coli, welche für
tausende von Generationen in einem Mutationsakkumulationsexperiment evolviert wur-
den, durch das bakterielle Chaperon GroEL abgeschwächt werden kann.
Im letzten Kapitel analysiere ich die Zuordnung von metabolischen Genotypen (die
enzymkodierenden Gene eines Genoms) zu metabolischen Phänotypen (die Bandbreite
von Molekülen, die ein Metabolismus synthetisieren kann). Ich untersuche, wie die Selek-
tion für einen bestimmten metabolischen Phänotyp die Enzymevolution im metabolischen
Netzwerk von E. coli hemmen kann. Zentrale und hochvernezte Enzyme evolvieren nicht
langsamer als weniger vernetzte Enzyme. Hingegen evolvieren Enzyme mit einem ho-
hen metabolischen Fluss, d.h. mit einer hohen Substratumsatzrate, langsam. Ausserdem
evolvieren Enzyme langsamer, wenn sie an Reaktionen beteiligt sind, die in vielen genetis-
chen Hintergründen essentiall sind. Meine Analyse zeigt, dass der Beitrag eines Enzyms
zur Funktion eines metabolischen Netzwerks einen grösseren Effekt als seine Position in
der Netzwerkstruktur auf die Evolution des Enzyms aufweist.
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It was the botanist and geneticist Wilhelm Johannsen who coined the terms “genotype”
and “phenotype” in 1909 [1, 2], just a few years after introducing the word “gene” [3].
In current usage, genotype refers to the DNA sequence of an individual, while phenotype
refers to the visible or measurable traits of an individual [4]. Phenotypes are the phys-
ical manifestations of genotypes. The relationship between genotypes and phenotypes
is described by genotype-phenotype maps, which assign a phenotype to every possible
genotype. Since the birth of genetics a major goal of biology has been the quantitative
description of these maps in diverse biological systems.
The distinction between genotypes and phenotypes provided a useful framework to
early geneticists, who like Mendel, could only infer genotypes from the inheritance pat-
terns of phenotypes [4, 5]. The distinction also proved valuable for the study of evolution
[6]. Mutations occur at the level of the genotype and generate heritable variation. This
variation translates into phenotypic variation, which is the substrate of natural selection.
Fisher, Haldane, and Wright—the founding fathers of population genetics [7]—assumed a
simple mapping from genotypes onto phenotypes. This approach, inherited by all subse-
quent population geneticists, proved very successful to study the evolutionary dynamics of
genotypes in a population. Population genetics focuses on the statistical effects of genes on
phenotypes, and ignores the mechanistic understanding of biological systems, which is the
focus of biochemistry and molecular biology [8–11]. The enormous success of population
genetics is in part due to this disregard towards the complexity of genotype-phenotype
maps. However, this disregard comes at a price, since the simple models of population
genetics fail to capture many important evolutionary phenomena, such as evolutionary
innovations [12, 13], or evolutionary constraints [14, 15].
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Nowadays, evolutionary systems biology is a growing field that tries to remedy this
caveat of common evolutionary thinking by integrating a mechanistic understanding of
living systems into an evolutionary framework [16–24]. The main research goal of this
young discipline is to study genotype-phenotype maps across different levels of biological
organization. The study of genotype-phenotype maps is currently shifting away from
the conceptual and computational models that shaped the field, toward empirical data
derived from high-throughput technologies [25–34]. In this thesis, I contribute to this shift
by embracing a systems-level and evolutionary perspective to study genotype-phenotype
maps of different complex biological systems.
1.1 Genotype-phenotype maps
The mapping of genotypes onto phenotypes is one of the central undertakings in biology,
with important implications for the study of evolution, development, and disease [24, 35–
37]. Genotype-phenotype maps can be conceptualized for different biological systems
at distinct levels of biological organization [12]. Here, I refer to a system as “a set of
elements or parts that cooperate to perform a task” [12]. For instance, a protein enzyme
is a system whose parts—amino acids—cooperate to catalyze a metabolic reaction. The
genotype of a protein is its primary sequence of amino acids, while we may think of its
phenotype as its three-dimensional tertiary structure, which is responsible for its biological
function—catalysis in the case of an enzyme. Similarly, the genotype-phenotype concept
can be applied to higher levels of biological organization, such as metabolism. A metabolic
genotype is the set of enzymes present in a genome, while a metabolic phenotype is the set
of molecules that these enzymes synthesize from nutrients. Genotype-phenotype maps can
also be used to study man-made systems such as reconfigurable electronic circuitry [38],
and digital organisms [39]. Therefore, genotype-phenotype maps are useful to study the
evolution of a wide variety of systems, including both natural and technological systems.
As we will see, the idea behind genotype-phenotype maps can be traced back to the
work of Sewall Wright [40] and John Maynard Smith [41]. However, the term genotype-
phenotype map (“genotype-phenotype mapping”) itself was only coined in 1970 by Jim
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Burns [42], who outlined the research programme of evolutionary systems biology before
the development of systems biology made it feasible [24]:
It is the quantitative phenotype, arising from the genotypic prescriptions and
the environment, which is of critical importance for the cell’s survival and
which therefore features in population genetic theory. A study of this synthetic
problem would thus, by providing genotype-phenotype mappings for simple
synthetic systems, help to connect two major areas of biological theory: the
biochemical and the population genetic.
In particular, Burns was interested in genotype-phenotype maps in the context of
cellular metabolism, a topic which I will develop in section 1.4. The term “genotype-
phenotype map” was re-introduced in 1991 by the developmental biologist Pere Alberch as
a useful concept for the integration of genetics into the study of the complex developmental
processes that generate morphological phenotypes such as the vertebrate limb [35].
The genotype-fitness map is a particularly important type of genotype-phenotype map,
especially for evolutionary research. To an evolutionary geneticist, fitness—the contribu-
tion of a specific genotype to future generations due to reproduction, differential survival
or both [43–45]—is the ultimate phenotype, as it is the one upon which natural selection
acts [10]. Because Sewall Wright envisioned such a map as a landscape where fitness
defines the “elevation” of each coordinate in genotype space—the space of all possible
genotypes—genotype-fitness maps are better known as adaptive (or fitness) landscapes
[40]. Since the concept was introduced in the early 1930s [40, 46], theoretical fitness
landscapes have received considerable attention from evolutionary biologists interested
in understanding how landscape topography affects evolutionary dynamics. The studies
resulting from this interest have shown that the topography of a fitness landscape has
important evolutionary consequences, and specifically for speciation [47], the evolution
of sex [48, 49], mutational robustness [50, 51] and the predictability of evolution [52–54],
[55–58]. Given the tremendous importance of this particular type of map, I will explore
it in greater detail in section 1.1.3.
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Most of what we know about genotype-phenotype maps comes from computational
models that predict phenotypes from genotypes in diverse biological systems [59–62]. Such
models can be very sophisticated [63]; as, for instance, a whole-cell model of the life cycle
of Mycoplasma genitalium [64], or a complex computational model for tooth development
in mammals [65, 66]. However, most of our thinking about genotype-phenotype maps has
been shaped by models that map RNA sequences onto secondary structures [60], binary
amino acid sequences onto lattice-based structures [59], regulatory circuit genotypes onto
gene expression patterns [61], as well as metabolic genotypes onto metabolite utilization
phenotypes [62]. These computational models allow us to rapidly map genotypes to
phenotypes in a comprehensive manner. Thanks to these models, it has been possible
to study genotype-phenotype maps of molecular systems as diverse as RNA, proteins,
regulatory networks, and metabolism (for an extensive review, see [12]). Despite the great
differences between all of these biological systems, these theoretical studies have revealed
some striking commonalities in their genotype-phenotype maps. First, epistasis—non-
additive interaction between individual mutations—is pervasive (section 1.1.2). Second,
these systems are to some extent robust to genotypic change. This robustness leads to
the existence of genotype networks (aka neutral networks) (section 1.1.4).
The structure of a genotype-phenotype map has important evolutionary consequences.
It can influence the accumulation of genetic diversity [50], the rate of adaptation [67, 68],
the robustness and evolvability of genotypes and phenotypes [69], as well as their “find-
ability” [70–72]. Therefore, it is highly important to move beyond theoretical models
of genotype-phenotype maps and study maps derived from experimental data [37]. In
recent years, the study of empirical genotype-phenotype maps and adaptive landscapes
constructed from experimental data has become a burgeoning area of research [26, 29–
32, 56, 73, 74]. This has been possible thanks to recent technological developments in
high-throughput sequencing, DNA synthesis and lineage tracking, which are revolution-
izing the experimental study of evolutionary processes [56, 75, 76]. The integration of
these technologies has made it possible for the first time to assign phenotypic or fitness
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values to a large number of genotypes. Now we can generate mutations and study their
phenotypic or fitness effects precisely, cheaply, and in a highly parallel fashion. As a
consequence of this, the characterization of empirical genotype-phenotype maps and real
fitness landscapes is now much easier than ever before.
1.1.1 A conceptual classification of genotype-phenotype maps
A genotype-phenotype map is defined as the mathematical function that maps a set
of genotypes into a set of phenotypes. These phenotypes can be either categorical or
quantitative. A categorical phenotype is “a discrete classification that is assigned to each
genotype” [77]. For example, the secondary structure of an RNA sequence is a categorical
phenotype. As we shall see in chapter 3, in some cases, an individual genotype can
have more than one categorical phenotype, such as an RNA sequence genotype that folds
into multiple secondary structure phenotypes [78]. A quantitative phenotype is a real-
valued phenotypic trait that can be assigned to each genotype. For example, we may
think of the folding energy of an RNA sequence as a quantitative phenotype. Fig 1.1
shows a classificatory scheme for genotype-phenotype maps based on this distinction.
Genotype-phenotypes landscapes are the subclass of genotype-phenotype maps where the
phenotype is quantitative instead of categorical [30, 79]. Adaptive landscapes are an
important subclass of genotype-phenotype landscapes, where fitness is the quantitative
phenotype in consideration.
1.1.2 Epistasis
The term “epistasis” comprises all deviations from independent (additive) contributions
of alleles at different loci on a particular phenotype [80, 81]. Epistasis means that the
phenotypic effect of a mutation depends on the genetic background in which it emerges
[82, 83]. Thus, epistasis can impose severe constraints on molecular evolution, because the
substitutions that are beneficial in one background can be deleterious in another. Epis-
tasis has been frequently demonstrated in RNA [84, 85], proteins [52, 86–90], metabolic
networks [91–93], and gene regulatory circuits [94].
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Figure 1.1: Classification scheme for genotype-phenotype maps. Genotype-
phenotype maps describe the mapping from genotypes into phenotypes in a given biolog-
ical system. Phenotypes can be either categorical or quantitative. Genotype-phenotype
landscapes are a subclass of genotype-phenotype maps for which the phenotype is quan-
titative. Adaptive or fitness landscapes are a subclass of genotype-phenotype landscapes
for which fitness is the quantitative phenotype. The relative sizes of the circles in this
figure are not proportional to the relative importance of their associated type of genotype-
phenotype map, either in nature or in the published literature on the topic.
The notion of epistasis is tightly related to the central question of how genotypes map
onto phenotypes [21, 24]. Epistasis is important to understand the physical, biochemical
and physiological basis of genotype-phenotype maps [80, 83], but also to comprehend their
evolutionary causes and consequences [81]. The effect of epistasis on the architecture
of these maps can be rapidly visualized with the powerful metaphor of the adaptive
landscape [40, 95]. Graphical representations of an adaptive landscape often illustrate a
genotype-phenotype (or genotype-fitness) landscape as a surface above a two-dimensional
base plane representing genotype space, the space of all possible genotypes [40, 95]. The
“height” of the landscape surface is determined by a real-valued measure of a phenotype
(e.g. the folding energy of an RNA sequence). As I noted above, when the phenotype
is biological fitness, then the landscape is called an adaptive landscape. Within this
formulation, adaptation can be viewed as a hill-climbing process, where populations tend
to move towards peaks as a consequence of mutation and natural selection. Epistasis
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determines whether an adaptive landscape is smooth or rugged, that is, its topography
[55]. For example, a specific type of epistasis, reciprocal sign epistasis, is a necessary
condition for the presence of multiple peaks separated by low-fitness valleys [82]. This
rugged topography can block the approach to the highest peak by causing entrapment on
local suboptimal peaks [96]. In the absence of epistasis, adaptive landscapes are smooth
and single peaked, and thus do not pose any obstacle to evolutionary exploration.
1.1.3 Adaptive landscapes
1.1.3.1 Historical background
The concept of the adaptive landscape was introduced in 1932 by Sewall Wright in a
paper presented at the Sixth International Congress of Genetics in Ithaca, New York [40].
He was invited by E. M. East, together with R. A. Fisher and J. B. S. Haldane, to a
session on the nascent discipline of population genetics [7]. East asked the three fathers
of the discipline to make accessible their challenging mathematical work to an audience
of general biologists with an interest in evolution, but easily intimidated by mathematics
[97–99]. Wright’s main work on populations genetics was his 159-page paper “Evolution in
mendelian populations,” published one year earlier [98]. The paper presented by Wright
at the International Congress in 1932 was published in the proceedings under the title
“The roles of mutation, inbreeding, crossbreeding and selection in evolution” [40]. It
was in this less technical condensation of the 1931 paper that one of the most famous
metaphors in the history of biology was publicly presented. The presence of diagrams of
adaptive landscapes in all major evolution textbooks since 1937 testifies to the concept’s
enormous influence in evolutionary biology [100–104].
An adaptive landscape is commonly visualized as a “hilly” surface with peaks and
valleys in a three-dimensional space. Each coordinate in the x–y plane represents an indi-
vidual genotype. The third dimension (z axis), the “elevation” of the landscape, represents
fitness. The regions of high elevation (high fitness) are called adaptive peaks, while the
regions of low elevation (low fitness) are called adaptive valleys. However, Wright did not
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use this popular representation and instead in 1932 employed two different representations
(Fig. 1.2). The first of them represents the space of all possible genotypes, that is, geno-
type space, as a network of mutational relationships between different genotypes. In such
a network, nodes represent genotypes, and two nodes are connected by an edge if their
associated genotypes differ just by a single genetic change. Of course, Wright was aware
that the genotype space for any organism must be incredibly large and high-dimensional,
and estimated that its size would be on the order of 101000, and that it would have 1000
dimensions (one for each locus): “with 10 allelomorphs in each of 1000 loci, the number of
possible combinations is 101000 which is a very large number” [40]. It is worth noting that
this large number is obtained trough a gross underestimation of the real number of genes
and alleles in an average species. The second representation of an adaptive landscape used
by Wright in 1932, and perhaps his most famous, is a two-dimensional graphical depiction
akin to a topographic map (Fig. 1.2). It represents multidimensional genotype space as
a two-dimensional plane, and the differences in fitness between different locations in the
plane are visualized with the help of contour lines.
Wright’s depictions of an adaptive landscape as a high-dimensional discrete genotype
space was correctly identified as an hypercube by Haldane, who published it in print before
Wright’s 1932 paper [105]. However, Wright’s correspondence shows that he thought
about the adaptive landscape before Haldane [46, 104]. He already described the concept
of the adaptive landscape in a letter to Fisher in 1931 [46, 104]:
Think of the field of visible joint frequencies of all genes as spread out in a
multidimensional space. Add another dimension measuring degree of fitness.
The field would be very humpy in relation to the latter because of epistatic
relations, groups of mutations, which were deleterious individually producing
a harmonious result in combination. (Wright to Fisher, February 3, 1931)
Wright was convinced that real adaptive landscapes must be complex due to pervasive
epistasis. He imagined rugged landscapes with multiple adaptive peaks separated by low-
fitness valleys: “it may be taken as certain that there will be an enormous number of widely
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Figure 1.2: The adaptive landscape. An adaptive landscape is usually visualized as
a “hilly” three-dimensional landscape where genotypes are arranged in the x–y plane, and
fitness defines the “height” of the landscape on the z axis (e.g., Fig. 2.1). However, Sewall
Wright did not use this representation in his seminal 1932 paper [40]. Instead, acknowledg-
ing full well the high-dimensional nature of genotype space, he used a genotype network
representation. For example, if genotypes are defined by five loci with two alleles each
(wild type and mutant), a network connects all genotypes from the wild type genotype (+)
to the quintuple-mutant (abdce) connecting all five single-mutants, ten double-mutants,
ten triple-mutants, and five quadruple-mutants (left). In his alternative representation of
an adaptive landscape, Wright “compressed” this mutidimensional genotype space into a
two-dimensional “field of gene combinations,” where fitness is represented using contour
lines (right). Due to pervasive epistasis, Wright envisioned a highly rugged landscapes
with multiple high-fitness adaptive peaks (+) separated by low-fitness adaptive valleys
(-). Images from [40], reproduced with permission of the Genetics Society of America.
separated harmonious combinations” [40]. However, Fisher doubted that this was the case
because of his additive view of genetics [97]. Fisher thought that as the dimensionality
of genotype space (“the field of gene combinations”) increases, the number of adaptive
peaks (“harmonious combinations”) in the landscape should decrease (Fisher to Wright,
May 31, 1931) [46, 104]. In other words, he thought that there is an inverse relationship
between the number of adaptive peaks and the number of genotypic dimensions [106].
Therefore, according to Fisher, because real adaptive landscapes are high-dimensional,
they should be single-peaked or have very few peaks.
1.1.3.2 Phenotypic landscapes
In 1944, the palaeontologist George G. Simpson—one of the fathers of the “modern synthe-
sis” [107]—used adaptive landscapes to study macroevolutionary change [108]. Simpson’s
landscapes have been called phenotypic landscapes because their non-fitness dimensions
represent phenotypic traits instead of genotypes [104]. In other words, phenotypic land-
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scapes depict phenotype-fitness maps [109, 110]. Later, in 1966, the palaeontologist David
M. Raup proposed the concept of the theoretical morphospace, as an extension of the adap-
tive landscape into the science of morphology [109, 111]. However, there are important
differences between Wright’s adaptive landscape and a theoretical morphospace. The
different locations in an adaptive landscape are genotypes, but the locations in a mor-
phospace are forms or morphologies. The non-fitness dimension in a morphospace are
parameters in a geometric model of form, and instead of fitness, the “vertical” dimension
is the frequency of a given form or morphology in nature. The palaeontologist George
McGhee in his book “The Geometry of Evolution” gives several fascinating examples
of this type of landscape [109], but I will focus here on work done by Raup himself,
and especially by his graduate student John Chamberlain [109, 112–114], because to my
knowledge, they studied the first empirical adaptive landscape.
In 1967, Raup constructed a morphospace for shell form in ammonoids [109, 112],
which are an extinct group of swimming cephalopds related to the nautilus that still swims
in today’s oceans. Ammonoids thrived in the oceans of the Palaeozoic and Mesozoic with
hundreds of species. Raup developed a mathematical model based on two parameters
(W and D; the specific meaning of W and D is not relevant for my exposition) able to
generate all possible “ammonoid-like” shell morphologies, including shells that may never
have evolved. Raup plotted the frequency distribution of 405 ammonoid fossil species in
W/D space (Fig. 1.3). He found a single peak, indicating a cluster of highly abundant
forms. To explain why only a single peak was found, and in a specific location of the
morphospace, a functional analysis was needed. It was Chamberlain, Raup’s student, who
performed such an analysis by conducting experiments to measure the drag coefficients of
different ammonoid shells [109, 113, 114]. The drag coefficient of a shell form is inversely
related to its swimming efficiency. Chamberlain’s empirical data showed that there are
two adaptive peaks in W/D morphospace, which corresponds to forms with the maximum
swimming efficiencies (Fig. 1.3). Only one of these two peaks overlapped with the single
peak in Raup’s frequency morphospace. A developmental or an evolutionary constraint
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could explain why one of the adaptive peaks is unoccupied [109]. Alternatively, there
could be a trade-off with another functional property that renders the shells in the empty
peak maladaptive [109]. However, a 2004 study using a larger dataset including 597 new
ammonoid species showed that many species had indeed evolved shell forms in the region
of the additional adaptive peak [109, 115]. This spectacular example shows the predictive
potential of the adaptive landscape concept in evolutionary biology [54, 56, 110].
Figure 1.3: Phenotypic landscapes. The upper graph depicts, using contour lines,
the frequency distribution of 405 actual ammonoid forms in Raup’s theoretical morhospace
[112]. There is a single frequency peak around 0.3 < D < 0.4 andW ∼ 2. The lower graph
depicts the distribution of swimming-efficiency coefficients obtained by John Chamberlain
[114]. There are two adaptive peaks in terms of swimming efficiency (+). One of them
corresponds to the frequency peak in the top graph (arrow). Figure from [109], reproduced
with permission from Cambridge University Press.
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1.1.3.3 Molecular landscapes
In parallel to Raup’s and Chamberlain’s work, the concept of the adaptive landscape un-
derwent a major development. After the birth and early development of molecular biology
in the 1950s and 1960s, the relevant “genetic units” of genotype space were discovered
[104, 116, 117]. With an improved understanding of the molecular basis of adaptation, the
field of molecular evolution reframed evolutionary change in terms of molecular sequences
(DNA, RNA, and protein) instead of alleles [104, 118–120]. It was in this context that
John Maynard Smith imagined protein evolution as occurring in a protein space, that is,
a space of all possible protein sequences [41, 121]. He envisioned a network of proteins
where nodes are amino acid sequences, and where two nodes are connected by an edge if
their sequences differ just by a single amino acid change. This network of genotypes is
very similar to Wright’s and Haldane’s hypercube. To illustrate how proteins evolve in
this space, Maynard Smith used a word game that requires to convert a word into an-
other word of the same length by changing one letter at a time, and the requirement that
all intermediate words must be meaningful in the English language (for example, chang-
ing “WORD” into “GENE” via “WORE,” “GORE,” and “GONE”). Similarly, functional
proteins must evolve from other functional proteins through mutational pathways in the
network of protein space, where every intermediate protein must be functional since nat-
ural selection would not favor a mutation into a non-functional protein. An essential
requirement for this evolutionary process to work is that a certain proportion of single-
mutant neighbors of a functional protein must also be functional [12, 41, 122]. In other
words, functional proteins should display mutational robustness, that is, the ability to
remain functional despite single point mutations [51].
In 1984, John Gillespie in the context of the neutralist-selectionist controversy pro-
posed the metaphor of the mutational landscape [43, 104, 123, 124]. The mutational
landscape is also a network in which nodes represent nucleotide sequences. Tow nodes
are connected if their sequences are a nucleotide-substitution away form each other. In
this landscape, mutational pathways are only accessible if every single mutation in the
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pathway provides a selective advantage. Gillespie used the mutational landscape to model
the rate of molecular evolution from a selectionist perspective.
1.1.3.4 Theoretical adaptive landscapes
Since Wright’s introduction of the adaptive landscape in evolutionary biology, many theo-
reticians have studied how the topology of an adaptive landscapes influences evolutionary
dynamics. Many models of adaptive landscapes have been developed over the years. An
important type of such models are additive models, in which no epistatic interactions
exist between different loci. The landscapes generated by such models are always single-
peaked, a bit like Mount Fuji in Japan. Indeed, the most famous additive model is the
so-called Mt. Fuji model [125]. In contrast, the House of Cards (HoC) model [126, 127],
where the fitness values of any two genotypes are completely independent of one another,
produces highly rugged landscapes, which are the opposite of the smooth landscapes pro-
duced by additive models. The Rough Mt. Fuji (RMF) model produces landscapes that
still retain a global fitness maximum, that is, a global peak, but may contain lower peaks
and plateaus [128, 129].
The theoretician Stuart Kauffman considerably advanced the study of how the to-
pography of an adaptive landscape affects evolutionary dynamics when he developed the
NK model, which is a model that allows the study of adaptation in landscapes with
“tunable” ruggedness [96, 130–132]. In the NK fitness landscape model, N refers to the
number of loci, and K to the number of epistatic interactions of each locus with other
loci. In this model, it is possible to generate a spectrum of landscapes with different
levels of ruggedness that are bookended by two extremes. One extreme is an additive Mt.
Fuji-like landscape (K = 0). The other extreme is a highly rugged landscape with high
levels of epistasis (K = N − 1). At K = 0, there are no epistatic interactions. There is a
single high-fitness peak, with gentle slopes falling away from it. At K = N − 1, which is
the maximum possible value of K, every locus interacts epistatically with all other loci,
which results in a highly rugged landscape with multiple low-fitness peaks. Using NK
landscapes, theorists have studied how landscapes ruggedness affects the number of local
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peaks, the fraction of local peaks that can be accessed from a given genotype, and the
average number of mutations needed to reach the global peak [131]. NK models have
also been used to study RNA folding [133], how antibodies improve their affinity for an
antigen during immune response [131], and regulatory circuits [96, 131].
Theoretical interest in adaptive landscapes goes beyond the frontiers of biology, since
the problem of finding the global peak in an adaptive landscape is similar to the problem
of finding global optima in multidimensional optimization problems. For instance, NK
landscapes have been employed to study spin glasses in physics [96, 130]. Another ex-
ample from computar sciences are evolutionary algorithms, which are population-based
optimization algorithms that use mutation, recombination, and selection to find optimal
solutions to different computational problems [134].
1.1.3.5 Empirical adaptive landscapes
At the advent of the twenty-first century our ignorance about the topography of real
adaptive landscapes was still great. However, the development of high-throughput ex-
perimental technologies over the last decade is rapidly changing our understanding of
landscape ruggedness in real living systems. It is now possible to construct empirical
adaptive landscapes by measuring fitness or quantitative phenotypes for a large number
of genotypes. Now, for the first time, large empirical landscapes can be comprehensively
studied and analyzed. These new empirical landscapes are leading to novel insights into
the structure of realistic landscapes and how it affects evolution [55–58, 135]. However,
one of the main caveats of these studies is the high-dimensionality of genotype space,
which Dobzhansky popularized with a now famous quote paraphrasing Wright [136]:
Suppose there are only 1000 kinds of genes in the world, each gene existing in
10 different variants or alleles. Both figures are patent underestimates. Even
so, the number of gametes with different combinations of genes potentially
possible with these alleles would be 101000. This is fantastic, since the number
of subatomic particles in the universe is estimated as a mere 1078.
Stuart Kauffman has described such large numbers as hyper-astronomical because they
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are many times larger than the gargantuan numbers used in astronomy [132]. For this
reason, many empirical landscapes are constructed for single macromolecules rather than
entire organisms. However, hyper-astronomical numbers also appear in macromolecules.
The number of amino acid sequences for a protein with a hundred amino acids is 20100,
which is larger than 10130. Hydrogen is the most common element in the universe, but the
estimated number of hydrogen atoms in the universe is just 1090, many order of magnitudes
below the number of possible amino acid sequences for a protein of modest length [137].
Many local empirical adaptive landscapes of proteins [34, 52, 86, 88, 138–144] and RNAs
[27, 31, 32, 145–147] have been studied. These landscapes are frequently incomplete,
because they only assign fitness or phenotype to a minute fraction of genotypes that
lie near a wild type genotype. In contrast, in chaper 2, I study more than a thousand
landscapes which are complete as they describe transcription factor binding affinity to
every single short DNA sequence of length eight.
A recent wave of studies on empirical adaptive landscapes has been made possible by
technological developments, but it has been motivated by theoretical advances; especially
by the discovery by Daniel Weinreich and co-workers that sign epistasis constrains evolu-
tionary trajectories in adaptive landscapes [56, 148, 149]. Sign epistasis is a strong form of
epistasis that changes the sign of the fitness effect of a mutation, from positive to negative
or vice versa [148]. This type of epistasis reduces the number of mutational pathways in
which fitness increases monotonically. These are also the pathways that are evolutionarily
accessible under strong selection [148]. Sign epistasis is also necessary for the existence of
multiple adaptive peaks [149], that is, the presence of several high-fitness genotypes that
are surrounded by low-fitness genotypes. The fascinating prospect of predicting evolution
emerged from the discovery of these evolutionary consequences of sign epistasis [56]. How-
ever, the quantitative study of this possibility requires, for a given pair of genotypes, the
experimental construction of the 2L genotypes that result from all possible combinations
of the L mutations for which the two genotypes differ [56]. In a seminal study, Weinreich
and colleagues constructed and analyzed an adaptive landscape of the β-lactamase TEM,
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which is an enzyme that confers resistance against β-lactam antibiotics. They created all
32 (25) allele combinations of 5 mutations that jointly increase resistance to the antibiotic
cefotaxime by 100,000-fold. Weinreich and co-workers measured the resistance provided
by each of the 32 alleles as the minimal cefotaxime concentration inhibiting bacterial
growth. The diagram of a genotype network with 32 genotypes in Fig. 1.2 depicts the
kind of empirical landscape they constructed. In this landscape, they found that due to
the prevalence of sign epistasis, only 18 of the 120 (= 5!) shortest mutational pathways
from the wild type allele (“+” in Fig. 1.2) to the 5-mutant high-resistance allele (“abcde”
in Fig. 1.2) were accessible under strong selection. In other words, cefotaxime resistance
increases monotonically only in 15% of all 5-step pathways. And using predictions of
fixation probabilities from classical population genetics, they showed that two of these
pathways are more often taken by evolving populations than the other 16. Therefore, the
evolution of cefotaxime resistance is highly predictable since it evolves most frequently
along just a few mutational pathways. However, it is worth noticing that this landscape
represents only a tiny fraction of all the 205 = 3, 200, 000 possible combinations of amino
acids at the five studied position of the β-lactamase TEM. The constraints imposed by
sign epistasis on the evolution of cefotaxime resistance may differ in this larger landscape.
1.1.4 Genotype networks
Genotype networks [12, 69], or neutral networks [60], are graphs that contain as vertices
all the genotypes that share the same phenotype, where vertices are connected by edges if
their genotypes differ by a single mutation [41]. Such networks provide a visualization of a
genotype-phenotype map that is complementary to low-dimensional representations, such
as the classical three-dimensional rendering of an adaptive landscape. The reason is that
a three-dimensional representation reduces the space of genotypes, which is multidimen-
sional, to a two-dimensional plane. Consider, for example, that the genotype space for a
protein of modest length 100, composed of 20100 genotypes, has already 100 dimensions.
A low-dimensional representation is usually inadequate for providing more than a super-
ficial understanding of genotype-phenotype maps. Genotype networks, on the contrary,
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do not sacrifice the high-dimensionality of genotype spaces and are therefore more suited
for a quantitative understanding of the structure of a genotype space.
Genotype space is organized as a hypercube graph where vertices represent genotypes,
and two vertices are connected by an edge if they differ by a single mutation. As we
have already seen (section 1.1.3.1), this was an insight that both Wright and Haldane ob-
tained independently [40, 105]. However, the fact that this large graph can be pervaded
by genotype networks—sub-graphs of genotype space—was only foreshadowed forty years
later by Maynard Smith in his 1970 paper on protein spaces, that I already discussed in
the context of the adaptive landscape (section 1.1.3.3) [41]. Maynard Smith speculated
that “if evolution by natural selection is to occur, functional proteins must form a contin-
uous network which can be traversed by unit mutational steps without passing through
nonfunctional intermediates” [41]. In a genotype network, all genotypes have the same
phenotype. Maynard Smith considered a categorical binary phenotype: A protein geno-
type is associated with either a functional phenotype or a nonfunctional phenotype. In
the genotype network envisioned by Maynard Smith all protein genotypes are functional.
Twenty years after this seminal paper by Maynard Smith, computational studies
showed the existence of genotype networks in simple models of protein genotype-phenotype
maps [59]. Specifically, David J. Lipman and W. John Wilbur studied a two-dimensional
HP lattice model for protein folding with only two types of monomers—hydrophobic (H)
and polar (P) amino acids [59]. It is the tendency of hydrophobic amino acids to avoid
water molecules that drives protein folding. These binary sequences (protein genotype)
fold into a two-dimensional lattice (protein phenotype), where each amino acid occupies
a different position on a discrete grid. These authors found that usually a large number
of genotypes fold into the same structure, and that these genotypes extend over large
regions of sequence space, thus forming a genotype network.
One of the most detailed characterizations of genotype networks to date was performed
with computational models for the in silico folding of RNA sequences into secondary
structures through internal base-pairing. This work was carried out by Peter Schuster
Genotype-phenotype maps 18
and colleagues [60, 150, 151], and many others afterwards [69, 78, 84, 152–154]. Schuster
et al. [60] first found that there are many different RNA sequences able to fold into the
same secondary structure, and that these sequences form large genotype networks in se-
quence space. These authors coined these networks “neutral networks.” In their definition
of neutrality, a neutral mutation does not change the categorical phenotype associated
with all genotypes in a neutral network. Therefore, these authors are using the term
“neutral” with respect to a specific well-defined phenotype, knowing full well that such
mutations may not be neutral with respect to fitness. However, in evolutionary biology,
a mutation is neutral only if it does not affect fitness. Therefore, a neutral mutation
with respect to fitness could be non-neutral with respect to a categorical phenotype, and
vice versa. To avoid this confusion, Andreas Wagner introduced the alternative term
“genotype network,” which I use in this thesis [12].
Later, other authors found that genotype networks do not only pervade the genotype
spaces of macromolecular systems such as proteins and RNA, but also appear in the
genotype spaces of other biological systems of higher complexity, such as metabolism [62],
and gene regulatory circuits [155]. Recently, genotype networks have been found using
empirical data, thus validating a long-standing body of theoretical work on genotype-
phenotype maps. Specifically, Payne and Wagner have discovered that the set of short
DNA sequences bound by a transcription factor above some high-affinity threshold form
a genotype network [156]. The phenotype in this case is the molecular ability of a site
(genotype) to bind a specific protein factor. Specifically, they have discovered that for
99% of the studied factors, the majority of bound sites were part of a single connected
genotype network. In other words it is almost always possible to transform one bound
site into another via a series of mutations that preserve transcription factor binding.
The mutational robustness of transcription factor binding sites explains the existence
of these networks: The proportion of all possible single-mutants of a binding site that
are also bound by the same transcription factor tends to be large. Genotype networks
provide an entirely new way of analyzing protein-DNA interactions, one that has provided
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new insights into transcriptional regulation systems, as we will see in chapters 2 and 3,
where I study related genotype-phenotype maps. Additionally, this mapping of DNA
sequences onto the proteins they bind constitutes the first exhaustive genotype-phenotype
map entirely based on experimental data. Therefore, the study of Payne and Wagner
[156] is not only the first time that genotype networks are used to analyze protein-DNA
interactions, but also the first time they are applied to a genotype-phenotype map that is
both empirical and comprehensive. In the next introductory section, I describe protein-
DNA interactions in detail, and the high-throughput technology that has made these
advances in studying empirical genotype-phenotypes possible.
1.2 Protein-DNA interactions: An empirical
genotype-phenotype map
1.2.1 Transcription factors
The discovery of the lac operon and its regulation in Escherichia coli in the early 1960s by
François Jacob and Jacques Monod showed for the first time the biological importance of
protein-DNA interactions [116]. In a series of beautiful experiments these scientists dis-
covered how the binding of a protein (Lac repressor) to DNA prevents the transcription of
the lactose-metabolizing gene lacZ when no lactose is available in the environment. They
were awarded the Nobel Prize in 1965 for this work. The Lac repressor is a transcription
factor (TF), a sequence-specific DNA-biding protein that regulates gene expression by
binding to DNA sequences known as TF binding sites [157, 158]. The binding of a TF
to a gene’s regulatory region may activate or repress the transcription of that gene by
promoting or blocking the recruitment of RNA polymerase. The strength of this regula-
tory effect is partly determined by the TF’s affinity for its site [159–162]. Genes coding
for TFs typically represent 5-10% of the total number of genes in a given genome [163],
and their products can regulate the expression of other TFs, forming transcriptional reg-
ulatory networks. Such networks control the development, behaviour, and physiology of
many organisms, from bacteria to humans [164]. Accumulating evidence suggests that
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many evolutionary adaptations can be explained by mutations in the regulatory regions
of genes in these regulatory networks [165–167]. Such mutations, which change the timing
or location of gene expression, have also been associated with human disease [168, 169].
Therefore, the characterization and study of the structure and function of regulatory net-
works constitutes an important and active area of research [170, 171], which critically
depends upon our ability to measure and predict the affinity with which TFs bind their
cognate sites.
TFs may have several functional domains—conserved protein segments that can func-
tion independently, each with a different function [158, 172, 173]. Although there are
exceptions, they typically have just one DNA-binding domain, which can function au-
tonomously. Other TF’s domains are responsible for dimerization: Many TFs function
as homodimers or heterodimers. Finally, some TF’s domains mediate interactions with
other proteins to form large molecular complexes that regulate the rate of transcription.
For instance, many TF’s have an activation domain that interacts with the basal tran-
scriptional machinary to initiate transcription. TFs can be classified into families based
on the structures and sequence similarity of their DNA-binding domains [158, 174]. TFs
from the same family have similar structures, and thus bind DNA with the same overall
geometry of interaction [158]. TFs from the same family also have a common ancestry,
and have diverged through evolutionary processes such as gene duplication and species
diversification.
1.2.2 Sequence-specific interactions between proteins and
DNA
TFs have two major modes of specific interaction with DNA: Direct, and indirect [158].
Direct interactions are mediated by contacts between the lateral chains of the amino
acids in a TF’s DNA-binding domain and the edges of the base-pairs in the DNA. These
contacts are both hydrogen bonds and van der Waals interactions. Most DNA-binding
domain families interact with the major groove of DNA, although many domains also have
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additional contacts in the minor groove. Different patterns of hydrogen-bond donors and
acceptors and the methyl group on thymine allow TFs to discriminate between different
DNA sequences. Indirect interactions are mediated by contacts between a TF and the
DNA backbone, and depend on specific structural properties such as the width of the
major groove, which can be both wider or narrower than in the standard B-form DNA
depending on the sequence [175]. Because some sequences are prone to adopt specific
structural deformations, indirect interactions are also sequence specific. Therefore, a spe-
cific DNA base-pair can establish a direct contact with the TF’s DNA-binding domain,
and at the same time contribute to the DNA shape in a way that favors indirect inter-
actions. Finally, most TFs also have nonspecific contacts with backbone atoms. These
contacts are electrostatic and provide a large component of the total binding energy.
These nonspecific interactions are also important for the way in which TFs search for
high-affinity binding sites by one-dimensional diffusion, that is, by “sliding” along the
DNA until they find their sites.
The specificity of a DNA-binding protein is determined by its relative binding affinity
to all possible binding sites. Some DNA-specific binding proteins (e.g., most restriction
enzymes) bind specifically to a single sequence with high affinity. Transcription factors
instead bind to many different sequences with varying binding affinities [158]. They
usually bind to a preferred sequence that has the highest affinity, but other single-mutant
neighbors of this sequence also have similar affinity. In some cases, sequences with multiple
changes with respect to the highest-affinity sequence can also bind a TF with fairly high
affinity [158].
The simplest way of describing the specificity of a DNA-binding protein is using the
consensus sequence for its highest affinity sequences. However, the specificity of a TF is
better described by using position weight matrices (PWMs). A PWM contains a score for
each possible base (A, C, G, or T) at each of the positions in a binding site. A PWM allows
the assignment of a score to every possible binding site. The score of a site is computed as
the sum of the elements of the PWM that correspond to the base of the sequence at each
Protein-DNA interactions: An empirical genotype-phenotype map 22
aligned position [158]. Usually, a threshold is used to classify if a site can be bound or not,
such that sites with a score above the threshold are considered to be binding. Over the
years, many computational methods have been developed to obtain PWMs from binding
data. These statistical methods, including machine learning algorithms, take as an input
a collection of sequences and their functional information obtained in high-throughput
assays, such as those described in section 1.2.3 [176]. The most commonly used simple
methods assume that each position in a binding site contributes additively to binding.
However, there are also more complex methods that do not assume that each position
contributes independently to binding affinity [177–183]. For example, using a PWM-like
model that contains a score for each of the 16 possible dinucleotides at each position in a
binding site allows for pairwise epistatic interactions between adjacent nucleotides [163].
1.2.3 High-throughput measurements of protein-DNA
interactions
As a consequence of recent advances in microarrays and next-generation sequencing tech-
nologies, our ability to measure the affinity with which TFs bind DNA, both in vitro
[184–187] and in vivo [188–191], has greatly improved. One of these new technologies,
called a protein binding microarray (PBM) [184, 192, 193], measures the in vitro affinities
of TFs to DNA sequences of up to k nucleotides in length, which are called k-mers. To
date, this technology has been used to quantify the binding affinities of more than 1,000
TFs from 131 different eukaryotic species to all 32,896 possible 8-mers [194–196].
PBMs use double-stranded DNA (dsDNA) in a microarray format [184]. Single-
stranded DNA (ssDNA) is placed on a spot of the array and then converted into dsDNA
using a universal primer. Current arrays of over 44,000 spots contain all possible binding
sites of 10 bases once in the array [184, 197]. This means that every 8-mer appears at
least 16 times, and at least 32 times if they are nonpalindromic. The TF is added to
the array, and the array is washed to remove nonspecific binding, and incubated with a
fluorescent antibody (if the TF itself has not been fluorescently labelled). Comparing the
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fluorescence intensity of every spot in the array allows the estimation of binding affinity
to every dsDNA sequence of a given short length (up to length 10). For instance, PBMs
serve to compute enrichment scores for all sequences 8-nucleotides long as a proxy for
binding affinity [184, 197]. The score of an 8-mer is computed from the rank median
fluorescence intensities of all the array sequences that contain the 8-mer relative to the
average of the background. Cognate site identifier (CSI) methods are similar to PBMs.
The main difference between these two technologies is that ssDNAs are designed in such
a way as to fold back on themselves to produce dsDNA on the CSI array [185, 198, 199].
PBM data has provided us with two major observations that have enlarged our molec-
ular and evolutionary understanding of TF-DNA interactions. First, TFs often bind
multiple different sets of DNA sites with high affinity, while they can also bind hundreds
of other sites with lower affinity. Second, the individual nucleotides of a TF binding site
can contribute non-additively to binding affinity [200]. Namely, the contribution of one
nucleotide may depend on other nucleotides in the site (epistasis). However, despite this
recent progress, our knowledge about the relationship between epistasis and the evolution
of TF-DNA interactions is still incomplete.
1.2.4 Epistasis in transcription factor binding sites
Epistasis has been frequently demonstrated in macromolecules such as RNA or proteins
[52, 84–89]. However, whether the individual nucleotides that form TF binding sites con-
tribute epistatically to binding affinity is still controversial [201, 202]. The debate mainly
centers on the widespread use of methods for the prediction of TF binding sites based
on PWMs that assume non-epistatic interactions between nucleotides [203, 204]. Accord-
ing to anecdotal experimental evidence, we now know that this additivity assumption is
sometimes violated [186, 195, 200]. Yet the corrections introduced into these prediction
methods merely consider pairwise non-additive interactions, and just between adjacent
nucleotides [178]. However, epistatic interactions in TF binding sites may occur between
multiple nucleotides that are not adjacent to one another [200]. In chapter 2, I compre-
hensively quantify the extent of epistasis in TF binding sites for more than 1,000 TFs.
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1.3 Molecular chaperones: Modifiers of the genotype-phenotype
map
A modifier of a genotype-phenotype map is a gene or genetic variant that modifies the
phenotypic effect of other gene or variant via an epistatic interaction [205]. A global
modifier influences many genes or variants at the same time. The concept of a modifier
gene was introduced by Ronald Fisher to provide an evolutionary explanation to the
phenomenon of dominance by which in diploid organisms a wildtype allele (+) dominates
(hides) the phenotypic effect of a null allele (–) in the heterozygote genotype (+/–) [97,
206, 207]. Fisher proposed that dominance has evolved adaptively as robustness against
mutations [51]. In his model, when a null allele first arises in a population, the phenotype
of the heterozygote is intermediate to the phenotypes of both homozygotes (+/+ and
–/–). Later on, dominance can evolve through selection on the modifier gene (which is
different from the gene in which the null allele has emerged). Although Fisher’s model has
been criticized [51, 208–210], it has bequeathed the valuable concept of a gene that can
influence the phenotypic variation segregating in a population—the variation upon which
natural selection acts. In modern usage, a modifier gene is not necessarily a dominance
modifier [205].
The most well-known modifier genes encode molecular chaperones [211]. Molecular
chaperones are proteins that help other protein achieve their functional three-dimensional
conformations. Chaperones are able to alter the mapping from protein genotypes into
protein phenotypes [212]. Specifically, they increase the number of amino acid sequences
that fold into the same structure, by buffering the negative effects of mutations that affect
protein stability or folding. Therefore, they are proteins that can establish antagonistic
epistatic interactions with many different deleterious genetic variants.
1.3.1 Molecular chaperones and protein misfolding
Molecular chaperones are present in all-three domains of life (eukarya, bacteria, and ar-
chaea), and thus are proteins that probably arose very early during the evolution of
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primitive cells [213, 214]. Many chaperones are better known as heat-shock proteins
(HSPs), because they are upregulated during stressful conditions (e.g. heat stress) in
which aggregation-prone misfolded or unfolded proteins accumulate inside cells. Chap-
erones are typically named based on their molecular weight (HSP40, HSP60, HSP70,
HSP90, etc.). The chaperones that participate in de novo protein folding and refolding
belong to three major classes: HSP70s, HSP90s, and the chaperonins (HSP60s). They are
large multigenic molecular machines that function through ATP-driven cycles of substrate
binding and release, which are finely regulated by cofactors.
Chaperones increase the probability of a protein reaching its three-dimensional and
functional native state via three main mechanisms. First, chaperones can bind to fold-
ing intermediates, preventing their aggregation and ensuing pernicious interactions with
biological membranes and other proteins in the extremely crowded cellular environment.
Second, binding or enclosing nascent proteins can narrow and smooth the folding land-
scapes that they have to explore, thus guiding them towards their native state [213].
Third, some chaperones can unfold misfolded proteins through an energetically costly
process [215]. In other words, chaperones can act as unfoldases, that is, they can unfold
misfolded proteins and refold them. Because protein synthesis has the highest energy cost
inside a cell, protein misfolding is essentially a waste of energy. Chaperones can help save
this energy [216].
Misfolding is deleterious not only because misfolded proteins are not able to perform
their functions, but also because of the formation of protein aggregates (e.g., amyloid
fibrils [217]), which are cytotoxic [218, 219]. Protein aggregates affect cell viability neg-
atively, and are associated with important human diseases such as Alzheimer’s disease
and Parkinson’s disease, in which these aggregates accumulate in brain cells [220, 221].
This fitness cost of protein misfolding may have left a trace in the genomes of every
living organism. Specifically, for almost all sequenced genomes, there is a negative cor-
relation between the proportion of preferred codons—the most abundant codon for each
amino acid—in a gene (codon adaptation), and the gene’s evolutionary rate, i.e., the
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number of nucleotide substitutions per unit time [222–226]. There is also a positive corre-
lation between protein expression level and codon adaptation, such that highly expressed
genes evolve slowly, both in yeast [222] and E. coli [227]. It has been suggested that
selection against mistranslation-induced protein misfolding could explain these correla-
tions [224, 225]. Mistranslation is the process by which the ribosome incorrectly decodes
mRNA, introducing phenotypic mutations into the synthesized protein [228–230]. In par-
ticular, selection against synonymous substitutions to maintain translation accuracy, and
selection against amino acid substitutions to maintain protein robustness against mis-
translation would explain why highly expressed genes evolve slowly and show high levels
of codon adaptation [224]. Chaperones can ameliorate the impact of misfolded proteins
by acting as unfoldases, and allowing polypeptides with destabilizing amino acids to fold
into functional proteins.
The main physiological roles of chaperones include preventing protein aggregation, as-
sisting protein folding and helping organisms to survive stressful conditions by restoring
the native conformation of proteins destabilised by environmental perturbations. Through
this last function chaperones provide a mechanism of environmental robustness—the re-
silience of a phenotype (e.g., cell fitness and protein stability or function) to environmental
perturbations [51]. Chaperones also have the simultaneous capacity to buffer against dele-
terious mutations that affect the folding of proteins, that is, they also provide mutational
or genetic robustness—the resilience of a phenotype to DNA mutations [51]. This last
capacity has led to the claim that chaperones could act as evolutionary capacitors by
promoting the accumulation of cryptic genetic variation that could be released during
situations of environmental stress, thus facilitating rapid adaptive evolution [231]. This
hypothesis was advanced based on studies with the chaperone Hsp90 (section 1.3.2). The
bacterial chaperones most likely to be involved in this phenotypic buffering of genetic
perturbations are DnaK and the chaperonin GroEL [232]. In chapter 4, I study DnaK as
a source of mutational robustness, and in chapter 5, I study GroEL.
The protein folding pathways in the bacterial cytosol have been well-studied [213]. In
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bacteria, the Trigger factor is the first chaperone to interact with nascent polypeptides.
Most small proteins (~70% of total) rapidly fold after synthesis without further chaperone
assistance. Longer proteins interact subsequently with the HSP70 system (DnaK–DnaJ)
and reach their native conformation after several cycles of ATP-dependent binding and
release (~20% of total). Finally, about ~10% of proteins require the chaperonin system
(GroEL–GroES) to fold.
1.3.2 The molecular chaperone Hsp90
Hsp90 is a highly conserved molecular chaperone [233, 234]. The protein targets (clients)
of this chaperone tend to be kinases, transcription factors, and ubiquitin ligases involved
in cancer and signaling pathways. Selectivity is determined in part through interactions
with dozens of co-chaperones. Previous work has demonstrated that inhibition of Hsp90—
to the degree that it occurs in the context of some environmental stressors—can reveal
the phenotypic effects of “cryptic” standing genetic variation in many different species
[231, 234–238]. That is, changes in Hsp90 activity can transform the phenotypic impact
of standing genetic variation. This suggests that Hsp90, by helping mutant proteins to
fold, masks the fitness effects of mutations that would otherwise exert a phenotype. Even
if Hsp90-buffered mutations are only rarely acquired, they could be enriched in a popu-
lation if stabilizing selection does not remove them, because their deleterious phenotypic
consequences are masked by the chaperone. In contrast, selection would more efficiently
remove mutations which have immediate negative effects on fitness [239]. A recent study
has found evidence for this hypothesis among mutations in yeast that affect cell size and
shape [239].
1.3.3 The molecular chaperone DnaK
The bacterial chaperone DnaK belongs to the highly conserved HSP70 family [214]. It
is a central player in the E. coli chaperone network responsible for protein folding and
maintaining proteostasis (protein homeostasis). DnaK is highly abundant in the bacterial
cytosol, where it interacts regularly with at least ∼700 mostly cytosolic proteins [240].
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DnaK is expressed constitutively, and it is essential during heat stress (42 ◦C) and other
types of cellular stress [240–243]. The ATP-driven reaction cycle of DnaK is regulated
by DnaJ (HSP40 family) and the nucleotide-exchange factor GrpE. DnaJ determines
the binding specificity of DnaK towards its protein targets (i.e., clients) [244, 245]. The
chaperone system formed by these three proteins can both fold nascent polypetides (co- or
post-translationally) and refold misfolded proteins [214]. It does so by binding to exposed
hydrophobic patches—∼7 residues long and preferentially framed by positively charged
amino acids—in unfolded or partially folded polypetides, thus preventing detrimental
interactions with other polypeptides in the crowded cytosol [214, 246]. By successively
binding and releasing a protein client in a cyclic process that consumes ATP, the chaperone
system DnaK–DnaJ–GrpE allows the protein substrate to gradually explore its complex
folding energy landscape [213, 214]. For some proteins, several of these bind-release cycles
are enough to achieve the native conformation. However, other proteins that fail to fold
after DnaK cycling can go into the folding chamber of the chaperonin GroEL [214].
1.3.4 The chaperonin GroEL
Chaperonins are large double-ring molecular complexes that globally enclose client pro-
teins in a cylindrical folding chamber [213, 214]. Therefore, the size of client proteins is
constrained by the size of such chamber, and typically oscillates between 20 KDa and 50
KDa. The GroEL–GroES system in E. coli has been extensively studied and is arguably
the best-characterised chaperonin system of any organism. Both GroEL and GroES are
expressed from the bacterial operon groE. GroEL belongs to the group I chaperonins
(HSP60 proteins in eukaryotes), and works with the cochaperonin GroES (HSP10 pro-
teins in eukaryotes), which acts as a lid for the folding chamber [214]. Specifically, GroEL
is a homo-oligomeric complex integrated by two rings stacked back to back. Each ring is
formed by seven monomers. Each GroEL monomer is composed of three domains sepa-
rated by two hinge regions: the apical, intermediate and equatorial domains. The apical
domain contains hydrophobic binding sites for unfolded or misfolded protein substrates
and for some loops of GroES that allow its docking to GroEL. In the equatorial domain
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near the hinge region there is a slot that binds ATP, whose hydrolysis moves GroEL for-
ward through its reaction cycle, and provides a time window of ∼10 s for folding to take
place [247]. That domain is also responsible for the interactions among the two rings of
GroEL. GroES is a single heptameric ring that binds to one or both ends of the cylinder
that is GroEL. It seems that GroEL employs the three mechanisms used by chaperones
that I have mentioned above. It provides a protected folding environment that passively
prevents aggregation and guides polypeptides in their folding through negative hydrophilic
residues that cover the inside of its cylindrical chamber [248]. Additionally, recent evidence
suggests that GroEL can unfold misfolded proteins through an ATP-directed stretching
action [215, 247].
GroEL interacts with about 10% of cytosolic proteins in the E. coli proteome (∼250
different proteins). A subset of 50-85 of these proteins are considered obligate clients of
the GroEL–GroES system, because they are absolutely dependent on that system for a
proper folding [249, 250]. To explore the ability of GroEL to act as a general chaperone
interacting with substrates that do not share any similarities in terms of sequence, struc-
ture or function, Wang et al. [251] used DNA shuﬄing to improve the capacity of GroEL
to fold a specific substrate, the green fluorescent protein. However, that improvement
came with the loss of its ability to fold a variety of natural substrates. This result shows
that GroEL can display a substantial plasticity in terms of susbtrate specificity, but also
reveals a conflict between specificity and generality.
1.3.5 Molecular chaperones as mutational buffers
Populations evolving under high mutational loads are prone to experience severe declines
in fitness due to destabilising mutations in their proteins, which lead to high levels of
misfolding. Bacterial endosymbionts of insects provide an example of this phenomenon
[252–255]. These bacteria are maternally inherited by the host, and evolve under strong
genetic drift due a population bottleneck they experience during their transmission to
the host progeny. Because they are asexual, genetic recombination is not effective. Thus,
bacterial endosymbionts evolve under a process similar to Muller’s ratchet by which their
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genomes accumulate deleterious mutations in an irreversible manner [256–258]. In these
bacterial symbionts, GroEL tends to be highly abundant. It has been suggested that this
high level of chaperonin expression helps to maintain protein stability under high loads of
destabilizing mutations. This phenomenon was first observed in Buchnera aphidicola, an
intracellular symbiont of aphids, in which the expression of the operon groE is 7.5 times
higher than the wild-type expression level in its close free-living relative E. coli [259]. We
know that GroEL is also naturally overexpressed in many other bacterial endosymbionts,
and it is the most abundant protein together with the chaperone DnaK in these species
[254, 260–265]. It is tempting then to suggest that chaperones in endosymbiotic bacteria
are helping them cope with their high mutational loads via their buffering of destabilizng
mutations.
This hypothesis has been put to the test experimentally. Mario Fares and colleagues
evolved E. coli for ∼3,000 generations via single-cell bottlenecks [258]. This type of
evolution experiment is known as a mutation accumulation experiment, because the bot-
tlenecks reduce the efficiency of selection considerably, such that nonlethal mutations are
free to accumulate under the influence of random genetic drift [44]. At the end of the
experiment, as a consequence of their high mutational load, the evolved populations had
roughly halved their fitness (growth rate). Overproducing GroEL in the evolved strains
(∼86-fold higher abundance) restored fitness to ∼80% of the ancestral strains. However,
this was only observed when supplementing the growth media with tryptone (a source
of amino acids), which is probably required for the synthesis of large amounts of GroEL.
This suggest that there is a trade-off between the benefits of chaperone buffering and the
energetic cost of their production [266]. Similarly, Maisnier-Patin et al. [267] evolved
hypermutable Salmonella typhimurium populations for ∼1,000 generations in a mutation
accumulation experiment. Due to their mutational loads, the evolved populations showed
lower fitness than the ancestral population. These evolved populations also showed levels
of expression of DnaK and GroEL that were 2-3 times higher compared to the ancestral
population. Additionally, a modest artificial 1.5-fold increase of GroEL improved fitness
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substantially. These results complement the results by Fares et al. [258], providing fur-
ther evidence that chaperones are a source of antagonistic epistasis that can mitigate the
deletirious effect of accumulated mutations.
1.3.6 Molecular chaperones and protein evolution
The observation that molecular chaperones can act as mutational buffers, mitigating the
negative fitness effects of high mutational loads prompted the idea that chaperones mod-
ulate the relationship between a protein’s sequence and its final tertiary structure, that
is, between genotype and phenotype [212]. As mentioned above, chaperones can stabilize
proteins that have been destabilized by mutations, and in doing so, increase the number
of primary sequences that can reach the same tertiary structure. Thus, chaperones can
potentially expand the size of protein genotype networks in protein sequence space, and
consequently increase protein evolvability [12, 268]. Genotype networks allow the accumu-
lation of seemingly neutral, or hidden, “cryptic” genetic variation [269]. Both theoretical
and experimental studies have shown that this type of variation, which is not expressed
phenotypically, can accelerate adaptation to new environments [12, 51, 270–272]. How-
ever, the destabilizing effects of most mutations in proteins constrain the accumulation
of cryptic variation [87, 273]. Indeed, over 80% of mutations affecting proteins are dele-
terious due to their destabilizing effects [274, 275]. Most mutations improving enzymatic
activities are also destabilizing [251, 268, 276]. As we have seen above, destabilizing mu-
tations are deleterious because they reduce functional protein levels due to misfolding,
and can result in the formation of insoluble aggregates that reduce fitness [275, 277].
Nobuhiko Tokuriki and Dan Tawfik examined experimentally how GroEL can facil-
itate the accumulation of neutral genetic diversity and accelerate the rate of adaptive
protein evolution [278]. They evolved several enzymes in multiple rounds of in vitro ran-
dom mutagenesis followed by in vivo expression in E. coli. Every enzyme evolved under
stabilizing selection either in the presence of GroEL overexpression, or in its absence.
They observed that enzymes evolved under GroEL overexpression accumulated twice as
many mutations, and these mutations had more than 3.5 times higher destabilizing effects
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than in the absence of GroEL overexpression. Using the same experimental setting, they
also performed adaptive evolution of a phosphotriesterase to increase its weak promis-
cuous esterase activity. They found that GroEL overexpression accelerated the rate of
adaptation, and yielded more adaptive variants (≥2-fold), and variants with higher speci-
ficity and activity (≥10-fold) than under normal GroEL expression. These results show
that the ability of chaperones to rescue stability-impaired mutants accelerates protein
evolutionary rates.
After this experimental demonstration that chaperones buffering the phenotypic effect
of deleterious mutations can facilitate adaptive evolution, further evidence was found in
sequenced genomes. Because of chaperone buffering, the deleterious effect of destabilizing
mutations in obligate chaperone clients should be lower than in sporadic clients, where
they should be lower than in nonclients. Thus, the efficiency of purifying selection on
purging deleterious mutations should decrease with increasing GroEL dependency, and
protein evolutionary rates should increase with GroEL dependency. A comparison of E.
coli proteins with their orthologs in other proteobacterial genomes revealed that this was
the case [279, 280]. In chapter 4, I show similar results for the bacterial chaperone DnaK,
which were published in 2016 [281]. In parallel, another study published in the same
year also showed the acceleration of protein evolutionary rates due to DnaK buffering
[282]. Taken together, these studies show how chaperone-mediated buffering accelerates
the evolutionary rate of client proteins over long evolutionary time scales, and illustrate
how an individual protein like a chaperone can have a disproportionate effect on genome
evolution.
1.4 From metabolic genotypes to metabolic phenotypes
1.4.1 Metabolic networks
The metabolism of an organism is a large and complex system of chemical reactions
organized in a highly reticulate reaction network [283]. Metabolic networks carry out
two major biological functions essential for the maintenance of life [284]. The first is to
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produce forms of energy useful to the organism from sources of energy present in the
environment. The second is to produce biomass from nutrients in the environment that
act as sources of chemical elements. Metabolic networks synthesize the small molecules
required for cell growth from these nutrients. These include the proteinogenic amino
acids, ribonucleotides, deoxyribonucleotides, lipids and enzyme cofactors. A free-living
microorganism such as E. coli needs to synthetize more than 60 such biomass precursors in
order to sustain growth [285, 286]. The reactions in a metabolic network are catalyzed by
enzymes encoded by genes. Most of these enzymes are proteins. The number of reactions
in a metabolic network varies from hundreds to thousands, depending on the complexity
of the environment an organism experiences [285, 287]. However, in a given chemical
environment not all reactions are essential for the synthesis of biomass precursors. These
reactions can be deleted without abolishing the network’s ability to sustain cell growth.
The study of the structure, function, and evolution of metabolic network is a highly ac-
tive area of research with many decades of history [283, 284], and with rewarding applica-
tions in the fields of metabolic engineering and drug discovery and design [288–290]. Older
studies focused on small networks with few reactions or linear pathways of reactions. How-
ever, in the mid-1990s, with the rise of systems biology and technological developments
such as whole-genome sequencing, the focus shifted towards genomic-scale metabolic sys-
tems, which comprise most or all of the reactions in an organism’s metabolism. Such
genome-scale reconstructions of metabolism in many different organisms have revealed
that metabolic networks tend to have a “bow-tie” architecture [291, 292]. Numerous
pathways convert various nutrients into different metabolic precursor molecules that feed
into a central core metabolism, which comprises several different biochemical pathways
interlinked in a complex manner. From this metabolic core emerge many biosynthetic
pathways that produce biomass precursors.
1.4.2 Flux balance analysis
One of the main goals of systems biology is to predict metabolic phenotypes from metabolic
genotypes. This was precisely the research goal of J. Burns when he coined the term
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genotype-phenotype map (section 1.1) [42]. A metabolic genotype is the set of enzyme-
encoding genes in a genome, and a metabolic phenotype is the set of molecules a metabolic
network can synthesize, as well as the rate at which it does so [62, 284]. At present, it is
beyond our technological capabilities to experimentally map metabolic phenotypes from
metabolic genotypes, despite great progress in the development of experimental techniques
to study metabolism [293–295]. Thus, it is only possible to determine the phenotypes of
genome-scale metabolic networks using computational approaches, such as, flux balance
analysis (FBA) [296], which is a constraint-based method [297–300].
FBA requires information about all reactions in a metabolic network in the form of a
stoichiometric matrix, S, of size m × n, where m represents the number of metabolites,
and n the number of reactions. Each entry sij of S denotes the stoichiometric coefficient of
metabolite i participating in reaction j. A negative coefficient indicates that a metabolite
is being consumed in a reaction, while a positive coefficient indicates that a metabolite is
being produced. Most of the coefficients in S are zero, indicating that a metabolite does
not participate in a given reaction. In other words, S is a very sparse matrix because
metabolic reactions involve just a small number of different metabolites. Metabolic fluxes
are represented by a vector v of length n, whose entries, vi denotes the rate of reaction i.
FBA assumes that a network is in a metabolic steady state, which imposes the mass
conservation constraint by which all internal metabolites are synthesized and consumed at
the same rate. Such a metabolic state may be found in microbial cells growing exponen-
tially in a constant environment (e.g., chemostat). The constraint of mass conservation
on the network’s metabolites can be formalized mathematically as:
Sv = 0 (1.1)
Because there are more unkown variables than equations—there are more reactions than
metabolites, m < n—there are many different vectors v that satisfy this equation. To-
gether, they form a large allowable solution space (the null space of S).
In order to restrict this solution space to biologically meaningful solutions, FBA uses
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linear programming to maximize certain phenotypic properties, such as ATP synthesis,
or the rate at which biomass precursors are produced in balanced amounts. The objective
function that FBA maximizes is Z = cᵀv, where c is a vector of weights in which the
element ci indicates how much reaction i contributes to the objective function. Addi-
tionally, vectors a and b contain upper and lower bounds on the fluxes of each reaction
in the network. That is, the flux of reaction i has an upper limit ai and a lower limit
bi. Besides the constraint Sv = 0, these limits also contrain the maximization of Z, and
reduce the number of allowed flux distributions v. The output of FBA is a flux vector v
that maximizes Z given these constraints.
1.4.2.1 Monte Carlo sampling of flux space
The solution space of FBA typically contains many conceivable steady-state flux distri-
butions that satisfy the imposed constraints. Equivalent optimal solutions can exist in
this space [301]. For instance, if two parallel pathways can produce the same metabo-
lite at the same maximal rate, it is impossible to distinguish without experiments which
one is being used [302]. Monte Carlo sampling provides a way to obtain a set of fea-
sible flux distributions (points in solution space) in an unbiased manner, and it can be
applied to large genome-scale metabolic networks [302]. The most commonly used al-
gorithm is an improvement to Markov chain Monte Carlo (MCMC): artificial centering
hit-and-run (ACHR) [303–305]. Sampling starts with a set of “warm-up points,” which
are non-uniform pseudo-random points within the high-dimensional solution space. Each
of these points is a valid solution. Then, each warm-up point moves in a random walk
within the limits of the solution space. First, a direction is chosen randomly for each
point. Second, a limit to how far a point can move in this random direction is calculated,
also randomly. Lastly, a new random point is selected along the line of movement of the
previous point. This process is iterated many times until the set of points approaches a
uniform “well-mixed” sample of the solution space. The uniformity of the sample can be
estimated using a metric known as mixed fraction [304, 306]. Specifically, a line is defined
such that half of the warm-up points are on either side of the line. The mixed fraction
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is just the fraction of points that cross the line at the end of the sampling procedure.
At the beginning the mixed fraction is 1, but at the end it approaches 0.5 if the sample
is uniform. In summary, Monte Carlo sampling provides for each metabolic reaction a
distribution of flux values. Each of these distributions inform us about the range of flux
values a reaction can take, as well as about the probability of a given flux value [305].
Some reactions are really constrained and have a narrow distribution of flux values, while
others can take a wide range of flux values given the model constraints and the topology
of a metabolic network [307].
1.4.3 Evolution of metabolic networks
Natural selection acting on a metabolic phenotype constrains the evolution of a network’s
enzymes [284, 308]. Conversely, the evolution of enzymes through gene duplication, gene
deletion, regulatory mutations, and amino acid substitutions can affect the networks’s
phenotypes [12, 284]. The first of these two perspectives on the evolution of metabolic
networks is the topic of chapter 6, where I study the evolution of enzyme-encoding genes
through point mutations. Point mutations affecting the coding region of a metabolic gene
can change the activity of the encoded enzyme, for example by changing its catalytic
efficiency. Such mutations can modestly increase or reduce the activity of an enzyme, but
they can have large effects on the fitness of a cell [309, 310]. They can even allow growth
on a new carbon source [311].
Over evolutionary time, a microbial metabolism can evolve very rapidly through
changes that involve the loss or gain of genetic material. A metabolic network can lose
enzymes through gene deletion or loss-of-function mutations, or acquire new ones through
horizontal gene transfer or gene duplication. Horizontal or lateral gene transfer occurs in
both prokaryotes and eukaryotes, but it is so rampant in prokaryotes that it can mod-
ify their genomes on short time scales [12, 312]. For example, different E. coli strains
may differ by more than 20% of their genomes, and may have gained around 100 genes
via lateral gene transfer relative to other strains [12]. On average, they differ in 36% of
the reactions in their metabolic networks [313]. Newly acquired enzymes may catalyze
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new chemical reactions conferring novel metabolic phenotypes onto a metabolic network.
Another mechanism for the evolution of new enzymes is gene duplication, although hori-
zontal gene transfer is a greater contributor to the recent evolution of bacterial genomic
repertoires [314].
1.5 Thesis outline
In my thesis, I study several genotype-phenotype maps for different complex living sys-
tems, using a combination of experimental and computational approaches (Table 1.1). In
chapter 2, I study genotype-phenotype landscapes, where each genotype is a short DNA
binding site, and the phenotype is a quantitative measure of binding affinity for specific
TFs. In chapter 3, I study a similar genotype-phenotype map, where each genotype is
also a short DNA binding site, but the phenotype instead of being quantitative is cate-
gorical, i.e. the site’s capacity to bind specific TFs (or members of specific DNA binding
domain families). These are biologically important phenotypes, because TF binding is
integral to the transcriptional regulation of gene expression, which underlies fundamental
developmental, behavioral, and physiological processes. In chapters 4, and 5, I study how
bacterial chaperones alter the mapping from protein genotypes to protein phenotypes, i.e.
into the structures that proteins form. Specifically, I study the evolutionary consequences
of this modified protein genotype-phenotype map on genome evolution. Finally, in chap-
ter 6, I analyze the mapping from metabolic genotypes—a genome’s set of enzyme-coding
genes—to metabolic phenotypes—the set of molecules a metabolism can synthesize, and
the rate at which it does so. Specifically, I study how selection for a given metabolic
phenotype can constrain enzyme evolution. Here is a brief summary of these studies.
In chapter 2 [74], I study a large number of complete and empirical adaptive land-
scapes. To accomplish this, I focus on transcriptional regulation, which drives the de-
velopment, behavior and physiology of organisms as different as bacteria and humans.
More specifically, I focus on the interaction between TFs and their DNA binding sites. It
is well known that evolutionary change in TF binding sites is both an important means
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Table 1.1: Genotype-phenotype maps studied in this dissertation.
Genotype Phenotype Typea Chapter
Transcription factor binding site Binding affinity Q 2
Transcription factor binding site Transcription factor C 3
Transcription factor binding site DNA-binding domain C 3
Amino acid sequence Protein structure C 4,5
Metabolic genotype Metabolic phenotype C 6
a Type of phenotype: C: Categorical; Q: Quantitative. See section 1.1.1.
by which gene regulation has evolved and a common culprit in disease. Such change
is also involved in countless evolutionary adaptations. This study benefits from high-
throughput technologies developed in recent years, such as protein binding microarrays
and digital footprinting that have facilitated the characterization of thousands of poten-
tial TF binding sites in many different organisms, both in vitro and in vivo. Specifically,
I characterize and study 1,137 adaptive landscapes of transcriptional regulation from 129
different eukaryotic species. Each landscape is derived from protein binding microar-
ray data, and describes the binding affinity of a TF to all possible binding sites. In these
genotype-phenotype landscapes, adaptation is the exploration of sequence space that tries
to optimize the capacity of a short DNA sequence to bind a particular TF in the absence
of confounding factors, such as chromatin context. The data I study bring the metaphor
of an adaptive landscape to life at unprecedented resolution. To my knowledge, this is
the first time that multiple complete, empirical adaptive landscapes have been charac-
terized, providing an exceptional opportunity to study their topography and navigability
through single nucleotide changes. Affinity-modulating mutations in TF binding sites are
important drivers of adaptation, and this study provides fundamental insights into how
such mutations may fine-tune binding affinity. In doing so, it sheds further lights on the
evolvability of transcriptional regulation.
In chapter 3, I build upon a large and long-standing body of work that has sought
to elucidate the architecture of genotype-phenotype maps for categorical phenotypes.
Until recently, this endeavor has been restricted to computational models of biological
systems, due to a lack of experimental data. Here, I go beyond the state of the art by
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studying a global, high-resolution depiction of an empirical genotype-phenotype map for
a large number of categorical phenotypes from transcriptional regulatory systems. In
this map, genotypes are DNA sequences and phenotypes are the TFs that bind these
sequences. I study this genotype-phenoptype map using genotype networks, in which
nodes represent genotypes with the same phenotype, and edges connect nodes if their
genotypes differ by a single small mutation. These networks have been used before to
study the relationship between robustness and evolvability in TF binding sites [156]. Here,
I extend this earlier work by describing the structure and arrangement of these networks
within the space of all possible binding sites for 527 TFs from three eukaryotic species
encompassing three kingdoms of life (animal, plant, and fungi). In summary, I provide
a global and detailed characterization of this genotype space for hundreds of TFs, thus
describing the architecture of an empirical genotype-phenotype map at high resolution.
In chapter 4 [281], I study how an individual molecular chaperone such as the bacterial
DnaK protein, through its role in protein folding, can have a disproportionate effect on
the evolution of a proteome. I analyze evolutionary rates of proteins that are subject to
DnaK-assisted folding on short, intermediate, and long evolutionary time scales through
a combination of experimental and comparative approaches. Most of the evidence I find
indicates that DnaK can buffer mutations in its client proteins, and that these proteins
therefore evolve faster than in the absence of DnaK-mediated folding. This is the first
demonstration that a member of the Hsp70 family of chaperones can buffer the effect of
destabilizing mutations, with long-term consequences on protein evolution.
In chapter 5, I study how hypermutable E. coli populations evolved through single-
cell bottlenecks for thousand of generations decrease their ability to metabolize most
carbon substrates. I find that overproduction of the chaperone GroEL can ameliorate
this metabolic erosion in some environments, likely because of its buffering of destabilizing
mutations in metabolic enzymes.
In chapter 6, I study how the structure and function of a large bacterial metabolic
network influences the evolution of its constituent enzymes. My analysis is part of a
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research tradition aiming to understand the molecular evolution of living systems by
relating the evolutionary rates of genes with their function and position in a biological
network. An advantage of using metabolic networks instead of protein-protein interaction
networks, which are more commonly used in this type of studies, is that the relationship
between the functions of the enzymes and the network is especially well understood. To
my knowledge, this is the first time that such a study is performed using the whole-
genome metabolic reconstruction of E. coli, which is arguably the best-known metabolic
network of any living organism. Specifically, I study how quantities such as enzyme
connectivity and metabolic flux—the rate at which a reaction transforms substrates into
products—affect evolutionary rate. To do so, I account for possible flux variation with
Markov chain Monte Carlo sampling, a method that has not been used before in this
type of evolutionary analysis. Additionally, I also study for the first time the influence
of factors such as reaction superessentiality, which quantifies how easily a reaction can
be bypassed in a metabolic network by other reactions or pathways, and the number of
different chemical reactions that an enzyme catalyzes. In performing these analyses, I
comprehensively characterize metabolic determinants of enzyme evolution, and show that
an enzyme’s role in the function of a metabolic network affects its evolution more than its
place in the network’s structure. In doing so, I illustrate how a systems-level perspective
can help understand the factors that contribute to protein evolution.
2 A thousand empirical adaptive landscapes and
their navigability
Published as:
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Abstract
The adaptive landscape is an iconic metaphor that pervades evolutionary biology. It
was mostly applied in theoretical models until recent years, when empirical data began
to allow partial landscape reconstructions. Here, we exhaustively analyse 1,137 complete
landscapes from 129 eukaryotic species, each describing the binding affinity of a transcrip-
tion factor to all possible short DNA sequences. We find that the navigability of these
landscapes through single mutations is intermediate to that of additive and shuﬄed null
models, suggesting that binding affinity—and thereby gene expression—is readily fine-
tuned via mutations in transcription factor binding sites. The landscapes have few peaks
that vary in their accessibility and in the number of sequences they contain. Binding sites
in the mouse genome are enriched in sequences found in the peaks of especially navigable
landscapes and the genetic diversity of binding sites in yeast increases with the number
of sequences in a peak. Our findings suggest that landscape navigability may have con-
tributed to the enormous success of transcriptional regulation as a source of evolutionary
adaptations and innovations.
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2.1 Introduction
An adaptive landscape is a mapping from a high-dimensional space of genotypes onto
fitness or some other related quantitative phenotype, which defines the ‘elevation’ of each
coordinate in genotype space [40]. Evolution can be viewed as a hill-climbing process in
an adaptive landscape, where populations tend to move towards peaks as a consequence
of natural selection. The ruggedness of an adaptive landscape has important evolutionary
consequences, particularly for the evolution of sex, reproductive isolation and mutational
robustness, and for the predictability of evolution [55]. An adaptive landscape that is
smooth and single peaked does not pose any obstacle to evolutionary exploration. It
is therefore highly navigable, in that it is possible to reach the global peak via positive
selection through a series of small mutations that only move ‘uphill’. In contrast, a rugged
landscape can block the approach to the highest peak by entrapping populations on local
suboptimal peaks [96].
We know very little about the navigability of empirical adaptive landscapes, largely
due to the incompleteness of the landscapes that have been constructed to date. With few
exceptions [25, 27], these landscapes were built by assaying the phenotypes of only a small
number of mutations in all possible combinations within a single wild-type background
[55]. These studies have helped form our intuition about the structure and navigability
of empirical adaptive landscapes, but their conclusions are limited by the fact that they
describe only a minute fraction of any complete landscape. An additional caveat of earlier
studies is their focus on just one or a few landscapes, which limits the generality of their
findings.
To study the navigability of a large number of complete, empirical adaptive landscapes,
we consider data that describe the binding affinity of a transcription factor (TF)—a
sequence-specific DNA-binding protein that helps regulate gene expression—to all possible
DNA sequences (TF binding sites) of eight nucleotides in length. TFs are fundamental
mediators of gene expression and are involved in numerous evolutionary innovations [315].
Their regulatory effect can be modulated via mutations in TF binding sites, which may
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alter a TF’s affinity for a site and thereby affect gene expression [160, 190, 316]. We
describe the mapping of DNA sequence to binding affinity as an adaptive landscape,
where we can study selection for TF binding. This is a common approach for exploring the
evolution of TF binding sites [186, 317–320], other protein-DNA interactions [25, 199, 321]
and protein-RNA interactions [28]. In this context, adaptive evolution is an exploration of
sequence space that attempts to optimize the capacity of a sequence to bind a particular
TF.
2.2 Results
2.2.1 Adaptive landscapes of TF binding affinity
We obtained protein- binding microarray (PBM) data for 1,137 TFs from the UniPROBE
[322] and CIS-BP [196] databases. These TFs represent 129 eukaryotic species and 62
different DNA-binding domain structural classes. For each TF, we construct an adaptive
landscape from the enrichment score (E-score)—a proxy for relative binding affinity [156,
184, 195]—of each of the 32,896 possible sites that bind the TF (‘Methods’). These
landscapes are complete because they describe the affinity with which a TF binds all
possible sites, in the absence of confounding factors such as epigenetic marks, chromatin
context, local sequence context or interactions with protein partners. We consider a
sequence as ‘bound’ if its E-score exceeded 0.35 [156, 194, 195, 323] (‘Methods’). We use
this binding affinity threshold (τ) to differentiate sequences that are specifically bound by
a TF via hydrogen-bond donors and acceptors from those that are unspecifically bound
by a TF, for example, via its affinity for the DNA backbone. To facilitate the analysis of
these landscapes, we represent each of them as a genotype network [41], in which vertices
represent bound DNA sequences and edges connect sequences that differ by a single
point mutation or a short insertion/deletion [156] (Fig. 2.1a; ‘Methods’). These networks
sometimes comprise multiple disconnected components (Supplementary Section 2.5.1 and
Supplementary Figs 2.1– 2.3); when this occurs, we consider only the largest component,
which we refer to as the dominant genotype network. Each dominant genotype network
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forms the basis of an adaptive landscape, in which binding affinity defines the ‘elevation’
of each coordinate (TF binding site) in genotype space.
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Figure 2.1: Adaptive landscapes of TF binding affinity. a, The largest connected
component of the genotype network for the yeast TF Gcn4, visualized using a force-
directed algorithm. Each vertex corresponds to a DNA sequence bound by Gcn4 (E-score
> 0.35). The colour of a vertex indicates its binding affinity (darker = higher), that
is, the ‘elevation’ of the landscape, whereas vertex size corresponds to the number of
neighbouring sequences (bigger = more). The inset shows that two vertices are connected
by an edge if their corresponding sequences are separated by a single small mutation
(‘Methods’). b, To determine whether two sequences differ in their binding affinity, that
is, if they differ in their ‘elevation’, we used a noise threshold, δ, which accounts for
experimental noise in the PBM data. Increasing δ increases the ‘smoothness’ of the
landscape, as shown in the three hypothetical landscapes at the bottom of the figure,
where the x–y plane represents genotype space, and the z axis represents binding affinity.
c, To delineate bound from unbound sequences we used a binding affinity threshold, τ .
As τ increases, the number of bound sequences decreases, thus reducing the size of the
landscapes and pruning local peaks, as shown in the three hypothetical landscapes at the
right of the figure. In Supplementary Sections 2.5.6.1 and 2.5.6.2, we assess the sensitivity
of our main results to broadly varying δ and τ values.
We define landscape navigability as the ability to access a global peak via an evolu-
tionary exploration involving random mutation and natural selection. Landscape nav-
igability is highest when all mutational paths to the global peak exhibit a monotonic
increase in binding affinity, which implies a landscape that is smooth and single peaked.
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Landscape navigability is lowest when no mutational paths to the global peak exhibit a
monotonic increase in binding affinity. This implies a rugged landscape with many peaks.
Our measures of landscape navigability depend on two parameters, the noise threshold
(δ) and τ , which we use for noise filtering and for delineating bound from unbound se-
quences, respectively (Fig. 2.1b,c; ‘Methods’). We compare the navigability of the 1,137
empirical landscapes to landscapes generated via two different null models that provide
lower and upper bounds on navigability (‘Methods’). In the first null model (the ad-
ditive model), we deterministically assign a binding affinity to each of the TF binding
sites in the genotype network using the position weight matrix (PWM) of the TF, which
assumes additive interactions between nucleotides and therefore produces smooth and
highly navigable landscapes. In the second null model (the shuﬄed model), we randomly
permute the affinities of the TF binding sites in the genotype network, which yields a
rugged landscape that hinders navigability. Due to the stochastic nature of the shuﬄed
model, we generate 1,000 shuﬄed landscapes for each TF. These null models capture two
opposing extremes of landscape navigability while maintaining the structure of the un-
derlying genotype network and therefore provide two points of reference for the empirical
landscapes.
2.2.2 Landscape navigability: the number of peaks
The number of peaks in an adaptive landscape is an important indicator of its navigability.
The more peaks a landscape has, the less navigable it becomes, if the peaks are of unequal
height. We find that 42% of the empirically derived landscapes (478 of 1,137) have multiple
peaks of unequal height (Supplementary Figs 4 and 5), with peak numbers ranging from
2 to 36 (Fig. 2.2a). In comparison, only 4.5% of the additive landscapes (51 of 1,137)
have multiple peaks, whereas 99% of the shuﬄed landscapes (1,125,800 of 1,137,000) have
multiple peaks (Fig. 2.2a). One might think that larger landscapes with more binding sites
also contain more peaks and earlier theoretical work hints at that possibility [96]. However,
the experimental data we analyse show no such scaling relationship (Supplementary Fig.
6a). Thus, by the criterion of peak number, smaller landscapes are not necessarily more
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navigable than larger landscapes. Also, while one usually thinks of a peak as a single
sequence, the data do not support this notion. Except for 36 landscapes, the global
peaks—those containing the highest-affinity site—are plateaus containing between 2 and
121 sequences (Supplementary Section 2.5.2 and Supplementary Figs 2.5 and 2.7).
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Figure 2.2: The navigability of adaptive landscapes of TF binding affinity.
a, The distribution of the number of peaks for the 1,137 empirical adaptive landscapes
(yellow) and the additive (red) and shuﬄed (blue) null models. b, Boxplots of the fraction
of squares showing magnitude, simple sign and reciprocal sign epistasis for the 1,137
adaptive landscapes. The thick horizontal line in the middle of each box represents the
median of the data, while the bottom and top of each box represent the 25th and 75th
percentiles, respectively. For the shuﬄed model, the boxplot summarizes 1,137 data
points, each of which is an average of 1,000 shuﬄed landscapes. All pairwise differences
are significant (paired t-tests: P value < 2.2 × 10−16). The inset shows the same data,
but with a logarithmically scaled y axis, which obscures the following numbers of data
points with zero epistasis: magnitude epistasis (empirical, 9; additive, 184), simple sign
epistasis (shuﬄed, 2; empirical, 53; additive, 681) and reciprocal sign epistasis (shuﬄed,
1; empirical, 98; additive, 853). The absence of the thick horizontal line indicates that the
median of the distribution is below the lowest value of the logarithmically scaled y axis.
c, For each of the 1,137 adaptive landscapes we show the mean (symbols) and standard
deviation (error bars) of the fraction of accessible paths to the highest- affinity site in
the landscape (that is, the peak accessibility). The histogram shows the distribution of
mutational steps to the highest-affinity site for all sequences in all landscapes. For the
shuﬄed model, each symbol represents the mean of 1,137 data points, each of which is an
average of 1,000 landscapes.
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Box 1: Epistasis
A square in a genotype network connects a ‘wild type’ sequence (ab) to a double mutant (AB)
through two single mutants (Ab and aB). The left-most panel shows an example with binding sites
of length eight where there is no epistasis: the binding affinity of the double mutant is simply the
addition of the affinity contributions of the two single mutants. That is, the mutation a to A has
the same effect on binding affinity in the two different genetic backgrounds (b and B). Magnitude
epistasis occurs when the magnitude (but not the sign) of a mutation’s effect on binding affinity de-
pends on the genetic background. Simple sign epistasis occurs when one single mutant has a lower
binding affinity than both the wild type and the double mutant, while the other single mutant has
an affinity that is intermediate to the wild type and double mutant [148]. Reciprocal sign epistasis
occurs when both mutations decrease affinity independently, but increase affinity in combination
[149]. To account for the noise in our data, we only considered a single mutant’s binding affinity
to be lower than that of the wild type if the affinity difference exceeded a threshold value δ, which
was derived from the empirical data and was specic to each TF (‘Methods’). For all squares, we
quantified epistasis along a single axis of the square by designating the highest-affinity sequence
as the double mutant (‘Methods’). Figure adapted from ref. [82], Macmillan Publishers Ltd.
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2.2.3 Landscape navigability: epistasis
Epistasis [83]—non-additive effects of different mutations on a quantitative phenotype (or
fitness)—can increase the ruggedness of an adaptive landscape. In the absence of epistasis,
adaptive landscapes are smooth and single peaked, and thus do not hinder evolutionary
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exploration. Epistasis can be partitioned into three different classes—magnitude, simple
sign and reciprocal sign—with increasingly detrimental effects on landscape navigability
(Box 1) [149]. To study epistasis, we first identify all squares in a genotype network—a
binding site, two of its one-mutant neighbours and the double mutant that can be formed
from the single mutants—and classify their affinity relationships according to the scheme
in Box 1 (‘Methods’). In the additive landscapes, on average, no more than 0.1% of
squares show either of the two kinds of epistasis that impede landscape navigability most
severely (simple or reciprocal, collectively referred to as sign epistasis) (Supplementary
Section 2.5.3 and Supplementary Fig. 2.8). In the experimental data, sign epistasis is
more frequent and affects 4.7% of squares, on average (Fig. 2.2b). However, its inci-
dence is still five times lower than in the shuﬄed landscapes, where it affects 24.5% of
the squares. In the experimental data only magnitude epistasis, which does not affect
landscape navigability, approaches the levels observed in the shuﬄed landscape. In addi-
tion, sign epistasis preferentially occurs among nearby nucleotides in a binding site [324],
whereas magnitude epistasis shows no such preference (Supplementary Section 2.5.4 and
Supplementary Fig. 2.9).
2.2.4 Landscape navigability: accessible mutational paths
Another important indicator of landscape navigability is the fraction of accessible muta-
tional paths to a given genotype from all other genotypes in the landscape (Supplementary
Fig. 2.10). Here, a mutational path is considered accessible if each mutation in the path
increases binding affinity monotonically [88]. Figure 2.2c shows the fraction of accessible
paths to the highest-affinity binding site in a global peak (that is, peak accessibility), in
relation to the length of the mutational path, for the empirical data and both null models.
In all three cases, the fraction of accessible mutational paths to the highest-affinity site
decreases with the length of the path. However, the rate of decrease for the empirical data
is intermediate to that of the additive and shuﬄed models, indicating that the empiri-
cal landscapes are always less navigable than the additive landscapes, but more navigable
than the shuﬄed landscapes. Even for the longest mutational paths to the highest-affinity
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site, more than 20% of the paths are accessible in the empirical landscapes. Moreover,
even when unbound sequences are included in the landscapes—a modification that de-
creases landscape navigability—the global peak remains accessible for all but the longest
mutational paths (Supplementary Fig. 2.11 and Supplementary Section 2.5.5).
Taken together, these three measures of landscape navigability—number of peaks, epis-
tasis and peak accessibility—indicate that transcription factor binding affinity landscapes
are more navigable than shuﬄed landscapes, but less navigable than additive landscapes.
This conclusion is robust to broadly varying parameter choices (δ and τ) and modelling
assumptions (Supplementary Section 2.5.6 and Supplementary Figs 2.12– 2.30). Although
experiments are required to determine which parameters and assumptions best reflect the
true binding affinity landscapes, the following in vivo analyses suggest that the baseline
parameter combination studied here provides meaningful information about TF binding
in both yeast and mouse, two highly diverged eukaryotic species.
2.2.5 Navigability influences the in vivo abundance of binding
sites
Landscape navigability varies among TFs within the same species. This led us to reason
that global peak sequences from more navigable landscapes might be more abundant in
the regulatory regions of living organisms than global peak sequences from less navigable
landscapes. The reason is that smooth landscapes pose fewer obstacles to the evolution of
global peak sequences than rugged landscapes. To test this hypothesis, we consider two
sources of in vivo data from 14 cell and tissue types in Mus musculus: RNA sequencing
(RNA-seq) transcript abundance estimates [325] and maps of genome-wide DNase I foot-
prints [326]. The RNA-seq data indicate which TFs are expressed in each of the 14 cell
and tissue types, which is important because we only expect landscape navigability to
impact the in vivo abundance of a binding site if its cognate TF is expressed in that cell
or tissue type. The DNase I footprints demarcate DNA sequences in open chromatin that
are bound by protein [327] (‘Methods’) and can therefore be used to predict TF binding
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sites.
For the 187 murine TFs in our dataset that are expressed in a given cell or tissue type
(‘Methods’), we determine the in vivo abundance of the TF’s highest-affinity binding site
by counting the number of times the site appears in DNase I footprints that are predicted
to bind the TF. We determine the statistical significance of each count by comparing it
with the number of times the sequence is expected to appear in stretches of DNA that
have the same length and the same mono- and di-nucleotide frequencies as the footprints
(‘Methods’). We find that the highest-affinity sites in landscapes with multiple peaks
are less abundant in regulatory regions genome-wide than those from landscapes with a
single peak across all of the 14 cell and tissue types (Supplementary Fig. 2.31), as shown
for heart tissue in Fig. 2.3a (Wilcoxon rank-sum test, P value = 1.42 × 10−6). We also
observe that highly accessible global peak sequences are more abundant in protein-bound
regions of the mouse genome than less accessible global peak sequences across 10 of the
14 cell and tissue types (Fig. 2.3b, Supplementary Fig. 2.32). As a negative control,
we repeat the above analyses using the DNase I hypersensitive regions that flank the
footprints, rather than the footprints themselves. For this control data, the abundance
of the highest-affinity sites is not significantly associated with the number of peaks in
any of the 14 cell and tissue types. Also, for the control data and in 13 of the 14 tissue
types, the abundance of the highest-affinity sites is not significantly associated with peak
accessibility; in the remaining tissue (heart), this association is only marginally significant
(Spearman’s rank correlation coefficient = 0.27, P value = 0.034). Importantly, the
effects of landscape navigability on binding site abundance still hold after controlling for
binding affinity (Supplementary Section 2.5.7), although statistical significance is lost in
three tissues for peak accessibility. Moreover, our observations hold in all cell and tissue
types after controlling for the information content of each TF’s PWM (Supplementary
Section 2.5.7). Taken together, these findings suggest that landscape navigability has
influenced the evolution of TF binding sites in the mouse genome.
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Figure 2.3: In vivo binding site abundance correlates with landscape naviga-
bility. a,b, The vertical axis of each panel indicates the abundance of a TF’s highest-
affinity site in protein-bound regions of theM. musculus genome in heart tissue (according
to DNase I footprint data; ‘Methods’). In panel a, the horizontal axis indicates the num-
ber of peaks and classifies landscapes into single-peaked and multi-peaked categories.
Global peak sequences from single-peaked landscapes are more abundant than those from
multi-peaked landscapes (Wilcoxon rank-sum test, P value = 1.42 × 10−6). The thick
horizontal line in the middle of each box represents the median of the data, while the
bottom and top of each box represent the 25th and 75th percentiles, respectively. In
panel b, the horizontal axis shows peak accessibility through mutational paths of length
four (Spearman’s rank correlation coefficient = 0.27, P value = 9.2 × 10−3), which are
the most abundant paths in our dataset (Fig. 2.2c). Each circle corresponds to a single
TF expressed in heart tissue. Circle colour indicates the binding affinity of the TF’s
highest-affinity site (darker = higher; colour bar). Circle size corresponds to the TF’s
expression level (larger = higher, ‘Methods’). Note the logarithmic scale of the y axis for
both panels.
2.2.6 Gene expression reflects landscape topography
Gene expression levels can be fine-tuned via affinity-altering mutations in TF binding sites
[159, 190]. Models of regulatory evolution commonly assume a direct mapping between
binding affinity and gene expression [328, 329], such that monotonic changes in binding
affinity lead to monotonic changes in gene expression. We test this assumption with in vivo
gene expression data from a recent high-throughput promoter screen in Saccharomyces
cerevisiae [190]. These data comprise replicated in vivo gene expression measurements
for every single-base-pair and many double- and triple-base-pair mutants of a TF’s con-
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sensus binding site (‘Methods’). PBM data are available for two of these TFs (Gcn4
and Fhl1), facilitating the superposition of in vivo transcriptional output with in vitro
binding affinity. For the subset of each TF’s genotype network where in vivo expression
data are available, we determine whether gene expression levels increase monotonically
along accessible mutational paths to the site with the highest affinity. For Gcn4, all 71
accessible mutational paths exhibit monotonic increases in gene expression (P value =
0.01, permutation test; Fig. 2.4a) and for Fhl1 all except one of the 37 accessible muta-
tional paths exhibit monotonic increases in gene expression (P value = 0.001, permutation
test; Fig. 2.4b). These findings suggest that, at least for these two TFs, the navigability
of the adaptive landscape of binding affinity facilitates the evolution of increased gene
expression.
We also compare the binding affinity landscapes of Gcn4 and Fhl1 to incomplete
landscapes constructed using gene expression data from the high-throughput promoter
screens. To do this, we develop a measure of similarity between the complete in vitro
landscapes and the incomplete in vivo landscapes. This measure is simply the sum of the
absolute differences between binding affinity and gene expression for each of the binding
sites. We reason that if the in vitro binding affinity landscapes are truly informative of in
vivo gene expression, then this sum will be significantly smaller than expected, if instead
the gene expression measurements are randomly permuted. To test this hypothesis, we
compare the observed sum to a null distribution of sums obtained via 105 random per-
mutations of the gene expression data. The fraction of permuted datasets in which the
sum is smaller than that of the measured expression data yields an empirical P value for
each TF. Based on this test, in vitro binding affinity is indeed informative of in vivo gene
expression (Gcn4: P value = 0.0011; Fhl1: P value = 0.0125; Fig. 2.4c,d), which provides
additional validation of the binding affinity landscapes studied here.
2.2.7 Global peak breadth affects the diversity of binding sites
We have shown that global peaks typically comprise many different binding sites of similar
affinity. The broader a peak is, the more sequences it has that have mutant neighbours
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Figure 2.4: Gene expression increases along accessible mutational paths and
reflects landscape topography. a,b, Each line shows the expression levels of the se-
quences in an accessible mutational path to the highest-affinity sequence for the yeast
TFs Gcn4 (a) and Fhl1 (b). Black lines denote accessible mutational paths in which gene
expression increases monotonically. The red line denotes the single accessible mutational
path in which gene expression does not increase monotonically. Note that although ex-
pression appears to decrease along some of the black lines in panel b, it does not decrease
beyond the noise threshold (δ) necessary to classify the trend as a true expression decrease
(δ = 0.7 for Gcn4 and δ = 0.1 for Fhl1; ‘Methods’). Note also that the highest-affinity
sequence does not necessarily correspond to the sequence with the highest level of ex-
pression (red line in panel b). c,d, Vertical dashed lines indicate the observed sum of
the absolute differences between binding affinity and gene expression, and the black bars
show the null distribution of this sum for 105 random permutations of the gene expression
values for the TFs Gcn4 (c) and Fhl1 (d).
with approximately the same affinity. One would thus expect that sequences in broader
peaks could evolve more freely by means of nucleotide changes and thus accumulate
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greater genetic diversity. In contrast, mutations in the binding sites of narrower peaks—
those with fewer binding sites—will more often lead to a decrease in binding affinity and
thus be eliminated. To find out if global peak breadth has any effect on binding site
evolution, we analyse whether global peak breadth affects genetic diversity in binding
sites. Using single nucleotide polymorphism data across 19 strains of S. cerevisiae [330],
we calculate the diversity within binding sites [331] of 23 different TFs as the average
Shannon diversity index per site (‘Methods’). Indeed, the broader the global peak of a
TF’s affinity landscape, the greater the average diversity of polymorphic sites that bind
the TF (Spearman’s rank correlation coefficient = 0.61, P value = 0.002; Fig. 2.5). We
emphasize that this trend is not driven by TF specificity, since the information content
of the TFs’ PWMs exhibit no correlation with binding site diversity (Spearman’s rank
correlation coefficient = –0.08, P value = 0.71). This finding provides further validation
that the topography of a binding affinity landscape can impact the evolution of TF binding
sites.
2.3 Discussion
We have used measurements from PBMs to construct and analyse more than 1,000 com-
plete, empirical adaptive landscapes, each describing the binding affinity of a TF to all
possible short DNA sequences. Such landscapes are important objects of study, because
changes in the level, location or timing of gene expression commonly underlie evolution-
ary innovations [332, 333] and gene expression patterns are readily fine-tuned via small
changes in binding affinity [159, 190]. Understanding how an evolutionary process might
navigate a TF binding affinity landscape is therefore an important step towards under-
standing how gene regulatory programs evolve. Here, we have taken this step, demonstrat-
ing that the navigability of binding affinity landscapes is intermediate to that of additive
and shuﬄed (rugged) landscapes, but closer to the additive expectation, in terms of the
number of peaks and the incidence of three forms of epistasis.
Our measures of landscape navigability allow us to understand how individual binding
sites can evolve towards a higher binding affinity in the absence of confounding factors
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Figure 2.5: Global peak breadth influences the diversity of TF binding sites
in the yeast genome. Scatter-plot for 23 TFs showing the relationship between the
number of binding sites in the global peak (that is, global peak breadth) of a particular
TF and the average diversity of all its polymorphic binding sites in 19 strains of S.
cerevisiae (‘Methods’; Spearman’s rank correlation coefficient = 0.61, P value = 0.002).
The dashed line represents the best linear-regression fit to the data.
(such as chromatin context [334]), a pursuit that is motivated by earlier theoretical work
[317, 319, 328] and by several empirical observations, which indicate that high-affinity
sites are used preferentially in vivo. For example, studies of blastoderm patterning in
Drosophila melanogaster have shown that high-affinity sites typically reside near probable
functional targets, whereas low-affinity sites are more often found near genes that are not
transcribed in the early embryo [335] and that are less likely to drive expression in trans-
genic reporter assays [336]. Moreover, in both microbes and humans, affinity-decreasing
mutations are predominately under negative selection, whereas affinity-increasing mu-
tations are under positive selection [337, 338], consistent with the inferred monotonic
increases in organismal fitness that accompany increased binding affinity [319, 320, 339].
Nevertheless, low-affinity sites do sometimes play important regulatory roles [340–343] and
it is therefore worth noting that, by symmetry, accessible paths to the highest-affinity site
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are also accessible in the opposite direction by permitting only monotonically decreasing
changes in binding affinity. More generally, the landscapes constructed here can easily
be transformed to study selection for low or intermediate binding affinity, by assuming
that the fitness conferred by a binding site is a decreasing function of the difference be-
tween the site’s affinity and an arbitrary optimal affinity [328]. Understanding how such
transformations affect the navigability of TF binding affinity landscapes is an exciting
direction for future work.
To summarize, while our analyses of in vitro and in vivo measurements of TF–DNA
interactions have some caveats (Supplementary Section 2.6), they suggest that the navi-
gability of TF binding affinity landscapes has left a trace in the portfolios of regulatory
DNA within the mouse and yeast genomes. Landscape navigability may therefore have
contributed to the enormous success of transcriptional regulation as an evolutionary mech-
anism for generating variation and innovation.
2.4 Materials and methods
2.4.1 In vitro data
The in vitro data we studied came from PBMs [184, 197], which measure the binding
affinity of a TF to all 32,896 possible eight-nucleotide, double-stranded DNA sequences.
There were (48 − 44)/2 + 44 = 32,896 sequences, rather than 48 = 65,536 sequences,
because each sequence was merged with its reverse complement and because there were
44 sequences that were identical to their reverse complement and therefore could not be
merged.
We had three criteria for including a TF in our dataset. First, it had to be analysed
on two different PBM designs. Second, it had to bind at least one DNA sequence with an
E-score above 0.45, as this indicates a high level of data quality [196]. Third, its genotype
network (Fig. 2.1a) had to contain at least one square to permit the analysis of epistasis
(Box 1). Based on these criteria, we obtained PBM data for 42 yeast [194] and 104 mouse
TFs [195] from the UniPROBE database [322] and 991 TFs belonging to 129 different
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eukaryotic species (including 4 additional TFs for S. cerevisiae and 83 for M. musculus)
from the CIS-BP database [196]. In total, our dataset comprised 1,137 TFs, representing
129 eukaryotic species and 62 DNA-binding domain structural classes.
For each TF, the PBM data included a non-parametric, rank-based E-score for each
of the 32,896 DNA sequences. The E-score is a variant of the Wilcoxon–Mann–Whitney
statistic [184] and ranges from –0.5 (most disfavoured site) to 0.5 (most favoured site).
E-scores correlate with the relative dissociation constants of TFs [184, 195] and can be
used as a proxy for relative binding affinity. We therefore refer to this measure as binding
affinity and used it to delineate bound from unbound sequences and as the quantitative
phenotype that defines the surface of our adaptive landscapes. Except for the 42 yeast
TFs from Zhu et al. [194], the data also included a median signal intensity Z-score for
each site. We used this score as an alternative proxy for binding affinity in Supplementary
Section 2.5.6.5. Following earlier work [156, 194], we only considered a sequence as bound
by a TF if its E-score exceeded a threshold of 0.35. The reason for this threshold was
that it has precedent [195, 323] and, more importantly, an analysis of the relationship
between the E-score and false discovery rate (FDR) in 104 mouse TFs [195] revealed that
all sequences with an E-score exceeding 0.35 had an FDR below 0.001. This threshold
could therefore be used to delineate sequences that are specifically bound by a TF from
those that are unspecifically bound. In addition to the threshold τ = 0.35, we conducted
a sensitivity analysis of our results by broadly varying τ (Supplementary Section 2.5.6.2).
2.4.2 In vivo data
We collected DNase I footprints for 14 cell and tissue types in M. musculus [326]. These
genome-wide data specify DNA sequences that are in open chromatin and bound by
protein, at single nucleotide resolution. For each of the 187 murine TFs in our dataset, we
used FIMO [344] and the TF’s PWM (obtained from UniPROBE [322] and CIS-BP [196])
to scan these footprints for potential binding sites using P < 1 × 10−4 as a threshold.
We then counted the number of times that each eight-nucleotide DNA sequence appeared
in the predicted binding sites, considering both strands of the DNA. To determine the
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statistical significance of each count, we compared it with the number of times the same
sequence is expected to appear in stretches of DNA that have the same length and mono-
and di-nucleotide frequencies as the footprints of each cell and tissue type, thus controlling
for the GC content of the footprints. Following van Helden et al. [345], the statistical
significance of each observed count was determined using the binomial formula, with a
conservative significance threshold of P < 1 / 32,896 (the inverse of the number of possible
eight-nucloetide DNA sequences). Across the 14 cell and tissue types, the counts for the
highest-affinity sites of each of the 187 mouse TFs in our dataset ranged from 0 to 73,174.
We also collected the DNase I hypersensitive regions that flank the footprints in each
of the 14 cell and tissue types. We used these regions to perform a negative control,
in which we correlated our landscape navigability measures with in vivo binding site
abundance within regions of open chromatin that do not show evidence of protein binding.
Specifically, we counted the number of times that each eight-nucleotide DNA sequence
appeared in the DNase I hypersensitive regions, after having removed the footprints of
the 14 cell and tissue types. To determine the statistical significance of each count, we
compared it with the number of times the same sequence is expected to appear in stretches
of DNA that have the same length and mono- and di-nucleotide frequencies as the DNase
I hypersensitive regions of each cell and tissue type, again using the binomial formula and
a stringent significance threshold (P < 1 / 32,896).
To determine which of the 187 TFs were expressed in each of the 14 cell and tissue
types, we collected RNA-seq data for the same cell and tissue types [325] and used cuﬄinks
[346] to calculate the FPKM (fragments per kilobase of transcript per million fragments
mapped) for each TF. We considered a TF as expressed in a given cell or tissue type if
its FPKM > 1. The number of TFs expressed in a given cell or tissue type ranged from
89 to 133.
For two yeast TFs (Gcn4 and Fhl1), we also collected gene expression data from high-
throughput promoter screens [190]. These data include gene expression measurements
from a large library of engineered promoters, each 150 nucleotides long. Each of these
59 A thousand empirical adaptive landscapes and their navigability
promoters contains between zero and three point mutations to the TF’s consensus se-
quence. For Gcn4, which binds a seven-nucleotide sequence, this library includes the
consensus sequence (TGACTCA), all 21 single mutants, 42 double mutants and 10 triple
mutants (73 sequences in total). For Fhl1, which binds an eight-nucleotide sequence, this
library includes the consensus sequence (GACGCAAA), all 24 single mutants, 56 double
mutants and 10 triple mutants (90 sequences in total). For each promoter in the library,
the data include gene expression measurements from two biological replicates. We used
the average gene expression measurement per promoter.
To map the gene expression measurements for the seven-nucleotide sequences bound by
Gcn4 onto the eight-nucleotide sequences for which we had PBM data, we first located each
of the 73 seven-nucleotide sequences within the 150-nucleotide promoters. We then padded
each of the seven-nucleotide sequences with one nucleotide upstream and one nucleotide
downstream from its respective promoter, forming two eight-nucleotide sequences. We
assigned the gene expression measurement for the seven-nucleotide sequence to each of
the eight-nucleotide sequences that were formed in this fashion. This procedure generated
gene expression measurements for 132 eight-nucleotide sequences.
For the subset of the sequences for which we had measurements of both in vitro
binding affinity and in vivo gene expression, we determined the number of accessible
mutational paths to the sequence with the highest level of binding affinity. For Gcn4,
there were 71 accessible mutational paths: 30 of length 3, 37 of length 2 and 14 of length
1. For Fhl1, there were 37 accessible mutational paths: 22 of length 2 and 15 of length
1. For each TF, we then determined the fraction of these accessible paths in which gene
expression increased monotonically. To determine whether two gene expression levels truly
differed from one another, we used a noise threshold that covered the same proportional
range of expression levels as covered by the noise threshold δ in the range of affinity
values. To calculate the statistical significance of the fraction of accessible paths in which
gene expression increased monotonically, we performed a permutation test, in which we
randomly permuted the gene expression measurements of the sequences, while preserving
Materials and methods 60
their binding affinities. We repeated this process 1,000 times for both Gcn4 and Fhl1.
We obtained the genomic coordinates of TF binding sites in S. cerevisiae from a
map of conserved regulatory sites [329] and analysed binding sites detected with a strin-
gent binding P value cut-off of 0.001, but no conservation cut-off. We obtained single
nucleotide polymorphism (SNP) data for 19 different strains from the Saccharomyces
Genome Resequencing Project (SGRP) [330]. The TF binding sites were based on the
January 2006 Saccharomyces Genome Database (SGD) version of the reference strain S.
cerevisiae S288c genome sequence, while the SNP data were based on the January 2010
version. We used liftOver to convert both sets of genomic coordinates to the coordinates
in the February 2011 version. Then we used the intersect function from the BEDTools
suite (version 2.25.0) [347] to determine the presence of SNPs within binding sites. Using
these data, we calculated the genetic diversity of polymorphic TF binding sites across the
19 yeast strains. For each position j in a binding site we calculated the Shannon diversity
index (H):
Hj = −
∑
i
pi log2(pi), (2.1)
where pi is the frequency of allele i, which we computed as the fraction of strains with
allele i. We computed the diversity (D) of a binding site as the average of H over all L
positions:
D = 1
L
L∑
j=1
Hj, (2.2)
2.4.3 Genotype networks
The procedure for constructing genotype networks of TF binding sites has been described
elsewhere [156]. In brief, for each TF, we first determined the set of sequences that were
bound by the TF (E-score > 0.35). We then used an alignment algorithm to calculate
the mutational distance between all pairs of bound sequences. Finally, we used these mu-
tational distances to define the edges of the genotype network, connecting two sequences
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if they differed by a single small mutation. The mutations we considered were point
mutations and small indels that shift an entire contiguous binding site by a single base
[156].
2.4.4 Quantitative measures of landscape navigability
We used several measures to quantify the navigability of an adaptive landscape. All of
them were parameterized by δ, a threshold value that is used to determine whether two
affinity values truly differ from one another. This parameter is necessary because PBM
data are inherently noisy [197]. For each TF, we calculated δ as the residual standard
error of a linear regression between the affinity values of all bound sequences from the two
replicate PBMs. Thus, each TF had its own δ, which reflected the noise in the replicated
PBM measurements for that particular TF. We considered that the binding affinity Ei of
site i was greater than the binding affinity Ej of site j if Ei > Ej + δ. Analogously, we
considered that the binding affinity Ei of site i was less than the binding affinity Ej of
site j if Ei + δ < Ej. Otherwise, we considered that we could not differentiate between
the two affinity values. The average empirical value of δ across the 1,137 TFs was 0.028,
which covered 18.4% of the range of affinity values for bound sequences (0.35 < E-score
≤ 0.50). Our criterion for considering two affinity values as different was therefore highly
conservative. In addition to these empirical values of δ, we conducted a sensitivity analysis
of our results by broadly varying δ (0, 0.001, 0.01, 0.03 and 0.05) above and below the
average empirical value (Supplementary Section 2.5.6.1).
Our first measure of the navigability of an adaptive landscape was its number of peaks.
To detect a peak, we followed a procedure similar to one previously described [79]. We
categorized each sequence in a genotype network as belonging to a peak (either as an indi-
vidual sequence or as a member of a plateau) or not. To do this, we selected sequences in
decreasing order of binding affinity to seed a breadth-first search of the genotype network.
Each iteration of the search considered sequences that were an additional mutational step
away from the seed sequence. In the first iteration of the search, we determined whether
the seed sequence was a peak or not; it was considered a peak if all of its neighbours in
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the genotype network had a lower binding affinity and was not a peak if at least one of its
neighbours had higher binding affinity. If the seed sequence had at least one neighbour
with an affinity that was neither greater nor lower, then these neighbours were retained
as belonging to a plateau that may be a peak and the breadth-first search continued. If
at any subsequent iteration of the search a sequence was found that neighboured any of
those on the plateau and had an affinity that was higher than the seed sequence, then the
seed sequence did not belong to a peak and the search was halted. If at any iteration of
the search, all sequences that neighboured those on the plateau had a lower affinity than
the seed sequence, then the seed sequence belonged to a plateau that was a peak.
Our second measure of landscape navigability was based on the concept of accessible
mutational paths [82, 88, 348]. A mutational path is the shortest path that connects two
bound sequences, i and j, on a genotype network, such that sequence i can be transformed
into sequence j via a series of intermediates that are also on the genotype network. A
mutational path from sequence i to sequence j is considered accessible if binding affinity
increases monotonically along the path. We report the fraction of mutational paths that
are accessible, starting from all sequences in the genotype network and ending at the
highest-affinity site in the global peak. We refer to this fraction as peak accessibility. We
note that, by symmetry, accessible paths to the highest-affinity site are also accessible in
the opposite direction by permitting only monotonically decreasing changes in binding
affinity. Accessibility of low-affinity binding sites is important, as such sites are known to
play crucial roles in the regulation of certain genes [341, 343, 349].
Our final measures of landscape navigability pertained to epistasis, motivated by a
recent debate over the significance of non-additive interactions between the individual
bases of TF binding sites in their contribution to binding affinity [201, 202]. Epistasis
can have detrimental effects on landscape navigability. We quantified the incidence of
three classes of epistasis for each of the 1,137 adaptive landscapes [82]. First, we detected
all squares in each TF’s genotype network. A square is a quadruplet of sequences that
contain a binding site, two of its one-mutant neighbours, and the double mutant that can
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be formed from the single mutants (Box 1). Second, we designated the highest-affinity
sequence as the ‘double mutant’, thus forcing the labelling of the other three sites as the
wild type or single mutants. Third, we calculated the magnitude of epistasis as:
 = EAB + Eab − EAb − EaB, (2.3)
where EAB is the binding affinity of the double mutant, Eab is the binding affinity of
the wild type and EAb and EaB are the binding affinities of the single mutants. We only
considered a mutational pair to be epistatic if || was greater than or equal to the noise
threshold δ. If this condition was met, we classified the epistatic interaction as magnitude
epistasis, simple sign epistasis or reciprocal sign epistasis [149]. The interaction was
classified as magnitude epistasis when the following relation held:
|∆Eab→Ab + ∆EaB→AB| = |∆Eab→Ab|+ |∆EaB→AB|, (2.4)
where ∆E is the ‘mutational effect’, that is, the change in binding affinity caused by a
mutation (for example, ab → Ab). The interaction was classified as simple sign epistasis
when the following relation held:
|∆Eab→Ab + ∆EaB→AB| < |∆Eab→Ab|+ |∆EaB→AB|, (2.5)
The interaction was classified as reciprocal sign epistasis when both equation (2.3)
and the following relation held:
|∆Eab→aB + ∆EAb→AB| < |∆Eab→aB|+ |∆EAb→AB|, (2.6)
If a mutational effect was smaller than δ, we assigned it a value of zero. If all mu-
tational effects were smaller than δ, even despite || ≥ δ being true, then we classified
the interaction as non-epistatic. Taken together with the fact that we excluded unbound
sequences from these calculations, our measures of epistasis were conservative (Supple-
mentary Section 2.5.8 and Supplementary Fig. 2.33).
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2.4.5 Null models
For each of the 1,137 TFs, we considered two null models. Both changed the topography of
the adaptive landscape, but maintained the structure of the underlying genotype network.
The additive model was based on the PWM of a TF. A PWM represents the binding
preferences of a TF as a 4 × L matrix, where each row corresponds to one of the four
bases and each column corresponds to one of the L positions in the binding site. Each
matrix entry, fi,b, is the frequency of base b at position i. We obtained the PWMs of the
1,137 TFs from the UniPROBE [322] and CIS-BP [196] databases.
Since the width L of a TF’s PWM may not equal eight, we used a sliding-window to
assign a score (Spwm) to each of the eight-nucleotide sequences in each genotype network.
Specifically, we slid each sequence in a genotype network through the corresponding TF’s
PWM from left to right, assigning a score to each of the subsequences. The sliding-
window procedure was carried out in such a way that the first scored subsequence was the
single right-most position of the sliding sequence and occupied the left-most column of
the PWM. The procedure ended with a subsequence that corresponded to the single left-
most position in the sequence and occupied the right-most column of the PWM. We then
repeated this process with the sequence?s reverse complement. We took the maximum of
these scores as the score for the sequence. As an example, if L was equal to eight, then
we took the maximum of 30 separate scores: 15 for the sequence and another 15 for its
reverse complement. Each of these scores was calculated as
Spwm =
l∑
i=1
fi,bI(i), (2.7)
where l is the window length of the sliding sequence and I(i) is the information content
at position i:
I(i) = 2 +
∑
b
fi,b log2 fi,b, (2.8)
Base matches at positions with high information content thus contribute more to a
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sequence’s overall score than base matches at positions with low information content.
Importantly, this scoring technique was purely additive, that is, the contribution of each
binding site position to the overall score was independent of the other positions in the bind-
ing site. To facilitate comparison among TFs, we normalized the scores by the maximum
score in each genotype network. To analyse the navigability of landscapes constructed
with this model, we used a noise threshold δ that covers the same range of scores as the
δ used for the empirical data.
In the shuﬄed model, we randomly permuted the binding affinities of the sequences
in the genotype network, yielding a rugged landscape topography. Since this process was
stochastic, we repeated it 1,000 times per TF. In these landscapes, we used the same δ as
that used for the empirical landscapes, because, unlike the additive model, the shuﬄed
null model does not change the range of affinity values.
2.5 Supplementary results
2.5.1 Summary statistics of genotype networks
Here, we summarize some of the structural properties of the genotype networks that serve
as the substrate of the adaptive landscapes we study. We observe that depending on the
TF, between 9 and 1,186 sites are bound. For 99.6% of the TFs (1,132 of 1,137), the
majority of bound sites form a single connected component in this network, which we
refer to as the dominant network, and for 53% of the TFs (600 of 1,137, Supplementary
Fig. 2.1A), all of the bound sites belong to this dominant network (corroborating our
previous findings based on fewer TFs [156]). For the vast majority of TFs, the vast majority
of bound sequences are in the dominant genotype network (Supplementary Fig. 2.2), while
many of the non-dominant networks comprise very few sequences, and predominantly only
a single sequence (Supplementary Fig. 2.3). Therefore, we carry out all of our analyses
on the dominant genotype networks, which contain on average 392 sites but vary broadly
in size among the TFs (Supplementary Fig. 2.1B).
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2.5.2 Global peaks are usually organized into broad plateaus
We find that global peaks in binding affinity landscapes rarely comprise only a single
sequence; rather they are plateaus typically made up of dozens to hundreds of sequences.
The average plateau is large and comprises 10.4% of all binding sites in the landscape
(Supplementary Fig. 2.7), many more than expected in the shuﬄed model, but far fewer
than expected in the additive model. While larger landscapes also tend to have larger
plateaus (Spearman’s rank correlation coefficient = 0.7, P value < 2.2 × 10−16), the
fraction of a landscape’s binding sites falling on a plateau decreases with landscape size
(Supplementary Fig. 2.6B; Spearman’s rank correlation coefficient = -0.35, P value <
2.2× 10−16).
This observation of global peaks being organized into broad plateaus is in line with
genome-wide assays of TF binding, which often find non-consensus sequences in bound
regions of the genome [335, 350]. We stress, however, that our measure of peak breadth is
sensitive to the use of E-scores (rather than Z- scores) as the quantitative phenotype in
our landscapes (Supplementary section 2.5.6.5), and this sensitivity should be taken into
account when interpreting our findings.
2.5.3 Why epistasis occasionally appears in the additive null
model
Epistasis appears at very low frequencies in the additive model. For example, an average
of 0.036% of squares per genotype network exhibit simple sign epistasis, and 0.007% ex-
hibit reciprocal sign epistasis. On the rare occasion where epistasis appears in the additive
model, it stems directly from our sliding-window approach for scoring sequences (‘Meth-
ods’). Supplementary Fig. 2.8 shows an example. The mouse TF Arid5a has a PWM
that is 14 nucleotides wide (Supplementary Fig. 2.8A,B). The mutational pair AATTT-
TAA and AAATATAA exhibits reciprocal sign epistasis (Supplementary Fig. 2.8C), since
both mutational intermediates have lower binding affinity. This results from the fact that
the highest score for the sequence AATTTTAA occurs when it is aligned to positions 3
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through 10 in the PWM, whereas the highest score for the other three sequences in the
square occur when they are aligned to positions 2 through 9. If AATTTTAA were also
aligned to positions 2 through 9, then this square would not exhibit epistasis.
While our sliding-window approach is therefore responsible for a very low incidence
of epistasis in the additive null model, we believe that it is the most sensible approach
for scoring sequences, for at least two reasons. First, most of the PWMs in our dataset
are not eight nucleotides wide, and in these cases it is simply necessary to use a sliding
window. Second, even for the PWMs that are eight nucleotides wide, the sliding window
is superior to a fixed window. To understand why, consider a hypothetical example where
the information content in each position of the PWM is maximal, i.e., there is no variation
in the nucleotide frequencies per position. Such a PWM could be represented by a single
consensus sequence, say TATATATA. Using a fixed window, the sequence ATATATAT
would not match the PWM in a single position and the sequence would receive a score of
zero. However, by sliding the sequence by only one position, it will receive a high score,
as it should, since seven of its eight nucleotides exactly match the consensus.
2.5.4 Sign epistasis preferentially occurs among nucleotides
that are near one another in the binding site
The prevalence of epistatic interactions in the TF binding sites of 411 mouse and human
TFs was recently investigated using data from high-throughput SELEX [324]. For each
TF, pairwise epistasis was estimated as the ratio of the observed frequency of a mutational
pair in a binding site to its expected frequency, which was calculated using the TF’s PWM.
This ratio therefore describes a deviation from additivity. Based on this analysis, the
authors concluded that the individual nucleotides of a binding site generally contribute
additively to binding affinity, and that when epistatic interactions do occur, they occur
preferentially among nucleotides that are near one another in the binding site.
Our analyses generally agree with these observations, but we also extend these earlier
findings by partitioning epistasis into three distinct classes that have increasingly detri-
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mental effects on landscape navigability: magnitude epistasis, simple sign epistasis, and
reciprocal sign epistasis (Box 1). Specifically, we find that both simple sign epistasis (Sup-
plementary Fig. 2.9B) and reciprocal sign epistasis (Supplementary Fig. 2.9C) decrease
as the distance between the binding site positions increases, but we observe no such trend
for magnitude epistasis (Supplementary Fig. 2.9A). Thus, the two classes of epistasis that
hamper landscape navigability the most—simple and reciprocal sign epistasis—occur pref-
erentially among nearby binding site positions, whereas the class of epistasis that does
not affect landscape navigability—magnitude epistasis—has no such preference.
2.5.5 Peak accessibility decreases when unbound sequences are
included
As with our measure of epistasis (Supplementary section 2.5.8), we restricted our measure
of peak accessibility to bound sequences. Including unbound sequences can only decrease
the navigability of a landscape, and therefore decrease peak accessibility. To determine
the extent of this decrease, we repeated our peak accessibility analyses for mutational
paths that include unbound sequences. Supplementary Fig. 2.11 shows that the measures
of peak accessibility reported in the main text are always higher than those that include
unbound sequences (especially at longer mutational distances), as expected. The reason
is twofold. First, since mutational paths always start at a bound sequence (i.e., τ > 0.35),
any path that includes an unbound sequence (i.e., τ ≤ 0.35) is by definition inaccessible.
Second, the inclusion of unbound sequences creates new shortest paths to the global peak
that are inaccessible and that occasionally supplant longer, accessible shortest paths to
the global peak that were present in the genotype networks studied in the main text.
2.5.6 Sensitivity analyses
Our study employs two parameters, one for determining whether two DNA sequences
differ in their binding affinity (δ) and another to determine which DNA sequences are
bound by a TF (τ). The threshold δ is important because it accounts for the experimen-
tal noise in PBM data [197]. Increasing δ has the effect of ‘smoothing’ the landscapes
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(Fig. 2.1b), because larger values of δ make it less likely that two sequences have different
binding affinities. We use a unique threshold δ for each TF, which is derived from noise
in experimental and replicated PBM measurements for that particular TF (‘Methods’).
Increasing the affinity threshold τ reduces the number of bound sequences, and decreases
the size of a landscape (Fig. 2.1c). Below, we assess the sensitivity of our main results to
broadly varying parameter values for τ and δ. Moreover, we determine whether our main
results differ among TFs from distinct DNA binding domain structural classes, as well as
among TFs that bind DNA sequences shorter or longer than eight nucleotides. Finally, we
show that our measure of global peak breadth is sensitive to the use of E-scores (rather
than Z-scores) as a quantitative phenotype.
Specifically, we test the sensitivity of the following main results: (1) The empirical
landscapes have more peaks than expected under the additive model, but far fewer than
expected under the shuﬄed model. (2) The global peaks in the empirical landscapes
comprise more sequences than expected under the shuﬄed model, but fewer than ex-
pected under the additive model. (3) The incidence of the three classes of epistasis in the
empirical landscapes is higher than expected under the additive model, but lower than
expected under the shuﬄed model. (4) The highest-affinity sites are more accessible in
the empirical data than expected under the shuﬄed model, but less accessible than those
expected under the additive model.
2.5.6.1 Our observations are insensitive to broadly varying thresholds for
noise filtering
In the main text, we used a threshold δ to determine whether two sequences differed in
their binding affinity. This threshold is important because it accounts for the inherent
noise of protein-binding microarray data [197]. Here, we explore the sensitivity of our
results to this parameter.
As the noise threshold δ increases, the number of peaks decreases, for the empirical
data and both null models (Supplementary Fig. 2.12). This is because increasing the
noise threshold makes it less likely for two sequences to have different binding affinities,
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which has the effect of merging peaks. Nonetheless, even for the most permissive noise
threshold of δ = 0.05 (which corresponds to one-third of the range in affinity values when
τ = 0.35), 32% of the empirical landscapes comprise multiple peaks, as opposed to 3% of
the additive landscapes and 98% of the shuﬄed landscapes.
Supplementary Figure 2.13 shows that the number of binding sites per global peak
(i.e., global peak breadth) increases as the noise threshold δ increases, for the empirical
data and both null models. This occurs because increasing δ makes the global peak more
‘inclusive’, such that the binding affinity of a sequence can differ from that of the highest-
affinity sequence by a greater amount and the sequence will still be considered part of the
global peak.
Supplementary Figure 2.14 shows that epistasis decreases as the noise threshold δ in-
creases, for all three classes of epistasis, in the empirical data and both null models. This
occurs because increasing δ decreases the likelihood that Eqs. (2.3), or (2.4) (‘Methods’)
are satisfied, which decreases the proportion of mutational pairs that are classified as
epistatic. These sensitivity analyses confirm intuition: increasing the noise threshold δ
increases the navigability of an adaptive landscape. This is further evidenced by Sup-
plementary Fig. 2.15, which shows that peak accessibility increases with δ in both the
empirical data and the two null models. With the exception of magnitude epistasis—
which does not affect landscape navigability—at low δ, all measurements of epistasis and
peak accessibility in the empirical data are intermediate to those of the additive and
shuﬄed null models. We therefore conclude that the adaptive landscapes of TF binding
preferences are less navigable than those from the additive model, but far more naviga-
ble than landscapes from the shuﬄed model, and that this observation is insensitive to
changes in δ.
2.5.6.2 Our observations are insensitive to broadly varying affinity
thresholds for delineating bound from unbound sequences
In the main text, we considered a sequence ‘bound’ if its E-score exceeded 0.35. Here, we
assess the sensitivity of each of our measures of landscape navigability to the choice of
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binding affinity threshold τ .
As the affinity threshold τ increases, the distribution of the number of peaks shifts
toward lower values, such that an increasing number of landscapes become single-peaked
(Supplementary Fig. 2.16). This is true for the empirical data and for both null models,
and results from the fact that increasing the binding affinity threshold decreases the
number of bound sequences [156], thus pruning non-global peaks from the landscape.
However, even for the most stringent threshold of τ = 0.45, under which only very few
sequences are considered bound [156], 14% of the empirical landscapes comprise multiple
peaks, as compared to 2% of the additive landscapes and 58% of the shuﬄed landscapes.
Supplementary Figure 2.17 shows that the empirical distribution of the number of
binding sites in the global peak (i.e., global peak breadth) is relatively unaffected by
changes in the binding affinity threshold τ . This is because the sequences in these peaks
typically have E-scores that exceed even our most stringent threshold of τ = 0.45. In
contrast, the distributions of global peak breadth under the two null models are sensitive
to the binding affinity threshold, but in different ways. In the additive model, the global
peak breadth decreases as τ increases. This is because the sequences at the base of each
peak are gradually removed from the landscape as τ increases, analogous to the loss of
exposed landmass as water levels rise. In the shuﬄed model, in contrast, the global
peak breadth increases as τ increases, a counterintuitive observation that stems from the
way these landscapes are constructed. Specifically, increasing τ decreases the number of
bound sequences [156], and in a landscape with few sequences, a random permutation of
binding affinities is likely to clump many of the high-affinity sequences near one another
in the landscape, such that they are part of the same peak. In contrast, in a landscape
with many sequences (low τ), these same high-affinity sequences are likely to be spread
throughout the landscape, and thus to be part of different peaks. Despite these changes
in the landscapes generated by the two null models, the global peaks in the empirical
landscapes persist in comprising more sequences than expected under the shuﬄed model,
but fewer than expected under the additive model. We therefore conclude that these
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observations are insensitive to changes in τ .
Supplementary Figure 2.18 shows boxplots of the three classes of epistasis as a function
of the binding affinity threshold τ , for the empirical data and the two null models. In the
additive model, there is very little epistasis and it is generally insensitive to changes in τ .
In the empirical data and in the shuﬄed model, the incidence of epistasis tends to decrease
as τ increases, indicating an increase in landscape navigability. These observations are
reflected in Supplementary Fig. 2.19: peak accessibility increases as the binding affinity
threshold τ increases for both the empirical data and the shuﬄed model, but for the
additive model, peak accessibility does not change with τ . Importantly, all measurements
of epistasis and peak accessibility in the empirical data are intermediate to those of the
additive and shuﬄed null models. We therefore conclude that the adaptive landscapes of
TF binding affinity are less navigable than those from the additive model, but far more
navigable than landscapes from a shuﬄed model, and that this observation is insensitive
to changes in τ .
2.5.6.3 Our observations are consistent across DNA binding domains
The 1,137 TFs in our dataset represent 62 different DNA binding domain structural
classes. Here, we show that our results do not vary among these classes. While we
illustrate this point using data from the most prominent DNA binding domains in our
dataset, the insensitivity of our results applies to the other structural classes as well (data
not shown).
Supplementary Figure 2.20 shows the distribution of the number of peaks in the em-
pirical data and the two null models for the five most prominent DNA binding domain
classes. While the distributions change quantitatively, especially under the shuﬄed model,
they do not change qualitatively. Specifically, the empirical landscapes always have more
peaks than expected under the additive model, but fewer than expected under the shuﬄed
model.
Supplementary Figure 2.21 shows the number of binding sites in the global peak (i.e.,
global peak breadth) in the empirical data and the two null models, for the same five DNA
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binding domain structural classes. Again, the distributions do not change qualitatively:
Global peak breadth is larger in the empirical landscapes than expected under the shuﬄed
model, but smaller than expected under the additive model.
Supplementary Figure 2.22 shows that the incidence of the three classes of epistasis
among the empirical data and the two null models does not vary among DNA binding
domain structural classes. Epistasis in the empirical data is always intermediate to that
of the additive and shuﬄed null models. As a consequence, peak accessibility in the
empirical data is intermediate to that of the additive and shuﬄed null models (Supple-
mentary Fig. 2.23). We therefore conclude that the adaptive landscapes of TF binding
preferences are less navigable than those from the additive model, but far more navigable
than landscapes from the shuﬄed model, and that this observation does not vary among
the DNA binding domain structural classes considered here.
2.5.6.4 Our observations are consistent across TFs that bind shorter or
longer sequences than eight nucleotides
Protein-binding microarray data characterize the binding affinity of a TF to all possible
binding sites of length 8. However, many of the TFs in our dataset bind sequences that are
shorter or longer than 8 nucleotides. It is therefore important to ensure that our results
are insensitive to binding site length. To determine the length of a TF’s binding sites,
we use the TF?s position weight matrix to calculate the maximum number of contiguous
nucleotides with information content (Eq. (2.8), ‘Methods’) exceeding 0.5 bits (bold font
in Supplementary Fig. 2.8B).
We find that among the 1,137 TFs studied here, 935 bind sequences that are shorter
than 8 nucleotides and 47 bind sequences that are longer than 8 nucleotides; the remaining
155 TFs bind sequences that are exactly 8 nucleotides long. Supplementary Figure 2.24
shows that the empirical landscapes comprise more peaks than expected under the addi-
tive model, but far fewer than expected under the shuﬄed model, regardless of binding site
length. Supplementary Figure 2.25 shows that global peaks in the empirical landscapes
typically comprise multiple sequences. Notably, for TFs that bind sequences shorter than
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8 nucleotides, the distribution of global peak breadth shifts toward higher values un-
der the additive model. This results from our scoring strategy, which assigns a score to
each sliding subsequence, and then assigns the maximum of these scores to the sequence
(‘Methods’). Since many sequences will contain the same high-scoring subsequence, global
peak breadth increases for TFs that bind sequences shorter than 8 nucleotides under the
additive model.
Supplementary Figure 2.26 shows that the incidence of the three classes of epistasis
among the empirical data and the two null models does not vary among TFs that bind
sequences that are shorter or longer than 8 nucleotides. Epistasis in the empirical data
is greater than expected under the additive model, but less than expected under the
shuﬄed model. These trends are reflected in Supplementary Fig. 2.27, which depicts peak
accessibility as a function of the mutational distance from the peak sequence. Peaks in
the empirical adaptive landscapes are always less accessible than those from the additive
model, but much more accessible than those from the shuﬄed model. We therefore
conclude that the adaptive landscapes of TF binding affinity are less navigable than those
from the additive model, but far more navigable than landscapes from the shuﬄed model,
and that this observation is insensitive to binding site length.
2.5.6.5 Peak breadth is sensitive to the use of E-scores as a quantitative
phenotype
Protein-binding microarray data typically include both an E-score and a Z-score for each
DNA sequence. In the main text, we considered the E-score as the quantitative phenotype
that defines the surface of each adaptive landscape. The E-score has the advantage that
it is robust to outliers, insensitive to TF concentrations, and less variable across arrays.
However, it has the disadvantage of compressing the dynamic range of binding affinities,
particularly for E-scores near the maximum value of 0.5. Here, we assess the sensitivity
of our results to the use of E-scores for the 1,095 landscape for with we have Z-scores
(‘Methods’), revealing that global peak breadth is sensitive to this measure, whereas our
measures of landscape navigability are not.
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Supplementary Figure 2.28 shows that the number of peaks in the empirical landscapes
remains intermediate to that of the additive and shuﬄed models, although the number
of peaks does increase slightly. However, the number of sequences per peak decreases
significantly, relative to the landscapes constructed using E-scores. For example, the
average number of sequences per peak decreases from 33.2 to 3.6, and the number of
single-sequence peaks increases from 36 to 650. Thus, our finding that peaks typically
comprise dozens to hundreds of sequences should be considered in the context of this
sensitivity. In contrast, the three classes of epistasis that we study are insensitive to
the use of E-scores (Supplementary Fig. 2.29), as are our measures of peak accessibility
(Supplementary Fig. 2.30).
2.5.7 The in vivo relationship between landscape navigability
and the abundance of binding sites is not driven by
binding affinity or by information content
We have previously found that the mouse genome is enriched in high-affinity binding sites
both genome-wide and within putative enhancers [156]. Therefore, we checked whether
any of the in vivo correlations with the abundance of the highest-affinity site in DNase
I footprints could be explained by a confounding relationship with binding affinity. To
evaluate that possibility, we tested whether the observed differences in site abundance
between single-peak and multi-peaked landscapes are still significant after adjusting for
binding affinity. An analysis of covariance (ANCOVA) [351] shows that after controlling
for differences in the response variable (site abundance) caused by the covariate (binding
affinity), there are still significant differences caused by peak number. In both brain
and MEL cells, the assumption of the homogeneity of slopes among groups—one of the
underlying assumptions for the ANCOVA—is violated. However, in brain, the main effect
of peak number in a linear model that incorporates the interaction between peak number
and binding affinity is significant (t-test, P value = 0.038). A partial correlation analysis
shows that the effect of peak accessibility still holds after controlling for binding affinity,
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except for three tissue types.
To measure in vivo binding site abundance, we scanned DNase I footprints using FIMO
[344] and each TF’s position weight matrix (‘Methods’). Since the information content of
a TF’s position weight matrix may impact the number of ‘hits’ detected in such genomic
scans, we performed an additional ANCOVA that controlled for this potential confounding
factor. However, this analysis was only necessary for brain and heart tissues since for
all other cell or tissue types there was no linear relationship between site abundance and
information content. This analysis shows that the effect of peak number on the abundance
of the highest-affinity site in DNase I footprints remains statistically significant after
controlling for the information content of each TF’s position weight matrix. A partial
correlation analysis shows that the same is true for peak accessibility.
Thus, we conclude that landscape navigability influences the prevalence of high-affinity
TF binding sites in protein-bound regions of the mouse genome, independent of binding
affinity or the information content of the TF’s position weight matrix.
2.5.8 Our measures of epistasis for bound sequences are
conservative
We have restricted our measures of epistasis to bound sequences (i.e. sequences with a
binding affinity above τ ; ‘Methods’) because these form the genotype networks that under-
lie the adaptive landscapes we study. Our measures of epistasis are therefore conservative,
because they do not include unbound sequences, and therefore underestimate the level
of ruggedness in a landscape. To determine how conservative our measures of epistasis
are, we performed an additional analysis in which we included both bound and unbound
sequences. Specifically, in each landscape, we analysed all pairs of bound sequences that
differed by two mutations and used them to calculate epistasis for all possible mutational
paths between these two sequences (i.e., all squares), regardless of whether the intermedi-
ate sequences were part of the genotype network or not. Supplementary Fig. 2.33 shows
that the measures of epistasis reported in the main text are always lower than those that
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include unbound sequences, as expected.
2.6 Supplementary discussion
Since Sewall Wright introduced the metaphor of the adaptive landscape in the early 1930s
[40, 46], it has received considerable attention from theorists interested in understanding
how landscape topography affects evolutionary dynamics [95]. In recent years, however,
attention has shifted from theoretical landscapes to the analysis of empirical landscapes
constructed from experimental data [56]. This shift has been triggered by advances in
high-throughput sequencing and chip-based technologies, which have made it possible
to assign phenotypes or fitness values to a large number of genotypes, thus bringing the
landscape metaphor to life at unprecedented resolution. The study of empirical landscapes
is currently a burgeoning area of research [26, 29–32, 56].
However, most of the empirical adaptive landscapes studied to date describe only a
minute fraction of the full genotype space in which they are embedded, and they are there-
fore highly incomplete. For example, one of the pioneering studies of empirical adaptive
landscapes considered antibiotic resistance as a function of all possible combinations of
five mutations in the TEM-1 β-lactamase allele of Escherichia coli, and concluded that
the landscape is single-peaked [88]. However, a subsequent analysis of a greater number
of resistance-conferring mutations in the same allele demonstrated that this landscape
is in fact multi-peaked [52], highlighting that the analysis of incomplete landscapes may
produce misleading results [352].
Here, we have studied 1,137 complete adaptive landscapes of transcription factor bind-
ing affinity using experimental data from protein binding microarrays. We find that they
exhibit little epistasis and contain few peaks, and these peaks are easily accessed via a
series of small mutations that only move ‘uphill’. We highlight that these findings go
far beyond our previous work on genotype networks of transcription factor binding sites
[156], in which we studied a binary phenotype—the molecular capacity of a DNA sequence
to bind specific transcription factors—and ignored the quantitative measures of binding
affinity that are the focus of this study. Including a quantitative measure of binding
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affinity transforms ‘flat’ genotype networks into ‘three-dimensional’ landscapes.
We have characterized the incidence of epistasis as a measure of landscape naviga-
bility, motivated by a recent debate over the significance of epistatic interactions in TF
binding sites [201, 202], and more generally over the prevalence of epistasis in molecular
evolution [353, 354]. While such interactions have been convincingly demonstrated for
some TFs [355–357], large-scale analyses of mouse and human TFs suggest that epista-
sis is the exception, rather than the rule, in TF binding [195, 324]. Our results extend
and complement these earlier findings, by categorizing epistatic interactions as magni-
tude, simple sign, or reciprocal sign epistasis. This categorization reveals that both forms
of sign epistasis are rare in TF binding sites, but that magnitude epistasis is common.
However, there are some notable exceptions. For example, the empirical landscapes of
four TFs (Dbp, bzpH, e_gw1.279.28.1, PRKRIR) exhibit the maximum value of magni-
tude epistasis, something that is rarely seen in the shuﬄed model. More generally, the
empirical landscapes of 171 TFs exhibit more magnitude epistasis than the shuﬄed land-
scapes, the empirical landscapes of 25 TFs exhibit more sign epistasis than the shuﬄed
landscapes, and the empirical landscapes of 15 TFs exhibit more reciprocal sign epistasis
than the shuﬄed landscapes. These TFs tend to have small dominant genotype networks
(the median number of bound sequences is 103), suggesting that high-specificity TFs tend
to bind sequences that exhibit high levels of epistasis. Additionally, while sign epista-
sis preferentially occurs among bases that are near one another in the binding site—as
previously reported for human TFs [324]—magnitude epistasis shows no such preference:
Bases at opposite ends of a binding site are just as likely to exhibit magnitude epistasis
as are adjacent bases.
Most of what was previously known about TF binding affinity landscapes came from in
vitro evolution experiments [358] and biophysical models of TF-DNA interactions [317–
320, 328, 339, 359–363]. Specifically, in vitro evolution experiments with the bacterial
lac repressor have hinted that TF binding affinity landscapes are highly navigable [358],
because high affinity binding sites evolve quickly from a small randomized library of
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oligonucleotides via repeated rounds of mutation and selection. Biophysical models draw
similar conclusions, but since they were not based on exhaustive measurements of bind-
ing affinity, they necessarily made several assumptions about landscape structure. These
include the assumption that single nucleotide changes in a binding site result in small
changes in binding affinity [328, 363, 364], that a binding site’s constituent bases con-
tribute additively to affinity [319, 359], and that binding affinity is a linear function of a
site’s mutational distance from the highest-affinity site [328, 363]. We and others have pro-
vided broad support for the first assumption, because the binding affinity of a sequence
is strongly correlated with that of its mutational neighbors [25, 156]. In contrast, the
latter assumptions are occasionally violated: Magnitude epistasis is common and land-
scapes sometimes have multiple peaks. These findings urge caution when incorporating
additivity assumptions into models of TF-DNA interactions.
2.6.1 Caveats
This study has some caveats that are worth highlighting. First, the landscapes we have
constructed make several simplifying assumptions about transcriptional regulation. For
instance, since they are based on an in vitro assay of TF binding, they do not capture
many of the complexities of binding in vivo, such as epigenetic marks [25], chromatin con-
text [365], local sequence context [366], or interactions with protein partners [334, 367],
all of which are likely to affect landscape topography. Nevertheless, we observe significant
correlations among our measures of landscape navigability and the in vivo abundance of
high-affinity sites and gene expression levels, suggesting that these in vitro affinity land-
scapes provide meaningful information about TF binding in vivo. This is further sup-
ported by the observation that the genetic diversity of binding sites across yeast strains
reflects the size of their landscape’s global peaks. The second caveat is that we cannot
completely rule out the possibility that some of the correlations we observe are spuri-
ous. While their consistency across different species, experiments, as well as diverse cell
and tissue types is reassuring, only direct experimentation could conclusively determine
whether the navigability of a binding affinity landscape affects the evolution of a TF’s
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binding sites in vivo. High-throughput laboratory evolution experiments with selection
for transcription factor binding could shed light on which landscape parameterizations (τ
and δ) best reflect binding in vivo, and could provide answers to long-standing questions
about the influence of landscape navigability on adaptation, mutational robustness, and
the predictability of evolution. Our current research is directed along these lines. Third,
the metaphor of the adaptive landscape commonly evokes the fitness of an entire organism,
and it is not immediately clear how TF binding affinity relates to organismic fitness. Even
though examples—such as the evolution of an activator’s binding site in the promoter of
an antibiotic resistance gene [160]—have linked binding affinity to the fitness of an organ-
ism, such a link need not exist for all TFs. Moreover, for TF’s regulating many genes, the
relationship between binding affinity and fitness likely varies from binding site to binding
site. However, we stress that this limitation is not restricted to binding affinity, but rather
applies to the quantitative phenotypes measured to date in almost all empirical adaptive
landscapes of proteins and RNAs, including catalytic activity, stability, or affinity to a
target ligand [28, 56]. Fourth, while our measure of peak accessibility is inspired by the
weak-mutation, strong-selection regime of population genetics, not all TF binding sites
are under strong selection [338]. Our measure is therefore conservative, because relaxed
selection for binding affinity would only make a landscape’s peaks more accessible. Fifth,
our landscape navigability measures assume that valleys cannot be crossed. This assump-
tion may be violated if the mutation rate is high or if the population size is small. Valley
crossing may also be facilitated by relaxed selection for TF binding, genetic hitchhiking,
or by temporally changing environments [368]. A final caveat is that we only consider mu-
tations in TF binding sites, even though mutations in the DNA binding domains of TFs
are also important for regulatory evolution [357, 369, 370]. Data describing the effects of
such mutations on a TF binding preferences are now available [357, 371, 372], but due to
the hyper-astronomical size of protein space [41], they are far from exhaustive, capturing
only a small subset of all possible mutations to a TF’s DNA binding domain, and thus
precluding a comprehensive analysis.
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Supplementary Figure 2.1: Structural properties of the genotype networks of
1137 TFs. The distribution of (A) the number of components and (B) the size of the
largest (i.e., dominant) connected component in the genotype networks of 1137 TFs.
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Supplementary Figure 2.2: Cumulative distribution of the fraction of TFs in
our dataset that have a dominant genotype network comprising at least x%
of the bound sequences. This figure shows that for the vast majority of TFs, the vast
majority of bound sequences are in the dominant genotype network. For example, 96% of
the 1137 dominant genotype networks comprise at least 90% of the sequences that bind
the TF.
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Supplementary Figure 2.3: The number of sequences per non-dominant geno-
type network is very small. Black bars show the distribution of the number of se-
quences contained in the non-dominant genotype networks of 1,137 TFs. 87.8% of these
networks comprise a single sequence.
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Supplementary Figure 2.4: Multiple peaks of unequal height. The distribution of
the average normalized difference in binding affinity between the highest-affinity sequence
in a landscape and the mean binding affinity of the landscape’s local peaks, for 478 multi-
peaked landscapes. This distance Di of a local peak i is calculated as Eg − 1N1
∑
j Eij,
where Eg is the binding affinity of the highest-affinity site in the global peak, Ni is the
number of sites in local peak i, and Eij is the binding affinity of site j in local peak i. All
values are normalized by 0.15, which is the maximum range of affinity when the binding
threshold is τ = 0.35. Non-normalized values range from 1.3× 10−3 to 0.125.
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(A) Foxa2
(C) Srf (D) Mafb
(B) Srebf2
Supplementary Figure 2.5: Visualization of adaptive landscapes that have
different numbers of peaks. Representative examples of landscapes with (A) one,
(B) two, (C) three, and (D) four peaks. Vertices represent bound sequences, vertex sizes
represent binding affinity, and vertex colours represents peak membership. Red indicates
a global peak and grey indicates bound sequences that do not belong to any peak. Notice
that peaks are usually organized into broad plateaus comprising binding sites with similar
binding affinity (Supplementary Fig. 2.7), that is with values in affinity above a threshold
Eg − δ, where Eg is the affinity of the highest-affinity site in the peak and δ is the noise
threshold (‘Methods’).
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Supplementary Figure 2.6: Small landscapes are not necessarily more naviga-
ble than large landscapes. The relationship between the size of the dominant genotype
network and (A) the number of peaks (Spearman’s rank correlation coefficient = -0.07, P
value < 1.9×10−2), and (B) the relative size of the global peak for 1,137 TFs (Spearman’s
rank correlation coefficient = -0.34, P value < 2.2× 10−16).
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Supplementary Figure 2.7: Global peaks are usually organized into broad
plateaus. The distribution of the number of binding sites per global peak for the 1,137
empirical adaptive landscapes (yellow) and the additive (red) and rugged (blue) null
models.
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Supplementary Figure 2.8: Why epistasis occasionally appears in the addi-
tive null model. (A) Sequence logo of (B) the position weight matrix (PWM) for the
mouse TF Arid5a downloaded from UniPROBE [322]. The information content (Eq. (2.8),
‘Methods’) per position is also shown. Positions in bold face indicate the largest contigu-
ous subset of positions with information content above 0.5, which we use to calculate the
effective width of a PWM (Supplementary section 2.5.6.4). (C) A square that exhibits
reciprocal sign epistasis due to the sliding-window approach for scoring sequences in the
additive null model. Edge labels indicate the change in binding affinity between a pair
of sequences. For the sequence AATTTTAA, the highest-scoring match occurs when it is
aligned with positions 3 through 10 in the PWM, whereas for the other three sequences,
the highest-scoring match occurs when they are aligned with positions 2 through 9 in
the PWM. In this example, the noise threshold δ is 0.09 and the magnitude of epistasis
(Eq. (2.3), ‘Methods’) is 0.29.
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Supplementary Figure 2.9: Sign epistasis preferentially occurs among nu-
cleotides that are near one another in the binding site. Bar plots of the levels
of (A) magnitude (B) simple sign, and (C) reciprocal sign epistasis as a function of the
distance between the two mutations in the TF binding site. The height of the bars repre-
sents the median of the data, while the error bars represent the standard deviation. For
each TF, the level of epistasis plotted for the random landscapes is an average of 1,000
shuﬄed landscapes. To facilitate a direct comparison with Jolma et al. [324], squares
that include indels are excluded from this analysis.
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(A) Sry (B) Zbtb3
Supplementary Figure 2.10: Visualization of two global peaks that vary in
their accessibility. The murine TFs (A) Sry and (B) Zbtb3 bind a similar number
of sequences (356 and 352, respectively), but these sequences differ dramatically in their
ability to evolve higher binding affinity through small mutations. Each visualization
depicts the genotype networks of all bound sequences that are within four mutations of
the highest-affinity site (centre vertex), i.e., the summit of the landscape, in a layout where
each concentric ring corresponds to a distinct mutational distance from the summit. Edge
width and vertex size indicate the number of accessible mutational paths (i.e., paths that
access the summit via monotonic increases in binding affinity) that include the edge or
vertex. Vertex color indicates binding affinity, as in Fig. 2.1a.
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Supplementary Figure 2.11: Peak accessibility is reduced by the inclusion
of unbound sequences. Data correspond to all 1,137 TFs. Symbols show the mean,
and error bars show the standard deviation. The histogram shows the distribution of the
lengths of the shortest mutational paths from bound sequences (i.e., τ > 0.35) to the
global peaks of the 1,137 TFs’ landscapes, when unbound sequences (i.e., τ ≤ 0.35) are
considered. Note that there is no shortest mutational path longer than 6 mutational steps
in this case, in contrast to when unbound sequences are not considered (cf. Figure 2.2c).
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Supplementary Figure 2.12: The number of peaks per landscape decreases as
the noise threshold increases. These data represent a sensitivity analysis of the trends
presented in Fig. 2.2a. Each panel shows the distribution of the number of peaks per land-
scape for the additive model (left column), empirical data (middle column), and shuﬄed
model (right column). Each row of panels corresponds to a different noise threshold δ.
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Supplementary Figure 2.13: Global peak breadth increases as the noise
threshold increases. These data represent a sensitivity analysis of the trends pre-
sented in Supplementary Fig. 2.7. Each panel shows the distribution of the number of
binding sites per global peak (i.e., global peak breadth) for the additive model (left col-
umn), empirical data (middle column), and shuﬄed model (right column). Each row of
panels corresponds to a different noise threshold δ.
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Supplementary Figure 2.14: Sign epistasis in the empirical data is intermedi-
ate to that of the additive and shuﬄed models for all noise thresholds. These
data represent a sensitivity analysis of the trends presented in Fig. 2.2b. Boxplots of
(A) magnitude epistasis, (B) simple sign epistasis, and (C) reciprocal sign epistasis as
a function of the binding affinity threshold τ . The thick horizontal line in the middle
of each box represents the median of the data, while the bottom and top of each box
represent the 25th and 75th percentiles, respectively. Note the logarithmic scale of the y
axes, which obscures data points with zero epistasis. The absence of the thick horizontal
line indicates that the median of the distribution is below the lowest value of the y axis.
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Supplementary Figure 2.15: Accessibility of the highest affinity site increases
as the noise threshold increases. These data represent a sensitivity analysis of the
trends presented in Fig. 2.2c for mutational paths of length 4, which are the most abundant
in our dataset. Data points depict the mean peak accessibility in the empirical data and
the two null models (see legend) as a function of the noise threshold δ. Error bars depict
one standard deviation.
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Supplementary Figure 2.16: The number of peaks per landscape decreases as
the binding affinity threshold increases. These data represent a sensitivity analysis
of the trends presented in Fig. 2.2a. Each panel shows the distribution of the number of
peaks per landscape for the additive model (left column), empirical data (middle column),
and shuﬄed model (right column). Each row of panels corresponds to a different binding
affinity threshold τ .
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Supplementary Figure 2.17: The empirical distribution of global peak breadth
does not vary with the binding affinity threshold. These data represent a sensi-
tivity analysis of the trends presented in Supplementary Fig. 2.7. Each panel shows the
distribution of the number of binding sites per global peak (i.e., global peak breadth)
for the additive model (left column), empirical data (middle column), and shuﬄed model
(right column). Each row of panels corresponds to a different binding affinity threshold
τ .
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Supplementary Figure 2.18: Epistasis in the empirical data is intermediate
to that of the additive and shuﬄed models for all affinity thresholds. These
data represent a sensitivity analysis of the trends presented in Fig. 2.2b. Boxplots of
(A) magnitude epistasis, (B) simple sign epistasis, and (C) reciprocal sign epistasis as
a function of the binding affinity threshold τ . The thick line in the middle of each box
represents the median of the data, while the bottom and top of each box represent the
25th and 75th percentiles, respectively. Note the logarithmic scale of the y axes, which
obscures data points with zero epistasis. The absence of the thick line indicates that the
median of the distribution is below the lowest value of the y axis.
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Supplementary Figure 2.19: Accessibility of the highest-affinity site increases
as the binding affinity threshold increases. The data shown represent a sensitivity
analysis of the trends presented in Fig. 2.2c for mutational paths of length 4, which are
the most abundant in our dataset. Data points depict the mean peak accessibility in the
empirical data and the two null models (see legend), as a function of the binding affinity
threshold τ . Error bars depict one standard deviation.
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Supplementary Figure 2.20: The number of peaks is intermediate to that
of the additive and shuﬄed models across DNA binding domains. These data
represent a sensitivity analysis of the trends presented in Fig. 2.2a. Each panel shows the
distribution of the number of peaks per landscape for the additive model (left column),
empirical data (middle column), and shuﬄed model (right column). Each row of panels
corresponds to a different DNA binding domain family, chosen because they are the five
most prominent in our dataset.
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Supplementary Figure 2.21: The size of the global peak is intermediate to
that of the additive and shuﬄed models across DNA binding domains. These
data represent a sensitivity analysis of the trends presented in Supplementary Fig. 2.7.
Each panel shows the distribution of the number of binding sites in the highest peak
(i.e. global peak breadth) for the additive model (left column), empirical data (middle
column), and shuﬄed model (right column). Each row of panels corresponds to a different
DNA binding domain family.
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Supplementary Figure 2.22: Epistasis in the empirical data is intermediate to
that of the additive and shuﬄed models, irrespective of DNA binding domain.
These data represent a sensitivity analysis of the trends presented in Fig. 2.2b. Boxplots
of magnitude epistasis, simple sign epistasis, and reciprocal sign epistasis for TFs from
the 10 most prominent DNA binding domains in our dataset. The number of TFs in our
dataset per DNA binding domain is shown in parentheses. Note the logarithmic scale
of the y axes, which obscures data points with zero epistasis. The absence of the thick
horizontal line indicates that the median of the distribution is below the lowest value of
the y axis.
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Supplementary Figure 2.23: Peak accessibility in the empirical data is in-
termediate to that of the additive and shuﬄed models, irrespective of DNA
binding domain. These data represent a sensitivity analysis of the trends presented in
Fig. 2.2c. Data points depict the mean peak accessibility in the empirical data and the
two null models (see legend), as a function of the mutational distance, for the 10 most
prominent DNA binding domains in our dataset. The number of TFs in our dataset per
DNA binding domain is shown in parentheses. Error bars depict one standard deviation.
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Supplementary Figure 2.24: The number of peaks in the empirical data is
intermediate to that of the additive and shuﬄed models for TFs that bind se-
quences that are shorter or longer than eight nucleotides. These data represent a
sensitivity analysis of the trends presented in Fig. 2.2a. Each panel shows the distribution
of the number of peaks per landscape for the additive model (left column), empirical data
(middle column), and shuﬄed model (right column). Each row of panels corresponds to
TFs that bind sequences that are shorter, equal to, or longer than 8 nucleotides.
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Supplementary Figure 2.25: The global peak breadth in the empirical data
is intermediate to that of the additive and shuﬄed models for TFs that bind
sequences that are shorter or longer than eight nucleotides. These data represent
a sensitivity analysis of the trends presented in Supplementary Fig. 2.7. Each panel
shows the distribution of the number of binding sites in the highest peak (i.e. global
peak breadth) for the additive model (left column), empirical data (middle column), and
shuﬄed model (right column). Each row of panels corresponds to TFs that bind sequences
that are shorter, equal to, or longer than 8 nucleotides.
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Supplementary Figure 2.26: Epistasis in the empirical data is intermediate
to that of the additive and shuﬄed models for TFs that bind sequences that
are shorter or longer than eight nucleotides. These data represent a sensitivity
analysis of the trends presented in Fig. 2.2b. Boxplots of magnitude epistasis, simple sign
epistasis, and reciprocal sign epistasis for TFs that bind sequences that are (A) shorter,
(B) equal to, or (C) longer than 8 nucleotides. Note the logarithmic scale of the y axes,
which obscures data points with zero epistasis. The absence of the thick horizontal line
indicates that the median of the distribution is below the lowest value of the y axis.
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Supplementary Figure 2.27: Peak accessibility in the empirical data is inter-
mediate to that of the additive and shuﬄed models for TFs that bind sequences
that are shorter or longer than eight nucleotides. These data represent a sensi-
tivity analysis of the trends presented in Fig. 2.2c. Data points depict the mean peak
accessibility in the empirical data and the two null models (see legend), as a function of
the mutational distance to the peak sequence, for TFs that bind sequences that are (A)
shorter, (B) equal to, or (C) longer than 8 nucleotides. Error bars depict one standard
deviation.
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Supplementary Figure 2.28: The number of peaks in the empirical data is
intermediate to that of the additive and shuﬄed models when using Z-scores
as a proxy for binding affinity. The distribution of (A) the number of peaks, and
(B) the number of binding sites per global peak for 1,095 empirical adaptive landscapes
(yellow) and the additive (red) and rugged (blue) null models. These data represent
a sensitivity analysis of the trends presented in Fig. 2.2c and Supplementary Fig. 2.7,
respectively.
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Supplementary Figure 2.29: Epistasis in adaptive landscapes of transcription
factor binding affinity when using Z-scores as a proxy for binding affinity.
These data represent a sensitivity analysis of the trends presented in Fig. 2.2b. Boxplots
of the fraction of squares showing magnitude, simple sign, and reciprocal sign epistasis for
1,095 adaptive landscapes. The thick horizontal line in the middle of each box represents
the median of the data, while the bottom and top of each box represent the 25th and
75th percentiles, respectively. For the shuﬄed model, the boxplot summarizes 1,095 data
points, each of which is an average over 1,000 shuﬄed landscapes. The inset shows the
same data, but with a logarithmically scaled y axis. The absence of the thick line indicates
that the median of the distribution is below the lowest value of the logarithmically scaled
y axis.
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Supplementary Figure 2.30: Peak accessibility when using Z-scores as proxy
for binding affinity. These data represent a sensitivity analysis of the trends presented
in Fig. 2.2c. For each of the 1,095 adaptive landscapes we show the mean (symbols) and
standard deviation (error bars) of the fraction of accessible paths to the highest-affinity
site in the landscape (i.e., peak accessibility). The histogram shows the distribution of
mutational steps from the highest-affinity site for all sequences in all landscapes. For the
shuﬄed model, each symbol represents the mean of 1,095 data points, each of which is an
average over 1,000 shuﬄed landscapes.
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Supplementary Figure 2.31: In vivo binding site abundance is higher for TFs
with single-peaked landscapes than for TFs with multi-peaked landscapes.
The vertical axis of each panel indicates the abundance of a TF’s highest-affinity site in
protein-bound regions of the M. musculus genome in 14 cell and tissue types (according
to DNase I footprint data; ‘Methods’). The horizontal axis indicates the number of peaks.
Landscapes are classified into two categories: single-peaked and multi-peaked. The thick
horizontal line in the middle of each box represents the median of the data, while the
bottom and top of each box represent the 25th and 75th percentiles, respectively. Each
panel corresponds to a different cell or tissue type. Note the logarithmic scale of the y
axis for all the panels.
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Supplementary Figure 2.32: In vivo binding site abundance correlates with
peak accessibility. The vertical axis of each panel indicates the abundance of a TF’s
highest-affinity site in protein-bound regions of the M. musculus genome in 14 cell and
tissue types (according to DNase I footprint data; ‘Methods’). The horizontal axes show
peak accessibility through mutational paths of length 4, which are the most abundant
paths in our dataset (Fig. 2.2c). Each panel corresponds to a different cell and tissue
type, and each circle corresponds to a single TF that is expressed in that cell or tissue
type. The colour of each circle indicates the binding affinity of the TF’s highest-affinity
site (darker = higher; colour bar). The size of a circle corresponds to the TF’s expression
level (larger = higher, Materials and Methods). Note the logarithmic scale of the y axis
for all the panels.
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Supplementary Figure 2.33: Our measures of epistasis based only on bound
sequences are conservative. Box plots of the fraction of squares showing magnitude,
simple sign, and reciprocal sign epistasis for 1,137 adaptive landscapes. The thick hori-
zontal line in the middle of each box represents the median of the data, while the bottom
and top of each box represent the 25th and 75th percentiles, respectively. The inset shows
the same data, but with a logarithmically scaled y axis. Bound sequences are binding
sites whose binding affinity is above an affinity threshold τ of 0.35 (‘Methods’).
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Abstract
Recent advances in high-throughput technologies are bringing the study of empirical
genotype-phenotype (GP) maps to the fore. Here, we use data from protein binding
microarrays to study an empirical GP map of transcription factor (TF) binding prefer-
ences. In this map, genotypes are DNA sequences and phenotypes are the TFs that bind
these sequences. We study this GP map using genotype networks, in which nodes rep-
resent genotypes with the same phenotype, and edges connect nodes if their genotypes
differ by a single small mutation. We describe the structure and arrangement of genotype
networks within the space of all possible binding sites for 525 TFs from three eukaryotic
species encompassing three kingdoms of life (animal, plant, and fungi). We thus provide
a high-resolution depiction of the architecture of an empirical GP map. Among a number
of findings, we show that these genotype networks are “small-world,” assortative, can be
partitioned in multiple meaningful ways, and ubiquitously overlap and interface with one
another. We discuss our findings in the context of regulatory evolution.
3.1 Introduction
Evolution can be abstracted as an exploration of genotype space — the space of all pos-
sible genotypes [41]. This space is populated by intersecting sets of genotypes that each
correspond to a distinct phenotype. The organization of genotype space into such geno-
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type sets is described by the genotype-phenotype (GP) map [35, 42], an object of central
importance in the developmental and evolutionary sciences, with important implications
for medicine [12, 37, 373].
Most of what we know about GP maps comes from computational models of biological
systems [59–62, 66, 155, 374]. These include models that map RNA sequence genotypes
onto secondary structure phenotypes [60, 153], simplified amino acid sequence genotypes
onto lattice-based, structural phenotypes [59, 375], regulatory circuit genotypes onto gene
expression phenotypes [61], and metabolic genotypes onto nutrient utilization phenotypes
[62]. GP maps have also been studied in non-biological systems, including self-replicating
computer programs [39], evolutionary algorithms [376], and field programmable gate ar-
rays [38]. Despite all that differentiates these systems, their GP maps have much in
common. First, they are many-to-one, meaning that multiple genotypes have the same
phenotype. Second, the distribution of genotypes per phenotype is heavily skewed, such
that most phenotypes are realized by few genotypes, and a few phenotypes are realized
by many genotypes. Third, genotypes with the same phenotype tend to be mutation-
ally interconnected, meaning that it is possible to transform any one of these genotypes
into any other via a series of small mutations that preserve the phenotype. Such sets
of mutationally interconnected genotypes are known as genotype networks (aka neutral
networks [60]). Fourth, the genotype networks of different phenotypes tend to overlap
and interface with one another [69, 78, 286, 377]. We refer to the comprehensive descrip-
tion of the structure and arrangement of genotype networks within genotype space as the
architecture of a GP map [378].
The architecture of a GP map has important implications for evolution, influencing
the rate of adaptation [67, 68], the accumulation of genetic diversity [50], the “findability”
of genotypes and phenotypes in evolutionary searches [70–72], as well as their robustness
and evolvability [69]. It is therefore important to move beyond the study of GP maps
derived from computational models, and to begin to study the architecture of GP maps
that are derived from experimental data.
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We currently know very little about the architecture of such empirical GP maps. The
reason is that the genotype spaces of most biological systems are so large that it is not
possible to experimentally assay a phenotype for all possible genotypes [379]. This is
especially problematic when studying the architecture of a GP map, where it is necessary
to assay a large number of phenotypes. Recent advances in high-throughput sequencing
and chip-based technologies are beginning to mitigate this problem by providing localized
descriptions of GP maps for macromolecules such as RNA and proteins [25–34]. While
extraordinarily insightful, these empirical GP maps still only describe a small subset of
the genotype networks of a small number of phenotypes, and therefore cannot be used to
characterize the architecture of a GP map.
In contrast, protein binding microarrays [184] provide comprehensive descriptions of
transcription factor (TF) binding preferences to all possible, short DNA sequences (eight
nucleotides in length), and such data are available for a large number of TFs [196]. These
data can therefore be used to describe the architecture of an empirical GP map, in which
genotypes are DNA sequences (TF binding sites) and phenotypes are the TFs that bind
these sequences. These are biologically important phenotypes, because TF binding is
integral to the transcriptional regulation of gene expression, which underlies fundamental
developmental, behavioral, and physiological processes in species as different as bacteria
and humans [157]. What is more, DNA mutations that affect transcriptional regulation,
including those in TF binding sites, may lead to evolutionary adaptations and innovations
[166, 315]. Examples include binding site mutations that affect body plans in snakes [380]
and the discrimination of optical stimuli in fruit flies [333].
We have recently used protein binding microarray data to characterize the topologies
and topographies of genotype networks of TF binding sites [74, 156]. Our goals were
to study the relationship between robustness and evolvability in TF binding sites [156],
and to understand how mutation and natural selection might navigate such networks
toward high-affinity binding sites [74]. To accomplish these goals, we constructed and
studied the genotype networks of TFs individually, providing localized characterizations of
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genotype space. Here, we extend our earlier work by providing a global and more detailed
characterization of this genotype space for hundreds of TFs across three kingdoms of life,
thus describing the architecture of an empirical GP map at high resolution.
3.1.1 Data
We study data from protein binding microarrays [184], a chip-based technology that
measures the in vitro binding preferences of a TF to all possible 32,896 double-stranded
DNA sequences of length eight. We refer to such sequences as TF binding sites (or simply
“sites”) because we study the capacity of these sequences to bind TFs. The binding
preferences of a TF are reported as a list of E-scores, one per binding site. The E-score is
a non-parametric, rank-based variant of the Wilcoxon-Mann-Whitney statistic that ranges
from -0.5 to 0.5. It correlates with a TF’s relative dissociation constant, and is therefore
used as a proxy for binding affinity [184, 195]. We use this proxy to delineate sites that
are bound specifically by a TF via hydrogen bond donors and acceptors (E-score > 0.35),
from unbound sites or sites bound non-specifically by a TF, for example, via its affinity
for the DNA backbone (E-score ≤ 0.35). We restrict our analyses to the subset of sites
that are bound specifically by at least one TF [74, 156].
We consider 525 TFs from three kingdoms of life: animal, plant, and fungi (Table 3.1,
Table S1). Specifically, we downloaded E-scores from the CIS-BP database for 86 TFs
from Mus musculus, 217 TFs from Arabidopsis thaliana, and 118 TFs from Neurospora
crassa [196]. We downloaded E-scores of 104 additional M. musculus TFs from from
the UniPROBE database [195, 322]. We chose to study these three species because they
have more TFs characterized in the CIS-BP database than any other in their respective
kingdoms. The TFs we study collectively represent 45 unique DNA binding domains,
which can be thought of as distinct biophysical mechanisms by which TFs interact with
DNA. A Venn diagram of the DNA binding domains in the three species is shown in Fig.
3.1A. In our dataset, several domains are common to all three species, whereas others
are unique to one species. For example, Homeodomain TFs are found in all three species,
but the family of Zinc cluster TFs is exclusive to N. crassa. This feature of our dataset
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provides an opportunity to discern whether the architecture of a GP map is governed
by the peculiarities of particular binding domains or by the commonalities of TF-DNA
interactions across binding domains.
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Figure 3.1: Data. (A) Venn diagram of the DNA-binding domains in the three species
analyzed in this study. (B) Venn diagram of the binding repertoires of the three species.
(C) Amongst all of the sites that are bound by at least one TF in a given species, the
gray bars show the fraction bound by TFs with binding domains that are unique to the
species, and the black bars show the fraction bound by TFs with binding domains that
are not unique to the species. Bar heights do not sum to one because there are sites
bound by both types of TFs. (D) Genotype space is nearly regular. Bar plot of the degree
distribution of Ω. Note the logarithmic scale of the y-axis.
A Venn diagram of the sites bound by TFs from the three species is shown in Fig.
3.1B. While many sites are bound by at least one TF in all three species (21.6%), many
others are bound by TFs from just a single species. Specifically, 8.5%, 13.2% and 9.6%
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Table 3.1: Data analyzed in this study.
Species Number of TFs Number of DNA binding domains
Arabidopsis thaliana 217 25
Neurospora crassa 118 16
Mus musculus 190 25
of sites are uniquely bound by A. thaliana, M. musculus, and N. crassa, respectively.
The TFs that bind such sites do not preferentially belong to binding domains that are
exclusive to a single species (Fig. 3.1C). In total, 14.4% of the 32,896 sites are not bound
by any of the TFs in our dataset.
3.1.2 Nomenclature
We consider a genotype space of TF binding sites for each of the three species we study.
This space comprises the set of all possible 32,896 double-stranded DNA sequences of
length eight. The structure of this space can be described as a network, in which nodes
represent TF binding sites and edges connect nodes if their corresponding sites differ by
a single small mutation, specifically by a point mutation or by an indel (Materials and
Methods) [156]. We refer to this network, which contains all possible genotypes, as Ω. If
two nodes are connected by an edge in Ω, we refer to them as neighbors.
Within this genotype space, we study a GP map in which genotypes are TF binding
sites and phenotypes are the TFs that bind these sites. The set of genotypes with a
particular phenotype is a genotype set. A single genotype may belong to multiple genotype
sets, if the site binds multiple TFs. Each genotype set comprises one or more genotype
networks, in which nodes are genotypes from the genotype set, and edges connect nodes
that differ in a single small mutation, as in Ω. If a genotype set is fragmented into multiple
genotype networks (connected components), it is usually the case that one network is
much larger than the others [74, 156]. We refer to this network as the dominant genotype
network (Fig. 3.2).
Genotype networks are sub-networks of Ω, in which all genotypes have the same phe-
notype. We refer to mutations that do not change the phenotype as neutral, and to
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Figure 3.2: Genotype network of TF binding sites. (A) The dominant genotype
network for the murine TF Ascl2. Each vertex corresponds to a DNA sequence bound
by Ascl2 (E-score > 0.35). The color of a vertex indicates its binding affinity (darker
= higher), while its size corresponds to the number of neighboring sequences (bigger =
more). Two sequences are connected by an edge if they are separated by a single small
mutation. This mutation may be a point mutation or an indel that shifts the entire
binding site by a single position in either the 3′ or 5′ direction (Fig. 3.24).
mutations that do change the phenotype as non-neutral. Thus, neutral mutations define
the edges within genotype networks, whereas non-neutral mutations define the edges be-
tween genotype networks, or between a genotype network and unbound sequences. If two
nodes are connected by an edge in a genotype network, we refer to them as neutral neigh-
bors. We emphasize that we use the term “neutral” with respect to a specific phenotype,
knowing full well that such mutations may not be neutral with respect to fitness.
Non-neutral mutations bridge the genotype networks of distinct phenotypes, thus help-
ing form the edges of a phenotype network. In such a network, each node represents the
dominant genotype network of a specific transcription factor, and edges connect nodes if
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(i) the associated genotype networks can be reached from one another by at least one
non-neutral mutation, or (ii) these genotype networks share at least one genotype. In the
latter case, we also say that the genotype networks overlap.
3.2 Results
3.2.1 Genotype space
We begin with a description of Ω, as this is the substrate of the genotype networks that
we study in the subsequent sections. This network comprises 32,896 nodes and 523,728
edges. Its degree distribution of Ω is shown in Fig. 3.1D. The vast majority (96%) of
genotypes have 32 neighbors, indicating that the network is nearly regular. The remaining
4% of sites possess peculiar features that are detailed in the Supplementary Material. Its
diameter [381] — the longest of the shortest paths between any two nodes — is eight,
which corresponds to the maximum alignment distance between two sites. On average,
however, pairs of TF binding sites are separated by only 4.385 mutations. The clustering
coefficient [382] of the network is 0.122, indicating that very few of a site’s neighbors are
neighbors themselves. The network also lacks any meaningful assortativity by degree [383]
(indicated by a value of 0.006), meaning that the number of neighbors a site has provides
almost no information about the number of neighbors its neighbors have. This can be
attributed in part to the fact that there is very little variance in the degree distribution.
3.2.2 Intra-network analyses
3.2.2.1 General properties
We begin with some general observations about sets of genotypes bound by different
transcription factors. The sizes of these genotype sets vary both within and across species,
from a minimum of 2 sites for the A. thaliana TF Abf3 to 1,186 sites for the M. musculus
TF Sp110. Across the three species, the average genotype set size is 374 sites. A total of
53% of these genotype sets comprise a single genotype network, whereas the remaining
47% comprise between 2 and 15 genotype networks. Despite such fragmentation, for 90%
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of the TFs, more than 95% of the genotype set belongs to the dominant genotype network.
We therefore carry out all of our analyses on the dominant genotype networks, as in our
previous work [74, 156]. To simplify the presentation of our results, we focus on data from
M. musculus in the main text, as it is representative of the data from A. thaliana and N.
crassa, which we present in the Supplementary Material.
For the 190 M. musculus TFs, the average genotype network diameter is 6.7, varying
from a minimum of 2 to a maximum of 14 (Fig. 3.3A). In contrast, the characteristic
path length — i.e., the average shortest distance between any pair of genotypes — in a
genotype network — is 3.2, less than half of the average network diameter (Fig. 3.3B). The
genotype networks we study are highly clustered, with an average clustering coefficient
of 0.312 (Fig. 3.3C). Taken together, the short characteristic path length relative to the
diameter, and the high clustering coefficients, indicate that genotype networks of TF
binding sites tend to fall within the family of “small world” networks [382]. Qualitatively
similar results are obtained for the A. thaliana and N. crassa TFs (Supplementary Figs.
3.1A-C and 3.2A-C), indicating the consistency of these properties across three branches
of the tree of life. The “small world” property implies that binding sites tend to be highly
robust as a consequence of being highly clustered in the genotype network, while at the
same time they are highly evolvable because a few mutations are enough to travel across
the network and potentially access many adjacent phenotypes.
A recent numerical study suggests that a topological property known as degree assorta-
tivity (r) may influence evolutionary dynamics on genotype networks [68]. This measure,
which ranges from −1 ≤ r ≤ 1, captures the propensity with which nodes of similar
degree connect with one another (Materials and Methods) [383]. Evolutionary dynamics
on genotype networks that are assortative by degree (r > 0) may result in phenotypic
entrapment, where the probability that an evolving population leaves a genotype network
decreases with the time spent on it [68]. We find that most genotype networks exhibit a
moderate amount of degree assortativity, possessing on average a value of r = 0.25 (Fig.
3.3D). Degree assortativity is positively correlated with the size of the dominant geno-
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Figure 3.3: Intra-network statistics for 190 TFs from M. musculus. The distri-
butions of genotype network (A) diameter, (B) characteristic path length, (C) clustering
coefficient, and (D) assortativity. (E) Assortativity (horizontal axis) and its relationship
to the number of genotypes in the dominant genotype network (vertical axis). The hor-
izontal dashed line indicates an uncorrelated (non-assortative) mixing pattern. (F) The
distribution of the genotype network route factor.
type network (Spearman’s r = 0.57, p = 1.33× 10−17), such that disassortative genotype
networks (r < 0) are always small (Fig. 3.3E). This likely reflects finite-size effects. Sup-
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Table 3.2: We show the number of genotype networks that have a partition that exhibits
a particular group structure according to a partitioning method based on a stochastic
block model.
Species Group structureCore-periphery Assortative Disassortative
A. thaliana 1 (0.46%) 213 (98.16%) 3 (1.38%)
N. crassa 1 (0.85%) 117 (99.15%) 0 (0.00%)
M. musculus 1 (0.53%) 186 (97.89%) 3 (1.58%)
plementary Figs. 3.1D,E and 3.2D,E show that the same trends also exists in A. thaliana
and N. crassa TFs. Finally, we emphasize that these trends in assortativity do not simply
arise from the assortativity of Ω, because Ω shows very little assortativity (r = 0.006).
We next describe the structure of genotype networks using a metric called the route
factor q (Materials and Methods) [384]. It measures the average distance to a target
genotype from all other genotypes in a genotype network, relative to the distance between
these genotypes in Ω. When q = 1, the genotype network is optimally distributed in Ω,
in the sense that all paths to the target genotype are the shortest possible paths. When
q > 1, the genotype network possesses paths to the target genotype that are longer than
those in Ω, indicating deviations from an optimal distribution. Fig. 3.3F shows the
distribution of q for the dominant genotype networks of the 190 M. musculus TFs, where
the target genotype is chosen to have the highest E-score. The distribution is heavily
skewed toward q = 1, with an average route factor of q = 1.01. This indicates that
genotype networks of TF binding sites are almost optimally distributed in Ω. Indeed,
38% of the genotype networks are optimally distributed, with q = 1. These results are
consistent across the three species we study, as shown in Supplementary Figs. 3.1F and
3.2F.
3.2.2.2 Genotype network partitions
Networks can often be partitioned into distinct groups of nodes that have more edges
within them than between them [385]. To determine if such partitions exist for genotype
networks of TF binding sites, we took two approaches. In the first, we used a partition-
ing method that is based on a stochastic block model [385]. This method assigns each
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genotype in a genotype network to one of two groups (labeled g1 and g2), and uses a 2×2
“mixing matrix” to describe the structure of the network. This symmetric matrix con-
tains the probabilities of observing edges between genotypes from the same group (pg1g1
and pg2g2) and between different groups (pg1g2). The method uses maximum likelihood
to find the partition and mixing matrix that best explain the structure of the genotype
network (Materials and Methods). The resulting probabilities of the mixing matrix can
be used to classify each genotype network as exhibiting an assortative group structure
(pg1g1 > pg1g2 < pg2g2), a disassortative group structure (pg1g1 < pg1g2 > pg2g2), or a core-
periphery group structure (pg1g1 > pg1g2 > pg2g2) [385]. We find that the vast majority of
genotype networks in the mouse dataset (97.9%) exhibit an assortative group structure
(Table 3.2). Thus, not only are these networks globally assortative by degree (r > 0, Fig.
3.3C), they are also partitionable into two groups that each have more edges within them
than between them. The same is true for the A. thaliana and N. crassa TFs, of which
98% and 99% exhibit an assortative group structure, respectively (Table 3.2).
We next asked whether similar trends in group structure exist if we manually partition
each genotype network according to binding affinity, rather than relying on the maximum
likelihood approach described above. To do so, we used the structural partition of each
genotype network into the two groups g1 and g2 to find an affinity threshold that best
separates the binding affinities of these groups (Materials and Methods). We used this
threshold to label the genotypes as belonging to a high-affinity group ghigh or to a low-
affinity group glow. We then constructed a mixing matrix that contains the probabilities
of observing edges within groups (pglow,glow and pghigh,ghigh) and between groups (pglow,ghigh),
calculated directly from each genotype network. We used this mixing matrix to test the
null hypothesis H0 that binding affinity is distributed uniformly at random with respect
to the structure of the genotype network (Materials and Methods) [386]. Thus, rejection
of H0 indicates that the binding affinity partition provides meaningful information about
genotype network structure. Table 3.3 shows that H0 is almost always rejected. On the
rare occasion that H0 is accepted, the genotype network is small (≤ 72 nodes), which
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Table 3.3: The number of genotype networks that have a binding affinity partition that
exhibits a particular group structure. We also test the null hypothesis H0 that binding
affinity is random with respect to genotype network structure, rejecting H0 if p < 0.05.
Species Group structure H0rejectionsCore-periphery Assortative Disassortative
A. thaliana 134 (61.75%) 79 (36.41%) 4 (1.84%) 209 (96.31%)
N. crassa 67 (56.78%) 49 (41.53%) 2 (1.69%) 113 (95.76%)
M. musculus 118 (62.11%) 66 (34.74%) 4 (2.11%) 181 (95.26%)
again likely indicates finite-size effects. Additionally, we find in M. musculus that 62.1%
of the binding affinity partitions exhibit a core-periphery group structure (pghigh,ghigh >
pghigh,glow > pglow,glow), while 34.7% exhibit an assortative group structure (pghigh,ghigh >
pghigh,glow < pglow,glow). Similar results are obtained for the A. thaliana and N. crassa
TFs (Table 3.3). In sum, genotype networks of TF binding sites can be partitioned
in multiple meaningful ways, and the resulting group structure depends upon how the
partition is defined. An assortative group structure is uncovered by a structure-based
partition, whereas a core-periphery group structure can be uncovered by an affinity-based
partition.
3.2.3 Inter-network analyses
We now shift the scale of our analysis from local to global, transitioning from descriptions
of individual genotype networks to descriptions of how these genotype networks overlap
and interface with one another in Ω.
3.2.3.1 Overlap
Some TFs have similar binding preferences, especially if they are products of duplicate
(paralogous) genes [195, 196]. The genotype networks of such TFs will therefore overlap.
Fig. 3.4A shows the extent of this overlap for all pairs (p, q) of TFs in the mouse dataset.
Rows and columns correspond to individual TFs, and are arranged by DNA binding
domain. The shading of matrix elements depicts overlap as the fraction of binding sites
that are common to the genotype networks of two TFs. The matrix is asymmetric, because
overlap is normalized by the genotype network size of TF q (Material and Methods).
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Similar values of overlap are found in A. thaliana and N. crassa (Supplementary Figs.
3.3A, 3.4A).
Paralogous TFs exhibit a high level of overlap in their genotype networks, as indicated
by the block structure of the main diagonal in Fig. 3.4A. Even TFs with a C2H2 ZF
binding domain, which exhibit the lowest levels of overlap, still share 9.14% of their
binding sites on average. At the other end of the spectrum are two TFs with an E2F
binding domain (E2F2 and E2F3), which share 92.73% of their binding sites. Overlap is
not restricted to TFs from the same binding domain, as indicated by the blue shading off
the main diagonal. For example, ARID/BRIGHT and Sox TFs share on average 16.5%
of their binding sites. In fact, every single TF in the M. musculus dataset exhibits overlap
in its genotype network with at least one other TF from a different binding domain. The
total number of TFs that overlap a TF’s genotype network ranges from a minimum of 18
for the TFs Olig3 and Tcfap2e to a maximum of 162 for the TF Eomes. TFs with the
same DNA binding domain tend to share on average 27.2% of their binding sites, while
TFs with different binding domains only share 1.88% on average (Wilcoxon rank-sum test,
p < 10−6).
The number of binding sites in the region of overlap between two TFs ranges from a
minimum of 1 for 1,730 pairs of TFs to a maximum of 884 for the TFs E2F2 and E2F3.
The average number of binding sites in overlapping regions is 29.38. The size of the
overlapping region is larger between members of the same binding domain than between
TFs with different binding domains (Wilcoxon rank-sum test, p < 10−6). The average
size of the overlapping region between TFs with the same binding domain equals 71.46
sites, while between TFs with different binding domains it equals 7.09 sites.
We next asked whether the binding affinity of sites to one TF are correlated with their
affinity to another TF, for binding sites that are contained in both genotype networks. We
studied 3, 467 overlapping regions between pairs of TFs that contain more than 10 binding
sites. We found that in 79% of the overlapping regions, binding affinities are not correlated
(FDR-adjusted p > 0.05). Among the regions that show a significant correlation (FDR-
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Figure 3.4: Matrices of inter-network relationships for the genotype networks
of TF binding sites from M. musculus. Heatmaps of log10-transformed (A) overlap
and (B) φqp, the probability of mutating from the genotype network of phenotype p to
the genotype network of phenotype q. The rows and columns are grouped according to
binding domain, which are ordered alphabetically on the horizontal axis: A, AP-2; B,
ARID/BRIGHT; C, AT hook; D, bHLH; E, bZIP; F, C2H2 ZF; G, CxxC; H, E2F; I, Ets;
J, Forkhead; K, GATA; L, GCM; M, Homeodomain; N, Homeodomain + POU; O, IRF;
P, MADS box; Q, Myb/SANT; R, Ndt80/PhoG; S, Nuclear receptor; T, RFX; U, SAND;
V, SMAD; W, Sox; X, T-Box; Y: TBP. Within the DNA-binding domain groups, the rows
and columns are ordered by the size of each TF’s dominant genotype network, such that
network size increases from top to bottom and from left to right. Labels on the vertical
axis indicate the name of the TFs. Cells colored in gray indicate either N/A values (on
the diagonal) or values equal to zero (off-diagonal).
129 The anatomy of an empirical genotype-phenotype map
adjusted p < 0.05), 93% of them show a positive correlation (Spearman’s r > 0). This
is especially the case for TFs that have the same binding domain, where the average
correlation coefficient is 0.536. In contrast, for TFs with different binding domains the
average correlation coefficient is 0.094 (Wilcoxon rank-sum test, p < 10−6).
We then studied if there is a relationship between the genotype network partitions and
the regions of overlap. Is any of the two groups of nodes (g1 or g2) into which a network
is partitioned over-represented in the overlapping regions between pairs of networks? To
investigate this question, we studied the fraction of the overlap between networks i and j
that fall within groups g1 or g2 into which network i is partitioned (group g1 has always a
higher mean degree than g2). We compared the observed fraction to a null distribution of
fractions obtained via 1000 permutations of the assignment of g1 or g2 to the binding sites
in network i. The number of permuted networks in which this fraction is smaller than
that of the measured fraction can be used to calculate an empirical p-value for each i, j
pair. We first analyzed the relationship between the regions of overlap and the partitions
obtained according to the stochastic block model. Of the 3,467 pairs, 59.8% have an over-
representation of either g1 or g2 (FDR-adjusted p < 0.05). Of that percentage, 54.9%
of pairs show an over-representation of partition g1, and 45.1% of partition g2. Thus,
we do not find a significant relationship between overlap and the stochastic block model
partitions for all pairs. In contrast, we do find that the fraction of overlapping regions
where the partition g1 is over-represented is higher in pairs of TFs with the same binding
domain (71.64%) than in pairs of TFs with different binding domains (41.88%) (Fisher’s
exact test: odds ratio F = 3.51, p < 10−6).
We then repeated the above analysis using the binding affinity partitions. Only 34%
of overlapping regions exhibit an over-representation of a partition. Of that percentage,
93.6% of overlapping regions show an over-representation of the high-affinity partition
ghigh, while the low-affinity partition glow is only over-represented in 6.4% of pairs. We also
find that the fraction of overlapping regions where the partition ghigh is over-represented
is higher in pairs of TFs with the same binding domain (98.75%) than in pairs of TFs with
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different binding domains (84.22%) (Fisher’s exact test: odds ratio F = 14.85, p < 10−6).
3.2.3.2 Interface
To characterize how the genotype networks of TF binding sites interface with one another,
we calculate the fraction φqp of mutations to binding sites in the genotype network of TF p
that create binding sites in the genotype network of TF q (Materials and Methods) [122].
The matrix in Fig. 3.4B shows φqp for all TFs in the mouse dataset. It is arranged as in
Fig. 3.4A. Similar values of φqp are found in A. thaliana and N. crassa (Supplementary
Figs. 3.3B, 3.4B).
Of the 35,910 pairwise comparisons depicted in Fig. 3.4B, 31,548 (87.9%) have φqp > 0.
This means that genotype networks of TF binding sites interface with one another to such
an extent that it is usually possible to evolve at least one of a TF’s binding sites via a
single small mutation to a binding site of nearly any other TF. Non-zero φqp values range
from a minimum of 2.63× 10−5 from the TF Sp110 to the TFs Phf21a, Npas2 and Foxb1,
to a maximum of 0.84 from the TF Arnt2 to the TF Bhlhe41. On average, the φqp
between the genotype networks of TFs with the same binding domain is higher than that
of TFs with different binding domains (0.139 compared to 0.016; Wilcoxon rank-sum test,
p < 10−6), but there are some exceptions. For example, the genotype networks of TFs
with a SAND binding domain have a higher φqp, on average, with the genotype networks
of TFs with a bZIP binding domain than they do with the genotype networks of TFs with
the same binding domain. To investigate this further, we compare φqp to an expected
value that is generated using a null model (Materials and Methods) [156]. This expected
value is equivalent to the fraction fq of genotypes with phenotype q [72, 122]. We find
that the null model provides a reasonable approximation to the empirical data (Fig. 3.5),
echoing earlier observations in computational models of GP maps [122]. This means that
the overall frequency of a phenotype — i.e., the fraction of genotypes with that phenotype
— is a good indicator of the probability that a randomly chosen non-neutral mutation
leads to that phenotype. When the quantity φqp is larger than the null expectation (i.e.,
above the solid line in Fig. 3.5), it is often the case that TFs p and q have the same
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binding domain (Fig. 3.5, filled circles). Since such TFs often bind similar sets of sites
[196], this observation corroborates the intuition that their genotype networks interface
more than expected by chance. Across all pairs of TFs with the same binding domain,
φqp is greater than the null expectation for 84.7% of pairs. In contrast, across all pairs
of TFs with different binding domains, φqp is greater than the null expectation for only
28.1% of pairs.
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Figure 3.5: A simple null model provides a reasonable approximation to φqp.
The probability φqp that a mutation to a genotype with phenotype p creates a genotype
with phenotype q is shown in relation to the frequency fq of phenotype q. The black
line shows the null expectation that φqp = fq [122]. Each circle represents the φqp of
a different phenotype p, where phenotype q is always that of murine TF Sp110. Black
circles correspond to TFs with the same binding domain as Sp110 (i.e., SAND), and white
circles correspond to TFs with a different binding domain. Half circles at the bottom of
the panel denote pairs of phenotypes with φqp = 0.
While φqp is well approximated by the null model, it is also a quantity that is averaged
across an entire genotype network. Since GP maps often exhibit correlations in their
local mutational neighborhoods [122], we sought to determine if the composition of such
neighborhoods — in terms of the phenotypes that occur in them—might deviate from the
null expectation. To do so, we compared the composition of the mutational neighborhoods
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of pairs of neighboring genotypes on a genotype network to the mutational neighborhoods
of randomly selected pairs of non-neighboring genotypes from the same genotype network,
removing neighbors that are shared by the genotypes being compared. We used this
comparison to compute a similarity ratio that is greater than unity when neighboring
genotypes have more similar sets of phenotypes in their mutational neighborhoods than do
non-neighboring genotypes (Materials and Methods) [122]. Fig. 3.6 shows a histogram of
this similarity ratio for all possible pairs of neighboring genotypes in the genotype network
for the mouse TF Sp110, which we have chosen to exemplify this result because it has the
largest genotype network in the M. musculus dataset. The mean is 1.465± 0.006, which
deviates significantly from the null expectation of unity (one-sample t-test, t = 79.87,
p < 10−6). Across all mouse TFs, the average similarity ratio ranges from a minimum
of 1.029 for the TF Usf1 to a maximum of 3.302 for the TF Zfp187. We made similar
observations in the A. thaliana and N. crassa data (Supplementary Figs. 3.5, 3.6).
So far, we have only considered how genotype networks interface with one another.
Since mutations that abrogate TF binding are also important for regulatory evolution
[380], we now turn our attention to the interface of genotype networks with the regions
of Ω that do not bind any TF. Such unbound regions are not small: They comprise 51%,
48%, and 39% of Ω in A. thaliana, N. crassa, and M. musculus, respectively. For each TF
p, we calculate the fraction φunbound,p of mutations to binding sites in the genotype network
for TF p that create unbound sites — i.e., sites that do not bind any TF in our dataset,
for the respective species. We then divide this number by the fraction funbound of unbound
sites, which is the null expectation for φunbound,p [122]. Thus, this ratio will equal unity
when the empirical data is well represented by the null model. Fig. 3.7 shows this ratio for
all of the mouse TFs. It is consistently below unity, ranging from 0.003 for the TF Hes2
to 0.638 for the TF Zbtb12, with an average value of 0.154. This indicates that unbound
sites occur less frequently in the mutational neighborhoods of bound sites than is expected
under the null model. Thus, the interface of genotype networks with unbound sites in Ω
is qualitatively different from the interface of genotype networks with one another. We
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Figure 3.6: The phenotypes found in the mutational neighborhoods of neutral
neighbors are more similar than those of neutral pairs that are not neighbors.
The distribution of the similarity ratio (Eq. 3.12) of the phenotype probability distribu-
tions (Eq. 3.9) is shown for neutral neighbors (n1 and n2) and neutral pairs that are not
neighbors (n1 and n3). For this analysis, we considered all 9,207 pairs of neutral neighbors
in the genotype network for Sp110, and sampled the same number of neutral pairs that
are not neighbors. The mutational neighborhoods of n1 and n2 are more similar than
those of n1 and n3, because the mean of the ratio (vertical dashed line) is larger than
unity (vertical solid line). The standard error of this mean (0.006) is minute compared to
the difference between the mean and unity (0.465).
made similar observations in the A. thaliana and N. crassa data (Supplementary Figs.
3.7, 3.8).
Finally, we sum across the columns of Fig. 3.4B to obtain a global measure Φq of the
mutational connectivity of the genotype network of phenotype q with the genotype net-
works of all other phenotypes in genotype space (Materials and Methods). This measure
is related to, and highly correlated with a popular measure called phenotypic accessibil-
ity [70, 152] (Spearman’s r = 0.95, p < 10−6; Supplementary Fig. 3.9; Materials and
Methods). The main difference is that Φq accounts for genotype network overlap. We
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Figure 3.7: InM. musculus, unbound sites are underrepresented in the neigh-
borhoods of bound sites. The distribution of the ratio φunbound,p/funbound, which is the
probability of mutating from a sequence bound by TF p to an unbound sequence, divided
by the null expectation of the frequency of unbound DNA sequences. The distribution is
clearly skewed to values smaller than one, as shown by the distance of the distribution
(vertical dashed line) to unity (vertical solid line).
find that Φq increases with genotype network size (Spearman’s r = 0.64, p < 10−6; Sup-
plementary Fig. 3.10), indicating that non-neutral mutations to TF binding sites are
more likely to create binding sites for low-specificity TFs than for high-specificity TFs,
because low-specificity TFs have larger genotype networks [156]. We also find that Φq
increases with genotype network size in A. thaliana (Supplementary Fig. 3.11) and N.
crassa (Supplementary Fig. 3.12).
3.2.3.3 Phenotype space covering
To further characterize how genotype networks of TF binding sites overlap and inter-
face with one another, we calculated the average fraction of phenotypes found within n
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mutations of each binding site, for each TF. We refer to this measure, which has been
introduced in a different context as shape space covering [60], as phenotype space covering,
and we refer to a phenotype that is found within a mutational radius of a genotype as
“covered.” We again use the mouse TF Sp110 to exemplify our findings.
We considered two variants of phenotype space covering. In the first, we determined
the phenotypes of all genotypes within a mutational radius of n, such that all mutations
are neutral (i.e., the binding sites are part of the same genotype network). This analy-
sis is therefore a further characterization of genotype network overlap. We find for the
murine TF Sp110 that within just a single mutation (n = 1), an average of 8.51% of the
phenotypes are covered, and that within a mutational radius of n > 4, a total of 46.31%
of the phenotypes are covered (Fig. 3.8A). The genotype network for Sp110 therefore
overlaps with the genotype networks of nearly half of the mouse TFs in our dataset. We
then asked how the maximum proportion of phenotypes covered (e.g., 46.31% for Sp110)
relates to the size of a genotype network. Fig. 3.8B shows that this maximum proportion
is largely determined by the size of the dominant genotype network (Spearman’s r = 0.76,
p < 10−6), such that larger dominant genotype networks cover more phenotypes.
In the second variant of phenotype space covering, we considered all genotypes within
a mutational radius of n, such that all mutations are non-neutral. The proportion of
phenotypes covered within a mutational radius of n = 1 does not differ from the first
variant, but it increases more rapidly with n, such that all phenotypes are covered within
a mutational radius of n > 4 (Fig. 3.8A). Moreover, there is no variation in this measure
when n > 4, meaning that all phenotypes are covered within this mutational radius from
any binding site of Sp110. Across all of the mouse TFs, n = 4.5 is the average mutational
radius for which the coefficient of variance (σ/µ) in the proportion of phenotypes covered
becomes smaller than 1%. There are 33 TFs that cover more than 99% of all phenotypes
within a radius of n ≤ 4. Remarkably, 5 of these networks are extremely small, comprising
between 8 and 11 binding sites (TFs Arnt2, Fosl1, Hes2, Jun, and Olig3).
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Figure 3.8: Phenotype space covering. (A) The proportion of phenotypes covered as
a function of the mutational radius n from a given binding site, averaged across all binding
sites of the murine TF Sp110. The maximum proportion of phenotypes covered plateaus
at a much lower level when considering just neutral mutations than when considering
non-neutral mutations. Error bars are the standard deviations of the mean. (B) The
maximum proportion of phenotypes covered by neutral mutations as a function of the
number of binding sites in the dominant genotype network, for all 190 murine TFs.
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3.2.4 Genotype networks of DNA binding domains
The GP map we study can be analyzed at multiple levels of granularity. We have so
far considered a fine-grained analysis, in which genotypes are DNA sequences and phe-
notypes are the TFs that bind these sequences. We now consider a more coarse-grained
analysis, in which genotypes are DNA sequences and phenotypes are the DNA binding
domains of the TFs that bind these sequences. This analysis considers a group of TFs
with the same binding domain as having a single phenotype, where the genotype set of
each phenotype comprises all DNA sequences that bind at least one TF with that binding
domain. Studying the overlap and interface of such genotype networks complements our
previous analyses by describing how TFs with different binding domains may compete for
the same sites, and how DNA mutations may transfer regulatory control from a TF with
one DNA binding domain to a TF with a different binding domain.
Fig. 3.9A shows the extent of overlap among all pairs of genotype networks for the
25 DNA-binding domains in the M. musculus dataset. Such overlap is pervasive. For
example, there are six binding domains with genotype networks that overlap the genotype
networks of every other binding domain in the dataset (bHLH, bZIP, C2H2 ZFs, Ets,
Homeodomain, SAND). Even the AP-2 and Ndt80/PhoG binding domains, which exhibit
the lowest levels of overlap, still overlap with 14 (56%) of the other domains. In total,
504 of the 600 pairs of binding domains exhibit overlap in their genotype networks. It
is therefore common for TFs with different binding domains to recognize some of the
same sites, highlighting the potential for crosstalk in transcriptional regulation [387].
Similar patterns hold in A. thaliana and N. crassa (Supplementary Figs. 3.13A, 3.14A),
even though these species have several binding domains that are not present in the M.
musculus dataset. Such overlap therefore appears to be a general consequence of the low
specificity with which eukaryotic TFs interface with DNA, rather than a consequence of
the binding preferences of any particular binding domain.
Fig. 3.9B shows φqp for all pairs of the 25 DNA-binding domains in the M. musculus
dataset. As with overlap, we observe an increase in φqp as we shift the level of analysis from
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Figure 3.9: Matrices of inter-network relationships for the genotype networks
of binding domains from M. musculus. Heatmaps of log10-transformed (A) overlap
and (B) φqp, the probability of mutating from the genotype network of phenotype p to the
genotype network of phenotype q. Each row and column represents a different genotype
network. Domains are ordered alphabetically. Cells colored in gray indicate either N/A
values (on the diagonal) or values equal to zero (off-diagonal).
TFs to DNA binding domains. A total of 590 (98.3%) binding domain pairs exhibit non-
zero φqp, with values ranging from a minimum of 3.638×10−5 for the Homeodomain + POU
domain and the Homeodomain domain, to a maximum of 0.773 for the Forkhead domain
139 The anatomy of an empirical genotype-phenotype map
and the AP-2 domain. Mutations in TF binding sites could thus commonly transfer
regulatory control among TFs with different binding domains. Similar observations are
made for A. thaliana and N. crassa (Supplementary Figs. 3.13B, 3.14B). We also studied
how the different genotype networks of DNA binding domains interface with one another
through the visualization of phenotype networks (Figs. 3.15-3.17).
Finally, Φq scales with genotype network size, just as it did at the level of individual
TFs (compare Supplementary Figs. 3.18 - 3.20 with Supplementary Figs. 3.10-3.12).
However, since the number of TFs per binding domain in the M. musculus dataset also
scales with genotype network size (Supplementary Fig. 3.21A), we were concerned that
these trends may stem from ascertainment bias. This could occur if the number of TFs
per binding domain in the M. musculus dataset was not representative of the number of
TFs per binding domain in the M. musculus genome. Supplementary Figs. 3.21B,C show
that this is not the case. Both the number of TFs per binding domain in the M. musculus
dataset, and the size of the corresponding genotype network, scale with the number of
TFs per binding domain in the M. musculus genome. We made similar observations in
A. thaliana and N. crassa (Supplementary Figs. 3.22, 3.23).
3.3 Discussion
The concept of a genotype-phenotype (GP) map can be traced back to the work of Sewall
Wright [40], Conrad H. Waddington [388], and John Maynard Smith [41]. However, the
term GP map (“genotype-phenotype mapping”) was only coined in 1970 by Jim Burns
[42], who recognized the importance of incorporating a mechanistic perspective into the
evolutionary framework of population genetics, thus outlining the research programme
that has come to be known as evolutionary systems biology [24]. The term was re-
introduced in 1991 by the developmental biologist Pere Alberch [35], who was interested
in macroscopic phenotypes arising from complex developmental processes. The study
of GP maps is currently shifting away from the conceptual and computational models
that shaped the thinking of the founders of the field, toward empirical data derived
from high-throughput assays [25–34]. Our study is part of this shift. We have used
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experimental data from protein binding microarrays to analyze the architecture of an
empirical GP map, in which genotypes are short DNA sequences and phenotypes are the
TFs that bind these sequences. This study expands upon our previous analyses of this
map [74, 156] by providing more nuanced descriptions of individual genotype networks,
detailed characterizations of how these networks overlap and interface with one another,
and does so at two levels of phenotypic granularity.
Our analyses of individual genotype networks provides three new insights into their
structure. First, they tend to be “small-world”[382], an observation that furthers our
understanding of the “robust-yet-evolvable” nature of TF binding sites [156]: While bind-
ing sites tend to be highly clustered in their genotype network (robustness), it remains
possible to traverse the network with just a few mutations, thus providing efficient access
to adjacent genotype networks (evolvability). Indeed, the route factor of these genotype
networks indicates that they are almost optimally distributed in genotype space, in the
sense that almost all genotypes are connected to a central target genotype through the
shortest mutational paths. Second, these genotype networks are assortative, meaning that
robust binding sites are likely to neighbor other robust binding sites. This finding has
implications for the evolution of TF binding sites, because an evolving population tends
to accumulate in such densely connected regions of genotype networks [50] and because
assortative genotype networks can lead to “phenotypic entrapment” [68], a phenomenon
in which an evolving population cannot escape its genotype network, thus frustrating
evolutionary search. Third, genotype networks of TF binding sites can be partitioned
in multiple meaningful ways, using either structural information or binding affinity data.
Such partitions may provide valuable information about TF-DNA interactions, e.g., by
helping to generate more informative TF binding motifs, or by aiding in the discovery
and analysis of TFs’ secondary binding preferences [195].
A commonly overlooked feature of GP maps is that genotypes may have more than
one phenotype, which means that genotype networks may overlap. This is a surprising
oversight, given the ubiquity of phenotypic plasticity in nature [389]. Even if we restrict
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our examples to the molecular realm, they are numerous: An RNA transcript can be
translated into different proteins [229], an amino acid sequence can fold into different
conformational structures [390], and a promiscuous enzyme can catalyze different reac-
tions [307]. In the GP map studied here, such overlap is also pervasive, both at the level
of individual TFs and of DNA binding domains. It implies competition for binding sites
among cognate and non-cognate TFs, a phenomenon known as “crosstalk.” Recent mod-
eling work suggests that crosstalk is an inevitable feature of transcriptional regulation
in species that employ limited-specificity TFs [387], such as the three eukaryotic species
studied here. This is important because crosstalk places constraints on the function and
evolution of transcriptional regulatory networks. Our results provide an empirical com-
plement to these earlier theoretical findings, by providing estimates of how much crosstalk
can occur among TFs and binding domains. However, it is worth highlighting that these
estimates are based on in vitro measurements of TF binding preferences. The myriad
complexities of in vivo TF-DNA interactions [334], including epigenetic marks, local se-
quence and chromatin context, as well as interactions with protein partners, will certainly
affect these estimates. Our ability to interrogate the effects of these complexities on TF-
DNA interactions is continuing to advance [366, 391–393], and we believe that genotype
networks will provide a useful framework for studying how such complexities mitigate
crosstalk in transcriptional regulation.
Our analysis of how genotype networks interface with one another has implications for
the emergence of evolutionary innovations, because mutations in cis-regulatory regions
may produce novel gene expression patterns [166, 315]. In particular, single-base pair
mutations in TF binding sites can shift the regulatory control of a gene from one TF to
another, and this may cause profound phenotypic change. For example, such mutations
led to the differential expression of Rhodopsin genes in different subsets of Drosophila
photoreceptors [333], which facilitated the discrimination of a wide spectrum of optical
stimuli, and thus drastically changed how flies perceive their environment. In the GP
map studied here, we have previously shown that genotype networks are so intertwined
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that it is usually possible to mutate at least one of a TF’s binding sites to a binding site
of nearly any other TF [156]. This means that mutation can readily shift the regulatory
control of a gene from one TF to another, a shift that may lead to an adaptive change
in gene expression. Here, we provide a more detailed and nuanced view of TF binding
site evolvability. At the most local scale, evolvability is relatively low because neutral
neighbors tend to have highly similar mutational neighborhoods, which decreases the
diversity of novel phenotypes that may arise via a single point mutation to any one binding
site [122]. However, only very few mutations are required to shift regulatory control from
the cognate TF to nearly any other TF in our dataset. At even this intermediate scale,
TF binding sites are therefore remarkably evolvable.
An important challenge in the biological sciences is to provide a comprehensive de-
scription of the architecture of an empirical GP map. The hyper-astronomical size of
genotype space renders this challenge impossible for most biological systems of interest,
including macromolecules, regulatory circuits, and metabolisms [379]. Even for the rel-
atively small genotype space studied here, we fall short of a comprehensive description.
The reason is that we do not have data describing the binding preferences of every TF
from each of our three study species. However, the data we do have are a representative
sampling of each species’ TF repertoire. There are two reasons for this. The first is
that the assayed TFs were intentionally selected to exhibit an even balance among DNA
binding domains and to survey different levels of sequence similarity [196]. The second is
that the number of TFs per binding domain in our dataset is correlated with the number
of TFs per binding domain in the genomes of each species [394]. This study therefore
provides a high-resolution depiction of the architecture of an empirical GP map.
3.4 Materials and Methods
3.4.1 Genotype networks
To construct each genotype network of TF binding sites, we followed the same procedure
as Payne and Wagner [156]. First, we determined the set of sites with an E-score (a
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proxy for binding affinity) higher than 0.35. Second, we used an alignment algorithm
to calculate the mutational distance between all pairs of sites. Third, we used these
mutational distances to define the edges of the genotype network by connecting two sites
if they have a mutational distance of one.
We consider two kinds of mutations: point mutations, and indels that shift an entire,
contiguous binding site by one base (Fig. 3.24). Two DNA sequences of length eight
can differ by a single point mutation in 3 × 8 = 24 different ways, because each of
the sequence’s nucleotides can mutate into any one of the three other nucleotides (Fig.
3.24A,B). In addition, there are 4 × 2 = 8 possible indels that can separate two DNA
sequences of length eight. The reason is that the indels we consider can cause a shift in
either the 3′ or 5′ direction, and in both cases the unaligned nucleotide can comprise any
one of the four possible bases (Fig. 3.24C,D). There is therefore a maximum of 24+8 = 32
single mutations that can separate two DNA sequences of length eight.
We determine the mutational distance between two DNA sequences using the Smith-
Waterman alignment algorithm, prohibiting gaps in all alignments. For two sequences s1
and s2, we calculate the number of mismatches m(s1, s2) and m(s1, s
′
2), where s
′
2 is the
reverse complement of s2. We then take the minimum of m(s1, s2) and m(s1, s
′
2) as the
mutational distance between s1 and s2.
3.4.2 Intra-network measures
We used the following measures to characterize the internal structure of genotype networks
[381]. We present them in the order they appear in the main text.
The diameter of a genotype network is the longest of the shortest mutational paths
between any pair of genotypes. The characteristic path length is the average of the shortest
paths.
The clustering coefficient c measures the fraction of a genotype’s neighbors that are
also neighbors themselves, averaged across all genotypes in a genotype network [382].
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Formally, the clustering coefficient is calculated as
c = 1
n
n∑
i=1
 2
ki(ki − 1)
∑
j,k
AijAikAjk
 , (3.1)
where n is the number of genotypes, ki is the degree of node i, A is the adjacency matrix
of the genotype network, and j and k are the neighbors of node i.
The assortativity r of a genotype network measures the propensity for genotypes with
a similar number of neighbors to share an edge in a genotype network [383]. Assortativity
ranges from -1 to 1. When r < 0, the network is disassortative; when r = 0 it is
uncorrelated; and when r > 0, it is assortative. Assortativity is calculated as
r =
M−1
∑
i
jiki −
[
M−1
∑
i
1
2(ji + ki)
]2
M−1
∑
i
1
2(j2i + k2i )−
[
M−1
∑
i
1
2(ji + ki)
]2 , (3.2)
where ji and ki are the degrees (i.e., number of connections) of the genotypes at the ends
of the ith edge, and M is the number of edges in the genotype network.
The route factor q of a genotype network measures the average “directness” of the
shortest mutational paths to a target genotype from all other genotypes in the network,
relative to the shortest mutational paths to the target in Ω (the network used to describe
genotype space). It is calculated as
q = 1
n− 1
n−1∑
i=1
li,target
di,target
, (3.3)
where n is the number of nodes in the network, li,target is the shortest mutational path
between genotype i and the target genotype in the genotype network, and di,target is the
shortest mutational path between genotype i and the target genotype in Ω [384]. We use
the highest-affinity binding site as the target genotype.
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3.4.2.1 The stochastic block model for network partitioning
The stochastic block model (SBM) is a probabilisitic generative model for networks [395,
396]. Under the SBM, all nodes are assigned to one of k groups, and the probability of
an edge connecting any pair of nodes depends only upon the nodes’ group memberships.
The pattern of edges can therefore be described by a single k × k “mixing matrix,” in
which each element prs gives the interaction probability between groups r and s (i.e., the
probability that an edge exists between a node from group r and a node from group s.)
Using statistical inference [397], we determined the maximum likelihood group as-
signment for each of the nodes in each genotype network. For a given assignment, the
maximum likelihood interaction probability between groups r and s is given by the ob-
served number of edges between the groups divided by the number of possible edges
between the groups. That is,
prs =
ers
nrns
, (3.4)
where ers is the number of edges connecting nodes in group r to nodes in group s, and
nr and ns are the number of nodes in groups r and s, respectively. Because we set the
number of groups to k = 2, we have just three group interaction probabilities p11, p12
and p22, because the network is undirected. By comparing these probabilities, we can
determine the type of structure the groups represent. For the two-group case there are
three possibilities: p11 > p12 < p22 (assortative), p11 < p12 > p22 (disassortative), and
p11 > p12 > p22 (core-periphery) [385].
Introduced in [386], the block model entropy significance test provides a means for
identifying whether node attributes are distributed randomly across a network. The test
works by partitioning a network into groups of nodes that have the same node attribute
value (for continuous-valued attributes, we form groups by discretizing the values into
bins). Using this partitionM, we calculate the mixing matrix using Eq. (3.4). As a test
statistic, we calculate the SBM entropy H,
H(M) = −
[∑
rs
ers log prs + (nrns − ers log(1− prs)
]
. (3.5)
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High entropy indicates that node attributes are not correlated with network structure.
Low entropy indicates that there is a correlation between the node attributes and the
network structure. To determine if this correlation is statistically significant, we com-
pare the observed entropy against a null distribution of entropy values. We obtain this
distribution by randomly permuting node attributes, resulting in new partitions {pi} and
corresponding mixing matrices. Importantly, this choice of null model preserves both the
observed network structure and the relative frequencies of attribute values, but removes
any correlation between the two. The result is a standard empirical p-value, defined as
p = Pr[H(pi) ≤ H(M)]. (3.6)
Smaller p-values indicate a lower plausibility that a random permutation of the node
attributes could describe the network structure as well as the observed distribution of
node attributes.
3.4.2.2 Binding affinity partitions
We used the SBM partitions as a baseline for building node partitions that are based on
binding affinities. For each genotype network, we attributed a categorical label to every
node, indicating its SBM group. We chose “0” for nodes in the most assortative group
and “1” for other nodes. This labeling also induces a partitioning of the binding affinities
into two groups.
For each genotype network, we performed a logistic regression of the SBM partitioning
of binding affinities. Using bmin and bmax to denote the minimum and maximum binding
affinity values within a given genotype network, the regression resulted in a classifier
C : [bmin, bmax]→ [0, 1] that we trained on the empirical data. This classifier provided the
likelihood that a given binding affinity value belonged to one SBM group or the other.
In order to distinguish between “high” and “low” binding affinities, we chose the critical
value b∗ to be the binding affinity at which the classifier distinguished between groups,
i.e. C(b∗) = 0.5. We used b∗ in order to obtain a binding affinity partition, with nodes
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having binding affinities less than or equal to b∗ in a group labeled glow, and nodes with
binding affinities greater than or equal to b∗ in another group labeled ghigh.
To test the statistical significance of binding affinity with respect to the structure of a
genotype network, we again used the block model entropy significance test, such that in
Eqs. 3.4 and 3.5, groups r and s were replaced with groups glow and ghigh.
3.4.3 Inter-network measures
We characterized the arrangement of genotype networks in genotype space by measuring
overlap and mutation probabilities φqp among all pairs of phenotypes. We applied these
measures at two levels of phenotypic granularity. In the first, the phenotype of a binding
site genotype is the TF that binds the site. In the second, the phenotype of a binding
site genotype is the DNA binding domain that binds the site. Regardless of the definition
of phenotype, the measures were applied to the corresponding genotype networks in the
same way.
The overlap Oqp of dominant genotype networks Gp and Gq, corresponding to pheno-
types p and q, is defined as
Oqp = |S(Gq) ∩ S(Gp)||S(Gp)| , (3.7)
where S(Gq) is the set of genotypes in genotype network Gq, and |S(Gq)| is the num-
ber of genotypes in this set. Note that overlap is an asymmetric measure due to the
normalization factor corresponding to the number of binding sites in Gp.
The fraction φqp of mutations to binding sites in genotype network Gp that create
binding sites in genotype network Gq is defined as
φqp =
1
|S(Gp)|
∑
i∈S(Gp)
φlocalq (i), (3.8)
where
φlocalq (i) =
nqi
ki
, (3.9)
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nqi is the number of neighbors of genotype i that have phenotype q, and ki is the number of
neighbors of genotype i in Ω. Thus, φlocalq (i) is the fraction of genotype i’s neighbors that
have phenotype q. We use Eqs. 3.8 and 3.9 to calculate the mutational connectivity Φq of
the genotype network of phenotype q from the genotype networks of all other phenotypes
in genotype space as
Φq =
∑
p
φqp. (3.10)
The measure φqp is similar to the phenotypic accessibility Aqp of phenotype q from
phenotype p, which is measured as
Aqp =
|S(Gq) ∩ ∂S(Gp)|
|∂S(Gp)| , (3.11)
where S(Gq) is the set of genotypes in the dominant network of phenotype q and ∂S(Gp)
is the set of 1-mutant neighbors of the set S(Gp) [70, 152]. We compute this measure
simply as a point of comparison with φqp.
We complemented these global inter-network comparisons by comparing the pheno-
typic compositions of the local mutational neighborhoods of genotype pairs (i, j), using
the Bhattacharyya coefficient [122]:
BC(i, j) =
∑
q
√
φlocalq (i)× φlocalq (j). (3.12)
This coefficient ranges from a minimum of zero when the phenotypic compositions of the
mutational neighborhoods of genotypes i and j are maximally dissimilar to a maximum
of one when they are identical. To quantify whether the phenotypic compositions of mu-
tational neighborhoods are more similar among pairs of genotypes (i, j) that are neutral
neighbors than among pairs of genotypes (i, k) that are not neutral neighbors, but are
from the same genotype network, we computed the similarity ratio of the Bhattacharyya
coefficients BC(i, j)/BC(i, k). A ratio greater than 1 indicates that the phenotypic com-
positions of mutational neighborhoods of pairs of genotypes are more similar if those
genotypes are connected by a neutral mutation than if they are not, and vice versa.
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Neighbors that are shared amongst genotypes i and j, and amongst i and k, are excluded
from this analysis to provide a more conservative measure.
3.4.4 Determining the number of TFs per DNA binding
domain
We obtained the proteomes of A. thaliana (UP000006548), N. crassa (UP000001805), and
M. musculus (UP000000589) from UniProt [394]. To find the number of proteins in each
proteome with a match to a DNA-binding domain, we employed the program hmmsearch
from the software package HMMER (v3.1b2) (http://hmmer.org/ ). We used a cutoff of
0.01 for both the sequence e-value and the domain conditional e-value. We downloaded
the hidden Markov models of each DNA-binding domain from the Pfam database (v27.0)
[398].
3.5 Supplementary results
3.5.1 Some sequences have fewer than 32 neighbors in
genotype space
Of the 32,896 sequences in genotype space, 1,312 have fewer than 32 neighbors (Fig.
3.1D). This occurs when two different mutations to a sequence yield the same mutated
sequence, forcing the prioritization of one mutation over another. If the mutations are
of different types (i.e., a point mutation and an indel), we always prioritize the point
mutation over indels because laboratory evolution experiments indicate that they occur
more frequently than indels [399, 400].
The 1,312 genotypes with fewer than 32 neighbors fall into the following five groups:
1. There are 44 = 256 sequences that are identical to their reverse complements, and
252 of these have 16 neighbors. Due to the symmetry of these sequences, the number
of possible point mutations in them is reduced from 24 to 12. The reason is that a
point mutation in position i < 4 is equivalent to a point mutation to the Watson-
Crick pair in position 7 − i, after taking the reverse complement. For example,
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consider the point mutation A → C in the 0th position of ACGTACGT. This yields
the same sequence (CCGTACGT) as a point mutation T → G in the 7th position, after
taking the reverse complement of the mutated sequence. The symmetry of these
sequences also reduces the number of possible indels from 8 to 4. For example,
an indel separates the sequence ACGTACGT from CGTACGTA, such that an alignment
will leave the 0th position of the former sequence and the 7th position of the latter
sequence unaligned. An indel also separates the sequence ACGTACGT from TACGTACG,
such that an alignment will leave the 7th position of the former sequence and the
0th position of the latter sequence unaligned. Since the sequences CGTACGTA and
TACGTACG are reverse complements of one another, it is not possible for ACGTACGT
to have both of these mutational neighbors. In sum, these 252 sequences only have
12 + 4 = 16 neighbors.
2. Of the 256 sequences that are identical to their reverse complements, four have 15
neighbors: AAAATTTT, CCCCGGGG, GGGGCCCC, TTTTAAAA. The reasons are the same
as for the other 252 sequences, except that the number of possible indels is further
reduced to 3. To understand why, consider aligning the sequence AAAATTTT with
AAATTTTT. This alignment could either include a point mutation in the 3rd position,
or an indel that leaves the 0th position of the former sequence and 7th position of the
latter sequence unaligned. For this reason, these four sequences have 15 neighbors.
3. There are two sequences with 24 neighbors: AAAAAAAA and CCCCCCCC. They have
24 neighbors because we prioritize point mutations: We consider that any mutation
that might be caused by an indel is more likely to be caused by a point mutation.
4. There are 46 sequences with 30 neighbors. 41 of these are of the form AAAAAAAC,
AAAAAACC, AAAAACCC, . . . , ACCCCCCC, for which the number of possible indels is re-
duced from 8 to 6 because 2 indels are superseded by point mutations. For example,
consider the sequence AAAAAAAC, which can be aligned to the sequences AAAAAACC
and AAAAAAAA using either a point mutation or an indel. The remaining five se-
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quences are ACACTGTG, AGAGTCTC, ATATTATA, CTCTGAGA, GTGTCACA. These sequences
also have the number of indels reduced from 8 to 6, but for a more complicated rea-
son. As an example, consider the sequence ACACTGTG, which is separated by a single
point mutation from ACACAGTG. The reverse complement of ACACAGTG is CACTGTGT,
which can be aligned to ACACTGTG with an indel, a mutation that is superseded by
the point mutation from ACACTGTG to ACACAGTG.
5. There are 1008 sequences with 31 neighbors. These sequences have one indel that is
superseded by a point mutation. For example, consider the sequence AAAACTTT. A
point mutation C → G in the 4th position results in the sequence AAAAGTTT, whose
reverse complement AAACTTTT can be aligned to AAAACTTT via an indel. This indel
is therefore not included in the neighborhood of AAAACTTT, reducing the number of
neighbors to 31.
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3.6 Supplementary figures
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Supplementary Figure 3.1: Intra-network statistics for 218 TFs from A.
thaliana. The distributions of genotype network (A) diameter, (B) characteristic path
length, (C) clustering coefficient, and (D) assortativity. (E) Assortativity (horizontal axis)
and its relationship to the number of genotypes in the dominant genotype network (ver-
tical axis). The horizontal dashed line indicates an uncorrelated (non-assortative) mixing
pattern. (F) The distribution of the genotype network route factor.
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Supplementary Figure 3.2: Intra-network statistics for 119 TFs from N.
crassa. The distributions of genotype network (A) diameter, (B) characteristic path
length, (C) clustering coefficient, and (D) assortativity. (E) Assortativity (horizontal
axis) and its relationship to the number of genotypes in the dominant genotype network
(vertical axis). The horizontal dashed line indicates an uncorrelated (non-assortative)
mixing pattern. (F) The distribution of the genotype network route factor.
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Supplementary Figure 3.3: Matrices of inter-network relationships for the
genotype networks of TF binding sites from A. thaliana. Heatmaps of log10-
transformed (A) overlap and (B) φqp, the probability of mutating from the genotype
network of phenotype p to the genotype network of phenotype q. The rows and columns
are grouped according to binding domain, which are ordered alphabetically on the hori-
zontal axis: A, AP2; B, AP2B3; C, AT hook; D, B3; E, bHLH; F, bZIP; G, C2H2 ZF; H,
CG-1; I, CSD; J, CxC; K, Dof; L, E2F; M, GATA; N: GRAS; O, Homeodomain; P, LOB;
Q, MADF; R, Myb/SANT; S, NAC/NAM; T, SBP; U, Sox; V, Storekeeper; W, TCP;
X, WRC; Y, WRKY. Within the DNA-binding domain groups, the rows and columns
are ordered by the size of each TF’s dominant genotype network, such that network size
increases from top to bottom and from left to right. Labels on the vertical axis indicate
the name of the TFs. Cells colored in gray indicate either N/A values (on the diagonal)
or values equal to zero (off-diagonal).
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Supplementary Figure 3.4: Matrices of inter-network relationships for the
genotype networks of TF binding sites from N. crassa. Heatmaps of log10-
transformed (A) overlap and (B) φqp, the probability of mutating from the genotype
network of phenotype p to the genotype network of phenotype q. The rows and columns
are grouped according to binding domain, which are ordered alphabetically on the hor-
izontal axis: A, APSES; B, ARID/BRIGHT; C, AT hook; D, bHLH; E, bZIP; F, C2H2
ZF; G, C2H2 ZF + Zinc cluster; H, CENPB; I, Forkhead; J, GATA; K, Homeodomain; L,
HSF; M, Myb/SANT; N, Ndt80/PhoG; O, Sox; P, Zinc cluster. Within the DNA-binding
domain groups, the rows and columns are ordered by the size of the dominant genotype
network, such that network size increases from top to bottom and from left to right.
Labels on the vertical axis indicate the name of the TFs. Cells colored in gray indicate
either N/A values (on the diagonal) or values equal to zero (off-diagonal).
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Supplementary Figure 3.5: In A. thaliana, the phenotypes in the mutational
neighborhoods of neutral neighbors are more similar than those of neutral
pairs that are not neighbors. The distribution of the similarity ratio (Eq. 3.12) of the
phenotype probability distributions (Eq. 3.9) is shown for neutral neighbors (n1 and n2)
and for neutral pairs that are not neighbors (n1 and n3). For this analysis, we considered
all 7,098 pairs of neutral neighbors in the genotype network for AZF2, and sampled the
same number of neutral pairs that are not neighbors. The mutational neighborhoods of
n1 and n2 are more similar than those of n1 and n3, because the mean of the ratio (vertical
dashed line) is larger than unity (vertical solid line). The standard error of this mean
(0.003) is minute compared to the difference between the mean and unity (0.182).
157 The anatomy of an empirical genotype-phenotype map
0
50
100
150
1 2 3 4 5
Similarity ratio
B i
n  
c o
u n
t
Supplementary Figure 3.6: In N. crassa, the phenotypes in the mutational
neighborhoods of neutral neighbors are more similar than those of neutral
pairs that are not neighbors. The distribution of the similarity ratio (Eq. 3.12) of the
phenotype probability distributions (Eq. 3.9) is shown for neutral neighbors (n1 and n2)
and for neutral pairs that are not neighbors (n1 and n3). For this analysis, we considered
all 7,379 pairs of neutral neighbors in the genotype network for NCU02525, and sampled
the same number of neutral pairs that are not neighbors. The mutational neighborhoods
of n1 and n2 are more similar than those of n1 and n3, because the mean of the ratio
(vertical dashed line) is larger than unity (vertical solid line). The standard error of this
mean (0.003) is minute compared to the difference between the mean and unity (0.3).
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Supplementary Figure 3.7: In A. thaliana, unbound sites are underrep-
resented in the neighborhoods of bound sites. The distribution of the ratio
φunbound,p/funbound, which is the probability of mutating from a sequence bound by TF
p to an unbound sequence, divided by the null expectation of the frequency of unbound
DNA sequences. The distribution is clearly skewed to values smaller than one, as shown
by the distance of the distribution (vertical dashed line) to unity (vertical solid line).
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Supplementary Figure 3.8: In N. crassa, unbound sites are underrepresented
in the neighborhoods of bound sites. The distribution of the ratio φunbound,p/funbound,
which is the probability of mutating from a sequence bound by TF p to an unbound
sequence, divided by the null expectation of the frequency of unbound DNA sequences.
The distribution is clearly skewed to values smaller than one, as shown by the distance
of the distribution (vertical dashed line) to unity (vertical solid line).
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Supplementary Figure 3.9: Phenotypic accessibility Aqp is strongly correlated
with φqp (Spearman’s r = 0.95, p < 10−6). Each circle represents one of the 35,910
pairs of TFs from M. musculus. Half circles at the bottom of the panel denote pairs of
phenotypes with phenotypic accessibility = 0. Note the logarithmic scale on both axes.
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Supplementary Figure 3.10: In M. musculus, the global mutational connectivity
of a phenotype increases with the size of its dominant genotype network. Each
circle shows the global mutational connectivity Φq of one of the 190 M. musculus TFs, as
a function of the number of binding sites in its dominant genotype network. The solid
line is the best linear fit to the data and is provided as a visual guide.
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Supplementary Figure 3.11: In A. thaliana, the global mutational connectivity
of a phenotype increases with the size of its dominant genotype network. Each
circle shows the global mutational connectivity Φq of one of the 217 A. thaliana TFs, as a
function of the number of binding sites in its dominant genotype network. The solid line
is the best linear fit to the data and is provided as a visual guide.
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Supplementary Figure 3.12: In N. crassa, the global mutational connectivity of
a phenotype increases with the size of its dominant genotype network. Each
circle shows the global mutational connectivity Φq of one of the 118 N. crassa TFs, as a
function of the number of binding sites in its dominant genotype network. The solid line
is the best linear fit to the data and is provided as a visual aid.
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Supplementary Figure 3.13: Matrices of inter-network relationships for the
genotype networks of DNA-binding domains from A. thaliana. Heatmaps of
log10-transformed (A) overlap and (B) φqp, the probability of mutating from the geno-
type network of phenotype p to the genotype network of phenotype q. Each row and
column represents a different DNA-binding domain genotype network. Domains are or-
dered alphabetically. Cells colored in gray indicate either N/A values (on the diagonal)
or values equal to zero (off-diagonal).
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Supplementary Figure 3.14: Matrices of inter-network relationships for the
genotype networks of DNA-binding domains from N. crassa. Heatmaps of
log10-transformed (A) overlap and (B) φqp, the probability of mutating from the genotype
network of phenotype p to the genotype network of phenotype q. Each row and column
represents a different DNA-binding domain genotype network. Domains are ordered al-
phabetically. Cells colored in gray indicate either N/A values (on the diagonal) or values
equal to zero (off-diagonal).
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Supplementary Figure 3.15: Phenotype network for 25 DNA-binding domains
from M. musculus. The nodes in this network represent the dominant genotype net-
works of DNA binding domains, and edges connect nodes if their corresponding genotype
networks are connected by at least one non-neutral mutation. The size of the edges is
proportional to the φqp among domains. Node size is proportional to the size of the asso-
ciated genotype network. Node color represents the global mutational connectivity Φq of
each domain (darker nodes have larger Φq).
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Supplementary Figure 3.16: Phenotype network for 25 DNA-binding domains
from A. thaliana.The nodes in this network represent the dominant genotype networks
of DNA binding domains, and edges connect nodes if their corresponding genotype net-
works are connected by at least one non-neutral mutation. The size of the edges is
proportional to the φqp among domains. Node size is proportional to the size of the asso-
ciated genotype network. Node color represents the global mutational connectivity Φq of
each domain (darker nodes have larger Φq).
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Supplementary Figure 3.17: Phenotype network for 16 DNA-binding domains
fromN. crassa. The nodes in this network represent the dominant genotype networks of
DNA binding domains, and edges connect nodes if their corresponding genotype networks
are connected by at least one non-neutral mutation. The size of the edges is proportional to
the φqp among domains. Node size is proportional to the size of the associated genotype
network. Node color represents the global mutational connectivity Φq of each domain
(darker nodes have larger Φq).
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Supplementary Figure 3.18: In M. musculus, the global mutational connectivity
of a phenotype increases with the size of its dominant genotype network. Each
circle shows the global mutational connectivity Φq of one of the 25 M. musculus DNA
binding domains, as a function of the number of binding sites in its dominant genotype
network. The solid line is the best linear fit to the data and is provided as a visual aid.
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Supplementary Figure 3.19: In A. thaliana, the global mutational connectivity
of a phenotype increases with the size of its dominant genotype network. Each
circle shows the global mutational connectivity Φq of one of the 25 A. thaliana DNA
binding domains, as a function of the number of binding sites in its dominant genotype
network. The solid line is the best linear fit to the data and is provided as a visual aid.
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Supplementary Figure 3.20: In N. crassa, the global mutational connectivity of
a phenotype increases with the size of its dominant genotype network. Each
circle shows the global mutational connectivity Φq of one of the 16 N. crassa DNA binding
domains, as a function of the number of binding sites in its dominant genotype network.
The solid line is the best linear fit to the data and is provided as a visual aid.
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Supplementary Figure 3.21: Binding domains with more TFs have larger geno-
type networks in M. musculus. (A) The relationship between the size of a binding
domain’s dominant genotype network and the number of TFs per domain in our dataset
(Spearman’s r = 0.8, p = 2 × 10−6). (B) The relationship between the number of TFs
per binding domain in our dataset and the number of TFs per binding domain in the M.
musculus genome (Spearman’s r = 0.75, p = 1.4 × 10−5). (C) The relationship between
the size of a binding domain’s dominant genotype network and the number of TFs per
binding domain in the M. musculus genome (Spearman’s r = 0.7, p = 9.6×10−5). In each
panel, each circle represents one of the 25 M. musculus binding domains in our dataset.
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Supplementary Figure 3.22: Binding domains with more TFs have larger geno-
type networks in A. thaliana. (A) The relationship between the size of a binding do-
main’s dominant genotype network and the number of TFs per domain in our dataset
(Spearman’s r = 0.83, p = 2.8× 10−7). (B) The relationship between the number of TFs
per binding domain in our dataset and the number of TFs per binding domain in the A.
thaliana genome (Spearman’s r = 0.64, p = 5.8 × 10−4). (C) The relationship between
the size of a binding domain’s dominant genotype network and the number of TFs per
binding domain in the A. thaliana genome (Spearman’s r = 0.44, p = 2.9×10−2). In each
panel, each circle represents one of the 25 A. thaliana binding domains in our dataset.
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Supplementary Figure 3.23: Binding domains with more TFs have larger geno-
type networks in N. crassa. (A) The relationship between the size of a binding domain’s
dominant genotype network and the number of TFs per domain in our dataset (Spear-
man’s r = 0.93, p = 2 × 10−7). (B) The relationship between the number of TFs per
binding domain in our dataset and the number of TFs per binding domain in the N.
crassa genome (Spearman’s r = 0.94, p = 4.8 × 10−8). (C) The relationship between
the size of a binding domain’s dominant genotype network and the number of TFs per
binding domain in the N. crassa genome (Spearman’s r = 0.8, p = 2.3 × 10−4). In each
panel, each circle represents one of the 16 N. crassa binding domains in our dataset.
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TGATACAT
ATGTATCA
AAGTATCA
TGATACTT
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D
Supplementary Figure 3.24: Two forms of mutation. We consider (A,B) point
mutations and (C,D) indels that shift an entire, contiguous binding site by a single base.
These mutations are illustrated by aligning four different sequences with ATGTATCA (top
bold-font sequence in each panel). Since every sequence is merged with its reverse comple-
ment (gray font), the 48 = 65, 536 possible sequences of length eight can be represented
by a library of only 32,896 sequences. Sequences that are members of this library are
represented in bold font, while their reverse complements are represented in gray font.
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Abstract
Molecular chaperones, also known as heat-shock proteins, refold misfolded proteins and
help other proteins reach their native conformation. Thanks to these abilities, some chap-
erones, such as the Hsp90 protein or the chaperonin GroEL, can buffer the deleterious
phenotypic effects of mutations that alter protein structure and function. Hsp70 chap-
erones use a chaperoning mechanism different from that of Hsp90 and GroEL, and it
is not known whether they can also buffer mutations. Here, we show that they can.
To this end, we performed a mutation accumulation experiment in Escherichia coli, fol-
lowed by whole-genome resequencing. Overexpression of the Hsp70 chaperone DnaK helps
cells cope with mutational load and completely avoid the extinctions we observe in lin-
eages evolving without chaperone overproduction. Additionally, our sequence data show
that DnaK overexpression increases mutational robustness, the tolerance of its clients
to nonsynonymous nucleotide substitutions. We also show that this elevated mutational
buffering translates into differences in evolutionary rates on intermediate and long evolu-
tionary time scales. Specifically, we studied the evolutionary rates of DnaK clients using
the genomes of E. coli, Salmonella enterica, and 83 other gamma-proteobacteria. We
find that clients that interact strongly with DnaK evolve faster than weakly interacting
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clients. Our results imply that all three major chaperone classes can buffer mutations and
affect protein evolution. They illustrate how an individual protein like a chaperone can
have a disproportionate effect on the evolution of a proteome.
4.1 Introduction
Robustness is one of the fundamental properties of living systems [51, 401–403]. This
property describes the ability of a biological system to preserve its phenotype in a par-
ticular environment despite perturbations that it encounters. The robustness of a system
against perturbations that are environmental (e.g., a change in temperature) is referred to
as environmental robustness, whereas robustness against perturbations caused by genetic
mutations receives the name of mutational or genetic robustness. Molecular chaperones
[211] are one of the best-known sources of both types of robustness [403]. Chaperones, also
called heat-shock proteins, assist proteins in reaching their native conformations, prevent
protein aggregation, and refold misfolded proteins [213, 214, 404]. Thanks to these roles,
chaperones can restore the native conformation of proteins destabilized by environmental
perturbations, thus providing environmental robustness to organisms coping with stress-
ful conditions. Because some chaperones can buffer the deleterious effects of mutations
that affect protein folding, they are also a source of mutational robustness. In the context
of protein evolution, chaperones are able to increase a protein’s mutational robustness
because they alter the mapping from protein genotypes into protein phenotypes, that is,
into the structures that proteins form [212]. Specifically, they increase the number of
amino acid sequences that fold into the same structure and that can perform the function
associated with this structure.
There are three main chaperone systems, which are the Hsp90 system, the Hsp70 sys-
tem, and the Hsp60 system (or chaperonins), of which the bacterial GroEL is a prominent
member [214]. Overwhelming evidence shows that Hsp90 and GroEL can buffer muta-
tions [216], but whether the same holds for any major chaperone from the Hsp70 system
is to our knowledge unknown. A recent study has shown that RNA chaperones—they
help RNA molecules to fold properly, and comprise a class of chaperones different from
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these three systems—can also buffer deleterious mutations in Escherichia coli [405].
Pioneering work carried out by Rutherford and Lindquist [231] showed that inhibition
of the chaperone Hsp90 can unveil cryptic genetic variation—genotypic variation with-
out phenotypic variation—in the fruit fly Drosophila melanogaster. Subsequently, similar
observations have been made in the plant Arabidopsis thaliana [235], the yeast Saccha-
romyces cerevisae [406] and the fish Astyanax mexicanus [238]. Further support was pro-
vided by Burga et al. [407], who found that high induction of Hsp90 during development
of the nematode Caenorhabditis elegans reduced the penetrance of certain mutations. Ad-
ditionally, Lachowiec et al. [408] found that paralogs of duplicated kinase-coding genes
that encode a substrate of Hsp90 (i.e., a Hsp90 “client”) in S. cerevisiae often evolve
faster than paralogs encoding nonclients. In general, the rate at which nonconservative
substitutions—those that alter physicochemical properties of amino acids—accumulate is
especially accelerated in Hsp90 clients [409].
Multiple studies also demonstrate mutational buffering mediated by the bacterial chap-
eronin GroEL. For example, Fares et al. [258] showed that overexpressing GroEL consid-
erably improved the fitness of E. coli strains with a high load of deleterious mutations,
a pattern that was also observed later in Salmonella enterica [267]. Moreover, GroEL
overexpression in E. coli increases the ability of GroEL client proteins to tolerate muta-
tions [266, 278, 410, 411], as well as their ability to undergo adaptive evolution [278, 411].
Buffering of destabilizing mutations accelerates the evolutionary rates of GroEL clients
[279, 280, 409, 412].
While no Hsp70 chaperone has been directly implicated in mutational buffering, per-
tinent circumstantial evidence exists. For example, DnaK—the major bacterial Hsp70
chaperone—is overexpressed together with GroEL in S. enterica lineages with reduced fit-
ness caused by the accumulation of deleterious mutations [267]. In addition, D. melanogaster
populations showing inbreeding depression, where increased homozygosity exposes reces-
sive deleterious mutations, significantly up-regulate the expression of Hsp70 compared
with outbred populations [413].
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The chaperones from the Hsp70 system are very conserved from bacteria to humans
[414]. They play a central role in proteome integrity, and are involved both in co- and
post-translational folding [214]. In bacteria, the Hsp70 chaperone DnaK (together with
GroEL and the Trigger Factor) is one of the main molecular chaperones, where it is the
central hub in the chaperone network of the cytosol [240, 241]. It interacts with at least
700 mostly cytosolic proteins [240]. The DnaK interactome was characterized by the
isolation of DnaK interactors using immobilized metal affinity chromatography, followed
by liquid chromatography mass spectrometry. These regular clients of DnaK are enriched
for proteins with low intrinsic solubility, proteins that tend to be members of hetero-
oligomeric complexes and/or proteins that show a high density of hydrophobic patches
flanked by positive residues [240]. DnaK is highly expressed constitutively and essential at
42 ◦C [240, 241]. During its ATP-dependent reaction cycle, DnaK interacts with the Hsp40
co-chaperone DnaJ, which determines the client binding specificity of DnaK [244, 245],
and the nucleotide exchange factor GrpE [214]. The chaperone system formed by these
three proteins can both fold nascent proteins and refold denatured proteins. It does so by
binding to exposed hydrophobic patches in unfolded or partially folded protein substrates,
thus preventing detrimental interactions with other polypeptides in the crowded cellular
milieu. By successively binding and releasing a protein substrate in a cyclic process that
consumes ATP, the chaperone system DnaK–DnaJ–GrpE allows the substrate to gradually
explore its complex folding energy landscape [213, 214]. For some proteins (~20% of the
total proteome), several of these bind-release cycles are enough to achieve the native
conformation. However, other proteins (~10% of the total proteome) still require the
downstream chaperone system GroEL/ES [214]. The importance of the DnaK–DnaJ–
GrpE system in the bacterial chaperone network is obvious from its strong conservation
across bacteria, except for two species from the order Aquificales that have lost the entire
system, and individual losses of dnaJ and grpE in obligate endosymbionts that have
experienced considerable genome reductions [415].
Most mutations affecting proteins are neutral or deleterious [416], and functionally
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important mutations often destabilize proteins [276, 411]. If DnaK buffers destabilizing
mutations, then the deleterious effects of mutations in highly interacting (strong) clients
should be lower than in sporadic (weak) clients, where they should be lower than in
nonclients. In other words, the more strongly a protein’s integrity depends on DnaK,
the higher should be its tolerance to mutations, and the lower the signature of purifying
selection that purges those mutations. With this reasoning in mind, we here use laboratory
experiments to evaluate the effect of DnaK buffering on the evolution of its client proteome
on short evolutionary time scales. We complement our experimental observations with
sequence analyses to study the effect of DnaK on intermediate and long evolutionary time
scales.
4.2 Results
4.2.1 Experimental evolution of E. coli under DnaK
overexpression
To study the effect of DnaK overexpression on protein evolution experimentally, we per-
formed mutation accumulation experiments similar to those we reported recently for the
chaperonin GroEL, but for DnaK overexpression [266]. Briefly, we initiated 68 parallel and
independent clonal lines of evolution, all of which derived from the same hypermutable
clone (E. coli K12 MG1655 ∆mutS) [266] (fig. 4.1A). Cells of the 68 lines all harbored
the plasmid pKJE7, which contains the operon dnaK–dnaJ–grpE under the control of the
L-arabinose-inducible araB promoter PBAD [417]. We refer to this strain as DnaK+. We
evolved 60 of the 68 DnaK+ lines through repeated single-cell bottlenecks in the presence
of the inducer, to ensure overexpression of DnaK, as well as of the cochaperone DnaJ
and the nucleotide exchange factor GrpE. All evolving lineages were passaged after 24
hours of incubation. Because of the bottlenecks to which we exposed the populations,
genetic drift was strong and the efficiency of selection was weak during the experiment,
such that nonlethal mutations are free to accumulate [44]. We evolved 30 of the 60 clonal
lines at 37 ◦C, and the other 30 at 42 ◦C. The higher temperature serves to increase the
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deleterious effect of destabilizing mutations in the bacterial proteome [241]. Finally, the
remaining 8 DnaK+ lines were evolved in the absence of inducer, and therefore without
DnaK overexpression (4 lines at 37 ◦C and the other 4 at 42 ◦C).
At each of the two temperatures, we additionally evolved 8 control clonal lines founded
from the same parental strain, but carrying a pKJE7-derived plasmid where the operon
dnaK–dnaJ–grpE is deleted (fig. 4.1B). Cells of all 16 control lines therefore cannot over-
express DnaK, even though their growth medium contains L-arabinose (DnaK− lines).
At each temperature, half of the lines evolved in the presence of L-arabinose, whereas the
other half evolved in medium devoid of this expression inducer. In total, we evolved 86
bacterial populations: 68 DnaK+ lines and 16 DnaK−. We stopped the evolution experi-
ment after 85 single-cell bottlenecks, or 1,870 generations (assuming conservatively ~22
generations per daily growth cycle).
4.2.2 Evolving lineages tend to go extinct in the absence of
DnaK overexpression
One of the first indications that DnaK overexpression could be buffering deleterious muta-
tions accumulated during the evolution experiment is the observed pattern of extinctions
(fig. 4.1). Some evolving lines went extinct, presumably due to high levels of mutational
load, and remarkably, all extinctions occurred in lines that were not overexpressing DnaK.
They were either DnaK− lines or DnaK+ evolved in the absence of the inducer. More
specifically, 75% of the DnaK− lines (12 of 16) went extinct before the end of the evolution
experiment (fig. 4.1B). Among the DnaK+ lines, 62.5% of the lines (5 of 8) evolving in the
absence of the inducer went extinct, whereas none of the 60 lines evolving in the presence
of the inducer experienced any extinction (fig. 4.1A). This observation strongly suggests
that overexpressing the chaperone DnaK has increased the robustness of the cells to the
accumulation of deleterious mutations, helping them cope with mutational load.
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Figure 4.1: Mutation accumulation experiment. Evolutionary history of the
populations evolved in this study from the first daily transfer or single-cell bottleneck
(T0) until the end of the evolution experiment (T85). We constructed two strains derived
from an ancestral E. coli K-12 MG1655 strain lacking the mismatch repair gene mutS. The
DnaK+ strain harbours the 15-copy plasmid pKJE7 that contains the DnaK/DnaJ/GrpE
chaperone system under the control of the promoter PBAD inducible by L-arabinose [417].
The DnaK− strain contains a control pKJE7-derived plasmid where the operon dnaK–
dnaJ–grpE has been deleted. We evolved in parallel multiple independent populations
of both strains through single-cell bottlenecks under the effect of strong genetic drift
at two different temperatures (37 ◦C and 42 ◦C). At each temperature we evolved some
populations in the presence of L-arabinose (L-ara+), and some in the absence of this
expression inducer (L-ara−). (A) During the evolution of 68 DnaK+ populations, five
out of eight lines evolving in the absence of inducer went extinct (indicated by a cross).
None of the 60 lines evolving under DnaK overexpression experienced any extinction. (B)
Of the 16 independent DnaK populations, 12 populations went extinct. We finished the
evolution experiment after 85 single-cell bottlenecks (T85), or ~1,870 generations.
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4.2.3 Overexpressing DnaK increases the robustness to
nonsynonymous mutations of DnaK clients
In order to study the effect of DnaK buffering on genome evolution, we sequenced the
genomes of some lines at the end of the evolution experiment, after 85 passages, and com-
pared them to the ancestral genome, which we had sequenced in a previous study [266].
Among the clonal lines evolved in the presence of the inducer L-arabinose, we randomly
selected for sequencing 3 DnaK+ lines evolved at 37 ◦C, and another 3 at 42 ◦C. We also
sequenced the only two surviving control DnaK− lines evolved with L-arabinose in the
medium, each at a different temperature. Although all sequenced lines evolved in the
presence of the inducer, only DnaK+ lines are able to overexpress the chaperone.
In order to evaluate if a significant difference existed in the mutation rate (or gener-
ation time) between the sequenced DnaK+ and DnaK− lines, we compared the number
of accumulated synonymous mutations between them (supplementary table 4.1). We
observed an average number of 78 synonymous mutations per DnaK+ line and 66 syn-
onymous substitutions per DnaK− line, which is not significantly different (binomial test,
P = 0.359; supplementary table 4.1). We also did not observe any significant difference
in the number of accumulated nonsynonymous mutations (binomial test, P = 0.646; ta-
ble 4.1), the number of indels (binomial test, P = 0.332; supplementary table 4.1), or the
ratio of transitions to transversions (χ2 test, P = 0.273; supplementary table 4.1).
We also verified that DnaK was still overexpressed at the end of the experiment in
the 8 sequenced lines. The overexpression of DnaK may be energetically costly, just as
is the case for the chaperonin GroEL [258, 266]. In principle, this cost could favor the
accumulation of mutations that lead to a decrease in the expression of DnaK during the
evolution experiment, especially if the energetic cost of overproducing the chaperone is
greater than the benefits derived from mutational buffering [266]. However, we observed
that for the sequenced lines the overexpression of DnaK was maintained through the mu-
tation accumulation experiment at both 37 ◦C and 42 ◦C (fig. 4.2; supplementary fig. 4.1).
In the presence of the inducer L-arabinose, all DnaK+ lines overexpressed DnaK not only
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at the start of the evolution experiment, but also at the end, except for one of the DnaK+
lines evolved at 42 ◦C. However, this loss of overexpression occurred towards the end of
the experiment and even then DnaK was still overexpressed for most of the daily growth
cycle of this line (supplementary fig. 4.2). In no line did we observe overexpression in the
absence of the inducer. The control DnaK− lines always exhibited wild-type expression
levels of DnaK.
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Figure 4.2: DnaK abundance at the beginning and the end of the mutation
accumulation experiment. We measured the abundance of the chaperone DnaK for
the 8 sequenced lines evolved trough 85 single-cell bottlenecks (~1,870 generations) at
37 ◦C or 42 ◦C. For comparison, we also measured the abundance of the chaperone in the
ancestral DnaK+ and DnaK− strains at both temperatures. We determined DnaK levels
in the presence and absence of the inducer L-arabinose (L-ara+ and L-ara−, respectively),
as described in Materials and Methods (“Verification of DnaK overexpression”), via the
intensity of the DnaK band in a Western blot. The evolved lines did not lose the ability
to overexpress DnaK in the presence of the inducer L-arabinose except for a DnaK+ line
evolved at 42 ◦C (line #2), which explains the decrease in the average DnaK abundance at
the end of the evolution experiment. However, this loss of overexpression occurred late in
the evolution experiment, and it is not even complete for most of the daily growth cycle of
this line (supplementary fig. 4.2). The height of the bars indicates mean DnaK abundance
across two experimental replicates per strain and condition. Error bars represent 1 SD of
the mean.
In the genomes of the evolved DnaK+ lines, we first studied the incidence of nonsyn-
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Table 4.1: Distribution of nonsynonymous nucleotide substitutions among DnaK client
and nonclient proteins after ~1,870 generations of evolution in mutation accumulation
experiments conducted at 37 ◦C and 42 ◦C
Temperature Linea
Number of mutations
Clients Nonclients
Strongb Weakc Total
37 ◦C
DnaK+ #1 3 0 12 50
DnaK+ #2 7 2 19 91
DnaK+ #3 11 2 25 91
DnaK− 12 1 17 108
42 ◦C
DnaK+ #1 11 1 22 95
DnaK+ #2 13 3 27 103
DnaK+ #3 9 2 22 115
DnaK− 11 1 15 99
a Experimental evolution lines sequenced in this study. For each temper-
ature, we sequenced three lines overexpressing the DnaK–DnaJ–GrpE
chaperone system (DnaK+ lines) and a control line where this system
is expressed at wild type levels (DnaK− line).
b Strong clients are those with a high relative enrichment factor on DnaK
within the third quartile of the distribution.
c Weak clients are those with a low relative enrichment factor on DnaK
within the first quartile of the distribution.
onymous nucleotide substitutions among DnaK clients and nonclients (table 4.1). In this
analysis, we considered as nonclients all proteins from the E. coli proteome that are not
part of a set of 674 DnaK clients determined by Calloni et al. [240], and analyzed the
lines evolved at 37 ◦C and 42 ◦C independently. To improve statistical power, we com-
bined mutations across DnaK+ lines evolved at the same temperature after classifying
them according to whether they affect DnaK clients or nonclients. If DnaK is buffering
deleterious mutations, we would expect a higher proportion of mutations affecting clients
in the lines evolved under DnaK overexpression.
In the DnaK− line evolved at 37 ◦C, ~14% of nonsynonymous mutations (17 out of 125)
affected DnaK clients. Compared with this proportion when DnaK is not overexpressed,
the proportion of mutations in clients in the DnaK+ lines was significantly higher (56 out
of the total 288 mutations, ~19%; binomial test: P = 0.006; fig. 4.3A). Similarly, compared
with the DnaK line evolved at 42 ◦C, where ~13% of all mutations affected DnaK clients
(15 out of 114 mutations), the DnaK+ lines showed significantly more mutations in clients
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(71 out of 384 total mutations, ~18%; binomial test: P = 0.003; fig. 4.3A). These results
suggest that overexpressing DnaK does indeed increase the robustness of its clients to
amino acid replacements. Temperature itself had no significant effect on the fraction of
all mutations affecting DnaK clients in DnaK+ lines (Fisher’s exact test: odds ratio F =
1.06, P = 0.77) and DnaK− lines (Fisher’s exact test: odds ratio F = 1.04, P = 0.999).
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Figure 4.3: Nonsynonymous mutations accumulated in DnaK clients. (A)
The proportion of nonsynonymous mutations that affect DnaK clients is significantly
higher in DnaK+ lines that overexpress DnaK than in the control DnaK− lines that do
not express the chaperone at such high levels. This is observed both for lines evolved
at 37 ◦C and 42 ◦C. We combined mutations across DnaK+ lines evolved at the same
temperature. The significance of the difference in the proportions was evaluated using a
binomial test. (B) At both temperatures, strong clients have accumulated significantly
more nonsynonymous substitutions than weak clients in DnaK+ lines. Strong clients
include those clients with the highest DnaK dependency, whereas weak clients include
clients with the lowest chaperone dependency. Statistical significance was evaluated using
Fisher’s test.
4.2.4 Strong DnaK clients accumulate more nonsynonymous
mutations than weak clients
Next, we studied if strongly interacting DnaK clients are more robust to mutations than
weakly interacting clients, as evidenced by the pattern of mutations fixed in the mutation
accumulation experiment under DnaK overexpression. To assess how strongly a protein
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depends on DnaK for folding, we used recent experimental proteomic data which de-
termined how strongly 668 DnaK-interacting proteins interact with DnaK by measuring
the fraction of cellular protein bound to DnaK at 37 ◦C, a property that correlates with
chaperone dependency for folding and maintenance and residence time of the protein on
DnaK [240]. In a ∆dnaK E. coli strain, strong clients are more prone to form aggregates
than weak clients, indicating that the relative enrichment of a protein on DnaK is a good
proxy for the dependence upon DnaK for folding [240]. We consider as strong clients those
with a relative enrichment factor on DnaK within the third quartile of the distribution
of DnaK dependency (N=167), and weak clients those within the first quartile (N=167).
Therefore, strong clients include those clients with the highest DnaK dependency, whereas
weak clients include clients with the lowest chaperone dependency.
In the DnaK+ lines evolved at 37 ◦C, we found more nonsynonymous substitutions in
strong clients (21 mutations) than in weak clients (4 mutations) (table 4.1). Considering
the number of nonsynonymous sites in strong clients (43,731 sites) and weak clients (41,238
sites), this difference was significant (Fisher’s exact test: F=4.95, P=0.001; fig. 4.3B). At
42 ◦C, the results were similar, with 33 mutations in strong clients and 6 in weak clients
(Fisher’s exact test: F=5.12, P = 1.9× 10−5; fig. 4.3B; table 4.1). In conclusion, at both
temperatures, client proteins that are more dependent upon DnaK for folding accumulate
significantly more mutations than less dependent clients.
4.2.5 DnaK accelerates protein evolution on intermediate and
long evolutionary time scales
We wanted to find out if the DnaK-mediated mutational buffering we observed on the
short time scales of laboratory evolution has also left signatures on longer evolutionary
time scales. To this end, we determined two measures of evolutionary rates for protein-
coding genes from gamma-proteobacteria. The first, nonsynonymous divergence among
one-to-one orthologs of E. coli and S. enterica, is relevant for intermediate evolutionary
time scales. The second, protein (amino acid) distance among orthologous proteins found
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in 85 gamma-proteobacterial genomes (including E. coli and S. enterica), is relevant for
long time scales. We employ protein distance instead of nonsynonymous distance because
amino acid replacements are less sensitive than nucleotide substitutions to the expected
loss of phylogenetic signal between sequences of distantly related taxa. To assess how
strongly a protein depends on DnaK for folding, we use the relative enrichment of the
protein on DnaK as a proxy for the dependence of the protein upon DnaK for folding
[240]. We note that this interaction strength is more likely to have remained unchanged
during the divergence of E. coli and S. enterica, than during the divergence of all the
other 83 gamma-proteobacterial species we analyzed.
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Figure 4.4: DnaK accelerates protein evolution on intermediate and long
evolutionary time scales. Scatter-plots showing the relationship between DnaK de-
pendency (calculated as a relative enrichment factor that indicates the fraction of cellular
protein bound to DnaK at 37 ◦C, horizontal axis) and the degree of divergence over (A)
intermediate time scales, measured as nonsynonymous divergence (Spearman rank cor-
relation coefficient, ρ = 0.367, N = 627, P < 2.2 × 10−16), and (B) long time scales,
measured as protein (amino acid) distance (ρ = 0.257, N = 311, P = 4.4×10−6) (vertical
axes). Solid lines represent the best fit to the points. Note the logarithmic scale on both
axes.
We find a strong and highly significant positive association between DnaK dependency
and the rate of nonsynonymous substitutions for S. enterica and E. coli (Spearman’s rank
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correlation coefficient, ρ = 0.367, N = 627, P < 2.2 × 10−16; fig. 4.4A). This indicates
that the stronger the interaction of a protein with DnaK, the faster the protein evolves.
The same pattern is obtained at the larger time scales of protein distances for 85 gamma-
proteobacterial genomes (ρ = 0.257, N = 311, P = 4.4× 10−6; fig.4.4B). Gene expression
level, which is the most important determinant of protein evolutionary rates, at least in
unicellular organisms [222, 224, 385], is a possible confounding factor in this analysis. For
example, using codon usage bias (CUB) as a proxy for gene expression, we observe that
genes with higher CUB show lower nonsynonymous divergence (ρ = 0.558, N = 1014,
P < 2.2 × 10−16), protein distance (ρ = 0.255, N = 3159, P < 2.2 × 10−16) and DnaK
dependency (ρ = 0.262, N = 627, P = 2.5 × 10−11). However, the association between
DnaK dependency and evolutionary rate cannot be solely explained by this confounding
factor: A partial correlation analysis shows that the association still holds after controlling
for CUB, both on intermediate time scales (ρ = 0.295, N = 627, P = 1.2 × 10−14)
and long time scales (ρ = 0.229, N = 311, P = 3.8 × 10−5). We use CUB instead
of gene expression data here for two main reasons. First, we can compute CUB for
all 631 DnaK clients in our data set, whereas expression data is only available for 457
clients. Second, gene expression data has been measured in just one environment and
one strain of E. coli, whereas CUB is the result of selective pressures imposed by many
different environments over long periods of time. Nonetheless, the association between
evolutionary rate and DnaK dependency still holds after correcting for gene expression
directly (supplementary information section 4.5.1). Together, these results indicate that
the chaperone DnaK affects protein evolution in accordance with the mutational buffering
hypothesis. Importantly, this effect is not only independent of CUB and gene expression,
but also of other biological factors, such as essentiality and number of protein-protein
interactions (supplementary information section 4.5.2 and table 4.2).
In a subsequent analysis, we find that clients evolve more slowly than nonclients (sup-
plementary fig. 4.3 and supplementary information section 4.5.3). This last difference
cannot be explained by the number of protein-protein interactions, by essentiality, or by
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CUB as confounding factors (supplementary information section 4.5.3 and supplementary
tables 4.3 and 4.3). The reason for this observation could be that clients are intrinsically
less robust to mutations than nonclients due to some general physicochemical difference.
For example, Calloni et al. [240] found that DnaK clients have generally low solubil-
ity, often belong to heterooligomeric complexes, and are prone to misfolding. However,
in accordance with the mutational buffering hypothesis we observe that strong clients
evolve faster than weak clients (fig. 4.5; supplementary information section 4.5.3). The
accelerated evolution of strong clients compared with weak clients exactly mirrors the
greater accumulation of nonsynonymous mutations in strong clients during the evolution
experiment (fig. 4.4B).
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Figure 4.5: Strong clients evolve faster than weak clients. (A) We find that strong
clients evolve faster than weak clients on intermediate evolutionary time scales, measured
as the rate of nonsynonymous substitutions (Wilcoxon rank-sum test, P < 2.2 × 10−16).
(B) On long evolutionary time scales, we also find that strong clients evolve faster than
weak clients (Wilcoxon rank-sum test, P = 2.3× 10−3). The thick horizontal line in the
middle of each box represents the median of the data, whereas the bottom and top of
each box represent the 25th and 75th percentiles, respectively. Note the logarithmic scale
on the y axis in (A).
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4.2.6 DnaK-mediated acceleration of protein evolution is
independent of GroEL buffering
The ability of DnaK to facilitate the accumulation of nonsynonymous mutations in DnaK
clients resembles the well-studied mutational buffering by the chaperonin GroEL [258,
266, 278, 410, 411]. Additionally, the observed correlation between DnaK dependency
and protein evolutionary rates is similar to the previously reported acceleration of protein
evolution by GroEL [279, 280]. We therefore removed known GroEL clients from our data
set to investigate if our observations are independent of the effect of GroEL on mutation
accumulation and evolutionary rates. We defined the GroEL interactome in E. coli as the
union of two previously reported sets of GroEL interactors [249, 250]. Of the 253 GroEL
clients that comprise the GroEL interactome, there are 122 proteins that are also clients
of DnaK.
The observation that DnaK overexpression increases the proportion of nonsynonymous
substitutions affecting DnaK clients is still significant after removing GroEL clients. Com-
bining mutations from the DnaK+ lines evolved at 37 ◦C and 42 ◦C we find that ~16% of
mutations (97 out of 621) affected DnaK clients, which is significantly higher than what
we find in the DnaK− lines (28 out of 230 mutations, ~12%; binomial test: P = 0.01).
Similarly, considering the number of nonsynonymous sites in strong clients (36,026 sites)
and weak clients (33,047 sites) after removing GroEL clients, we still find that strong
DnaK clients accumulate more nonsynonymous substitutions than weak clients (Fisher’s
exact test: odds ratio F = 4.7, P = 2× 10−5). Finally, the positive association between
DnaK dependency and evolutionary rates still holds after removing GroEL clients and
controlling for CUB in a partial correlation analysis, both on intermediate time scales
(ρ = 0.318, N = 511, P = 3.9 × 10−14) and long time scales (ρ = 0.226, N = 240,
P = 3.6× 10−4).
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4.3 Discussion
We show how the overexpression of the DnaK–DnaJ–GrpE chaperone system over the
course of a mutation accumulation experiment increases the proportion of nonsynony-
mous substitutions affecting DnaK clients. In addition, strong clients accumulate more
nonsynonymous mutations than weak clients. Additional evidence of mutational buffering
by DnaK is provided by the observation that evolving lines overproducing this chaperone
avoid extinction after experiencing 85 single-cell bottlenecks. Recently, we obtained simi-
lar results in hypermutable E. coli cells evolving in identical conditions but overproducing
the GroEL-GroES chaperonin system [266]. There, we observed that lines evolving with
high levels of GroEL were not only less prone to extinction under strong genetic drift
than control lines, but also that they were accumulating significantly more indels and
replacements between amino acids belonging to different physicochemical categories.
We also find that DnaK-mediated mutational buffering has left a trace in DnaK clients
during the divergence of 85 different gamma-proteobacterial species over much longer
evolutionary time scales than those explored in our laboratory evolution experiment. We
find that clients that depend more on DnaK for folding tend to evolve faster than less
interacting clients. Similar chaperone-mediated accelerations of protein evolution have
been observed in GroEL clients [279, 280] and Hsp90 clients [408, 409]. However, we
notice that DnaK clients evolve slower than proteins not known to be DnaK interactors
[240]. This is likely the result of important physicochemical differences between clients
and nonclients. For example, clients are prone to aggregation and misfolding [240], which
may make them intrinsically less robust to destabilizing mutations.
Despite the great differences in the mechanism of chaperone action between the three
major chaperone families—chaperonins, Hsp90 chaperones and Hsp70 chaperones—[214,
216, 404, 418], at least some of their members seem to have qualitatively comparable
effects on protein evolution. But protein chaperones are not the only chaperones that
can increase the mutational robustness of their substrates: A recent study has found
that some RNA chaperones can buffer deleterious mutations in E. coli and therefore
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affect RNA evolution [405]. These chaperones, which are completely unrelated to protein
chaperones, are RNA-binding proteins that facilitate the proper folding of RNA molecules.
Elucidating to what extent the buffering mechanisms of all these chaperones differ is an
important future direction of enquiry.
Thanks to their fostering of mutational robustness, chaperones can facilitate evolution-
ary innovations [212], even though we do not study such innovations here. The increase
in the mutational robustness of a protein caused by chaperone interactions reduces the
efficiency of purifying selection in purging mutations in the protein. Thanks to chaperone-
mediated buffering, many such mutations are neutral and can persist in a population.
Importantly, these cryptic genetic variants may include preadaptive mutations that can
generate evolutionary innovations in new environments [278, 411]. To illuminate if and
how DnaK can increase the ability to evolve functional innovations of its client proteome
will also be an interesting subject for future work.
In summary, we analyzed the evolution of proteins that are subject to DnaK-assisted
folding on short, intermediate, and long evolutionary time scales through a combination
of experimental and comparative approaches. Most of our evidence indicates that the
bacterial chaperone DnaK can buffer mutations in its client proteins, and that these
proteins therefore evolve faster than in the absence of DnaK-mediated folding. This is, to
our knowledge, the first demonstration that a member of the Hsp70 family can buffer the
effect of mutations, with long-term consequences on protein evolution [216]. Through its
role in protein folding, an individual chaperone such as DnaK can have a disproportionate
effect on proteome evolution, and thus on genome evolution.
4.4 Material and methods
4.4.1 Bacterial strains and plasmids
We obtained E. coli K-12 substr. MG1655 mutS ::FRT from Ivan Matic (Université Paris
Descartes, INSERM U1001, Paris, France) through Jesús Blázquez (Centro Nacional de
Biotecnología, CSIC, Madrid, Spain) [266]. In this E. coli strain, the gene encoding the
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protein MutS has been deleted. This protein is a component of the mismatch repair system
that recognizes and binds mispaired nucleotides so that the mispairing can be corrected by
two further repair proteins, MutL and MutH. The strain MG1655 ∆mutS has a predicted
mutation rate that is 1000-fold higher than the wild type [419], which ensures that a
sufficient number of mutations occur during the mutation accumulation experiment. We
transformed this strain with the plasmid pKJE7 (Takara, Cat. #3340), which contains
an operon encoding DnaK, and its co-chaperones DnaJ and GrpE under the regulation
of a single promoter inducible by L-arabinose [417]. We generated a control strain by
transforming the same ∆mutS strain with a plasmid that lacks the operon dnaK–dnaJ–
grpE but is otherwise identical to pKJE7. We refer to this plasmid as pKJE7-DEL(dnaK–
dnaJ–grpE). This control plasmid was derived from the plasmid pKJE7 by removal of the
operon dnaK–dnaJ–grpE with a restriction digest using BamHI and SpeI, followed by
religation, after obtaining permission for plasmid modification from Takara.
4.4.2 Evolution experiment
We evolved 68 clonal lines of the hypermutable E. coli ∆mutS strain containing pKJE7
(DnaK+ lines) and 16 lines containing the control plasmid pKJE7-DEL(dnaK–dnaJ–grpE)
(DnaK− lines) by daily passaging them through single-cell bottlenecks on solid LB medium
(agar plates; Pronadisa #1551 and #1800) supplemented with 20 mg/ml of chlorampheni-
col (Sigma- Aldrich #C0378) (fig. 4.1). Except for 8 DnaK+ lines and 8 DnaK− lines,
all the remaining lines were evolved in the presence of 0.2% (w/v) of L-arabinose (Sigma-
Aldrich #A3256), which induces the expression of DnaK/DnaJ/GrpE from the plasmid
pKJE7 but not from the control plasmid pKJE7-DEL(dnaK–dnaJ–grpE). We passaged
both the DnaK and DnaK+ lines during 85 days or ~1,870 generations (conservatively
assuming ~22 generations per daily growth cycle), except for those lines that went extinct
before reaching the end of the experiment. We evolved half of the DnaK+ and DnaK−
lines under mild heat-stress (42 ◦C) whereas the other half remained at 37 ◦C.
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4.4.3 Verification of DnaK overexpression
We grew the ancestral and evolved strains (DnaK+ and DnaK−, at 37 ◦C and 42 ◦C) from
glycerol stocks in liquid LB medium supplemented with 20 mg/ml of chloramphenicol
in the presence or absence of the inducer L-arabinose (0.2%). After 24 h of growth, we
pelleted cells by centrifugation at 12,000 rpm. We resuspended the pelleted cells in 100 ml
lysis buffer (containing 200 mM Tris–HCl pH 6.8, 10 mM DTT, 5% SDS, 50% glycerol).
To prepare a crude extract, we first boiled resuspended cells at 95 ◦C for 15 min. After the
removal of cell debris by centrifugation, we quantified soluble proteins using the Bradford
method [420]. We loaded 1 mg of total protein for each sample in SDS–PAGE gels (12.5%
resolving gel). In addition, we loaded onto all gels samples from the ancestral DnaK−
and DnaK+ strains grown in the presence of inducer at 37 ◦C, as controls to facilitate
inter-gel comparisons. We detected DnaK protein by Western blotting using as primary
antibody a mouse monoclonal antibody specific to E. coli DnaK (Abcam #ab69617) at
a 1:10,000 dilution, and as secondary antibody a goat polyclonal (alkaline phosphatase-
conjugated) antibody specific to mouse IgG1 (Abcam #ab97237). We scanned membranes
after colorimetric detection of conjugated antibodies with the BCIP R©/NBT-Purple liquid
substrate system (Sigma-Aldrich #BP3679), and used ImageJ to quantify the intensity
of DnaK bands on the Western blots [421]. We used the control samples to normalize
abundances, which allow the comparison of DnaK levels across experiments.
We examined the change in DnaK levels along a daily cycle of growth for a DnaK+
line evolved at 42 ◦C (line #2, supplementary fig. 4.2) that showed a lowed DnaK level
after ~1,870 generations of mutation accumulation. After 24 h of exponential growth at
42 C in liquid LB medium supplemented with chloramphenicol, we diluted the culture to
OD ~0.3, and induced DnaK expression by adding 10 mM of L-arabinose. We allowed the
culture to grow for another 24 h in the presence of this expression inducer. Each hour,
1 ml of culture was removed and the DnaK level following the protocol described earlier
was measured.
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4.4.4 Whole-genome sequencing
We sequenced the genomes of 2 DnaK− and 6 DnaK+ lines after 85 single-cell bottlenecks.
All of these lines evolved in the presence of L-arabinose in the medium, although only
DnaK+ cells are able to overexpress DnaK. Half of the sequenced DnaK− and DnaK+
lines evolved at 37 ◦C, whereas the other lines evolved at 42 ◦C. We used the genome
sequence of the ancestral ∆mutS strain from which both the DnaK+ and DnaK− lines
were derived from our previous study [266].
Specifically, for the evolved lines we performed paired-end Illumina whole-genome se-
quencing. For DNA extraction, we used the QIAmp DNA mini kit (Qiagen, Venlo [Pays
Bas], Germany) in a QiaCube automatic DNA extractor using bacterial pellets obtained
from ~10 ml cultures. We constructed multiplexed DNAseq libraries from each clonal evo-
lution line using the TrueSeq DNA polymerase chain reaction-free HT sample preparation
kit (Illumina). We performed paired-end sequencing on an Illumina HiSeq2000 platform,
using a 2× 100bp cycles configuration.
We converted sequencing reads from Illumina quality scores into Sanger quality scores.
Subsequently, we used the breseq v 0.24rc4 (version 4) pipeline [422] for aligning the Il-
lumina reads to our E. coli parental genome and for identifying single nucleotide poly-
morphisms and indels using bowtie2 [423]. We performed individual runs of breseq, with
junction prediction disabled but otherwise default parameters for each of the evolved lines.
We deposited the data from this project at the NCBI Sequence Read Archive under the
accession SRP074414.
4.4.5 Sequence data
We obtained the complete genomes of E. coli K-12 MG1655 (NC_000913) and S. enter-
ica serovar Typhimurium LT2 (NC_003197) from GenBank Genomes (ftp://ftp.ncbi.nih.
gov/genomes/Bacteria/). We also used a data set from Williams and Fares [279] that
consists of 1,092 multiple sequence alignments of conserved orthologous proteins from 85
gamma-proteobacterial genomes.
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4.4.6 DnaK dependency
We obtained information about DnaK clients from Calloni et al. [240]. This study used
quantitative proteomics to identify 674 DnaK interactors or client proteins. For 668 of
these proteins, the investigators calculated a relative enrichment factor that indicates the
fraction of cellular protein bound to DnaK at 37 ◦C. We used this measure as a proxy for
DnaK dependency. We excluded from our analyses the transposases InsC, InsH and InsL
of the insertion sequences IS2, IS5 and IS186, respectively. In the genome of E. coli K-12
MG1655 there are 6 copies of insC, 11 of insH and 3 of insL.
4.4.7 GroEL dependency
We obtained information about 253 GroEL clients from Kerner et al. [249] and Fujiwara et
al. [250]. Our set of GroEL clients is the union of the slightly different GroEL interactomes
characterized in these two studies. We excluded from our analyses the transposase insH
of the insertion sequences IS5 and 3 clients reported by Kerner et al. [249], which are
encoded on plasmids (SwissProt Accession Numbers: P00810, P29368 and Q9339).
4.4.8 Orthology
We identified 3,159 one-to-one orthologs in E. coli and S. enterica genomes as reciprocal
best hits [424] using the Basic Local Alignment Search Tool (BLAST, i.e., BLASTP with
an E-value cut-off of 10−10). We identified 631 and 242 S. enterica orthologs to DnaK
and GroEL clients, respectively. We aligned each pair of orthologous proteins with the
Needleman-Wunsch dynamic programming algorithm, using the Needle program from
the EMBOSS package [425]. We translated the resulting alignments into codon-based
nucleotide alignments with PAL2NAL [426].
4.4.9 Evolutionary rates
We estimated the rate of nonsynonymous substitutions (dN) using the program codeml
from the package PAML 4.7 (one-ratio model M0) [427]. We calculated protein distances
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for the gamma-proteobacterial alignments from Williams and Fares [279], using PROT-
DIST from the PHYLIP package [428] and the Jones, Taylor and Thornton (JTT) sub-
stitution matrix [429]. We calculated an average distance for each cluster of orthologous
proteins as the mean of all pairwise distances.
4.4.10 Codon usage bias
We computed the Codon Adaptation Index (CAI) using the program CAI from the EM-
BOSS package [425]. We calculated Codon Usage Bias (CUB) for each pair of E. coli–S.
enterica orthologs as the mean of the CAI values for each pair of orthologs. We used CUB
as a proxy for gene expression.
4.4.11 Protein-protein interactions
We obtained the number of protein-protein interactions (PPI) for each E. coli K-12 protein
from Rajagopala et al. [430]. The binary interactions considered for this study are a
combination of the following: (1) literature curated interactions supported by multiple
studies or methods and (2) interactions identified by yeast two-hybrid (Y2H) screening.
We removed interactions involving DnaK or DnaJ.
4.4.12 Essentiality
We obtained data about gene dispensability for E. coli K-12 in rich media from Baba et
al. [431].
4.4.13 Gene expression
We obtained gene expression data for E. coli K-12 MG1655 grown in rich media (LB) at
37 ◦C from Chen and Zhang [432], where gene expression levels are measured as number
of RNA-seq reads per gene length.
4.4.14 Statistical tests
We carried out all statistical analyses and plotted data with R [433] using the packages
“base”, “pcor”, “ggplot2”, “dplyr” and “gridExtra”.
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4.5 Supplementary results
4.5.1 Partial correlation with gene expression
In this analysis we evaluated gene expression as a possible confounding factor of the
positive association between DnaK dependency and evolutionary rate. For 457 client
proteins for which we have gene expression data, we could carry out a partial correlation
analysis to control for the effect of expression without having to resort to a proxy such
as CUB. Gene expression level, measured for E coli MG1655 in rich media at 37 ◦C,
correlates with CUB (ρ = 0.321, N = 2601, P < 2.2 × 10−16). A partial correlation
analysis shows that the effect of DnaK dependency (measured as a relative enrichment
factor on DnaK) on nonsynonymous divergence is independent of gene expression (ρ =
0.220, N = 457, P = 1.5× 10−6). The same is observed for protein distances (ρ = 0.318,
N = 205, P = 1.9× 10−6).
4.5.2 Multiple linear regression for the association between
DnaK dependency and evolutionary rates
Because CUB, the number of protein-protein interactions (PPI) and essentiality are im-
portant determinants of evolutionary rates, we wished to account for these factors when
studying the association between the evolutionary rates (dN and protein distances) of
DnaK clients and their chaperone dependence. To this end, we performed two different
multiple regression analyses. Each linear regression had dN or protein distance as a re-
sponse variable that depended on five explanatory variables: one categorical (essential =
1, nonessential = 0) and three continuous (PPI, CUB and relative enrichment factor on
DnaK). We performed a base-10 logarithmic transformation of variables when such trans-
formations lead to a higher coefficient of determination (R2). We transformed logarith-
mically all the continuous variables, except PPI and protein distance. We added a small
constant value of 0.001 to dN , which on occasions was zero, as previously recommended
by other authors [434, 435]. The results of these analyses are shown in Supplementary
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Table 4.2. Our analysis reproduces the well-known negative correlations between evolu-
tionary rate and both essentiality and CUB [227, 385]. Importantly, they show that DnaK
clients more dependent on the chaperone evolve faster with independence of CUB, PPI
and essentiality.
4.5.3 DnaK clients evolve slower than nonclients, but strong
clients evolve faster than weak clients
If we consider all proteins not included in the set of 674 DnaK clients studied by Calloni
et al. [240] as nonclients of DnaK, then we find that nonclient proteins evolve faster than
clients, both on intermediate time scales (Wilcoxon rank-sum test, P < 2.2× 10−16; Sup-
plementary Fig. 4.3A), and on long time scales (Wilcoxon rank-sum test, P = 5.2× 10−6;
Supplementary Fig. 4.3B). To evaluate if this difference was caused by a confounding
factor we carried out two separate analyses of covariance (ANCOVA). Each ANCOVA
had one response variable, dN or protein distance, and four explanatory variables: two
categorical variables (essential = 1/nonessential = 0 and client = 1/nonclient = 0) and
two continuous variables (PPI and CUB). For the dN model we logarithmically trans-
formed CUB and PPI and for the protein distance model we only transformed PPI. The
results of these analyses are shown in Supplementary Table 4.3. They indicate that DnaK
clients evolve slower than putative nonclients even after controlling for confounding fac-
tors. However, there are at least three possible explanations for this result. First, the
set of proteins classified as nonclients may contain clients not detected by Calloni et al.
[240]. Second, the identity of a protein as a client or as a nonclient may have changed
drastically during evolution. Third, DnaK clients are intrinsically more constrained than
nonclients.
In a subsequent analysis, we subdivided 627 DnaK-interacting proteins in our dataset
into strongly interacting clients, those with a relative enrichment factor equal or above
the 75% percentile (N = 158), and weakly interacting clients (N = 160), those with a
relative enrichment factor equal or below the 25% percentile. If DnaK buffers destabilizing
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mutations, we would expect strong clients to evolve more rapidly. This is indeed the case,
both on intermediate time scales (Wilcoxon rank-sum test, P < 2.2 × 10−16; Fig. 4.5A)
and on long time scales (Wilcoxon rank-sum test, P = 2.3 × 10−3; Fig. 4.5B). These
observations parallel the greater number of mutations that accumulated in strong clients
compared to weak clients during the evolution experiment.
Next, we compared strong DnaK clients with weakly interacting clients using two ad-
ditional and separate ANCOVAs. Each ANCOVA had dN or protein distance as response
variable and the same explanatory variables as before. For the ANCOVA model with dN
as response variable we logarithmically transformed CUB and PPI, and for the model of
the ANCOVA with protein distance as response variable we only transformed CUB. The
results of these analyses are shown in Supplementary Table 4.4. They indicate that strong
clients have a higher nonsynonymous substitution rate than weak clients after controlling
for confounding factors. Nevertheless, we do not observe the same pattern in the diver-
gence over long evolutionary time scales, measured as protein distances. In conclusion,
controlling for potentially confounding factors such as CUB, essentiality and PPI, strong
clients evolve faster on intermediate time scales but not on long time scales, likely due to
a lack of statistical power. Also, the quantities in this analysis (CUB, essentiality, etc)
are based on E. coli and are probably not conserved across the 85 gamma-proteobacterial
species we used to calculate protein distances.
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4.6 Supplementary tables
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Supplem
entary
Table
4.2:
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ain
effectsin
the
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ultiple
linearregressionsevaluating
the
influence
ofdifferent
factors
on
evolutionary
rate.
E
volutionary
rates
Factor a
Slope
b
d
N
Protein-protein
interactions
−
4.643×
10 −
3
Essentiality
−
6.588×
10 −
1
(***)
C
odon
usage
bias
−
4.993×
10 −
1
(***)
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enrichm
ent
factor
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D
naK
1.227×
10 −
1
(***)
Protein
distance
Protein-protein
interactions
−
2.504×
10 −
4
Essentiality
−
3.858×
10 −
2
C
odon
usage
bias
−
6.076×
10 −
1
(***)
R
elative
enrichm
ent
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D
naK
1.440×
10 −
1
(**)
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in
bold
is
the
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ain
focus
ofthis
analysis.
bSignificance
levels:
∗P
<
0.05,
∗∗P
<
0.01,
∗∗∗P
<
0.0001.
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Supplementary Table 4.3: Main effects in the ANCOVAs evaluating the
influence of different factors on evolutionary rate.
Evolutionary rates Factora Slopeb
dN
Protein-protein interactions −3.465× 10−3
Essentiality −3.037× 10−2 (***)
Codon usage bias −7.517× 10−1 (***)
DnaK clients / nonclients −2.372× 10−2 (***)
Protein
distance
Protein-protein interactions −9.432× 10−3
Essentiality −3.739×1 0−2 (*)
Codon usage bias −8.220× 10−1 (***)
DnaK clients / nonclients −4.822× 10−2 (**)
a The factor in bold is the main focus of this analysis.
b Significance levels: ∗P < 0.05, ∗∗P < 0.01, ∗∗∗P < 0.0001.
Supplementary Table 4.4: Main effects in the ANCOVAs evaluating the influ-
ence of different factors on evolutionary rate.
Evolutionary rates Factora Slopeb
dN
Protein-protein interactions −4.222× 10−2
Essentiality −3.516× 10−3 (*)
Codon usage bias −3.383× 10−1 (***)
Strong clients / weak clients 2.164× 10−2 (**)
Protein
distance
Protein-protein interactions −8.211× 10−1
Essentiality −1.310× 102 (*)
Codon usage bias −1.740× 103 (**)
Strong clients / weak clients 8.215× 101
a The factor in bold is the main focus of this analysis.
b Significance levels: ∗P < 0.05, ∗∗P < 0.01, ∗∗∗P < 0.0001.
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4.7 Supplementary figures
Supplementary Figure 4.1: DnaK levels in Western blots. Representative West-
ern blots for both ancestral and evolved DnaK+ and DnaK− lines. The strains were grown
in the presence (+) or absence (-) of L-arabinose (L-ara), which induces the expression
of DnaK from the plasmid pKJE7. Only the DnaK+ strains that harbor this plasmid
are able to overexpress the chaperone in the presence of L-arabinose. (A) Representa-
tive Western blot for the parental hypermutable E. coli strain ∆mutS and the ancestral
DnaK+ and DnaK− lines. (B) Representative Western blot for bacterial lines evolved at
37 ◦C in a mutation accumulation experiment trough 85 single-cell bottleneck or approxi-
mately 1,870 bacterial generations (1.8K). (C) Representative Western blot for bacterial
lines evolved at 42 ◦C in a mutation accumulation experiment through the same number
of passages, together with ancestral strains growth at the same temperature.
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Supplementary Figure 4.2: DnaK levels in the DnaK+ line #2 evolved at42 ◦C.
(A) The evolution of DnaK expression in the DnaK+ line #2 at 42 ◦C along the mutation
accumulation experiment. The induced levels were measured as the intensity of the DnaK
band in the Western blot in the presence of the inducer L-arabinose minus the intensity
of the band in the absence of inducer. We determined such levels from cultures growth
from glycerol stocks stored after the following daily passages: 0, 7, 20, 25, 30, 40, 50,
60, 70, 80 and 85. We obtained the cell extracts from liquid cultures grown for 24h.
It is noticeable that the overexpression of DnaK in this line is maintained until ~1760
generations of evolution (daily passage 80), after which the chaperone level decreases to
a level found in wild-type E. coli and DnaK− lines. (B) The panel demonstrates that
not even the loss of DnaK overexpression in line #2 is complete. At passage 85 (~1,870
generations) this line can yield an increment in DnaK abundance similar to the ancestral
DnaK+ strain (or the same line at passage 70) during the first 12-16h of growth in liquid
culture. Complete loss of overexpression occurs at some point between 16 and 24h of
growth. The uppermost part of the panel shows a fragment of the Western membrane
used to quantify DnaK abundance over the time course of a daily growth cycle, where we
indicate the hour at which we took a sample and the presence (+) or absence (-) of the
inducer (L-ara) in the growth medium. We observe that the abundance of DnaK increases
until reaching a maximum at 6h after the induction, and then decreases until reaching a
level similar to the one found in uninduced DnaK+ lines (dashed line). This level is one
order of magnitude lower than the level found in other evolved DnaK+ lines after 24h of
growth in liquid culture (red circles indicate the DnaK level of line #3 at 0h and at 24h
of growth).
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Supplementary Figure 4.3: DnaK clients evolve slower than nonclients. (A)
We find that nonclients evolve faster than DnaK clients on intermediate evolutionary time
scales, measured as the rate of nonsynonymous substitutions (Wilcoxon rank-sum test,
P < 2.2 × 10−16). (B) On long evolutionary time scales, we also find that nonclients
evolve faster than clients (Wilcoxon rank-sum test, P < 5.2×10−6). The thick horizontal
line in the middle of each box represents the median of the data, while the bottom and
top of each box represent the 25th and 75th percentiles, respectively.
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Abstract
Bacterial cells adapting to a constant environment tend to accumulate mutations in por-
tions of their genome that are not maintained by selection. This process has been observed
in bacteria evolving under strong genetic drift, and especially in bacterial endosymbionts
of insects. Here, we study this process in hypermutable Escherichia coli populations
evolved through 250 single-cell bottlenecks on solid rich medium in a mutation accumula-
tion experiment that emulates the evolution of bacterial endosymbionts. Using phenotype
microarrays monitoring metabolic activity in 95 environments distinguished by their car-
bon sources, we observe how mutation accumulation has decreased the ability of cells to
metabolize most carbon sources. We study if the chaperonin GroEL, which is naturally
overproduced in bacterial endosymbionts, can ameliorate the process of metabolic ero-
sion, because of its known ability to buffer destabilizing mutations in metabolic enzymes.
Our results indicate that GroEL can slow down the negative phenotypic consequences of
genome decay in some environments.
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5.1 Introduction
Organisms adapting to a constant environment for many generations tend to lose fitness in
other environments, because they do not benefit from maintaining fitness in environments
they no longer encounter [436–439]. This evolutionary process is known as ecological spe-
cialization, and it can be either driven by natural selection or by genetic drift [440–442].
Specialization can be driven by natural selection if an adaptive phenotype shows antago-
nistic pleiotropy—a phenotype that is selected for being optimal in a given environment
is deleterious in other environments due to physiological trade-offs. Alternatively, muta-
tions that are neutral in a particular selective environment can be deleterious in other
environments, and such mutations can accumulate in a genome, especially in “unused”
genomic regions, by random genetic drift. These two causes of ecological specialization
are not mutually exclusive, and sometimes the distinction between them is not clear,
for example when neutral “specializing” mutations hitchhike to fixation with beneficial
mutations [441].
Specialization through neutral mutations is especially important in bacterial endosym-
bionts of some insects such as aphids [252–254]. These bacteria live inside host cells that
provide a highly constant environment, and have been evolving clonally for millions of
generations in this environment. Endosymbionts produce nutrients missing from the host
diet, while benefiting from the nutrient-rich and stable intracellular environment of the
host. They are maternally inherited by the host, and experience severe bottlenecks during
their vertical transmission from generation to generation, which result in small effective
population sizes and strong genetic drift. Consequently, natural selection is considerably
less efficient in these bacteria than in free-living bacteria. Additionally, a lack of func-
tional DNA repair enzymes (which results in high mutation rates) further accelerate the
accumulation of mutations in their genomes, and a lack of recombination prevents the
effective purging of deleterious mutations [257].
As a consequence of their high mutational load, such endosymbionts have evolved a
mechanism to buffer deleterious mutations. Specifically, they overproduce proteins that
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help fold other proteins, molecular chaperones such as GroEL and DnaK, which can reduce
the fitness cost of destabilizing mutations in proteins [254, 258–265]. In the rich chemical
environment that their host cells provide, selection on many metabolic genes is relaxed
in these endosymbionts [252, 253, 255, 443]. Therefore, these genes tend to accumulate
loss-of-function mutations that cause metabolic erosion, a process by which an organism
loses metabolic abilities, such as the ability to metabolize nutrients.
The Escherichia coli Long-Term Evolution Experiment (LTEE) conducted by Richard
Lenski and colleagues has offered a great opportunity to study metabolic specialization in
a free-living bacterium—the closest free-living relative to the well-studied endosymbiont of
aphids Buchnera aphidicola [444]. In this experiment, investigators propagated 12 popula-
tions of E. coli by serial (1:100) dilution for more than 60,000 generations (and counting)
in a minimal medium containing glucose as the only source of carbon and energy. The
effective population size of these evolving populations is ~3.3× 107 [445], which is larger
than in bacterial endosymbionts. Adaptation to this single environment has resulted in
decreased performance in other environments [440, 442]. Some populations have evolved
hypermutable (mutator) phenotypes [446]. In these populations the higher mutation
rate caused substantial metabolic erosion, measured as the number of different chemical
environments where fitness has declined. This suggests that rather than physiological
trade-offs underlying antagonistic pleiotropy, the neutral process of mutation accumula-
tion suffices to cause metabolic specialization in the LTEE [442]. Additionally, the fitness
reduction of mutator populations is ameliorated by growth at lower temperature. Most
amino acid substitutions are slightly deleterious because of their destabilizing effects, and
a mutation’s heat sensitivity typically indicates that the mutation affects protein stability
[274]. Therefore, temperature-dependent fitness reduction suggests that in these popula-
tions metabolic erosion is caused by destabilizing mutations affecting metabolic enzymes
[442]. If this is the case, the overproduction of chaperones that can buffer mutations
affecting protein stability could have a similar effect to low temperature in ameliorating
metabolic erosion caused by mutation accumulation.
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GroEL is a member of the family of chaperones known as chaperonins, which are large
double-ring complexes that enclose target proteins for folding within a cylindrical folding
chamber [214]. GroEL can buffer destabilizing mutations in its target proteins [258, 266,
267, 278–280, 409–411]. Many of these proteins are metabolic enzymes [447]. Enzymes
evolved under GroEL overproduction accumulate twice as many mutations, and these
mutations have higher destabilizing effects than in the absence of GroEL overproduction
[278]. These observations make it plausible that chaperones such as GroEL could slow
down the process of metabolic erosion in endosymbionts.
One of the first demonstrations that GroEL can buffer deleterious mutations was ob-
served in E. coli populations with high mutational loads [258]. These populations had
evolved for more than 3,000 generations via single-cell bottlenecks on solid glucose-limiting
minimal medium. Half of the populations evolved at a high mutation rate. The evolution
of these populations was dominated by genetic drift, due to the extreme bottlenecks they
experienced during their evolution, which are similar to the bottlenecks experienced by
endosymbionts during their vertical transmission between hosts. At the end of the exper-
iment, the evolved populations had considerably reduced their fitness (growth rate) in the
evolution environment. Moreover, overproducing GroEL in the evolved populations re-
stored fitness to almost ancestral levels. This restoration was observed after supplementing
the minimal growth medium with amino acids, otherwise, the energetic cost of overproduc-
ing GroEL was so great that no fitness recovery was observed. Similar results were later
obtained in mutator populations of Salmonella typhimurium [267]. Both studies focused
on a single environment. In this study, we investigate whether GroEL overproduction
can ameliorate the metabolic erosion experienced by bacteria evolved under conditions
that favor the accumulation of mutations in a large number of environments. To address
this question, we study mutator E. coli populations evolved for thousands of generations
under conditions that emulate those of bacterial endosymbionts evolution and we assay
their ability to metabolize different carbon substrates using phenotype microarrays.
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5.2 Results
Our experiment begins with three independent clonal populations from a mutation ac-
cumulation experiment that had been initiated from the same mutator clone (E. coli
K12 MG1655 ∆mutS). The populations had been evolved by daily passaging through
single-cell bottlenecks on solid rich growth (LB) medium at 37 ◦C [448, 449] for 250 days
or approximately 5,500 generations (~22 generations between bottlenecks). In such an
evolution experiment, the efficiency of natural selection is severely reduced because of
the extreme bottlenecks to which the evolving lineages are exposed. In consequence,
non-lethal mutations can accumulate freely under the influence of genetic drift [44].
We transformed the ancestor and a clone from each of the three evolved populations
with the plasmid pGro7 [417]. This plasmid contains the operon groE, which encodes
GroEL, and its co-chaperone GroES, under the regulation of a single promoter inducible
by L-arabinose. We also transformed the ancestor and each of the three evolved clones
with a control plasmid pGro7-DEL(groE) (pGro7c) that lacks the operon groE but is
otherwise identical to pGro7 (Materials and Methods). In the presence of the expres-
sion inducer L-arabinose, only cells harboring the plasmid pGro7 overproduce GroEL.
In total, we thus generated eight strains from the three evolved clones (E1, E2, and
E3) and their ancestor (A). Four of these strains contain the plasmid pGro7 (A/pGro7,
E1/pGro7, E2/pGro7, and E3/pGro7), and the other four contain the control plasmid
pGro7c (A/pGro7c, E1/pGro7c, E2/pGro7c, and E3/pGro7c). L-arabinose cannot be
used as a carbon source by any of these strains.
To study metabolic erosion in the evolved populations we used Biolog phenotype
microarrays, which allow the high-throughput measurement of growth and cellular respi-
ration in multiple environments contained in different wells of a 96-well microtiter plate
[450, 451]. These arrays measure metabolic activity using tetrazolium, a redox dye that
absorbs the electrons from the electron transport chain, and changes color when beign
reduced by respiring cells. Biolog assays are widely used, and have been useful to map
the phenotypes of various genotypes (e.g., gene knock-out mutants) [450, 452, 453], to
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study metabolic innovation [454], to discover new metabolic pathways [455], to reveal an
uncoupling between genetic diversity and metabolic phenotypic diversity across E. coli
strains [456], to study macroevolutionary patterns of phenotypic evolution in bacteria
[457], and to characterize the phenotypes of experimentally evolved lineages [458, 459].
Specifically, we used PM1 plates, which measure cellular respiration and growth in 95
chemical environments distinguished by their carbon source, to determine the metabolic
phenotypes for each of the eight strains used in this study (Materials and Methods).
We define metabolic erosion as the fraction of carbon sources that an evolved popula-
tion metabolizes more slowly than the ancestor strain from which the mutation accumu-
lation experiment started. To measure metabolic erosion we only consider carbon sources
that the ancestor was able to metabolize above a minimum threshold that is defined by
measurement noise (Materials and Methods). We consider that a metabolic phenotype
has not declined if it is above this noise threshold, and if it is not significantly lower than
the ancestral phenotype (t-test, false discovery rate < 0.05, Materials and Methods). To
evaluate the extent of this erosion in the evolved populations, we first focused on the
strains that harbor the control plasmid pGro7c, that is, they do not overproduce GroEL.
After having experiences 250 single-cell bottlenecks, that is, ~5,500 generations of mu-
tation accumulation, the evolved populations (E1/pGro7c, E2/pGro7c, and E3/pGro7c)
fare considerably worse than their ancestor (A/pGro7c) in a majority of the carbon sources
tested (between 100% to 90.9%; Table 5.1).
The evolved lineages E1 and E2 had been sequenced in a previous study [448]. Ana-
lyzing the sequence data, we find that metabolic erosion and the number of accumulated
nonsynonymous mutations are not associated in a straightforward pattern. For example,
population E1 accumulated 303 mutations and metabolizes 98.7% of carbon sources more
poorly than the ancestor, while population E2 accumulated more (731) mutations and
shows metabolic erosion on fewer (90.9%) carbon sources. Of the 304 and 731 nonsyn-
onymous mutations accumulated in lineages E1 and E2, 139 and 277 mutations (45.9%
and 37.9%, respectively) affected metabolic enzymes [460]. Lineages E1 and E2 had 182
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Table 5.1: Metabolic erosion in the presence and ab-
sence of GroEL overproduction for each of three popula-
tions evolved in a mutation accumulation experiment for
more than 5,000 generations.
Evolved population Plasmida Metabolic erosionb
E1 pGro7c 98.7% (76/77)
E1 pGro7 88.6% (62/70)
E2 pGro7c 90.9% (70/77)
E2 pGro7 75.7% (53/70)
E3 pGro7c 100% (77/77)
E3 pGro7 95.7% (67/70)
a Cells harboring the plasmid pGro7 overproduce GroEL
in the presence of the expression inducer L-arabinose,
while cells harboring the control plasmid pGro7c do not.
b The fraction of those carbon sources on which evolution
caused significant metabolic erosion, based on carbon
sources which the ancestor metabolizes above the noise
threshold of 0.039 (Materials and Methods).
and 224 metabolic pathways (43% and 53%, respectively) affected by nonsynonymous mu-
tations [460]. The observation that E2 cells express GroEL and DnaK more highly than
E1 cells may help explain the poor correlation between metabolic erosion and the number
of accumulated mutations [449]. Similarly to GroEL, DnaK is a chaperone that can help
buffer the effects of mutation, and that is highly expressed in bacterial endosymbionts
[281, 282].
To find out whether chaperones can indeed mitigate metabolic erosion, we turned to
the mutation accumulation populations that overproduce GroEL. To analyze data from
these populations, however, we needed to take into account that chaperone overproduc-
tion carries energetic costs [258, 266]. The ATP consumed in the reaction cycle of the
chaperonin contributes less to this cost than the synthesis of large amounts of GroEL
and GroES proteins [216, 258]. The cost is evident by comparing the ancestral strains
A/pGro7 with A/pGro7c, where GroEL overproduction causes a decline in metabolic
rates in most environments (Supplementary Fig. 5.1). To take this cost into account, we
compared the metabolic phenotypes of evolved strains overproducing GroEL (E1/pGro7,
E2/pGro7, and E3/pGro7) with the corresponding ancestor (A/pGro7). We find that
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populations overproducing GroEL show less metabolic erosion than populations with no
GroEL overproduction (Table 5.1). However, this reduction in metabolic erosion is small
(it occurs in only 9.9% of environments on average). We observe that populations with
a higher level of metabolic erosion show lower amelioration of this erosion after GroEL
overproduction (Table 5.1). However, this correlation is not significant (Pearson’s corre-
lation coefficient = -0.910, P = 0.273), probably because it is based on little data (n =
3).
5.3 Discussion
Bacteria evolving for many generations in the same chemical environment experience a
process of metabolic specialization by which they lose or reduce their ability to metabolize
many different metabolic substrates. The evolution of bacteria with low effective popu-
lation sizes is dominated by genetic drift. In such populations, drift drives the fixation
of deleterious mutations, reducing a population’s ability to grow in many environments
where the ancestor was able to grow. Arguably, bacterial endosymbionts of some insect
species provide the best well-known examples of this process [255]. These intracellular
bacteria specialize in synthetizing essential nutrients missing from the host diet. They
have such low effective population sizes and high mutation rates that they experience
an irreversible process of genome decay and reduction, by which they mutate and finally
lose segments of their genomes that are not maintained by selection. This process of
genome erosion is so relentless that endosymbionts can even lose functions essential for
their symbiotic role. Eventually, a second endosymbiont can join such a symbiotic consor-
tium, which makes the genes shared by both redundant. In such cases, the endosymbiont
that has lost some metabolic pathway which is essential for the symbiosis, may become
replaced by the “healthier” endosymbiont [252, 255]. In some cases where no secondary
endosymbiont exists, the decline of metabolic phenotypes can cause substantial fitness
reductions in the host [255].
Mutation accumulation experiments mimic some of the conditions present during the
evolution of intracellular bacteria. In such evolution experiments, bacteria evolve through
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single-cell bottlenecks that reduce the efficiency of natural selection. Bacteria evolved in
this type of experiment acquire some characteristics common to endosymbionts [449], such
as high mutational loads [266, 281, 461], genome reduction [462], or higher expression of
molecular chaperones such as GroEL and DnaK [267, 449]. In this study, we analyzed mu-
tator populations subject to daily single-cell bottlenecks for more than 5,000 generations
in a nutrient-rich environment. At the end of this mutation accumulation experiment,
these populations had also evolved some similarities with bacterial endosymbionts. They
showed similar patterns of genome reduction, mutational biases, and gene expression [449].
Previous studies of bacteria evolved in mutation accumulation experiments have shown
that they can experience great fitness reductions, which can be partially compensated
by the overproduction of chaperones [258, 266, 267, 281]. However, these studies did
not explore fitness reduction in environments different from the environment in which
evolution took place. Here, using phenotype microarrays, we assayed evolved populations
in 95 different environments distinguished by their carbon sources. We find that bacterial
populations evolved under strong genetic drift can lose or reduce their ability to metabolize
many distinct carbon sources. Because these populations have evolved under conditions
that considerably reduce the power of natural selection to drive the fixation of beneficial
mutations, the most likely cause for metabolic erosion is the accumulation of mutations
driven by genetic drift, rather than the fixation of advantageous mutations that show
antagonistic pleitropy [442].
However, we note that there is no correlation between the number of accumulated non-
synonymous mutations and metabolic erosion in two of the evolved populations for which
we have whole-genome sequences from a previous study [448]. There is also no correlation
between the number of nonsynonymous mutations in metabolic enzymes, and metabolic
erosion. There are at least two possible explanations for why the relationship between
mutational load and erosion may not be straightforward. First, neutral or slightly deleteri-
ous mutations in metabolic enzymes can be highly pleiotropic because of the organization
of metabolism as a reaction network. A loss-of-function mutation in a highly connected
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enzyme can simultaneously and negatively affect several distinct metabolic phenotypes.
The second non-exclusive possibility is that the relationship between mutational load and
erosion may be influenced by chaperone expression. We find that the population with
a higher chaperone expression shows less metabolic erosion [449]. This observation is
in agreement with previous observations that chaperones can partially restore fitness of
bacteria evolved in mutation accumulation experiments [258, 266, 267, 281]. The effect
of chaperone expression on metabolic erosion may be mediated through the buffering of
destabilizing mutations in metabolic enzymes [278]. Such mutations may also cause the
erosion observed in populations from the LTEE [442].
GroEL and the Hsp70 chaperone DnaK are the most abundant proteins in the cytosol
of endosymbiotic bacteria [254, 259–265]. For instance, GroEL expression is 7.5 times
higher in B. aphidicola than in its close free-living relative E. coli [259]. These observa-
tions suggest that GroEL and DnaK help these cells cope with their high mutational loads
by buffering the negative effects of destabilizing mutations in proteins, and this hypothesis
has experimental support [258, 266, 267, 281]. Here, we find some further evidence that
chaperones could ameliorate some of the negative effects of metabolic erosion. In partic-
ular, we observe that evolved populations overproducing the chaperonin GroEL show less
metabolic erosion than in the absence of chaperonin overproduction. However, we only
observe this mitigating effect of GroEL overproduction in some environments. This is not
remarkable if we consider that GroEL is not an all-powerful molecular machine, capable
of buffering any possible deleterious mutation. The buffering ability of GroEL is most cer-
tainly restricted to certain proteins and types of mutations. However, it would be worth
exploring if GroEL overproduction could show greater amelioration of metabolic erosion
in populations evolved for fewer generations, and therefore with smaller mutational loads.
In summary, we show that bacterial populations evolving in conditions emulating the
evolution of bacterial endosymbionts experience a severe reduction in their ability to
metabolize many distinct carbon substrates. We find that the relationship between this
metabolic erosion and mutational load is not straightforward, and could be influenced by
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both pleiotropy and chaperone expression. Finally, we show that GroEL overproduction
can mitigate metabolic erosion in some environments. In so doing, we provide evidence
that molecular chaperones can reduce in more than one environment the negative impact
of genome decay on cell metabolism.
5.4 Materials and Methods
5.4.1 Strains and plasmids
Strains E1, E2, and E3 derive from E. coli K12 substr. MG1655 ∆mutS. They evolved in
parallel in a long-term mutation accumulation experiment on solid LB medium at 37 ◦C
[448, 449], where each population was passaged for 250 days through a single-cell (clonal)
bottleneck after 24 hours of growth.
We derived the control plasmid pGro7c from the plasmid pGro7 (Takara, Cat. #3340)
via PCR amplification using primers TGATAACTCTCCTTTGAGAAAGTCCG and TTGC-
CCTGCACCTCGCAGAAATAA, and Phusion R© High-Fidelity DNA polymerase (NEB),
after having obtained permission from Takara to modify pGro7. We digested the PCR
products with Dpn1 to remove pGro7. We separated the digested PCR products on
a 0.8% agarose gel, excised the band corresponding in size to the desired amplification
product, purified the product using the QIAquick Gel extraction kit (50928704, Quiagen),
and quantified it using a Nanodrop spectrophotometer. We generated pGro7c by ligat-
ing the amplification product using T4 DNA ligase (NEB). We validated the sequence of
pGro7c using Sanger sequencing. We transformed the ancestor (A) strain, and the evolved
lines (E1, E2, E3) with pGro7 and pGro7c to generate eight different strains: A/pGro7,
E1/pGro7, E2/pGro7, E3/pGro7, A/pGro7c, E1/pGro7c, E2/pGro7c, and E3/pGro7c.
5.4.2 Phenotype microarrays
We used Biolog phenotype microarray PM1 (Biolog, Inc., Hayward, California, USA) to
assay the carbon utilization phenotypes of each of the eight strains on 95 different carbon
sources. Both cell growth and respiration contribute to these metabolic phenotypes,
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because respiration can be independent of growth [442]. We performed four replicate
Biolog assays for each strain, for a total of 8× 4 = 32 microarrays. To do so, we streaked
each strain from glycerol stocks onto LB agar plates supplemented with 25 µg/mL of
chloramphenicol (Sigma-Aldrich #C0378). We incubated the plates at 37 ◦C for 24 hours,
and re-streaked the colonies onto fresh plates of the same type, which we incubated at
the same temperature for the same period of time. We resuspended the colonies from
the latter plates in IF-0 solution (Biolog, Inc., Hayward, California, USA) using sterile
cotton swabs, and then centrifuged the suspension at 3,000 g for 3 min. We resuspended
the cell pellet in fresh IF-0 to an optical density at 600 nm (OD600) of approximately
0.05 (as measured in a 200 µL suspension volume). We diluted (1:5) this suspension
in IF-0+dye (Biolog, Inc., Hayward, California, USA) supplemented with 25 µg/mL of
chloramphenicol, L-methionine (5 µM), cyanocobalamine (0.125 µM), and 0.2% (w/v)
L-arabinose (Sigma-Aldrich #3256). We added 100 µL of the resulting solution to each
well of a PM1 microarray, which we incubated without shaking at 37 ◦C for 24 hours. We
measured OD600 and optical density at 750 nm (OD750) at 0 min and 24 hours using a
microplate reader (Tecan Spark 10M). We performed 9 reads per well in a 3-by-3 square
grid, and computed the average.
Both the presence of oxidized tetrazolium and that of cells cause absorbance at 600
nm. The absorbance at 600 nm due to the presence of cells can be removed by sub-
tracting the OD750 from the OD600, because tetrazolium has almost no absorbance at 750
nm. We therefore used these cell-density corrected values in our study (OD600−750), and
computed the metabolic phenotype MS for substrate S as OD600−750,24h − OD600−750,0h,
where OD600−750,24h is the corrected optical density after 24 hours, and OD600−750,0h is the
corrected optical density at the start of the experiment. We used a minimum threshold
to detect respiration in a given substrate S. To obtain this threshold we computed the
absolute differences between all pairs of 3,072 OD600−750,0h values (8 strains × 4 replicates
× 96 wells). Because at time 0, cells have not started to metabolize yet, these differences
must be caused by experimental noise. We only consider differences in MS as significant
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if they are greater than 0.039, which is the 98-th percentile of all the differences between
wells with no growth.
For each evolved strain we compared the four experimental measurements of MS with
the corresponding measurements for the ancestor using a two-tailed t-test. In particu-
lar, we compared the three evolved populations with pGro7 (E1/pGro7, E2/pGro7, and
E3/pGro7) against A/pGro7, and the three evolved populations with pGro7c (E1/pGro7c,
E2/pGro7c, and E3/pGro7c) against A/pGro7c. We adjusted the P values for multiple
testing using the false discovery rate method (FDR). We consider that a metabolic phe-
notype has not declined significantly if P > 0.05, and both the evolved and the ancestral
average MS values are greater than 0.039 (the noise threshold).
We quantified metabolic erosion in a given evolved population as
P − C
P
. (5.1)
P refers to the number of carbon sources whereMS is greater than the noise threshold
in A/pGro7 for evolved strains overexpressing GroEL, and in A/pGro7c for evolved strains
that do not overproduce GroEL. C refers to the number of carbon sources where the
metabolic phenotype has not declined significantly in the evolved population.
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5.5 Supplementary figures
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Supplementary Figure 5.1: GroEL overproduction incurs metabolic costs. .
Metabolic phenotypes of the ancestor on 95 different carbon sources. Each circle repre-
sents the rate at which the ancestor can metabolize one of the carbon sources averaged
over four technical replicates of the ancestor without GroEL overproduction (horizontal
axis) and with GroEL overproduction (vertical axes). The diagonal line indicates equal
metabolic rates with and without GroEL overproduction. Circles below the diagonal line
represent carbon sources where GroEL overproduction causes a reduction in metabolic
rate. Filled circles indicate environments where the difference in metabolic rate with and
without chaperonin overproduction is statistically significant, i.e., greater than experi-
mental measurement noise.
6 Metabolic determinants of enzyme evolution in a
genome-scale bacterial metabolic network
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Abstract
Different genes and proteins evolve at very different rates. To identify the factors that
explain these differences is an important aspect of research in molecular evolution. One
such factor is the role a protein plays in a large molecular network. Here, we analyze the
evolutionary rates of enzyme-coding genes in the genome-scale metabolic network of Es-
cherichia coli to find the evolutionary constraints imposed by the structure and function
of this complex metabolic system. Central and highly connected enzymes appear to evolve
more slowly than less connected enzymes, but we find that they do so as a by-product of
their high abundance, and not because of their position in the metabolic network. In con-
trast, enzymes catalyzing reactions with high metabolic flux—high substrate to product
conversion rates—evolve slowly even after we account for their abundance. Moreover, en-
zymes catalyzing reactions that are difficult to by-pass through alternative pathways, such
that they are essential in many different genetic backgrounds, also evolve more slowly.
Our analyses show that an enzyme’s role in the function of a metabolic network affects
its evolution more than its place in the network’s structure. They highlight the value of
a system-level perspective for studies of molecular evolution.
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6.1 Introduction
Different proteins evolve at very different rates [119, 463, 464]. Half a century after this
observation seeded the field of molecular evolution [119]), the reasons are still a subject
of active research, and even more so since the genome-era made sequence and functional
data about proteins abundantly available. Much of the variation in evolutionary rates
stems from variation in selective constraints on proteins, and several factors influence
these constraints (for recent reviews, see [464] and [385]). The most important is the
amount of a protein that is expressed, and the breadth of its expression across cells or
tissues in multicellular organisms [222, 224, 465]. Highly and broadly expressed genes
are under strong purifying selection, and therefore evolve slowly. Other factors influence
evolutionary rates more weakly. They include protein length [390, 466–469], essentiality
[227, 470, 471], multifunctionality [472–475], subcellular localization [476], or being a
chaperone client [279–282]. To gain deeper insights into the determinants of protein
evolution, one must go beyond a gene-centered approach and embrace a systems-oriented
view of protein evolution.
Inside a cell, proteins often form large and complex networks of interacting molecules.
The position of a protein within such a network, as well as its role in the network’s
function, can affect the protein’s evolution. In other words, the structure and function
of a molecular network can impose selective constraints on its member proteins [477].
For example, proteins at the center of a protein-protein interaction network evolve more
slowly (they are more constrained) than those at the periphery [478–483]. In contrast,
in the yeast transcriptional regulation network, more central transcription factors evolve
faster than less central ones [484]. As these two types of cellular networks have simi-
lar topological properties [485], this difference in selective constraints over the network
structure must ultimately be caused by different network functions. Nonetheless, despite
being significant and consistent across many different organisms, the effects of network
topology on protein evolution is weak, and could be caused by confounding factors such
as expression level, and it can be affected by biased and low-quality data [486, 487].
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Metabolic networks constitute another important class of cellular network. They are
well-studied in model organisms such as Escherichia coli [285], and comprise hundreds to
thousands of chemical reactions, most of them catalyzed by enzymes encoded in genes.
In a metabolic network, chemical reactions are organized in a highly reticulate manner to
perform two main functions: Energy production and biosynthesis. Specifically, using en-
ergy and chemical elements from environmental nutrients, metabolic networks synthetize
essential small molecules (i.e., amino acids, ribonucleotides, deoxynucleotides, lipids, and
enzyme cofactors). The chemical reactions a metabolic network catalyzes are encoded in a
metabolic genotype—a genome’s set of enzyme-encoding genes. The network’s phenotype
can be defined as the set of molecules it can synthesize, and the rate at which it does so
[62]. Thanks to computational approaches such as flux balance analysis (FBA) [296, 300],
the relationship between metabolic genotypes and phenotypes can be studied computa-
tionally, which also allows us to study how selection for a given metabolic phenotype can
constrain metabolic enzyme evolution. This type of analysis is currently not possible in
other types of molecular networks, such as protein-protein interaction networks.
Previous work in eukaryotes has revealed that more central and more highly con-
nected enzymes in metabolic networks, that is, those sharing metabolites with many
other enzymes, evolve more slowly [308, 488–491]. Additionally, enzymes catalyzing re-
actions with a high metabolic flux—the rate at which a reaction transforms substrates
into products—tend to evolve slowly [308, 492]. In the present study, we study how the
structure and function of a bacterial metabolic network affects the evolution of metabolic
genes through point mutations. To our knowledge, this is the first time that such a study
is performed using the whole-genome metabolic reconstruction of E. coli [285], which is
arguably the best known metabolic network of any living organism. Specifically, we study
how quantities such as enzyme connectivity and metabolic flux affect evolutionary rate.
To do so, we account for possible flux variation with Markov chain Monte Carlo (MCMC)
sampling, a method that has not been used before in this type of evolutionary analysis.
Additionally, we also study for the first time the influence of factors such as reaction su-
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peressentiality [493], which quantifies how easily a reaction can be bypassed in a metabolic
network by other reactions or pathways, and the number of different chemical reactions
that an enzyme catalyzes (enzyme multifunctionality). In performing these analyses, we
comprehensively characterize metabolic determinants of enzyme evolution in E. coli.
6.2 Results
6.2.1 The effect of metabolic network topology on enzyme
evolution
To study how network structure affects enzyme evolution, we constructed a reaction graph
representation of the whole-genome E. coli metabolic network, in which the nodes repre-
sent reactions. Two reactions are connected by an edge if they share at least one metabolite
(Material and Methods). In such a graph, the connectivity of a reaction corresponds to the
number of other reactions that produce or consume the reaction’s substrates or products.
The connectivity of an enzyme is equivalent to the connectivity of the reaction catalyzed
by the enzyme. The centrality of an enzyme can be measured as the number of shortest
pathways passing through the reaction node associated with the enzyme (betweenness
centrality).
In a metabolic network, highly connected enzymes tend to occupy a central position
in the network (as determined by their betweenness centrality, Material and Methods),
while less connected enzymes are more peripheral (Fig. 6.1A; Spearman’s ρ = 0.519,
P < 2.2× 10−16, n = 659). In other words, enzymes in central metabolic processes, such
as central carbon metabolism, tend to be highly connected, while enzymes in peripheral
pathways tend to be less connected.
One might expect that more highly connected enzymes in a metabolic network are
more constrained in their rate of evolution than less connected enzymes. The reason is
that the reaction products of highly connected enzymes are substrates of many different
reactions, such that any mutation disturbing product formation is bound to be more dele-
terious in a highly connected enzyme. However, a previous study on E. coli metabolism
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Figure 6.1: Highly central and connected enzymes in a metabolic network do
not evolve slowly. (A) The relationship between enzyme connectivity and centrality in
the E. coli metabolic network (Spearman’s ρ = 0.519, P < 2.2 × 10−16, n = 659). The
centrality measure of a reaction is its betweenness centrality determined from the reaction
graph (Materials and Methods). (B) The relationship between enzyme connectivity and
evolutionary rate measured as dN/dS (Spearman’s ρ = -0.094, P = 0.016, n = 659). In
both panels, a dashed line shows the best linear fit to the data and is provided as a visual
guide. Note the double-logarithmic scale.
found no correlation between enzyme connectivity in core intermediary metabolism and
evolutionary rate, determined as the rate of amino acid replacements, for 108 pairs of E.
coli – Haemophilus influenzae orthologs [494]. In contrast, a later study found that highly
connected enzymes in the metabolic network of Saccharomyces cerevisiae do evolve more
slowly [308]. We suspected that the original negative result in E. coli could be caused by
small statistical power resulting from the many fewer enzymes analyzed by Hahn et al.
[494] (n = 108) than by Vitkup et al. [308] (n = 671). We therefore repeated the E. coli
analysis using the much larger whole-genome metabolic reconstruction. We estimated the
evolutionary rate of an enzyme as the ratio of nonsynonymous substitutions to synony-
mous substitutions per nucleotide site (dN/dS) in the gene coding for the enzyme. We used
values of dN/dS obtained by comparing genes in E. coli to orthologs in the closely related
genome of Salmonella enterica. A small value of dN/dS indicates a lower evolutionary
rate due to higher constraints on enzyme evolution. Figure 6.1B shows the relationship
between enzyme connectivity and the rate of evolution (Spearman’s ρ = -0.094, P =
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0.016, n = 659; Table 6.1). The negative correlation is very small but significant.
Table 6.1: Correlations of various quanti-
ties with dN/dS.
Quantity Spearman’s ρ
Betweenness centrality 0.080∗
Enzyme connectivity −0.094∗
Metabolic flux −0.287∗∗∗
SIglu −0.341∗∗∗
SI54 −0.297∗∗∗
Gene expression −0.351∗∗∗
Protein abundance −0.501∗∗∗
Significance levels: ∗P < 0.05, ∗∗P <
0.01, ∗∗∗P < 10−6.
One potentially important confounding factor in the association between enzyme con-
nectivity and evolutionary constraint is enzyme expression. Highly connected enzymes
tend to be highly abundant (Spearman’s ρ = 0.155, P = 1.8 × 10−4, n = 581), and
in general, abundant proteins tend to evolve more slowly [222, 224]. This association
between expression level and evolutionary rate also holds for enzymes. Specifically, we
observe that high enzyme expression is associated with slow evolution (low dN/dS) re-
gardless of whether expression is measured on the mRNA level (Spearman’s ρ = -0.351,
P = 3.6 × 10−16, n = 508; Table 6.1) or on the protein level (Spearman’s ρ = -0.501,
P < 2.2×10−16, n = 581; Table 6.1). Since expression of enzyme-coding genes is strongly
correlated between the mRNA and protein level (Spearman’s ρ = 0.434, P < 2.2× 10−16,
n = 444), we focus our analysis below on the protein level [495], but note that all reported
results also hold for the mRNA level. When controlling for enzyme abundance in a partial
correlation analysis between enzyme connectivity and evolutionary rate, the correlation
loses statistical significance (Spearman’s ρ = 0.007, P = 0.865, n = 444; Table 6.2). In
other words, while highly connected enzymes evolve at slightly lower rates than less con-
nected enzymes, this association is a byproduct of the relationship between evolutionary
rate and enzyme abundance.
Similarly to enzyme connectivity, one might expect that more central enzymes should
be more constrained in their evolution, but this relationship is also not consistent across
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Table 6.2: Partial correlations of various quantities with dN/dS.
Quantity | Controlled quantity Spearman’s ρ
Enzyme connectivity | Protein abundance 0.007
Betweenness centrality | Protein abundance 0.080
Metabolic flux | Protein abundance −0.178∗∗
Metabolic flux | SIglu −0.172∗∗
SIglu | Protein abundance −0.212∗∗∗
SIglu | Metabolic flux −0.220∗∗∗
SI54 | Protein abundance −0.195∗∗
SI54 | Metabolic flux −0.209∗∗∗
Significance levels: ∗P < 0.05, ∗∗P < 0.01, ∗∗∗P < 10−6.
studies. Some studies in eukaryotic species have found a significant association [488,
490], while others have not [489, 491]. We find a very weak positive association that
is barely significant (Spearman’s ρ = 0.080, P = 0.040, n = 508; Table 6.1), and that
also loses its significance after controlling for enzyme abundance in a partial correlation
analysis (Spearman’s ρ = 0.080, P = 0.061, n = 444; Table 6.2). Thus, the association
between enzyme centrality and evolutionary rate also stems from the relationship between
evolutionary rate and enzyme abundance.
6.2.2 Enzymes catalyzing reactions with high metabolic flux
evolve slowly
A reaction’s metabolic flux refers to the rate at which the reaction converts substrates into
products. One might expect that enzymes catalyzing high flux reactions may evolve more
slowly. The reason is that such enzymes tend to supply products to a large number of
reactions and pathways, such that the effects of flux-diminishing mutations may be more
deleterious than in low-flux enzymes [308]. To study the relationship between metabolic
flux and the rate of enzyme evolution, we applied flux balance analysis (FBA) to the
metabolism of E. coli [285]. FBA is a linear programming method that maximizes the
rate of biomass production in a given nutritional environment, simultaneously balancing
all the metabolic fluxes under a steady state assumption and a set of flux constraints
[296]. FBA has been extensively used to predict the phenotype of a metabolism from its
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genotype, that is, to predict the ability of a metabolism to synthetize biomass in a given
chemical environment from the genes encoding the metabolism’s enzymes [62, 92, 286,
290, 300, 457, 496, 497]. FBA predictions are in good agreement with experimental data
for model organisms such as E. coli [285, 498–503].
We applied FBA to the E. coli metabolic network iAF1260 [285], maximizing aerobic
growth on glucose in an environment where glucose is the only carbon source. Analyzing
the association between metabolic flux and evolutionary rate is complicated by the fact
many distributions of fluxes through individual enzymes can produce the same maximal
biomass synthesis rate. For example, if two different reactions can produce the same
biomass molecule at the same maximal rate, one of the two reactions could carry the
maximal flux, while the other carries no flux, or both reactions could be active, such
that the sum of their individual fluxes produces the metabolite at the maximal rate.
In other words, a metabolic network can solve the problem of synthesizing biomass in
multiple equivalent ways. To account for this flux variation, we used MCMC sampling
to uniformly sample the space of all possible flux values [302]. We then computed a
distribution of flux values for each of the reactions in the E. coli metabolic network, and
used the median of this distribution as the reaction flux. To our knowledge, this is the first
time that the complete flux distribution, as determined by MCMC sampling, is taken into
consideration in studying the relationship between metabolic flux and enzyme evolution.
Figure 6.2 shows that enzymes catalyzing high-flux reactions evolve more slowly (Spear-
man’s ρ = -0.323, P < 2.2×10−16, n = 614; Table 6.1). Importantly, this association does
not disappear if we account for enzyme abundance: While high-flux enzymes tend to be
highly abundant (Spearman’s ρ = -0.375, P < 2.2×10−16, n = 543), they still evolve more
slowly in a partial correlation analysis that controls for enzyme abundance (Spearman’s
ρ = -0.178, P = 3 × 10−5, n = 543; Table 6.2). This observation agrees with a previous
finding that high-flux yeast metabolic enzymes are subject to more constrained evolution
[308]. A similar association has been found with experimental flux measurements in the
human erythrocyte core metabolism [492].
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Figure 6.2: Enzymes catalyzing reactions with high metabolic flux evolve
more slowly. The relationship between metabolic flux and enzyme evolutionary rate
measured as dN/dS (Spearman’s ρ = -0.323, P < 2.2 × 10−16, n = 614). The dashed
line shows the best linear fit to the data and is provided as a visual guide. Note the
logarithmic scale on both axes.
6.2.3 Highly superessential enzymes evolve slowly
A central function of a metabolic network is to synthetize the small-molecule precursors of
biomass (amino acids, nucleotides, cofactors, etc.) that are indispensable for cell growth
and survival. In a given chemical environment, a metabolic reaction is essential if its
product is needed for viability, i.e., for biomass synthesis, and if its removal (“knock-
out”) eliminates this ability. Otherwise the reaction is nonessential. Reaction essentiality
depends not only on the environment, but also on a network’s genotype, that is, on the
genes encoding the enzymes of the network. For example, certain genes are only essen-
tial in some strains of Saccharomyces cerevisiae [504]. One reason for such variation in
essentiality is that different organisms can synthesize the same biomass molecules via al-
ternative metabolic pathways that comprise different biochemical reactions and enzymes,
which are encoded by different genes [290, 498, 505, 506].
While it is easy to manipulate an organism’s environment experimentally to study how
reaction essentiality depends on the environment, current technologies limit our ability to
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systematically alter metabolic genotypes to study how essentiality varies with metabolic
genotypes, i.e., with the presence or absence of genes encoding alternative metabolic path-
ways. This limitation calls for computational approaches. One such approach is suited
to study comprehensively how the presence or absence of enzyme-coding genes affects
the essentiality of other enzyme-coding genes [290]. It builds on the ability of FBA to
efficiently predict a metabolic network’s phenotype—whether the network can produce
biomass in a given environment—from its genotype. Briefly, the approach samples the
“universe” of more than 5,000 biochemical reactions known to occur in at least one species,
to generate viable metabolic networks with a given phenotype, but an otherwise random
complement of reactions [62]. By analyzing large ensembles of such random viable net-
works, one can determine how difficult it is to bypass a reaction through an alternative
metabolic pathway, by computing a reaction’s superessentiality index (SI) [290]. The SI
of a reaction, which ranges from zero to one, is the fraction of random viable networks in
which the reaction is essential for viability. In any given environment, reactions with a
SI close to zero are easily bypassed, and non-essential for viability in most metabolisms,
whereas reactions with the highest SI of one are always essential and cannot be bypassed
according to current biochemical knowledge.
It is possible that highly superessential reactions (large SI, not easily by-passed) evolve
at lower rates, because they may be subject to stronger purifying selection caused by their
greater importance for viability in different genetic backgrounds. This could be especially
the case in bacteria, where gene content can evolve very fast via lateral gene transfer,
so that a given enzyme may become part of many different metabolic networks during
its evolutionary history. To find out whether this is the case, we used superessentiality
indices of E. coli metabolic reactions computed for (i) an aerobic minimal environment
with glucose as the only carbon source (SIglu) and (ii) 54 minimal environments that
contain different unique carbon sources (SI54) [290].
Figure 6.3A shows that E. coli reactions with high SIglu evolve more slowly (Spear-
man’s ρ = -0.341, P < 2.2×10−16, n = 568; Table 6.1). It is possible that this association
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could be explained by enzyme abundance, because superessential enzymes tend to be
highly abundant (Spearman’s ρ = 0.302, P = 1.6 × 10−12, n = 525). However, the as-
sociation between SIglu and dN/dS persists in a partial correlation analysis that controls
for protein abundance (Spearman’s ρ = -0.212, P = 9.7 × 10−7, n = 525; Table 6.2). In
other words, enzymes that are difficult to bypass in a glucose minimal environment evolve
slowly, and do so independently of their abundance.
Like SIglu, SI54 quantifies how difficult it is to bypass a metabolic reaction, but does so
for 54 different environments, each containing one of 54 nutrients as its sole carbon source.
A reaction or enzyme has a high SI54 if its removal abolishes viability in at least one of
the 54 different environments for a large fraction of random networks viable in these 54
environments. Enzymes with a high SI54 also evolve slowly (Fig. 6.3B; Spearman’s ρ =
-0.297, P = 5.3× 10−13, n = 568; Table 6.1). While these enzymes also tend to be highly
abundant (Spearman’s ρ = 0.208, P = 1.6×10−6, n = 525), the association persists when
we control for enzyme abundance in a partial correlation analysis (Spearman’s ρ = -0.195,
P = 7.2× 10−6, n = 525; Table 6.2).
Reactions highly superessential in a glucose-minimal environment tend to carry a
high metabolic flux in this environment (Spearman’s ρ = 0.516, P < 2.2 × 10−16, n =
568). Metabolic flux is thus an additional potentially confounding factor for the observed
relationship between SIglu and evolutionary rate. However, a partial correlation analysis
shows that enzymes with high SIglu still evolve more slowly after controlling for metabolic
flux (Spearman’s ρ = -0.220, P = 1.3× 10−7, n = 568; Table 6.2). Similarly, the effect of
SI54 on enzyme evolution still holds after controlling for metabolic flux (Spearman’s ρ =
-0.220, P = 1.3× 10−7, n = 568 ; Table 6.2).
6.2.4 The multifunctionality of an enzyme does not affect its
rate of evolution
Metabolic enzymes can be classified as either specialists or generalists [307]. A specialist
enzyme catalyzes one specific chemical reaction, while a generalist enzyme catalyzes more
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Figure 6.3: Enzymes with high superessentiality evolve more slowly. (A)
Scatter-plot showing the negative association between enzyme superessentiality in glucose
(SIglu) and evolutionary rate measured as dN/dS (Spearman’s ρ = -0.341, P < 2.2×10−16,
n = 568). (B) Scatter-plot showing the association between enzyme superessentiality in
54 different carbon sources (SI54) and dN/dS (Spearman’s ρ = -0.297, P = 5.3× 10−13, n
= 568). In both panels, a dashed line shows the best linear fit to the data and is provided
as a visual guide. Note the logarithmic scale of the y-axes.
than one reaction. One might expect that generalist enzymes evolve more slowly than
specialist enzymes, since mutations in the genes encoding them may affect more than one
metabolic pathway or function. This would at least be predicted by existing work on
mutations that are pleiotropic, i.e., they affect multiple different phenotypes [507]. For
example, theoretical considerations [508–510], and empirical evidence in yeast suggest that
highly pleiotropic mutations tend to be more deleterious than less pleiotropic mutations
[511].
For metabolic enzymes in E. coli, we find that generalist enzymes have a lower median
evolutionary rate (1.096; n = 220) than specialist enzymes (1.114; n = 424), but the
difference between these two enzyme categories is not significant (Wilcoxon rank-sum
test, P = 0.747). Thus, there is no connection between multifunctionality or pleiotropy
on the one hand, and evolutionary rate on the other hand, at least for E. coli metabolic
enzymes.
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6.3 Discussion
Natural selection on the function of a molecular network constrains how the network’s
genes evolve. Conversely, changes in network genes affect the function of the whole net-
work. In other words, the evolution of a network’s parts affects the evolution of the whole
network, and vice versa. These two types of influence are entangled, because changes in
network function that result from changes in network genes can themselves impose new
evolutionary constraints on network genes. Here we study how the structure and function
of a large metabolic network (the whole) influences the evolution of its constituent enzymes
(the parts). In doing so, we perform a comprehensive exploration of the metabolic deter-
minants of enzyme evolution. Our analysis is part of a research tradition aiming to under-
stand the molecular evolution of living systems by relating the evolutionary rates of genes
with their function and position in a biological network [308, 385, 464, 478, 482, 483, 494].
An advantage of using metabolic systems in such studies is that the relationship between
the functions of the enzymes and the network is especially well understood [20, 284, 300].
First, we show that the position of an enzyme in the E. coli metabolic network does
not affect its rate of evolution. Previous studies have found significant but very mod-
est correlations between some topological network parameters and evolutionary rates in
other metabolic networks and pathways [308, 488–490]. However, in the E. coli metabolic
network, central and highly connected enzymes do not evolve at different rates when we
control for their abundance. This corroborates previous findings in small-scale metabolic
systems of mammals [490, 492] and E. coli [494]. Other studies in yeast [308] and
Drosophila [489] have found that the connectivity of an enzyme influences its rate of
evolution. However, even where significant, this association is very weak. Such a weak
or absent association is not unreasonable, considering the “bow-tie” architecture of a
metabolic network [291, 292], where numerous input pathways of nutrient conversion feed
into a highly interconnected central core metabolism, which feeds many output biosyn-
thetic pathways. Some of these biosynthetic pathways are linear sequences of reactions
that produce essential and complex biomass molecules, such as amino acids or enzyme
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cofactors. A loss-of-function mutation of an enzyme in one such linear and peripheral
pathway would be lethal [51], even though the enzyme is not highly connected. In other
words, mutations in both central and peripheral enzymes can be deleterious, albeit for
different reasons.
In agreement with previous studies in other organisms [308, 492], we find that metabolic
flux—the rate at which a reaction converts substrates into products—affects enzyme evo-
lution. We find that enzymes catalyzing reactions with high flux tolerate fewer amino
acid substitutions than enzymes catalyzing reactions with lower fluxes. In other words,
the function of a metabolic network, that is, biomass production, constrains the evolution
of network genes through amino acid substitutions in a non-uniform way: Enzymes with
high flux experience greater constraints than enzymes with low flux, since they are more
important for network function.
In any one metabolic network, a loss of function mutation in a given enzyme may be
lethal (in a specific environment), because it abolishes the network’s ability to produce
biomass. In other metabolic networks with the same phenotype but a different metabolic
genotype—a different complement of enzyme-coding genes—the enzyme may not be es-
sential, because alternative reactions or pathways can assume its role. The extent to
which an enzyme or reaction is easy or difficult to bypass is a function of metabolic bio-
chemistry, and can be quantified through a reaction’s superessentiality index [290]. Highly
superessential reactions (enzymes) are difficult to bypass and their loss would be lethal in
many different genetic backgrounds, while the loss of lowly superessential enzymes would
be lethal in only a few backgrounds.
We find that highly superessential enzymes evolve more slowly. Relevant for this
observation is that the metabolic genotypes of bacteria can evolve very rapidly. That is,
bacterial enzymes can rapidly get lost via gene deletion or loss-of-function mutations, and
new enzymes may be acquired via horizontal gene transfer [312]. For example, closely
related E. coli strains may differ in more than 20% of their genomes, and in hundred
or more metabolic genes, a difference that is partly due to horizontal gene transfer and
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gene deletions [313, 512]. On evolutionary time scales, bacterial metabolic enzymes can
thus find themselves operating in different genotypic backgrounds, such that differences in
superessentiality matter for their rate of evolution, as our data shows. Superessentiality
might influence the rate of evolution less in organisms whose metabolic genotypes change
more slowly.
Finally, we also tested if generalist enzymes, which catalyze many reactions, are sub-
jected to higher selective constraints than enzymes just catalyzing a single chemical re-
action, as theoretical expectations would predict [508–510]. Previous studies have found
that multifunctional genes in yeast evolve slowly [473, 474], corroborating theoretical ex-
pectations [513], although the magnitude of this effect is very modest. In mammals,
multifunctional proteins also tend to be constrained, and the more functions a protein is
involved in, the lower is its rate of evolution [475]. However, generalist (multifunctional)
enzymes do not evolve more slowly, indicating that pleiotropy is not constraining enzyme
evolution, at least in E. coli.
We note that myriad other, non-metabolic factors may influence the evolution of
enzyme-coding genes. These include protein structure [514], chaperone targeting [279–
282], and many others, but the dominant factor is usually gene expression level [385,
464]. It is thus remarkable that the associations between evolutionary rate and metabolic
flux or superessentiality are moderately high, comparable in strength to that between
evolutionary rate and mRNA expression level, and only below the association between
evolutionary rate and protein abundance.
In conclusion, our analysis of the rates of evolution of enzyme-coding genes in the
E. coli metabolic network shows how a gene’s role in the function of a larger network
can affect its evolution. In doing so, we show how a systems-level perspective can help
understand the factors that contribute to protein evolution.
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6.4 Materials and Methods
6.4.1 Metabolic network
To investigate how the topology of a metabolic network affects the evolution of metabolic
genes, we constructed a reaction graph representation of the E. coli metabolic network
model iAF1260 [285], which includes 2,382 reactions and 1,972 metabolites. In a reac-
tion graph, nodes represent reactions, which are connected by an edge if they share at
least one metabolite as either a substrate or a product [515]. When constructing this
reaction graph, we did not consider the following currency metabolites, which are the
most highly connected metabolites: H, H2O, ATP, orthophosphate, ADP, pyrophosphate,
NAD, NADH, AMP, NADP, NADPH, CO2, and CoA [308]. The inclusion of such metabo-
lites, which participate in many different reactions, would create many reactions that are
adjacent in the graph but not otherwise functionally related. Such reactions would come
to dominate the structure of the network, and obscure patterns of connections between
functionally related reactions. The reaction graph thus created comprises 2,382 nodes and
18,953 edges. In this graph, we computed the connectivity (or degree) of every reaction,
which is its number of edges. In other words, the connectivity of a reaction is the number
of other reactions that share at least one metabolite with the focal reaction. To determine
the centrality of a reaction, we computed its betweenness centrality [381, 516], which is
the number of shortest paths between any two nodes that pass through this reaction.
To study how different properties of a metabolic reaction may affect the evolution of the
enzyme-coding gene whose product catalyzes the reaction, it is preferable to work mostly
with reactions that show a one-to-one relationship to enzyme-encoding genes. Therefore,
we exclude from our evolutionary analyses reactions catalyzed by large macromolecular
complexes that are encoded by multiple genes. Following Vitkup et al. [308], for enzymes
that catalyze more than one reaction, we use the reaction carrying the largest metabolic
flux (the rate at which metabolites are converted into products) because it is the reaction
imposing a higher evolutionary constraint. In addition, also following Vitkup et al. [308],
Materials and Methods 238
wherever different enzymes (isoenzymes) catalyze the same chemical reaction, we use the
enzyme with the lowest rate of sequence evolution. The resulting dataset comprises 659
enzyme-coding genes associated with the same number of metabolic reactions.
6.4.2 Metabolic fluxes
We determined the distribution of fluxes that is allowable during growth on glucose for
each reaction in the E. coli metabolic model iAF1260 [285] using MCMC sampling [302].
We used the artificially centered hit-and-run algorithm (ACHR) [303] with minor modi-
fication as described by Bordbar et al. [304] and Lewis et al. [305]. We implemented the
ACHR algorithm with the ACHRSampler in COBRA Toolbox v.2.0.5 [517], using the in
the MATLAB (The MathWorks, Natick, MA) environment R2012b. We used a minimal
(computational) medium in which glucose was the only carbon source, and set the uptake
rate of glucose to the value of 8 millimoles per gram dry cell weight per hour. Following
Nam et al. [307], in order to restrict the sampling to the space of flux values relevant to
in vivo E. coli growth on glucose, we established a lower bound to the biomass objective
function of 90% of the optimal growth rate predicted by FBA [296]. The mixed fraction is
a metric introduced by Bordbar et al. [304] to measure the uniformity of the sample from
the space of allowed fluxes. We obtained a mixed fraction of 0.5096, which suggests that
the space was nearly uniformly sampled [304]. We removed reactions with a median flux
value greater than 15 millimoles per gram dry cell weight per hour from further analysis
to ensure the exclusion of reactions involved in futile cycles [306, 518].
6.4.3 Reaction superessentiality and enzyme multifunctionality
We obtained superessentiality indices of metabolic reactions for growth on glucose (SIglu)
and for growth on 54 different sole carbon sources (SI54) from Barve et al. [290].
We followed the classification of E. coli K-12 enzymes in generalists and specialists of
Nam et al. [307]. Enzymes that only catalyze a specific chemical reaction were classified
as specialists, while enzymes that catalyze more than one reaction were classified as
generalists.
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6.4.4 Evolutionary rates
We obtained the values of dN/dS, dN, and dS in this analysis from the study by Alvarez-
Ponce et al. [448]. In that study, orthologs in E. coli and S. enterica genomes were
identified as reciprocal best hits [424] using the protein-protein Basic Local Alignment
Search Tool (i.e., BLASTP with an E-value cut-off of 10−10). Each pair of orthologous
proteins was aligned using ProbCons 1.2 [519]. The resulting alignments were back-
translated into codon-based nucleotide alignments, and the ratio dN/dS was estimated
using the program codeml from the package PAML 4.7 (one-ratio model M0) [427].
6.4.5 Gene expression and protein abundance
We obtained gene expression data for E. coli K-12 MG1655 grown in rich medium (LB)
at 37 ◦C from Chen and Zhang [432], who quantified gene expression levels as numbers
of RNA-seq reads per gene, normalized by gene length. We retrieved protein abundance
data of E. coli K-12 MG1655 from the integrated dataset of PaxDb 3.0 [495].
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