Abstract. A classical result by Pachner states that two d-dimensional combinatorial manifolds with boundary are PL homeomorphic if and only they can be connected by a sequence of shellings and inverse shellings. We prove that for balanced, i.e., properly (d + 1)-colored, manifolds such a sequence can be chosen such that balancedness is preserved in each step. As a key ingredient we establish that any two balanced PL homeomorphic combinatorial manifolds with the same boundary are connected by a sequence of basic cross-flips, as was shown recently by Izmestiev, Klee and Novik for balanced manifolds without boundary. Moreover, we enumerate combinatorially different basic cross-flips and show that roughly half of these suffice to relate any two PL homeomorphic manifolds.
Introduction
An (elementary) shelling is the removal of a facet F from a simplicial complex ∆ with the additional requirement that the set {G ⊆ F : G / ∈ ∆ \ F } has a unique minimal element. A pure d-dimensional simplicial complex is shellable if it can be reduced to the d-simplex by a sequence of shellings. Shellability naturally extends to more general objects, such as polyhedral complexes and simplicial posets, and it has become an important concept not only in topological combinatorics [Bjö95] and polyhedral theory [BM71] but also in piecewise linear topology [Bin83, RS82] , algebraic combinatorics and combinatorial commutative algebra [Sta96] as well as poset theory [BW96, BW97, Wac07] . Prominent examples of shellable simplicial complexes comprise e.g., triangulations of 2-spheres [DK78] and boundary complexes of polytopes, as shown by Brugesser and Mani [BM71] . The latter was used by McMullen in his proof of the Upper Bound Theorem, providing tight upper bounds on the face numbers of convex polytopes [McM70] . Shellability also places strong conditions on the topology of a simplicial complex since it is well-known that any shellable simplicial complex is homotopy equivalent to a wedge of spheres [DK74] . In particular, any shellable pseudomanifold is homeomorphic to a ball or a sphere. Unfortunately, the converse is not true, i.e., there exist combinatorial balls and spheres that are non-shellable (see e.g., [Rud58, Zie98] and [HZ00, Lic91] ).
Allowing not only shellings but also the inverse operations, Pachner [Pac91, Theorem 6.3] could show the following result: Theorem 1.1. Two combinatorial manifolds with boundary are PL homeomorphic if and only if they are related by a sequence of shellings and inverse shellings.
Our focus in this article lies on balanced simplicial complexes, i.e., pure simplicial complexes whose underlying graph admits a "minimal" coloring. Those complexes were originally introduced by Stanley [Sta79] and examples include barycentric subdivisions of regular CW complexes, Coxeter complexes and Tits buildings. While, clearly, shellings preserve balancedness, inverse shellings might add a new possibly monochromatic edge, which destroys balancedness. In particular, if ∆ and Γ are balanced PL homeomorphic manifolds, the sequence provided by Theorem 1.1 might contain non-balanced simplicial complexes in intermediate steps. Our main result shows that this obstruction can be avoided. Theorem 1.2. Two balanced combinatorial manifolds ∆ and Γ with boundary are PL homeomorphic if and only if they can be connected by a sequence of shellings and inverse shellings that preserves balancedness in each step. Theorem 1.2 provides a positive answer to Problem 1 in [IKN17] , posed by Izmestiev, Klee and Novik. Our proof technique combines ideas of Pachner's proof of Theorem 1.1 and methods developed and employed in [IKN17] . As a key step, we use those ideas together with a result by Casali [Cas95, Proposition 4 ] to show the following: Theorem 1.3. Let ∆ and Γ be balanced combinatorial manifolds with ∂∆ ∼ = ∂Γ. Assume moreover that the isomorphism preserves the coloring. Then ∆ and Γ are PL homeomorphic if and only if they are related by a sequence of cross-flips.
The previous result provides an analog of Theorem 1.2 in [IKN17] , where the corresponding statement was shown for closed manifolds. Roughly speaking a crossflip is the balanced analog of a bistellar flip and it substitutes a subcomplex of the boundary of the cross-polytope with its complement. (We defer more details and the precise definitions to Section 2.) With Theorem 1.3 in hand, the strategy to show Theorem 1.2 is to first reduce to the situation that ∆ and Γ have the same boundary and then to convert each cross-flip needed to transform ∆ into Γ into a sequence of shellings and inverses. The latter requires two ingredients: First, the construction of shellings for particular subcomplexes of the boundary of the cross-polytope, relative to their boundaries (Theorem 3.20), and second, building a "collar" around a manifold in order to protect its boundary -an idea which goes back to Pachner (Theorem 3.16).
It was shown in [IKN17] that in order to relate any two closed balanced PL homeomorphic manifolds it is enough to consider a restricted set of moves, referred to as basic cross-flips (see Section 2.3 for the precise definition). [IKN17, Problem 2] asks for a description and the number of combinatorially distinct basic cross-flips. We provide an answer to this question, which can be summarized as follows (see Theorems 4.3 and 4.14 for the detailed statements): Theorem 1.4. There are 2 d+1 − 1 combinatorially distinct basic cross-flips in dimension d, out of which 2 d are sufficient to relate any two d-dimensional PL homeomorphic balanced manifolds without boundary or with the same boundary.
The enumeration of combinatorially distinct cross-flips relies on a detailed study of their combinatorics. For the proof of the second part of Theorem 1.4 we construct a set M of basic cross-flips with |M | = 2 d such that any other basic cross-flip can be expressed as a combination of cross-flips in M .
The layout of this article is as follows. Section 2 provides necessary background on simplicial complexes and the combinatorics of local moves. Section 3 contains the proof of Theorem 1.2. In Section 4 we prove the statements of Theorem 1.4. We end this article with some open problems in Section 5.
Combinatorics of and moves on simplicial complexes
In this section, we provide background on the combinatorics of simplicial complexes and simplicial moves (including stellar subdivisions, bistellar flips and crossflips). The last part of this section discusses shellability and (inverse) shellings.
2.1. Simplicial complexes and combinatorial manifolds. We start with several definitions. For a detailed exposition of this subject we refer to Stanley's book [Sta96] . An (abstract) simplicial complex ∆ on a (finite) vertex set V = V (∆) is a collection of subsets of V (∆) that is closed under inclusion. Elements F ∈ ∆ are called faces of ∆, and maximal faces (with respect to inclusion) are called facets. We use F(∆) to denote the set of facets of ∆. The dimension of a face F is dim(F ) = |F | − 1 and the dimension of ∆ is dim(∆) = max {dim(F ) : F ∈ ∆}. 0-dimensional and 1-dimensional faces are also called vertices and edges of ∆, respectively. If all facets of ∆ are of the same dimension, then ∆ is called pure. A subcomplex Γ of ∆ is any simplicial complex Γ ⊆ ∆. We call such a subcomplex Γ ⊆ ∆ induced if any F ⊆ V (Γ) with F ∈ ∆ is a face of Γ. Given a collection of faces F 1 , . . . , F m of a simplicial complex ∆, we denote by F 1 , . . . , F m the smallest simplicial complex that contains F 1 , . . . , F m , i.e., F 1 , . . . , F m = {F ⊆ V (∆) : F ⊆ F i for some 1 ≤ i ≤ m}.
Given a face F ∈ ∆, the link and the star of F in ∆ are two simplicial complexes providing a local description of ∆ around F : lk ∆ (F ) = {G ∈ ∆ : F ∪ G ∈ ∆, F ∩ G = ∅} and st ∆ (F ) = {G ∈ ∆ : F ∪ G ∈ ∆} .
The deletion of a face F ∈ ∆ describes the simplicial complex ∆ outside of F : ∆ \ F = {G ∈ ∆ : F G} .
Similarly, the deletion ∆ \ Γ of a subcomplex Γ from a simplicial complex ∆ is defined as
The join of the simplicial complexes ∆ and Γ on disjoint vertex sets is
A combinatorial d-sphere (or PL sphere) is a simplicial complex that is PL homeomorphic to the boundary of a (d + 1)-simplex ∂σ d+1 . Similarly, a combinatorial d-ball is a simplicial complex that is PL homeomorphic to a d-simplex σ d . Here and in the following, we use σ d and ∂σ d to denote a d-simplex and its boundary complex, when the vertex set is not important.
A d-dimensional simplicial complex ∆ is a combinatorial d-sphere if and only if ∆ and ∂σ d+1 have a common subdivision. Moreover, any combinatorial d-sphere is homeomorphic to a d-sphere and for d ≤ 3 also the converse is true. For d ≥ 5 however, there exist d-dimensional simplicial complexes that are homemorphic to a d-sphere but that are not combinatorial spheres. An instance for this phenomenon is provided by the (d − 3)-suspension of the Poincaré 3-sphere (d ≥ 5), which is homeomorphic to a d-sphere [Can79, Edw75] , but which is not a combinatorial sphere, since the Poincaré 3-sphere occurs as one if the links (see also [BHL03] for examples of topological spheres with few vertices that are non-PL spheres). The problem of whether any 4-dimensional simplicial complex that is homemorphic to a sphere is also a combinatorial 4-sphere is open.
A closed combinatorial d-manifold is a connected simplicial complex ∆ such that for every non-empty face F ∈ ∆ the link lk ∆ (F ) is a combinatorial (d − |F |)-sphere. A combinatorial d-manifold with boundary is a connected simplicial complex ∆ such that for every non-empty face F ∈ ∆ the link lk ∆ (F ) is either a combinatorial
with boundary, then its boundary complex ∂∆ is defined as ∂∆ = {F ∈ ∆ : lk ∆ (F ) is a combinatorial ball} ∪ {∅}.
Equivalently, the boundary complex of ∆, which is itself a closed combinatorial (d − 1)-manifold, is the simplicial complex whose facets are the (d − 1)-faces of ∆ contained in exactly one facet of ∆. We will take this as the definition of the boundary complex of any simplicial complex ∆. So, in particular ∂∆ = ∅, if ∆ is a closed manifold. If F ∈ ∆ is a face of a simplicial complex ∆, we write ∂F for its boundary complex, i.e., ∂F = {G F }. We define the interior • ∆ of a combinatorial d-manifold ∆ as the set of all faces of ∆ not in the boundary complex.
An easy but important combinatorial invariant associated to a d-dimensional simplicial complex ∆ is its f -vector f (∆) = (f −1 (∆) . . . , f d (∆)), where f j (∆) denotes the number of j-dimensional faces of ∆. Often, it is more convenient to consider the so-called h-vector h(∆) = (h 0 (∆), . . . , h d+1 (∆)) of ∆, defined by
2.2. Stellar moves and bistellar flips. In this section we define different local moves on simplicial complexes and state well known results on the equivalence classes determined by such moves. Given a simplicial complex ∆ and a face F ∈ ∆, the stellar subdivision of ∆ at F is the simplicial complex
where v / ∈ ∆ is a new vertex. If two simplicial complexes can be transformed one into the other by a sequence of stellar subdivisions and their inverses (stellar welds), we say that they are stellarly equivalent. Clearly, neither subdivisions nor welds do affect the topology of a simplicial complex. Indeed the following classical result was shown by Alexander:
Theorem 2.1. [Ale30, Theorem 10:3] Two simplicial complexes ∆ and Γ are PL homeomorphic if and only if they are stellarly equivalent.
Several other results in the same flavor exist, e.g., Alexander [Ale30] and Newman [New31] independently showed that edge subdivisions and welds suffice, and Ludwig and Reitzner provided a "geometric" version of this result for polytopes [LR06] . Moreover, Lutz and Nevo [LN16] proved that PL homeomorphic flag simplicial complexes can be transformed into each other by a sequence of edge subdivisions and welds such that flagness is preserved in each step.
As the number of facets added by a stellar subdivision at a face F ∈ ∆ depends on the combinatorics of the link lk ∆ (F ), unfortunately there are infinitely many combinatorially different stellar subdivisions even if both the dimension of ∆ and the dimension of F are fixed. The following set of moves, that was introduced by Pachner [Pac78] , remedies this situation by providing finitely many moves for each dimension.
Let ∆ be a d-dimensional simplicial complex and assume that there exists a face A ∈ ∆ such that lk ∆ (A) = ∂B, for some B / ∈ ∆. A bistellar flip (or bistellar move) on ∆ is the operation χ A,B defined by
i.e., a bistellar flip exchanges A * ∂B with ∂A * B . Clearly, the inverse of a bistellar flip χ A,B is given by the bistellar flip χ B,A . Two simplicial complexes ∆ and Γ are called bistellar equivalent if they are related by a sequence of bistellar flips.
We write ∆ bst ≈ Γ in this case. Bistellar moves admit a nice and simple geometric description: Indeed, the bistellar flip χ A,B just replaces the subcomplex A * ∂B that is isomorphic to a subcomplex D of ∂σ d+1 which is a d-ball, with the complex ∂A * B that is isomorphic to the complement of D in ∂σ d+1 . As ∂σ d+1 has exactly d + 1 combinatorially different pure d-dimensional subcomplexes (that are all d-balls), there are exactly d + 1 distinct bistellar flips in dimension d. Figure 1 depicts all bistellar flips in dimension 2. The following analog of Theorem 2.1 is due to Pachner (see also [Lic99] for a proof). Since any bistellar flip can be written as a composition of a stellar subdivision and a weld, the "If"-part of Theorem 2.2 is a direct consequence of Theorem 2.1. However, for closed manifolds stellar and bistellar equivalence even turn out to be equally strong. Indeed, Pachner [Pac91, Lemma 4.8] showed that every stellar subdivision at a face F in the interior of a simplicial complex ∆ such that lk ∆ (F ) is shellable can be realized by a sequence of bistellar flips. Casali [Cas95, Proposition 4] could improve on this result by proving that the shellability assumption is not necessary. As an almost immediate consequence, she obtained the following analog of Theorem 2.2 for manifolds with boundary.
Proposition 2.3. [Cas95, Main Theorem] Let ∆ and Γ be combinatorial d-manifolds with isomorphic boundaries, i.e., ∂∆ ∼ = ∂Γ. Then ∆ and Γ are PL homeomorphic if and only they are bistellar equivalent.
Observe that, since bistellar flips do not affect the boundary, all manifolds constructed from the sequence of bistellar flips, guaranteed by the previous proposition, have the same boundary. We will use Proposition 2.3 together with this simple observation in Section 3.2.
2.3. Bistellar moves and cross-flips on balanced complexes. A natural question that arises from the previous sections is, whether there are analogs of Theorem 2.1 and Theorem 2.2 for special classes of simplicial complexes. In the following, our focus lies on balanced complexes whose definition we now recall.
A simplicial complex ∆ is called properly m-colorable if there exists a map (a coloring) κ : V (∆) → {0, 1, . . . , m−1} such that there are no monochromatic edges, i.e., κ(u) = κ(v) for all {u, v} ∈ ∆. Clearly, a proper coloring of a d-dimensional simplicial complex ∆ requires at least d + 1 different colors. If such a minimal coloring exists, we say that ∆ is balanced. Examples include Coxeter complexes, Tits buildings and barycentric subdivisions of regular CW complexes, which in particular means that if a topological manifold admits a (finite) triangulation, then it also admits a balanced one. Note that it follows from the refutation of the Triangulation Conjecture by Manolescu, that for d ≥ 5 there exist compact topological manifolds of dimension d that are not homeomorphic to a finite simplicial complex [Man16] . Balanced simplicial complexes have been studied intensively during the last years and many classical results have been proven to exhibit balanced analogs [IKN17, JKM17, MJKS17, KN16] .
It is easy to see that stellar subdivisions might destroy balancedness of a simplicial complex. In fact, even if the resulting complex after applying such a move is balanced, in general the vertex colors are not preserved. As the balanced analog of stellar subdivisions, Fisk [Fis77a, Fis77b] introduced balanced stellar subdivisions (see also [IJ03] ). Very recently, Murai and Suzuki [MS18] showed that even in dimension 2 Theorem 2.1 does not have a balanced analog.
At first glance, the situation appears similar for bistellar subdivisions. In general, balancedness is not maintained and even if it is, the vertex colors might change. Note that the last result does not cover the case of balanced combinatorial manifolds and indeed, as remarked before, balancedness might be destroyed by bistellar flips. The proof of Theorem 2.4 makes use of a so-called m-colorable pseudocobordism that connects ∆ and Γ by a sequence of shellings and inverse shellings. The latter sequence is turned into a sequence of bistellar flips between ∆ and Γ. However, the coloring of the pseudo-cobordism requires at least d + 2 colors. A similar idea will be used in Section 3.5 to prove our main result Theorem 1.2. Definition 2.5. Let ∆ be a balanced d-dimensional simplicial complex and let D ∆ be an induced subcomplex that is isomorphic to a shellable and co-shellable subcomplex of Clearly, there are only finitely many d-dimensional cross-flips. However, compared to the number of d-dimensional bistellar flips, their number is considerate. It is therefore natural to ask, if Theorem 2.6 can be improved by showing that a particular subset of cross-flips suffices. Indeed, in [IKN17] it is shown that such a set is provided by the so-called basic cross-flips. We now recall this construction, which uses the so-called diamond operation:
For simplicity, we assume that the vertices of the We also want to remark that the diamond operation can easily be extended to any pure balanced (d + 1)-dimensional simplicial complex ∆ with a specified coloring by first interpreting the vertex colors as vertex labels and then applying the diamond operation to the boundary of every (d+1)-simplex. In this way, a balanced simplicial complex can be converted into a cross-polytopal complex. We will use this idea from [IKN17] in Section 3.
In [IKN17] (essentially the proof of Theorem 3.10; cf., [IKN17, Remark 3.12]), the following improvement of Theorem 2.6 was proven:
Theorem 2.8. Two closed balanced combinatorial manifolds are PL homeomorphic if and only if they can be obtained from each other by a sequence of basic cross-flip.
Though the number of basic cross-flip is already considerably smaller than the number of cross-flips, a priori there are still about 2 d+2 − 2 many (one for each proper subcomplex of σ d+1 that is a d-ball). However, not all of those are combinatorially different. In dimension 2 there are 11 combinatorially distinct cross-flips (see Figure 2 ), but only the 7 in the first two lines of Figure 2 turn out to be basic. Moreover, the move in the middle row on the left is the trivial move, which does not have any effect
It is hence natural to raise the following problem:
Problem 2.9. [IKN17, Problem 2] Give an explicit description of basic cross-flips. How many combinatorially distinct basic cross-flips are there? Theorem 4.3 will provide a solution to this question.
Shellings and their inverses.
It is worth remarking that all operations considered so far leave the boundary of a simplicial complex unchanged. Hence, if one wants to connect PL homeomorphic manifolds with boundary another set of moves is needed. This set is provided by shellings and inverse shellings. A pure d-dimensional simplicial complex ∆ is shellable if there exists an ordering F 1 , . . . , F m of the facets of ∆ such that for every 1 ≤ i ≤ m the set
has a unique minimal element R(F i ), the so-called restriction face of F i . The ordering F 1 , . . . , F m is called a shelling of ∆.
Shellings can be used to compute the h-vector of a simplicial complex, since one has the relation (2.1)
(see e.g., [Zie95, Theorem 8.19] ). We will use this to compute the h-vectors of diamond complexes in Section 4.2.
Definition 2.10. Let ∆ be a pure d-dimensional simplicial complex and let F ∈ ∆ be a facet. Assume that F can be written as F = A ∪ R, where
The inverse operation is referred to as inverse shelling.
If two pure simplicial complexes ∆ and Γ are related by a sequence of shellings and inverse shellings, we write ∆ sh ≈ Γ. Now let F 1 , . . . , F m be a shelling of a pure d-dimensional simplicial complex ∆ and let us define ∆ i = F 1 , . . . , F i for 1 ≤ i ≤ m. It directly follows from the definition of a shelling that for every facet F i , we either have F i = R(F i ), or F i can be decomposed as in Definition 2.10 (with ∆ i in place of ∆). In particular, it follows that shellable combinatorial manifolds with boundary are exactly those simplicial complexes that can be transformed into a simplex by a sequence of shellings (without inverses), which implies that any shellable combinatorial manifold with boundary is a combinatorial ball. Similarly, any shellable combinatorial manifold without boundary is a combinatorial sphere. Once again, shellings and their inverses preserve the PL homeomorphism type and Pachner showed that also the converse is true. Question 2.12. Can any two PL homeomorphic balanced combinatorial manifolds with boundary be related by a sequence of elementary shellings and inverse shellings, such that balancedness (and the coloring) is preserved in each intermediate step?
If two balanced combinatorial manifolds with boundary ∆ and Γ can be connected by such a sequence, we write ∆ bsh ≈ Γ. Inverse shellings that preserve balancedness will also be referred to as balanced inverse shellings in the following. It is not hard to see that Question 2.12 has an affirmative answer if ∆ and Γ are balanced shellable balls, since in this case they can be reduced to the simplex only using shellings. However, it is well-known that there are combinatorial balls that are non-shellable (see e.g., [Rud58] and [Zie98] ). Our main result Theorem 1.2 answers Question 2.12 in the positive in full generality and thereby provides a balanced analog of Theorem 2.11. In particular, together with Theorem 2.2, Theorem 2.6 and Theorem 2.11 it completes the picture, telling us which moves are necessary to relate any two PL homeomorphic manifolds (with or without) boundary in the balanced as well as in the non-balanced case.
Balanced shellings for combinatorial manifolds with boundary
The aim of this section is to prove our main result Theorem 1.2. The proof will require several intermediate steps and we start with a brief outline of the proof strategy, which should serve as a golden thread in this section.
Let us assume that ∆ and Γ are balanced PL homeomorphic combinatorial manifolds with boundary.
Step 1: First, via shellings we convert ∆ into a balanced manifold ∆ such that ∆ and Γ have isomorphic boundaries with the same coloring. (This is Proposition 3.2.)
Step 2: It follows from Proposition 2.3 that ∆ and Γ can be connected by a sequence of bistellar flips. Adapting Theorem 4.8, Lemma 5.2 and Corollary 5.3 from [IKN17] to our situation, we encode this sequence of bistellar flips by a shellable pseudo-cobordism (Ω, φ, ψ) between ∆ and Γ. (This is Corollary 3.9.)
Step 3: Applying the diamond operation to Ω yields a cross-polytopal complex. As a result, every bistellar flip is converted into a basic cross-flip. (This is Theorem 3.10.)
Step 4: The last step consists of converting every cross-flip into a sequence of shellings, followed by a sequence of balanced inverse shellings (see Theorem 3.20). This step also requires building a balanced collar around a balanced manifold with boundary, an idea already appearing in the proof of Theorem 2.11 by Pachner. (This is Theorem 3.16.)
Step 2 and 3 provide the proof of Theorem 1.3 by adapting the proof of Theorem 1.2 in [IKN17] to our setting.
3.1.
Step 1: Restricting to manifolds with the same boundary. We consider two balanced PL homeomorphic manifolds ∆ and Γ of dimension d. Our aim is to show that, using shellings and balanced inverse shellings, we can transform them in such a way that they have isomorphic boundary complexes that moreover have the same induced coloring.
First note that the boundary complexes ∂∆ and ∂Γ are closed (d − 1)-dimensional manifolds that are properly (d+1)-colorable. In fact, those boundaries might even be d-colorable and as such balanced. By Theorem 2.4, we know that there is a sequence of bistellar flips connecting ∂∆ with ∂Γ such that each intermediate complex is properly (d + 1)-colored. It now remains to encode this sequence of bistellar flips on ∂∆ as a sequence of shellings and balanced inverse shellings on ∆. The next lemma, which we assume to be well-known, fulfills this task in the non-balanced situation.
Lemma 3.1. Let ∆ be a combinatorial d-manifold with boundary. Let A ∈ ∂∆ such that lk ∂∆ (A) = ∂B for some B / ∈ ∂∆. Then there exists a combinatorial d-manifold with boundary ∆ that is obtained from ∆ by a single shelling, or inverse shelling, and ∂∆ = χ A,B (∂∆).
Combining the previous result with Theorem 2.4, we can now prove the main result of this section. In general, even if two balanced manifolds have the same boundary, their colorings restricted to the boundary might be different. The first row of Figure 3 shows an example for this phenomenon. However, Theorem 2.4 guarantees that one can enforce a particular coloring just using bistellar flips. An illustration for this is given in the second row of Figure 3 , where the boundary of a triangle is related to the boundary of a square with a prescribed proper 2-coloring through a sequence of bistellar flips. If we drop any requirement on the coloring, the first move already suffices. Proposition 3.2 enables us to convert balanced manifolds ∆ and Γ into manifolds with the same boundary and then to glue those two manifolds along their boundary via the map ϕ. In this way, we will obtain a simplicial poset. This idea will be made more precise in the next section.
3.2.
Step 2: Constructing a shellable pseudo-cobordism. The aim of this section is to prove that analogs of Theorem 4.8, Lemma 5.2 and Corollary 5.3 of [IKN17] hold for combinatorial manifolds that have the same boundary. This will require to generalize the notion of a pseudo-cobordism from [IKN17] , that is for closed manifolds ∆ and Γ, to non-closed manifolds with isomorphic boundaries. The proofs are almost verbatim the same as the ones in [IKN17] and we will therefore only describe the overall strategy and indicate differences.
Before giving the definition of a pseudo-cobordism, we need to recall some notions concerning simplicial posets. A simplicial poset is a finite poset Ω with a unique minimal element ∅ such that for each F ∈ Ω the interval [∅, F ] = {G ∈ Ω : ∅ ≤ G ≤ F } is isomorphic to a Boolean lattice. Here, we denote with ≤ the order relation on Ω. A relative simplicial poset is a pair of posets (Ω, Σ), such that Σ ⊆ Ω is a lower order ideal of Ω, i.e., σ ∈ Σ and τ < σ implies τ ∈ Σ. Note that a simplicial poset Ω can be identified with the relative simplicial poset (Ω, ∅). The set of (relative) simplicial posets contains the set of (relative) simplicial complexes, but this inclusion is strict, see e.g., Figure 4 for an example of a simplicial poset that is not a simplicial complex.
Faces and facets of a relative simplicial poset (Ω, Γ) are elements and inclusionmaximal elements of Ω\Γ, respectively. The dimension of a face F ∈ Ω\Γ is defined as dim
The dimension of (Ω, Σ) is the maximal dimension of its facets and we say that (Ω, Σ) is pure if all facets have the same dimension. A pure relative simplicial poset (Ω, Σ) is called shellable if there exists an ordering F 1 , . . . , F m of the facets of (Ω, Σ) such that for every 1 ≤ i ≤ m the set
has a unique minimal element R(F i ). The definition of a balanced simplicial poset is completely analogous to the one of a balanced simplicial complex and is natural in the sense that a simplicial poset might have multiple edges but no loops. A (d + 1)-dimensional simplicial poset Ω is a nonpure pseudomanifold if every d-face is properly contained at most two facets. The pseudoboundary∂Ω of Ω is the subposet of Ω induced by the d-faces contained in zero or one (d + 1)-face. We are now ready to define a pseudo-cobordism. (
Note that, if ∆ and Γ are closed manifolds, then the assumption ∂∆ ∼ = ∂Γ is trivially satisfied and condition (3) is vacuous. In this case, we thus recover the definition of a pseudo-cobordism from [IKN17] . Also observe that condition (3) already implies ∂∆ ∼ = ∂Γ, so that one might omit this assumption in the definition. However, we decided to keep it in order to emphasize that the definition is only for manifolds satisfying this condition. We will mostly be interested in shellable pseudo-cobordisms:
Definition 3.4. Let ∆ and Γ be combinatorial d-manifolds such that ∂∆ ∼ = ∂Γ. A pseudo-cobordism (Ω, ϕ, ψ) between ∆ and Γ is shellable if there is an ordering F 1 , . . . , F t of the (d + 1)-faces of Ω such that (1) F 1 , . . . , F t is a shelling order on the relative simplicial poset (Ω, ϕ(∆)), (2) F t , . . . , F 1 is a shelling order on the relative simplicial poset (Ω, ψ(Γ)).
The simplest example of a shellable pseudo-cobordism is provided by a bistellar flip. More precisely, given a simplicial complex ∆ and a face A ∈ ∆ such that lk ∆ (A) = ∂B, for some B / ∈ ∆, the simplicial complex ∆ ∪ ( A * B ) is called an elementary pseudo-cobordism. Indeed, using that a bistellar flip does not modify the boundary, it is not difficult to see that if ∆ is a combinatorial manifold, then ∆ ∪ ( A * B ) is a shellable pseudo-cobordism between ∆ and χ A,B (∆) with the obvious embeddings. The following characterization of a shellable pseudo-cobordism was shown in [IKN17, Proposition 4.7].
Proposition 3.5. A pseudo-cobordism is shellable if and only if it can be represented as a composition of elementary pseudo-cobordisms.
Though the statement in [IKN17] is only for pseudo-cobordisms between closed manifolds, their proof carries over verbatim to the situation of non-closed manifolds with isomorphic boundaries. Indeed, the "Only-if"-part relies on a series of lemmas that only use part (1) and (2) of Definition 3.3 but nowhere that the manifolds are assumed to be closed. The "If"-part follows from the fact that the composition of shellable pseudo-cobordisms is again a shellable pseudo-cobordism [IKN17, Lemma 4.6]. To see that this statement is true in our setting, it is enough to note that condition (3) of Definition 3.3 is preserved under composition.
As a corollary of Proposition 3.5 one now obtains that Theorem 4.8 of [IKN17] remains true in our setting (with the same proof). In [IKN17, Corollary 5.3] it is shown that, if there exists a shellable pseudocobordism between ∆ and Γ, then it can always be chosen in such a way that ∆ and Γ embed disjointly. This is done by constructing a shellable pseudo-cobordism from ∆ to some manifold ∆ , such that F / ∈ ∆ for a given face F ∈ ∆ ([IKN17, Lemma 5.2]). Iterating this procedure over all vertices of ∆, and then composing the obtained shellable pseudo-cobordism from ∆ to ∆ with the shellable pseudocobordism between ∆ and Γ yields the desired result. In our setting, we have the following analog: We only comment on some specific points of the proof, since is basically the same as the one of [IKN17, Lemma 5.2]. There, the first ingredient is that the link of any face F of a closed combinatorial d-manifold is a combinatorial (d − |F |)-sphere. In our setting this is true, since the face F lies in the interior of ∆. In the next step, the proof proceeds by constructing ∆ and Ω explicitly. In our situation, one immediately sees that this construction satisfies ∂∆ ∼ = ∂∆ and correspondingly for the embeddings, which is why (1) and (3) are hold. Finally, instead of using Theorem 2.2 and [IKN17, Theorem 4.8], we use Proposition 2.3 and Theorem 3.6 to conclude that (2) holds.
Using the same arguments as in the proof of [IKN17, Corollary 5.3], we obtain the main result of this section.
Corollary 3.9. Let ∆ and Γ be balanced PL homeomorphic combinatorial d-manifolds with boundary. Assume that ∂∆ ∼ = ∂Γ and that this isomorphism preserves the coloring. Then there exists a shellable pseudo-cobordism (Ω, ϕ, ψ) between ∆ and Γ, such that ϕ(∆) ∩ ψ(Γ) = ϕ(∂∆) = ψ(∂Γ). Moreover, the pseudo-boundary∂Ω is a balanced simplicial poset.
The "Moreover"-part is immediate from the fact that ∆ and Γ are both balanced and that their colorings coincide on their boundaries. We also want to remark that the pseudoboundary∂Ω = ϕ(∆) ∪ ψ(Γ) is a simplicial poset but not necessarily a simplicial complex.
3.3.
Step 3: Converting bistellar flips into cross-flips. The aim of this section is to prove Theorem 1.3, providing an analog of Theorem 1.2 of [IKN17] for PL homeomorphic manifolds with isomorphic boundaries (see also Theorem 1.3).
Theorem 3.10. Let ∆ and Γ be balanced combinatorial d-manifolds with boundary that are PL homeomorphic. Assume moreover that ∂∆ ∼ = ∂Γ and that the colorings coincide on the boundary. Then, there exists a sequence of basic cross-flips connecting ∆ and Γ.
The proof is analogous to the last steps of the one of Theorem 1.2 in [IKN17] . We include it as a service to the reader.
Proof. We apply Corollary 3.9 to obtain a shellable pseudo-cobordism (Ω, ϕ, ψ) between ∆ and Γ with ϕ(∆) ∩ ψ(Γ) = ϕ(∂∆) = ψ(∂Γ). Though Ω might not be balanced, it follows from [IKN17, Corollary 3.2] that there exists a balanced nonpure (d + 1)-pseudomanifold Ω obtained by stellar subdivision of interior faces of Ω, which is a pseudo-cobordism between ∆ and Γ. Since stellar subdivisions preserve shellability, Ω is shellable. (This follows from Proposition 5.7 in [IKN17] , which is only stated for closed manifolds but whose proof also goes through in our setting.) Applying the diamond operation to the simplicial poset Ω leads to a cross-polytopal (d + 1)-complex ♦(Ω ), and the shelling order on (Ω , ϕ, ψ) induces an order on the (d + 1)-cells of ♦(Ω ), which encodes a sequence of cross-flips between ∆ and Γ. For more details on this part, we refer to the proof of Theorem 3.10 in [IKN17] and to the next example as an illustration.
Example 3.11. As in Example 3.7 we let ∆ = Γ be the 1-dimensional ball consisting of 3 consecutive edges whose vertices are colored alternately with red and blue. The pseudo-cobordism provided in Example 3.7 does not satisfy the conditions in Corollary 3.9 since the embeddings of ∆ and Γ do not intersect just in two vertices but two edges. However using stellar subdivisions we can construct a shellable pseudo-cobordism (Ω, ϕ, ψ) that meets the requirements of Corollary 3.9. Such a pseudo-cobordism, though not a minimal one, is depicted in the top left image of Figure 6 . The labels on the 2-faces encode a shelling order F 1 , . . . , F 10 of (Ω, ϕ(∆)). Applying the diamond operation, we obtain a cross-polytopal complex. In this case, the diamond operation subdivides all 1-faces not containing vertices of color 0 (which is blue in the figure), i.e., all edges whose vertices are colored with red and green. The 2-cells of ♦(Ω) are 2-dimensional cross-polytopes. We now describe how an inverse shelling gets encoded into a cross-flip, taking F 3 as an example. If we identify ♦(F 3 ) with C 2 and consider the decomposition F 3 = A 3 ∪ R 3 given by the restriction face R 3 and A 3 = F 3 \R 3 , we notice that adding F 3 to the simplicial poset corresponds to replacing ♦(A 3 ) with ♦( R 3 * ∂A 3 ) = C 2 \♦(A 3 ), which describes the application of the cross-flip (♦(A 3 ), C 2 \ ♦(A 3 )), see the bottom right of Figure 6 ).
3.4.
Step 4: Building a collar and shelling cross-flips. The last ingredient, we need for the proof of Theorem 1.2, is a way to convert every cross-flip into a sequence of shellings and balanced inverse shellings. Having achieved this, the basic strategy is the following: Whenever a cross-flip is performed in the interior of a manifold, we will first "enter" it from an arbitrary boundary facet, "dig" into the manifold by removing facets (using shellings) until we meet a facet that is involved in the crossflip to be carried out. In the next step, we shell the subcomplex to be removed, add its complement with respect to the boundary of the cross-polytope using inverse shellings and finally close the path, we built before, using inverse shellings. To avoid weird and undesirable side effects, when shelling the cross-flip, we need to make sure that the only facet involved in the cross-flip that meets the boundary of the manifold in codimension 1 is the facet that was first hit when digging the tunnel into the manifold. This can be achieved by building a collar around the manifold (using shellings and balanced inverse shelling), an idea going back to the proof of Theorem 2.11 by Pachner.
The following results will be crucial. is an induced subcomplex of Ω, the same is true for ∆, considered as a subcomplex of ∆. Since the coloring κ of Ω does not use κ(v) and since κ | lk ∂∆ (v) = κ, we conclude that Ω * v and thus also ∆ is balanced. Finally, it follows from Lemma 3.15, that there is a sequence of shellings from ∆ to ∆. We now apply the described construction to every vertex v ∈ V (∂∆) \ F to obtain a simplicial complex ∆ . As any face G ∈ ∂∆ with G ⊆ F lies in the open star
it follows that ∆ satisfies condition (3).
As the only missing ingredient for the proof of Theorem 1.2 we need to convert cross-flips into shellings and their inverses in such a way that balancedness is preserved. This is done in the remaining part of this section.
In the following, we assume that ∆ is a combinatorial d-manifold with boundary, D = ♦(Γ) ⊆ ∆ is an induced subcomplex for some d-ball Γ ⊆ ∂σ d+1 and D ∩ ∂∆ = F for a (d − 1)-face F ⊆ ∂∆. We let ∆ = χ * D (∆). Our aim is to construct a sequence of shellings from ∆ to ∆ \ D and a sequence of inverse shellings from ∆ \ D to ∆ = ∆ \ D ∪ (C d \ D) that preserves balancedness. Since we know that D and C d \ D are both shellable, an obvious choice might be a reversed shelling order on D, followed by a shelling order on C d \ D. However, in general this will not work, since faces of D and C d \ D might also intersect ∆ \ D, which can cause obstructions to shellability. An instance for this behavior is given in Figure 7 . On the one hand, the ordering of the facets, indicated by their labels, is a reversed shelling for the designated subcomplex. On the other hand, taking into account the large complex, we are not allowed to remove the facet labelled 6 (once facets 1, . . . , 5 have been removed) since it intersects the boundary of the given manifold in a nonpure subcomplex, consisting of an edge and an isolated vertex (shown in red in the right picture of Figure 7) . So, what we need to construct is a shelling of the relative simplicial complex (∆, ∆ \ D), which is defined as for relative simplicial posets (see Section 3.2). In the sequel, we will define an ordering on the facets of D and C d \ D, that provides a sequence of shellings for ∆ and ∆ , respectively. In this way, we can relate ∆ and ∆ by the sequence for D followed by the reversed sequence for C d \ D. First, we need some preparations. Let σ d+1 be the (d + 1)-simplex on vertex set {0, 1, . . . , d + 1} and for 0 ≤ i ≤ d + 1 let Γ i = {0, . . . ,î, . . . , d + 1} be the facet not containing the vertex i. We start with a description of the facets of ♦(Γ i ) for 0 ≤ i ≤ d, where we follow the notation of the paragraph preceding Definition 2.7. 
Proof. First note that the facet Γ d+1 is not subdivided by the diamond operation. Let 0 ≤ i ≤ d. In this case, the diamond operation will successively subdivide the faces
We prove the more general statement that for any i ≤ j ≤ d,
We proceed by induction on j. For j = i, we have
which implies the desired statement. For j > i, it holds that
where we use that sd G (Γ * ∆) = Γ * sd G (∆) for G ∈ ∆ and sd F j (∂F j−1 ) = ∂ {v j , j} * ∂F j . The claim now follows. Remark 3.18. As a consequence of Lemma 3.17 we can describe the boundary complex of ♦(Γ i ) as
Consequently, it follows that for 0
In particular, ♦(Γ i ) and
, we can further conclude that for any F ∈ F(♦(Γ k )) and any 0
Observe, that we can further infer that for any
As before, let ∆ be a balanced combinatorial d-manifold with boundary. Let Γ = Γ i 1 , . . . , Γ i k , where the i j are pairwise distinct and i 2 < · · · < i k , and let D = ♦(Γ) be an induced subcomplex of ∆ such that ∂∆ ∩ D = F for a (d − 1)-face F . Without loss of generality, assume F ∈ ♦(Γ i 1 ). Let G be the unique facet of ♦(Γ i 1 ) containing F . We now describe a shelling for (∆, ∆ \ D), starting with the facets of ♦(Γ i 1 ) followed by the facets of ♦(Γ i 2 ), . . ., ♦(Γ i k ). We need some further notation. For 2 ≤ ≤ k, we let 1 ≤ m( ) ≤ such that i m( ) = min{i j : 1 ≤ j ≤ and i j ≥ i }. For 1 ≤ ≤ k, we define the initial facet F ( ) in of ♦(Γ i ) (with respect to Γ and F ) as
Figure 8. All the subcomplexes ♦(Γ i ) for d = 2 (first row ) and d = 3 (second row ). The coloring here indicates the decomposition
We have the following simple observation:
in is an elementary shelling.
Proof. The statement is clear for i 1 . Let ≥ 2. We have
where the second equality follows from the fact that any (d−1)-face of ∆ is contained in at most 2 facets. First assume m = and hence i m > i . In this case, 
on F(♦(Γ i )) with respect to F by setting
j=1 ϕ F (G)(j) and call this the degree of G with respect to F . As deg F (G) counts the number of elements in G \ (F ∩ G), we can interpret deg F (G) as a measure of similarity between F and G. We now order the facets of ♦(Γ i ) by ordering {ϕ F ( ) in (F ) : F ∈ ♦(Γ i )} according to the degree lexicographic ordering, i.e., we set
In the latter case, we must have ϕ 
Proof. We show that for any 1 ≤ ≤ k the ordering F 
We treat the cases = 1 and > 1 separately, since they require slightly different arguments. However, a general remark is in order first. Let ∆ be a pure subcomplex of ∆ with ∆ \ ♦(Γ) ⊆ ∆ and let A ∈ ♦(Γ) ∩ ∆ . Since ∂∆ ∩ ♦(Γ) = F , the face A is in the interior of ∆ if and only if it is only contained in facets of ∆ that also belong to ∆ .
First assume = 1. For 0 ≤ i ≤ r 1 , we set
i−1 . We need to show that the operation ∆ i → ∆ i \ F 
Note that the designated restriction face contains exactly the vertices that lie in the initial facet, whereas A and which hence belong to ∆ i . Therefore,
is an elementary shelling. To simplify notation we set ϕ = ϕ F
( ) in
and F i = F ( ) i for 0 ≤ i ≤ r . For 1 ≤ i ≤ r , we let t(i) be the first position at which F i differs from the initial facet F 0 , i.e., t(i) = min{0
and
We will show that A i and R i satisfy conditions (1)-(3) from Definition 2.10. Condition (1): First note that A i = ∅ since there always exists j with ϕ(F i )(j) = 1 (as F i = F 0 ). Moreover, we have R i = ∅ since v i ∈ R i . Thus, condition (1) holds.
Condition (2):
We need to show that A i ∈ • ∆ i . By the argument at the beginning of this proof, we need to prove that A i is not contained in any facet H of ♦(Γ i 1 , . . . , Γ i −1 ) ∪ F 0 , . . . , F i−1 . Those come in two different types:
Since the facets are ordered lexicographically, F i is the lexicographically smallest facet of ♦(Γ i ) containing {F i (j) : ϕ(F i )(j) = 1} and in particular A i . Therefore, A i cannot be contained in a facet of Type 1. If H ∈ ♦(Γ i j ) is of Type 2, then i j ∈ A ⊆ A i but i j / ∈ H by Lemma 3.17, which implies
Lemma 3.17 implies that the latter is a facet in ♦(Γ i j ), which by construction does not lie in ∆ i . It follows that B ⊆ ∂∆ i . Suppose v = F i (j) for some i + 1 ≤ j ≤ d with ϕ(F i )(j − i − 1) = 1. In this case, we have
By Lemma 3.17, the latter is a facet in ♦(Γ i ) of a smaller degree than F i and that is hence lexicographically smaller than
We have different subcases:
In case (i), we define A i and R i as in Case 1 and show that conditions (1)-(3) from Definition 2.10 hold. The arguments are verbatim the same as in Case 1. Only for condition 2 we need to verify that A i does not lie in a facet of ♦(Γ i 1 ). First assume t(i) < i 1 . Then there exists 0 ≤ j < i 1 − i − 1 with ϕ(F i )(j) = 1. Using the definition of F 0 , we infer F i (j) = v j+i +1 ∈ A i . It follows from Lemma 3.17 that v j / ∈ ♦(Γ i 1 ) as 0 ≤ j ≤ i 1 − 1. We conclude that A i cannot be contained in a facet of ♦(Γ i 1 ). Next assume t(i) = i 1 . In this case, it follows that F i (i 1 ) = i 1 ∈ A i . As i 1 / ∈ ♦(Γ i 1 ), the claim follows.
If we are in case (ii) we define
. Once more, we need to verify conditions (1)-(3).
Condition 1:
Condition 2: The same arguments as above show that A i is not contained in a facet of type 1 or 2. Since v i ∈ A i but v i / ∈ ♦(Γ i 1 ) (by Lemma 3.17), the face A i cannot be contained in a facet of ♦(Γ i 1 ).
Condition 3: The same arguments as above show that
Lemma 3.17 then implies that (F i \ {v i }) ∪ {i } ∈ ♦(Γ i 1 ). The claim follows.
Example 3.21. Figure 9 shows the shelling order from Theorem 3.20 for ♦(Γ 0 , Γ 1 , Γ 2 ) within a 2-ball. First ♦(Γ 1 ) is shelled, since it contains the first free facet. Afterwards, one continues with ♦(Γ 0 ) and ♦(Γ 1 ). Assume that ∆ and Γ are PL homeomorphic. We need to show that ∆ and Γ are related by a sequence of shellings and their inverses, preserving balancedness in each step. Using Proposition 3.2, we can assume that the boundaries of ∆ and Γ are isomorphic and that this isomorphism respects the coloring. It follows from Theorem 3.10 that there exists a sequence of basic cross-flips, connecting ∆ and Γ. W.l.o.g. we can assume that ∆ and Γ differ by a single cross-flip, i.e., Γ = χ * D (∆) with D = ♦(Φ), for some subcomplex Φ ⊆ ∂σ d+1 . We can also assume that ∆ (and Γ) are connected, which implies that they are strongly connected and that there exists a sequence of facets F 0 , . . . , F m ∈ ∆ such that F i and F i+1 intersect in a common face of dimension d − 1 (for 0 ≤ i ≤ m − 1) and F 0 and F m intersect ∂∆ and D, respectively, in a face of dimension d − 1 and d, respectively. Choosing such a sequence with minimal m, we can assure that F 0 , . . . , F m−1 , F m -where F m is the unique face in C d \ D that intersects F m in F m ∩ ∂D -is a sequence of facets in Γ with the same properties. We now proceed by induction on m. Let F = ∂∆ ∩ F 0 . By assumption we have that dim F = d − 1. Applying Theorem 3.16 to ∆, we can construct a sequence of inverse shellings that transforms ∆ into a balanced manifold ∆ such that ∂∆ ∩ ∂∆ = F . Since ∆ and Γ have isomorphic boundaries, we can apply the same sequence of inverse shellings to Γ in order to obtain a balanced manifold Γ , whose boundary is isomorphic to ∂∆ . As ∆ and Γ are induced subcomplexes of ∆ and Γ , respectively, we can apply the cross-flip χ * D 
Combinatorics of basic and reducible cross-flips
The aim of this section is threefold. In the first and second part, we will provide a solution to Problem 2.9 by determining the number of combinatorially different basic cross-flips (Theorem 4.3) and by computing the h-vectors of diamond complexes. However, from experiments it is clear that not all of those moves are really needed to transform two closed balanced PL homeomorphic manifolds into each other. A simple reason for this might be that one can write a certain cross-flip as a combination of others. In the second part, we will provide a set of such moves, which will be called reducible moves. 
can also be generalized appropriately to higher dimensions and more complicated subcomplexes (see Lemma 4.2). In the right picture on the first line of Figure 2 one sees the cross-flip, that removes ♦(Γ 1 ) ∼ = ♦(Γ 2 , Γ 3 ) and adds ♦(Γ 0 , Γ 2 , Γ 3 ) ∼ = ♦(Γ 0 , Γ 1 ) (and vice versa). Those isomorphisms will also be instances of Lemma 4.2 below. The isomorphism ♦(Γ 1 ) ∼ = ♦(Γ 2 , Γ 3 ) is also shown in Figure 11 . The left picture in the second row of Figure 2 shows the cross-flip (and its inverse) substituting ♦(Γ 0 ) with ♦(Γ 1 , Γ 2 , Γ 3 ), which turns out to be isomorphic to ♦(Γ 0 ). We will refer to this move as the trivial move and such a move exists in each dimension. Finally, the right picture in the second row depicts the cross-flip interchanging ♦(Γ 1 , Γ 3 ) ∼ = ♦(Γ 1 , Γ 2 ) and ♦(Γ 0 , Γ 2 ) ∼ = ♦(Γ 0 , Γ 3 ) and vice versa. Again, the isomorphisms will follow from Lemma 4.2.
We state a first simple observation. 
Proof. The claimed isomorphism is provided by switching vertices k and v k . The statement is then immediate since on the one hand, by Lemma 3.17, F ∈ ♦(Γ k ) is a facet if and only {0, . . . , k − 1, v k } ⊆ F , and on the other hand, G ∈ d+1 i=k+1 ♦(Γ i ) is a facet if and only if {0, . . . , k} ⊆ G.
The previous lemma in particular provides an explanation for the isomorphism of the trivial move and also for ♦(Γ 1 ) ∼ = ♦(Γ 2 , Γ 3 ), as seen above. However, it is a priori not clear that this isomorphism is somehow preserved, when we add further subcomplexes, e.g., we cannot use it to explain the isomorphism ♦(Γ 0 , Γ 1 ) ∼ = ♦(Γ 0 , Γ 2 , Γ 3 ). This is the content of the next lemma.
Proof. For k = 0, the statement is Lemma 4.1. Now assume k ≥ 1. We set
be the map that switches vertices and v , i.e.,
We claim that ψ induces a simplicial isomorphism between D and D . As We state the main result of this section which provides a solution to Problem 2.9.
Theorem 4.3. There are 2 d+1 − 1 combinatorially different basic cross-flips in dimension d
Proof. It follows from Lemma 3.17 that
as a sum of different powers of 2 is clearly unique, it follows that
. . , Γ js ) cannot be isomorphic and the only isomorphisms we have to consider are those given by Lemma 4.2. Therefore, the number of combinatorially different basic cross-flips is given by the number of nonempty subsets of {0, . . . , d} and the claim follows.
4.2.
Face numbers of basic cross-flips. In this section, our aim is to compute the face numbers of the diamond complexes that describe basic cross-flips. This will be done by showing that the degree lexicographic shelling order from Theorem 3.20 for (∆, ∆ \ ♦(Γ)) also provides a shelling order for ♦(Γ).
be the ordering of the facets of ♦(Γ i ) according to the degree lexicographic ordering with respect to
is a shelling order for ♦(Γ).
be a facet. We claim that
is the restriction face of F ( ) i , i.e., the unique minimal face of F
Otherwise, H would be contained in a degree lexicographically smaller facet than F ( )
We use the shelling of Proposition 4.4 to compute the h-vectors of diamond complexes. In the following, we set
The previous proposition in particular implies that h (♦(Γ)) = 0 for > d − i 1 . Also note that for k = 1, the statement follows directly from Lemma 3.17 combined with the fact that h (
Proof. By (2.1), to compute h (♦(Γ)) we need to count restriction faces of size . It follows from the proof of Proposition 4.4 that for 1 ≤ j ≤ k the facets in ♦(Γ i j ), whose restriction faces are of size are those that differ in − (j − 1) positions from the initial facet F (j) 0 . Since there are
such facets, one for each ( −j+1)-subset of {0, . . . , d − i j }, the claim follows.
Using the following lemma, we can control the face numbers when applying a cross-flip.
Lemma 4.6. Let D be a shellable and co-shellable subcomplex of
Proof. It is known that
Since D is both shellable and co-shellable, any shelling order on D can be extended to one of C d by adding a reverse order on C d \ D. Reversing the order on C d \ D has the effect that a facet F , whose restriction face R was of size i before, now has the restriction face F \ R, which is of size d + 1 − i. The claim now follows from (2.1). − 2 -times to C d . By Lemma 4.6
) and obtain
We want to remark that the h-vector of ST × (n, d) was well-known before and can be computed directly using that the h-vector is additive with respect to connected sum. However, we included this example as a nice application of Lemma 4.6. 4.3. Reducible cross-flips. In Section 4.1 we have seen that there are 2 d+1 − 1 combinatorially different cross-flips in dimension d. However, if we want to relate two balanced closed PL homeomorphic manifolds using basic cross-flips as in Theorem 2.6, then it is conceivable that not all of these are really needed. Indeed, it was shown in [MS18] that for 2-dimensional spheres, none of which is the boundary of the cross-polytope, it is sufficient to use the pentagon move and its inverse, which are moves on the right in the second line of Figure 2 . This is the motivation for this section. 
In the following, we will always use this representative. We need to introduce some further notation. For a set I ⊆ {0, . . . , d} and a ∈ Z, we write I + a for the set {i + a : i ∈ I}. Moreover, given I = {i 1 , . . . , i k } we use Γ I to denote the d-ball Γ i 1 , . . . , Γ i k . Since the dimension of Γ I is not clear from the notation a priori, we will add a superscript and write Γ d I from now on. Similarly, we write ♦ d for the diamond operation in dimension d. Those distinctions will be important in the rest of this section.
We have the following observations. An instance is depicted in Figure 12 .
Lemma 4.9. Let I ⊆ {0, . . . , d}.
Proof. It follows from Lemma 3.17 that we have
For (2), first note that 0 lies in every facet of ♦ d (Γ 
Figure 12. The isomorphism from Lemma 4.9.
where we compute i − 1 modulo (d + 1). We also set σ = ψ • ρ. As a consequence of part (1) of the previous lemma, we obtain the following decomposition of ♦ d (Γ d I ) that will be crucial. Once again we include a 2-dimensional example in Figure 13 for the sake of clarity. Corollary 4.11. Let I ⊆ {0, . . . , d} with 0 ∈ I. Then, ). The idea is to first flip one of the subcomplexes that are isomorphic to ♦ d (Γ ). In this example, this is just two triangles intersecting in an edge (see the left picture in the first row of Figure 14) . We now flip the "upper" subcomplex (see the right picture in the first row of Figure 14) . The flipped part is now decomposed again into a part that is isomorphic to ♦ 2 (Γ 2 {1,2} ) and a part isomorphic to ♦ 2 (Γ 2 0 ) (shown in white and green respectively in the middle picture of Figure 14) . The second component is grouped together with the untouched copy of ♦ 2 (Γ has the same effect. In particular, d / ∈ J. This observation will be useful in the proof of the main theorem of this section, which we now state. 5. Open problems 5.1. Connecting two balanced manifolds using few flips. The proof of Theorem 2.8 in [IKN17] does not provide information on the number of moves needed to connect two closed balanced combinatorial manifolds that are PL homeomorphic.
On the other hand, especially from a computational point of view, an upper bound for the number of operations needed would be of interest. As an example let us assume that we start from a manifold ∆ on n vertices and we perform every applicable cross-flip on ∆, obtaining a set T 1 of "target" manifolds. In the next step we repeat the procedure for each of the objects in T 1 , and denote with T 2 the new targets. We proceed iteratively for a certain number of steps. What is the minimum number of steps that we need to obtain all balanced combinatorial manifolds that are PL-homeomorphic to ∆ with n vertices? In a more general way, we formulate the following question.
Question 5.1. Fix two PL homeomorphic balanced combinatorial manifolds ∆ and Γ. What is an upper bound (depending on f 0 (∆) and f 0 (Γ)) for the minimal number of cross-flips needed to connect ∆ and Γ?
5.2. The minimal set of sufficient basic cross-flips. In Section 4.1 we showed that for a fixed dimension d, there are precisely 2 d+1 − 1 combinatorially distinct basic cross-flips, out of which 2 d suffice to relate any two balanced PL homeomorphic closed manifolds of dimension d. As remarked earlier for the case d = 2 it is proved in [MS18] that 3 flips actually suffice. Even more surprisingly, there it is shown that it is possible to connect all but a finite number of triangulations of a fixed surface using only 2 flips (see [MS18, Theorem 4 .3]). It is interesting to note that the set of 3 sufficient flips provided by Murai and Suzuki is not contained in the set of 4 flips given in Theorem 4.14. We hope that our detailed description of these moves will yield an answer to the following question: ) as a composition of two flips that belong to the set constructed in Theorem 4.14. Hence, for d = 2, the set in Theorem 4.14 can be further reduced to a set of cardinality 3. Moreover, it is not hard to notice by direct inspection that for d = 2 there are 8 minimal sets of sufficient basic cross-flips, and they all have cardinality 3. More : I ∈ B} is a set of minimal sufficient cross-flips and there are no other minimal "generating sets".
Since the whole process of reduction seems to encode a notion of dependence between flips, we underline the following property of the set of minimal sufficient cross-flips for d = 2.
Lemma 5.4. The set B is the set of bases of a matroid.
Proof. It is straightforward to check that B satisfies the basis exchange axiom. In particular, the matroid M (B) is isomorphic to a direct sum of 3 uniform matroids on 2 elements of rank 1: M (B) ∼ = U 1,2 ⊕ U 1,2 ⊕ U 1,2 .
The previous lemma, though only providing weak evidence, clearly motivates the following question, which was also raised by Eran Nevo in personal communication:
Question 5.5. Do all the minimal sets of basic cross-flips that suffice to relate any two PL homeomorphic balanced combinatorial d-manifolds form the set of bases of a matroid, for d ≥ 2?
Since the previous question appears to be rather ambitious, we also propose the following weaker question.
Question 5.6. Do all the minimal sets of basic cross-flips that suffice to relate any two PL homeomorphic balanced combinatorial d-manifolds have the same cardinality?
