Three-dimensional visualization of medical images, using maximum intensity projection (MIP), requires isotropic volume data for the generation of realistic and undistorted 3-D views. However, the distance between CT slices is usually larger than the pixel spacing within each slice. Therefore, before the MIP operation, these axial slice images must be interpolated for the preparation of the isotropic data set. Of many available interpolation techniques, linear interpolation is most popularly used for such slice interpolation due to its computational simplicity. However, as resulting MIP's depend heavily upon the variance in interpolated slices (due to the inherent noise), MIP's of linearly interpolated slices suffer from horizontal streaking artifacts when the projection direction is parallel to the axial slice (e.g., sagittal and coronal views). In this paper, we propose an adaptive cubic interpolation technique to minimize these horizontal streaking artifacts in MIP's due to the variation of the variance across interpolated slices. The proposed technique, designed for near-constant variance distribution across interpolated slices, will be shown to be superior over the linear interpolation technique by completely eliminating the horizontal streaking artifacts in MIP's of simulated data set and real CT data set.
INTRODUCTION
Various image operations, in medical imaging, such as rotation, magnification, and projection must resample the given data using one of many available interpolation techniques 1 . The selection of the most appropriate interpolation technique as well as the design of its parameter depends upon the specific application at hand. As X-ray CT scanners generate axial slice images, where the in-slice pixel resolution differs from the distance between adjacent axial slices, these slice images must be interpolated for a realistic and undistorted visualization of the human anatomy. Furthermore, in a typical multi-slice imaging mode, the slice spacing may even change within a single 3-D data set. Therefore, for visualization, manipulation, and analysis of such anisotropic data, the multi-slice data must be resampled or interpolated so that the voxels are equally spaced (i.e., isotropic) prior to any rendering/projection operation.
There exist various interpolation techniques that can be used to resample the CT slices. Shape-based interpolation techniques extract shapes of various regions prior to the interpolation [2] [3] [4] [5] [6] [7] [8] ; however, these shape-based techniques require much preprocessing for the shape determination. Other interpolation techniques without regard to shape include linear, quadratic, B-spline, and cubic interpolations 1, [9] [10] [11] [12] [13] [14] [15] . What is common in the above interpolation techniques 1, 9-15 is that they are not optimized for MIP. If an interpolation is to precede a 3-D visualization step, for instance, MIP, one must analyze the statistical nature of the MIP operation and must carefully design the interpolation kernel to minimize various artifacts arising from the interpolation itself. The focus of this paper is to find one such interpolation optimized for MIP that follows it.
The MIP operation, known as a powerful technique especially for visualizing vessel structures 16 , is one form of ray casting algorithms. A set of parallel rays traverses the 3-D volume data and only the maximum voxel value on each ray is retained on the projection plane perpendicular to the rays 17, 18 . Due to the non-linear maximum operation, the variance of the selected maximum depends upon the variance of the interpolated 3-D volume data. Thus, the interpolation kernel must be chosen (or designed) to minimize the variation of the variances in the interpolated slices. * jhkwon@vsl.snu.ac.kr; phone +82 2 880 1669; fax +82 2 883 1513; vsl.snu.ac.kr
In practice, the linear interpolation is most widely used for its computational simplicity. The linear interpolation produces interpolated slices as a linear combination of two adjacent slices and as such, the variance of linearly interpolated slices varies quadratically from one original slice to the next. Thus, MIP's of linearly interpolated CT slices suffer from horizontal streaking artifacts at the position of original slices when projected along the direction parallel to the axial plane (e.g., sagittal and coronal views) 19 . In this paper, we propose an adaptive cubic interpolation technique to eliminate horizontal streaking artifacts in MIP's caused by the poor variance distribution of interpolated slices. The cubic interpolation, also known as a cubic convolution, is one of the popular interpolation kernels due to its good compromise between computational complexity and interpolation quality 14 and has one design parameter that can be optimized to suit a particular application at hand 1, 15 . Through this optimization, we design the variance-optimized cubic interpolation kernel to achieve near-constant variance across all interpolated slices; however, it has a poor step response giving rise to ringing artifacts for step inputs. Thus, we propose an adaptive cubic interpolation technique that adjusts the weights between the variance-optimized and the step-optimized cubic interpolation kernels according to the local change in pixel intensities. The proposed adaptive interpolator will be shown to eliminate horizontal streaking artifacts in MIP's without any ringing artifacts.
INTERPOLATION METHODS

Modeling
The X-ray CT scanner provides samples of the linear attenuation coefficient denoted as
. The measurements are taken as samples of ) , , ( z y x f and the sampling location can be denoted as:
, and
where
denotes the number of voxels available in the 3-D data. For CT data, we may assume that
, and y x ∆ = ∆ but slice spacing can vary even in a single 3-D data set. If we assume that an additive measurement noise is inevitable, the measured 3-D data can be modeled as following: must be interpolated across the z-axis to generate an isotropic volume data before the 3-D visualization step for realistic and undistorted 3-D images. 
Linear interpolation
and normalizing 1 = ∆z , the linear interpolation kernel can be expressed as the following 1 :
Using the above kernel for each segment, e.g.,
can be expressed as:
where we have omitted the in-slice x-y dependence for notational convenience. Then, the variance of the linearly interpolated sample as a function of position z can be shown to be 19 :
Thus, although the above linear interpolation is computationally simple, the variance of linearly interpolated slices varies quadratically along z-axis as shown by the solid line of Fig. 1 . If MIP's are generated from ) , , ( z y x g lin along the direction parallel to the axial plane (e.g., sagittal and coronal views), this variation of the variance of inherent noise is amplified and results in horizontal streaking artifacts at the position of original slices 19 .
Cubic interpolation
. Then, the four-point cubic interpolation kernel that satisfies C 0 -, C 1 -continuity including the zero crossing condition normalized for unity DC gain can be expressed as where a is a design parameter that needs to be determined. Setting
yields the kernel whose Fourier transform deviates the least from the ideal rect function 1 . Here, we find a to minimize the variation of the variance in interpolated slices by cubic interpolation kernel along the z-axis. Again, omitting the y x − dependency, the
whose variance varies along the z-axis as follows:
We would like to find the parameter a that satisfies 1 ) , ( 2 ≅ a z cubic σ . For this purpose, we seek a to minimize the following L 2 -norm:
For computational convenience, substituting t for ) /( ) (
, the above cost function can be integrated as: Figure 2 shows the cost function ) (a e which is a 4 th order polynomial in a. Equation (10) can be differentiated to find the extremum points and the global minimum occurs at 448
. Thus, the variance-optimized cubic interpolation kernel is given by Eq. (6) with
. Furthermore, the step-optimized cubic interpolation kernel is also given by Eq. (6) with Figure 1 shows the variance distributions according to the type of interpolation kernels: linear (solid), variance-optimized cubic (dashed), and step-optimized cubic (dotted). As MIP's depend heavily upon the variance in the data, it is desirable such variance distribution be flat from one original slice to the next. Notice the near-constant distribution that is achieved by the variance-optimized cubic interpolation kernel with 448
. Figure 3 shows the three interpolation kernels, i.e., linear, variance-optimized cubic, and step-optimized cubic interpolation kernels and their corresponding step responses. Note the step response overshoot of about 12% for the variance-optimized cubic interpolation. Thus, although the variance-optimized cubic interpolation is the best in terms of keeping the variance to be near-constant across interpolated slices, due to its large step response overshoot, the variance-optimized cubic interpolation kernel should not be used where there is a step input. Thus, we develop the following adaptive cubic interpolation technique, where the variance-optimized and step-optimized cubic interpolators are "mixed" depending on the local strength of the step input.
Adaptive cubic interpolation
The proposed adaptive cubic interpolation adjusts the weights between variance-optimized and step-optimized cubic interpolators according to the local change in pixel intensities. Define . Then, the adaptive cubic interpolation kernel can be expressed as:
where M is a user parameter that may be adjusted depending on the type of imagery. 
RESULTS
Simulated data set
We first test our proposed adaptive cubic interpolation technique for a simulated 3-D data set of 20 128 128 × × with a bright 3-D region within a dark background (intensity of 1000 and 0, respectively) with Gaussian additive noise ( 100 = n σ ). The interpolations across the slices are performed and followed by the MIP operation along the direction parallel to the z-axis. Fig. 4 shows the resulting MIP's for (a) linear, (b) variance-optimized cubic, (c) step-optimized cubic, and (d) adaptive cubic interpolations. Notice that (b) shows no horizontal streaking artifacts visible in (a) and (c). However, near the top and bottom edge of the bright box, (b) shows severe ringing artifacts due to its poor step response. In Fig. 4 (d) , MIP's of adaptive cubic interpolated slices (M = 500,000), show neither horizontal streaking nor ringing artifacts.
Real CT data set
We also test our proposed technique for real CT data set. Fig. 5 shows the MIP's of interpolated slices using real CT data set for (a) linear, (b) variance-optimized cubic, (c) step-optimized cubic, and (d) adaptive cubic interpolations. Similar observations can be made as before where both (a) and (c) show horizontal streaking artifacts (uniform regions) and (b) shows ringing artifacts; however the adaptive cubic interpolation (M = 100,000) shows neither horizontal streaking nor ringing artifacts. Fig. 6 shows the zoomed versions of images shown in Fig. 5 . 
