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Abstract 
 
In low to moderate seismicity intraplate regions, earthquake engineers 
and engineering seismologists face challenges dealing with the 
considerable level of uncertainty in the estimation of magnitude 
recurrence parameters and maximum magnitude estimation for 
probabilistic seismic hazard assessment (PSHA). 
This is largely due to the lack of strong ground motion records, short 
and incomplete earthquake catalogue, and extremely long recurrence 
intervals between large magnitude events. This puts additional 
importance of finding reliable estimates of earthquake source parameters 
for historical and early instrumental records which often have greater 
impact on hazard results than short span of instrumental records.  
This thesis explores the presence of regional differences within stable 
continental regions (SCRs) as well as a degree of regional variability with 
respect to the global average SCR using isoseismal area data. This is 
accomplished by careful collection and processing of isoseismal areas from 
the global stable continental regions, and by developing felt area-to-
magnitude relationships through a uniform regression framework of 
Johnston (1996b). By comparing with existing relationships, the 
applicability of the newly developed felt area-to-magnitude relationships 
is evaluated. 
Analyses of focal depth distribution, and their correspondence with the 
Moho depth and the surface heat flow are investigated for the Korean 
peninsula, as a case study region. Macroseismic attenuation parameters 
for the Kövesligethy (1906) attenuation model are derived from a newly 
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compiled, comprehensive macroseismic intensity database in order to 
determine macroseismic focal depths. The influence of using different 
types of macroseismic data and regional earthquake data on the 
macroseismic attenuation parameters is also investigated.  
Finally, a suite of three intensity attenuation models, each using a 
different functional form, is derived for the Korean peninsula, and the 
sensitivity of the model results to different regression techniques and 
functional regression forms is evaluated. The newly derived intensity 
attenuation model is used to estimate earthquake magnitude and 
epicentral location through the bootstrap resampling technique of Bakun 
and Wentworth (1997). 
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Chapter 1 	
Introduction 
 
1.1. Background and the layout of thesis 
Selection of suitable sites for important and critical structures (e.g. nuclear 
power plants, radioactive disposal facilities) must be accompanied by in-
depth seismic hazard analysis, invariably using probabilistic assessment 
methods. In low-strain intraplate regions, earthquake engineers and 
engineering seismologists face a significant challenge dealing with the 
considerable level of uncertainty in the estimation of magnitude 
recurrence parameters and maximum magnitude, and selection and 
application of ground motion prediction equations (GMPEs) for 
probabilistic seismic hazard analysis (PSHA). 
The biggest challenges relate to the lack of observational data (e.g. 
paleoseismic or strong ground motion data) and extremely long 
recurrence intervals (10,000 – 100,000 years or more) between large 
magnitude events (Crone et al., 1997).  
Relying on the short instrumental record, with typically less than 50 
years since the establishment of World-Wide Standardized Seismograph 
Network (WWSSN), even 100 years including early instrumental record, 
makes it difficult to capture the maximum magnitude as well as to 
accurately understand regional seismicity characteristics. Thus it is 
important to translate historical earthquake information into the shape of 
modern instrumental earthquake data using various conversion 
Chapter 1. Introduction 
 23 
relationships and analytical methods. These conversion tools can be 
applied to historical earthquakes to determine focal depth, earthquake 
magnitude and location in a systematic manner, and ultimately they can 
be used for the development of a homogenised earthquake catalogue for 
seismic hazard analysis. 
Another approach to overcome the lack of earthquake data is to 
combine the moderate to large earthquakes from tectonically analogous 
regions worldwide based on tectonic classification criteria (e.g. with 
similar geological age and tectonic history; Johnston et al., 1994). However, 
the commonly used tectonic classification criteria do not consider the 
regional contrast of seismic wave attenuation characteristics, and 
investigating regional difference directly from strong ground motion data 
is difficult for stable continental regions (SCRs) due to the paucity of 
instrumental data. 
Following this introductory Chapter 1, Chapter 2 provides an overview 
of the historical development of seismic intensity scales, with some 
practical issues dealing with seismic intensity data. Macroseismic data 
collection and processing procedures to transform descriptive 
macroseismic information into intensity data points are also discussed. 
Numerous macroseismic analyses to estimate earthquake source 
parameters and seismic wave attenuation properties are summarised, with 
some of the key factors including local site conditions, azimuth and 
directivity effects, basin and topographic effects that significantly 
influence reported intensities being highlighted.  
Chapter 3 discusses useful properties of felt area and its correlation 
with other instrumentally-determined physical source parameters. 
Frequently observed regional variation in ground motions using 
geological, geophysical and seismological data are summarised. 
In Chapter 4, the regional differences in the ground motion attenuation 
between different SCRs are investigated using isoseismal area data. The 
first part of this chapter describes the characterisation of SCR domains, 
data collection and the processing procedure to establish a global SCR 
isoseismal area dataset. This SCR dataset is used to investigate the 
possibility of using isoseismal areas of MMI II or MMI III as an indicator 
to exploit regional differences within SCRs. Based on the Johnston (1996b) 
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regression framework, a new global average SCR log(M0) – log(AF) 
relationship using the global SCR dataset is developed and compared with 
the existing global SCR relationship, and also with the four selected SCRs. 
Regional dependence between the selected SCRs and the global average 
SCR is evaluated. 
In Chapter 5, the methodology of felt area-magnitude regression 
framework of Johnston (1996b) is applied to the selected SCRs to reassess 
existing felt area-to-magnitude relationships for the four SCRs; Australia, 
central and eastern North America, the Korean peninsula and the United 
Kingdom. Newly developed seismic moment – felt area relationships are 
compared with the existing relationships from each region. A relationship 
between magnitude and epicentral intensity is also developed using a 
global SCR dataset.  
Chapter 6 explores detailed hypocentral depth analysis for the Korean 
peninsula using instrumental earthquakes. Characteristics of hypocentre 
distribution, and their correspondence with the Moho depth and the 
surface heat flow are investigated. Macroseismic attenuation parameters 
for the Kövesligethy (1906) relationship are derived for the Korean 
peninsula. A sensitivity study is carried out to investigate the influence of 
using different type of macroseismic data and regional earthquake data on 
the derivation of macroseismic attenuation parameters. Macroseismic 
attenuation parameters are used to estimate focal depths for 15 Korean 
and Sino-Korean earthquakes, and the calculated focal depths are 
compared with the observed depths.  
In Chapter 7, a series of intensity attenuation models including 
Stromeyer and Grünthal (2009), Sørensen et al. (2009) and Bakun and 
Wentworth (1997) are developed for the Korean peninsula. The sensitivity 
of the model results to different regression techniques and functional 
regression forms is carried out to find the most preferred model. The 
newly derived intensity attenuation model is used to estimate earthquake 
magnitude and epicentral location through the Bakun and Wentworth 
(1997) bootstrap resampling technique using intensity data, and the results 
are compared with the instrumentally-determined source parameters. 
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Finally, a summary of the key findings from this thesis, along with the 
conclusions and some suggestions for further work are presented in in 
Chapter 8.  
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Chapter 2 	
Macroseismic Intensity 
 
2.1. Introduction 
Despite a growing database of strong ground motion data, coupled with 
an increase in capability to detect earthquakes instrumentally, 
macroseismic intensity data still provide important information on 
historical and early instrumental earthquakes. The analysis of 
macroseismic data is particularly useful for estimating earthquake source 
parameters of historical earthquakes and for independent verification of 
instrumentally recorded data in earthquake ground motion modelling. A 
primary benefit in using intensity data is that intensities can be easily 
obtained at multiple locations for individual events.  
This chapter provides a summary of the historical development of 
seismic intensity scales and their associated issues. Methods available for 
collecting and processing macroseismic data are also discussed, with some 
of the key factors that significantly influence reported intensities being 
highlighted. Finally, various macroseismic analyses used to estimate 
source parameters, ground motion attenuation characteristics and crustal 
structure are evaluated. 
 
2.2. Historical Development of Seismic Intensity Scales 
Seismic intensity is a qualitative, semi-empirical parameter used to assess 
observed earthquake effects on human, structural and non-structural 
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components, in addition to geological and environmental changes, in a 
given ground surface area. It is often expressed in a form of discrete 
degree in Roman numerals; each intensity degree represents a level of 
damage or ground shaking and the successive degrees (e.g. Richter, 1958; 
Grünthal, 1998). The earliest use of seismic intensity scale is not accurately 
known but may date back several hundred to thousand years (Musson et 
al., 2010).  
A large number of different seismic intensity scales have been devised 
(e.g. de Rossi, 1883; Cancani, 1904; Wood and Neumann, 1931). Some 
intensity scales, such as Wood and Neumann (1931) and Richter (1958), 
have been directly adopted in many countries, or modified accordingly to 
reflect the country-specific structural vulnerability and design standards 
in terms of historical and modern building context. A comparison of 
different intensity scales and some historical overview is provided by 
Davison (1921; 1933), Eiby (1965), Musson (2002) and Musson et al. (2010).  
Since the first internationally-recognised ten-degree Ross-Forel scale (de 
Rossi, 1883) was proposed in Europe, subsequent successors such as 
Cancani (1904), Sieberg (1912) and Sieberg (1923) have had significant 
influence in forming an outline of the modern seismic intensity scale. 
Sieberg (1912, 1923) provided a clearer and more detailed description of 
earthquake effects than any previous intensity scales (Musson et al., 2010). 
The scale of Sieberg (1923) became the basis of macroseismic practice in 
Europe and also had significant influence over the United States (e.g. 
Wood and Neumann, 1931). In Italy, the Mercalli-Cancani-Sieberg (MCS-
30) scale by Sieberg (1930) is still actively in use with the European 
Macroseismic Scale (EMS-98) (Grünthal, 1998; Sbarra et al., 2010). 
The Medvedev-Sponheuer-Kárník (MSK-64) scale was developed by 
Medvedev et al. (1964). This scale was largely based on MCS-23 scale and 
MMI-56 scale of Richter (1958). Through several revisions on MSK-64 scale 
(i.e. MSK-76 and MSK-81), EMS-98 was devised to provide uniform 
applicability throughout Europe. A number of improvements were 
proposed on dominant structural types, with special attention paid to 
masonry structures, based on damage observations (Grünthal, 1993; 1998). 
The EMS-98 scale is the most commonly used scale in European 
macroseismic practice. 
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In the United States, the Modified Mercalli Intensity (MMI-31) of Wood 
and Neumann (1931) has been evolved over many different versions 
(Richter, 1958; Brazee, 1979; Stover and Coffman, 1993; Boatwright and 
Bundock, 2005). 
The MMI-31 scale is largely based on MCS-23 scale (Sieberg, 1923) but 
many details from the original description of MCS-23 scale have been 
omitted (Musson et al., 2010). More than two decades later, Richter (1958) 
made significant improvements developing MMI-56. This was the first 
scale to introduce the concept of structural vulnerability, including 
building taxonomy, construction material and workmanship into the 
seismic intensity scale.  
MMI-79 proposed by Brazee (1979) was inherently different from the 
previous versions (i.e. MMI-31 and MMI-56). Brazee (1979) made a 
particular effort on the objective evaluation of the MMI-56 assignments, 
determining significance factors for various earthquake effects based on 
attenuation of intensity with distance. This method is useful for consistent 
and uniform evaluation of intensity assignment. However, the usefulness 
of MMI-79 scale is limited to the Western United States due to regional 
differences in seismic attenuation properties.  
Stover and Coffman (1993) revised the MMI-56 scale and made several 
modifications on intensities above MMI IV. The major change was made 
with respect to brick/unreinforced masonry chimney damage, which was 
downgraded to MM VI from MMI VII. The maximum observed intensity 
was also lowered from MMI XII to MMI X (Boatwright and Bundock, 
2008).  
For intensities greater than MMI IV, Stover and Coffman (1993) 
assigned intensities based on direct and indirect damage on structural 
components, shaking effects on objects, and changes on natural 
phenomena rather than on earthquake effects on humans (e.g. felt indoor 
or outdoor, frightened, awaken from sleep). This was performed to reduce 
ambiguity and subjectivity in quantifying earthquake effects. The only 
exception in using the earthquake effects on humans was the statement 
‘People had difficulty standing or walking. Felt moderately by people in moving 
vehicles’ at MMI V. This damage description on humans was mainly used 
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to account for shaking effects rather than subjective perceptions by an 
observer (Stover and Coffman, 1993).  
The MMI-93 scale was used to assign the maximum observed intensity 
of United States earthquakes for 1568-1989. However, the MMI-93 scale 
was never fully outlined by Stover and Coffman (1993). An abridged 
version of MMI-93 scale has been recently drafted by Musson and Cecić 
(2012).  
Boatwright and Bundock (2005; 2008) made modifications to MMI-93 to 
re-evaluate intensities for the 1906 San Francisco earthquake. Several 
adjustments to the MMI-93 scale were made to maintain the correlation of 
the original damage description with the MMI-93 scale, as well as to adjust 
intensities for long-period shaking effects (e.g. stopped clocks, seiches). 
The effects of long period ground motions and ground failures are 
downgraded from those specified in the scale of Richter (1958). Boatwright 
and Bundock (2008) devised a fifteen-degree scale  (MMI-08) by including 
an additional six degrees of half intensities.  
In recent years automated online-based questionnaire data have been 
widely used in response to the needs of early warning and rapid 
assessment of earthquake damage potential. The first online-based 
macroseismic intensity data collection system, “Did you feel it” (DYFI), 
was introduced by Wald et al. (1999). Similar online-questionnaire tools 
have been subsequently developed elsewhere (e.g. Musson, 2006; Bossu et 
al., 2008).  
The algorithmic-based intensity assignment process was originally 
proposed by Dengler and Dewey (1998) to evaluate a vast amount of 
telephone-based survey data for the 1994 Northridge earthquake. They 
devised a community decimal intensity (CDI) scale where scores are 
assigned to the individual answers on the telephone-based questionnaires. 
An intensity value is then assigned based on pre-defined correlation 
between weighted sum of scores and traditionally assigned intensities. 
Wald et al. (1999) have subsequently updated the CDI scale of Dengler 
and Dewey (1998) to a Community Internet Intensity (CII) scale. The major 
improvement over CDI scale was made on a regression model of sum of 
scores on observed and instrumental intensities, providing better 
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correlation at lower and higher intensities (i.e. II ≤ MMI ≤ V and VIII ≤ 
MMI ≤ IX).  
Current practice in United States Geological Survey is to assume 
equivalence between CII and MMI scales. Also, the conventional 
definition of discrete intensity has been changed to a continuous and 
single decimal place intensity scale (Wald et al., 2011).  
The history of development and use of intensity scales in New Zealand 
is provided by Eiby (1966). In New Zealand, the Rossi-Forel scale was 
used before 1943 and thereafter the MMI-31 scale of Wood and Neumann 
(1931). In the early 1960s, the first Modified Mercalli Scale (N.Z. Version, 
1965) (MMI-65NZ) was devised by Eiby (1966) to make it more applicable 
to New Zealand. The MMI-65NZ scale is largely based on the MMI-56 
scale of Richter (1958).  
The MMI-92 scale was devised by Dowrick (1992) by revising MMI-
65NZ. Building classifications were revised to make them more relevant to 
common construction types and design standards in New Zealand. In 
addition to the modification of structural types, terms such as windows 
and water tanks were modified to adhere to the New Zealand building 
standards.  
Dowrick (1996) made further revisions on chimney damage at MMI VI 
– VIII and environmental effects at MMI X (e.g. liquefaction and 
landslides). Particular effort was made to quantify the proportion of 
chimney damage based on compiled earthquake damage data. The term, 
“fallen chimney” was explicitly defined for the case when a chimney 
above the roof-line was completely detached. Dowrick et al. (2008) 
proposed further revision producing MMI-07NZ. They made some 
adjustments to the environmental effects and the intensity level of MMI 
XII was completely omitted. Dowrick and Rhodes (2005) found saturation 
of intensities above MMI XI at a magnitude of about M 7.5.  
In Australia the Rossi-Forel scale (RF) (de Rossi, 1883) was widely used 
for intensity assignment. Through several revisions in atlases of isoseismal 
maps (Everingham et al., 1982; Rynn et al., 1987; McCue, 2002), RF 
intensities were converted to the MMI scale using the conversion of 
Richter (1958), or reassigned in terms of MMI when original felt reports 
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are available (McCue, 2002). The MMI-65 scale of Eiby (1966) is still widely 
used for macroseismic practice in Australia (Geoscience Australia, 2014).  
In China, the Chinese MM intensity scale (CMMI-57) of Hsieh (1957) 
had been widely used for historical catalogues (e.g. Gu, 1983a; Gu, 1983b). 
It is unclear which intensity scale was used prior to 1957 since only a few 
studies of the historical development of Chinese intensity scales have been 
found in the literature. CMMI-57 was based on twelve-degree scale, 
known to be similar to the MMI-56 scale of Richter (1958). Since the 
CMMI-57 scale does not contain enough flexibility on damage description 
to assign intensities for both historical and modern earthquakes, a revised 
version (CMMI-78), introducing quantitative damage index for each 
intensity degree, was proposed by Huixian (1980). 
In Japan, a seismic intensity scale was first introduced in 1884 by the 
Tokyo Meteorological Observatory (TMO, 1884) (Ishibashi, 2004). The 
TMO (1884) scale had a four degree intensity without detailed explanation 
of damage phenomena. Lee and Yang (2006) provided an English 
translation of TMO (1884) that had been used by Wada (1912) for 
assembling historical earthquakes in the Korean peninsula.  
Omori (1900) devised a seven-degree scale to express each seismic 
intensity degree in terms of both qualitative damage description and the 
upper limit of the maximum ground motion accelerations. However, 
Omori (1900) did not provide much explanation on how the ranges of the 
maximum accelerations had been derived for each intensity degree 
(Davison, 1921). Similar to the work of Omori (1900), the Central 
Meteorological Observatory devised the seven-degree seismic intensity 
scale in 1898 (Ishibashi, 2004).  
Following several modifications, an eight-degree seismic intensity scale 
was adopted by the CMO in 1949 (Ishibashi, 2004). It is worth noting that 
CMO-49 is the same as the JMA-51 scale, as the most commonly used 
Japanese intensity scale. It should be noted that the JMA-51 scale is a 
misnamed. This intensity scale was not developed by Kawasumi (1951); he 
merely provided an English translation of CMO-49. The abbreviation 
JMA-51 is frequently used incorrectly in literature, and cited as Kawasumi 
(1951) when it should really be referred as CMO-49 or JMA-49.  
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In response to the 1995 Great Hanshin, Japan, earthquake the definition 
of seismic intensity was completely changed. Where traditional intensity 
was based on the actual damage observations, the current instrumental 
seismic intensity is based on instrumental ground motion measurements 
(Ishibashi, 2004).  
Some seismic intensity scales were devised to focus on a particular 
aspect of the observed earthquake effects. As an example, the 
Environmental Seismic Intensity (ESI-04) scale was proposed to focus on 
the environmental changes, such as liquefaction, horizontal and vertical 
movements of faults, landslides, rockfalls, and ground cracking (Michetti 
et al., 2004). ESI-04 is particularly useful for intensity assignment in rural 
areas where there is a notable absence of human presence or artefacts. In 
2007, a revised version (ESI-07), containing minor modifications, was 
published by Michetti et al. (2007). 
Recently, the International Macroseismic scale (IMS-13) has been 
developed by Foulser-Piggott and Spence (2013) to update EMS-98, to 
extending its applicability from Europe to all around the world. Global 
building typologies are classified into six regions based on climate, socio-
economic index and seismicity activity. Structural types and the associated 
structural vulnerability classes are then derived for each six regions based 
on a global vulnerability database. A similar effort to derive an earthquake 
disaster risk index was made by Davidson and Shah (1997) to enable a 
direct comparison of overall earthquake risk between different cities in the 
world. 
The development of a single universal seismic intensity scale is 
undoubtedly convenient for global application for intensity assignment 
and earthquake damage assessment. However, due to regional variability 
in attenuation properties as well as different country-specific construction 
types and structural design practice, establishing a single universal scale is 
difficult. Such an approach is considered undesirable if the clarity of 
damage description, and continuity and uniformity of existing intensity 
data need to be sacrificed (Eiby, 1965).  
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2.3. Type of Seismic Intensity Scale 
A number of authors provides a good summaries of existing intensity 
scales, discussing the common problems associated with each scale (e.g. 
Davison, 1921; Davison, 1933; Musson and Cecić, 2002; Musson et al., 2010).  
One of the earliest efforts to classify intensity scales was made by 
Davison (1921, 1933). Davison (1921) reviewed 39 seismic intensity scales 
for the period between 1783 and 1931, and made recommendations for the 
ideal seismic intensity scale for use in analysing macroseismic damage 
effects. Based on the nature of the intensity scale and purposes of its use, 
seismic intensity scales were classified into three types: personal, arbitrary 
(or conventional) and absolute (or dynamic) scales (Davison, 1933).  
A personal scale has been widely in use during the late 18th and the 
early 19th centuries for purposes of personal need or interest to record the 
level of earthquake severity (Davison, 1921; 1933). Although most 
personal scales comprise successive intensity degrees as any other scales, 
the damage description at each degree is usually given in a form of 
adjective alone without explanation, making a secondary use or 
interpretation by third person almost impossible. For this reason, personal 
scales have been often discarded in modern macroseismology. A relatively 
new example of a personal scale in use is Ambraseys and Melville (1982). 
This uses a simple five-degree intensity scale that is flexible enough to fit 
most damage statements or observations with the original sources or field 
observations. This approach was developed because structural types and 
damage description from modern intensity scales are too specific to be 
applied for historical earthquakes in Iran. 
An arbitrary scale is the most common type of intensity scale in use. 
Arbitrary scales have successive degrees of intensity with increasing level 
of severity based on the specific earthquake shaking phenomenon. 
Comprehensive damage or shaking statement serves as qualitative criteria 
to assign the corresponding intensity value. This type of scale has great 
practicality for earthquake damage observations and uniqueness for 
calibrating historical earthquakes.  
An absolute (or dynamic) scale is a semi-quantitative scale with which 
the minimum and maximum of each degree are calibrated to instrumental 
measurements (Davison, 1921). The use of absolute scale is a routine 
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practice in Japan where JMA (1996) assigns intensity measures based on 
strong ground motion records.  
Modern seismic intensity scales may be classified into three categories 
by means of intensity assignment method: traditional, automated (or 
artificial) and instrumental assignments.  
A traditional approach to assign an intensity is that an analyst assigns a 
Roman numeral or a range of two consecutive numerals (e.g. V-VI) to a 
given locality. The intensity value is assigned on the basis of reviewed 
questionnaires that the majority of descriptive information or observations 
best meet the diagnostic description at the corresponding intensity degree 
(Musson, 1998b).  
In an automated intensity data collection system, such as DYFI (Wald et 
al., 1999), an intensity value is never assigned or oversight by human 
(Musson, 2008).  
Instrumental intensity assignment means that an intensity value is 
assigned based on strong ground motion measurements. Despite the good 
correlation between ground motion parameters, each intensity degree 
corresponds to the amount of physical ground motion regardless of actual 
human perception and damage observations (Musson et al., 2010).  
Based on the method of intensity assignment and scale characteristic, 
seismic intensity scales are classified by their type and means of an 
intensity assignment method. The intensity scales that are widely used at 
present are summarised in Table 2-1. 
 
Table 2-1 Classification of major seismic intensity scales 
Intensity scales 1 
No. of 
degrees 2 
Range of 
intensity 
scale 
Type of 
intensity 
scale 3 
Method of 
intensity 
assignment 4 
Dominantly 
adopted 
regions 
Reference 
Rossi-Forel (1883) 10D 1-10 A T Global de Rossi (1883) 
Cancani (1904) 12D 1-12 AB T Europe Cancani (1904) 
Modified Mercalli 
Intensity (1931) 12D 1-12 A T US/Global 
Wood and 
Neumann 
(1931) 
Modified Mercalli 
Intensity (1956) 12D 1-12 A T US/Global Richter (1958) 
Modified Mercalli 
Intensity (1979) 12D 1-12 AB C US Brazee (1979) 
Modified Mercalli 12D 1-12 A T US Stover and 
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Intensity (1993) Coeffman 
(1993) 
Modified Mercalli 
Intensity (2005) 15D 1-9.5 P T US 
Boatwright 
and Bundock 
(2005) 
Community 
Decimal Intensity 
(1998) 
9C 3.3-10.7 A C US Dengler and Dewey (1998) 
Community 
Internet Intensity 
(1999) 
9C 1-9 A C US Wald et al. (1999) 
Revised 
Community 
Internet Intensity 
(2002) 
12D 1-12 A C US Dewey et al. (2002) 
Mercalli-Cancani-
Sieberg (1930) 12D 1-12 A T Europe 
Sieberg (1912; 
1923; 1930) 
Medvedev-
Sponheuer-Kárník 
(1964) 
12D 1-12 A T Europe Medvedev et al. (1964) 
European 
Macroseismic 
Scale (1998) 
12D 1-12 A T Europe Grünthal (1998) 
Environmental 
Seismic Intensity 
(2004; 2007) 
12D 1-12 A T Europe Michetti et al. (2004; 2007) 
Modified Mercalli 
Intensity (1965) 12D 1-12 A T 
New Zealand, 
Australia Eiby (1966) 
Modified Mercalli 
Intensity (1992) 12D 1-12 A T New Zealand 
Study Group 
of the 
NZNSEE 
(1992) 
Modified Mercalli 
Intensity (1996) 12D 1-12 A T New Zealand 
Dowrick 
(1996) 
Modified Mercalli 
Intensity (NZ 
2007) (2008) 
11D 1-11 A T New Zealand Dowrick et al. (2008) 
Geofian (1953) 12D 1-12 A T Russia Medvedev (1953) 
CMMI (1957) 12D 1-12 A T China Hsieh (1957) 
CMMI (1980) 12D 1-12 A T China Huixian (1980) 
TMO (1884) 5 4D 0-3 A T Japan Ishibashi (2004) 
CMO (1898) 6 7D 0-6 AB T Japan Omori (1900) 
CMO (1949) 6 8D 0-7 AB T Japan 
Kawasumi 
(1951); 
Ishibashi 
(2004) 
Japanese 
Meteorological 
Agency (1996) 
10D 0-7 AB I Japan JMA (1996) 
International 
Macroseismic 
Scale (2013) 
12D 1-12 A T Global 
Foulser-
Piggott & 
Spence (2013) 
1 Bracket indicates year of publication unless an author had given a specific year 
for the corresponding scale. 
2 C stands for continuous scale, and D for discrete scale. 
3 P stands for personal, A for arbitrary, and AB for absolute (or dynamic) scale. 
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4 T stands for traditionally assigned intensity, C for calculated intensity, and I for 
intensity converted from instrumental ground motion records. 
5 TMO: Tokyo Meteorological Observatory. CMO is the predecessor of JMA. 
CMO had been operated in Japan for the period 1875-1886. 
6 CMO: Central Meteorological Observatory. TMO was renamed to CMO and it 
had been operated for the period 1887 -1955. In 1956, CMO was renamed to JMA 
(JMA, 2015). 
 
2.4. Issues on the Use of Seismic Intensity 
Common misuses and difficulties in dealing with macroseismic intensity 
data have been highlighted by a number of studies (e.g. Davison, 1921; 
Eiby, 1965; Musson, 1998a; Musson, 1998b; Musson et al., 2010; Musson 
and Cecić, 2012). However, the development of an automated online-
based data collection system (e.g. Wald et al., 1999) has introduced a new 
set of problems in modern macroseismology. Some of the traditional 
issues associated with seismic intensity scales as well as the recent issues 
are summarised in the following section. 
 
Absence of version citation  
One of the primary issues associated with seismic intensity scales comes 
from the absence of version citation or publication year in the literature. 
This issue is primarily associated with Modified Mercalli intensity scales, a 
fact often not appreciated with the earthquake engineering and 
engineering seismology community.  
The issue associated with the naming of intensity scales started with 
Richter (1958) who named the revised version of MMI-31 scale of Wood 
and Neumann (1931) as “Modified Mercalli intensity scale of 1956” to 
avoid confusion with the Richter magnitude scale. Thereafter numerous 
intensity scales refer themselves as Modified Mercalli intensity scale even 
though some MMI scales are not compatible with other versions of the 
MMI scale (Musson and Cecić, 2002; Musson et al., 2010).  
As an example, the phrase “Pendulum clocks stop” is used for MMI V 
from the MMI-31 scale of Wood and Neumann (1931), whereas the same 
phrase is used for MMI III from the MMI-08 scale of Dowrick et al. (2008). 
Boatwright and Bundock (2008) observed long-period effects such as 
stopped clocks at MMI II.  
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The name of the Modified Mercalli intensity scale has been also 
adopted in other countries apart from the United States (e.g. Eiby, 1966; 
Study Group of the NZNSEE, 1992; Dowrick, 1996). The absence of 
version citation leads to significant confusion in the subsequent studies, 
especially when assembling various intensity data from different countries. 
More recently, additional confusion has been caused by the automated 
DYFI system. CII values are published in terms of MMI values with a 
single decimal place as being a continuous and real-valued scale (Wald et 
al., 2011). This makes it even more difficult to determine which intensity 
scale has been originally used. Even though the CII and MMI scales are 
often considered equivalent, the use of a different scale name or the 
correct citation of intensity version in macroseismic practice can help to 
avoid additional confusion in subsequent macroseismic studies. 
 
Ambiguity of linguistic description  
A problem that has been frequently emphasised in numerous studies is 
the ambiguity of linguistic description of earthquake damage in seismic 
intensity scale (e.g. Voigt and Byerly, 1949; Brazee, 1979; Blong, 2003). 
Ambiguities are associated with quantities (e.g. few, some, many and 
most), tentative words (e.g. may), frequencies (e.g. sometimes, often), 
location of an observer (e.g. upper floors), and description of shaking and 
damage effects (e.g. shaken slightly, some cracks). 
In order to clarify descriptive linguistic terms, Brazee (1979) used a 
distance as an indicator of attenuation of seismic energy to differentiate 
damage statements between different intensity degrees and to reduce 
subjective evaluation in assigning intensities. This approach allows the 
seismologist to make absolute comparisons between various damage 
statements and it is useful for objective evaluation of intensity assignment. 
The primary drawback is that a significantly large dataset is required for 
the regression of intensity with distance to be stable and statistically valid. 
This method has also been reported to be sensitive to location errors of 
earthquakes (Brazee, 1979). 
European Macroseismic Scale (EMS-98) (Grünthal, 1998) expressed the 
linguistic quantitative description such as ‘few’, ‘many’ and ‘most’ in 
terms of continuous ranges of overlapping percentages. The ‘few’, ‘many’ 
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and ‘most’ represent 0 – 20%, 10 – 60% and 50 – 100%. The narrowly 
overlapping ranges of percentages are beneficial for the practical 
application for earthquake damage assessment.  
Problems of ambiguity can arise at overlapping ranges of percentages 
and the EMS-98 scale provides overlapping percentages for only three 
selective linguistic quantities (i.e. few, many, most). In the future version 
of the EMS-98 scale, additional quantitative terms such as ‘very few’ at 
EMS IV and ‘in large number‘ at EMS VII should either be avoided, or 
expressed in terms of overlapping ranges of percentages. 
To overcome the limited availability of linguistic quantities and to 
enable the objective evaluation of quantitative terms, Giovinazzi and 
Largomarsino (2004) devised EMS-98 damage probability matrices by 
translating linguistic quantities through trapezoidal membership 
functions based on Fuzzy set theory (e.g. Sánchez-Silva and García, 2001). 
Dowrick (1996) determined proportions of fallen chimneys for 
unreinforced masonry structures based on field observation data in New 
Zealand. The average percentage of fallen chimneys was 9%, 13%, 60% 
and 85% for MMI VI, VII, VIII and IX, respectively. In this way, the 
quantitative linguistic terms in a seismic intensity scale can be tested and 
modified to represent the proportions of fallen chimneys at different 
intensity levels. 
 
Assignment of a half intensity 
A half intensity between two or three consecutive intensity degrees is used 
when observed earthquake effects at a particular locality are not clear 
enough to allow an analyst to assign a single intensity value (Musson, 
1998b). For a traditional intensity scale, MMI V-VI corresponds to MMI V 
or VI, not MMI 5.5 or between MMI V and VI. The half intensity degree 
has no real meaning other than to quantify the uncertainty of an intensity 
assignment  (Eiby, 1966; Musson, 1998b). This is because the nature of a 
traditional intensity scale is discrete and monotonic.  
In continuous, real-valued intensity scales such as CII-99 (Wald et al., 
1999), partial intensity values represent a median intensity value between 
two or three consecutive intensity degrees. 
 
Chapter 2. Macroseismic Intensity 
 39 
Traditionally assigned intensities and automatically assigned intensities 
Since the introduction of the Internet, numerous automated intensity data 
collection tools have been developed to assemble macroseismic 
information through online questionnaires (e.g. Musson, 2006; Sbarra et al., 
2010; Wald et al., 2011). A list of some national intensity data collection 
tools are summarised in Table 2-2. 
Although online macroseismic questionnaires from different agencies 
are generally comparable, various factors such as the choice of intensity 
scale, type of surveying questions, procedures for intensity assignment 
and data filtering, the choice of area which an intensity is assigned and the 
minimum numbers of responders used for the intensity evaluation, vary 
considerably from one country to another (Wald et al., 2011). An overview 
of automated intensity assignment procedures is presented in Wald et al. 
(2011). 
An automated data collection tool offers a number of benefits over a 
traditional intensity data collection method including: 1) a significant 
reduction in cost, time and manpower for data assembling and processing, 
2) self-consistent datasets (reduction in data scatter) 3) objective and 
consistent assignment of intensities, 4) good correlation to ground motion 
parameters such as peak ground acceleration (PGA) and peak ground 
velocity (PGV) (Wald et al., 1999a; Atkinson and Wald, 2008; Sbarra et al., 
2010; Worden et al., 2012). Sbarra et al. (2010) showed that automated 
online-based surveys enable the detection of attenuation or amplification 
anomalies from a large amount of data, even for low intensities. 
Compared with other online-based data collection tools, the DYFI 
intensity assignment procedure is unique in a way that an intensity value 
is assigned based on pre-defined correlation between a set of scores and 
traditionally assigned intensities for zip code areas with at least one 
response (Wald et al., 1999; Wald et al., 2011). A total score of 52 is assigned 
based on human perceptibility, structural damage and shaking effects on 
non-structural components. Other online-based intensity data collection 
tools such as British Geological Survey (BGS) and Istituto Nazionale di 
Geofisica e Vulcanologia (INGV) assign an intensity value over a regularly 
spaced grid based on a set of filtering algorithms on each questionnaire 
(Musson, 2006; Sbarra et al., 2010).  
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Table 2-2 A list of agencies with automated intensity data collection tool 
(modified from Sbarra et al., 2010) 
Agency Region Web address 1 
Geoscience Australia Australia 
http://www.ga.gov.au/earthquake
s/staticPageController.do?page=felt
-earthquake  
Central Institute for 
Meteorology and 
Geodynamics Central Institute 
for Meteorology and 
Geodynamics 
Austria http://www.zamg.ac.at/cms/de/aktuell/erdbeben  
Royal Observatory of Belgium Belgium 
http://seismologie.be/dir200/inqui
ries/web_inq2.php?LANG=EN&C
NT=BE  
Geological Survey of Canada Canada 
http://www.earthquakescanada.nr
can.gc.ca/dyfi/known-connu-
eng.php  
Geophysical Institute, 
University of Zagreb Croatia 
http://www.gfz.hr/seizmologija/u
pitnik.php  
European-Mediterranean 
Seismological Centre 
Europe/ 
Global 
http://www.emsc-
csem.org/Earthquake/Contribute/
choose_earthquake.php?lang=en  
Bureau Central Sismologique 
Français France 
http://www.seisme.prd.fr/english.
php#  
Istituto Nazionale di Geofisica 
e Vulcanologia Italy 
http://www.haisentitoilterremoto.i
t/  
GNS Science New Zealand http://geonet.org.nz/  
Environmental Agency of the 
Republic of Slovenia Slovenia 
http://www.arso.gov.si/potresi/v
prašalnik/  
Council for Geoscience South Africa 
http://www.geoscience.org.za/ind
ex.php?option=com_proforms&jid=
1&cid=1&Itemid=608  
Swiss Seismological Service Switzerland http://www.seismo.ethz.ch/eq/detected/eq_form  
British geological survey United Kingdom 
http://www.earthquakes.bgs.ac.uk
/questionnaire/EqQuestIntro.html  
U.S. Geological Survey 
USA/ 
Global 
http://earthquake.usgs.gov/earthq
uakes/dyfi/  
1 Last accessed on 3rd May 2015 
 
Although it is a common practice to assume equivalence of DYFI and 
MM intensity assignments in USGS (Wald et al., 2011), several studies 
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including Dewey et al. (2002) and Hough (2013) have investigated possible 
discrepancies between DYFI and traditional MMI assignments. 
Figure 2-1 shows a comparison of isoseismal maps obtained from 
traditionally assigned USGS MMI-93 and CDI scales for the 1994 
Northridge earthquake. As explained in Section 2.3, the CDI scale of 
Dengler and Dewey (1998) is a predecessor of the CII scale of Wald et al. 
(1999) where the intensity is assigned from the calibration function 
between weighted sum of scores and traditionally assigned intensities. 
The comparison of isoseismal contours for both near-field and far-field 
exhibits little difference between traditionally assigned MMI and CDI 
scales. 
 
Figure 2-1 Comparison of isoseismal maps obtained between USGS MM-93 
CDI scales in a) far-field, and b) near-field (red and dotted black lines 
represent isoseismal contours obtained from the USGS MMI-93 and solid 
black lines represent isoseismal contours obtained from the CDI scale) 
(modified from Dengler and Dewey, 1998) 
 
Wald et al. (1999) revised the calibration function of Dengler and Dewey 
(1998) and performed a new regression of weighted sum of scores on the 
Community Internet Intensity (CII) scale using a large dataset of well-
studied three earthquakes in California. 
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Figure 2-2 Comparison of community Internet intensities (CII) on traditionally 
determined MMI and instrumental intensities. Blake line represents 1:1 line. 
ShakeMap indicates TriNet instrumental intensities, and WN+SM for 1987 
Whitter Narrows and 1991 Sierra Madre earthquakes, and NR for 1994 
Northridge earthquake (Wald et al., 1999) 
 
Figure 2-2 shows a comparison of CII with traditionally assigned MMI 
and instrumental intensities. This comparison shows that there is 
reasonably good agreement between mean CII and traditional MMI values 
over the range of IV ≤ MMI ≤ VI. However, CII values are slightly higher 
than those of traditionally assigned MMI below intensity III. 
Dewey et al. (2002) further conducted a comprehensive comparison of 
CII values with RCII and traditional MMI values for the 2001 Nisqually, 
Washington, earthquake. There are three major differences of RCII over 
CII scale: 1) intensity data is collected within 14 days since the occurrence 
of event from non-CII sources such as engineering and press reports; 2) 
the values of RCII may be adjusted on the basis of field observations other 
than the source of CII website; 3) intensities are assigned after the 
thorough review by experts.  
Figure 2-3 shows a comparison of traditionally determined MMI, CII 
and RCII as a function of epicentral distance for the 2001 Nisqually 
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earthquake. For the purpose of comparison, CII and RCII values have been 
rounded-off to the nearest integer. The lognormal probability density 
functions of intensities are presented in Figure 2-3a, and the 
corresponding cumulative density functions are shown in Figure 2-3b. The 
distribution of intensities between RCII and MMI data shows similarities 
and the corresponding median values show good agreement overall. The 
RCII and CII values agree more closely than the MMI.  
Hough (2013) compared intensity distributions between the CII and 
MMI for the 2011 M 5.8 Virginia earthquake in the central and eastern 
United States. Hough (2013) showed that traditionally assigned MMI 
values from newspapers and media reports were generally higher than the 
CII values. The discrepancies were found to be within one intensity unit of 
CII values.  
Although discrepancies in isoseismal contours obtained between 
traditionally assigned MMI and CII scales are the result of multiple 
combined effects, the single most important factor attributed to a higher 
prediction of traditionally assigned MMI is reporting and sampling biases 
associated with media and press reports. The absence of consideration of 
long-period shaking effects is another contributing factor. Reporting bias 
associated with traditionally assigned MMI is generally greater at higher 
intensity levels.  
Hough (2013) further showed that errors between the largest assigned 
MMI and mean MMI values are normally distributed. This implies that an 
intensity value may vary from 1.5 and 2 MMI units across large urban 
areas (i.e. 20 cities in the United States). Thus it is important to account for 
such bias in the reassessment of historical earthquakes. Hough (2013) also 
showed a weak dependence of standard deviation of mean MMI with 
intensity degrees, while no correlation was observed between standard 
deviation and the number of zip codes in each city.  
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Figure 2-3 Comparison of traditionally determined MMI with CII and RCII for 
2001 Nisqually earthquake in Washington, United States (Dewey, 2013, 
personal communication). a) distribution of intensities obtained from 
traditional MMI, CII and RCII scales, b) PDF and CDF of lognormal 
distribution for each intensity level obtained from traditional MMI data, c) 
intensity distribution as a function of hypocentral distance 
 
The media bias on traditionally assigned intensities have also been 
highlighted by Hough et al. (2002) and Hough and Pande (2007) for the 
2001 Bhuj, India, earthquake. Dengler and Dewey (1998) found a strong 
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tendency for traditionally assigned intensities to be controlled by small 
areas with greater earthquake damage because engineering reports, field 
studies, and media tend to focus on those sites with the highest damage.  
Although further testing and validation are required on intensities that 
have been assigned by the USGS DYFI assignment method, there is a little 
difference between intensities determined from the DYFI system and 
traditionally assigned MMI values for both western, and eastern and 
central United States (e.g. Dewey et al., 2002).  
For the INGV, an intensity value is assigned at the maximum value on 
the basis of the distribution of total scores using the Heaviside step 
function (Sbarra et al., 2010). The Heaviside step function is expressed as: 
I =
iSi
i=1
12
∑ Θ(Si − 0.75max(S))
Si
i=1
12
∑ Θ(Si − 0.75max(S))
 (2.1) 
where Si is the total sum of scores for the ith intensity degree and Θ is the 
Heaviside step function.  
It is important to note that each question from the INGV questionnaire 
is equally weighted whereas the USGS DYFI system assigns weights 
unevenly by different earthquake effects; both the shelf and damage 
indices have the highest weights (58% of the total weight), while the stand 
and furniture indices have the lowest weights (8% of the total weight) 
(Wald et al., 1999). 
Both the INGV and the USGS DYFI questionnaires do not consider the 
location of observers. This additional question should be included for the 
future revision. Procházková and Schenková (1981) found that intensities 
observed at mid-rise or high-rise buildings were generally higher than 
those observed on the ground, by a half to one MCS intensity level. 
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Figure 2-4 Comparison of traditionally assigned intensities with intensities 
obtained from the INGV web-based survey in Italy. a) absolute MCS intensity 
difference between direct survey and online-questionnaires for the 2008 Parma 
earthquake (Sbarra et al., 2010). b) comparison of traditionally assigned 
intensities (QUEST-MCS) from direct macroseismic survey with those of web-
based survey. The size of black dots is proportional to the number of 
municipalities (Tosi et al., 2015) 
 
This indicates that a questionnaire should include the height and floor 
of the building of which the observer is located. It is worth noting that the 
observer’s location is included in the New Zealand GEONET 
questionnaire.  
Figure 2-4a shows a comparison of traditionally and automatically 
assigned MSC intensities by the INGV. The range of absolute difference in 
MCS intensities obtained between field survey and online questionnaires 
are mostly within one intensity level for the 2008 ML 5.1 Parma earthquake. 
Tosi et al. (2015) conducted a similar comparison using intensities of 106 
municipalities obtained from five earthquakes. As can be seen by Figure 2-
4b, Sbarra et al. (2010) and Tosi et al. (2015) observed that traditionally 
assigned MCS intensities directly assigned by the field survey team were 
generally about one intensity unit higher than those intensities assigned 
by the automated web-based survey.  
Tosi et al. (2015) also stated that, for historical towns and non-urban 
regions, MCS intensities assigned by the field survey team could be three 
intensity degrees higher than other parts of the towns in the same 
municipality due to a high structural vulnerability of the historical and 
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non-engineered structures. Hough (2013) arrived to a similar conclusion 
when examining DYFI intensities. 
 
Round-off intensity  
The nature of a seismic intensity value is discrete, monotonic and 
indivisible. Therefore for seismic intensity to be quoted as a decimal 
intensity or a fraction of an intensity value is not consistent with its 
original definition and intention of use. Nevertheless, decimal intensities 
have been widely used in numerous macroseismic studies for convenience 
in practical computations (e.g. Peruzza, 1996; Dengler and Dewey, 1998; 
Atkinson and Wald, 2007). A continuous numerical intensity is sometimes 
referred to as a ‘pseudo’ intensity to differentiate it from traditional discrete 
intensity values (Peruzza, 1996).  
It is common practice by USGS to replace the discrete intensity scale 
with a continuous scale (Wald et al., 2011). This is mainly because there are 
several advantages in the use of a decimal intensity scale. The nearest 
tenth intensity is capable of resolving variations of intensity that are 
smaller than one integer intensity unit. It also reflects amplification of 
ground motion by local geology at higher intensities, and reduces the data 
scatter from truncating decimal intensities to the nearest whole integer 
when plotted as a function of epicentral distance (Dengler and Dewey, 
1998; Wald et al., 2011). 
However, the use of a round-off intensity becomes problematic in 
situations when constructing an isoseismal map from decimal intensity 
data and when deriving a decay of seismic intensity as a function of 
distance.  
The issue of decimal intensity with respect to construction of isoseismal 
maps was investigated by Dengler and Dewey (1998). From the 
comparison of isoseismal maps drawn from CDIs and traditional USGS 
MMI values, they concluded that decimal intensities rounded off to the 
nearest whole number exhibited broadly similar isoseismal patterns 
compared to that of traditional intensities. The CDI isoseismals showed a 
more regular pattern of intensity decrease with distance than isoseismals 
based on the traditional MMI values. A marginal difference in isoseismals 
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was observed, partially due to smoothing of intensities over an area within 
which the intensities were averaged.  
The further issue for intensity attenuation relationships in relation to 
rounding-off or truncating intensities was discussed by Peruzza (1996) 
and Musson (2005). Figure 2-5 shows a comparison of two intensity 
attenuation models represented by a continuous function and a step 
function. Ideally an intensity attenuation model should represent the 
middle of a step function rather than the forward and backward edge (e.g. 
Musson, 2005). In this way, predicted intensity values from the intensity 
attenuation model will match isoseismal contours.  
For an intensity attenuation model to be correctly reproduced, a 
reference intensity at the epicentre should be kept as a fixed point 
(Peruzza, 1996).  
0 50 100 150 200 250 300
2
3
4
5
6
7
8
In
te
ns
ity
Epicentral distance (km)
Pseudo−intensity attenuation
Step function
 
Figure 2-5 Comparison of hypothetical pseudo-intensity attenuation function 
with isoseismal contours expressed as a step function. Dash lines represent 
± 0.5 intensity unit from the pseudo-intensity attenuation curve. 
 
Peruzza (1996) assumed a reference intensity to be equivalent to an 
epicentral intensity from the earthquake catalogue, whereas Stromeyer 
and Grünthal (2009) computed a reference intensity with macroseismic 
attenuation parameters by treating the epicentral intensity as any other 
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intensity data point (IDP). The latter approach is preferred because the 
accuracy of the epicentral intensity value is comparable with any other 
well-determined IDP (Stromeyer and Gru ̈nthal, 2009).  
 
2.5. Macroseismic data processing 
When macroseismic information is collected through a questionnaire 
survey and field investigation immediately following an earthquake, or 
retrieved from historical earthquake records, descriptive macroseismic 
information needs to be converted to intensity data points (IDPs). This is 
to allow for determination of important earthquake source parameters 
such as earthquake location, magnitude and focal depth. The entire 
process of converting macroseismic observations to IDPs, by means of a 
seismic intensity scale and geographic coordinates, is termed 
macroseismic data processing. The processing of macroseismic data is 
performed in two steps: collection of macroseismic data and intensity 
assignment. Each step of the macroseismic data processing has a strong 
influence on the preservation of accuracy and reliability from original 
observations, depending on the nature and quality of macroseismic data 
(Musson and Cecić, 2002; Cecić and Musson, 2004). 
A methodological overview of macroseismic surveys, different practices 
in macroseismic data collection and evaluation, and data processing 
methods are provided in Cecić and Musson (2004) and Musson (2002). In 
practice, data processing procedures vary considerably depending on the 
subjectivity of the analyst, certainty, quality and quantity of available 
macroseismic data, type of earthquake records and purpose of 
macroseismic analysis. 
During the process of transmitting the actual earthquake observations 
to IDP data, an observer’s view of macroseismic information is 
progressively distorted through a series of which can be thought of as 
filters.  
A workflow for macroseismic data processing and the filtering process 
is demonstrated in Figure 2-6.  
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Figure 2-6 Workflow of macroseismic data processing for historical and 
modern instrumental earthquakes. Dotted box indicates an optional process. 
 
Although macroseismic data collection and intensity assignment 
procedure may vary depending on the historical or modern instrumental 
earthquake record, the general structure of macroseismic analysis schemes 
follow four stages: selection of earthquake record, macroseismic data 
collection, intensity assignment and construction of isoseismal maps. 
At each stage of macroseismic data processing, different type of filters 
may be applied. The type of filter is classified into two groups: filters of 
transmission and filters of reception (Musson, 1998b). 
The first group of the filters is particularly relevant to historical and 
early instrumental earthquakes due to loss or degradation of the original 
documents of earthquake records. The filters of transmission can be 
subdivided into filters of documentation, distortion and survival. 
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The filter of documentation applies when there is a natural loss of 
information because only a few people record their felt experience out of 
the total number of observations. Among observations that were recorded, 
the documents may be biased depending on subjective views on 
earthquake phenomena from writers. The loss of accurate data introduced 
by the writers is called the filter of distortion. When the original records 
are lost or destroyed with time, and only a small portion of the records 
survive, this process is called the filter of survival. Uncertainties associated 
with filters of transmission are irreducible, and therefore inherited to the 
subsequent macroseismic studies.  
The second group of the filters is often related to both historical and 
modern earthquake records. The filters of reception are related to data 
collection and interpretation of macroseismic data, and they can be 
subdivided into filters of retrieval and interpretation.  
The filter of retrieval implies undiscovered or obscured earthquake 
records depending on one’s ability to retrieve data and the accessibility of 
earthquake records. The filter of interpretation is applied during the 
process of when a seismologist assigns intensities from the collected 
earthquake records. Construction of an isoseismal map is an optional 
process conducted by the seismologist. Since isoseismal maps reflect the 
seismologist’s interpretation of earthquake impact at the ground surface, 
an additional filter of interpretation is applied by the degree of smoothing 
during the of isoseismal construction process (Musson, 1998b). 
Uncertainty associated with the filters of reception can be partially 
reduced by searching for undiscovered events from new sources of 
archives or by re-evaluating previously determined earthquake 
parameters from existing events.  
Details of intensity assignment and construction of isoseismal maps are 
presented in the following subsections. 
 
2.5.1. Intensity assignment 
Intensity assignment is a core process of macroseismic data processing, 
which transmits a qualitative description of earthquake effects to a 
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quantitative intensity scale. There are two ways of assigning intensities: 
traditional and automated approaches.  
Traditional intensity assignment is a manual process in which a 
seismologist reviews collected earthquake records from various sources, 
including newspapers, reports and historical documents, and assigns 
intensities that best reflect the observed or recorded earthquake effects.  
The traditional intensity assignment involves some degree of 
subjectivity. The degree of subjectivity can vary based on the 
seismologist’s knowledge of history, culture and architectural 
development of an area, data quality and the source of collected 
earthquake records.  
For modern instrumental earthquakes, macroseismic data are usually 
collected through web-based questionnaires, and the intensities are 
assigned automatically using a pre-defined algorithm. The automated 
intensity assignment allows consistent and uniform evaluation of intensity 
with a minimum level of subjective judgement. 
For consistency, the choice of an intensity scale is an important 
consideration factor. The use of one seismic intensity scale is desirable 
throughout the entire period covering both historical and modern 
earthquake data. The most recently developed intensity scale should be 
the most suitable scale for the assessment of modern earthquakes, because 
it reflects earthquake impact on the modern building environment. 
However, this does not necessarily mean that such a scale can be applied 
equally well for the assessment of historical earthquakes. 
Therefore, one should choose an intensity scale that keeps a multiplicity 
of criteria that can be applied for the assessment of both historical and 
modern earthquakes, i.e. a scale flexible enough to encompass earthquake 
impact on both historical and modern built environment. 
 
Geocoding 
Geocoding is a process of assigning locations at different levels of 
granularity including place names such as street address, postcode, 
municipality and province name into geographic coordinates. The 
geocoding assignment is not always straightforward. Difficulties in 
assigning locations come from poorly documented historical records, 
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duplicate place names, and changes in administrative names or 
administrative boundaries over time.  
For historical earthquakes, it is common to deal with situations in 
which there is a reported earthquake with earthquake damage description 
in a province without giving a specific town name for the damage location. 
In such cases, it is common to assign the damage location as the highest 
density of human settlement within the province (e.g. historic centre or 
urban centre) at the time of earthquake occurrence rather than assigning 
the location at the geographic centroid of the province. For the assessment 
of historical earthquake records, a set of rules needs to be applied for 
consistent evaluation of earthquake affected areas (e.g. Lee and Yang, 
2006).  
In the automated process of assigning intensities for modern 
earthquakes, the choice of a specific areal extent is pre-defined in an 
algorithm used for the evaluation of intensity. A single intensity value is 
assigned for the specific areal extent that contains the minimum number of 
questionnaires. For example, an area of a 5 x 5km square grid with, at least, 
five questionnaires is used for BGS (Musson, 2006). A zip code area with 
at least one response is used by USGS (Wald et al., 2011) and a commune 
with at least one response is used by INGV (Sbarra et al., 2010). 
Since the filter of interpretation is applied for the assessment of both 
historical and modern earthquakes, it is important, therefore, for a 
seismologist to provide certainty, accuracy and quality of intensity 
assignment along with the associated geocoded location (Musson, 1998b). 
 
2.5.2. Isoseismal maps 
An isoseismal map is a graphical representation of earthquake impact at 
the earth’s surface. One or more isoseismal contours lines are used to 
confine the areas within which the intensity is predominantly equal to, or 
greater than, a given intensity level (Musson, 2002).  
Although the first use of the isoseismal map is not accurately 
documented, the history of the isoseismal maps extends, at least, several 
hundreds years (Varga, 2008). Maps of Volger (1856), Schmidt (1858) and 
subsequent workers (e.g. Jeitteles, 1859; Mallet, 1862) are considered as the 
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basis of modern isoseismal maps (Varga, 2008). Isoseismal maps are still 
being widely used internationally to study macroseismic attenuation 
characteristics and the magnitude of earthquakes (e.g. Johnston, 1996b; 
Musson, 2005). 
In spite of its usefulness as a tool for representing earthquake impact, 
problems including ambiguous definition in isoseismals, subjectivity in 
drawing isoseismal contour lines and its irreproducibility have been 
considered as major drawbacks (Reiter, 1990; De Rubeis et al., 1992; 
Pettenati et al., 1999; Musson, 2002). To help overcome subjectivity and 
irreproducibility issues associated with the development of isoseismals a 
number of objective isoseismal drawing methods such as natural-
neighbour, kriging, local polynomial smoothing, modified polynomial 
smoothing, and diffusion boundary methods have been applied to 
macroseismic intensity data, to construct synthetic isoseismal maps in an 
objective and reproducible way (e.g. Sirovich, 1996; Sirovich et al., 2002; 
Pettenati et al., 1999; Molchan et al., 2002; Schenková et al., 2007). 
Figure 2-7 shows a comparison between various synthetic isoseismal 
maps and A hand-drawn isoseismal map for the M 4.7 2007 Odesan 
earthquake in the Korean peninsula. The synthetic isoseismals were 
constructed using Voronoi tessellation, natural-neighbour and kriging 
interpolation techniques. 
The comparison of synthetic and hand-drawn isoseismals shows a good 
agreement, particularly between the inner portions of isoseismals where 
the IDP data are densely distributed. 
The outermost isoseismals, on the other hand, show only modest to 
moderate agreement. The large variations in the far field among different 
isoseismal maps can be largely attributed to data incompleteness at low 
intensities (Gasperini, 2001). Isoseismal contours from the application of 
different isoseismal drawing methods can show a variation up to one 
intensity unit (e.g. Johnston, 1996b). 
For offshore regions or areas of restricted access to macroseismic 
information, it is a general rule to draw isoseismals with a dashed line, 
indicating that they are an approximation (Davison, 1921; Musson, 2002). 
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Figure 2-7 Comparison between synthetic isoseismals and a hand-drawn 
isoseismal maps for the 2007 Odesan, Korea, earthquake. Isoseismals 
constructed using a) hand-drawn, b) Voronoi tessellation, c) natural-neighbour, 
d) kriging interpolation technique 
 
The shape of isoseismals is generally assumed to be elliptical, and this 
assumption agrees well with the intensity pattern in general, at least, for 
the intensity attenuation study under a point source assumption. However, 
Molchan et al. (2002) found a cross shape pattern of isoseismals for 
moderate sized strike-slip events, which contradict the conventionally 
adopted oval shape.  
Evernden et al. (1973) estimated intensities for the 1906 San Francisco 
and 1971 San Fernando earthquakes based on a simple ground motion 
prediction model. This model takes into consideration the geological 
conditions, and ground motion to intensity conversion equation. The 
comparison between the calculated and observed isoseismals shows good 
agreement. 
In practice it is very difficult to collect intensity data in a dense equal-
spaced grid. Therefore, some subjective judgement should be made on the 
amount of smoothing required for isoseismal contour generation. A 
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greater level of smoothing is often preferred for intensity attenuation 
studies. However, it is important that the level of smoothing should be 
kept at a minimum for microzonation studies to observe local site effects 
(Musson, 2002). 
 
2.5.3. Type of macroseismic data 
Intensity data points and mean isoseismal radii 
Through macroseismic data processing, data can be collected and used for 
statistical analyses to determine the earthquake source parameters, 
magnitude and location. Two types of macroseismic data are most 
commonly used; IDP and equivalent mean isoseismal radii (MIR) data.  
Using MIR data has the benefit of partly overcoming population 
distribution bias. In addition, these data do not require extensive 
calibration as is often the case for IDP data (Musson and Jiménez, 2008). 
Numerous macroseismic studies have used MIR data to develop intensity 
attenuation models (e.g. Ambraseys, 1985; Musson, 2005; Howell and 
Schultz, 1975; Grandori, 1981), or to determine macroseismic focal depths 
(e.g. Kövesligethy, 1906; Blake, 1941; Sponheuer, 1960; Burton et al., 1985; 
Musson, 1996). There are, however, several drawbacks as local site effects 
from individual intensity observations are discarded during the isoseismal 
construction process.  
On the other hand, IDP data do not require additional subjective 
interpretation (Section 2.5). As a result, errors and site amplification effects 
associated with individual IDPs can be better controlled. Furthermore, 
population distribution can be partly overcome by selecting events that 
have good spatial coverage of IDP data during the earthquake selection 
process. Numerous studies have developed intensity attenuation models 
using IDP data (e.g. Papazachos, 1992; Levret et al., 1994; Peruzza, 1996; 
Bakun and Wentworth, 1997; Bakun and Wentworth, 1997; Bakun et al., 
2003; Bakun, 2006; Gasperini, 2001; Fäh et al., 2003; Bakun and Scotti, 2006; 
Musson and Jiménez, 2008; Stromeyer and Grünthal, 2009; Sørensen et al., 
2010; Szeliga et al., 2010; Bindi et al., 2013). 
Fewer studies have been carried out to investigate effects of using 
different types of macroseismic data for macroseismic analyses. Further 
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research is required to investigate the effect of using different types of 
macroseismic data and their impact on regression analyses of intensity as 
a function of distance. 
 
Calibration of IDP data  
Macroseismic data often show bias including: 1) a significant variability of 
intensity observations close to the epicentre, and 2) anomalously high 
intensities, commonly observed far away from the epicentre, 3) incomplete 
reporting of low intensities or not-felt intensity in the far field (Gasperini, 
2001; Bakun and Scotti, 2006). 
In order to overcome the presence of bias, calibration of IDP data is 
performed to limit dispersion of intensity distribution with distance, by 
removing extreme or influential IDPs, for an optimum statistical 
performance, and to minimise deleterious effects of data incompleteness 
and sampling bias on regression analysis for the development of intensity 
prediction models (e.g. Albarello and D’Amico, 2004).  
There are two main calibration strategies; distance binning and 
intensity-level binning. Distance binning strategy considers the 
aggregation of all intensity observations after subtracting the epicentral 
intensity from the corresponding event. The average intensity differences 
are then obtained for each of conformal distance bin, and ultimately used 
as inputs for regression analysis (e.g. Gasperini, 2001; Fäh et al., 2003). 
Intensity binning is used to determine the mean or median distances for 
each intensity class and event after excluding intensity observations with 
distances greater than pre-defined standard deviations. 
Figure 2-8 shows a comparison of intensity binning and distance 
binning strategies for two French earthquakes. The red squares indicate 
median slant distances obtained from an intensity binning strategy, and 
the green diamonds represent a mean intensity at every 5 km intervals. 
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Figure 2-8 Comparison of median intensity binning and mean distance 
binning methods for a) the 1980 M 5.2 Arudy earthquake, and b) the 1996 M 4.6 
Annecy earthquake (Bakun and Scotti, 2006) 
 
Slant distances obtained from both intensity and distance binning 
strategies show good agreement with observed intensities at short 
distances (less than 70 – 100km), whereas the distance binning strategy 
does not show consistent results with observed intensities at distances 
greater than 100km. Bakun and Scotti (2006) concluded that intensity 
binning is preferred over the distance binning strategy. This is because 
intensity binning strategy is less sensitive to anomalous intensity 
observations reported far from the epicentre, and a distance binning 
strategy may introduce an artefact effect on the shape of intensity 
attenuation model from logarithmic linear to piecewise linear as shown in 
Figure 2-8. 
 
2.6. Intensity Conversion 
2.6.1. Conversion between different intensity scales 
Although it is recommended to assign intensities directly from the original 
source (Section 2.5.1), this is not always possible in practice, and 
conversions between different intensity scales are required.  
Numerous studies have been conducted to investigate the correlation of 
intensity scales. A number of studies have proposed a conversion between 
different intensity scales based on comparison of the intensity description 
at each intensity level (e.g. Barosh, 1969; Trifunac and Brady, 1975; 
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Murphy and O’Brien, 1977; Reiter, 1990; Ishibashi, 2004; Musson et al., 
2010).  
Barosh (1969) compared the MM-31, Geofian and CMO-49 scales. It is 
suggested that the Geofian scale is more or less similar to the MM-31 scale 
at higher intensities from MMI VIII to X, whereas larger differences are 
observed at lower intensities.  
Murphy and O’Brien (1977) compared the MM-31, CMO-49, Mercalli 
Sieberg and MSK-69 scales. One-to-one relationship was assumed between 
MM-31 and MSK scales. For the MM-31 to CMO-49 intensity conversion, a 
relation derived by Okamoto (1973) was used where: 
IMM =
1
2 (1+ 3ICMO)  (2.2) 
IMM and ICMO represent MM-31 and CMO-49 intensities, respectively. 
Levret and Mohammadioun (1984) suggested that the MCS intensity 
could be higher by one intensity unit with respect to the MSK-64 scale for 
intensities greater than VI. In contrast, Margottini et al. (1992) using Italian 
ground motion data found no statistically significant difference between 
MCS and MSK-64 intensity scales for the range from IV to VIII. Musson et 
al. (2010) reached a similar conclusion, stating that any discrepancies 
between MCS and EMS-98 intensity scales might be attributed to the way 
in which the scale had been interpreted. 
 Faccioli and Cauzzi (2006) derived correlations of MSK intensities with 
the maximum ground velocity (vmax) for Italy, and compared with the MMI 
– vmax relationship of Wald et al. (1999a) obtained from California 
earthquakes. They concluded possible discrepancies at the lower 
intensities could be intrinsic difference between MSK and MM intensity 
scales. 
Musson et al. (2010) provided a comprehensive review of different 
inensity scales, suggesting non-prescriptive guidelines for converting 
various intensity scales to EMS-98 scale (i.e. Rossi-Forrel, MCS, MM-56, 
MSK-64 and JMA-98) based on integer classes rather than conventional 
overlapping blocks. 
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Table 2-3 Comparison of different conversions between various seismic 
intensity scales 
Barosh (1969) Murphy & O'Brien (1977) Ishibashi (2004) 
MMI 
-31 
Geofian CMO 
-49 
MMI 
-31 
CMO 
-49 
MSK MM 
-31 
CMO 
-49 
MSK 
1 1 0 1 0 1 1 0 or 1 1 or 2 
2 2 1 2 1 2 2 1 2 
3 3 2 3 1 3 3 1 or 2 3 
4 4 2 or 3 4 2 4 4 2 or 3 4 
5 5 3 5 3 5 5 3 4 or 5 
6 6 4 6 4 6 6 3 or 4 5 or 6 
7 7 4 or 5 7 5 7 7 4 or 5 7 
8 8 5 8 5 8 8 5 8 
9 9 5 or 6 9 6 9 9 5 or 6 9 
10 10 6 10 6 10 10 7 10 
11 11 7 11 7 11 11 7 11 
12 12 7 12 7 - 12 7 12 
Levret and Mohammadioun (1984) 
Rossi-
Forel 
MM-
31 
MM-
56 
MM-
65 
MCS-
17 
MCS-
42 
Geo-
fian 
MSK-
64 
CMO-
32* 
CMO-
51* 
1 1 1 1 1 1 1 1 0 0 
1 or 2 1 or 2 2 1 or 2 2 2 2 2 1 1 
3 3 3 2 or 3 3 3 3 3 1 or 2 1 or 2 
4 4 4 4 4 4 4 4 2 2 
5 5 5 5 5 or 6 5 5 5 3 3 
6 or 7 6 6 6 7 6 6 6 4 4 
8 7 7 7 8 7 7 7 5 5 
9 8 8 8 9 8 8 8 5 5 
10 8 or 9 9 8 or 9 10 8 or 9 9 9 5 6 
10 10 10 10 10 or 
11 
10 10 10 5 or 6 6 or 7 
10 11 11 11 11 or 
12 
11 11 11 6 7 
10 12 12 12 12 12 12 12 6 7 
Musson et al. (2010) 
EMS-98 Rossi-Forel MCS MM-56 MSK JMA-96 
1 1 1 1 1 0 
2 2 2 2 2 1 
3 3 3 3 3 1 
4 4 4 4 4 2 or 3 
5 5 or 6 5 5 5 3 or 4 
6 7 6 6 6 5L 
7 8 7 7 7 5U 
8 8 8 8 8 6L 
9 9 9 9 9 6U 
10 10 10 10 10 6U 
11 10 11 11 11 7 
12 10 12 12 12 7 
* CMO-32: modified by Ishimoto (1932), CMO-51: modified by Kawasumi (1951) 
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Table 2-3 shows a comparison of different conversions between various 
intensity scales. The comparison shows that one-to-one relationship 
among MSK, Geofian, MM-31, MM-56 and EMS-98 scales is generally 
accepted by several studies. However, the conversion from MM-31 to 
CMO-49 scale shows large variations at intensity range 3 ≤ MM-31 ≤ 6. 
Musson et al. (2010) stated that intensity-to-intensity conversions should 
be taken as guidelines, and it is strongly recommended to check 
conversions against original data whenever possible. 
 
2.6.2. Conversion between Intensity and ground motion 
Ambraseys (1974) compared reported maximum accelerations versus 
observed intensities for the period 1933 to 1973 by varying observation 
periods of about 10, 20 and 40 years. He observed a significant increase in 
scatter of intensity-ground motion data with increasing the observation 
periods. Because peak ground acceleration (PGA) does not reflect 
important characteristics of ground motion such as duration and 
frequency content, and resonance of ground motion that may influence 
reported intensity, Ambraseys (1974) concluded that amplitude of the 
maximum ground velocity or the duration of shaking and the energy flux 
rate could be more representative parameters for earthquake damage than 
PGA. 
Trifunac and Brady (1975) investigated the relationships of intensity to 
other means of ground motion parameters worldwide. They concluded 
that intensity to ground motion relations should be derived in a region-
specific basis to avoid significant regional biases.  
Schenk (1984) derived MSK intensity to peak ground motion conversion 
relationships using a global ground motion dataset. It was concluded that 
significant scattering of ground motion records for epicentral distances up 
to 30km was attributed to the influence of different site conditions. 
Panza et al. (1997) developed intensity to ground motion conversion 
relationships for Italy by correlating intensities with displacement, 
velocity, acceleration and design ground acceleration. They found, for all 
peak ground motion parameters, there is approximately a double in value 
for an increase of one degree of intensity. This finding is in good 
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agreement with Wald et al. (1999a) for California. Similar conclusions had 
also been drawn in the past by Cancani (1904), Kövesligethy (1906), 
Gutenberg and Richter (1956) and Trifunac and Brady (1975). 
From regression analyses between peak ground motion and intensity in 
California, Wald et al. (1999a) concluded that PGV shows better correlation 
at higher intensities (MMI ≥ VII) than PGA. Boatwright et al. (2001) 
demonstrated that for the 1994 Northridge earthquake, PGV is 
significantly better correlated with intensity (MMI ≥ VI) than PGA.  
Wu et al. (2004) investigated the relationships of various ground motion 
parameters with intensity in Taiwan. They concluded that PGV and 
spectral acceleration at 1 second (Sa1.0) showed better correlation with 
observed earthquake losses (e.g. fatality and structural damage) than PGA. 
Thus PGV and Sa1.0 are relatively stable and better predictors of 
earthquake damage than PGA. Similar conclusions were reached by Akkar 
and Özen (2005) and Tselentis and Danciu (2008). Akkar and Özen (2005) 
further demonstrated that PGV correlates well with earthquake 
magnitude, duration and frequency content of ground motions. Tselentis 
and Danciu (2008) reached a similar conclusion that Arias Intensity (Ia) and 
cumulative absolute velocity (CAV) are more suitable parameters for 
rapid damage assessment, c.f. ShakeMap (Wald et al., 1999b). 
Cua et al. (2010), Bertil and Nus (2010), and Auclair and Rey (2009) 
summarise various relationships between peak ground motions and 
intensity for application of rapid estimation of macroseismic effects (e.g. 
Wald et al., 1999b). Cua et al. (2010) and Allen and Wald (2009) tested the 
performance of various ground motions to intensity relationships on 
ground motion datasets compiled from different tectonic settings.  
An intensity to ground motion conversion equation (IGMCE) is not 
invertible to ground motion to intensity conversion equation (GMICE) 
unless the equation is derived through an orthogonal regression method 
(e.g. Faenza et al., 2010; Worden et al., 2012; Caprio et al., 2015). This is due 
to the incorporation of errors on dependent variable without considering 
errors on both independent and dependent variables (e.g. Castellaro and 
Bormann, 2007). 
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Most ground motion to intensity conversion equations (GMICEs) have 
been derived using a simple linear or bilinear functional form as:  
I = a + b log10 (PGM)  (2.3) 
where I is the intensity, PGM is peak ground motions (PGA and PGV), 
and a and b are regression coefficients. 
Kaka and Atkinson (2004) developed a new regression technique to 
improve model predictability by incorporating additional terms such as 
magnitude, epicentral distance and local site condition. The new function 
form is: 
I = a + b log10 (PGM)+ cM+ d log10 (D)  (2.4) 
where a, b, c, d and e are regression coefficients, M is magnitude, and D is 
the epicentral distance. Atkinson and Kaka (2007), Tselentis and Danciu 
(2008) and Worden et al. (2012) adopted a similar approach to obtain 
GMICE relationships.  
Tselentis and Danciu (2008) found that a PGA-MMI conversion 
equation is affected by magnitude and epicentral distance, whereas the 
PGV, Ia and CAV to MMI regressions are affected by the epicentral 
distance.  
Kaka and Atkinson (2004) showed that both Wald et al. (1999) and 
Atkinson and Sonley (2000) GMICEs derived from observations from 
shallow crustal earthquakes in California significantly under-predict 
reported intensities in ENA, and therefore should not be applied for ENA. 
Kaka and Atkinson (2004) stated that the discrepancies between WNA and 
ENA GMICEs are attributed to regional differences in ground motion (e.g. 
different frequency content). Also, both the Wald et al. (1999) and 
Atkinson and Sonley (2000) GMICEs contain bias at small magnitudes and 
at large distances since both GMICEs were derived from a dataset of large-
magnitude events at relatively near distances.  
Table 2-4 summarises a list of the major GMICEs that have been 
published in the last 15 years. 
 
 
Chapter 2. Macroseismic Intensity 
 64 
Table 2-4 Summary characteristics of various GMICEs  
Studies 
Ground 
motion 
parameters 
M 
range  
Intensity 
range 
Epicentral 
distance 
range 
(km) 
Dataset DSI (km) 
No. 
records/No. 
events STDEV 
2 
Atkinson 
and 
Sonley 
(2000) 
PGA, PGV, 
PSA (5% 
damping) 
at 0.5, 1, 2, 
5, 10Hz 
4.9 – 
7.4 
3 ≤ MMI 
≤ 9 1 – 300 California 
Not 
specified 1128/29 
σPGA|MMI 
= 1.7; 
σPGV|MMI 
= 1.7 
Atkinson 
and Kaka 
(2007) 
PGA, PGV, 
PSA (5% 
damping) 
at 0.5, 1, 
3.3Hz 
1.8 – 
7.1 
1 ≤ MMI 
≤ 9 
3 – 450 
(WNA); 
18 – 799 
(ENA) 
 
California, 
Central 
United 
States 
Not 
specified 
2608/50 
(California: 
29; CUS: 
21) 
σPGA|MMI 
= 1.08; 
σPGV|MMI 
= 0.8 
Bilal and 
Askan 
(2014) 
PGA, PGV, 
PSA (5% 
damping) 
at 0.5, 1, 
3.3Hz 
5.7 – 
7.4 
1 ≤ MMI 
≤ 10 3.4 – 561 Turkey 
Not 
specified 92/14 
σPGA|MMI 
= 0.54; 
σPGV|MMI 
= 0.63 
Caprio et 
al. (2015) 
PGA, PGV, 
PSA (5% 
damping) 
at 0.5, 1, 
3.3Hz 
2.5 – 
7.3 
2 ≤ MMI 
≤ 9 2.5 – 200 
Global 
ACR < 2km 
2380/ Not 
specified 
σPGA|MMI 
= 0.9-
1.3; 
σPGV|MMI 
= 0.7-1.4 
Dangkua 
and 
Cramer 
(2011) 
PGA, PGV, 
PSA (5% 
damping) 
at 0.5, 1, 
3.3Hz 
3.0 –  
6.0 
2 ≤ MMI 
≤ 9 
(WNA) 2 
≤ MMI ≤ 
6 (ENA) 
 
3 – 450 
(WNA); 
10 – 600 
(ENA) 
 
California, 
Central 
Untied 
States and 
Eastern 
Canada  
< 10km 64/ Not specified 
σPGA|MMI 
= 0.90; 
σPGV|MMI 
= 0.63 
(ENA); 
0.77 
(WNA); 
Faccioli 
and 
Cauzzi 
(2006) 
PGA, PGV, 
Ia 
3.8 – 
7.4 
4.5 ≤ 
MCS ≤ 9 1.5 – 71 Italy 
Not 
specified 75/26 
σPGA|MMI 
= 0.89; 
σPGV|MMI 
= 0.71 
Faenza 
and 
Mitchelini 
(2010) 
PGA, PGV 3.9 – 6.9 
2 ≤ MCS 
≤ 8 < 160 Italy < 3km 266/66 
σPGA|MMI 
= 0.35; 
σPGV|MMI 
= 0.26 
Kaka and 
Atkinson 
(2004) 
PGV. PSA 
(5% 
damping) 
at 1, 5, 
10Hz 
3.6 – 
7.25 
2 ≤ MCS 
≤ 8 5 – 897 
Eastern 
North 
America 
σPGV|MMI = 
0.26 
401/18 σPGV|MMI 
= 0.65 
Tselentis 
and 
Danciu 
(2008) 
PGA, PGV, 
Ia, CAV 2 
4.0 – 
6.9 
4 ≤ MMI 
≤ 8 1 – 124 Greece 
Not 
specified 310/89 
σPGA|MMI 
= 0.734; 
σPGV|MMI 
= 1.589 
Wald et al. 
(1999) PGA, PGV 
5.6 – 
7.3 
5 ≤ MMI 
≤ 9 
Not 
specified 
California, 
Western 
United 
States 
Not 
specified 342/8 
σPGA|MMI 
= 1.08; 
σPGV|MMI 
= 0.98 
Worden et 
al. (2012) 
PGA, PGV, 
PSA (5% 
damping) 
at 0.5, 1, 
3.3Hz 
3.0 – 
7.3 
1 ≤ MMI 
≤ 9 1 – 400 California < 2km 
2092/Not 
specified 
(PGA); 
2074/Not 
specified 
(PGV) 
σPGA|MMI 
= 0.73; 
σPGV|MMI 
= 0.65 
1 DSI: distance from seismic recording station to the closest reported intensity site. 
2 Ia: Arias Intensity, CAV: cumulative absolute velocity, STDEV: standard deviation 
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 Figure 2-9 Comparison of peak ground motion to intensity conversion 
relationships. (a) PGA – intensity, (b) PGV – intensity 
 
Figure 2-9 shows a comparison of peak ground motion to intensity 
relationships developed for various regions. The Atkinson and Sonley 
(2000) model developed from California data was updated by Atkinson 
and Kaka (2007), and therefore not included for the comparison. Predicted 
intensities from various GMICEs tend to show decreasing variation with 
increasing intensity. This tendency is more clearly evident from PGV to 
intensity relationships than in PGA to intensity relationships. The regional 
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GMICE of Faenza and Michelini (2012) shows the lowest standard 
deviation, whereas the Caprio et al. (2015) relationship derived from a 
global active region dataset, along with Atkinson and Sonley (2000) show 
the largest standard deviation.  
Caprio et al. (2015) showed that the global GMICE derived from active 
tectonic regimes were in agreement with other regional GMICEs (e.g. 
Wald et al., 1999; Atkinson and Kaka, 2007; Tselentis and Dansiu, 2008; 
Worden et al., 2012) within one standard deviation. The authors stated that 
there were insufficient data to investigate regional dependency on tectonic 
setting. 
 
2.7. Factors affecting macroseismic intensity 
2.7.1. Location and condition of observers 
The human perception of an earthquake depends on both height and 
condition of an observer, and building and site responses where the 
observer is located on (e.g. ductility and strength of a building, local 
geological condition).  
Davison (1921) provides a summary of early experimental observations 
by Milne (1888) and Omori (1905) on the comparison of ground motions at 
the different building heights, and by the quality of construction. It was 
found that ground motion amplitude on the 3rd floor (about 10m above 
ground level) was three times greater than on the ground floor level for a 
weak brick masonry wall construction. A similar range in ground motion 
amplitude was observed for an ordinary brick masonry building, but is 
only apparent during strong earthquakes. For a well-constructed brick 
masonry building, no significant difference in ground motion between the 
upper floor and the ground floor was observed, regardless of the strength 
of the shock (Omori, 1905).   
Procházková and Schenková (1981) investigated the effect of building 
height on intensity in Prague based on the 1976 Friuli earthquake. They 
concluded that there is no significant difference in intensity from the 
ground floor to the third floor (less than ± 0.5 intensity unit). From the 
fifth to the ninth floor, a correction factor of 0.5 intensity unit was thought 
to be appropriate from observed intensities to account for the effect of 
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floor of building. For taller buildings, above tenth and fourteenth floor, a 
correction of about one intensity unit was considered appropriate. A linear 
relationship between the number of floors and the intensity at the n-th 
floor was proposed: 
In = I0 + β(n −1)  (2.2) 
where I0 is the observed intensity at the ground floor and In is the intensity 
at n-th floor and β is a proportionality factor. 
Procházková and Schenková (1981) found β to be in the range of 0.07 
and 0.10 for buildings with 12-14 floors, indicating that the intensity 
increases by approximately 0.1 intensity unit per floor. Further 
investigation was considered necessary to incorporate the effects of 
building height, structural type and ground condition with respect to the 
observed intensity at the ground floor.  
Grünthal (1998) states that the reduction of one intensity unit from the 
assigned intensity has been suggested in various practice to account for 
stronger shaking effects on people in upper storeys. 
 
Figure 2-10 Relationship of observation floor and building height on intensity. 
MCS intensity residuals plotted as a function of a) observation floor, and b) 
hypocentral distance less than 200km (Sbarra et al., 2012) 
 
Sbarra et al. (2012) conducted comprehensive analyses of the effect of 
observation floors and building heights in Italy using a large number of 
intensity data set collected in traditional manner. They developed 
macroseismic intensity correction factors that account for building height 
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effects depending on different observation floors, earthquake magnitudes 
and focal depths. 
Figure 2-10 shows plots of MCS intensity residuals (observed intensity 
minus the municipality mean intensity) with observation floor and 
hypocentral distance. When intensity data on different observation floors 
are classified into four groups (i.e. -1-0, 1-2, 3-4 and 5-10 floors), there is a 
negligible variation of intensities with hypocentral distance for the lower 
floors (i.e. 1-2 floors), whereas for the higher floors intensity data show a 
scattered variation (i.e. 3-4 and 5-10 floors). The maximum difference in 
residual intensities between the highest and the lowest floors was about 
half a MCS intensity unit. This variation of intensity with observation floor 
is about 50% less than those values previously suggested in various 
practices (e.g. Procházková and Schenková, 1981; Grünthal, 1998).  
Sbarra et al. (2014) further investigated the effect of the observer’s 
condition on intensity. They found that observations made for people at 
rest in higher floors had the greatest perception, whereas people in motion 
had the poorest perception. The perception for sleeping people was 
somewhere between these two. 
 
2.7.2. Focal depth effect 
Focal depth is considered as a significant factor in the modelling of 
macroseismic intensity attenuation. The effect of focal depth is reflected on 
the shape of isoseismals and its geometric features. Isoseismals of shallow 
earthquakes tend to show tighter spacing of isoseismal contours around 
the epicentre, while a deeper event show broader spacing of contours 
(Musson and Jiménez, 2008). This means that smaller isoseismal felt area 
from very shallow earthquakes (≤ 5km) could cause localised earthquake 
damage even with a moderate size earthquake. For example, the 2007 M 4 
Folkestone, UK, earthquake which occurred at a depth of 6km caused 
highly concentrated damage, up to EMS VII, in one area of the town of 
Folkestone (Sargeant et al., 2009). 
Utsu (1966) compared isoseismal areas obtained from similar 
magnitude earthquakes at different focal depths in Japan. It was found 
that the intensity distribution exhibits an increasingly irregular pattern 
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with increasing focal depth at similar magnitudes. The author stated that 
the abnormal distribution of intensity is attributed to the effects of local 
differences in seismic-wave attenuation. 
Howell and Schultz (1975) explained one possible cause of faster 
attenuation in the western North America than those of eastern North 
America as the focal depth. For events with shallower depths, greater 
scattering of seismic waves is dominant when propagating through 
fractured and weathered near-surface rocks. The near-field radiation of 
seismic energy is confined in the uppermost, lower velocity part of the 
continental crust, resulting greater losses of seismic energy by more 
absorbing crustal layers. On the other hand, larger portions of seismic 
energy are spread through deeper and less absorptive part of the crust. 
Earthquakes at shallower depth generate more surface waves than deeper 
events (e.g. Smith, 1978).  
Gupta and Combs (1978) concluded that the geometry of isoseismals is 
not only influenced by earthquake magnitude and depth, but also the 
direction and length of the associated rupture. The isoseismals of shallow 
earthquakes at higher intensities (MMI ≥ VIII) tend to be elongated 
invariably in the direction of faulting. The isoseismal shape provides 
useful first-hand information on focal mechanism, fault length and 
azimuth. 
Richter (1958) stated that the ellipticity of isoseismal is correlated with 
the major geological structure. Comparison of the isoseismals between the 
1906 San Francisco and the 1952 Kern County earthquakes shows similar 
elongation along the direction of strike.  
Smith (1978) investigated ellipticity of isoseismals for shallow and deep 
earthquakes in New Zealand. The ellipticity of an isoseismal was 
expressed by the ratio of q/p, where p and q are the semi-minor and semi-
major axes of an ellipse, respectively (e.g. q/p = 1 for circle). The author 
stated that the ellipticity of shallow earthquakes (≤ 40km) is closely related 
to a particular geographical region and insensitive to magnitude. On the 
other hand, the isoseismals of deep earthquakes (≥ 82km) show highly 
elliptical pattern and considerable offset from the epicentre due to the 
influence of the tectonic structure. It was suggested that regionally 
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dependent ellipticity of isoseismals for shallow earthquakes could be 
modelled by the single intensity attenuation model.  
Dowrick and Rhoades (1999) stated that the shape factor (q/p) for 
shallow earthquakes appears to increase with source distance, focal depth, 
and decreasing with magnitude. Isoseismals becomes more circular at 
smaller magnitudes as they are close to a point source. The median q/p 
value for large earthquakes at very shallow depths (< 10km) was about 
0.35. The relationship between median q/p and macroseismic intensity 
showed a linear negative dependence. 
In contrast to the findings of Smith (1978), Dowrick and Rhoades (1999) 
found no statistically significant difference in the median shape factor 
between different geographical regions in New Zealand (i.e. q/p ≈ 0.8 – 
0.9). For deeper earthquakes, the median q/p value was about 0.35, 
indicating significant elongation of isoseismals. 
 
2.7.3. Local geological effect 
Borcherdt (1970) found a good correlation between variations in ground 
motion amplitude and local geological setting for the San Francisco Bay 
region in California. A strong positive correlation between the weak-
motion amplification factor and intensity was observed, and it was 
concluded that amplification of ground motion at sites with which are 
underlain by Young Bay Mud and artificial fill may be as much as ten 
times greater than those sites on the bedrock.  
Borcherdt and Gibbs (1976) extended the dataset of Borcherdt (1970) to 
99 sites. They developed a correlation of average horizontal spectral 
amplitude and the intensity variation for some geological units in San 
Francisco Bay region. 
Evernden et al. (1973) and Evendern and Thomson (1988) determined 
relative intensity differences by correlating average intensities with 
surface geological units. Evendern and Thomson (1988) observed a general 
trend of increasing relative difference in intensity in granitic bedrock with 
respect to younger and less consolidated sedimentary rocks. The largest 
relative intensity difference was observed with the Quaternary deposits 
(i.e. saturated alluvium), resulting three levels higher intensity compared 
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to granitic bedrock. Evernden and Thomson (1988) also observed that a 
lowering of the water table would decrease the relative intensity 
difference due to a reduction of sediment saturation.  
King et al. (1990) compared a ratio of Fourier spectral amplitudes at 
three frequency bands (0.5-1Hz, 1-2Hz and 2-4Hz) between alluvium and 
hard rock sites with observed intensities from the 1965 Puget Sound 
earthquake, and with mapped surface geological units. They observed 
positive correlations between the spectral ratio and intensities, with the 
strongest correlation observed being at the frequency band of 2-4Hz. 
Spectral ratios for alluvium and glacial till showed stronger frequency-
dependent response than glacial drift and glacial outwash. 
 
Table 2-2 Relative intensity increment with respect to intensity on Granite 
rocks for California 
Borcherdt and Gibbs (1976) 
Geological unit Average intensity 
increment (MMI) 
Standard 
deviation 
Granite -0.29 0.21 
Franciscan Formation 0.19 0.47 
Great Valley sequence 0.64 0.34 
Santa Clara Formation 0.82 0.49 
Alluvium 1.34 0.58 
Bay mud 2.43 0.58 
Evernden and Thomson (1988) Geological unit Intensity increment (MMI) 
Granite and metamorphic rocks  0 
Palezoic sedimentary rocks 0 
Early Mesozoic sedimentary rocks 0.3 
Cretaceous through middle Pliocene 
sedimentary rocks 0.7 
Undivided Tertiary sedimentary rocks 0.8 
Oligocene through middle Pliocene 
sedimentary rocks 1 
Pliocene-Pleistocene sedimentary rocks 1.5 
Tertiary volcanic rocks -0.2 
Quaternary volcanic rocks -0.2 
Quaternary sedimentary deposits 
(saturated) 2.5 
Quaternary sedimentary deposits  
(0 ≤ water table < 30m) 2.5 
Quaternary sedimentary deposits  
(30m ≤ water table) 1.5 
 
Aki (1993) revealed that the rate of increase in spectral ratios to 
intensity determined by King et al. (1990) for San Francisco Bay region are 
comparable to those of Borcherdt and Gibbs (1976). 
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Table 2-5 shows relative intensity increment with respect to intensity on 
granite bedrock for California. The largest intensity difference, between 
granite bedrock and Quaternary deposits, is about 2.5 intensity units.  
In addition to the relative intensity increment, the time-averaged shear-
wave velocity in the upper 30 m (VS30) is a frequently used parameter to 
estimate local site effects. 
Borcherdt et al. (1991) showed a good correlation between amplification 
of ground motions and VS30 values. The VS30 has been commonly used as a 
proxy for site amplification in recent GMPEs and building codes (e.g. 
Borcherdt, 1994). Wills et al. (2000) constructed a VS30 map for California 
based on mapped surface geology.  
Wald and Allen (2007) developed a proxy to estimate VS30 values based 
on their topographic slopes to provide a first-order assessment of site 
amplification (e.g., Allen and Wald, 2009a). 
Matsuoka et al. (2006) estimated VS30 values based on the correlation 
between the observed VS30 data and geomorphic conditions in Japan. They 
showed a good correlation between VS30 and both slope and geomorphic 
conditions.  
Stewart et al. (2014) and Thompson et al. (2014) used combination of 
both topographic slope and surficial geology to produce VS30 maps in 
Greece and California, respectively. 
Kwak et al. (2015) related VS30 to combined geotechnical (penetration 
resistance) and geomorphic data for Japan. They concluded that the 
incorporation of penetration resistance data significantly reduced the 
dispersion of VS30 estimates from the VS30 prediction equation than those of 
geomorphic and topographic proxies.  
Fäh et al. (2011) used macroseismic intensity data to estimate site 
amplification in Switzerland. Using the intensity prediction model of Fäh 
et al. (2003), macroseismic intensity increment for different soil categories 
was computed for every IDP. The typical range of average site 
amplification for Switzerland was between 0.3 and 0.75 EMS-98 units. 
Considering the spatial variation in site amplification, due to 
heterogeneous geology, and small-scale structures in Switzeland, the 
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authors recommended using the 75th-percentile rather than the median 
site amplification for conservative hazard estimates for earthquakes 
between M 3 and 5.5.  
Molnar et al. (2004) compared average community decimal intensities 
obtained from ground motions at far-field (150km from the epicentre) with 
local geology units in Victoria, British Columbia for the 2001 Nisqually, 
Washington, earthquake. It was found that intensity increases with 
decreasing average VS of geological units. The maximum difference in 
observed average intensities for the geological units between bedrock 
(NEHRP site class A – B) and Holocene organic soils (NEHRP site class E – 
F) was 0.7 intensity units across a relatively low intensity level (MMI IV).  
An alternative parameter for evaluating site response is the Fourier 
spectral ratio between horizontal and vertical component (H/V) 
(Nakamura, 1989). 
Lachet et al. (1996) found a positive correlation between observed 
intensities with average horizontal amplification and H/V ratio. 
Panou et al. (2005) observed a good correlation between fundamental 
frequency and the corresponding H/V ratio with observed intensities as 
well as with four damage grade of EMS-98 scale for the 1978 M 6.5 
Thessaloniki earthquake in Greece.  
Theodoulidis et al. (2008) further evaluated the relationship between 
H/V ratio and observed intensities for various cities in Euro-
Mediterranean region; Thessaloniki and Kalamata in Greece, Palermo and 
Fabriano in Italy, and Angra-do-Heroismo in Portugal. The H/V ratio 
seems to be able to differentiate areas with greater levels of damage in 
some cases (Thessaloniki and Palermo), however no statistically 
significant correlation between H/V ratio and intensity was found for 
other cities (Angra do Heroismo, Fabriano, and Kalamata).  
Bakun and Wentworth (1997) used site correction factors as a means of 
accounting for anomalous site effects in the intensity attenuation models. 
The site correction factor was computed at each felt location by averaging 
intensity residuals for the intensity attenuation model (e.g. Bakun et al., 
2002; Bakun and Hopper, 2004). It was found that the incorporation of site 
corrections significantly improved magnitude and location estimates. 
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2.7.4. Topographic and basin effects 
Although topographic and basin effects have not been studied extensively, 
their strong influence on ground shaking response has been observed in 
both instrumental and macroseismic intensity data. This subsection 
summarises some key findings. 
Bouchon (1973) observed significant amplification of incident 
wavelengths at topographic highs, comparable to the width of the 
topographic feature, whereas deamplification of seismic waves was 
observed in topographic depressions.  
Boore (1973) reached a similar conclusion in that the amplification of 
vertically incident SH waves is more pronounced for a ridge model than 
those for canyon model, by about a factor of two.  
Bard (1982) found that incident S-waves amplify more significantly on 
the crest of mountains than P-waves. The amplification of seismic waves 
generally decreases with increasing incidence angle, and the amplification 
increases with the height of mountain. Geli et al. (1988) found that the 
amplification ratio of crest-to-base could reach as high as ten times or 
greater.  
Ewald et al. (2006) studied the basin effects of ground motion for the 
Lower Rhine rift system in Central Europe. It was found that the basin 
structure has a strong influence on the lateral variations in peak ground 
motion, amplification of amplitudes and duration of shaking. The 
amplification of ground motion, particularly at shallow depth of the basin, 
is attributed to the refraction of seismic waves at the deeper basins flanks, 
which prolong the ground shaking by trapping seismic energy.  
A similar analysis was undertaken by Lee et al. (2008) for the Taipei 
basin in Taiwan. The angle of the basin interface and the depth variation 
of the basin are important contributors to seismic reflection, not just the 
geometry of the basin alone.  
Hartzell et al. (2014) provides a useful summary of topographic effects, 
highlighting the good agreement between the observed and predicted 
ground motions using a high-resolution digital elevation model and 3-D 
finite-element method.  
Paolucci (2002) conducted 2-D and 3-D analyses based on Rayleigh's 
analytical method and a spectral element method, respectively, for the 
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four steep sites in Italy. The topographic amplification factors obtained 
from both the 2-D and 3-D numerical analyses were generally in 
agreement with those from Eurocode 8 (1998). When the increase in 
response spectral ordinates by a topographic amplification factor are 
converted to intensity using the GMICE of Margottini et al. (1992), the 
increase in intensity ranges from about a half to one whole intensity 
degree. 
Ewald et al. (2006) compared the calculated and the observed intensity 
distributions of historical earthquakes, including the ML 5.9 1992 
Roermond earthquake. The seismic intensities obtained from synthetic 
peak ground motions were generally higher than the observed intensities. 
The predicted intensities showed a strong correlation with the basin depth. 
It was concluded that both basin structure and the epicentre location have 
a strong influence on ground motion amplification. 
 
Figure 2-11 Plot of MCS intensities with epicentral distance (left) and intensity 
residuals (observed – calculated intensities) (right). Black line on the left is the 
intensity attenuation model of Grandori (1991). Selected sites on hilltop and 
sloping ground are shown with black squares (Faccioli et al., 2002) 
 
Faccioli et al. (2002) investigated the topographic amplification for 
earthquake-affected villages located at hilltops, crests and steeper slopes. 
The intensities at hilltops, crests and steeper slopes tend to show an 
increase in intensity by about one MSC intensity degree with respect to the 
average predicted intensities from the Grandori (1991) intensity 
attenuation model (Figure 2-11). This corresponds well with Margottini et 
al. (1992).  
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2.8. Application of macroseismic analyses to seismic hazard 
analyses 
2.8.1. Estimation of fault geometry and rupture directivity effects 
An early attempt of estimating the fault geometry using isoseismals was 
carried out by Shebalin (1973). Source dimensions were estimated from 
ellipticity of isoseismals at the highest intensities.  
Gasperini et al. (1999) proposed a systematic framework to estimate 
fault geometries (fault dimensions and strike), magnitude and earthquake 
location using seismic intensity data. This method is often referred to as 
the ‘boxer method’, which can be used to estimate magnitude and location 
of earthquake.  
Numerous studies have applied the boxer method to estimate fault 
dimensions for historical earthquakes (e.g. Gasperini et al., 1999). Based on 
the felt area to magnitude relationship and the empirical rupture 
dimension to magnitude relations of Wells and Coppersmith (1994), fault 
length and width can be estimated in a consistent manner with a 
reasonable level of accuracy. Typical errors for large Italian earthquakes 
were 5 – 10km for the source location, 0.2 – 0.3 M unit for the source size, 
and 10 – 15º for the strike angle (Gasperini et al., 1999). One drawback with 
the framework of Gasperini et al. (1999) is its limited applicability to large 
magnitude events (M ≥  5.3), where the fault dimensions are sufficient 
enough to estimate earthquake magnitude. The minimum fault length for 
which the framework of Gasperini et al. (1999) can be applied with 
confidence is between 5 and 10km which corresponds to M 5.3 and M 5.8, 
respectively (Gasperini et al., 1999). For stable continental regions where 
faults are often blind, (e.g. Crone et al., 1997; Crone et al., 2003) the 
Gasperini et al. (1999) method is difficult to apply with confidence. 
Sirovich (1996) proposed a source inversion technique on the basis of 
distribution of macroseismic intensity patterns to determine earthquake 
source parameters (e.g. location of epicentre, focal depth, rupture length, 
fault plane solution). This method is based on a simple kinematic function 
(KF) and Voronoi polygon tessellation technique; The KF function models 
the body-wave radiation from a line source in an elastic half-space for the 
distance range from about 10 to 100km from the source (Aki and Richards, 
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1980). The output of the KF function represents the contribution of a 
source point from the nucleation point to the receiver point on the surface. 
The pseudo intensity is calculated from multi linear regression using the 
KF value and seismic moment (Sirovich and Pettenati, 1999). Finally, 
Voronoi polygons with the optimum source parameters (e.g. strike, dip, 
rake, nucleation point, depth, seismic moment and shear velocity) are 
determined using a grid search method. The optimum source parameters 
are those with the absolute minimum variance. 
Sirovich et al. (2001) found good agreement between the earthquake 
source parameters obtained from intensity data and by instrumental 
ground motion data for 1971 San Fernando, California, earthquake. The 
Sirovich (1996) method has been applied to estimate source parameters for 
historical and early instrumental earthquakes in southern and 
northwestern Europe (e.g. Sirovich and Pettenati, 1999; Bungum et al., 
2009)  
Ameri et al. (2011) investigated the effect of rupture directivity on the 
intensity distribution of 2009 L’Aquila, Italy, earthquake. They considered 
two approaches proposed by Berardi et al. (1995) and Spudich and Chiou 
(2008) (Ikrn and IDP, respectively), which are both based on the isochrone 
theory. The logarithmic intensity decay in the Berardi et al. (1995) model 
and the Spudich and Chiou (2008) model without the point-source 
radiation pattern were also tested (Ikrn2 and IDP2, respectively).  
As can be seen in Figure 2-12, Ameri et al. (2011) observed reasonably 
good agreement between the predicted maximum directivity (110°) and 
observed azimuthal range (90-135°), where the highest positive residuals 
are observed. They further concluded that the forward directivity effect 
was more pronounced for the 2009 L’Aquila earthquake, and which may 
have resulted, at least partially, in the higher reported intensities of up to 
one MCS intensity unit.  
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Figure 2-12 Comparison of directivity predictors for four cases: Ikrn, Ikrn2, 
IDP and IDP2 (see text for details). a) normalised value versus epicentre-to-site 
azimuth normalised to the corresponding maximum value, b) intensity 
residuals versus normalised value (left column) (modified from Ameri et al., 
2011) 
 
2.8.2. Estimation of focal depth  
Numerous studies have been conducted to determine the focal depth of 
historical earthquakes using macroseismic data (e.g. Kárník, 1969; 
Ambraseys, 1985; Burton et al., 1985; Levret et al., 1994; Musson, 1996; 
Zsíros, 1996). Kárník (1969) provides a useful summary of previous 
studies on the determination of macroseismic focal depth in Europe. Most 
depth determination studies use either the Kövesligethy (1906) and Blake 
(1941) models or other similar forms.  
Kövesligethy (1906) first developed an intensity attenuation model 
based on the assumption of isotropic radiation of seismic energy. The 
original Kövesligethy (1906) model was subsequently modified by 
Sponheuer (1960). The formulism by Sponheuer (1960) has since been 
widely applied in Europe:  
I0 − I = km log10 (
R
h )+ kα log(e)(R − h)  (2.6) 
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where I0 is the epicentral intensity, I is the intensity at hypocentral distance 
R that corresponds to the epicentral distance D = √(R2 – h2), h is the focal 
depth, m is the geometric spreading coefficient, α is the energy absorption 
coefficient, log(e) is the constant 0.4343, k is the proportionality factor 
between peak ground acceleration and intensity. Following the original 
assumption of Kövesligethy (1906), many studies in Europe assume the 
proportionality factor to be 3 on the basis of a relationship between peak 
ground acceleration and intensity by Cancani (1904) (e.g. Musson, 1996). 
Murphy and O’Brien (1977) found that the proportionality factor between 
peak ground acceleration and intensity ranges from 2 to 5.  
The absorption coefficient from the Kövesligethy (1906) model can be 
determined either from each event separately or from a group of 
numerous events.  
Ambraseys (1985), Levret et al. (1994) and Zsìros (1996) determined the 
energy absorption coefficient on an event-by-event basis, while Musson 
(1996) used group optimisation of earthquakes.  
Musson (1996) stated that the energy absorption coefficient should 
reflect the regional characteristics for seismic energy propagation and 
attenuation based on the geologic features. The group optimisation is 
considered to be more reasonable assumption in determining the 
absorption coefficient for the Kövesligethy (1906) model. Musson (1996) 
found no systematic difference between macroseismic focal depth and 
instrumental focal depth. 
Blake (1941) derived a simplified version of the Kövesligethy (1906) 
model based on the assumption of straight ray propagation by eliminating 
the absorption term: 
I0 − I = v log10 (
R
h )  (2.7) 
where v is the Blake’s coefficient that typically ranges from 3 to 6.  
The assumption of straight ray propagation by Blake (1941) appears 
reasonable at short epicentral distances, however, at greater distances this 
assumption is no longer valid since the propagation of seismic energy is 
no longer logarithmic.  
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Burton et al. (1985) tested the performance of the Kövesligethy (1906) 
and Blake (1941) models for earthquakes in the UK. It was concluded that 
the focal depth determined from the Kövesligethy (1906) model showed 
better agreement with instrumental focal depths than that of Blake (1941) 
model, with the Blake (1941) model tending to give consistently greater 
focal depths. 
 
2.8.3. Estimation of intensity attenuation 
The attenuation of macroseismic intensity is often expressed as a function 
of epicentral intensity, distance and site conditions: 
I = f (I0 , R, S) = g(I0 )+ h(R)+ S  (2.8) 
or: 
I = f (M, R, S) = g(M )+ h(R)+ S  (2.9) 
where I is the intensity, I0 is the epicentral intensity, g(M) and h(D) 
represent the dependence of intensity on magnitude and distance, and S is 
the site correction term accounting for site effects at individual site 
locations (Bakun and Scotti, 2006).  
Following the first intensity attenuation model of Kövesligethy (1906), 
many studies derived new functional forms or modified existing 
functional forms accordingly to reflect regional intensity attenuation 
characteristics with distance. For example, Gasperini (2001) observed 
relatively higher attenuation of intensity in the first 50km from the 
epicentre with the intensity decays much smoothly with distance after the 
hinge distance. This rapid change is caused by the reflection of shear-
waves at the Moho (e.g. Bragato et al., 2011). These effects of both high 
dissipation of seismic energy and multipath scattering of seismic wave 
were induced by high heat flow and highly fractured crust in Italy. Fäh et 
al. (2003) also observed similar intensity attenuation characteristics for 
Switzerland, and also confirmed by instrumental ground motion data (e.g. 
Bay et al., 2003). A list of common functional forms of intensity attenuation 
relationships and various intensity attenuation models are summarised in 
Table 2-6 and Table 2-7, respectively.  
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Table 2-3 A list of common functional forms of intensity attenuation models 
Functional 
form Intensity attenuation model Case study 
Linear I = I0+ c1 + c2D
*
 I = c1 + c2M + c2D*  
Bakun & Wentworth 
(1997); Hinzen & 
Oemisch (2001) 
Bi-linear I = c1 + c2M + c3 log(D
* )  for D ≤ d  
I = c1 + c2M + c3 log(D* )  for D > d
 
Gasperini (2001); 
Fäh et al. (2003) 
Logarithmic 
I = I0+ c1 + c2 log(D* )
 I = I0+ c1 + c2 log(D* ) + c3D*
 I = c1 + c2M + c3 log(D* )  
I = c1 + c2M + c3 log(D* )+ c4D*  
Howell & Schultz 
(1976); Gupta & Nuttli 
(1976); Bakun & 
Wentworth (1997) 
Log-linear I = I0− c1 log(
D*
h ) − c2 (D* − h)
 I = c1 + c2M − c3 log(h) − c4 log( Rh ) − c5 (R − h)  
Kövesligethy (1906); 
Sponheuer (1960); 
Stromeyer & Gru ̈nthal 
(2009); 
Sørensen et al. (2010) 
nth root I = I0+ c1 + c2 D*n  Berardi et al. (1993) 
- R = √(D2 + h2) where R is the hypocentral distance, D is the epicentral distance and h is the focal 
depth. D* represents cases for which can use either R or D. d is the hinge distance in terms of 
kilometre. 
 
Table 2-4 Summary of various intensity attenuation models 
Study Region Function No. EQs 
Magnitude 
range 
Distance 
range 
(km) 
Ambraseys 
(1985) 
NW 
Europe 
I = I0 + 0.22 – 0.0024(R – 
h) – 2.85log(R/h) 
151  D ≤ 360 
Ambraseys & 
Douglas 
(2004) 
India I = 0.45 + 1.53MS – 
0.0040D – 2.52log(D) 
25 5.1 ≤ MS ≤ 8.2 D < 1000 
Bakun & 
Wentworth 
(1997; 1999) 
California I = 3.67 + 1.17M – 0.00345R – 2.08log(R) 22 4.4 ≤ M ≤ 6.9 R < 500 
Bakun et al. 
(2003) ENA 
I = 1.41 + 1.68M – 
0.00345R – 2.08log(R) 28 3.7 ≤ M ≤ 7.3 R < 1200 
Bakun (2006) 
Basin and 
range 
WNA 
I = 0.44 + 1.70M – 
0.0048R – 2.73log(R) 9 4.6 ≤ M ≤ 7.3 R < 400 
Bakun (2006a) Southern California 
I = 1.64+ 1.41M – 
0.00526R – 2.63log(R) 13 5.6 ≤ M ≤ 7.1 R < 400 
Bakun and 
Scotti (2006) 
France 
(SCR) 
I = 4.48 + 1.27M – 
3.37log(R) 15 4.9 ≤ M ≤ 6.0 R < ~200 
Bakun and 
Scotti (2006) 
Southern 
France 
I = 4.66 + 1.27M – 
3.83log(R) 11 4.9 ≤ M ≤ 6.0 R < ~200 
Bakun and 
Scotti (2006) 
French 
Alps 
I = 4.46 + 1.27M – 
4.05log(R) 7 4.9 ≤ M ≤ 6.0 R < ~200 
Bakun et al. 
(2012) Haiti 
I = 1.69+ 1.70M – 
0.00165R – 2.13log(R) 3 4.7 ≤ M ≤ 7.0 R < ~200 
Beauval et al. 
(2010) Ecuador 
I = -0.85 + 2.41M – 
5.39log(R) 7 5.3 ≤ M ≤ 7.1 R < ~200 
Bindi et al. 
(2013) 
Central 
Asia 
I = 1.003 + 1.071MS – 
0.00056(R – 10) – 
2.62log(R/10) 
66 4.6 ≤ MS ≤ 8.3  D < 600  
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Dowrick & 
Rhoades 
(2005) 
New 
Zealand 
(main) 
I = 4.40 + 1.26M –
3.67log(r3+d3)1/3+ 
0.012hc+0.409 δc 
64 4.6 ≤ M ≤ 8.2  D < 500  
Dowrick & 
Rhoades 
(2005) 
New 
Zealand 
(Deep) 
I = 3.76 + 1.48M – 
3.50log(r) + 0.0031hc 12 4.6 ≤ M ≤ 8.2  D < 500  
Fäh et al. 
(2003) 
Switzer-
land 
(Shallow-
Foreland) 
I = 0.096 + 1.27M – 
0.043D [D ≤ 70] 
 
I = -1.65 + 1.27M – 
0.0115D [D > 70] 
 
15 3.6 ≤ M ≤ 6.1 D ≤ 200 
Fäh et al. 
(2003) 
Switzer-
land 
(Deep-
Foreland) 
I = -1.73 + 1.44M – 
0.030D [D ≤ 70] 
 
I = -2.76 + 1.44M – 
0.0115D [D > 70] 
15 3.6 ≤ M ≤ 6.1 D ≤ 200 
Gasperini 
(2001); 
updated by 
Carletti and 
Gasperini 
(2003) 
Italy 
I = I0 + 0.445 – 0.059R [R 
≤ 45] 
 
I = I0 – 0.445 + 0.059*45 – 
0.0207(R – 45)  
[R > 45] 
300 3.9 ≤ M ≤ 7.4 R ≤ ~400 
Greenhalgh et 
al. (1989) 
Australia 
(average) 
I = I0 – 1.45[ln(R2 + 
h2)0.5/h + 0.0016*(R2 + 
h2)0.5] 
83 1.3 ≤ ML ≤ 7.2 R ≤ ~890 
Hinzen & 
Oemisch 
(2001) 
Central 
Europe 
I = -0.7374 + 1.267ML –
1.22R 
14 2.9 ≤ ML ≤ 5.9 R ≤ ~150 
Musson 
(2005) UK 
I = 3.31 + 1.28ML –
1.22ln(R) 
326 2 ≤ ML ≤ 6.1 R ≤ ~200 
Musson 
(2013) UK 
I = 3.50 + 1.28M –
1.18ln(R) 161 2 ≤ M ≤ ~5.5 R ≤ ~200 
Papazachos 
(1992) Greece 
I = -1.72 + 2.17MS – 
0.0039R – 3.39log(R) 92 5.2 ≤ MS ≤ 7.5 D ≤ ~300 
Papazachos & 
Papaioannou 
(1997) 
Balkan I = I0  – 3.227log(R/h) – 
0.0033(R – h) 
356 4.1 ≤ M ≤ 7.7 D ≤ ~400 
Pasolini et al. 
(2008) Italy 
I = -5.86 + 2.46M – 
0.0086(R – 3.91) – 
1.037ln(R/3.91) 
470 3.9 ≤ M ≤ 7.4 R ≤ 400 
Stromeyer & 
Gru ̈nthal 
(2009) 
Central 
Europe 
I = I0 – 0.0013(R – h) – 
2.80log(R/h) 31 2.4 ≤ M ≤ 5.7 D ≤ 400 
Sørensen et al. 
(2010) 
Southern 
Italy 
I = 5.127 + 0.658M – 
0.0012 (R – 10.761) – 
3.991log(R/10.761) 
9 6.3 ≤ M ≤ 7.0 D ≤ 300 
Sørensen et al. 
(2009) 
NW 
Turkey 
I = 3.417 + 0.793M – 
0.0065(R – h) – 
2.157log(R/h) 
7 5.9 ≤ M ≤ 7.4 D ≤ 350 
Sørensen et al. 
(2010a) 
Vrancea, 
Romania 
I = 5.914 + 1.787M – 
5.59log(h) – 0.011log(R – 
h) – 2.27log(R/h) + 
kMmeandl(lon, lat) 
5 6.4 ≤ M ≤ 7.7 D ≤ 520 
Szeliga et al. 
(2010) India 
I = 5.57 + 1.06M – 
0.0010R – 3.37log(R) 29 4.1 ≤ M ≤ 8.6 R ≤ 1000 
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Szeliga et al. 
(2010) 
Indian 
craton 
I = 3.67 + 1.28M – 
0.0017R – 2.83log(R) 17 4.1 ≤ M ≤ 7.6 R ≤ 1000 
Szeliga et al. 
(2010) Himalaya 
I = 5.57 + 1.06M – 0.001R 
– 3.91log(R) 12 4.9 ≤ M ≤ 8.6 R ≤ 1000 
- Dowrick & Rhoades (2005): hc: centroid depth, r = , d= , δc is a dummy variable, 1 for crustal, 0 for 
all other events 
- Sørensen et al. (2010a): kMmean = 1 where Mmean = average M of calibrating event set, dl(lon, lat) is a 
regional correction function 
 
The log-linear model of Kövesligethy (1906) has been applied in many 
studies (Table 2-7). Stromeyer & Grünthal (2009), developed an intensity 
attenuation model for Central Europe using the Kövesligethy (1906) model. 
Stromeyer & Grünthal (2009) state that geometric spreading and energy 
absorption coefficients control the near-field and the far-field behaviour of 
the model, respectively.  
Papazachos (1992) modified the Kövesligethy (1906) model to account 
for antistrophic radiation of intensity using a shape factor. The shape 
factor describes the azimuthal variation on the basis of the ellipticity of 
isoseismals.  
Allen and Wald (2009) and Cua et al. (2010) provided a comprehensive 
evaluation of various intensity prediction equations (IPEs) relative to the 
global active continental, subduction and stable continental region 
datasets. 
 
2.8.4. Estimation of earthquake magnitude and location  
Depending on the availability of macroseismic data, earthquake 
magnitude or the location of epicentre can be estimated from epicentral 
intensity, felt area, or intensity attenuation model. 
 
Epicentral intensity  
Epicentral intensity, also known as maximum observed intensity, 
represents the intensity of ground shaking at the epicentre, or the intensity 
of the highest isoseismal. The epicentral intensity method can be used to 
estimate earthquake magnitude and location in cases where only a few 
IDP data (less than three IDPs) are available for an earthquake.  
A simple linear relationship is commonly used to estimate magnitude 
as a function of epicentral intensity and focal depth: 
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M = aI0 + b lnh + c  (2.9) 
or without focal depth,  
M = aI0 + d  (2.10) 
where a, b, c, d are the constants, and I0 is the epicentral intensity and h is 
the focal depth.  
Kárník (1969) provided a useful summary of previous studies on the 
relationship between magnitude, depth and epicentral intensity. It was 
found that typical a value ranges between 0.5 and 0.8.  
The epicentral intensity is sensitive to focal depth and site effects. The 
use of epicentral intensity on its own yields the greatest standard 
deviation in the estimation of magnitude compared to other macroseismic 
parameters (e.g. Sibol et al., 1987; Johnston, 1996b).  
The epicentre of an earthquake is assumed at the location where the 
highest intensity is reported or the centroid of the area enclosed by the 
highest or the second-highest intensity isoseismal (Musson and Jiménez, 
2008). Since the highest intensity can be considerably influenced by local 
soil condition as well as topographic and basin effects, it is important to 
verify the assumed location of the epicentre against the centroids of the 
lower isoseismals to examine whether there is a significant disagreement. 
 
Felt area 
Magnitude can be estimated as a function of felt area, or a function of felt 
area and epicentral intensity (Sibol et al., 1987; Johnston, 1996b). The 
epicentre can be assumed at the centroid of the area enclosed by the 
highest isoseismal.  
The felt area is a much better indicator of earthquake magnitude, and is 
less affected by focal depth and site effects than the epicentral intensity. 
Felt area should therefore be used to estimate the magnitude, particularly 
for historical earthquakes, if at all possible (Sibol et al., 1987; Musson, 2002). 
 
Intensity attenuation model 
Among many approaches used to estimate earthquake location and the 
magnitude of historical earthquakes using seismic intensity data, some of 
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the more commonly used methods such as Bakun and Wentworth (1997) 
and Gasperini et al. (1999) (or Boxer) and Musson and Jiménez (2008) (or 
MEEP) are briefly discussed here. 
For the estimation of earthquake location, one of the most widespread, 
as well as the most recent techniques, is the grid search developed by 
Bakun and Wentworth (1997). The grid search method is based on 
bootstrap resampling technique, which computes both magnitude and 
root mean square errors (RMS) over a grid of trial epicentre locations. 
RMS is defined as the root mean square difference between the observed 
and calculated magnitudes obtained from the derived intensity prediction 
model. Among all trial epicentre locations, magnitude and location of the 
earthquake is assumed to occur at the location where the minimum RMS 
value is obtained. By repeating the same computation over many times 
(usually a thousand) through the bootstrap resampling technique, 
preferred earthquake location is obtained at the locus of the highest spatial 
density of numerous bootstrap locations. The median of the bootstrap 
resampling magnitude distribution is assumed as a preferred magnitude. 
Numerous studies use the Bakun and Wentworth (1997) method to 
estimate magnitude and location of historical earthquakes for eastern and 
western North America (e.g. Bakun and Wentworth, 1997; Bakun et al., 
2003; Bakun and Hopper, 2004; Bakun, 2006; Bakun, 2006a), Central 
Europe (Hinzen and Oemisch, 2001; Fäh et al., 2003; Bakun and Scotti, 
2006), Ecuador (Beauval et al., 2010), Haiti (Bakun et al., 2012) and Japan 
(Grunewald and Stein, 2006).  
The key advantages of the Bakun and Wentworth (1997) methodology 
are that the method provides a flexibility to use different intensity 
attenuation models within the same framework, and also represents 
location and magnitude uncertainty as a confidence interval. 
The intensity attenuation model of Bakun and Wentworth (1997) 
assumes a point source radiation. This means that the method is more 
appropriate for stable continental regions where the size of a fault is 
relatively small compared to its depth.  
Another widely used method is the Boxer method proposed by 
Gasperini et al. (1999). The Boxer method is particularly useful for 
seismically active regions where the length of a fault is at least about 5 – 
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10km long or M ≥ 5.5, based on the conversion of Wells and Coppersmith 
(1994). The Boxer method is used to determine the fault orientation (strike) 
and the dimensions of a rectangular fault zone. The epicentre is assumed 
at the centroid of the surface projection of the fault rupture plane. The 
boxer method of Gasperini et al. (1999) was subsequently updated by 
Gasperini et al. (2010) to account for bootstrap uncertainties. 
 
Figure 2-13 Plot of M confidence limits as a function of intensity data points 
(IDPs) for (a) location, and for (b) magnitude. Dark gray represents ± 1σ  and 
± 2σ  confidence intervals (Bakun and Wentworth, 1999) 
 
Bakun et al. (2011) proposed a blended method of three well-known 
methods, Boxer, MEEP (Musson and Jiménez, 2008) and Bakun and 
Wentworth (1997), to provide a weighted average of different estimates 
from the three methods.  
Musson and Jiménez (2008) conducted a performance test of five 
methods developed for estimating earthquake magnitude and location for 
seven earthquakes in Europe. The five methods were: Peruzza (1992), 
Shumila (Musson and Jiménez, 2008), Bakun and Wentworth (1997), 
Gasperini et al. (1999) and Papazachos (1992). The Bakun and Wentworth 
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(1997) and Peruzza (1992) methods showed the best performance for 
estimating epicentres, while Bakun and Wentworth (1997) and Papazachos 
(1992) showed the best results for magnitudes. The location difference 
between the observed and calculated epicentres was generally less than 20 
– 30 km for most methods, except for one event that the distance errors 
from all five methods ranged from 30km to 60km. Magnitude differences 
among five methods showed significantly large discrepancies with 
observed magnitude due to the absence of regional calibration. A general 
tendency of increasing magnitude differences with decreasing magnitude 
was observed. Considering that no regional calibration was performed on 
the methods, the test results should not be overemphasized. 
Figure 2-13 shows confidence interval plots for magnitude certainties as 
a function of the number of intensity data points. For both location and 
magnitude to be estimated with confidence, a minimum of about 15 – 20 
IDPs are considered appropriate (Bakun and Wentworth, 1999). 
 
2.8.5. Estimation of attenuation structures of the crust and upper 
mantle 
The attenuation characteristics of the crust and the upper mantle are 
controlled more by the variations in temperature and degree of fluid 
saturation than VS (Hashida and Shimazaki, 1984).  
Hashida and Shimazaki (1984) determined attenuation structures in the 
crust and the upper mantle for subduction zone in northeastern Japan 
using 3-D tomographic inversion of seismic intensity data. They found 
good agreement of inversion results between seismic intensity and 3-D 
velocity structures. Nakamura et al. (1994, 1995) applied this method to the 
whole of Japan and found also consistent results between intensity data 
and P-wave velocity tomography.  
Carletti and Gasperini (2003) conducted a tomographic study to 
investigate lateral variation in attenuation in Italy. A large amount of 
macroseismic intensity data has been used to compute attenuation 
coefficients at each grid cell (50km by 25km). Good agreement was 
observed between macroseismically determined attenuation coefficients in 
the near-field (distance less than 45km) and physical surface heat flow. 
The reliability of tomographic inversion results at each grid cell was 
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validated using checkerboard and restore tests. It was concluded that 
macroseismic intensity data is capable of constraining the lateral 
variations of attenuation coefficients as well as a providing meaningful 
explanation to describe the characteristics of seismic wave propagation in 
Italy.  
The intensity-based tomographic inversion method is more appropriate 
to apply for regions where a consistent and homogeneous macroseismic 
database is established over relatively wide ranges of magnitude and 
distance. 
 
2.9. Concluding remarks 
This chapter provides a comprehensive review of the types and uses of 
macroseismic intensity scale, as well as the procedure to transform 
descriptive macroseismic information into intensity data points. Processed 
intensity data points can be used for various macroseismic analyses to 
estimate earthquake source parameters including fault length and width, 
fault azimuth, focal depth and attenuation parameters. Factors including 
local geology, irregular surface topography and source directivity, that 
may significantly affect reported intensities are discussed. The key 
findings can be summarised as follows:  
• Comparison of intensities and isoseismal contours show a little 
difference between the DYFI system and traditionally assigned 
MMI values, although some discrepancies have been observed for 
higher intensities around meizoseismal areas. Relative 
discrepancies at higher intensities between traditional MMI and CII 
values seem to vary by about one intensity unit. The observed 
discrepancy is attributed to reporting bias associated with 
traditionally assigned MMI values.  
• In Italy, traditionally assigned MCS intensities directly assigned 
from the field survey are generally about one intensity unit higher 
than those intensities assigned by web-based survey. For historical 
centres or outskirts, this discrepancy could be up to three intensity 
degrees greater than other parts of the towns in the same 
municipality.  
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• The maximum difference in reported intensities between the 
highest and the lowest floors (i.e. ground floor and 10th floor) in 
multi-storey building was 0.5 MCS intensity unit. This level of 
intensity variation is about a half of what was previously 
considered. Further research is required to investigate amplification 
of intensity by structural type and regularity of structure. 
• Conversions between different intensity scales can be used when 
there is a restricted access to the original source of information. 
Equivalence between MMI, EMS and MCS is generally accepted. 
• For ACR, a comparison of various regional GMICEs shows that, 
although there is a regional variation, GMICEs are within one 
standard deviation of the Global ACR GMICE of Caprio et al. (2015). 
There are insufficient data to investigate regional difference for 
different tectonic settings. For events with shallower depths, large 
scattering of seismic wave is dominant when propagating through 
fractured and weathered near-surface rocks. On the other hand, 
larger portions of seismic energy are spread through deeper and 
less absorptive part of the crust.  
• Intensity distribution exhibits an irregular pattern with increasing 
focal depth at similar magnitude.  
• The shape factor of q/p for shallow earthquakes appears to increase 
with source distance, focal depth, and decreasing with magnitude. 
The shape of isoseismals becomes more circular with smaller 
magnitudes. 
• Intensity amplification in California, with respect granite bedrock, 
for Quaternary sedimentary deposits is up to 2.5 intensity units. 
The typical range of average site amplification for Switzerland was 
between 0.3 and 0.75 EMS-98 unit.  
• The maximum difference in observed average intensities for the 
geological units between bedrock (NEHRP site class A – B) and 
Holocene organic soils (NEHRP site class E – F) was 0.7 intensity 
units across a relatively low intensity level (MMI IV).  
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• Topographic effects may cause an increase in macroseismic 
intensity ranging from about a half intensity to one whole intensity 
degree. 
• The forward directivity effect for the 2009 L’Aquila earthquake may 
have resulted in, at least partially, higher reported intensities up to 
one MCS intensity unit. 
• Focal depths determined from the Kövesligethy (1906) model show 
better agreement with instrumental focal depths than those 
determined with the Blake (1941) model. The Blake (1941) model 
tends to overestimate focal depths. 
• Gasperini (2001) observed relatively higher attenuation of intensity 
in the first 50km from the epicentre, and after which intensity 
decays at a lower rate. This is caused by the reflection of shear-
waves at the Moho (e.g. Bragato et al., 2011). These effects of both 
high dissipation of seismic energy and multipath scattering of 
seismic wave were induced by high heat flow and highly fractured 
crust.  
• The intensity attenuation model of Bakun and Wentworth (1997) 
assumes a point source radiation. This means that the method is 
more appropriate for stable continental regions where the size of a 
fault is relatively small compared to its depth. The Boxer method is 
useful for seismically active regions where the length of a fault is at 
least about 5 – 10km long or M 5.5. 
• Carletti and Gasperini (203) found good agreement between 
macroseismically determined attenuation coefficients in the near-
field and physical surface heat flow. It was concluded that 
macroseismic intensity data are capable of constraining the lateral 
variations of attenuation coefficients as well as providing 
meaningful explanation to describe the characteristics of seismic 
wave propagation in Italy. 
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Chapter 3 	
Regional Variability in Ground 
Motion Attenuation 
 
3.1. Introduction 
Regional variability in ground motion attenuation is an important 
consideration in the earthquake data selection process and for the selection 
and application of ground motion prediction equations (GMPEs) in 
conventional probabilistic seismic hazard analyses (PSHA). 
When selecting earthquake ground motion recordings to develop a 
GMPE, knowledge of regional dependence provides useful guidance on 
the tectonic relevance between the target (where tectonic and anelastic 
attenuation features are considered to be broadly similar) and the host 
regions (where a ground motion model is to be developed from) (Douglas, 
2011).  
Broad tectonic classification criteria (e.g. Johnston et al., 1994; Delavaud 
et al., 2012) and information on regional attenuation properties are then 
integrated to establish a unique convention for the objective and consistent 
earthquake selection criteria. In this way, defensible justification of 
tectonic relevance between the target and host regions could be better 
supported. Ultimately, a robust predictive model can be derived from a 
larger sample size, without increasing the epistemic uncertainty. The 
significance of the earthquake data selection scheme applies to any 
predictive relationships and the accuracy of such models is directly 
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influenced by the selected ground motion data. Therefore, understanding 
regional dependence on ground motions is important for developing any 
predictive models from insufficient earthquake data.  
Numerous regional and global scale studies such as SHARE (Seismic 
Hazard Harmonisation in Europe) and GEM-PEER projects (Global 
Earthquake Model – Pacific Earthquake Engineering Center) have been 
undertaken to classify broad seismotectonic regimes such as shallow 
active continental regions (ACRs), stable continental regions (SCRs), 
subduction zones (SZs) and volcanic zones (VZs) (e.g. Johnston et al., 1994; 
Delavaud et al., 2012; Garcia et al., 2012).  
Individual tectonic classes are assumed to represent regions with 
analogous seismic attenuation characteristics. The differences in ground 
motion attenuation between different tectonic classes have been frequently 
observed using instrumental and macroseismic earthquake data (e.g. 
Mitchell and Cong, 1998; Bakun and McGarr, 2002). Ground motion 
attenuation within the same tectonic class is relatively poorly understood 
due to the sparseness of instrumental data.  
The main focus of this chapter is to provide an overview of the 
fundamental property of felt area and its correlation with other 
instrumentally-determined physical source parameters (e.g. seismic 
moment, stress drop). A comprehensive review of felt area with particular 
emphasis on regional variability is provided in a global context for all 
tectonic regimes.  
 
3.2. Felt area as an indicator of earthquake size, stress drop 
and possible regional variability  
Felt area (AF) is defined as an area enclosed by one of the outer isoseismals 
of seismic intensity that is greater than or equal to the limit of human 
perceptibility of earthquake ground motions (Musson and Cecić, 2002). 
The definition of AF varies to some extent regionally, depending on the 
type of seismic intensity scales. The intensity range of MMI I – IV is 
commonly used due to practical difficulty in differentiating among low 
intensities (e.g. Bakun and Wentworth, 1997; Musson and Cecić, 2002). 
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Throughout this chapter, AF is defined as the isoseismal area enclosed by 
MMI II (AII) or MMI III (AIII), unless otherwise stated.  
Although AF is often discounted as a crudely determined parameter, 
there are many advantages in using AF data when it is calibrated well with 
instrumentally determined earthquake source parameters (e.g. magnitude, 
stress drop), particularly for stable continental regions (SCRs) where 
strong ground motion data are not available. 
 
Felt area as an indicator of earthquake size 
Following the description of macroseismic data processing in Section 2.5, 
translation of historical earthquake information into the shape of modern 
instrumental earthquake data is a critical task in predicting the future 
occurrence of earthquakes in a particular region. Numerous efforts have 
been made to quantify the magnitude of historical earthquakes using the 
areal distribution of seismic intensity (e.g. Musson, 1993; Musson, 1994; 
Lee and Yang, 2006; Grünthal and Wahlström, 2012).  
As an early attempt for tectonically active regions, Hanks et al. (1975) 
estimated the seismic moment for historical earthquakes in the Southern 
California using the relationship between seismic moment and the 
isoseismal areas enclosed by MMI VI (i.e. AVI). Wesnousky et al. (1984) used 
AVI and AVIII to determine the size of historical earthquakes at the margins 
of the Ordos block in North China. Both studies found that the uncertainty 
in estimated seismic moments for historical earthquakes is about a factor 
of three on average depending on data scattering.  
For stable continental regions, numerous comparable studies have been 
conducted for central and eastern North America (CENA) (e.g. Bollinger et 
al., 1993; Hanks and Johnston, 1992; Johnston et al., 1994; Nuttli and 
Zollweg, 1974; Street and Turcotte, 1977). As a particular example, 
Johnston (1996a, 1996b) examined the correlation of seismic moment with 
various macroseismic variables: isoseismal areas from AII to AVIII; the 
maximum observed intensity (Imax); the number of seismic recording 
stations; and teleseismic and regional magnitudes (e.g. mb, mbLg, MS and ML). 
The hierarchy of seismic moment recoverability from individual variables 
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were ultimately compared for pre-instrumental and early instrumental 
earthquakes.  
Although isoseismal areas from AII to AVIII were not able to recover M (or 
M0) as reliably as teleseismic magnitudes, felt areas provide a robust 
constraint for estimating M. Among isoseismal areas from AII to AVIII, AIII 
data showed the lowest prediction uncertainty, of 0.28 M, for a single 
isoseismal area, indicating the best recoverability of M. The prediction 
uncertainty for AII was about 0.39 M. A comparison of M prediction 
uncertainty between AF (AII and AIII) and MS was as small as about 0.1 – 0.2 
unit. However, it should be noted that the greatest difference in M 
prediction uncertainty could be up to 0.5 M unit when other macroseismic 
variables such as the isoseismal AV data or maximum observed intensity 
(Imax) were used.  
Atkinson (1993) observed good correlation between AF data and source 
spectral amplitudes for the magnitude range of 3 ≤ M ≤ 7 in Eastern North 
America (ENA). The source spectral amplitudes at hypocentral distance of 
1km were extrapolated from the Atkinson and Mereu (1992) attenuation 
model by constraining near-field source amplitudes with instrumental 
data (hypocentral distance < 10 km). Due to the limited frequency 
bandwidth (i.e. 1 Hz ≤ f ≤ 10 Hz) from available instrumental data, 
Atkinson (1993) defined the high-frequency source amplitude (AHF) as the 
source spectral amplitudes at frequency above the corner frequency (fc). If 
the corner frequencies are greater than the high-frequency cut-off (i.e. 
10Hz), ground motion amplitudes were taken at 10 Hz (i.e. if fc < f, AHF = 
spectral amplitude at 10Hz, otherwise AHF = spectral amplitude at fc). 
Figure 3-1 shows a comparison of AII with high frequency and 1Hz 
source spectral amplitude for earthquakes in ENA. Atkinson (1993) 
observed a strong correspondence of AF with both AHF data and 1 Hz 
source spectral amplitudes (A1Hz). 
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Figure 3-1 Comparison of isoseismal area data on source spectral amplitudes (4 
≤ M ≤ 7) for Eastern North America. Isoseismal area data against (a) high 
frequency source spectral amplitudes (AHF), (b) 1 Hz source spectral amplitudes 
(A1Hz), (c) moment magnitude. R2 value indicates the coefficient of 
determination. (modified from Atkinson, 1993) 
 
It should be noted that AHF is measured from the vertical component of 
source spectral amplitude at a distance of 1km (Atkinson, 1993). Among 
considered isoseismal areas (i.e. AF, AIV, AV and AVI), the highest 
correspondence with M was observed for AF data (Figure 3-1c). This is 
expected as people are most sensitive to the peak amplitudes of the 
acceleration spectrum. When the coefficient of determination (R2) was 
calculated for each individual isoseismal area from the Atkinson (1993) 
data, the highest R2 value was observed from the correlation between AF 
and AHF data (Figure 3-1a). This indicates that AF is the best indicator of 
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high spectral amplitudes (AHF). AF also provides the greatest correlation 
with M among all isoseismal areas. 
At near-source distance (~ 1km), people feel the strong ground shaking 
from the peak amplitude of the high-frequency source spectral level. 
Although the frequency band moves to the lower frequencies as distance 
from the source increases, the ground shaking is felt by the same peak 
spectral amplitudes from high-frequency amplitudes. Therefore it can be 
concluded that the strength of felt area, even at large distances, measures 
high-frequency amplitude of the source spectrum (Atkinson, 1993).  
Nuttli and Zollweg (1974) state that isoseismal felt area can be a 
sensitive index of the magnitude since small differences in magnitude 
result in large differences in felt area. However, Musson and Jiménez 
(2008) argue that isoseismal data from lower intensities (e.g. AII, AIII and AIV) 
are less sensitive to source depth, site effects and population bias than 
other isoseismal areas from higher intensities. This is because the 
logarithm of AF is often correlated to magnitude, large errors in AF lead to a 
little difference in magnitude. Even if the AF had an isoseismal contour 
error of 30%, the difference in the estimated magnitude was only about 0.1 
M unit (e.g. Johnston, 1996b). 
To conclude, there is strong evidence to support the application of AF as 
a good index to constrain earthquake size (e.g. M0 or M). Thus, AF is a 
useful parameter for obtaining magnitudes for historical and early 
instrumental earthquakes, for which no instrumental data are available 
(e.g. Johnston, 1996b). 
 
Felt area as an indicator of regional attenuation and stress drop 
Evernden (1975) states that although seismic intensity data are commonly 
used as a quantitative definition of relative size of earthquakes but what is 
often forgotten is that they also provide a measure of the regional 
attenuation factor, since this is the dominant factor controlling intensity 
patterns of isoseismals. 
Numerous studies using AF data have observed a regional attenuation 
contrast between central and eastern North America (CENA) and Western 
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North America (WNA). Sibol et al. (1987) showed that earthquakes in the 
Central United States (CUS) have larger felt area than the Eastern United 
States (EUS). However, this regional variation was only apparent for 
larger magnitude events.  
 
Figure 3-2 Comparison of isoseismal areas of minor damage (MMI VI to MMI 
VII) and major damage (MMI ≥  VIII) for the 1906 MS 8.3 San Francisco, the 
1811 mb 7.2 New Madrid, the 1971 mb 6.2 San Fernando and the 1886 mb 7.2 
Charleston earthquake. The dashd line indicates inferred felt area due to the 
absence of settlements in the area in 1811 (Nuttli, 1979; Hanks and Johnston, 
1992) 
 
Hanks and Johnston (1992) investigated the difference in felt area 
between Eastern North America (ENA) and Western North America 
(WNA). Figure 3-2 shows the size of felt areas and recorded damage for 
comparable magnitude events in WNA and ENA. ENA earthquakes have 
greater felt radii causing more severe damage over much larger areas than 
earthquakes of comparable magnitude in WNA (Nuttli, 1979). Hanks and 
Johnston (1992) explained that the regional differences in felt area are 
predominantly due to the systematically higher corner frequency in ENA 
compared to WNA. In general, intraplate earthquakes (ENA) have 
significantly higher static stress drop than interplate (WNA) earthquakes, 
especially at larger magnitudes (e.g. Kanamori and Anderson, 1975). 
Hanks and Johnston (1992) compared isoseismal AF and AVI data as a 
function of M between ENA and WNA (i.e. California) (Figure 3-3). It 
should be noted that felt area (AF) is enclosed by intensities MMI I, II and 
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III. Comparison of log(AF) – M and log(AVI) – M relationships between the 
two contrasting tectonic regions shows a significant difference in AF.  
 
Figure 3-3 Comparison of log(AF) – M and log(AVI) – M relationships between 
eastern North America and western North America. (Hanks and Johnston, 
1992) 
 
As can be seen from Figure 3-3, a convergence of regional difference is 
observed for log(AVI) – M relationships, at least for M ≤ 7 and equivalent 
radius ≤ 150 km, whereas a clear regional difference between ENA and 
WNA was observed between the log(AF) – M relationships. Hanks and 
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Johnston (1992) concluded that this regional difference was attributed to 
the difference in average static stress drops between the tectonic regimes.  
Subsequently, Bollinger et al. (1993) compared areal damage 
distributions for AVI and AVII data between ENA (21 events for 4.4 ≤ M ≤ 
7.4) and WNA (88 events for 3.9 ≤ M ≤ 7.9). They showed that damage 
areas in WNA were five times smaller than ENA for the magnitude range 
of 4.5 ≤ M ≤ 7.5. When the ratio between damage areas and equivalent 
circular radii were compared for M 5, M 6 and M 7, the average damage 
area ratio for the AVI and AVII data in ENA were a factor of 5.25 and a factor 
of 2.28 greater, respectively, than WNA in terms of the average equivalent 
circular radius. These average damage ratios were determined to measure 
differences in regional anelastic attenuation.  
Bollinger et al. (1993) reached the same conclusion as Hanks and 
Johnston (1992), stating that the isoseismal areal differences between ENA 
and WNA were caused primarily by difference in the average static stress 
drop, but also with contributions from source (e.g. higher corner frequency 
in ENA than WNA) and site effects (e.g. subsurface geology). Bollinger et 
al. (1993) state that amplification of high-frequency ground motion in ENA 
is due to greater, near-surface velocity and density contrasts in more 
competent (higher velocity) bedrock/upper crustal material than in WNA 
where rock is more fractured, less dense and has lower VS. Although site 
effects from isoseismal areas are apparent for higher intensities, this 
decreases at lower intensities because site effects are often smoothed over 
a large area for lower intensity isoseismal data (e.g. AII, AIII and AIV) 
(Atkinson, 1993). 
Bollinger et al. (1993) further examined interregional difference by 
comparing rock-site response spectra between ENA and WNA. For ENA, 
due to a lack of strong motion data, the response spectra were 
stochastically developed for rock-site (e.g. Boore, 1983) with crudely 
assumed site effect parameters (e.g. no soil layers were being modelled). 
The Joyner and Boore (1988) rock-site response spectrum was used to 
represent rock-site response spectra for WNA. Bollinger et al. (1993) found 
that response spectra in ENA were approximately consistent with near-
field strong motion data when the static stress drop of 200 bar and a lower 
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VS were assumed (Hanks and Boore, 1984; Hanks and Johnston, 1992). 
They also confirmed a factor of two regional difference in Modified 
Mercalli isoseismal equivalent circular radii in the two regions (e.g. Hanks 
and Johnston, 1992). 
It can be concluded that isoseismal areas with lower intensities (e.g. AF, 
AII and AIII) are more appropriate parameters to compare interregional 
differences than other isoseismal areas from higher intensities (e.g. AVI and 
AVII). This is because AF data show a larger and clear regional difference in 
felt area – magnitude relationships, and they are less sensitive to source 
depth, site effects and population bias than other isoseismal areas from 
higher intensities. For the most widely used intensity scales, damage 
diagnostics for higher intensities (e.g. MMI VII) are related to structural 
damage as well as environmental factors. Thus higher intensity isoseismal 
areas may be considerably influenced by other regional factors such as 
construction materials, workmanship and building typologies. This could 
lead to a greater data scattering.  
 
3.3. Perceptible frequencies of ground motion by humans and 
seismic instruments 
Minimum frequency of human perceptible ground motion  
Frankel (1994) investigated the predominant average minimum frequency 
of human perceptible ground motion by proposing a new physics-based 
model between log(AF) and M. Frankel (1994) made two major 
assumptions on the regression model: 
1. The threshold of human perceptible frequency occurs at a 
particular frequency in the spectral amplitude of earthquake 
spectrum. This corresponds to the spectral peak of the product of 
the ground motion spectrum with spectrum of the sensitivity of 
human being to ground motions of various frequencies in the 
earthquake source spectrum. 
2. High frequency in the displacement source spectra falls off 
proportional to ω-2 with constant static stress drop where ω-2 is an 
angular frequency (Aki, 1967; Brune, 1970; 1971). To satisfy this 
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condition, the high-frequency spectrum is proportional to M0 
(Hanks, 1979). 
Frankel (1994) estimated the minimum average frequency level of 
perceptible ground motion to be about 2 – 4 Hz. This is similar to the 
natural frequencies of an average human body (i.e. 3 – 4 Hz) (Trifunac and 
Brady, 1975). The derivation of the Frankel (1994) model and its 
assumptions are provided in more detail in Section 4.4.2. 
 
Correlation of seismic intensity with Fourier amplitude spectrum 
The relationship between Fourier amplitude spectrum (FAS) and seismic 
intensity has been investigated to correlate seismic intensity with recorded 
ground motion parameters (Chernov, 1989; Chernov and Sokolov, 1999; 
Sokolov and Chernov, 1998; Sokolov and Wald, 2002). Along with other 
ground motion parameters such as PGA and PGV, FAS is an extremely 
useful parameter that captures a combination of multiple ground motion 
properties, such as the duration, spectral amplitudes and frequency 
contents, from a single earthquake (Sokolov, 1999). 
 
Figure 3-4 Comparison of mean values of the Fourier acceleration spectra for 
the Gazli region (1) and the Western United States (2). S represents the Fourier 
acceleration spectral density (Sokolov and Chernov, 1998). 
 
Sokolov and Chernov (1999) made a comparison of the spectral shapes 
of the mean FAS between the Gazli region (Uzbekistan, former USSR) and 
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the Western United States. The spectral shapes for mean FAS are 
distinctively different between different tectonic regions (Figure 3-4).  
Regional differences in the earthquake source spectral shape between 
ENA and WNA were also observed by Atkinson and Silva (1994). The 
distribution between low- and high frequency content in the FAS were 
explained by the presence of heterogeneities (asperities) on the fault by 
Das and Aki (1977) and Aki (1984). Asperities are strong patches of the 
fault plane that are resistive to breaking in the process of earthquake fault 
rupture. Sokolov (1999) suggested that the source spectral shape might 
depend on the tectonic region. This was also supported by numerous 
studies including Boore and Atkinson (1987), and Silva and Darragh 
(1995) who observed greater high-frequency content in ENA compared to 
WNA for the same site conditions. 
Sokolov and Chernov (1998) assume that an individual seismic 
intensity is characterised by a single representative frequency, since the 
smallest variance of logarithm of spectral density (base 10) is the most 
representative for the corresponding seismic intensity. They showed that a 
correlation between logarithm of spectral density and seismic intensity 
could be well described by a simple linear relationship.  
Sokolov and Wald (2002) performed a linear regression between the 
mean FAS and seismic intensity using a large global strong motion 
database:  
log10 A = 2.0 − 0.49I  (3.1) 
where |A| is the mean acceleration amplitude obtained at the 
representative frequency from the FAS, I is in the seismic intensity scale in 
terms of MMI (or MSK). The coefficient of determination (R2) is 0.86. The 
representative frequencies for intensities decrease from 13Hz to 1Hz with 
increasing intensities from MMI IV to IX. The corresponding 
representative frequencies for MMI IV to IX were estimated discretely as 
13Hz, 10Hz, 6Hz, 2.8Hz, 1.7Hz and 1Hz, respectively (Sokolov, 1999). 
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Figure 3-5 Comparison of mean acceleration spectra with reported intensity 
using FAS method. Open black circles and black lines are obtained by Sokolov 
(1999) using global dataset and open red circles and red lines are obtained by 
Yun et al. (2009) using Korean data. (a) Correlation of mean Fourier 
acceleration amplitudes (A) with frequency, (b) Correlation of standard 
deviation of mean amplitude spectra with frequency. Bold black line indicates 
a representative frequency range that contributes most to the corresponding 
intensity (see text for detail). 
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Sokolov and Wald (2002) also investigated the contribution of a range 
of large influential frequencies rather than a single representative 
frequency for a seismic intensity. The range of large influential frequencies 
are chosen as the standard deviation of spectral amplitudes located within 
area of σ1.3 ≤ 1.3 σmin portion. This is highlighted by the thick bold lines of 
the Fourier amplitude spectra in Figure 3-5. 
Figure 3-5 shows a comparison of mean acceleration spectra on 
reported intensity between a global and Korean datasets (Sokolov, 1999; 
Yun et al., 2009). Yun et al. (2009, 2009a) concluded that the overall trends 
of the mean Fourier spectra for MMI ≤ IV obtained from the Korean data 
were broadly similar to those obtained from the global dataset (Figure 3-
5a).  
The consistency of overall trends observed from mean Fourier spectrum 
between the global dataset and the Korean dataset partially supports the 
hypothesis raised by Sokolov and Chernov (1999) that “it is reasonable to 
suppose that these minima of the variances (relatively narrow frequency bands 
where the variances of acceleration spectral density decrease sharply) are not 
caused by the combinated effects of the parameters of earthquake sources, 
properties of the propagation path, and the recording sites conditions ”. 
The standard deviations for MMI ≤ IV were much larger for the Korean 
dataset than the standard deviation for MMI V from the global dataset 
(Figure 3-5b). This is due to smaller sample size in the Korean dataset. The 
representative portions of the mean Fourier acceleration amplitude spectra 
generally become wider (in terms of logarithm of frequency) and move to 
the low-frequency part of the spectra with increasing intensity (Sokolov, 
1999) (Figure 3-5b). 
 
3.4. Various functional forms of the felt area to magnitude 
relationship 
Many studies have attempted to develop felt area to magnitude 
relationships both regionally and globally. These efforts have been focused 
in regions with rich documentary records of historic earthquakes (e.g. 
Musson, 1994).  
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Table 3-1 Summary of commonly adopted functional forms in the 
development of felt area to magnitude relationships 
Functional form Reference 
M = c1 + c2 log(Ai )  
Sibol et al. (1987); 
Musson (1994) 
M = c1 + c2 log2(Ai )  Sibol et al. (1987) 
M = c1 + c2 log(Ai )+ c3 log2(Ai )  Nuttli and Zollweg (1974) 
M = c1 + c2 log2(Ai )+ c3 log(I0 )  Sibol et al. (1987) 
M = c1 + c2 log2(Ai )+ c3 log2(I0 )  
Sibol et al. (1987); 
Gasperini et al. (1999) 
M = c1 + c2 log(Ai )+ c3 Ai  
Frankel (1994); 
Johnston (1996b) 
M = c1 + c2 ln(Ai )+ c3 Ai  CEUS-SSC (2012) 
M = c1 + c2 exp
log(Ai )
c3
⎡
⎣
⎢
⎤
⎦
⎥  
Yun and Jeon 
(2010) 
- Ai represents isoseismal areas from AF to AVII 
- c1, c2 and c3 denote coefficients of corresponding functional forms 
- Functional forms from equivalent circular radii (i.e. intensity attenuation 
relationship) and duplicated functional forms are not included here 
 
Table 3-1 shows a summary of various functional forms for regional 
and global felt area – magnitude relationships. The most commonly used 
functional forms are of empirical, usually selected by visual inspection of 
the distribution of isoseismal areas (Ai), without consideration of the best 
performing model. These relationships were often developed without 
considering functional form or assessing the quality of isoseismal contours. 
Thus the derived relationships can vary significantly, even with the same 
region. The use of such crudely developed regional M – AF relationships, 
especially when extrapolated beyond the limit of their applicable 
magnitude range, to develop input earthquake catalogues can undermine 
the quality of PSHA.  
One of the early studies recognising the importance of the choice of the 
functional model was Sibol et al. (1987) who undertook a comprehensive 
exploratory macroseismic data analyses to examine the most appropriate 
empirical functional forms for central and eastern North America. 
Multiple linear regression models using independent (or predictor) 
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variables such as epicentral intensity (I0) and felt area (AF) along with 
several transformations (e.g. I02, AF0.5, log(AF) and log2(AF)) and dependent 
(or response) variable of mb were extensively tested on 91 earthquakes. 
They recommended the most robust linear regression models for central 
and eastern North America as: 
mb = k1 + k2 log2(AF )  (3.2) 
when AF data is only available parameter and, 
mb = k1 + k2I02 + k3 log2(AF )  (3.3) 
when both AF and I0 data are available for a given earthquake. 
When both AF and I0 data are available for the same earthquake, 
equation (3.3) is proven to be the better performing model because the 
combination of I0 and AF helps to reduce the effect of anomalous data 
points (e.g. unusually high intensities at very shallow depth) (Sibol et al., 
1987). Despite the recommendations made by Sibol et al. (1987), these 
models have not been widely adopted for other regions, with the 
exception of Italy. Gasparini et al. (1999) adapted equation (3.3) to estimate 
magnitude of an earthquake for Italy by altering the AF term into the 
equivalent radii of individual isoseismal areas (i.e. log2(Ri)). 
Johnston (1996b) also examined four functional forms including the 
Frankel (1994) model, linear model, quadratic model and cubic model for a 
global SCR dataset. The Frankel (1994) functional form was not only based 
on physics, but also considered to be the best functional form among four 
when tested against Chi-square statistics. 
 
3.5.  Regional variability of ground motion 
The presence of regional dependence of ground motions on different 
tectonic settings has been extensively studied using geological, 
geophysical and seismological data (e.g. Allman and Shearer, 2009; 
Douglas, 2004; Mitchell and Cong, 1998).  
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In the following sections, inferences from different types of data for 
possible regional variations are summarised, with particular reference to 
stable continental regions. 
 
3.5.1. Inferences from macroseismic intensity data 
The regional variations in ground motion attenuation is frequently 
observed from macroseismic intensity data. Papazachos (1992) compared 
the energy absorption coefficients among active and stable continental 
regions. The energy absorption coefficient for active shallow continental 
crust was about 0.004-0.006 (Greece: 0.0039, Western United States: 0.0063) 
and about 0.001-0.002 for stable shallow continental crusts (Eastern United 
States: 0.0011, Northwestern Europe: 0.0024) (Anderson, 1978; Gupta and 
Nuttli, 1976; Ambraseys, 1985; Papazachos, 1992). This anelastic 
attenuation parameter representing characteristic properties of the Earth’s 
crust should be determined regionally (Stromeyer and Gru ̈nthal, 2009). 
For intraplate regions, the typical range is from 0.001 to 0.01 (Sponheuer, 
1960; Levret et al., 1994; Stromeyer and Gru ̈nthal, 2009). 
Papazachos and Papaioannou (1997) determined a scaling relationship 
between the hypocentral intensity (i.e. focal depth incorporated into 
epicentral intensity) and magnitude for the Balkan region (i.e. Greece, 
Bulgaria, Albania, Turkey and the formal Yugoslavia). By considering the 
magnitude scaling factors obtained from each individual country, they 
developed the magnitude-attenuation relationship for the whole region. 
They observed systematically greater anelastic attenuation for the average 
Balkan region, compared to stable continental regions, such as 
Scandinavia, Eastern United States, Northwestern Europe and Central 
Europe. 
Bakun et al. (2003) compared macroseismic intensity data from Eastern 
North America (ENA) and Western North America (WNA). For 
comparable magnitudes, a distinct regional difference between ENA and 
WNA is apparent (Figure 3-6).  
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Figure 3-6 Comparison of seismic intensity (MMI) decay as a function of 
epicentral distance for similar magnitude earthquakes between WNA (left: a, c, 
e, g) and ENA (right: b, d, f, h). Circles represent individual intensity values. 
Mean and median epicentral distances for each intensity level are solid 
diamonds and solid squares. Error bars represent ±1 standard deviation of 
corresponding median epicentral distance at each intensity level. California 
events (left: a, c, e, g) are from Bakun and Wentworth (1997) (Bakun et al., 2003). 
 
This difference gradually increases with increasing magnitude for 
earthquakes at similar depths. For events in ENA, the maximum observed 
intensities at similar magnitude were generally higher than those in 
California. There is also a generally larger variability of intensity 
distribution with distance for ENA events (Bakun et al., 2003). 
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Figure 3-7 Regional variation of intensity prediction models among different 
tectonic regions (Bakun and McGarr, 2002). ENA: Eastern North American 
model adapted from Bakun et al. (2003); Common SCR from Johnston (1996b); 
NW Europe from Ambraseys and Adams (1986); and Coastal California from 
Bakun and Wentworth (1997). 
 
Bakun and McGarr (2002) showed systematic regional differences in 
attenuation among SCRs by comparing regionally developed intensity 
attenuation models. The intensity attenuation for active continental 
regions is generally faster (low-Q attenuation) than in intraplate or SCRs 
(high-Q attenuation) (Figure 3-7). 
Bakun and Scotti (2006) showed regional variations between subregions 
in France. Higher attenuation was observed for the French Alps compared 
to southern France and the French SCR. As expected, French SCR showed 
the lowest attenuation characteristic with distance. 
When a large volume of high-quality seismic intensity data is available 
for a region, seismic intensity data can provide useful information on the 
lateral variation of seismic attenuation in the crust and upper mantle Q 
structure using tomographic inversion technique. 
Hashida and Shimazaki (1984) were among the first to exploit seismic 
intensity data to develop three-dimensional seismic tomographic 
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inversion. This seismic intensity tomographic inversion technique was 
largely based on the inversion method developed by Aki and Lee (1976).  
Using the Hashida and Shimazaki (1984) technique, Hashida and 
Shimazaki (1987) determined attenuation structure for the Tohoku district 
in the northeastern Japan. They found, at least ten times higher Q value for 
the subducting Pacific slab than the low-Q mantle wedge. This compared 
favourably with the previously reported velocity structure beneath the 
northeastern Japan.  
Carletti and Gasperini (2003) also conducted tomographic inversion 
using a large number of Italian seismic intensity data to investigate the 
lateral variations of seismic intensity attenuation. The lateral variation in 
low-Q and high-Q attenuation subregions in Italy agreed with the results 
of other geophysical studies (i.e. seismic velocity tomography) and 
instrumental seismic recordings (i.e. accelerometer). Seismic intensity 
attenuation patterns in the near field (< 50 km) correlated with spatial 
variation in crustal heat flow. 
 
3.5.2. Inferences from ground motion data 
Douglas (2004) investigated regional variation over the Caucasus, Italy, 
Friuli, Greece, and Iceland in Europe using an analysis of variance 
(ANOVA) technique. Although the ANOVA was carried out over a 
limited magnitude range, it was concluded combining a strong ground 
motion dataset from similar tectonic regimes would be beneficial for the 
development of a robust regression model.  
Douglas (2007) also showed that GMPEs developed from small 
geographic regions generally were associated with similar or slightly 
higher aleatory variability (σ) than those derived from broad geographic 
regions. Relatively high σ from small geographic areas may be caused by 
the inclusion of small earthquakes (M < 5) which have been generally 
shown to be more variable than ground motions from large earthquakes 
(Douglas, 2007). This was also confirmed by Liu and Tsai (2005) 
considering data from Taiwan. 
Following from Campbell and Bozorgnia (2006), Stafford et al. (2008) 
examined the applicability of NGA models for Europe using a ranking 
Chapter 3. Regional Variability in Ground Motion Attenuation 
 111 
based log-likelihood approach by Scherbaum et al. (2004, 2009). Both 
studies reached the same conclusion, that the NGA model is suitable for 
application across Europe. Stafford et al. (2008) further concluded that it 
would be beneficial to combine both European and NGA datasets. 
Bommer et al. (2010) dealt with this issue of regional variation within 
Europe more directly. They concluded that despite of the several 
deficiencies in the European strong-motion metadata (e.g. limitedly 
available site classification information and the sparse near-field strong-
motion data), the predicted median ground motions from the European 
GMPEs (i.e. Akkar and Bommer, 2007) were very similar to those from the 
GMPEs developed from the NGA database (e.g. Boore and Atkinson, 2008). 
This led Bommer et al. (2010) to conclude that there are no distinct regional 
differences between North America and the active Mediterranean regions.  
It is also important to consider the evolution of uncertainty associated 
with GMPEs developed in the past 40 years. Douglas (2003) and Strasser et 
al. (2009) showed that σ associated with empirical GMPEs published in the 
past 40 years have not been reduced significantly, but have remained 
more of less constant. The incorporation of appropriate values of σ has a 
significant impact on seismic hazard results (Bommer and Abrahamson, 
2006).  
In term of stress drop, Kanamori and Anderson (1975) obtained a 
constant stress drop from the empirical relationship between source 
dimension and seismic moment (M0) for interplate, intraplate and the 
average between interplate and intraplate earthquakes. They found 3MPa 
for interplate, and 10 MPa for intraplate, and 6 MPa for global average 
earthquakes. Allman and Shearer (2009) also found almost similar results 
using 61 intraplate events. These findings suggest that the stress drop in 
intraplate regions is two times higher than interplate regions. 
 
Small-to-moderate magnitude events 
Several studies (e.g. Chiou et al., 2010; Douglas, 2007) confirmed the 
existence of regional difference using small-to-moderate magnitude events. 
Atkinson and Morrison (2009) examined small-to-moderate earthquakes in 
northern and southern California. At the same magnitude ground motion 
amplitude in northern California is lower than southern California by a 
Chapter 3. Regional Variability in Ground Motion Attenuation 
 112 
factor of 2 at distance of 120 – 250 km. Atkinson and Morrison (2009) 
suggested at least two possible explanations for the magnitude-dependent 
difference: crustal structure effects (e.g. Moho bounce) (Bouchon, 1982; 
Kennett, 1985), and site amplification effects (Aki, 1993). Chiou et al. (2010) 
also investigated small-to-moderate magnitude events in California and 
drew a slightly different conclusion, observing a regional misfit between 
central and southern California at epicentral distances of less than 70km. 
 
3.5.3. Inferences from geophysical and geodetic data 
In the past few decades a large number of studies have been conducted on 
geotectonic properties (e.g. geology, elevation, crustal and lithosphere 
thickness, Moho depth), geophysical properties (e.g. heat flow, gravity 
anomaly) and geodynamics (e.g. stress regime and orientation, stress field 
and strain rate from GPS observations) in order to understand the 
similarities or differences between different tectonic regions and within 
tectonically analogous regions (e.g. Allman and Shearer, 2009; Anderson et 
al., 1992; Bhattacharyya et al., 1996; Mitchell and Cong, 1998; Mooney et al., 
1998; Pollack and Chapman, 1977; Zoback, 1992). In the following 
subsections, the understanding of attenuation properties developed from 
geophysical and geodetic data are discussed for both intraplate and other 
tectonic regions. 
 
Heat flux and lithosphere thickness 
Based on statistical analyses of global heat flow data, Lee and Uyeda 
(1965) found that heat flow is well correlated with major geological 
features. Also they suggested between heat flow broadly indicated an 
inverse relationship with gravity and crustal age.  
Subsequent studies by Pollack and Chapman (1977) and Pollack et al. 
(1993) investigated global regional variation in heat flux and heat loss in 
relation to lithospheric thickness. They found that the lithosphere under 
Precambrian shields and platforms has much greater thickness and higher 
viscosity. Also more than half of global heat loss occurs at young Cenozoic 
oceanic ridges. Most importantly, they confirmed that the global heat flux 
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shows a good agreement with the global distribution of VS at the top of the 
upper mantle.  
In general the global trend on the mean heat flow showed that regions 
of thicker crust, including shields and platforms, have much lower mean 
heat flow than attenuated crustal regions (Pollack and Chapman, 1977). It 
is important to note that Pollack and Chapman (1977) observed almost a 
factor of two higher mean heat flows in central Australia in comparison to 
western Australia, with western Australia and the Canadian shield 
showing very similar mean heat flow. 
Mckenzie and Priestley (2008) used surface wave tomography to 
investigate global lithospheric thickness variations. They defined 
continuous regions of thick lithosphere as ‘cores’. Although the geographic 
distribution of continental cores is broadly similar with that of individual 
cratons and shields, they may be distinguished from the individual shields 
and cratons as follows: 
• cores have been formed bu suturing of crustal units by tectonic 
processes, 
• the age of formation of cores cannot be determined from 
seismology and, 
• not all cratons are underlain by cores. 
The thicknesses of most continental cores are at least 180 km and the 
thickest Tibetan core is 250-300 km. Mckenzie and Priestley (2008) also 
revealed that the margins of cores can be deformed. They are difficult to 
shorten, but are easier to stretch, especially along pre-existing lines of 
weakness. These cores have dominated the tectonic deformation of the 
continents.  
Mooney et al. (1998) proposed a global crustal model using averaged P- 
and S-wave velocity, and density to depth profile using seismological data 
(e.g. Meissner, 1986). The global mean crustal thickness is about 38km and 
varies from about 20km (typical crustal thickness for extended margins) 
up to 70km (Tibetan Plateau). The typical range of crustal thickness in 
continents is about 30-45 km. Crustal thickness is not a useful parameter to 
distinguish between ACRs and SCRs.  
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Hayes et al. (2012) modelled the three-dimensional surfaces of 
subduction geometry of the subduction zones. This is useful in 
understanding the accurate geometry of the mega-thrust interface. 
 
Lg coda Q factor 
Lg waves are guided waves comprising of SH and SV waves incident on 
the Moho at angles of incidence less than the critical angle which are 
multiply reflected within the crust (Bouchon, 1982). In short period 
seismograms, Lg waves are the predominant feature at regional distances 
from 150 km to 1000 km or more. These have been widely used to study 
lateral variations in the crust (Furumura et al., 2014). The dominant 
frequency ranges of the Lg wave phase is between 0.2 and 5Hz (Furumura 
et al., 2014).  
Lg waves are sensitive to lateral variations of crustal heterogeneity that 
are frequently used to investigate regional attenuation structure. Mitchell 
(1995) summarises the features and implications of quality factor of Lg 
waves (QLg) which often shows large regional variations across the 
continental crust and upper mantle. The quality factor (or internal friction) 
of a seismic wave is commonly used to describe the loss of elastic energy 
(converted to heat, or by scattering) when a seismic wave passes through 
an imperfectly elastic medium (Mitchell, 1995).  
Aki and Chouet (1975) describes the coda wave as “~ backscattering 
waves from numerous heterogeneities distributed uniformly in the earth’s crust”. 
The usefulness of coda waves in modelling laterally heterogeneous crust 
was originally recognised by Aki (1969). Aki (1969) first recognised that 
the coda wave excitation strongly depends on the local surface geology 
and that the amplification is five to eight times greater on sediment than 
on the granite. Even though the Lg coda wave is a scattered wave, the 
quality factor of Lg coda wave reflects the intrinsic absorption property for 
the continental crust (Mitchell, 1995). Frequency-dependence or -
independence with Lg coda Q in the upper crusts varies with depths and 
by geographic regions. The frequency-dependent Q model is commonly 
expressed using a power law as: 
Q f( )  = Q0 ( f / f0 )η  (3.4) 
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where f = frequency, η = frequency-dependent exponent, f0 = reference 
frequency (1Hz) and Q0 = reference Q at f0 (Aki, 1980; Mitchell, 1995). 
The coda Q inversion technique (Xie and Nuttli, 1988) has been used to 
explore regional variations of anelastic attenuation among different 
continental regions (e.g. Baqer and Mitchell, 1998; Cong and Mitchell, 1998; 
Mitchell and Cong, 1998; Mitchell et al., 1997; Mitchell et al., 1998; Xie and 
Mitchell, 1990). Quality factor for Lg coda shear wave (QcLg) at 1 Hz and its 
frequency dependence are effective tools to investigate regional anelastic 
structure of the continental crust, and they often shows good correlation 
with major tectonic features, geologic age and crustal structure (Baqer and 
Mitchell, 1998; Mitchell and Cong, 1998; Xie and Mitchell, 1990). The range 
of a group velocity of Lg coda wave is about 3.2 – 3.6 km/s and has a 
property that the velocity being higher in SCRs and lower in ACRs (Baqer 
and Mitchell, 1998).  
 
Figure 3-8 (QcLg)-1 as a function of time since the most recent tectonic or orogenic 
activity in a specified region. A: The Andes Mountains; B: Basin and Range 
province in the western United States; C: Tethys region of convergence of the 
Eurasian plate with the African, Arabian, and Indian plates; D: the Arabian 
Peninsula; E: the East African Rift; F—the Rocky Mountains; G: northeastern 
China; H: the eastern Altaid belt in Eurasia; I: the Tasman province of 
Australia; J: the Atlantic Shield of South America; K: the African Fold Belts; L: 
the portion of the North American Craton in the United States; M—the 
Australian Craton; N: Eurasian Cratons; O: African Shields; P: the Brazilian 
Shield; Q-the Indian Shield (Mitchell and Cong, 1998). 
 
The global scale study by Mitchell and Cong (1998) showed that 
tomographic maps of QcLg at 1 Hz varies from 200 to 1000 between 
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continents. QcLg is high in cratons and low in regions with larger crustal 
deformations and high rates of seismic activity (Figure 3-8). Figure 3-8 
shows a steeper slope of QcLg with geological age at 1 Hz than at 5 Hz. This 
difference is due to QcLg at 1 Hz being largely influenced by anelastic 
absorption in the crust whereas QcLg at 5 Hz scattering of Lg coda wave 
becomes the more influencing factor.  
Mitchell and Cong (1998) also showed that frequency dependence (η) 
varies inversely with QcLg, with low-frequency dependence being the 
characteristic of the cratons whereas high-frequency dependence is 
common in the tectonically active regions (low-Q regions). Studies of QcLg 
attenuation in United States by Benz et al. (1997) and Baqer and Mitchell 
(1998) show low QcLg patterns with strong frequency dependence over 
southern California, and the basin and range while high QcLg patterns with 
weak frequency dependence have been observed in eastern United States 
and southeastern Canada. Strong frequency dependence, as well the depth 
dependence with variation of Q was recognised much earlier by the work 
of Aki and Chouet (1975).  
Though the high QcLg values are generally observed for stable 
continental regions, there are some notable exceptions; the Arabian 
peninsula (QcLg ≈ 157 – 300), Siberian craton (QcLg ≈ 400 – 600) and the central 
part of the Australian craton (QcLg ≈ 400 – 500) where relatively low QcLg 
values ranging were observed (Mitchell, 1995; Mitchell et al., 1998). 
Mitchell and Cong (1998) state that the regional variation of QcLg at 1 Hz 
reflects regional variations in the shear wave quality factor (Q) in the 
upper crust as obtained from the inversion of surface waves measured at 
longer periods. However, in some regions, the reduction in QcLg values 
were observed from the low-Q in the deeper crust (i.e. Arabian peninsula) 
and the existence of a velocity gradient resulting from the dissipation of 
the S-wave energy to the mantle (i.e. Australian craton). 
The significant temporal dependence in QcLg was revealed by numerous 
studies since the first observation made by Chouet (1979) for Stone 
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Canyon, California. Aki (1996) argued that the temporal correlation of QcLg 
might be primarily related to creep features in the ductile part of the 
lithosphere. The strong spatial correlation of QcLg with P-wave velocity 
(high P-wave velocity corresponds to high-Q) might reflect the material 
properties at the lower crust.  
McNamara et al. (2014) observed the azimuthal-dependence of Q that is 
consistent with the fault orientation and the reported felt intensities. They 
suggested that the scattering along faults associated with tectonic 
structure is the primary cause of the azimuthal-dependence.  
Despite many advantages, it should be noted that Lg attenuation Q is 
sensitive to spatial coverage and density of ray-path and path distance 
(between a station and an event) (Chun et al., 2009; Furumura et al., 2014; 
Hong, 2010). A dense spatial coverage of ray-path network and good 
regional ray-path distances (> 150km), long enough for the Lg phase to 
develop, are desired (Chun et al., 2009). 
 
Tectonic stress orientation 
It is commonly recognised that the contemporary tectonic stress field is a 
resultant of complex local and regional plate motions. Zoback (1992) 
compiled the first World Stress Map, assembling global stress indicators 
(e.g. geologic data, earthquake focal mechanism, borehole breakouts, in 
situ stress measurements) to indicate principle horizontal stress 
orientation. They found that stress orientations deduced from in situ stress 
measurements and geological observation data showed good agreement 
Ridge push and plate collisions (slab pull) are the main driving forces 
(first-order stress) that result in the predominant compressive tectonic 
regimes in intraplate regions (Zoback., 1992). Possible sources of second-
order stress may be explained by flexural forces, buoyancy forces and 
laterally changes in density, crustal strength and lithosphere thickness 
(Zoback., 1992). Extensional tectonic regimes are associated with high 
topographic regions (e.g. Himalayan arc and wide shear zone of Western 
California).  
The latest edition of the World Stress Map has been published by 
Heidbach et al. (2010). A four-fold increase in stress data improves the 
global map resolution to a 0.5° grid (Heidbach et al., 2010).  
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To summarise, geophysical observations generally indicate that stable 
continental regions (SCRs) are composed of thicker, older and colder crust, 
hence they have comparatively low seismic attenuation and high-Q 
compared to thinner, younger and hotter crust in active continental 
regions (ACRs). Moreover, geotectonic characteristics such as the age of 
crustal evolution and the age of most recent crustal deformation are better 
indicators in classifying tectonic regime (e.g. Kanter, 1994). 
 
Static stress drop  
Static stress drop (∆τ) is often determined using the relationship between 
seismic moment (M0) and a circular fault radius (r) as proposed by Brune 
(1970, 1971): 
Δτ = 7M 016r3  (3.5) 
∆τ is used throughout this chapter instead of ∆σ to avoid confusion with a 
standard deviation (σ) (e.g. Cotton et al., 2013). 
Equation (3.5) can be related to the corner frequency in relation to the fault 
length (r) using: 
fc = vβ / r  (3.6) 
where v is a constant defined as v = 0.37 by Brune (1970, 1971) and k = 0.21 
by Madariaga (1976): 
Δτ = 7M 016
fc
vβ
⎛
⎝⎜
⎞
⎠⎟
3
 (3.7) 
where fc is the corner frequency, β is a shear-wave velocity (km/s), and M0 
is seismic moment in dyne⋅cm.  
As can be seen from equation (3.5) and equation (3.7), the static stress 
drop is sensitive to the estimated r and fc from the cubed fault length.  
Cotton et al. (2013) compared variability (i.e. standard deviation) of 
stress drop obtained from two methods: seismological observation and 
ground motion prediction equation (GMPE). Cotton et al. (2013) found that 
stress drop variability inferred from the Next Generation Attenuation 
(NGA) GMPEs derived from high-quality metadata is, on average, a factor 
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of three to four lower than those estimated from measuring corner 
frequency and seismic moment from seismological observations.  
Although it is generally understood that static stress drop varies by 
each individual earthquakes independent of magnitude, the average static 
stress drops are often assumed to be indicative of the tectonic environment 
(Cotton et al., 2006). This hypothesis has been supported by several studies 
using both macroseismic data and instrumental data (e.g. Atkinson, 1993; 
Atkinson, 1996; Atkinson and Wald, 2007; Hanks and Johnston, 1992).  
Self-similarity of the earthquake rupture process was first suggested by 
Aki (1967). This constant stress drop includes an inherent assumption of 
constant rupture velocity. Numerous studies have shown that there is 
deviation from self-similarity of the earthquake source above intermediate 
magnitudes (M ≥ 5). Abercrombie (1995) observed self-similarity in 
earthquakes at small magnitudes (M ≤ 3). Although stress drop – 
magnitude dependence at small magnitudes (< M 3) was suggested by 
Archuleta et al. (1982), Abercrombie (1995) argued that the apparent break 
down of similarity below M 3 was simply from the severe attenuation in 
the upper few kilometers of the Earth’s crust. This was supported by the 
observations from surface and deep borehole recordings (at about 3 km 
depth) (Abercrombie, 1997).  
Allmann and Shearer (2009) investigated the global variation of source 
scaling properties for moderate to large earthquakes (5.2 ≤ M ≤ 8.3) using 
about two thousand earthquakes for the period 1990 – 2007. Typical 
assumptions were made on the equivalent circular fault surface area from 
the Madariaga (1976) model (equation 3.5) and the constant shear-wave of 
β = 3.5 km/s. They found that stress drops for globally distributed 
individual moderate to large earthquakes range from about 0.3 to 50 MPa 
with median stress drop of about 4 MPa. They confirmed earthquake self-
similarity for the magnitude range 5.2 ≤ M ≤ 8.3 and no variation with 
seismic moment. 
Figure 3-9 shows comparison of the result of Allmann and Shearer 
(2009) with various global source scaling relationships. The inspection of 
global data over the stress drop lines of 0.1 – 100 MPa shows remarkably 
consistent self-similarity over nearly the whole range of M 0 to 8.5. 
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Figure 3-9 Relationship between the corner frequency (fc) and seismic moment 
(M0). The red dash lines indicate constant stress drop of 0.1, 1, 10 and 100 MPa. 
The black circles are the data from Allmann and Shearer (2009) and the rest of 
the coloured symbols are from other studies listed in the legend. The gray 
shaded area indicates the resolution limit of the data and the vertical dash line 
is the magnitude limit for the Allmann and Shearer (2009) data (Allmann and 
Shearer, 2009). 
 
Allmann and Shearer (2009) classified the global stress drop data by 
tectonic regime and estimated the median stress drop for each tectonic 
region using bootstrap simulation (Figure 3-10). Comparison between 
intraplate and total interplate regions shows a larger median stress drop in 
intraplate regions by a factor of about 2, even considering the significantly 
greater standard error in the median stress drops in intraplate regions. 
Although the actual stress drop values determined by Allmann and 
Shearer (2009) should not be over-interpreted, the relative variations are 
the most meaningful results. These findings also show that intraplate 
regions have about of a factor of two higher stress drops than interplate 
regions (e.g. Hanks and Johnston, 1992). Although there were no 
systematic relationship between global stress drop and focal depth, a 
strong stress drop – style-of-faulting dependence is deserved, with a factor 
of three to five times higher stress drop for strike-slip than for normal and 
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reverse faulting (median stress drop of about 2 – 3 MPa) (Allmann and 
Shearer, 2009). 
 
Figure 3-10 Histogram of stress drop distributions by tectonic regions 
(Allmann and Shearer, 2009) 
 
Strain rate 
Numerous studies have been conducted to model the relative movement 
of plate motions based on the plate tectonics theory since 1960s (e.g. 
Gordon, 1988). Molnar (1988) provides a concise summary of the 
kinematic and dynamic mechanisms. Recently, the vast increase in 
geodetic observations allow the determination of plate movement in the 
‘stable’ plates and within the plate boundary zones. These data are used to 
develop global velocity models. Correlation between geodetic strain rate 
and seismicity rates allows the development of strain rate models 
(Kreemer et al., 2000, 2002, 2003, 2014).  
Kagan (1999, 2002) showed a correlation between tectonic moment rate 
and the number of events for subduction and continental deformation 
zones and that such a correlation could be used to calculate the long-term 
seismic activity.  
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Kreemer et al. (2000, 2002, 2003, 2014) developed a global strain rate 
model (GSRM) using global geodetic velocity data, seismic moment tensor 
data, and the Quaternary fault slip rate data. Although GSRM provides 
robust estimation of strain rates at the plate boundary zones, its 
application is limited for plate interiors due to the lack of data and the 
large uncertainty associated with geodetic velocity data.  
Kreemer et al. (2000, 2002, 2003, 2014) confirmed the strong correlation 
between tectonic moment rate and the number of events above a threshold 
magnitude along subduction zones and active plate boundaries. Kreemer 
et al. (2002, 2014) also hypothesised that this correlation should also be 
seen in intraplate settings. 
 
3.6. Conclusions 
This chapter summaries the current understanding of isoseismal felt area 
and draws the following conclusions: 
• Felt area is a robust parameter for constraining the size of 
earthquake size hence it provides a reasonably good approximation 
of seismic moment and moment magnitude.  
• Comparison of isoseismal areas with M shows that lower intensity 
isoseismal data, particularly AF data, are more appropriate for 
regional comparative studies than isoseismal areas from higher 
intensities (e.g. AVI and AVII) because 1) AF data show a larger and 
clear regional difference in felt area – magnitude relationships and 
2) AF data are less sensitive to source depth, site effects and 
population bias than other isoseismal areas from higher intensities. 
Regional difference in felt areas (e.g. ENA and WNA) are primarily 
due to difference in stress drops but also partially from regional site 
effect. 
• The minimum frequencies of ground motions perceptible to 
humans are about 2 – 4Hz (Frankel, 1994) and a single 
representative frequency of equivalent intensity by seismic 
instrumental data is about 13Hz (Sokolov, 2002).  
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• Regional dependence of ground motions on different tectonic 
settings has been frequently observed using geological, geophysical 
and seismological data. Regional variability of ground motion have 
been observed using instrumental ground motion, macroseismic 
intensity and other geophysical data. Static stress drop, heat flux 
and heterogeneity of crust play an important roles in scattering and 
attenuation of the propagation of seismic waves at regional 
distances. 
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Chapter 4 	
Investigating Regional Variability of 
Stable Continental Regions using 
Isoseismal Felt Area  
 
4.1. Introduction 
In the last decade, numerous studies have been conducted to investigate 
differences across differing tectonic regimes in ground motion attenuation 
over different magnitude and distance ranges. Recent studies suggest that 
regional differences exist due to differences in crustal structure and 
tectonic setting, particularly at source-to-site distances greater than about 
100km. Much less variation is observed at distances less than 100km (e.g. 
Douglas, 2004; Douglas, 2007).  
The main aim of this chapter is to examine the presence of regional 
differences as well to investigate a degree of regional variability within 
stable continental regions (SCRs). Among different tectonic regimes, only 
a few studies have been undertaken to investigate regional differences 
within SCRs, primarily due to the paucity of strong ground motion data. 
To help overcome such limitations, macroseismic isoseismal areas have 
been utilised in this study. Although a felt area is commonly considered as 
a crude parameter to describe the complexities of ground motion 
attenuation characteristics and crustal structure, its usefulness has been 
confirmed in many studies (Section 3.2). 
Chapter 4. Investigating Regional Variability of SCRs using Felt Area 
 125 
The first part of this chapter describes the characterisation of SCR 
domains, data collection and the processing procedure to establish a 
global SCR isoseismal area dataset. This SCR dataset is used to investigate 
the possibility of using isoseismal areas of MMI II or MMI III (AF) as an 
indicator to exploit regional differences within SCRs.  
The main objectives are to address on the following questions:  
• How will the global average SCR felt area-magnitude relationship 
of Johnston (1996b) be influenced by including events from other 
stable continental regions, especially with the increase of sample 
size in the lower magnitude ranges? 
• How will the overall log(M0) – log(AF) regression uncertainty be 
affected by the inclusion of small-to-moderate earthquake data?  
• Can the felt area be used as an approximate indicator to examine 
regional variations of ground motions within SCRs?  
This chapter presents the modified Johnston (1996b) regression 
framework and its application to develop a new global average SCR 
log(M0) – log(AF) relationship using the global SCR dataset. Using the same 
regression framework, individual log(M0) – log(AF) relationships are 
developed for the four selected regions: Australia, Central and Eastern 
United States, Korea and the United Kingdom. 
The final part of this chapter explores the regional dependence of far-
field macroseismic data from each selected SCR with respect to global 
average SCR log(M0) – log(AF) relationship.  
 
4.2. Previous literatures on felt area – magnitude relationship 
The translation of historical earthquake information to the form of modern 
instrumental earthquake data requires a set of conversion processes with 
the minimum level of distortion from original macroseismic observations 
(Musson, 1998b). Accurate conversions of macroseismic data into 
instrumentally measured magnitude and location are a vital procedure to 
establish a homogenous input catalogue for PSHA (Musson, 1993). Often, 
magnitudes from historical and early instrumental earthquakes are 
estimated from relationships between magnitude and isoseismal area 
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enclosed by ith intensity level (Ai) or between magnitude and epicentral 
intensity (I0).  
Considerable effort has been made to develop regional M – log(AF) 
relationships from modern instrumentally recorded earthquakes to 
recover earthquake size for historical events. Published regional M – 
log(AF) relationships for the Central and Eastern United States (CEUS) are 
primarily used for the following discussion as a representative of all stable 
continental regions (SCRs). 
Nuttli and Zolleg (1974) developed a mbLg – log(AF) relationship using 22 
earthquakes (2.7 ≤ mbLg ≤ 5.5) in central north America. Nuttli and Zolleg 
(1974) assumed the quadratic polynomial functional form between 
independent variable AF and dependent variable, mbLg. A large scatter in the 
AF data is observed at mbLg < 4. 
Subsequently Street and Turcotte (1977) derived a mbLg – log(AF) 
relationship for northeastern America using twelve earthquakes. They 
omitted AIV data at less than 10,000 km2 due to the large amount of 
scattering.  
Sibol et al. (1987) also developed various relations between intensity, 
felt area and magnitude for ENA. Their focus was on the selection of 
robust magnitude estimation equations using I0 or AF along with 
transformed variables (e.g. I02, AF0.5, log(AF) and log2(AF)). 
There has been relatively little research on a M – log(AF) relationships 
for SCR. Johnston et al. (1994) conducted a comprehensive study of global 
SCR earthquakes to investigate potential maximum magnitude for eastern 
United States using an ergodic principle (Anderson et al., 2000).  
Based on the ergodic assumption, Johnston et al. (1994) compiled a 
spatially distributed historical and instrumental seismicity catalogue for 
global SCRs. The global SCR tectonic domains and tectonic classification 
criteria were defined by Kanter (1994), mainly based on crustal type, 
geotectonic regime and the orogenic history.  
About 40% of the entire SCR database collected by Johnston et al. (1994) 
was from historical earthquakes without instrumentally determined 
magnitude. In order to estimate magnitude of noninstrumental 
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earthquakes, a total of 49 events with instrumentally determined M0 were 
used to develop global SCR log(M0) – log(AF) relationship. Two events 
with a very shallow depth and small magnitude were identified as outliers 
and removed for the final regression. 
It is noteworthy that Johnston et al. (1994) assumed AF data to include 
felt areas from isoseismals of MMI I, MMI II and MMI III, despite the 
recognised subjective variability in intensity assignment at the lower 
intensities. Johnston et al. (1994) performed quadratic regression of log(M0) 
on log(AF) from the final dataset consisting of 47 events resulting in the 
following relationship: 
log(M 0 ) = 47.34 −10.81log(AF )+1.17 log2(AF )  (4.1) 
From analysis of the entire SCR seismicity catalogue, Johnston et al. 
(1994) concluded that both the size and frequency of seismic moment 
release were closely associated with the presence of rifted crust.  
Schulte and Mooney (2005) expanded both the historical and 
instrumental SCR database of Johnston et al. (1994) by about 60% to 
investigate the dependency of intraplate seismicity on rifted and non-
rifted crust. They suggested that larger SCR earthquakes were more 
frequently associated with rifted continental crust than non-rifted crust. A 
few interior rifts or taphrogens such as Rann of Kutch (India), the East 
China rift system, the New Madrid Reelfoot rift and the Canadian St. 
Lawrence rift were found to be responsible for releasing the majority of 
moment released by the global SCRs. The spatial association of SCR 
seismicity and interior rifts might be controlled by the diffuse plate 
boundary deformation more than by the presence of the ancient rifts 
themselves. 
Johnston (1996b) developed a global SCR log(M0) – log(AF) relationship 
based on the formulism of Frankel (1994). Johnston (1996b) adapted only 
the high quality dataset from the global SCR catalogue of Johnston et al. 
(1994). As a result, the majority of global SCR dataset used comprises 
central and eastern North America events (over 70% of the total SCR 
datasets). 
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4.3. Data collection  
4.3.1. Characterisation of SCR domains 
Johnston (1989) proposed four stable continental interior classification 
criteria based on geological age of the crust and history of orogenic 
activity. These criteria were updated by Kanter (1994) to include crustal 
type (extended and non-extended crust), geological age of the crust, 
history of orogenic activity, and stress regime (Table 4-1).  
Although the SCR definitions given by Kanter (1994) provide greater 
clarification in differentiating the margins between plate-boundary 
intraplate and midplate intraplate than the slip-rate based tectonic 
classification of Scholz et al. (1986), there are still ongoing issues. Different 
levels of detail in the tectonic interpretation at regional/national level by 
different experts or as new geological evidence become available (e.g. 
Wheeler, 2011) means that SCR boundaries can be variably defined. 
Nevertheless, the Kanter (1994) SCR classification criteria are widely 
applied in SCR studies as they show good agreement with overall 
seismotectonic characteristics (e.g. Johnston, 1996a; Johnston, 1996b; 
Schulte and Mooney, 2005). 
Fenton et al. (2006) applied stricter classification criteria to define stable 
continental cores, by excluding passive margins from the Kanter (1994) 
criteria. 
 
Table 4-1 SCR classification criteria proposed by Kanter (1994) (after Wheeler, 
2011) 
SCR Identification Criteria 
Geologic time 
interval 1. Rifting or major 
extension or 
transtension 
2. No 
deformation of 
orogenic 
foreland 
3. No orogenic 
activity 
4. No major 
anorogenic 
intrusions 
Neogene 
(0–23 Ma) Not allowed Not allowed Not allowed Not allowed 
Paleogene 
(23–65.5 Ma) Allowed Not allowed Not allowed Not allowed 
Late Cretaceous 
(65.5–99.6 Ma) Allowed Not allowed Not allowed Not allowed 
Early Cretaceous 
(99.6–145.5 Ma) Allowed Allowed Allowed Not allowed 
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(a) 
 
(b) 
Figure 4-1 Comparison of the global SCR domains used between (a) Johnston 
et al. (1994) and (b) this study 
 
In this study, the SCR classification criteria of Kanter (1994) were 
primarily used to delineate SCR domains, with some minor modifications 
at passive margins. Major modification was avoided to be consistent with 
previous global SCR felt earthquake studies (Johnston et al. 1994; Johnston, 
1996b). Figure 4-1 shows a comparison of the global SCR domains used in 
Johnston et al. (1994) and this study. 
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4.3.2. Data sources for instrumental and macroseismic data 
For this study a catalogue was compiled from various earthquake 
databases within SCR domains (Figure 4-1b). Initial earthquake selection 
required events with both instrumentally determined magnitude and 
macroseismic intensity data. 
 
Primary data sources  
Primary data sources are databases of global earthquakes with 
instrumentally determined earthquake source parameters (e.g. origin date 
and time, magnitude, focal depth) or macroseismic information (e.g. 
epicentral intensity, isoseismal areas). These sources include: 
• Johnston et al. (1994): a global SCR earthquake database for both 
historical and instrumental data (up to 1990) including earthquake 
source parameters (e.g. origin date and time, epicentral location, 
focal depth, magnitude), tectonic settings, style-of-faulting, 
epicentral intensity, isoseismal maps and the enclosed isoseismal 
areas, preferred moment magnitude and the associated magnitude 
quality factor. 
• Johnston (1996a): a global SCR database of instrumental data 
comprising earthquake source parameters determined from 
instrumental data, preferred moment magnitude and the associated 
magnitude quality factor for the period 1925-1994.  
• Johnston (1996b): a global SCR database containing isoseismal felt 
areas enclosed by intensities II ≤ MMI ≤ VIII, seismic moment data 
extracted from Johnston (1996a), preferred moment magnitude and 
the associated magnitude quality factor for the period 1918-1994.  
• Schulte & Mooney (2005): an updated of the Johnston et al. (1994) 
catalogue covering both historical and instrumental SCR 
earthquakes greater than or equal to M 4.5 for the period 495-2002. 
• ISC (2013): a bulletin of global instrumental earthquakes reported 
by numerous national agencies for the period 1904- 2011. 
• ISC EHB (2009): a bulletin that provides improved earthquake 
hypocentres based on Engdahl et al. (1998) for the period 1960-2008. 
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• NEIC (2013): global instrumental earthquake data for the period 
1973-2011. 
• Global Centroid Moment Tensor (Global CMT, 2013): a global 
earthquake catalogue based on centroid moment tensors for the 
period from 1976 to 2011. 
 
Secondary data sources 
Secondary data sources provide regional earthquake catalogues and 
databases for instrumental and macroseismic data. These include the 
following: 
Australia (AUS) 
• McCue (2002): the latest compilation for Australian events which 
contain isoseismal maps and damage description from the 
isoseismal atlases of Rynn et al. (1987), Everingham et al. (1982) and 
McCue et al. (1996). The period covered is from 1841 to 2000.  
• Collins (2012, personal communication): a CD-ROM containing 
shape files with intensity data points and contours for isoseismals 
in the atlas of Australian isoseismal maps (McCue, 2002) was 
provided by Collins (2012). 
 
China (CH) 
• Compilation Group of China Seismic Intensity Zoning Map (SSB, 
1979): an atlas of Chinese isoseismal maps containing 151 events for 
the period 1125-1976. Written in Chinese. 
• Gu (1983a): an English translation of Chinese earthquake catalogue 
for the period 1831 B.C. to 1969 A.D. Numerous isoseismal maps 
and the damage description are available.  
• Gu (1983b): A continuation of the Gu (1983a) catalogue for the 
period 1970-1979. Written in Chinese. 
• Kondorskaya & Shebalin (1982): provides both historical and 
instrumental seismicity in the former Soviet Union for the period 
from 2000 B.C. to 1977 A.D. 
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Europe (EU) 
• Grünthal & Wahlström (2003): provides 110 events with original 
seismic moment data used to derive magnitude conversion 
equation for establishing an M-based earthquake catalogue for 
central, northern and northwestern Europe. Among the 110 events, 
only 19 earthquakes have both seismic moment derived directly 
from waveform modelling (moment magnitude) and isoseismal 
areas for MMI III.  
Central and Eastern North America (CENA) 
• NRCan (2013): instrumentally recorded earthquake data in and 
around Canada for the period 1985-2012. 
• Sykes et al. (2008): a catalogue of 383 earthquakes in southeastern 
New York, southwestern Connecticut, northern New Jersey, and 
eastern Pennsylvania, including metropolitan New York City and 
Philadelphia for the period 1677-2006. 
• Other sources: Adams and Vonk (2009); Bilich et al. (1998); Dewey 
and Hopper (1998); Bent (2012, personal communication) 
 
Korean Peninsula (KO) 
• KMA (2009): instrumentally recorded earthquake data in and 
around the Korean peninsula for the period 1978-2011. Focal depths 
are not regularly reported. 
• KIGAM (2012): instrumentally recorded earthquake data in South 
Korea for the period 1994-2011. Focal depths are regularly reported.  
• Herrmann (2011): moment tensor solutions and focal mechanisms 
for various regions including Australia, Chile, Italy, North America, 
Central and South America, New Zealand, the Korean peninsula. 
Contains 34 Korean earthquakes with 3.2 ≤ M ≤ 5.1 for the period 
1996-2011. 
• KAERI (1982): an instrumental earthquake catalogue comprising 
222 earthquakes that occurred in and around the Korean peninsula 
for the period from 1905-1982. Provides earthquake information 
including origin date and time, epicentral location, epicentral 
intensity, focal depth and data source. Written in Korean.  
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• KMA (2001): provides 19 Korean earthquakes with isoseismal maps, 
felt localities and the assigned intensities in JMA intensity scale 
(CMO, 1949) for the period 1978-1999. KMA (2001) stated that 
intensities were assigned based on overall felt description from 
civilians, media and local KMA branches. Written in Korean.  
• KMA (2002; 2003; 2004; 2005; 2006; 2007; 2008; 2009a; 2010): annual 
earthquake observation reports published by KMA for the period 
2001-2009. A list of felt earthquakes with isoseismal maps. Written 
in Korean.  
• Jun & Jeon (2001): early instrumental earthquakes that occurred in 
and around the Korean peninsula for the period 1905-1942. 
• Park (1969): provides felt earthquake descriptiona in the Korean 
peninsula for the period 1905-1969. 
• NHN Corp. (2012): an online archive of newspapers for the period 
1920-1999. 
• Korea Press Foundation (2009): an online integrated newspaper 
database system that provides articles from local, regional and 
national newspapers for the periods 1883-1945 and 1960-1989. 
• Weather Bureau of Tyosen (1935-1940): Seismological bulletin of 
the Korean peninsula for the year of 1933-1938. Written in Japanese. 
• Other sources: Hayata (1940), Kim (1979), Kim (1998), Kim and 
Kraeva (1999), Choi (2009). Choi and Shim (2009). 
 
Russia (RUS) 
• Kondorskaya & Shebalin (1982): provides both historical and 
instrumental seismicity in the former Soviet Union for the period 
from 2000 B.C. to 1977 A.D. 
 
United Kingdom (UK) 
• Musson (1993): provides macroseismic magnitude and depth for 
British earthquakes for the period 1727-1992. 
• Musson (1994): instrumental and macroseismic information (i.e. 
epicentral intensity, macroseismic magnitude, isoseismal area) for 
British earthquakes for the period 684-1993. 
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• Musson (2012, personal communication): contains both 
instrumental and macroseismic data for 54 UK earthquakes for the 
period 1970-2009. Available earthquake information includes origin 
date and time, epicentral location, focal depth, epicentral intensity, 
local magnitude, moment magnitude, locality and isoseismal felt 
areas. 
A catalogue covering instrumental seismicity for the period 1902-2011 
was compiled from numerous data sources (Table 4-2). 
 
Table 4-2 Earthquake data sources for instrumental and macroseismic data  
Instrumental data sources Macroseismic data sources 
Region 
Primary Secondary Primary Secondary 
Australia 
(AUS) - 
• Rynn et al. (1987) 
• Everingham et al. (1982) 
• McCue et al. (1996) 
• McCue (2002) 
• Collins (2012,) 
China 
(CH) - 
• Compilation Group of China 
Seismic Intensity Zoning 
Map (SSB, 1979) 
• Gu (1983a) 
• Gu (1983b) 
• Kondorskaya & Shebalin 
(1982) 
Europe (EU) - Grünthal and Wahlström (2003) 
Central and 
Eastern North 
America 
(CENA) 
NRCan (2013) 
• Sykes et al. (2008) 
• Adams and Vonk (2009) 
• Bilich et al. (1998) 
• Dewey and Hopper (1998) 
• Bent (2012) 
Korea 
(KOR) 
• KMA (2009) 
• KIGAM (2012) 
• Herrmann (2011) 
• Jun & Jeon (2001) 
• KMA (2001)  
• KMA (2002; 2003; 2004; 2005; 
2006; 2007; 2008; 2009a; 2010) 
• KAERI (1982) 
• NHN Corp. (2012) 
• Korea Press Foundation 
(2009) 
• Park (1969) 
• Weather Bureau of Tyosen 
(1935-1940) 
• Hayata (1940) 
• Kim (1979)  
• Kim (1998) 
• Kim and Kraeva (1999) 
• Choi (2009) 
Russia (RUS) - Kondorskaya & Shebalin (1982) 
United 
Kingdom (UK) 
• Johnston et al. 
(1994) 
• Johnston 
(1996a) 
• Johnston 
(1996b) 
• Schulte and 
Mooney (2005) 
• ISC (2013) 
• ISC EHB (2009) 
• NEIC (2013) 
• Global CMT 
(2013) 
Musson (2012, 
Personal 
communication) 
• Johnston et 
al. (1994) 
• Johnston 
(1996b) 
• Musson (1993) 
• Musson (1994) 
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Figure 4-2 Examples of Australian isoseismal maps modified from Collins 
(2012). Numeric values above each isoseismal map represent origin date in a 
format of year, month and day (YYYYMODD). 
 
Note that for Australian isoseismal maps, contours of isoseismal maps 
from Collins (2012) have been modified to assume symmetrical ellipse 
shapes, in order to account for the large population bias along with the 
coast. Figure 4-2 shows examples of the modified Australian isoseismal 
maps used in this study for the estimation of enclosed isoseismal areas.  
Estimating isoseismal areas from the Chinese isoseismal maps is not a 
straightforward task; the isoseismal areas at the lower intensities are 
generally not available and re-creation of isoseismal maps is also difficult 
due to changes in administrative names. In cases where isoseismal areas 
were available from journals and reports, the enclosed areas were directly 
adopted. Otherwise, isoseismal areas were directly estimated from the 
isoseismal maps by assuming elliptical shapes.  
For Korean events, intensity data points were from reports, newspapers 
and journals. When the original description was available, intensities were 
revised and assigned based on MMI-31 scale. Enclosed isoseismal areas 
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were determined using the collected intensity data points. The resulting 
isoseismal maps are presented in Appendix A. 
Isoseismal areas for central and eastern North America, Europe, Russia 
and United Kingdom were directly adopted from the primary and 
secondary data sources without examination of the original source or re-
evaluation of intensity observations. 
 
4.3.3. Data processing procedure 
Compilation and filtering processes of the global SCR catalogue was 
carried out in three stages: preliminary data compilation, data cleaning 
and removal of low magnitude quality data. Each processing procedure is 
described below. 
 
Stage 1: Preliminary data compilation 
A main objective of this stage is to compile all earthquakes that have both 
instrumentally-determined magnitudes and isoseismal areas from the 
available data sources. Initial earthquake selection criteria were defined as:  
• Earthquakes occurring from 1902 to 2011. 
• Crustal earthquakes occurring within SCR domains as well as rifted 
continental margins and ACR–SCR boundary. 
• Earthquakes have information on both instrumentally measured 
magnitudes and isoseismal area data. 
Based on the tectonic classification used by Johnston et al. (1994), each 
event was assigned to one of four tectonic regimes: transitional regions 
(TRAN); stable continental regions (SCR); active continental regions 
(ACR); continental and oceanic crustal boundary (COB). At this stage, no 
strict distinction was made between different tectonic classifications and 
magnitudes.  
There is a significant lack of large magnitude earthquake in SCRs that 
are seldom recorded instrumentally. To help overcome the lack of large 
magnitude earthquakes in SCRs, three large magnitude events that 
occurred at the border of SCR domains and were large enough to be felt 
over large SCRs were included. A preliminary dataset of 538 earthquakes 
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was compiled from the numerous global and regional earthquake sources 
(Table 4-2). 
 
Stage 2: Data cleaning process  
At this stage, earthquakes located outside the defined SCR domains were 
removed. In addition, only events with defined isoseismal areas with MMI 
II or MMI III were retained. One of the key assumptions in this study is 
that there is no significant difference between isoseismal areas enclosed by 
MMI II and MMI III because of the practical difficulties in distinguishing 
between them (e.g. Bakun and Wentworth, 1997). In cases where both 
MMI II and MMI III isoseismal areas were available for a single event, 
MMI II was prioritised over MMI III. About 30% of the total events were 
removed from the preliminarily catalogue, leaving 377 SCR events, 
including three large magnitude events that occurred in the exterior of 
SCRs (EXT). 
 
Stage 3: Removal of low quality magnitude data  
A magnitude quality ranking was assigned to each event using the 
approach of Johnston et al. (1994). The highest quality rank, QA, was 
assigned when M (or M0) value was determined directly from spectral 
amplitude or waveform inversion methods. QB was assigned when M 
value was estimated from teleseismic magnitudes (MS and/or mb) or 
uniform magnitude (MU). QC was assigned when M value was estimated 
from isoseismal areas or local magnitude (ML). QD was assigned when 
non-standard magnitude types or AF – M conversion methods were used. 
Once magnitude quality factors are assigned to individual events, 
earthquakes with magnitude qualities QC and QD were removed and only 
events with QA and QB were ultimately included in the final SCR 
catalogue. 
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Figure 4-3 Selected earthquakes from SCR domains. (a) North America, (b) 
Europe and northern Eurasia, (c) Southeast Asia, and (d) Australia 
 
The final catalogue contains 233 earthquakes, comprising of 149 
isoseismal areas of MMI II (AII) and 84 isoseismal areas of MMI III (AIII).  
Figure 4-3 and Table 4-3 show the distribution of events by different 
SCRs and how events from each SCR has been reduced from the 
preliminary catalogue after each of three data processing stages.  
Of the final SCR catalogue, about one third of events occur in Australia, 
another one third in the central and eastern North America, and the 
remainder in the United Kingdom, the Korean peninsula, China, Europe 
(outside United Kingdom), and Russia (Table 4-3). 
 
Chapter 4. Investigating Regional Variability of SCRs using Felt Area 
 139 
Table 4-3 Compilation and filtering process of the global SCR dataset 
Stage 1 
Initial 
 Compilation 
Stage 2 
Tectonic 
Classification 
Stage 3 
 Magnitude 
Quality 
Final SCR dataset 
Region1 
No. Event No. Event No. Event No. Event 
Percentage of 
the total 
catalogue 
AUS 103 89 67 67 32.2% 
CENA 112 112 87 87 29.3% 
CHI 58 13 10 10 4.8% 
EU 47 25 7 7 3.4% 
KOR 120 40 24 24 11.5% 
RUS 4 4 1 1 0.5% 
UK 91 91 34 34 16.8% 
EXT* 3 3 3 3 1.4% 
Total 538 377 233 233 100% 
1 AUS: Australia, CENA: central and eastern North America, CHI: China, EU: Europe 
outside the UK, KOR: Korean peninsula, RUS: Russia, UK: United Kingdom, EXT: 
(exterior) events occurred in active continental regions but felt over large areas of SCRs  
 
Figure 4-4 shows a comparison of the global SCR datasets between 
Johnston (1996b) and this study. There is a significant increase in number 
of earthquakes included in this study, particular from Australia, Korea 
and United Kingdom. About 37% (76 events) and 7% of the total dataset 
was adapted from Johnston (1996b) and Johnston et al. (1994), respectively. 
The remainder of dataset (61%) was newly added in this study. Three 
large ACR earthquakes of M > 7.4 that were felt across SCRs were also 
included to extend the data for the higher intensity felt areas. Over 70% of 
Johnston (1996b) dataset was solely from Central and Eastern North 
America. The dataset in this study includes SCR earthquakes from a 
greater number of countries. 
The increase in events did not alter the observed trends in fault 
mechanism, focal depth and magnitude. 
The depth distributions in this study are generally consistent with Klose 
and Seeber (2007) who stated that typical focal depths in SCR earthquakes 
shows bimodal distribution with events ranging from 0-10km and 20-
35km. 
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Figure 4-4 Comparison of the global SCR catalogues from this study and 
Johnston (1996b) (J96). NO: normal, NS: normal with strike-slip component, 
SS: strike-slip, SN: strike-slip with normal component, ST: strike-slip with 
thrust, TH: thrust, TS: thrust with strike-slip, NA: not available. 
 
4.4. Methodology of the regression framework 
For the development of log(M0) – log(AF) relationship for the global SCR 
catalogue compiled in Section 4.3, the generic log(M0) – log(AF) regression 
framework proposed by Johnston (1996b) was adapted. This consists of 
four parts: 
Chapter 4. Investigating Regional Variability of SCRs using Felt Area 
 141 
1) Estimation and assignment of uncertainties for both log(AF) and 
log(M0) using a multiplicative error factor (MEF) on individual 
log(AF) and log(M0) data. 
2) Initial regression analysis and identification and removal of outliers 
using the Chauvenet’s criterion (Bevington and Robinson, 2003). 
3) Testing four functional models (first-degree, second-degree and 
third-degree polynomials, and the Frankel (1994) model) to select 
the best performing model.  
4) Final regression, including residual analysis and estimation of 
regression and prediction uncertainties. 
In the following subsections each individual procedure in the generic 
regression framework is explained and presented with results. It should 
be noted that this study assumes combined AIII and AII data to represent AF 
data. 
 
4.4.1. Uncertainty assignment for both independent and 
dependent variables 
Non-uniform uncertainties are a critical consideration factor for 
macroseismic regression analyses. Seismic intensity data does not hold the 
same degree of reliability and it often shows a large degree of data 
scattering between events and within each event (e.g. isoseismal contours, 
intensity data points). Similarly, magnitude conversions from various 
magnitude scales to a uniform scale (i.e. M0 and M) are often associated 
with varying degrees of individual uncertainties (e.g. Castellaro and 
Bormann, 2007).  
Although the individual uncertainties in M0 and AF data are not known 
exactly, the uncertainty assignment method developed by Johnston (1996a; 
1996b) allow the approximation of the individual uncertainties associated 
with log(M0) and log(AF) data.  
For log-normally distributed errors, the application of a multiplicative 
error factor (MEF) is a simple and efficient way to estimate uncertainty for 
logarithmic data. This method is preferred to the additive standard 
deviation (Johnston, 1996b). If the uncertainties of log(M0) and log(AF) are 
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denoted as σ log(M0 )  and σ log(AF ) , respectively, the uncertainties on log(M0) 
and log(AF) using MEFs are expressed as:  
log(M 0 )+σ log(M0 ) = log(M 0 )+ log(MEF) = log(M 0 ×MEF)
log(M 0 )−σ log(M0 ) = log(M 0 )− log(MEF) = log(M 0 /MEF)
log(AF )+σ log(AF ) = log(AF )+ log(MEF) = log(AF ×MEF)
log(AF )−σ log(AF ) = log(AF )− log(MEF) = log(AF /MEF)
 (4.2) 
where σ log(M0 )  and σ log(AF )  are equal to log(MEF). 
In order to take into account the different levels of reliability and 
certainty on the traced isoseismals used to calculate the enclosed felt area, 
Johnston’s (1996b) proposed qualitative assessment criteria to evaluate 
general reliability of individual isoseismal contours by assigning three 
level quality factors: good, fine and poor, which correspond to 50%, 75% 
and 100% isoseismal contour error, respectively. These qualitative 
evaluation criteria have been adopted in this study. 
In addition to the uncertainty assignment for log(AF), uncertainty in 
log(M0) was estimated based on the methods of earthquake magnitude 
assessment. The hierarchy of uncertainties depends on the different 
magnitude calculation, as discussed below. 
 
log(M0) uncertainty assignment 
Assembling a consistent catalogue of instrumental earthquakes from 
globally distributed SCRs requires consistent and uniform magnitude 
conversions to M or M0. The direct measurement of M (e.g. moment tensor 
solution) is typically only available from long period of ground motion 
data (e.g. typically above M 3.5 – 4.0). 
Local magnitude (ML) and Lg wave magnitude (mbLg) are generally used 
to measure small to moderate earthquakes for local seismic monitoring 
from national or regional observatories, while body-wave (mb) and surface-
wave magnitude (MS) are generally available for moderate to large 
magnitude earthquakes from the international agencies such as 
International Seismological Centre (ISC) and National Earthquake 
Information Center (NEIC) (ISC, 2013; NEIC, 2013).  
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Table 4-4 MEF assignment for various earthquake size indicators 
Earthquake size 
indicator 
Period 
restriction 
(T/sec) 
Estimated M 
uncertainty 1 
Predicted M 
uncertainty 2 MEF
 3 
Magnitude 
Quality (MQ)4 
M0 - 0.20M - 1.2-2.0 QA 
MU - 0.25M - 2.4 QB 
MS 20±2 0.25M 0.18-0.20 2.4 QB 
mb 1-3 0.30M 0.26-0.28 2.8 QB 
mbLg ~1 0.30M 0.23-0.26 2.8 QB 
ML 0.8 0.40M 0.34-0.38 4.0 QC 
1 Adapted from Johnston et al. (1994). 
2 Predicted uncertainties from Johnston (1996a) were given in 1𝜎. 
3 Representative multiplicative error factors (MEFs).  
4 Magnitude quality factor assigned on individual earthquake size indicators. 
 
All amplitude-based magnitudes are limited by magnitude saturation, 
regional/seismograph station adjustment and different period restrictions 
at which the maximum amplitudes are observed (e.g. Bakun and Joyner, 
1984; Heaton et al., 1986; Utsu, 2002). M0 in comparison does not saturate at 
high magnitudes and scales directly with geological, seismological and 
geophysical features (i.e. fault rupture dimension, slip-rate, seismic 
moment release, strain rate). Thus, seismic moment is a desirable single 
measure of overall earthquake size when a direct magnitude measure is 
not available (Johnston, 1996a).  
Care should be taken when conducting magnitude conversions to M or 
M0. Different prediction uncertainty should be taken into account for the 
variability of prediction uncertainties when estimating M0 from various 
amplitude-based magnitudes.  
Johnston et al. (1994) established a hierarchical order of approximate 
magnitude prediction uncertainty for a list of different magnitude 
estimation techniques (Table 4-4). The predicted M uncertainties for the 
different instrumental magnitudes are similar to that of the estimated M 
uncertainty in Johnston et al. (1994).  
This study adapted the generic methods of Johnston et al. (1994) to 
recover seismic moment (M0) from various magnitude scales including MU, 
MS and mb, mbLg and ML. 
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Teleseismic magnitudes were retrieved from major international 
agencies (i.e. ISC, 2013; ISC EHB, 2009; Global CMT, 2013; NEIC, 2013) to 
prevent possible magnitude errors from different recording periods. The 
period restrictions used by ISC and NEIC for mb and MS are about 1s and 
18 – 22s, respectively (Utsu, 2002).  
Utsu (2002) found that the average magnitude difference in mb for the 
period from 1964 to 1995 between ISC and NEIC were about 0.05 
magnitude units. There is no systematic average magnitude difference in 
MS between the ISC and NEIC for events MS < 7.3 for the period from 1976 
to 1995. However, NEIC was about 0.1 magnitude unit higher on average 
for larger events. Although these magnitude discrepancies may be larger 
for individual earthquakes, depending on the earthquake detection 
capability, earthquake catalogue period and magnitude ranges. mb and MS 
between the ISC and NEIC are treated equally.  
The ISC-GEM global instrumental earthquake catalogue (1900-2009) has 
recently been published by the joint efforts of the ISC and the Global 
Earthquake Model (GEM) (Storchak et al., 2013). This catalogue has been 
processed for M ≥ 5.5 using uniform magnitude and location 
determination techniques (e.g. Bondár and Storchak, 2011).  
Seismic moment (M0) determined directly from spectral amplitude or 
inversion technique is taken from Global Centroid Moment Tensor Project 
(Global CMT, 2013) and a number of other published sources (e.g. 
Grünthal and Wahlström, 2003; Herrmann, 2012; Musson, 2012). The 
Hanks and Kanamori (1979) relationship is used to convert to M: 
M = 23 log(M 0 )−10.73  (4.3) 
where M0 is in unit of dyne ⋅cm. It should be noted that M for events 
selected from Johnston et al. (1994), Johnston (1996a; 1996b), Schulte and 
Mooney (2005) were adopted without re-evaluation.  
Johnston et al. (1994) defined the uniform magnitude (MU) as the 
weighted average of mb and MS as: 
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MU =
1
3(mb + 2MS )  (4.4) 
Johnston et al. (1994) performed MU – log(M0) regression analysis to 
estimate M0: 
log(M 0 ) = 21.67 − 0.18MU + 0.13MU 2  (4.5) 
The generic framework in Johnston et al. (1994) was adapted and 
applied in a consistent manner throughout this study for M estimation 
and the magnitude quality assignment. The following hierarchy of log(M0) 
uncertainty assignment criteria were applied (Table  4-4): 
• When more than two M0 values (e.g. spectral waveform 
modelling and centroid-moment tensor (CMT) solution) were 
available for a single event, MEF 1.2 – 1.3 was assigned. When M 
was estimated from a single M0 value (e.g. Global CMT, 2013) is 
available, MEF 1.6 – 2.0 was assigned. 
• When both teleseismic magnitudes of mb and MS were used to 
estimate M for a single event, MEF 1.8 was assigned. 
• When only MS was used to estimate M, MEF 2.0 was assigned. 
• When only mb was used to estimate M, MEF 2.5-2.8 was assigned. 
• When mb values reported from two international agencies (i.e. 
USGS and ISC) were differ more than 0.8 magnitude unit, MEF 3 
was assigned. 
• When ML was used to estimate M, MEF 4 was assigned. 
For the final catalogue, only magnitude quality QA and QB events (i.e. 
MEF = 1.2 – 2.8, equivalent to estimated M uncertainty less than about 0.20 
– 0.30 M unit) were included (Table 4-4). 
 
log(AF) uncertainty assignment 
The main sources of uncertainty for isoseismals are attributed to the 
nature of subjectivity in tracing isoseismals and in assigning intensities 
from unreliable damage description. This isoseismal contour error is given 
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by difference between two isoseismal contours at consecutive intensity 
levels as: 
δ log(Ai ) = log(Ai )− log(Ai+1) = q ⋅σ log(M0 ) = q ⋅ log(MEF)  (4.6) 
where δlog(Ai) is the isoseismal contour error in logarithmic area, q is a 
isoseismal quality factor, defined as q=2 for the worst-case isoseismal 
quality. Johnston (1996b) assumed q=2 to imply the intensity assignment 
error by one whole intensity level. The q value is a constant related to 
isoseismal quality. The higher the q value the better the isoseismal quality.  
Since the isoseismal areas from MMI II and MMI III are included for the 
felt area (AF), δlog(Ai) is considered in this study as δlog(AF), comprising 
two subsets of δlog(AII) and δlog(AIII).  
 
Table 4-5 Comparison of MEF values for isoseismal quality between this study 
and Johnston (1996b; Table 1)  
Current study Johnston (1996b) M log(M0) Good Fair Poor Good Fair Poor 
2.0 19.05 1.5 1.8 2.2 - - - 
2.5 19.80 1.4 1.7 2.1 - - - 
3.0 20.55 1.4 1.6 1.9 - - - 
3.5 21.30 1.4 1.6 1.8 - - - 
4.0 22.05 1.3 1.5 1.7 1.3 1.4 1.5 
4.5 22.80 1.3 1.5 1.6 1.2 1.4 1.5 
5.0 23.55 1.2 1.4 1.6 1.2 1.3 1.4 
5.5 24.30 1.2 1.3 1.5 1.2 1.2 1.3 
6.0 25.05 1.2 1.3 1.4 1.1 1.2 1.3 
6.5 25.80 1.1 1.2 1.3 1.1 1.2 1.2 
7.0 26.55 1.1 1.2 1.2 1.1 1.1 1.2 
7.5 27.30 1.1 1.1 1.18 1.1 1.1 1.15 
8.0 28.05 1.06 1.09 1.12 1.05 1.1 1.1 
8.5 28.80 1.03 1.04 1.06 1.05 1.1 1.1 
 
Following Johnston (1996b), MEF values were assigned to individual AF 
data points based on the qualitative assessment of isoseismal contours. By 
assuming 100% error (q=2) for a poor quality isoseismal contour, 75% for 
fine quality (q=2.67) and 50% for good quality (q=4), the MEFs for δlog(Ai) 
at each quality factor are: 
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MEFP = 10
1
2δ log(AF )
MEFF = 10
3
8δ log(AF )
MEFG = 10
1
4δ log(AF )
 (4.7) 
where MEFP stands for multiplicative error factor for isoseismal contour 
with poor quality (q=2), MEFF for isoseismal contour with fine quality 
(q=2.67) and MEFG for isoseismal contour with good quality (q=4). For 
isoseismal uncertainty assignment, new MEF values were calculated for 
wider magnitude ranges and then compared with the values determined 
by Johnston (1996b) (Table 4-5). 
From the catalogue of 233 SCR earthquakes, 251 sets of M and δlog(AF) 
pairs were extracted to derive the relationship between M and δlog(AF) (87 
δlog(AII) and 164 δlog(AIII) data). As can be seen from Figure 4-5, significant 
dispersion of δlog(Ai) data was observed due to a complex combination of 
aleatory variability (e.g. depth variation, dynamic and static stress drop, 
directivity, geological variability) and epistemic uncertainty (e.g. 
population distribution bias, isoseismal contour error). δlog(AF) data 
scatter increases exponentially with decreasing magnitude although only a 
small number of δlog(AF) data are available above M 6.5.  
Examining subsets of δlog(AF) data, δlog(AII) obtained from MMI II and 
MMI III showed greater isoseismal contour errors than those of δlog(AIII). 
This is explained by bias in intensity data at larger distances due to 
incomplete reporting of low intensities. For isoseismals of above MMI III, 
the greatest error is generally associated with inner isoseismal contours 
(higher intensities) than the outer isoseismal contours (lower intensities) 
(Johnston, 1996b). 
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Figure 4-5 Scatter plot of M against δlog(AF). Light grey circle represents 
isoseismal contour error between MMI II and MMI III and dark grey circle for 
isoseismal contour error between MMI III and MMI IV. White triangle and 
black square indicate median and mean δlog(AF) for every 0.5 M bin, 
respectively. Black diamond is obtained from Johnston (1996b). 
 
It should be noted that δlog(Ai) was not always available across the 
entire intensity range. For a single earthquake when two log(AII) and 
log(AIV) data were available without log(AIII), log(AIII) was estimated by 
taking average between two log(AII) and log(AIV) values.  
To take into account the earthquake incompleteness associated with M 
ranges, median δlog(AF) and mean δlog(AF) were obtained for every 0.5 M 
bin. Despite the difference in isoseismal contour errors observed between 
the two subsets of the entire δlog(AF) data, median δlog(AF) and mean 
δlog(AF) for 0.5 M bin showed no systematic difference. Therefore, a linear 
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relationship between δlog(AF) and M, using mean 0.5 M bin, was obtained 
as: 
δ log(AF ) = 0.867(±0.062)− 0.096(±0.012)M  (4.8) 
Using equation (4.7) and equation (4.8), a MEF value was assigned for 
each individual δlog(AF) depending on assigned isoseismal contour quality. 
The MEF values obtained from isoseismal contour errors showed slightly 
higher values in this study than Johnston (1996b) due to the inclusion of 
both isoseismals of MMI II and III. Overall the estimated MEF values 
show good agreement with those of Johnston (1996b). The newly derived 
M – δlog(AF) regression extends the M range down to 2.0 from 4.0 for 
Johnston (1996b). 
 
4.4.2. Frankel (1994) model 
Assuming an earthquake as an isotropic point source of elastic waves in a 
spherical earth model, the attenuation of seismic waves can be expressed 
as a function of the amplitude of the seismic waves and the epicentral 
distance (Ewing et al., 1957; Nuttli, 1973): 
a ∝ a0r−ne−γ r  (4.9) 
where a and a0 are seismic wave amplitudes observed at an earthquake 
source and at epicentral distance r in km, respectively. r-n is the seismic 
wave amplitude decay from geometric spreading where n indicates 
geometric spreading coefficient. Theoretical values of n are 0.5 for surface 
wave, 5 6  for the Airy phase of surface wave (e.g. Lg wave), and 1 for body 
waves (Ewing et al., 1957; Nuttli, 1973). γ is anelastic attenuation 
coefficient that describes the loss of seismic energy when seismic wave 
traverse an imperfectly elastic material (Mitchell, 1995). 
At distances greater than about 100 km, the dominant phase in strong-
motion records is the Lg wave, whereas the direct body wave dominates at 
less than 100km (Joyner and Boore, 1988). Since Lg waves are not a single 
Airy phase wave, but a superposition of Airy phases of different modes, 
the geometric spreading n is significantly influenced by the lack of a sharp 
Chapter 4. Investigating Regional Variability of SCRs using Felt Area 
 150 
Moho interface and rapid changes in crustal thickenss (Bowman and 
Kennett, 1991). 
Depending on the purpose of analyses, the geometric spreading 
coefficient n may be either fixed observationally (e.g. Joyner and Boore, 
1988) or theoretically (e.g. Ewing et al., 1957). Joyner and Boore (1988) 
determined n observationally for Californian earthquakes and obtained n 
= 1.1 for reasonable approximation of the amplitude decay with distance 
for 10 ≤ r ≤ 100 km.  
By taking logarithm (base 10), equation (4.9) becomes:  
log(a) = log(a0 )− n log(r)− logeγ r + c  (4.10) 
where c is a constant. Substituting the epicentral distance r with the 
circular felt area (AF) into equation (4.10) gives: 
log(a) = log(a0 )−
n
2 log AF( ) +
n
2 log π( )−γ log(e)
AF
π
+ c  (4.11) 
After rearranging and simplifying equation (4.11) becomes: 
log(a0 ) = log(a)+
n
2 log
AF
π
⎛
⎝⎜
⎞
⎠⎟ +
γ log(e)
π
AF + c  (4.12) 
where the earthquake source amplitude (a0) is expressed in terms of the 
observed amplitude (a) at epicentral distance of r (=√(AF/π)). 
For M > 4, Frankel (1994) assumed the average frequency of human 
perceptibility above corner frequency (fc) that follows a high-frequency 
fall-off of ω-2 (Aki, 1967; Brune, 1970) in the displacement spectra. Thus, 
earthquake source amplitude is proportional to M 0  Δτ  (e.g. Atkinson, 
1993; Atkinson and Hanks, 1995; Hanks, 1979): 
log(a0 ) =
1
3 log(M 0 )+
2
3 log(Δτ )+ d  (4.13) 
where Δτ  is static stress drop and d is a constant.  
In order that equation (4.13) is applicable under the assumption of the 
average frequency of human perceptibility above corner frequency (fc), the 
lower limit of magnitude applicability that satisfies this condition was 
estimated. As discussed in Section 3.3, Sokolov (1999) determined the 
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most representative frequency of reported intensity of MMI III is 13Hz. 
The lowest variance of Fourier acceleration amplitudes from global strong-
motion data was observed at this representative frequency. 
Under the assumption of self-similarity, i.e. constant static stress drop 
with seismic moment (Aki, 1967), the dependence of corner frequency (fc) 
on moment magnitude (M) can be expressed in terms of source radius and 
stress drop using equation (3.5) from Section 3.5.3 and equation (4.3) (M0 
in Nm) thus: 
M = 23 log10
16Δτ (vβ )3
7 fc3
⎛
⎝⎜
⎞
⎠⎟
− 9.05⎡
⎣
⎢
⎤
⎦
⎥  (4.14) 
where Δτ  is static stress drop in MPa, β  is shear-wave velocity (km/s) at 
the source, and v is a constant related to rupture geometry (often referred 
as k, e.g. Dong and Papageorgiou, 2003). 
When a static stress drop of 10 MPa (100 bar), as assumed by Johnston 
et al. (1994) for intraplate regions, β  = 3.5 km/s and v = 0.37 (Brune, 1971) 
and fc = 13Hz (Sokolov, 1999) are assumed, the lower limit of magnitude 
applicability is M 2.9 using equation (4.14). It should be noted that 
moment magnitude is sensitive to v. For example, when v = 0.37 
(Madariaga, 1976) is assumed, the lower magnitude limit becomes M 2.4, 
while v = 0.26 (Kaneko and Shearer, 2014) yields a lower limit of M 2.6.  
Figure 4-6 shows a comparison of the Brune's (1970) Fourier 
displacement spectra from M = 0 to M = 8 for two cases of kappa (κ) 
where κ is a subsurface geology related attenuation parameter defined by 
Anderson and Hough (1984).  
Using the model of Brune (1970), an earthquake source spectrum is 
given by (e.g. Aki and Richards, 1980; Boore, 2003): 
A( f ) = RpFHM 04πρβ 3R0
(2π f )2
1+ ffc
⎛
⎝⎜
⎞
⎠⎟
2⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
e −π fκ( )  
(4.15) 
where RP is the radiation pattern for shear-wave (taken to be 0.55) (Boore 
and Boatwright, 1984), F is the amplification due to free surface (taken to 
be 2 for SH waves), H is the partition of shear-wave energy into horizontal 
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component (taken to be 1/√2), ρ and β are the material density and shear-
wave velocity at the vicinity of the source (taken to be ρ = 2.8 gm⋅cm-3 and 
β = 3.5 km/s) and R0 is the reference distance set to 1km. Two cases are 
considered for κ: κ = 0 indicates a generic rock site and κ = 0.05 is a typical 
value for high-Q regions (e.g. Anderson, 1986; Chandler et al., 2006) 
(Figure4-6). The corner frequencies in both cases show that the assumption 
of an average frequency of human perceptibility above corner frequency 
(fc) is valid above M 3.  
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Figure 4-6 Comparison of hypothetical Fourier acceleration spectra for κ  = 0 
and κ  = 0.05. Triangle represents corner frequency for magnitudes from 0 to 8. 
Vertical dotted line indicates instrumentally estimated frequency of 13Hz for 
MMI III from Sokolov (1999). 
 
A high-frequency fall-off of ω-2 model (Aki, 1967; Brune, 1970) shows a 
good average shape for small earthquakes (0 ≤ M ≤ 4.6). A significant 
scatter in the real source spectral fall-off have been also observed from the 
Californian data (Abercrombie, 1995). This was also supported by the 
earlier work of Hough et al. (1989) who showed that S-wave spectra could 
be reasonably well modelled by the Brune (1970) ω-2 model.  
The uncertainty in observed corner frequency increases with decreasing 
magnitude. The uncertainty in corner frequency is attributed to the fact 
that the corner frequency of low magnitude events is high enough to be 
obscured by attenuation effect (Anderson, 1986; Hough et al., 1989). This 
causes the corner frequency of small magnitude events (M < 3) to become 
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constant or to increase much less rapidly with decreasing magnitudes than 
predicted (Anderson, 1986). 
The resolution issue associated with corner frequency limits the source 
spectral analyses of small magnitude events at about M < 3 – 3.5 (Hough et 
al., 1989). It is therefore reasonable to assume the lower limit of magnitude 
applicability for the Frankel (1994) functional model as M 3.0 in order for 
the model to hold both empirical as well as physics-based inferences.  
Going back to the amplitude decay of seismic waves (equation 4.9), the 
γ parameter is defined: 
γ = π fQβ  (4.16) 
where f is frequency in Hz, Q is shear-wave quality factor and β is shear-
wave velocity in km/s. 
Substituting equation (4.13) and equation (4.16) into equation (4.12) 
gives: 
log(M 0 ) = k0 + k1 log AF( ) + k2 AF  (4.17) 
where, 
k0 = 3log(a)−1.5n log π( )− 2 log(Δτ )+ c − 3d
k1 = 1.5n
k2 =
3π f
Qβ
log(e)
π
⎧
⎨
⎪
⎪⎪
⎩
⎪
⎪
⎪
 (4.18) 
k0, k1 and k2 are the empirical regression parameters. Equation (4.18) is to 
the same functional expression given by Johnston (1996b). 
Although, in principle, the geometric spreading coefficient (n) and 
anelastic attenuation coefficient Q should be regressed directly from 
equation (4.12), this study obtained the regression parameters including k0, 
k1 and k2 first by data fitting to equation (4.17). Then n and Q were obtained 
by solving equation (4.18), as was previously performed by Papazachos 
(1992), Frankel (1994) and Johnston (1996b).  
Q etermined from far-field intensity data reflects the attenuation 
property of Lg coda wave (e.g. Xie and Mitchell, 1990; Mitchell et al., 1998; 
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Mitchell et al., 1997; Mitchell and Cong, 1998; Cong and Mitchell, 1998; 
Baqer and Mitchell, 1998). The Q value for Lg coda surface wave is 
denoted as QLg hereafter.  
When the constant average stress drop is assumed, the k0 term is 
simplified to: 
k0 = 3log(a)+ c  (4.19) 
where geometric spreading term (n), constant stress drop term (Δτ), and 
the constant d from equation (4.18) are absorbed into the constant c.  
As shown above, equation (4.17) is essentially the same expression as in 
the model developed by Johnston (1996b), when a constant static stress 
drop is assumed. For regression analysis, the Frankel (1994) model can be 
expressed as: 
yi = k0 +k1xi1 +k2xi2 + ε i  (4.20) 
where yi  is the dependent variable log(M0), xi1  and xi2  refer to log(AF) and 
√AF, where AF is the independent variable, ε i  is the difference between 
predicted and observed log(M0) denoting the error (residual) term. The 
subscript i corresponds to the ith observation.  
For N number of observations, equation (4.20) can be conveniently 
written in the matrix form: 
min
k
W(Y −Xk) 2 = W(Y −Xk)2
i=1
N
∑  (4.21) 
where,  
 
Y =
y1
y2
!
yN
⎡
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⎢
⎢
⎢
⎤
⎦
⎥
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1
!
1
x11
x21
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x12
x22
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⎢
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k =
k0
k1
k2
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥ ,
W =σ Ti −2I  (4.22) 
where Y is a vector of observed log(M0), X is a N by 3 design matrix with 1 
for the first column, and the second and third columns xi1  and xi2  
denoting observed log(AF) and √AF, respectively. k is the regression 
parameter vector comprising k0, k1 and k2 to be estimated. W is the N by N 
Chapter 4. Investigating Regional Variability of SCRs using Felt Area 
 155 
square variance-covariance weighting matrix of the measurement errors 
( ε i ). Since errors from distinct observations are uncorrelated, W has only 
nonnegative, unequal diagonal entries and off-diagonal entries are all zero.  
The classical ordinary least squares (OLS) regression takes into account 
errors (or variances) in the dependent variable by neglecting errors in the 
independent variable implicitly or explicitly. In other words, each weight 
with respect to the dependent variable is the reciprocal of the variance 
(σ Ti
2 ) assigned to ith observation and I is the N by N identity matrix 
yielding each weight to σ Ti
2 = 1σ logM0i
2 . In this study, a simple effective 
variance technique (e.g. Clutton-Brock, 1967) was used to incorporate the 
influence of error from the independent variable AF into the dependent 
variable log(M0). Although the accurate uncertainty on each observation is 
unknown, σ Ti  may be approximated using the error propagation equation 
(Bevington and Robinson, 2003; p. 41) when σ logM0i  and σ logAFi  are 
uncorrelated and normally-distributed: 
 
σ
Ti
2 !σ
logM0i
2 +σ
logAFi
2 ∂logM 0
∂logAF
⎛
⎝⎜
⎞
⎠⎟
2
+ 2σ
logM0i logAFi
2 ∂logM 0
∂logAF
⎛
⎝⎜
⎞
⎠⎟
 (4.23) 
where ∂logM0
∂logAF
 is the derivative of logM0 with respect to log(AF) and 
σ logM0i logAFi  is the covariance of σ logM0i  and σ logAFi .  
When the fluctuations in the measured observations, σ logM0i  and σ logAFi , 
are uncorrelated, the covariance term σ logM0i logAFi  from equation (4.23) can 
be simplified to: 
 
σ
Ti
2 !σ
logM0i
2 + ∂logM 0
∂logAF
⎛
⎝⎜
⎞
⎠⎟
2
σ
logAFi
2  (4.24) 
The total uncertainty (σ Ti ) incorporates the errors from both log(M0) 
and log(AF). ∂logM0∂logAF  is the Jacobian of equation (4.20) with respect to log(AF). 
Johnston (1996b) assumed the constant linear dependence of log(M0) on 
log(AF) obtained by the linear curve fitting between log(M0) and log(AF). It 
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should be noted that the linear approximation of the uncertainty in log(M0) 
with respect to log(AF) is valid for small uncertainty in log(AF) with respect 
to the uncertainty in log(M0) and when the correlation between log(M0) 
and log(AF) is linear. Each individual uncertainty in log(M0) and log(AF) is 
estimated using equation (4.7) and equation (4.8). 
As shown in equation (4.24), the method of incorporating independent 
variable uncertainty into the dependent variable uncertainty is an effective 
variance technique (e.g. Clutton-Brock, 1967).  
The normal equation and solution of weighted least squares to equation 
(4.21) is given by:  
min
k
W(Y −Xk) 2 = (Y −Xk)TW(Y −Xk)
(XTW−1X)k = XTW−1Y
kˆ = (XTW−1X)−1XTW−1Y
var(k) = (XTW−1X)−1
 
(4.25) 
where kˆ  is the unbiased minimiser of the weighted sum of square 
residuals and var(k)  is a variance of the estimator of the coefficient vector. 
The implicit assumption in WLS regression considered in both Johnston 
(1996b) and this study is that the weights on each individual data point are 
exactly known constants. Although this is difficult for practical problems, 
weights can be inferred from a combination of prior knowledge, intuition 
and evidence (Chatterjee and Hadi, 2006). 
When the response and predictor variables are transformed (i.e. 
Y* = W− 12Y,  X* = W− 12X ) or when all the weights are assumed as unity, 
σ Ti
−2 = 1 (i.e. W = I ) in the equation (4.22), WLS is equivalent to ordinary 
least squares (OLS) regression.  
For the formal case, the normal equation and solution of OLS is given 
by: 
min
k
Y* −X*k 2 = (Y* −X*k)T (Y* −X*k)  
(X*X)k = X*TY*  
kˆOLS = (X*
TX*)−1X*TY*
 
(4.26) 
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var(kOLS ) = (X*
TX*)−1  
where kˆOLS  is the unbiased estimator for OLS regression. 
If the distribution of residuals ( ε = Y −Xk ) is assumed to follow normal 
distribution (i.e. ε ~ N(0,σ 2I) ), equation (4.26) can be written such that k 
maximises the probability of the likelihood function (the product of 
individual probability densities of the predicted log(M0)): 
 
L(k) = W2π e
−12W Y−Xk( )
2
i=1
N
∏  (4.27) 
Equation (4.27) is used to find the maximum likelihood estimator (k) 
that maximises  L(k)  with respect to the maximum likelihood values of the 
parameters. This problem is equivalent to minimisation of log-likelihood 
function as: 
 
lnL(k) = − N2 ln(2π )−
N
2 ln(W
−1)− 12 W Y −Xk( )
2
i=1
N
∑  (4.28) 
where kˆ = (X 'W−1X)−1X 'W−1Y . It is worth noting that kˆ  is an unbiased 
estimator of k regardless of W. However, the choice of W is important 
when estimating the standard error and confidence intervals for 
regression estimates. Individual weights in the weighting matrix W were 
approximated using equation (4.24).  
To solve equation (4.28), nonlinear least squares (NLS) regression was 
performed using the Gauss-Newton algorithm (Pinheiro and Bates, 2000). 
The iterative procedure finds the optimal regression parameters that make 
the minimum sum of square surfaces. Any iterative nonlinear regression 
algorithms require a good estimation of the starting regression parameters 
(i.e. k) to be selected in order to avoid slower convergence or distrustful 
regression parameter estimates (Draper and Smith, 1998). For example, 
selecting poor starting values would yield to convergence on a local 
minima rather than a global minima when multiple minima exist for the 
sum of square surface.  
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4.4.3. Preliminary log(M0) – log(AF) regression and inspection of 
outliers  
In this subsection, log(M0) – log(AF) regression was derived for each of two 
datasets: QA only and the combined QA and QB. The subset QA represents 
events with estimated magnitude uncertainty of 0.2M and the subset QB 
for those with the magnitude uncertainty of either 0.25M or 0.30M 
(Section 4.4.1). Magnitudes from the subset QA were converted from 
seismic moment (M0) determined by spectral amplitude, waveform 
modelling and various moment tensor inversion techniques. The majority 
of QA events were collected from a variety of sources: Johnston et al. (1994), 
Johnston (1996a; 1996b), Schulte and Mooney (2005), published literature 
(e.g. Grünthal and Wahlström, 2003; Musson, 2012; Global CMT, 2013; 
Herrmann, 2012).  
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Figure 4-7 Distribution of earthquakes with respect to focal depth, magnitude 
and style-of-faulting. (a) QA (b) combined QA and QB data 
 
The magnitudes in the subset QB were converted from teleseismic 
magnitudes (MS, mb, mbLg) and MU (Johnston et al., 1994). The distribution of 
earthquakes with respect to focal depth, magnitude and style-of-faulting 
for the QA (137 events) and for the combined QA and QB (233 events) are 
presented in Figure 4-7. 
The data can be seen to be well distributed with respect to magnitude 
over 3 ≤ M ≤ 6, although for M > 6 the data are sparse. For the focal depth, 
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the majority of earthquake data with M < 6 have focal depths less than 
20km. The largest three events included in the global SCR are collected 
from the outside of the defined SCR tectonic domains. These events were 
included to increase the magnitude range. Although these events have 
occurred in active continental crust or at the plate boundary, are felt 
mostly across the SCRs (e.g. Johnston, 1996b), therefore they provide 
important information on attenuation at higher magnitudes. The 
distribution of style-of-faulting shows predominantly strike-slip and 
thrust faulting, indicating a compressive stress regime. This observation is 
consistent with the global SCR study of Johnston et al. (1994). 
Regression analyses of log(M0) on log(AF) were performed using a set of 
four functional forms: Frankel (1994), linear, quadratic and cubic. 
Hereafter these four functional forms are denoted as F94, Poly1, Poly2 and 
Poly3, respectively. 
 
Table 4-6 Preliminary log(M0) – log(AF) regression coefficients derived using 
the combined dataset of QA and QB 
Regression coefficients (1) Selected 
functional 
form k0 k1 k2 k3 
v (2) σres (3) 
F94 17.527 (±0.479) 
0.957 
(±0.108) 
0.00131 
(±0.00016) - 228 0.819 
Poly1 13.607 (±0.373) 
1.877 
(±0.069) - - 229 0.945 
Poly2 28.805 (±1.129) 
-2.191 
(±0.460) 
0.394 
(±0.046) - 228 0.833 
Poly3 10.395 (±5.271) 
6.529 
(±3.281) 
-1.427 
(±0.666) 
0.123 
(±0.044) 227 0.820 
(1) Values in the bracket denote standard errors of regression coefficients. 
(2) Degree of freedom (v = N – K, where N is the total number of data points and K 
is the number of regression parameters). 
(3) σres: residual standard error. 
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Figure 4-8 Preliminary log(M0) – log(AF) regression plots derived from the QA 
and QB for (a) F94, (b) Poly1, (c) Poly2, and (d) Poly3 regression models. Dotted 
and dashed lines indicate ±1σ  prediction and ±1σ  confidence intervals. 
 
The general form for polynomial functions is given by: 
log(M 0 ) = k0 + k1 log(AF )+ k2 log2(AF )+ k3 log3(AF )  (4.29) 
where k0, k1, k2 and k3 are the regression coefficients for corresponding 
polynomial function. For example, Poly1 takes k0 and k1 terms only and the 
rest of coefficients (k2 and k3) are lost in the regression. These four 
functional forms were also used by Johnston et al. (1996b).  
For the purposes of demonstration, a preliminary log(M0) – log(AF) 
regression was performed on the combined dataset of QA and QB.  
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Figure 4-9 Residual plot for preliminary log(M0) – log(AF) regression based on 
Frankel (1994) model. Red and blue lines represent LOESS fits on the subset 
QA and the subset QB. 
 
The results derived using four selected functional forms are presented 
in Figure 4-8, and the corresponding regression coefficients are presented 
in Table 4-6. 
To limit the influence of low value log(AF) data, two events with log(AF) 
< 2.5 were excluded for the regression analysis. The residual plots 
corresponding to the four selected functional forms are presented in 
Figure 4-9. To make comparison of residual trends with respect to 
different magnitude quality, a local polynomial regression (LOESS) was 
performed on each residual for the subset QA and the subset QB. 
Comparison of LOESS fits shows that residuals from the subset QA are 
generally lower, on average by about 0.5 M unit over the entire log(AF) 
range, than the subset QB.  
 
Identification and removal of influential observations 
Influential observations or outliers are a small number of observations that 
may affect significantly the estimation of regression coefficients, regardless 
of their accuracy (Draper and Smith, 1998). Outliers are easily identified 
from a residual plot as the observations with large errors that plot apart 
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from the clustered observations near mean zero (i.e. ε ~ N(0,σ 2I) ). Since 
outliers are strongly dependent on the choice of functional form, care 
should be taken when selecting the appropriate functional forms to fit the 
data. 
There are various statistical tools to examine influential observations 
and the most widely adapted methods are Cook’s distance, Pierce’s 
criterion and Chauvenet’s criterion (Bevington and Robinson, 2003; 
Draper and Smith, 1998). Most outlier criteria measure residuals (i.e. the 
influence of dependent variable) or leverage (i.e. the influence of 
independent variable) on the slope or curvature with respect to the fitted 
regression line. The influential data points are then identified as those data 
points outside the tolerable limit. 
Following Johnston (1996b), Chauvenet’s criterion was applied to 
individual sets of residuals obtained from four selected functional forms. 
Z-scores determined from four-selected regression models range from 2.45 
to 2.74. This implies that identified outliers fall beyond the 98.6% – 99.4% 
limits of the Gaussian distribution.  
Table 4-7 shows a list of three outliers identified from the combined 
dataset of QA and QB using Chauvenet’s criterion. 
To investigate whether there is any qualitative basis for events to be 
identified as an outlier, a simple quality check was undertaken for the 
identified outliers using available isoseismal maps and the original 
literature sources. The corresponding isoseismal maps for the three 
identified outliers are presented in Figure 4-10.  
 
Table 4-7 List of outliers identified from the combined QA and QB data. 
Event ID Locale YYYY-MO-DA Lat (deg) 
Lon 
(deg) 
Depth 
(km) (1) M
(2) log(M0) log(AF) 
SRC 
(2) 
CH-1927-0203a Yellow Sea 1927-02-27 33.5 121 - 6.64 26.06 5.36 1,2,3 
NA-1983-0723 Fashing 1983-07-23 28.74 -98.13 5G 3.246 20.916 2.30 4,5,8 
NA-1991-0720 Falls City 1991-07-20 28.91 -98.04 10G 3.376 21.106 2.40 4,5,7 
(1) 5G and 10G are default depths assigned by NEIC (2013). No instrumental focal depths are available for the 
Fashing and Falls City events. 
(2) M is estimated moment magnitude from this study. 
(3) SRC (source): 1. Lee et al. (1978), 2. Gu (1983b), 3. Johnston et al. (1994), 4. NEIC (2013), 5. Bilich et al. (1998), 6. 
This study, 7. Olson and Frohlich (1992), 8. Pennington et al. (1986). 
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Figure 4-10 Isoseismal maps for the identified outliers. a) 3rd February 1927 
Yellow sea event, b) 23rd July 1983 Fashing event, c) 20th July 1991 Falls City 
event. The solid line encloses the primary felt area. The dashed line represents 
the possible extent of the region where people might have been felt the event. 
(Gu, 1983a; Olson and Frohlich, 1992; Pennington et al., 1986) 
 
These events occurred either in offshore or sparsely populated areas 
where the felt areas are poorly constrained. For example, the MS 6.5 3rd 
February 1927 Yellow Sea event occurred offshore, about 80 km east-
northeast of Yancheng in Jiangsu province (Figure 4-10a). Only about a 
quarter of total isoseismal area contoured contained felt reports, hence the 
qualitative factor for isoseismal contour is considered to be ‘Poor’ (e.g. 
equation 4-7). Although the location and magnitude of this event was 
recorded instrumentally (e.g. Lee et al., 1978), no detailed source 
parameters such as style-of-faulting or stress drop are known for this 
event.  
The log(M0) value for the 1927 Yellow Sea event is significantly higher 
than those from other SCRs events in similar log(AF) ranges. The 
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anomalously high log(M0) may be attributed to source features (e.g. stress 
drop, focal depth) rather than regional attenuation characteristics. 
Both the mbLg 3.4 Fashing and mb 3.6 Falls City events have occurred near 
oil and gas production fields in South Texas (Figure 4-10). This study 
assigned the isoseismal contour quality factor of ‘Fine’ for both events. 
Although there are no instrumental focal depths for these two events, the 
spatial patterns of felt intensities are consistent with very shallow focal 
depths (Olson and Frohlich, 1992) (Figure 4-10b and Figure 4-10c). These 
two events are the results of induced seismicity (Olson and Frohlich, 1992; 
Pennington et al., 1986). Recent investigations by Frohlich and Brunt (2013) 
further concluded that small magnitude seismic activity near Fashing and 
Falls City in South Texas is closely related to increase in fluid (water/oil) 
injection and/or extraction at wells. Using time series analyses on the 
injection and extraction rate of fluids, they observed that 1991 Falls city 
earthquake were more closely related to fluid injection whereas 1986 
Fashing event was associated with fluid extraction. However, these two 
events are considered to be unrepresentative of natural seismic activity. 
Based on Chauvenet’s Criterion and qualitative analyses, these outliers 
were removed for the final log(M0) – log(AF) regression analysis. 
 
Final log(M0) – log(AF) regression analysis and estimation of regression 
and prediction uncertainty 
Following to the procedure described above, log(M0) – log(AF) regression 
was performed on the SCR catalogue; the combined QA and QB data and 
the subset of QA alone. 
The regression coefficients are presented in Table 4-8. For all individual 
regression coefficients, a t-test was performed to test the null hypothesis 
on whether the corresponding regression coefficient was different from 
zero at 5% significance level. For both combined QA + QB and QA, the 
coefficients for the Poly3 model were found not to be significantly 
different from zero (Table 4-8). The results suggest that the model fit 
varies considerably, not only across the selected functional forms, but is 
also dependent on the dataset. 
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Table 4-8 Final log(M0) – log(AF) regression coefficients for the combined QA 
and QB data and for QA  
Regression coefficients (1) 
Data Type 
Selected 
functional 
form k0 k1 k2 k3 
df (2) No. 
Outliers (3) 
σres 
(4) 
F94 17.599 (±0.467) 
0.938 
(±0.105) 
0.00134 
(±0.00016) - 227 3 (230) 0.799 
Poly1 14.604 (±0.351) 
1.667  
(±0.069) - - 228 3 (230) 0.893 
Poly2 24.317 (±1.280) 
-2.354 
(±0.518) 
0.405 
(±0.052) - 227 3 (230) 0.813 
Co
m
bi
ne
d 
da
ta
se
t o
f 
Q A
 an
d 
Q B
 
Poly3  8.949 (5) 
(±4.988) 
7.509 
(±3.140) 
-1.639 
(±0.644) 
0.137  
(±0.043) 226 3 (230) 0.799 
F94 16.493 (±0.519) 
1.126 
(±0.114) 
0.00126 
(±0.00015) - 133 1 (137) 0.649 
Poly1 13.257 (±0.414) 
1.898  
(±0.079) - - 134 1 (137) 0.782 
Poly2 24.152 (±1.395) 
-2.534 
(±0.554) 
0.438 
(±0.054) - 133 1 (137) 0.652 
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et 
Q A
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ly
 
Poly3  13.119  (±5.543) 
4.447 (5) 
(±3.441) 
-0.987 (5) 
(±0.696) 
0.094  
(±0.045) 132 1 (137) 0.646 
(1) Values in the bracket denote standard errors of regression coefficients. 
(2) Degree of freedom (df = N – K, where N is the total number of data points and 
K for the number of regression parameters). 
(3) Number of outliers. Bracketed values indicate the total number of data points 
used for the regression. 
(4) Residual standard error. 
(5) Null hypothesis was rejected at 5% significance from t-test.  
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Figure 4-11 Final log(M0) – log(AF) regression curves obtained from the subset 
of QA for (a) F94, (b) Poly1, (c) Poly2, and (d) Poly3 regression models. Dotted 
and dashed lines indicate ±1σ  prediction and ±1σ  confidence intervals. 
 
Regression curves for both combined dataset and the subset QA are 
presented in Figure 4-11 and Figure 4-12, respectively.  
In the subset QA only, one Australian event was the M 5 28th December 
2001 Burakin earthquake identified as an outlier (Allen et al., 2006; McCue, 
2002). Very shallow focal depth (≤ 2km) results in an anomalously small 
isoseismal felt area. Similar restricted damage area has been frequently 
observed for shallow crustal earthquakes worldwide (Utsu, 1966; Howell 
and Schultz, 1975). The effect of focal depth on isoseismal maps is 
discussed in Section 2.7.2. 
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Figure 4-12 Final log(M0) – log(AF) regression curves obtained from the subset 
of QA for (a) F94, (b) Poly1, (c) Poly2, and (d) Poly3 regression models. Dotted 
and dashed lines indicate ±1σ  prediction and ±1σ  confidence intervals. 
 
Residual plots for the four selected models are obtained for each dataset 
(Figure 4-13 and Figure 4-14). Comparing these plots heterogeneity of the 
residuals is evident for the Poly1 model from both the combined and the 
subset QA. Thus, the Poly1 model is considered an inappropriate fit for the 
entire log(AF) range.  
Although both Poly2 and Poly3 models show good fit to the data 
overall, the occurrence of stationary or inflection points at limiting log(AF) 
values are major drawbacks. However, The Frankel (1994) model does 
show good fit to the data. 
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Figure 4-13 Residual plots obtained from the combined dataset of QA and QB 
for (a) F94, (b) Poly1, (c) Poly2 and (d) Poly3 regression models. Dark gray 
circle represents the subset QA and light gray circle represents subset QB 
 
A comparison of residual plots shows a significant reduction in data 
scatter for the subset QA compared to the combined dataset. The standard 
deviation of residuals is reduced by 23 – 35% for all regression models. To 
assess whether the differing data scatter between combined and QA 
datasets is statistically significant, a F-test was performed based on each 
set of residuals from the Frankel (1994) model.  
The ratio of variances indicates that null hypothesis of equal variance is 
rejected at 5% significance level (F-ratio=1.516, p-value=0.008), suggesting 
that there is significant difference in residual variances between the 
combined and QA datasets.  
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Figure 4-14 Residual plots obtained from the subset of QA for (a) F94, (b) Poly1, 
(c) Poly2 and (d) Poly3 regression models.  
 
Figure 4-15 shows a comparison of the final log(M0) – log(AF) regression 
curve for QA and that of Johnston (1996b) using the Frankel (1994) model. 
The two regression curves are virtually identical. The difference in 
predicted log(M0) values between this study and Johnston (1996b) was as 
small as 0.15 log(M0) unit (or 0.1 M) or less over the central log(AF) range. 
The largest log(M0) difference of 0.3 (= 0.2 M unit) was observed at upper 
and lower ends of the regression curve.  
Residuals from Frankel (1994) model were correlated with isoseismal 
intensity data type and time to investigate residual dependence on the 
type of isoseismal areas and time (Figure 4-16). 
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Figure 4-15 Comparison of average SCR log(M0) – log(AF) regression between 
this study and Johnston (1996b). Regional data are indicated in different 
colours. Outlier is identified with cross. Dashed red line is extrapolated from 
Johnston (1996b). Dotted and dashed lines indicate ±1σ  prediction and ±1σ  
confidence intervals. 
 
Figure 4-16 shows that the log(M0) – log(AF) regression curve derived from 
the combined dataset of QA and QB is more sensitive to the inclusion of AIII 
data than that derived from subset QA. AIII data show generally higher 
residuals than AII data. However, the influence of the AIII data on the 
log(M0) – log(AF) regression curve is relatively small for the subset QA. The 
combined dataset shows a much larger discrepancy in residuals between 
AII and AIII data. The dependence of residuals on time shows no obvious 
trend. Although there is a weak trend of decreasing residuals for more 
recent events in the combined data, the lack of pre-1960 data means that 
this observation is not clear.  
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Figure 4-16 Comparison of residual dependence on isoseismal felt area and 
time. (a) and (b) are obtained from the combined dataset of QA and QB and (c) 
and (d) are from the subset QA 
 
Estimation of regression and prediction uncertainty 
Once regression coefficients are determined, two components of 
uncertainty for predicted log(M0) values (or M), regression uncertainty 
( σ log(M0 )R ) and prediction uncertainty ( σ log(M0 )P ), can be calculated for the four 
selected regression models. The regression uncertainty for log(M0) 
represents an aleatory variability component and the prediction 
uncertainty of log(M0) represents the epistemic uncertainty component 
from the selected regression model. Since σ log(M0 )P  is dependent on the σ log(M0 )R , 
it should be determined first (Johnston, 1996b). 
In order to calculate the regression uncertainty, a variance-covariance 
matrix of the regression parameters k  should be determined. The K by K 
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symmetric variance-covariance matrix, Cov(k) , for each regression model 
is given by:  
Cov(k) =
s11 s12 s13 s14
s22 s23 s24
s33 s34
symm. s44
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
 (4.31) 
where sij  (off-diagonal elements) represents the relevant covariance 
between two regression parameters ki  and kj , and the diagonal elements, 
sii  indicate variances of each individual regression parameters.  
Based on the subset QA, the variance-covariance matrix for each regression 
model was determined as: 
Cov(k)F94 =
k0 k1 k2
k0 0.269 −0.059 6.04E - 05
k1 0.013 −1.44E - 05
k2 symm. 2.35E - 08
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
 
Cov(k)Poly1 =
k0 k1
k0 0.171 −0.032
k1 symm. 0.0063
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥  
Cov(k)Poly2 =
k0 k1 k2
k0 1.945 −0.766 0.074
k1 0.307 −0.030
k2 symm. 0.0030
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
 
Cov(k)Poly3 =
k0 k1 k2 k3
k0 30.73 −18.99 3.795 −0.246
k1 11.840 −2.385 0.156
k2 0.484 −0.032
k3 symm. 0.0021
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
 
(4.32) 
A positive covariance corresponds to a positive correlation whereas a 
negative covariance indicates a negative correlation between two variables.  
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Once the covariance matrix of regression parameters is determined, the 
regression uncertainty can be calculated using the Gaussian error 
propagation. The regression uncertainty for each model is given by:  
σ log(M0 )
R
F94( )
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∂logM0
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(4.33) 
For normally distributed random errors, σ log(M0 )R  represents a one-way 
confidence boundary of the parent data distribution where a certain 
percentage of population is likely to lie from the mean regression line. 
To estimate the total prediction uncertainty, the aleatory (e.g. inter-
event variability) and epistemic components (e.g. uncertainties in 
estimated MEFs) from modelling and parametric parts should be taken 
into account (e.g. Toro et al., 1997). Thus, the total prediction uncertainty of 
a single data point is approximated in quadrature between regression 
uncertainty and standard deviation of residuals as (Johnston, 1996b): 
σ
log(M0 )
P = σ
log(M0 )
R( )2 + σ res( )2  (4.34) 
where σ res  is a standard deviation of residuals between observed and 
predicted log(M0) representing aleatory variability and σ log(M0 )
R  term is 
responsible for epistemic uncertainty. Equation (4.34) represents a total 
prediction uncertainty of log(M0) when estimated for a single isoseismal 
area of an event.  
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When the multiple isoseismal contours are available for an event, the 
prediction uncertainty of log(M0) is expected to be reduced significantly in 
comparison to the uncertainty from a single isoseismal area (Johnston, 
1996b). Johnston (1996b) proposed a weighted averaging of M values 
obtained from individual seismic intensity levels to take into account the 
effect of multiple isoseismal area data for an event. The weighted average 
M for n number of isoseismals is given by (Johnston, 1996b): 
Mbest =
Mi
i=1
n
∑
wi
i=1
n
∑
, where wi =
1
σMi
P( )2
 (4.35) 
where wi  is the weight given by the inverse of variance of M prediction 
uncertainty associated with ith isoseismal. σ Mi
P  is the prediction 
uncertainty converted from individual σ
log(M0 )
P  (multiply by two-thirds) 
using the Hanks and Kanamori (1979) relationship. It should be noted that 
the use of weighted averaging M values is valid only if individual M 
estimates between different intensity levels are independent of each other.  
Isoseismal contour lines are typically drawn from the innermost 
isoseismal towards outer isoseismals in an order of decreasing intensities. 
When the innermost isoseismal contour area denoted as At, the 
subsequent outer contours become At-1 , At-2 , …, and AF, where the 
subscript t indicates the highest intensity from the multiple isoseismal 
areas for a single event. When the intensity data points for each intensity 
level are distributed evenly in space, the At-1 isoseismal contour is 
independent of At and At-2. Also, individual isoseismal contours can be 
drawn separately at the outer boundary of the corresponding intensity 
level. However, due to the limitations of macroseismic intensity data such 
as population bias, geographical and topographical constraints, intensity 
data points at each intensity level are seldom available equally in all 
directions.  
Even if this assumption of independent multiple isoseismal areas holds 
true, there are at least two additional factors influencing the total 
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prediction uncertainty: earthquake source and human subjectivity 
(Johnston, 1996b). The former is associated with parameters that vary from 
event-to-event (aleatory variability) such as earthquake directivity, stress 
drop, style-of-faulting and earthquake duration. The latter is epistemic 
uncertainty associated with human subjectivity when tracing a set of 
isoseismal contours. These two factors are often carried systematically by 
the multiple isoseismal contours (Johnston, 1996b).  
Johnston (1996b) assumed this systematic uncertainty to be as large as 
σMi
P , making the total uncertainty of multiple isoseismal area data for a 
single event: 
 
σM final = σMbest( )
2
+ σ sys( )2 ! 2σMP , where σMbest = wi
i=1
N
∑⎛⎝⎜
⎞
⎠⎟
−12
 (4.36) 
where σMbest  is the uncertainty carried out by Mbest  in equation (4.35) using 
error propagation (Johnston, 1996b).  
Using equation (4.35) and equation (4.36), Johnston (1996b) reduced the 
prediction uncertainty for M 6.4 1969 Ceres earthquake from South Africa. 
The prediction uncertainty for the single AF data was about ± 0.4 M unit. 
When the seven isoseismal areas, from MMI II to VIII, were used, this 
prediction uncertainty was reduced by 50% (± 0.2 M unit). 
Since this study focuses on a total prediction uncertainty for a single AF 
data, a single isoseismal area is used for all events. Thus, the total 
prediction uncertainty in this study represents the upper bound of a single 
isoseismal AF for a single event. 
Figure 4-17 shows the prediction and regression uncertainties for all 
regression models using the subset QA. The ±1σ prediction uncertainty for 
F94, Poly2 and Poly3 models was about 0.43 M over the central log(AF) 
range. A slightly larger value of 0.53 M was obtained for Poly1 model. For 
±1σ regression uncertainty, about 0.04 – 0.05 M was obtained over the 
central log(AF) range for all regression models. Due to the sparseness of 
data, the regression uncertainty showed a rapid increase at the limiting 
values of log(AF).  
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Figure 4-17 Prediction and regression uncertainties for (a) F94, (b) Poly1, (c) 
Poly2, and (d) Poly3 models. Light and dark gray areas represent ± 1σ  
prediction and regression uncertainty intervals. 
 
The contribution of σ
log(M0 )
R  over the central log(AF) range was about 6% 
of the total prediction uncertainty for all models. At the limiting values of 
log(AF), the contribution of σ log(M0 )
R  increased to 14% to 36% of total 
prediction uncertainty.  
This indicates that the inter-event variability ( σ res  component) 
dominates over the total prediction uncertainty. 
The dominant contributor to inter-event variability is earthquake stress 
drop. Other factors, including focal depth and Lg wave quality factor (QLg) 
also contribute to the large AF data scatter (Johnston, 1996b). Site effects 
and population bias associated with isoseismal felt areas are additional 
contributors to inter-event variability. However, their influence is known 
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to be less significant at lower intensities (e.g. MMI ≤ VI) (Musson and 
Jiménez, 2008) 
Johnston et al. (1994) investigated the variability of non-constant stress 
drop (Δτ ) for global SCR events. From 44 events, an average Δτ  = 85 bars 
with a 1σ range of 25 – 250 bars. For this σ range of Δτ , Johnston (1996b) 
estimated that this variability would produce a change in M of about ±0.65 
M. This shows that stress drop variation is the predominant contributor of 
AF data scatter in the log(M0) – log(AF) regression, accounting for about 50 – 
67%, variation in Q values for 25 – 33% (Johnston, 1996b). Focal depth and 
site effects account for the remaining portion of the overall aleatory 
variability (AF data scatter).  
A comparison of ±1σ prediction and regression uncertainties shows 
good agreement between this study and Johnston (1996b). The combined 
dataset has a slightly larger total prediction uncertainty by 0.1 M unit, 
than the QA subset. This increase in σ log(M0 )
P  is not unexpected inter-event 
variability from a larger dataset dominates epistemic uncertainty from AF 
measurement error in the total prediction uncertainty.  
 
Testing normality of residuals 
The normality of residual distribution was investigated graphically using 
quartile-quantile plot (Q-Q plot). If the residual distribution follows a 
Gaussian normal distribution, the residuals should plot along a straight 
line representing the expected theoretical line from normally distributed 
population. 
Residual Q-Q plots for the subset QA show that the data from all 
candidate regression model, except Poly1, are in good agreement with a 
straight line despite little discrepancies at both tails (Figure 4-18). Poly1 
shows a considerable deviation from a straight line from its middle to the 
upper range. 
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Figure 4-18 Normal Q-Q plots obtained from residuals of four candidate 
models based on QA 
 
The residuals from F94, Poly2 and Poly3 models show normal 
distribution, and especially with the F94 model showing the best fit. This 
conclusion is also supported by the residual distributions from Figure 4-14. 
 
Selecting the best functional model 
The most appropriate functional model to represent the sample AF data 
was evaluated using three information criteria: Akaike’s information 
criterion (AIC), Bayesian information criterion (BIC) and the coefficient of 
determination (R2 ). 
AIC proposed by Akaike (1974) selects the best model among a set of 
competing models for given sample dataset by: 
 AIC = −2 lnL(k)+ 2p  (4.37) 
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where  L(k)  is the likelihood function and p is the number of the 
regression parameters ( k ). Evidently 2p from equation (4.37) can be 
considered as a penalty for over-parameterisation of regression models.  
BIC introduced by Schwarz (1978) is calculated by: 
 BIC = −2 lnL(k)+ p ln(n)  (4.38) 
where n is the number of observations in the sample dataset. BIC has a 
similar mathematical expression as AIC. The major difference is that the 
penalising term in BIC is dependent on n making it more stringent. 
The model judging criteria in both AIC and BIC favour the candidate 
models with the minimum value with the best candidate model yielding 
the highest probability from the log-likihood function. 
R2  simply represents how well the regression model fit to the sample 
data. Sometimes adjusted- R2  is preferred over R2  because adjusted- R2  
takes into account the effect of number of model parameters (Draper and 
Smith, 1998). The properties and some drawbacks on R2  are summarised 
by Draper and Smith (1998; p.246). 
R2  is defined: 
SSE = (yi - yˆi
i=1
N
∑ )2
SSR = (yˆi − y
i=1
N
∑ )2
SST = SSE +  SSR = (yi - y
i=1
N
∑ )2
R2 = 1− SSRSST
 (4.39) 
where y is a dependent varaible log(M0). SSE  represents the error (or 
residual) sum of squares, SSR  for the regression sum of squares, SST  for 
the total sum of squares, and R2  for the coefficeint of determination. 
Table 4-9 summarises AIC, BIC and R2  values obtained on all 
regression except Poly3 based on the subset QA (Table 4-9). Preliminary 
and final log(M0) – log(AF) regressions are compared. The major difference 
between preliminary and final regression is in the incorporation of outlier 
Chapter 4. Investigating Regional Variability of SCRs using Felt Area 
 180 
removal. R2  values are only slightly greater than those obtained for 
preliminary regressions (Table 4-9). This indicates that outlier removal has 
have little influence on the model selection criteria. 
 
Table 4-9 List of AIC, BIC and R-squared values for the four regression models 
using the subset QA 
Preliminary regression Final regression Model Type 
AIC BIC R-squared AIC BIC R-squared 
F94 -38,743 -38,731 0.838 -38,170 -38,158 0.851 
Poly1 -33,884 -33,875 0.738 -33,427 -33,418 0.785 
Poly2 -39,033 -39,021 0.834 -38,434 -38,423 0.849 
Poly3 (1) - - - - - - 
 (1) Not performed, as coefficients from Poly3 are insignificant.  
 
Both AIC and BIC shows consistent results. The best performing 
models are Poly2, F94 and Poly1 in order of highest performance. R2  
suggests that the F94 model shows the best agreement with the data points, 
followed by Poly2 and Poly1.  
Based on all statistical measures, the F94 is the best performing model. 
The following limitations have been identified with the models: 
• Poly1 is considered an inappropriate to fit the entire log(AF) range.  
• Poly2 has a potential for the greater bias at the lower limit of the 
log(M0) – log(AF) regression plot as it reaches to a stationary point. 
This implies that Poly2 should not be extrapolated outside the 
applicable range of log(M0).  
• t-test on Poly3 regression parameters shows that the coefficients k1 
and k2 are not significantly different to zero at 5% significance level.  
The demonstration of F94 as the best functional form is consistent with 
the conclusions of Johnston (1996b). 
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4.4.4. Estimation of geometric spreading (n) and anelastic 
attenuation coefficient of Lg wave (QLg) 
Since F94 is a physically-based model, the geometric spreading coefficent 
(n) and shear-wave quality factor (Q) can be decoupled from the 
regression coefficients k1 and k2 from the equation (4.18) (i.e. k1 = 1.5n and k2 
= 3π fQβ log(e)π ≈ 0.66f/Q3Hz). This was adopted from Johnston (1996b) who 
determined n and Q values from F94 regression on individual Ai data (i = 
MMI II to VIII). In this section, calculated n and Q values are compared 
with those of Johnston (1996b). It should be noted that this study considers 
AF data to represent combined isoseismal area data from AII and AIII. 
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Figure 4-19 Comparison of three sets of regression parameters for Frankel 
(1994) model by varying k1 and k2 when k0 is fixed. 
 
The calculated n value decoupled from F94 regression coefficient k1 is 
0.67 (≈ 2 3 ). This lies between 0.64 and 0.68 obtained from AII and AIII data by 
Johnston (1996b).  
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In the context of seismic wave attenuation with distance, body wave 
dominates for the epicentral distance (r) < 100km and surface wave (Lg 
wave) dominates for r > 100km (equivalent to log(AF) > 4.5) (Joyner and 
Boore, 1988). Theoretically, n = 0.5 for surface waves and n = 0.83 for an 
Airy phase (Ewing et al., 1957; Nuttli, 1973). Therefore, decoupled n value 
from log(M0) – log(AF) regression represents the geometric spreading of 
surface or Lg coda wave (Johnston, 1996b).  
The influence of individual regression coefficeints on the F94 regression 
curve is shown in Figure 4-19. Three sets of F94 regression parameters 
varying k1 and k2 with a fixed k0 term are plotted. As indicated by the 
negative covariace between k1 and k2 from equation (4.32), a significant 
trade-off between k1 and k2 is apparent. The k0 term provides a contraint on 
the y-intercept and k1 term controls the slope of the regression curve. The k2 
term describes the curvature of the upper margin of the curve; an increase 
in k2 value causes to a sharp increase in the rate of change of gradient at 
the upper tail of the regression curve. 
The shear-wave quality factor (Q) was decoupled from k2 = 3π fQβ log(e)π  from 
log(M0) – log(AF) regression. The freqeuncy f was assumed to 3Hz 
following to the minimum human perceptible frequency obatined by 
Frankel (1994) and shear wave velocity β was assumed to 3.5km/s. Since 
decoupled Q represents the shear wave quality factor at frequency of 3Hz, 
Q3Hz is used hereafter.  
Q3Hz obtained from the subset QA is compared with those obtained by 
Johnston (1996b) for each AII and AIII data. There is better agreement with 
AII data (Q3Hz = 1570) than with AIII data (Q3Hz = 1420). Q3Hz obtained from 
combined data (Q3Hz = 1478) lies average value between the values 
obtained from AII and AIII data by Johnston (1996). 
Q3Hz is sensitive to small errors in k2, since k2 is inversely proportional to 
Q3Hz where Q3Hz = 0.66f/k2.  
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4.4.5. Non-parametric regression and prediction intervals using 
bootstrap method 
Further sensitivity analyses were undertaken on the Frankel (1994) 
model (F94) to explore the effects of weighting on the regression 
coefficients determined from WLS in comparison to ordinary least-squares 
(OLS) regression. Comparing estimated regression coefficients between 
WLS and OLS, their impact on the estimated n and Q3Hz values is 
investigated. 
The OLS regression is often used for a homoscedastic model for which a 
constant residual variance is assumed. When individual observations of 
the response variable have unequal error variances, as considered here, 
the application of weighted least-squares (WLS) regression is more 
appropriate. This account for uneven variance influence on individual 
observation pairs of log(M0) and log(AF). Most regional studies including 
recently studied CEUS-SSC (2012) use the OLS regression method to 
develop a felt area (AF) – magnitude (M) relationship. This neglects in AF 
data (subjective bias, measurement error and isoseismal contour errors). 
Based on 136 events of the subset QA, the equation for OLS regression is 
given by:  
log(M 0 ) = 16.755(±0.502)+1.037(±0.115)log(AF )
                                                   + 0.00143(±0.00019) AF
 (4.40) 
where n and Q3Hz values from k1 and k2 coefficients were n = 0.69 and Q3Hz = 
1385. 
Comparison of n and Q3Hz values between OLS and WLS shows 
marginal reductions, of 8% on n value and 12% on Q3Hz value, by OLS 
compared to those estimated by WLS. The differences in estimated k1 and 
k2 coefficients between OLS and WLS correspond to about 1 standard error. 
Figure 4-20 shows the F94 functional models derived using the two 
regression methods. With the exception of a small difference between 4 ≤ 
log (AF) ≤ , there is strong agreement. 
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Figure 4-20 Comparison of WLS and OLS regression curves derived based on 
the Frankel (1994) model 
 
Variation in both regression and prediction uncertainties assuming no 
parametric normality on the residual and error distributions given that the 
regression coefficients are known needs to be addressed. This question is 
related to the standard errors and confidence intervals of regression 
parameters because both regression and prediction uncertainties rely on 
the validity of the assumption on error distribution.  
If Q-Q plots present how well the residual distribution fit against the 
parametric normality assumption (e.g. Figure 4-18), the bootstrap 
technique enables approximation of the distributions of standard errors 
and confidence intervals of regression coefficients from the non-
parametric bootstrap iterations (Draper and Smith, 1998). This bootstrap 
replication method is particularly useful for relatively small datasets 
where the shape of the sample distribution may be difficult to derive 
directly (Draper and Smith, 1998). 
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In order to investigate the influence of parametric assumption on the 
confidence and prediction intervals of regression parameters, a non-
parametric bootstrap regression technique is used (Efron, 1979). Unlike the 
normality assumption in the parametric method, the non-parametric 
bootstrap method does not require any prior assumptions on the 
distribution of the parent sample population. Instead, a parent sampling 
distribution is randomly and independently drawn from original sample 
data with replacement.  
Bootstrap WLS regression (BS) was performed using the following two 
steps: 
1. Generate N number of independent random samples for which 
each individual sample comprises a set of log(M0), AF and σ Ti  from 
the original dataset with replacement (N=230). The same σ Ti  at 
corresponding log(M0) and AF pairs of those obtained for the final 
regression was used.  
2. Perform WLS regression on each set of N bootstrapped data for B 
times to find the B sets of bootstrap regression coefficients, bˆ  = 
[ bˆ0 , bˆ1 , bˆ2 ] where B = 10,000 for this study. Each individual B sets of 
bootstrap regression coefficients represents the bootstrap 
distribution of the corresponding coefficient. Note that the original 
sample regression coefficients for F94 model was defined as kˆ  = 
[ kˆ0 , kˆ1 , kˆ2 ]. 
The covariance of the bootstrap regression coefficient matrix (Cov(b)F94 ) 
was obtained as: 
Cov(b)F94 =
b0 b1 b2
b0 0.233 −0.055 8.30E - 05
b1 0.013 −2.16E - 05
b2 symm. 5.29E - 08
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
 (4.41) 
where off-diagonal element in Cov(b)F94  matrix represent covariance 
between two regression coefficients bi  and bj , and the diagonal elements 
of Cov(b)F94  indicate variances of each individual regression coefficients.  
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Although the bootstrap variances for b0  and b1  were marginally larger, 
they were generally in good agreement with the variances of k0  and k1  
from the original estimates (i.e. diagonal elements of Cov(k)F94 ). However, 
significantly large variance was observed for b2  in comparison to k2 , with 
the difference between the two variances being almost a factor of two. The 
covariance terms from Cov(b)F94  were generally larger than Cov(k)F94 .  
For the comparison of confidence intervals between parametric 
regression and non-parametric bootstrap regression methods, ±1σ and ±2σ 
standard normal intervals from original regression were compared with 
percentile and bias corrected, accelerated (BCa) confidence intervals (e.g. 
Efron and Tibshirani, 1993; Davison and Hinkley, 1997).  
The confidence intervals (CI) of a regression coefficient describes the 
range of certainty in a given probability or percent that the actual value of 
the population mean to be expected.  
For standard normal confidence intervals (Norm), lower ( bˆi, low ) and 
upper bound ( bˆi, up ) (1–α)⋅100% confidence intervals of a regression 
coefficient ( bˆi ) are approximated from t-distribution as: 
bˆi, low ,  bˆi, up⎡⎣ ⎤⎦ = bˆi − t 1− a2( )SE(bˆi ), bˆi + t 1− a2( )SE(bˆi )
⎡
⎣
⎤
⎦  (4.42) 
where bˆi  is the bootstrap regression coefficient. SE(bˆi )  is a standard error 
variance of the regression coefficient bˆi  obtained from the diagonal 
element of covariance matrix (i.e. Cov(bˆ)ii ) (e.g. equation 4.31). t 1− a2( )  
represents the critical t-value from t-distribution associated with α level of 
significance from the t-test. For typically used 68% and 95% confidence 
intervals, α is simply 1 for 68% CI and 1.96 for 95% CI. This standard 
normal confidence interval is based on the classical central limit theorem 
of which assumes the sampling distribution to be normally distributed 
from the mean estimate (Efron and Tibshirani, 1993). 
For non-parametric bootstrap regression, two types of confidence 
intervals are computed: percentile (Perc) and bias-corrected, acceleration 
(BCa) methods. The percentile interval method is defined non-
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parametrically from the quantiles of the bootstrap sampling distribution of 
each regression coefficient.  
For (1–α)⋅100% confidence intervals, α and 1–α percentile confidence 
intervals are defined from cumulative distribution Gˆ  as (Efron and 
Tibshirani, 1993): 
bˆi, low ,  bˆi, up⎡⎣ ⎤⎦ = Gˆ
−1(α), Gˆ−1(1− α)⎡⎣ ⎤⎦  (4.43) 
where Gˆ−1  is the inverse cumulative distribution function of bˆi . 
Another approach is called Bias-corrected, acceleration confidence 
intervals that is also defined by quantiles of the bootstrap distribution, but 
it is different to the percentile interval method in which the confidence 
limits (percentile used) depend on acceleration ( aˆ0 ) and bias-correction 
( zˆ0 ). The BCa confidence intervals are given by Efron and Tibshirani 
(1993) as: 
bˆi, low ,  bˆi, up⎡⎣ ⎤⎦ = bˆi
(a1 ),  bˆi(a2 )⎡⎣ ⎤⎦  
where a1 = Φ zˆ0 +
zˆ0 + z(a)
1− aˆ zˆ0 + z(a)( )
⎛
⎝
⎜
⎜
⎜
⎜
⎞
⎠
⎟
⎟
⎟
⎟
, a2 = Φ zˆ0 +
zˆ0 + z(1−a)
1− aˆ zˆ0 + z(1−a)( )
⎛
⎝
⎜
⎜
⎜
⎜
⎞
⎠
⎟
⎟
⎟
⎟
. 
(4.44) 
where Φ  represents a standard normal cumulative function and za  is 
100αth percentile from the normal cumulative function Φ . Equation (4.44) 
is equivalent to the percentile interval method when both aˆ0  and zˆ0  are 
equal to zero. When aˆ0  and zˆ0  are non-zeros, they are used to correct for 
confidence intervals (Efron and Tibshirani, 1993).  
The bias-correction zˆ0  can be computed directly from a proportion of 
bootstrap resampling smaller than the original estimates bˆ . The 
acceleration aˆ0  is calculated from jackknife values of bˆi  from N sample 
dataset. The mathematical definitions for zˆ0 and aˆ0  are given by (Efron 
and Tibshirani, 1993): 
zˆ0 = Φ−1
#b=1B bˆi < kˆi( )
B
⎛
⎝
⎜
⎜
⎜
⎜
⎞
⎠
⎟
⎟
⎟
⎟
, aˆ =
bˆi, (− j ) − bi( )3
j=1
N
∑
6 bˆ
i , (− j )
− bi( )2
j=1
N
∑⎛
⎝⎜
⎞
⎠⎟
3
2
 (4.45) 
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where bˆi, (− j )  represents the regression coefficient bˆi  obtained when the jth 
observation was deleted from the N random sample data. bi  is the average 
of bˆi, (− j ) ; that is bi =
bˆi, (− j )
Ni=1
N
∑ . The numerator #b=1B bˆi < kˆi( )  indicates the 
proportion of bootstrap replicates below the original estimators kˆi . 
 
Table 4-10 Comparison of confidence intervals and standard errors between 
the original WLS and 10,000 bootstrap regressions 
Original WLS Bootstrap regression (N =10,000) 
CI (Norm (1)) CI (Perc (2)) CI (BCa (3)) kˆi  Mean SE 
±1σ ±2σ 
SE 
±1σ ±2σ ±1σ ±2σ 
k0  16.493 0.519 15.98–17.01 
15.47–
17.52 0.564 
16.11–
17.21 
15.61–
17.84 
15.85–
16.90 
15.27–
17.49 
k1  1.126 0.114 1.012–1.240 
0.901–
1.352 0.135 
0.951–
1.213 
0.790–
1.324 
1.031–
1.271 
0.881–
1.405 
k2  0.00126 0.00015 0.0011–0.0014 
0.0010–
0.0016 0.00028 
0.0011–
0.0017 
0.0010–
0.0020 
0.0011–
0.0016 
0.0009–
0.0019 
(1) standard normal confidence intervals 
(2) Percentile confidence intervals 
(3) Bias-corrected, accelerated confidence intervals 
 
Table 4-10 shows a comparison of standard errors (SE) and ±1σ and ±2σ 
confidence intervals (CI) for regression coefficients between the original 
WLS and bootstrap regressions (BS).  
Figure 4-21 shows two-dimensional joint confidence ellipsoids and 
bootstrap distribution of 10,000 replications for individual bootstrap 
regression coefficients. Slightly larger standard errors for regression 
coefficients were observed from bootstrap regression than from the 
original regression. The confidence intervals between normal and BCa 
confidence intervals show good agreement, whereas the percentile 
method generally shows offsets in ±1σ and ±2σ confidence intervals (CI) 
following to the distribution of bootstrapped regression coefficients.  
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Figure 4-21 Plots of two-dimensional joint confidence ellipsoids using 
bootstrap regression coefficients and comparison of three confidence intervals 
(CI). Joint confidence ellipses for (a) b0 and b1, (b) b1 and b2, (c) b2 and b0, and 
bootstrap histograms for (d) b0, (e) b1, and (f) b2. 
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Figure 4-22 Comparison of ± 1σ  regression and prediction uncertainties 
between the original WLS and bootstrap regression when the standard normal 
(Norm) and bias-corrected, accelerated (BCa) methods were used for each 
individual regression coefficients. 
 
Efron and Tibshirani (1993) revealed that BCa intervals provide more 
accurate coverage of confidence intervals than percentile intervals in both 
theory and practice. 
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Figure 4-22 shows a comparison of ±1σ regression and prediction 
uncertainties between the standard normal (original regression estimates) 
and BCa confidence intervals (bootstrap method). This shows that the 
parametric (Norm) and non-parametric (BCa) prediction uncertainties are 
virtually identical with only a small difference observed at the upper limit 
of the log(AF) range. The non-parametric BCa method showed up to one 
and half times larger regression uncertainties than what was estimated 
originally. This large increase in regression uncertainty was attributed to 
that bootstrap variance of coefficient b2 of which was larger than the 
variance of k2 by a factor of two. Another possible explanation is that a few 
large magnitude events (M > 7) are more sensitive to the regression 
coefficients than other observations. Preliminarily conducted jackknife 
analysis suggests that M 8.3 Sunda Arc earthquake (Event ID: “EX-1977-
0819”) is the most sensitive. This event is an exterior of SCR event (i.e. 
subduction event). It is included as it was mostly felt across Australian 
craton (e.g. Johnston, 1996b).    
 
4.5. Investigation of SCR interregional variability  
A comparison of shear wave quality factors for selected SCRs was 
undertaken to examine the possibility of using isoseismal AF area data as a 
proxy to represent regional attenuation variability. As briefly discussed in 
Section 4.4.4, the Frankel (1994) model allows decoupling of the geometric 
scattering (n) and anelastic attenuation (Q3Hz) parameters from the 
regression coefficients determined from the log(M0) – log(AF) relationship 
which is dominated by Lg wave scattering and attenuation characteristics 
(Johnston, 1996b). It should be noted that the log(M0) – log(AF) relationship 
based on the Frankel (1994) relationship in Section 4.4.3 is assumed to 
represent the geometric scattering and anelastic attenuation properties for 
global average SCRs. 
In this section, four SCR regions, including Australia (AUS), central and 
eastern North America (CENA), the Korean peninsula (KOR) and the 
United Kingdom (UK), are selected to develop regional log(M0) – log(AF) 
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relationships. Regionally developed log(M0) – log(AF) relationships and the 
decoupled Lg wave quality factor (Q3Hz) among selected regions are then 
compared with respect to the global average SCR. Due to statistically 
insufficient data, the earthquake data selection criteria have been modified 
to include events at the transition boundary between the tectonic 
boundaries for those felt mostly across SCRs.  
For the individual selected regions, the same regression procedure (c.f. 
Section 4.4.3) was repeated to develop regional log(M0) – log(AF) 
relationships. It is assumed that variability obtained from region-specific 
log(M0) – log(AF) relationships are real. It should be noted that large 
uncertainties in the UK and KOR are due to the relative paucity of data.  
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Figure 4-23 Boxplot of F94 residual distribution by a region. (AUS: Australia, 
CENA: Central and Eastern United States, CHI: stable continental part of 
China, EU: Northwestern Europe, KOR: Korean Peninsula, RUS: stable 
continental part of Russia, UK: United Kingdom, EXT: exterior part of SCRs). 
 
Regression parameters and detailed comparison between individual 
regional log(M0) – log(AF) relationships developed in this study and 
existing regional relationships are discussed further in detail in Chapter 5. 
The following subsection provides a broad description of individual 
log(M0) – log(AF) regression procedure with emphasis on the comparison 
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between instrumentally determined Lg Q3Hz and Q3Hz values obtained from 
log(M0) – log(AF) regression.  
A boxplot of F94 residual distribution for the subset QA is presented in 
Figure 4-23. Comparing KOR and CENA shows similar median values 
and the majority of KOR and CENA data lying slightly below the global 
SCR average. UK data lie well below the average. While the majority of 
AUS data lie above the global average SCR. Residuals from the other SCRs 
(RUS, CHI and EU) could not be compared due to insufficient data. 
 
Australia 
It is recognised from the analysis of macroseismic isoseismal radii by 
Gaull et al. (1990) that seismic wave attenuation in the western and central 
Australia, across Archaean-Proterozic Yilgarn, Pilbara and Gawler cratons, 
is lower than the younger Phanerozoic crust in the eastern Australia 
(Clark and McCue, 2003; Clark et al., 2014).  
Analyses from both macroseismic intensity data (Bakun and McGarr, 
2002) and instrumental data (Allen and Atkinson, 2007) have also shown 
that ground motion amplitudes at large distances ( ≥ 100km) are generally 
lower in southeastern Australia than those of Eastern North America for a 
given magnitude (Clark et al., 2014). However, at distances less than 
100km, no distinct difference was observed between southeastern 
Australia and eastern North America (Allen and Atkinson, 2007; Clark et 
al., 2014). The rapid attenuation in southeastern Australia can be explained 
by the presence of a thick velocity gradient at the crust-mantle transition 
causing Lg wave energy to dissipate into the upper mantle (Clark et al., 
2014; Mitchell et al., 1998).  
For western and central Australia, seismic wave attenuation is generally 
understood to be relatively lower than that of southeastern Australia. This 
is due to presence of colder and relatively homogeneous continental crust 
in western Australia (Clark et al., 2014). From a comparison of ground 
motion attenuation model between Allen et al. (2006) and Atkinson (2004), 
Allen et al. (2006) showed a convergence of predicted ground motion 
amplitudes between southwestern Australia and Eastern North America 
with increasing magnitude. However, the ground motion model of Allen 
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et al. (2006) was derived primarily using data from very shallow 
earthquake swarms (focal depths less than 2km) and a limited magnitude 
range (M 2.2 to M 4.6). Therefore care should be taken extrapolating this 
GMPE to the larger magnitudes above M 4.6.  
In this study, log(M0) – log(AF) regression was not performed separately 
for eastern and western-central Australia due to limited data. Instead, the 
Frankel (1994) log(M0) – log(AF) regression model was used for the whole 
of Australia.  
The geometric spreading and anelastic coefficients for the entire 
Australia were found to be n = 0.70 and Q3Hz = 1692 (Table 4-11). Q3Hz is 
slightly faster attenuation than the global SCR and much faster than 
central and eastern North America. This agrees with Bakun and McGarr 
(2002).  
The corresponding regression curve for the Australia is shown in 
Section 5.2.1.4. The log(M0) – log(AF) regression curve shows convergence 
with the global average SCR curve with increasing M (or larger distances 
> 100 – 200km). This is consistent with that the majority of data points 
from Australia are above the global average SCR log(M0) – log(AF) 
regression curve (e.g. Figure 4-15 and 4-23). 
Instrumentally determined Lg coda Q at 1Hz (Q1Hz) for the average 
Australia varies from 330 to 600 (Mitchell et al., 1998). As expected, high Lg 
attenuation (Q1Hz < 400) was predominantly observed from Tasmin 
(southeastern Australia). Bowman and Kennett (1991) obtained 
Q = 230 f 0.66  which yields Q3Hz = 475 at f = 3Hz in the North Australian 
Craton (central Australia). Both Mitchell et al. (1998) and Bowman and 
Kennett (1991) show relatively very low Lg Q values compared to typical 
SCRs. This is predominantly due to the dissipation of Lg wave energy to 
upper mantle from the presence of a sharp Moho interface (Bowman and 
Kennett, 1991).  
An average Q1Hz value of 465 was taken to represent anelastic Lg 
attenuation for the whole of Australia (Table 4-11). 
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Central and Eastern North America (CENA) and Western North America 
(WNA) 
CENA has a wealth of high-quality isoseismal AF data and a relatively 
broad coverage of small to moderate magnitude earthquakes compared to 
other SCRs. Q3Hz determined from log(M0) – log(AF) regression was higher 
than those obtained for global average SCRs. This is consistent with that 
the majority of data points from CENA lying below the log(M0) – log(AF) 
regression curve (Figure 4-23). 
For the purpose of comparison, n and Q3Hz values were obtained from 
log(M0) – log(AF) regression for Western North America (WNA) as a 
representative of active continental regions. Due to sparse AF data, 
regression coefficient k1 in the Frankel (1994) model (equation 4.17) was 
fixed with 0.75 by assuming theoretical geometric spreading coefficient of 
n = 0.5 for surface waves (Ewing et al., 1957). The Q3Hz value was then 
decoupled from the regression coefficient k2. When n = 0.5 (surface wave) 
was assumed, the log(M0) – log(AF) regression yields Q3Hz = 511. Even if n = 
0.83 (Airy phase) is assumed a similar Q3Hz value of 674 was observed. 
Instrumentally determined Lg coda Q at 1Hz (Q1Hz) for the CENA varies 
from 1000 to 1300 (Mitchell and Hwang, 1987; Singh and Herrmann, 1983). 
Chun et al. (1987) proposed Q = 1100 f 0.19  with theoretical geometric 
spreading of n = 0.5 and f = 3Hz giving Q3Hz = 1232.  
Using Q = 670 f 0.33  derived by Atkinson and Mereu (1992) for 
southeastern Canada yields Q3Hz = 973 Hz. From the tomographic inversion 
of Lg coda Q across the entire United States, Baqer and Mitchell (1998) 
observed the lowest Q1Hz of 250 – 300 in California and the highest Q1Hz of 
650 – 700 in the northeastern part of United States.  
Benz et al. (1997) found Q1Hz = 187 for California and Q1Hz = 962 for the 
central United States. Erickson et al. (2004) obtained Q = 105 f 0.67  for 
southern California and Q = 640 f 0.344  for central United States.  
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The apparent contrast between low-Q (high attenuation) in WNA and 
high-Q in CENA is consistent throughout instrumentally determined Lg 
wave attenuation.  
Q1Hz of 105 and Q1Hz of 1100 were taken to represent anelastic Lg 
attenuation for WNA and CENA, respectively (Table 4-11). 
 
Korean Peninsula (KOR) 
Preliminary log(M0) – log(AF) regression analysis on the Korean isoseismal 
AF data yielded negative geometric spreading (n = -0.23), indicating that 
the regression coefficients were strongly controlled by the sparse 
earthquake data. To better control the middle to upper margin of the 
log(M0) – log(AF) regression curve, the AF data have been extended to 
include surrounding regions with similar tectonic history or tectonic 
boundary regions where there is a transition between continental (~ 30 – 
35km thick) and oceanic crust (~ 10 – 20km thick). This included events in 
the north-south trending continent-oceanic boundary (COB) along the 
coastline of Korean peninsula was formed as a result of double door fan-
shaped rifting and spreading of the East Sea (Sea of Japan) (Jolivet et al., 
1994). Instrumental seismicity records show that a few moderate offshore 
events with predominantly strike-slip and thrust faulting had been 
occurred and they are particularly clustered along the escarpment of the 
Ulleung Basin (Choi et al., 2012). Due to the proximity of the escarpment to 
the coastline (< 100km), these offshore events were felt across the Korean 
peninsula. 
Secondly, moderate to large magnitude Sino-Korean earthquakes were 
included. Korean historical events were not included because most 
historical earthquakes in Korea were determined from the epicentral (or 
maximum) intensity (I0) rather than felt area. Even if there are felt areas, 
they are likely to be associated with large magnitude uncertainties (there 
is a general tendency of over-estimating magnitudes) due to the absence of 
systematic re-evaluation of individual historical earthquakes using the 
current macroseismic analyses.  
Chapter 4. Investigating Regional Variability of SCRs using Felt Area 
 196 
The inclusion of these events expands the isoseismal AF dataset, 
allowing more robust regression estimates as well reducing epistemic 
uncertainty. 
Numerous regional Lg attenuation studies have been carried out for the 
Korean peninsula and surrounding regions. Chung and Lee (2003) 
obtained a frequency-dependent Q decay function of Q = 556 f 0.54  for the 
South Korea using a coda normalisation method. Subsequent study by 
Chung et al. (2005) using a reversed two station method (Chun et al., 1987) 
found Q1Hz = 714 at f = 1Hz for South Korea. Both Chung and Lee (2003) 
and Chung et al. (2005) concluded that Lg Q values for South Korea are 
comparable to other SCRs. Chung et al. (2007) produced a regional Lg Q 
map for surrounding regions of the Korean peninsula and showed a 
gradual decrease in Lg Q values from west to east across the Korean 
peninsula.  
Hong (2010) found a similar attenuation pattern, with Q = 498 f 0.75  for 
South Korea and Japan. Low Lg attenuation (Q0 = 600 – 800 at 1Hz) was 
generally observed vertically along northwest-southwestern part of South 
Korea. The highest attenuation (Q0 = 250 – 300 at 1Hz) was observed in the 
southeastern part of South Korea where relatively young Cretaceous 
volcanic sediment basin is located.  
Chun et al. (2009) observed contrasting Lg wave attenuation at the 
border between the northeast China and North Korea. They obtained 
Q = 345 f 0.38 , typical of high attenuation regions. The highest Lg 
attenuation was observed near the active volcanic regions (i.e. Mt. Baekdu). 
Ford et al. (2010) observed a similar contrast in Lg wave attenuation 
between Bohai Bay and Korean peninsula. They found the highest 
attenuation (QLg = 275) around Bohai Bay and generally low attenuation 
along northeastern China to Korean peninsula (QLg = 1048). 
An average Q1Hz value of 700 was taken to represent anelastic Lg 
attenuation for the Korean peninsula (Table 4-11). 
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UK 
The problem of sparse data for log(M0) – log(AF) regression has also been 
encountered in the UK. In addition to poor constrain of regression 
coefficients, significant inconsistency of magnitudes have been observed 
for instrumental UK earthquakes between pre-1970 and post-1970 data. 
Post-1970 data showed a tendency of generally lower magnitudes than 
those of pre-1970 data for a given log(AF) value. To help overcome the lack 
of moderate events, historical events have been included. Magnitudes for 
historical events were estimated from macroseismic intensity attenuation 
relationships (Musson, 2013).  
Sargeant and Ottemöller (2009) derived frequency-dependent 
Q = 266 f 0.53 , indicating significantly higher attenuation across Britain than 
what was generally considered for SCRs. This value of Lg Q is much lower 
than those values from Scandinavia and the CEUS, but rather similar to 
southern California and France. This conclusion was supported by Booth 
(2007) who obtained an average Lg Q value of 440 at f = 2.85Hz for the UK. 
Booth (2007) explained the high attenuation and large lateral variation in 
the UK are attributed to the presence of a sharp Moho interface causing  a 
strong frequency-dependent scattering effect from multiple reflections of 
Lg waves.  
An average Q3Hz value of 266 from Sargeant and Ottemöller (2009) was 
assumed to represent anelastic Lg attenuation in the UK (Table 4-11). 
 
Comparison of regional geometric spreading and anelastic attenuation 
A qualitative comparison of Q values determined from macroseismic and 
instrumental data is desirable in order further investigate regional 
attenuation variability. Although a direct comparison of Q3Hz values 
between macroseismic and instrumental data is difficult because of 
difference in frequency consideration, the comparison reveals relative 
levels of attuenation between macroseismic and instrumental data 
(Johnston, 1996b). 
Based on the regression framework described in Section 4.4, a new 
regression analysis of log(M0) on log(AF) is performed for each of the four 
selected SCRs.  
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Figure 4-24 Comparison of log(M0) – log(AF) regression curves for individual 
SCRs with the global SCR and California. 
 
Evaluation of existing magnitude – felt area relations and new log(M0) – 
log(AF) relations are presented in Chapter 5. Results on the new log(M0) – 
log(AF) relations based on Frankel (1994) model are taken from Chapter 5.  
For purposes of comparison, log(M0) – log(AF) regression was 
performed for western North America (WNA) using 34 Californian 
earthquakes (Hanks and Johnston, 1992). The WNA regression equation is 
given by: 
log(M 0 ) = 19.512(±0.192)+ 0.75 log(AF )
                                                   + 0.0040(±0.00043) AF
 (4.46) 
where k1 is assumed to 0.75 by taking n = 0.5. 
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 Figure 4-25 Difference in predicted M between local and global average SCR 
log(M0) – log(AF)  relationships. Shaded areas and dotted line represent ± 1σ  
and ± 2σ  prediction uncertainties, respectively 
 
Despite a complex inter-regional variation across different log(M0) and 
log(AF) ranges, most individual SCR regression curves show reasonably 
good agreement with global average SCR curve (Figure 4-24). In contrast, 
the comparison of between SCR and WNA shows a district attenuation 
contrast.  
Figure 4-25 shows the difference in predicted M values between local 
and global average SCR log(M0) – log(AF) relationships. When ±1σ 
prediction uncertainties were included for each local relationship, 
individual SCR curves could be nearly all enclosed by about ±2σ 
prediction uncertainties from the reference line representing global 
average SCR. The WNA curve shows significantly large differences in 
predicted M compared to the global average SCR. 
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Table 4-11 Comparison of geometric spreading and anelastic Lg attenuation 
coefficients obtained between macroseismic and instrumental data 
Obtained from macroseismic data  Instrumental Data  Region 
k1 k2 n Q3Hz Rank (1) Q1Hz Rank 
AUS 
(ALL) 0.867 0.0014 0.58 1397 4 465 3 
CENA 0.663 0.0013 0.44 1551 5 1100 5 
KOR (2) 1.255 0.0015 0.84 1284 3 700 4 
UK 0.502 0.0031 0.33 648 2 266 2 
WNA 0.750 0.0040 0.50 493 1 105 1 
Global 
SCR 1.126 0.0013 0.75 1571 - -  
(1) Ranking order: 1 being the fastest and 5 being the lowest anelastic Lg 
attenuation. 
(2) Derived from the combined dataset of Korean and Sino-Korean earthquakes 
 
Table 4-11 shows a comparison of estimated n and Q3Hz values from 
macroseismic data and instrumental Lg waveform data. For the four 
selected regions, n values vary from 0.33 to 0.84. These n values are 
consistent with theoretical geometric spreading coefficient value for 
surface waves (n = 0.5).  
As expected, a direct comparison of Q3Hz values between macroseismic 
and instrumental data shows good agreement overall, with the exception 
of Australia. Several factors may explain this discrepancy in Q values; 
poor resolution of regional Q3Hz values from insufficient spatial coverage of 
AF data and localised anelastic attenuation properties (Q3Hz values) are 
smoothed over a larger area. For those regions with sufficient log(M0) – 
log(AF) data or those of better Q3Hz resolution (e.g. KOR, UK), the ranking of 
decoupled Q3Hz values are broadly consistent with the ranking of 
instrumentally obtained Q3Hz values. 
When there are sufficient macroseismic data, a ranking of Q3Hz values 
from macroseismic data could provide a useful means of investigating 
regional variability. The ranking of Q3Hz obtained from macroseismic data 
shows broadly consistent results with instrumentally-determined regional 
attenuation properties in high-Q and low-Q regions (e.g. Mitchell and 
Cong, 1998).  
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Figure 4-26 ANOVA tests on log(AF) on individual SCRs and the grand mean 
SCRs. Red box indicates significant difference for all regions using ANONA. 
Circle and cross symbols denote mean log(AF) values with no significant 
difference and with significant difference. 
 
However, the use of macroseismic data alone may significantly mislead 
regional attenuation estimates. The sources of uncertainty in determining 
Q3Hz values from log(M0) – log(AF) regression include observation and 
measurement errors, considerable lateral heterogeneity within the shallow 
curst, site effects, and stress drop variations between individual events 
(Johnston, 1996b). Likewise Q3Hz obtained from instrumental data may be 
sensitive to spatial coverage and density of ray-path and Lg wave 
measurement techniques (e.g. elapse time considered) (Mitchell, 1995; 
Mitchell and Cong, 1998).  
Figure 4-26 shows the results of Analysis of Variance (ANOVA) and 
Tukey’s honestly significant difference (HSD) tests for four selected SCRs. 
Based on the assumption of equal variances of log(M0), ANOVA was 
conducted on each of local datasets to investigate whether the mean 
log(M0) values are equal for all selected SCRs (e.g. Douglas, 2004). Due to 
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insufficient number of samples within each bin in the subset QA, combined 
dataset of QA and QB are used. 
ANOVA was carried out for every 0.5 M bin, from M 3.0 ato M 6.5, for 
each SCR with at least three log(AF) observations. When F-ratio between 
two different regions is greater than the critical F-value, the null 
hypothesis of equal mean log(M0) is rejected at 5% significance level. 
Magnitude bin for M 5.5 – 6.0 was omitted due to the insufficient samples.  
Only one magnitude bin between M 4.0 – 4.5 allowed for the ANOVA 
test to be carried for all four selected SCRs. For the corresponding 
magnitude bin, statistically significant difference was observed among 
mean log(AF) values when all four regions are considered together. To 
make multiple comparisons of means between different SCRs, Tukey’s 
pair-wise HSD test was undertaken for each magnitude bin. Tukey’s HSD 
identifies pair-wise significant differences between groups (Green and 
Margerison, 1978). This study used 95% confidence intervals on the 
studentized range.  
For moderate magnitude bins between M 4.0 – 5.5, mean log(AF) values 
between CENA and AUS show significant differences, whereas no 
significant difference was observed for small magnitude bins (M 3.0 – 4.0). 
 
4.6. Conclusions 
The main purpose of regression analyses on the global SCR dataset was to 
revise the global log(M0) – log(AF) relationship by Johnson (1996b) which 
was derived from a dataset that was predominantly comprised of CENA 
isoseismal AF data. This study follows the regression framework proposed 
by Johsnton (1996b), however, the re-evaluation of the global SCR log(M0) 
– log(AF) relationship differs in two ways: (1) AII and AIII data are compared, 
and (2) additional events from other stable continental regions are 
included. This expanded global SCR AF data particularly improves the 
lower limit of the log(M0) – log(AF) relationship. 
The following conlcusions are drawn from the regression analyses. 
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• F94 is the best performing model for log(M0) – log(AF) regression 
analyses. The final F94 regression model shows good agreement 
with Johnston (1996b) across the entire range of magnitude 
applicability (i.e. 2.4 ≤ M ≤ 8.3). The preferred log(M0) – log(AF) 
regression for global average SCR is: 
log(M 0 ) = 16.49 +1.13log AF( ) + 0.00126 AF  
• F94 residuals show no clear dependence with time.  
• For the residual dependence on isoseismal data, the combined 
dataset is more sensitive to the inclusion of AIII data for log(M0) – 
log(AF) regression analysis than for the subset QA.  
• The ±1σ regression uncertainty for F94 model derived from the 
subset QA is about 0.04 M. The ±1σ prediction uncertainty for single 
AF data is about 0.43 M over the central AF data range. The 
dominant contributor to the total prediction uncertainty is the 
event-to-event variability. The effects of observation and 
measurement errors on isoseismal contours are smaller in 
comparison to significant scatter from intrinsic variability of 
intensity data, focal depth, attenuation quality factor, stress drop, 
directivity and site effects. Among those factors, stress drop is 
primarily responsible for large data scattering (Johnston, 1996b). 
• Increasing the sample size effectively reduces epistemic 
uncertainties. Considering the assumptions made on combined 
isoseismal AF data, there is a little difference on predicted log(M0) 
values between Johnston (1996b) and this study. Although a direct 
comparison is difficult due to combined AF data, the overall 
regression uncertainty is effectively reduced to up to about 50% at 
the lower log(M0) limit with the inclusion of small-to-moderate 
earthquake data. 
• The n and Q3Hz values (0.75 and 1571, respectively) reflect geometric 
spreading and regional anelastic attenuation for surface and Lg 
coda waves. There is a significant trade-off (negative covariance) 
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between coefficient k1 and k2 and the middle to upper margin of the 
log(M0) – log(AF) data are  particularly sensitive to Q3Hz value. 
• The Q3Hz value estimated from isoseismal AF data showed a 
reasonably good qualitative measure of regional Lg wave 
attenuation. The sensitivity of Q3Hz to regression coefficients limits 
its use for investigating regional attenuation variability. 
• The visual comparison of WLS and OLS regression methods show a 
little difference, however such small changes could lead to about 
10% reductions in both n and Q3Hz estimates.  
• Comparison between parametric and non-parametric bootstrap 
regression shows that the standard errors for regression coefficients 
k0 and k1 between two methods shows good agreement. However, 
standard error for the coefficient k2 shows significant difference by 
almost a factor of two. This large difference of standard error in k2 
have a large influence on the regression uncertainty but causes a 
nominal effect on prediction uncertainty. 
• Comparison of parameteric (Norm) and non-parameteric bootstrap 
confidence intervals (BCa) shows good agreement on ±1 confidence 
intervals for all regression coefficients k0, k1 and k2, but shows larger 
discrepancies on ±2 confidence intervals for k2. In contrast, the 
percentile method showed a little offset of confidence intervals 
compared to Norm and BCa confidence intervals. 
• Ranking of Q3Hz obtained from macroseismic data shows broadly 
consistent relative levels of Lg anelastic attenuation with those 
determined instrumentally. The ranking of Q3Hz could provide a 
useful means of investigating regional variability. 
• The comparison of Q3Hz values between regression and 
instrumentally obtained values do not agree well particularly for 
Australia. This may be attributed to poor resolution of regional Q3Hz 
values; localised anelastic attenuation properties (Q3Hz values) are 
smoothed over a larger area (e.g. Australia, central and eastern 
North America). For those regions with sufficient log(M0) – log(AF) 
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data (e.g. Korean peninsula and United Kingdom), decoupled Q3Hz 
values shows reasonably good agreement with instrumentally 
obtained Q3Hz values. 
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Chapter 5 	
Reassessment of the Felt Area to 
Magnitude Relations for Stable 
Continental Regions 
 
5.1. Introduction 
Accurate conversion of macroseismic data into uniform magnitude and 
accurate source location is a vital to establishing a uniform earthquake 
catalogue for probabilistic seismic hazard analysis (PSHA) (Musson, 1993). 
The primary advantage of using such conversions is that they can be used 
to extend the length of an earthquake catalogue in time. The translation of 
macroseismic data into a single magnitude scale is particularly important 
for Stable Continental Regions (SCRs) where instrumentally recorded 
large magnitude events are often scarce.  
Moment magnitude (M) is the preferred measure among various 
magnitude scales in conventional PSHA because it is derived from seismic 
moment (M0), which in turn is related to physical parameters including 
slip and rigidity of the earthquake source, fault dimensions and seismic 
strain, and, importantly, it does not saturate at large magnitudes 
(Kanamori, 1977; Hanks and Kanamori, 1979). Therefore, it is desirable to 
convert isoseismal felt areas from historical earthquakes directly into M or 
M0. 
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The main aims of this chapter are 1) to reassess the existing felt area to 
magnitude relationships for four SCRs; AUS, CENA, KOR and UK, and 2) 
to develop new log(M0) – log(AF) relationships for each SCR.  
 
5.2. Reassessment of regional felt area – magnitude 
relationships 
5.2.1. Australia 
5.2.1.1. Comparison of existing M – log(AF) relationships  
The history of earthquake studies and seismic characteristics in Australia 
has been provided in Clark et al. (2014), Leonard (2008) and McCue (2004). 
Several efforts have been made to develop a local conversion relationship 
between the radius of perceptibility and magnitude (e.g. Greenhalgh et al., 
1988, Greenhalgh et al., 1989, McCue, 1980; Michael-Leiba, 1989).  
McCue (1980) derived a simple linear relation between the radius of 
perceptibility (RF) and magnitude using 15 Australian earthquakes in 
which both isoseismal areas and instrumentally measured magnitudes 
were available. 
McCue (1980) defined the radius of perceptibility as the radius of the 
circular felt area enclosed by isoseismal line equivalent to MMI III (Eiby, 
1966) or RF III (Rossi-Forel scale).  
Despite the difference in seismic attenuation properties between the 
western and central Australia, and southeastern Australia, a single felt 
area to magnitude conversion relation was developed for the whole of 
Australia. The paucity of earthquake data did not allow regional 
comparison. McCue (1980) made two assumptions: 1) homogeneous 
property of seismic wave attenuation of the crust across the all Australia, 
and 2) the equivalence of local and surface magnitudes to M (i.e. ML < 6 or 
6 ≤ MS). The derived relationship is applicable for 3.6 ≤ M ≤ 7.0. 
Greenhalgh et al. (1988; 1989) developed the Australian ML – log(AF) 
conversion using a quadratic functional form. Two primary sources, 
Everingham et al. (1982) and Rynn et al. (1987), were used to retrieve 
isoseismal felt radii (RF) for 96 earthquakes. The RF and magnitude 
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applicability range from 1.6 km ≤ RF ≤ 892 km (equivalent of 0.9 ≤ log(AF) ≤ 
6.4) and 1.7 ≤ ML ≤ 7.2, respectively. 
Greenhalgh et al. (1988; 1989) concluded that the ML – log(RF) relation in 
Australia is more comparable to that of California than eastern North 
America. For the same range of log(AF) values, the predicted ML from 
Australian-specific ML – log(AF) conversion was an order of a magnitude 
unit higher than those for eastern North America (i.e. Nuttli et al., 1979). 
Greenhalgh et al. (1989) explained that this discrepancy in predicted ML 
values was partially attributed to a magnitude conversion problem with 
teleseismic mb in particular (discussed in detail in the following 
subsections).  
For the purpose of comparison, the Greenhalgh et al. (1989) ML – log(RF) 
relationship was converted to log(M0) – log(AF) relationship using two sub-
regional bilinear M – ML conversions by Allen et al. (2011) and the M – 
log(M0) conversion by Hanks and Kanamori (1979).  
For eastern Australia (AUS-E), the bi-linear M – ML conversion from 
Allen et al. (2011) is given by: 
M = 0.61ML +1.46  for ML ≤ 4.6 
M = 0.61ML + 0.41(ML − 4.6)+1.46  for 4.6 ≤ ML ≤ 5.6 
(5.1) 
and for western and central Australia (AUS-W):  
M = 0.66ML +1.18  for ML ≤ 4.6 
M = 0.66ML + 0.50(ML − 4.6)+1.18  for 4.6 ≤ ML 
(5.2) 
Figure 5-1 compares the McCue (1980) and Greenhalgh et al. (1989) felt 
area to magnitude relationships for the cases with and without application 
of M – ML conversion. Following to the original assumption by McCue 
(1980), ML ≈ M was assumed for the McCue (1980).  
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Figure 5-1 Comparison of existing log(M0) – log(AF) relationships for Australia 
(M80: McCue, 1980; G89: Greenhalgh et al., 1989; G89E: AUS-E magnitude 
conversion by Allen et al. (2011) applied on Greenhalgh et al. (1989); G89WC: 
AUS-WC magnitude conversion by Allen et al. (2011) applied on Greenhalgh 
et al. (1989)) 
 
When no magnitude conversion was applied on the Greenhalgh et al. 
(1989) relationship, predicted M values between Greenhalgh et al. (1989) 
and McCue (1980) were about 0.20 M unit lower than those obtained by 
the McCue (1980) formula across 3.5 ≤ log(AF) ≤ 6.3 (30km ≤ RF ≤ 800km). 
The maximum difference of 0.28 M unit was observed for 5.2 ≤ log(AF) ≤ 
5.6 (220km ≤ RF ≤ 350km). 
When the subregional M – ML conversions for AUS-E and AUS-WC by 
Allen et al. (2011) were applied to the Greenhalgh et al. (1989) relationship, 
larger discrepancies in predicted M values were observed compared to 
McCue (1980). Although slightly higher predicted M values were 
observed for the Greenhalgh et al. (1989) when the AUS-E magnitude 
conversion was applied than those for AUS-WC magnitude conversion, 
the overall comparison showed that the average M discrepancy was about 
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0.45 M unit for 3.5 ≤ log(AF) and the largest difference in predicted M 
value was about 0.65 M unit.  
 
5.2.1.2. Data Collection 
Australian isoseismal area data were primarily retrieved from two data 
sources: 
• McCue (2002): This atlas of isoseismal maps comprises of 
earthquakes for the period January 1841 to December 2001. This is 
an updated compilation of Everingham et al. (1982) and Rynn et al. 
(1987).  
• Collins (2012): Intensity data points and isoseismal contour data for 
individual isoseismal maps from McCue (2002) were provided by 
Dr. Collins from Geoscience Australia. 
 
The following criteria have been applied for the earthquake data 
selection: 
• Earthquakes with available isoseismal contours enclosing 
isoseismal data points of MMI II or MMI III.  
• Earthquakes with instrumentally recorded magnitudes.  
 
Intensity data points and isoseismal contours for Australian 
earthquakes from Collins (2012) were modified to develop symmetrical 
isoseismal areas, and subsequently used without re-evaluation of the 
intensities from original sources. From the total dataset, isoseismal areas 
enclosed by MMI II or MMI III (AF) for 77 events were re-determined by 
interpolating or extrapolating isoseismal contours symmetrically. This 
accounts for the population bias associated with the absence of human 
settlements over large areas of Australia.  
Instrumental earthquakes for the period from 1913 to 2001 from those 
with available isoseismal AF data were preliminarily compiled. They were 
assigned with three magnitude quality classes, QA, QB and QC (Section 
4.4.1), depending on the type of magnitude scales used to estimate their 
preferred M.  
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Teleseismic magnitudes were obtained from NEIC and ISC. For most 
cases, differences in teleseismic magnitudes between NEIC and ISC were 
small (< 0.3 magnitude unit). However, on a few occasions, the magnitude 
differences were up to 1.0. In these cases, the average of the reported 
teleseismic magnitudes were used for conversion to M.  
 
5.2.1.3. Magnitude conversions 
Several studies highlighted the complex history of use of various 
magnitude scales for Australian earthquakes (e.g. Allen, 2010; Leonard, 
2008). Duration magnitude (MD) was primarily used to measure 
earthquake size in Australia until the 1990s, when local magnitude scales 
(ML) were developed for different regions (Leonard, 2008).  
Due to the sparse seismic network and different regional attenuation 
properties, Australian-specific ML formulae at larger distances (> 200km) 
deviate significantly with respect to the original Richter-defined 
magnitude (Richter, 1935; 1958) (Allen, 2010). For homogenisation of the 
earthquake catalogue, Allen (2010) proposed a regionally consistent M – 
ML conversion strategy by considering seismometer network operation 
period and distribution. However, this study did not perform any local 
magnitude conversion (e.g. M – ML conversion relationship). 
Events in the AUS catalogue were assigned quality factors as 
previously discussed (Section 4.1.1). QA events have M or M0 retrieved 
from Global CMT (2013), NEIC (2013) and specific studies (e.g. Allen et al., 
2006; Allen et al., 2007; Chung et al., 1992; Denham and Ellis, 1986; Fredrich 
et al., 1988; Mills and Fitch, 1977; Schulte and Mooney, 2005). QC events 
are associated with M uncertainty of 0.4 M or 1.0 M by Schulte and 
Mooney (2005). Preferred M values were directly taken from Schulte and 
Mooney (2005). 
Several magnitude conversion equations between mb and M have been 
developed globally (e.g. Scordilis, 2006), by seismotectonic setting (e.g. 
Johnston et al., 1994; Johnston, 1996a) or by specific region (Burbidge, 
2012) using ISC and NEIC data.  
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Scordilis (2006) developed a linear M – mb conversion relationship from 
a large number of global event dataset (39,784 events) for which 
teleseismic mb values were reported either from ISC and NEIC where: 
M = 0.85(±0.04)mb +1.03(±0.23)  (5.3) 
with  σ = 0. 29 (M unit), applicable 3.5 ≤ mb ≤ 6.2.  
Johnston et al. (1994) developed a quadratic M – mb conversion 
relationship from 71 global SCR events based on tectonic classification 
criteria by Kanter (1994) where: 
log(M 0 ) = 23.33−1.28mb + 0.26mb2  (5.4) 
Equation (5.4) was updated by Johnston (1996a) using 151 global SCR 
earthquakes for which a teleseismic mb is reported by ISC and NEIC for the 
period from 1925 to 1994: 
log(M 0 ) = 18.28 + 0.679mb + 0.077mb2  (5.5) 
with  σ ≈ 0. 30 (M unit), applicable to 3.5 ≤ mb ≤ 6.5. 
Burbidge (2012) found that existing mb to M conversion relationships were 
not necessarily appropriate for Australia. As a result, the Australian-
specific bi-linear relationship between mb and M was developed: 
M = 0.77mb + 0.81                              for 3.5 ≤ mb ≤ 5.1
M = 0.77mb + 0.69(mb − 5.1)+ 0.81   for 5.1< mb ≤ 6.5
 (5.6) 
In order to select an appropriate M – mb conversion relationship, a 
comparison of various M – mb conversions was made for Australian 
earthquakes with available M (Figure 5-2).  
There are significantly large differences in predicted M amongst the 
different magnitude conversions. These differences are larger for mb < 5.5 
than for mb ≥ 5.5. The Australian-specific M – mb conversion by Burbidge 
(2012) showed good agreement for mb ≥ 5.5.  
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Figure 5-2 Comparison of M – mb conversions for Australian earthquakes with 
available M or M0 
 
For evaluating candidate magnitude conversions, the root mean square 
(RMS) value was computed for each magnitude conversion using 20 
events with which have M measurements.  
The lowest RMS (= 0.27) was observed for the Johnston et al. (1994) and 
then the Johnston (1996a) (RMS = 0.28), Burbidge (2012) (RMS = 0.29) and 
finally Scordilis (2006) (RMS = 0.36) in ascending order.  
This study adapted the Johnston et al. (1994) conversion, not only 
because of its lowest RMS with observed M data, but the calculated M 
generally lies between the global averages of Scordilis (2006) and the 
region-specific magnitude conversion of Burbidge (2012). 
Magnitude conversions and crude assumptions on magnitude 
conversions may lead to significant impact on log(M0) – log(AF) 
relationship. Further discussion of the distribution and history of seismic 
recording stations and a comparison of distance corrected Australian-
specific local magnitudes with respect to Richter magnitude (Richter, 1958) 
for M – ML conversions are provided in Burbidge (2012). Burbidge (2012) 
states that the use of preferred M rather than homogenising the 
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earthquake catalogue to a uniform magnitude scale (e.g. M) is a major 
limitation in regional seismic hazard analyses. Yadav et al. (2009) also 
observed similar problem for India, stating that magnitude conversion 
relationships between different types of magnitude for specific 
seismotectonic regions may deviate significantly from those derived from 
the global averages (e.g. Scordilis, 2006) due to average dynamic source 
properties. 
 
A worked example  
To better illustrate the AF data processing scheme in use, Figure 5-3 shows 
a worked example on how isoseismal contours for the 1968 M 6.6 
Meckering earthquake by McCue (2002) was used to estimate felt areas.  
Once the isoseismal AF was estimated, isoseismal quality factor was 
assigned following to isoseismal uncertainty assignment scheme as 
described in Section 4.4.1. 
 
 
Figure 5-3 Isoseismal map of 14 October 1968 M 6.6 Meckering earthquake. 
Red lines correspond to isoseismal contours enclosing the felt areas for MMI 
VI, V, IV and III by McCue (2002) and black lines for re-determined isoseismal 
contours for the estimation of felt areas by this study. 
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Based on the availability and distribution of intensity data points, 
isoseismal quality factor for the 1968 M 6.6 Meckering earthquake (Figure 
5-3) was assigned with ‘Fine’. This isoseismal quality factor leads to MEF 
1.2 in terms of a quantitative isoseismal contour uncertainty using 
equation (4.7) and equation (4.8). This MEF value assigned to the 1968 
Meckering earthquake is consistent with that of Johnston (1996b).  
Following to Johnston et al. (1994), the log(M0) uncertainty was assigned 
with MEF 1.3 which corresponds to magnitude uncertainty of 0.1 M unit 
and magnitude quality class of QA. The overall inspection on the 
Australian isoseismal maps showed that isoseismals of MMI II were 
seldom available due to sparseness of population distribution (low 
population density per unit geographic area) in Australia. 
 
5.2.1.4. log(M0) – log(AF) regression analyses 
Following to the preliminary data inspection and MEF uncertainty 
assignments on both log(M0) and log(AF) data, the generic log(M0) – log(AF) 
regression framework from Section 4.4 was applied.  
Figure 5-4 shows the distribution of earthquakes with respect to focal 
depth, magnitude, style-of-faulting and geographic locations. Earthquake 
mechanisms above 0 – 20km depth were predominantly thrust and 
oblique strike-slip. This is consistent with the contemporary compressive 
stress regime (e.g. Clark et al., 2014; Johnston et al., 1994). Most events 
occur at depths less than 20km.  
Considering the regional attenuation difference between east and west 
(e.g. Clark et al., 2014), three log(M0) – log(AF) regression relationships were 
considered in this study: all of Australia, AUS-E and AUS-WC. Australia 
was divided into two domains on the basis of a broad seimotectonic 
classification of Clark et al. (2012).  
The isoseismal AF data for the eastern Australia included events in New 
South Wales (NSW), Queensland (QLD), southern Australia (SA), Tasmin 
(TAS) and Victoria (VIC). 
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 Figure 5-4 Distribution of earthquakes with respect to focal depth, magnitude, 
style-of-faulting and location. 
 
 
In AUS-WC, isoseismal AF data include events from western Australia 
(WA) and Northern territory (NT). Offshore events (OFF) were included 
the appropriate onshore region by geographic proximity (Figure 5-4).  
Earthquakes occurred in southwestern Australia were commonly 
associated with very shallow earthquakes (< 5km) while focal depth of the 
south and southeastern Australian earthquakes ranges from 4km to 17km 
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deep (Leonard, 2008). In southwestern Australia, three major surface-
rupture faulting events were occurred: the 1968 M 6.6 Meckering, the 1970 
M 5.5 Calingiri, and the 1979 M 6.1 Cadoux. Additional surface-rupture 
associated events and fault characteristics in Australia are summarised by 
Clark et al. (2014). 
The predominant focal depth for the all Australian earthquakes ranges 
from about 8km to 18km (Leonard, 2008). Considering that typical focal 
depth ranges between 0-10km and 20-35km in SCRs (Klose and Seeber, 
2007), the large variation in focal depths between western and central 
Australia, and eastern and southwestern Australia are an important 
consideration in the development of a log(M0) – log(AF) relationship for the 
whole of Australia.  
The preliminarily AF dataset comprises of 41 WC Australian and 54 
eastern Australian events. There are 21 QA events, 45 QB events with and 
30 QC events. From a total of 102 earthquakes, 68 events with magnitude 
quality QA and QB were used for the log(M0) – log(AF) regression analyses. 
An exterior (EXT) event, the 1977 M 8.3 Sunda Arc earthquake is an 
important event for Australia. This event is the largest instrumentally 
recorded event felt over western and central Australian SCR crust. Despite 
its significance for seismic wave attenuation to Australian crust, the Sunda 
Arc event was excluded due to the lack of earthquake data above M 6.6.  
Figure 5-5 shows the final F94 log(M0) – log(AF) regression and residual 
plots. Interpolation above log(AF) greater than 6.4 (RF > 860km) was 
avoided.  
The residual plots (Figure 5-5) identify no outlier event. The lowest AIC 
and BIC values were obtained for the Frankel (1994) model (F94), 
indicating that it provides the best fit for Australian AF data.  
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Figure 5-5 Final F94 log(M0) – log(AF) regression and residual analyses using 
subset QA and QB (top row) and using subset QA, QB and QC (bottom row) 
 
To investigate effect of including lower quality QC data, the F94 log(M0) 
– log(AF) regression was performed including additional 30 QC events. As 
the log(M0) – log(AF) distribution for QC events does not show significantly 
different log(AF) variance when compared to QA and QB, the inclusion of 
these earthquakes was expected to reduce the epistemic uncertainty over 
the same range of log(AF).  
The log(M0) – log(AF) regression curves show a little difference in 
predicted log(M0) values (Figure 5-5). Sparse data prevented meaningful 
regression of QA data alone. 
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The log(M0) – log(AF) regression derived using 68 events with QA and 
QB is given by: 
log(M 0 ) = 18.414(±1.202)+ 0.867(±0.272)log AF( )
                + 0.00142(±0.00043) AF
 (5.7) 
While the combined QA, QB and QC (95 events) is derived: 
log(M 0 ) = 19.037(±0.210)+ 0.169(±0.007)log2 AF( )  (5.8) 
The log(AF) range for both regressions is 3.8 ≤ log(AF) ≤ 6.4 (45 km ≤ RF ≤ 
890 km), respectively. t-test on the coefficient of  √AF term from equation 
(5.8) shows that the null hypothesis of the coefficient is zero against the 
alternative that it is different from zero was not rejected at 5% significance 
level.  
Sibol et al. (1987) state that linear models using log2(AF) performed 
slightly better than those using log(AF). This study also confirmed this 
conclusion, hence the final log(M0) – log(AF) regression for the combined 
QA+QB+QC dataset was repeated using log2(AF). 
Comparison of residual Q-Q plots between the QA+QB dataset, and 
QA+QB+QC dataset is shown in Figure 5-6.  
−3 −2 −1 0 1 2 3−
3
−2
−1
0
1
2
3
Theoretical Quantiles
Sa
m
ple
 Q
ua
nt
ile
s
F94 (QA + QB)
3
4
5
6
7
8
WA
QLD
SA
TAS
NSW
NT
VIC
OFF
EXT
AUS−entire
AUS−WC
AUS−E
This SCR
J96
3 4 5 6 7
20
21
22
23
24
25
26
27
28
29
M
Log (AF )
Lo
g 
(M
0 )
− −2 −1 0 1 2 3−
3
−2
−1
0
1
2
3
Theoretical Quantiles
Sa
m
ple
 Q
ua
nt
ile
s
F94 (QA + QB + QC)
3
4
5
6
7
8
WA
QLD
SA
TAS
NSW
NT
VIC
OFF
EXT
AUS−entire
AUS−WC
AUS−E
This SCR
J96
3 4 5 6 7
20
21
22
23
24
25
26
27
28
29
M
Log (AF )
Lo
g 
(M
0 )
 
Figure 5-6 Comparison of residual Q-Q plots between QA + QB, and QA + QB + 
QC datasets 
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Figure 5-7 Comparison of regression and prediction uncertainties between the 
QA + QB, and the QA + QB + QC datasets. Dark gray and light gray areas indicate 
± 1σ  regression and prediction uncertainties 
 
Figure 5-8 shows the comparison of sub-regional log(M0) – log(AF) 
regression curves for AUS-WC, and AUS-E using QA+QB dataset. For 
AUS-WC, a linear log(M0) – log(AF) regression is derived from 37 events as: 
log(M 0 ) = 19.512(±0.345)+ 0.157(±0.010)log2 AF( )  (5.9) 
and for AUS-E using 31 events: 
log(M 0 ) = 21.629(±0.187)+ 0.00413(±0.00058) AF  (5.10) 
Equation (5.9) is valid for 3.9 ≤ log(AF) ≤ 6.4 and equation (5.10) for 3.8 ≤ 
log(AF) ≤ 5.7. 
Different empirical functional forms were used for both sub-regional 
log(M0) – log(AF) regressions, because one of two regression coefficients k1 
and k2 from Frankel (1994) model were found to be statistically significant 
at 5% significance level. 
Due to the relatively narrow magnitude range, it is difficult to draw 
firm conclusions about the regional differences. Figure 5-8 shows that 
there is no significant difference between western and eastern Australia 
over the range of 3.8 ≤ log(AF) ≤ 5.7. 
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Figure 5-8 Regional log(M0) – log(AF) regression curves for AUS-WC, AUS-E,  
and the whole of AUS. 
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Figure 5-9 Comparison of isoseismal AF relationships of Greenhalgh et al. 
(1989) and this study developed for the entire Australia 
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In order to re-evaluate the existing felt area to magnitude conversions, 
the ML – log(RF) model of Greenhalgh et al. (1989) was compared with the 
log(M0) – log(AF) relationship developed in this study. To make direct 
comparisons between two independently developed felt area to 
magnitude relationships, magnitude conversion from ML to M was 
applied on Greenhalgh et al. (1989) using the Allen et al. (2011) and M to 
log(M0) using the Hanks and Kanamori (1979).  
Figure 5-9 shows good agreement between log(M0) – log(AF) models of 
the Greenhalgh et al. (1989) and this study. Possible minor discrepancies 
between Greenhalgh et al. (1989) and this study was attributed to the 
bilinear M – ML functional form by Allen et al. (2011). 
Comparing the sub-regional log(M0) – log(AF) regression curves shows 
no significant regional difference between western and eastern Australia 
have been observed, at least for log(AF) range from 3.8 to 5.7 (Figure 5-8). 
The Australian log(M0) – log(AF) model (equation 5.7) developed from the 
combined dataset (QA+QB) was finally selected. The primary source of 
uncertainty for equation 5.7 is attributed to the M – mb magnitude 
conversion particularly for lower magnitudes (mb < 5.5). 
 
5.2.2. Central and Eastern North America 
5.2.2.1. Comparison of existing M – log(AF) relationships  
Numerous felt area to magnitude conversion relationships have been 
developed for central and eastern North America (CENA) (e.g. Nuttli and 
Zollweg, 1974; Nuttli et al., 1979; Sibol et al., 1987; Street and Turcotte, 
1977; Hanks and Johnston, 1992; Frankel, 1994; Johnston et al., 1994; 
Johnston, 1996b). A summary of global felt area to magnitude conversion 
relationships is provided in Section 3.4.  
Among numerous felt area to magnitude conversions, most recent 
conversion relationship was developed by CEUS-SSC (2012) as a part of a 
Senior Seismic Hazard Analysis Committee (SSHAC) Level 3 assessment 
process. CEUS-SSC (2012) used the modified Frankel (1994) functional 
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form to derive the conversion relationship between M and ln(AF) from a 
carefully compiled earthquake catalogue containing both AF and reported 
M. Although a similar functional basis to the Frankel (1994) was used by 
CEUS-SSC (2012), it is not clear to infer how many and which events were 
used to derive the M – ln(AF) conversion.  
In this section, a log(M0) – log(AF) conversion relationship was 
independently developed using the Johnston (1996b) regression 
framework as explained in Section 4.4. The newly developed log(M0) – 
log(AF) conversion relationship is compared with the CEUS-SSC (2012). 
 
5.2.2.2. Data collection 
The following earthquake databases were provided retrieved to collect 
isoseismal AF for the CENA:  
• Johnston et al. (1994)  
• Johnston (1996b)  
• Sykes et al. (2008) 
• Selected published studies (e.g. Bilich et al., 1998; Chandler, 1995; 
Olson and Frohlich, 1992; Pennington et al., 1986) 
Johnston et al. (1994) compiled isoseismal AF data and the 
corresponding preferred M for historical and instrumental earthquakes for 
the period 1568 to 1990. Johnston (1996b) extracted high quality 
instrumental earthquake data from the Johnston et al. (1994) database and 
extended the catalogue period from 1990 to 1994. This database was the 
primary source of isoseismal AF data and the corresponding preferred 
log(M0) for the current  study. 
To help overcome the incompleteness of small to moderate magnitude 
events (M < 5), further events were retrieved from Sykes et al. (2008) and 
other relevant studies (e.g. Bilich et al., 1998; Chandler, 1995).  
Sykes et al. (2008) compiled both historical and instrumental 
earthquakes for New York City and the Philadelphia area in the eastern 
United States. Most isoseismal AF data were taken from prior studies 
Chapter 5. Reassessment of Felt Area to Magnitude Relations for SCRs 
 224 
including Street and Turcotte (1977), Nuttli and Zollweg (1974) and 
Bollinger et al. (1979). The corresponding magnitudes were given in mbLg 
(Lg wave at ~ 1Hz) following the methodology of Nuttli (1973). For mbLg < 
2.5, Sykes et al. (2008) observed a rapid decrease in felt area and also found 
it difficult to measure the Lg phase near 1Hz with limited stations.  
To convert mbLg to M for events from the Sykes et al. (2008) catalogue, 
two magnitude conversion relationships were used. For those events mbLg ≥ 
3.5, values were directly converted to log(M0) using the Johnston (1996a) 
relationship: 
log(M 0 ) = 17.76 + 0.360mbLg + 0.140mbLg2  (5.11) 
The magnitude range of applicability for Johnston (1996a) is 3.5 ≤ mbLg ≤ 
6.5 and the prediction uncertainty for a single mbLg value is given as 0.23-
0.26 M unit. Hence, magnitude quality QB (i.e. MEF = 2.8) was assigned for 
events with 3.5 ≤ mbLg.  
For events mbLg < 3.5, M was calculated by subtracting 0.15 magnitude 
units from mbLg with the assumption of equality between ML and M. Sykes 
et al. (2008) observed nearly one to one correlation between ML+0.15 and 
mbLg across 2 ≤ mbLg ≤ 6.5. Since greater uncertainties are associated with 
events mbLg < 3.5, magnitude quality QC (i.e. MEF = 4) was assigned.  
The quality factors for isoseismals were assigned based on isoseismal 
maps and distribution of intensity data points (e.g. Johnston et al., 1994; 
Nuttli and Zollweg, 1974). Isoseismal quality factors for those isoseismal 
AF data determined from Sykes et al. (2008) were assigned with ‘Fine’.  
The same set of magnitude conversion and isoseismal quality 
assignment rules was applied to events collected from other published 
studies (e.g. Bilich et al., 1998; Chandler, 1995).  
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A worked example 
A few worked examples of isoseismal AF were presented. The M 4.5 25th 
September 1998 Pymatuning event was occurred at 19:52 UTC near the 
border between central United States and eastern Canada.  
The magnitude of this event was recorded by many regional and 
international agencies including NEIC (2013), Global CMT (2013) and ISC 
(2013) in terms of moment magnitude. The maximum intensity at 
meizoseismal area was MMI VI (MMI-31) and information on earthquake 
damages and felt descriptions were collected traditionally using postal 
questionnaires, emails, press reports, phone and interviews (Dewey and 
Hopper, 1998). Dewey and Hopper (1998) estimated the felt area for this 
event as about 200,000 km2. In this study, isoseismal contours were re-
produced using 394 intensity data points collected from Dewey and 
Hopper (1998). 
Figure 5-10 shows the isoseismal map for 1998 Pymatuning event. The 
corresponding isoseismal areas enclosed by MMI II, MMI IV and MMI V 
were estimated as 216,000 km2 for AII, 63,000 km2 for AIV, 6,000 km2 for AV 
and 720 km2 for AVI. The difference in estimated isoseismal AII between 
Dewey and Hopper (1998) and this study was negligible. Moment 
magnitude of M 4.5 was taken from Global CMT (2012). Isoseismal quality 
factor for this event was assigned as ‘Good’ and magnitude quality was 
assigned with QA (MEF = 1.6). 
Figure 5-11 shows the isoseismal map for mN 3.3 24th April 1988 New 
Brunswick earthquake in northeastern Canada. To obtain isoseismal AF, 
isoseismal map was produced from intensity data points (Bent, 2012). 
Although this event was occurred close to offshore, at least two third of 
the isoseismal contour was captured accurately. 
Therefore, isoseismal contour quality of ‘Good’ was assigned. The 
seismic moment of this event was taken from Boatwright (1994) who 
determined the eastern Canadian earthquakes from 1980 to 1990 using 
waveform inversion method. The magnitude uncertainty of this event was 
assigned with MEF 2. 
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Figure 5-10 Isoseismal map for M 4.5 25th September 1998 Pymatuning 
earthquake. 
 
 
Figure 5-11 Isoseismal map for mN 3.6 24th April 1988 New Brunswick 
earthquake in northeastern Canada 
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DYFI (“Did You Feel It?”) database 
With the increasing use of automated intensity assignment and 
community internet intensity since late 1990s (e.g. Dangler and Dewey, 
1998; Wald et al., 1999), only a limited isoseismal AF data are available for 
earthquakes whose intensities were reviewed and assigned (Musson, 2002; 
Musson, 2008).  
Comparison between available isoseismal maps and maps of 
earthquake effect from the DYFI archives were undertaken by CEUS-SSC 
(2012). Since the automated DYFI process assumes the same intensity over 
an entire zip code, maps of the earthquake effects from DYFI archives 
show large discrepancies compared to traditional isoseismal maps (CEUS-
SSC, 2012). These discrepancies are attributed to the lack of reported 
responses, anomalously reported intensities from the DYFI archives, or 
non-uniform zipcode areas. For these reasons, isoseismal maps 
determined by community decimal intensities (Wald et al., 1999) from the 
DYFI archives were not used in this study, unless the intensity data points 
were reviewed and assigned in a traditional manner. 
 
5.2.2.3. log(M0) – log(AF) regression analyses 
A catalogue of 112 events was compiled for preliminary log(M0) – log(AF) 
regression analyses. The catalogue contrains comprises 59 QA, 28 QB and 
25 QC events.  
Figure 5-12 shows the distribution of CENA earthquakes with respect 
to focal depth, magnitude, style-of-faulting and location. Newly included 
events in addition to these used to develop the global SCR log(M0) – 
log(AF) regression in Section 4.4.3, are shown in Figure 5-12.  
For the preliminary log (M0) – log(AF) regression analyses, three sets of 
grouped data were considered by varying magnitude quality factors: the 
QA only (59 events), QA+QB (78 events) and QA+QB+QC (83 events). Also, 
to limit the influence from small magnitude events on the log (M0) – 
log(AF) regression (e.g. CEUS-SSC, 2012; Sykes et al., 2008), log(AF) data 
below 3.9 (i.e. log(RF) ≈ 50km) were excluded. 
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Figure 5-12 Distribution of earthquakes with respect to focal depth, magnitude, 
style-of-faulting (left) and locations (right) 
 
The final log(M0) – log(AF) regression for QA is: 
log(M 0 ) = 21.85(±0.103)+ 0.0022(±0.0002) AF  (5.12) 
where log(AF) term is omitted from the original Frankel (1994) functional 
form since t-test on the log(AF) coefficient appears to be statistically not 
different to zero at 5% significance level. The range of applicability is 4.1 ≤ 
log(AF) ≤ 6.7 (60km ≤ RF ≤ 1300km). 
The QA+QB is: 
log(M 0 ) = 18.780(±1.133)+ 0.663(±0.252)log(AF )
                + 0.00128(±0.00039) AF
 (5.13) 
and QA+QB+QC is: 
log(M 0 ) = 18.127(±1.052)+ 0.804(±0.234)log(AF )
                + 0.00110(±0.00036) AF
 (5.14) 
The ranges of applicability for both equation (5.13) and (5.14) is 3.9 ≤ 
log(AF) ≤ 6.7. 
Figure 5-13 shows the comparisons of three sets of log(M0) – log(AF) 
regressions with the corresponding residual plots.  
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Figure 5-13 Comparison of three sets of log(M0) – log(AF) regression analyses 
for the QA, QA+QB and QA+QB+QC datasets 
 
The standard deviation of residuals (σres) increases with increasing the 
sample sizes (Figure 5-13). Although the regression derived from QA 
shows the smallest dispersion of residuals, the regression curve shows a 
non-physical behaviour as reaching towards the lower limit of log(AF).  
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Figure 5-14 Comparison of residual Q-Q plots between the QA+QB and 
QA+QB+QC datasets 
 
This behaviour is attributed to the incompleteness of log(AF) data and 
therefore this regression is not favoured over other forms (e.g. Johnston, 
1996b). All Q-Q plots for these regressions show close fit to theoretical 
normal distribution (Figure 5-14). In all cases, the upper tail of residual 
data shows a poorer fit due to poorly-constrained datasets.  
Figure 5-15 shows a comparison of the final CENA log(M0) – log(AF) 
regression (equation 5.13) with Johnston (1996b), CEUS-SSC (2012) and the 
global average SCR model (derived in Section 4.4.3). 
Predicted log(M0) values from the final CENA log(M0) – log(AF) 
regression are lower for 5 ≤ log(AF) ≤ 6.7 (up to 0.5 M difference at large 
felt area) but higher for 3.9 ≤ log(AF) < 5 compared to the global average 
SCR model. The final CENA regression curve shows a good agreement 
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with that of CEUS-SSC (2012). Comparing regression curves for the 
QA+QB and QA+QB+QC datasets shows negligible difference (average 
difference of 0.02 M unit). However, the QA dataset shows significant 
difference in predicted log(M0) values. The largest discrepancies between 
the QA and QA+QB+QC datasets were about 0.6 log(M0) unit (0.4 M unit) at 
the lower log(AF) limit and about 0.8 log(M0) unit (0.6 M unit) at the upper 
log(AF) limit.  
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Figure 5-15 Comparison of the final CENA log(M0) – log(AF) regression curves 
derived from each dataset against the regression of Johnston (1996b) and 
CEUS-SSC (2012). 
 
To investigate the effect of large magnitude events on the log(M0) – 
log(AF) regression fit, the largest instrumentally recorded event, the 1929 
M 7.25 Grand Banks earthquake which occurred offshore was excluded 
from existing QA+QB dataset. When the regression was performed 
omitting this event, a marginal reduction in predicted log(M0) for log(AF) < 
5 (i.e. RF < 180 km) was observed and the curve fit was virtually identical 
to the CEUS-SSC (2012) model. 
The ±1σ regression and prediction uncertainties for log(M0) – log(AF) 
regressions over the central range of log(AF) are about 0.04 M and 0.36 M 
units, respectively (Figure 5-16).  
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Figure 5-16 Regression and prediction uncertainties for the global SCR, 
Johnston (1996b) and CEUS-SSC (2012) models. Dark gray and light gray areas 
indicate ± 1σ  regression and ± 1σ  prediction uncertainties 
 
Rapid exponential increases in regression uncertainties are observed 
with increasing log(AF) values near the upper limit of log(AF). The larger 
uncertainties with increasing log(AF) are attributed to the paucity of large 
magnitude events.  
From the comparison of all log(M0) – log(AF) regressions, derived from 
the QA, QA+QB and QA+QB+QC datasets, that the regression using QA+QB, 
based on the original Frankel (1994) functional form is preferred. This is 
selected as the log(M0) – log(AF) regression to represent for CENA. 
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5.2.3. Korean Peninsula 
5.2.3.1. Comparison of existing M – log(AF) relationships 
There have been studies on the relationships between felt area and 
magnitude for the Korean peninsula. Following a preliminary study by 
Jun et al. (1997), Jun and Jeon (2001) developed a simple linear relationship 
between log(AF) and magnitude using 13 events in and around the Korean 
peninsula for the period from 1905 to 1942: 
M = −2.55 +1.49 log(AF )  (5.15) 
where M is magnitude derived from Tsuboi (1954). The range of 
applicability is 3.6 ≤ log(AF) ≤ 5.6. However, it is unclear how isoseismal AF 
data were obtained. In addition, the intensity level used to define AF is not 
given. 
Park et al. (2002) derived a M – log(AF) conversion from 31 earthquakes 
for the period from 1978 to 2001 from KMA (2001). Since KMA (2001) 
originally published felt localities and reported felt intensities in terms of 
JMA scale (1949), Park et al. (2002) estimated felt areas from elliptical areas 
enclosed by JMA I intensities. The M – log(AF) conversion is given by: 
M = −2.21+1.27 log(AF )  (5.16) 
where AF is the total felt area enclosed by JMA I and M is Tsuboi 
magnitude. The range of applicability is 4.2 ≤ log(AF) ≤ 5.8. 
Yun and Jeon (2010) combined the datasets of Jun and Jeon (2001) and 
Park et al. (2002) to develop a M – log(AF) relationship. It is important to 
note, however, that post-2000 events felt areas using intensity data points, 
is the combination of traditionally and instrumentally assigned intensities.  
For earthquakes prior to 1999, AF data were compiled from Jun and Jeon 
(2001) and Park et al. (2002). These studies calculated symmetric felt areas 
using traditionally assigned intensities. By assuming JMA I ≈ MMI II, Yun 
and Jeon (2010) converted felt areas of JMA I by Park et al. (2002) to MMI 
III by calibrating the differential felt areas based on simulated site-specific 
ground motions (Yun et al., 2009).  
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For post-1999 earthquakes, the felt areas for MMI III were obtained 
using the FAS method (e.g. Sokolov and Wald, 2002) (see Section 3.3). 
Circular isoseismal felt areas are obtained using the mean epicentral 
distances corresponding to FAS MMI III. 
The M – log(AIII) conversion by Yun and Jeon (2010) is: 
M = 3.2 + 0.014e(log(AIII )/1.021)  (5.17) 
where AIII is the area enclosed by MMI III. The range of applicability is 2 ≤ 
log(AIII) ≤ 5.8.  
An alternative approach converting felt area to magnitude is to use 
intensity attenuation based models. However, the most commonly used 
intensity attenuation models for Korea are intensity-to-intensity 
attenuation models (e.g. Lee and Kim, 2002; Huong and Hong, 2013) such 
that they require additional conversion from the epicentral intensity (I0) to 
magnitude (e.g. Lee and Lee, 2003; Kim, 2012). This approach is considered 
a less satisfactory predictor of magnitude than the felt area to magnitude 
conversion. I0 is particularly sensitive to local near-surface geological 
conditions and generally associated with larger uncertainty than AF (e.g. 
Johnston 1996b, Sibol et al., 1987).  
For the purpose of comparing existing M – log(AF) relationships for 
Korea, Richter and Tsuboi magnitudes are assumed as M.  
Significant magnitude discrepancies are observed among the existing M 
– log(AF) conversions (Figure 5-17). The greatest magnitude difference, 
between Lee and Kim (2002) and Park et al. (2002) for the similar felt 
intensity level (i.e. MMI II ≈ JMA I), is greater than an order of two 
magnitude units.  
Predicted M values over the central data range between two most 
recent studies, Yun and Jeon (2010) and Huong and Hong (2013), differ by 
one intensity degree. For the current case of intensity attenuation based 
magnitude conversions (i.e. Lee and Kim, 2002; Huong and Hong, 2013), 
depending on how one defines the felt intensity as MMI II or MMI III 
leads to the magnitude difference of 0.5-0.6 unit. The large magnitude 
differences are due to 1) the choice of MMI II and MMI III to represent felt 
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intensity level, and 2) the accuracy of ML – I0 conversions for which felt 
area to magnitude conversion has been indirectly obtained using intensity 
attenuation based models. The absence of felt area data for moderate to 
large magnitude events also results in poor constraint of the relationships 
at their upper limits. 
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Figure 5-17 Comparison of (a) epicentral intensity to magnitude conversions 
and (b) felt area to magnitude relationships. (LEE02: Lee and Kim, 2002, 
HUO13: Huong and Hong, 2013, JUN01: Jun and Jeon, 2001, PARK02: Park et 
al., 2002, YUN10: Yun and Jeon, 2010, J96b: Johnston, 1996b) 
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In order to help overcome the lack of strong ground motion data in 
Korea, the Sino-Korean earthquakes from northeastern China have been 
often adapted for intensity attenuation and M – I0 conversion studies (e.g. 
Lee and Kim, 2002; Yun and Jeon, 2010; Kim, 2012). To investigate the 
reasons of large discrepancies in predicted M among these studies, a 
direct log(M0) – log(AF) conversion relationship was developed from 
uniformly processed isoseismal AF using a large number of intensity data 
points.  
The following section describes the data sources and methods used to 
develop for Korean earthquakes. 
 
5.2.3.2. Data Collection  
Instrumental earthquake recordings in Korea are divided broadly into two 
periods:  
• Early instrumental earthquake recordings from 1905 to 1978 (e.g. 
Lee et al., 2003). It should be noted that 1944 to 1962 was a 
seismological observation gap and earthquake monitoring was 
restarted in 1963 (Kim et al., 2006). 
• Modern instrumental earthquake recordings for post-1978; 
earthquakes from 1978 to 2011 were compiled by this study.  
The following sections describe collection and processing of isoseismal 
felt areas and the preferred M estimation procedure with respect to each 
instrumental earthquake recording period. 
 
Isoseismal AF data 
For each instrumental period, the isoseismal AF data collection process 
involved three steps: 
1. Collection of intensity data points 
Reported intensities or felt descriptions were obtained from 
governmental reports, local and national newspaper archives and 
specific filed investigation studies. 
For early instrumental earthquakes (1905 – 1978), the main sources 
were: 
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• Meteorological and seismological reports by national 
observatories: Meteorological Observatory of the 
Government General of Tyosen (1918-1934), Meteorological 
Observatory of the Government General of Tyosen (1936), 
The Government General of Tyosen (1939), Weather Bureau 
of Tyosen, (1935-1940). 
• National and local newspaper archives (e.g. Donga-ilbo, 
Jungwoe-ilbo, Maeil-shinbo, Shidae-ilbo): Korea Press 
Foundation (2009), National Institute of Korean History 
(2012) and NHN Corp. (2012)  
• Specific earthquake studies: Hayata (1940), Jun and Jeon 
(2001), Kim (1998), Lee (1984), Park (1969) and Shimazaki 
(1984) 
Meteorological and seismological reports for the period from 1925 
to 1942 provide a list of instrumentally recorded earthquakes in 
Korea. From these reports, Park (1969) summarised felt earthquakes 
for the period from 1905 to 1969, with a short felt description on the 
corresponding felt localities.  
For modern instrumental earthquakes (1978-2011), the main sources 
were: 
• Annual earthquake observation reports from 1978 to 2011: 
KMA (2001), KMA (2002), KMA (2003), KMA (2004), KMA 
(2005), KMA (2006), KMA (2007), KMA (2008), KMA (2009a) 
and KMA (2010). 
• Special studies: Lee (1984), Jo et al. (1997), Kim (1979), Kyung 
and Lee (1996), Kim and Lee (1998), Kyung and Lee (1998), 
Kyung et al. (2007), Choi (2009) and Choi and Shim (2009). 
• National and local newspapers archives (e.g. Chosun-ilbo, 
Chungcheong-ilbo, Daejeon-ilo, Donga-ilbo, Kyunghyang-
shinmun, Maeilkyungjae-shinmun, Yeongnam-ilbo): Korea 
Press Foundation (2009), NHN Corp. (2012)  
The Omori (1900) and JMA (1949) scales (e.g. Davison, 1921; 
Ishibashi, 2004; Kawasumi, 1951) were primarily used to assign 
intensities for earthquakes during the early instrumental period 
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(1905-1978) and the JMA (1949) scale was used by KMA until 
2000 (KMA, 2001). The MMI (1931) scale was only limitedly 
adopted in a limited fashion by special studies (e.g. Lee, 1984; 
Kim, 1998). However since 2000 MMI (1931) has become the 
primary macroseismic intensity scale used in Korea. 
 
2. Re-evaluation of felt localities and manual intensity assignment  
Intensity data points are re-evaluated using the original felt 
descriptions. For the 1936 Ssanggyesa and 1978 Hongsong 
earthquakes, the JMA (1949) scale was used for intensity 
assignment at each felt locality. For reported intensities where no 
felt reports were available, intensity conversion from JMA (1949) to 
MMI (1931) were performed. Following to intensity conversions by 
Trifunac and Brady (1975) and Lee (1984), the JMA (1949) intensities 
0, I, II, III, IV and V were converted to MMI I, III, IV, V, VI and VIII, 
respectively. Similar intensity conversions between JMA (1949) and 
MMI (1931) are presented by Ishibashi (2004). The JMA (1949) scale 
is unusual in having not felt intensity level as zero degree, whilst 
most other intensity scales including MMI and MSK, represent 
intensity I as not felt (Musson, 2010). For those felt localities with 
felt description, intensities were re-assigned from the original 
description based on MMI (1931) scale. 
For modern instrumental earthquakes (1978 – 2011), intensity data 
points were primarily collected from the annual KMA reports. 
These reports provide brief damage reports without providing 
detailed damage description, or intensity assignment procedures 
and the number of responses. Detailed field investigation studies 
(e.g. Kyung and Lee, 1998; Kyung et al., 2007) are available for a few 
major earthquakes (e.g. 13th December 1996 Yeongweol, 25th June 
1997 Gyeongju and 20th January 2007 Odesan earthquakes). 
 
3. Construction of isoseismal contours and estimation of isoseismal AF 
data.  
Isoseismal contours were constructed by assuming symmetric felt 
areas. AF data were obtained from the areas enclosed by isoseismal 
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contour lines corresponding to MMI II or MMI III. The degree of 
isoseismal smoothing employed is considered adequate for the 
purpose of felt area studies (e.g. Musson, 2002) 
Information on earthquake source parameters (e.g. focal mechanism and 
hypocentral depth) was obtained from special earthquake studies (e.g. 
Choi, 2009; Kyung et al., 2007; Shimazaki, 1984). 
 
Sino-Korean earthquake data 
To overcome the lack of instrumentally recorded moderate to large 
magnitude earthquakes in the Korean peninsula, the earthquake search 
area was expanded to include Sino-Korean craton; a region of similar 
seismotectonic character (Table 5-1). 
Sino-Korean earthquakes were selected based on availability of both 
high-quality macroseismic and instrumental data (Table 5-1). 
This study collected felt localities either from isoseismal maps or primary 
felt description. However, a number of felt reports from Gu (1983a) and 
Compilation Group of China Seismic Intensity Zoning Map (SSB) (1979) 
were not used, as location uncertainties due to change in administrative 
division or place names. Figure 5-18 and Figure 5-19 shows the isoseismals 
for the four selected Sino-Korean earthquakes. 
 
Table 5-1 List of Sino-Korean earthquakes used for the development of felt 
area-to-magnitude conversion 
Lat Lon Log(M0) Log(AF) Event  
(YYYY-
MMDD) Degree 
MQ M 
dyne⋅cm MEF km2 MEF 
CH-1966-0307 37.40 114.96 B0.3 5.69 24.62 2.5 5.95 1.2 
CH-1967-0327 38.51 116.61 B0.3 5.43 24.24 2.5 5.35 1.6 
CH-1975-0204 40.67 122.65 A0.2 6.95 26.48 2.0 6.61 1.1 
CH-1976-0727 39.60 117.89 A0.2 7.59 27.44 1.6 6.58 1.1 
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Figure 5-18 Smoothed isoseismal maps for the 1966 M 5.7 Longyao earthquake 
(top) and 1967 M 5.4 Hejian earthquake (bottom). 
 
 
Chapter 5. Reassessment of Felt Area to Magnitude Relations for SCRs 
 241 
 
Figure 5-19 Smoothed isoseismal maps for the 1975 M 7.0 Haicheng earthquake 
(top) and 1976 M 7.6 Tangshan earthquake (bottom). 
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Assignment of preferred M and their associated uncertainties 
Earthquake magnitudes were retrieved from the following sources: 
• Herrmann (2012): provides moment tensor solutions for 
earthquakes in and around the Korean peninsula since 1996.  
• ISC (2013), ISC EHB (2009), NEIC (2013) and Global CMT (2013): 
earthquakes were retrieved for the period from 1st January 1973 to 
1st September 2012 within the rectangular area of which earthquake 
hypocentres were located from 177 E° to 133 E° and 32 N° to 42 N°. 
• Regional seismological agencies: KMA (2009), KIGAM (2012) and 
NIED (2012) publish ML or M. Hypocentral depths are officially 
published by KIGAM (2012) whereas KMA (2009) does not publish 
any focal depth information. 
• Global SCR earthquake databases by Johnston et al. (1994) and 
Johnston (1996b): provide isoseismal AF data, preferred M and focal 
mechanisms were provided. 
• Special studies on earthquake source parameters and focal 
mechanisms: Jun and Kulhánek (1991), Jun and Jeon (2001), Kim 
(2007), Kyung et al. (2007), Park et al. (2007), Choi (2009), Choi and 
Shim (2009) and Shin (2009). 
The majority of preferred M or M0 values were obtained from Saint 
Louis University moment tensor solutions (Herrmann, 2012), Global CMT 
(2013) and NEID (2012). When more than two M or M0 values from 
different data sources were available for the same event, the averaged M 
and associated magnitude uncertainty of MEF 1.6 were assigned. The MEF 
uncertainty of an event with a single M or M0 value (e.g. M0 estimated from 
special studies) was 1.8.  
For early instrumental earthquakes between 1905 and 1942, magnitudes 
were taken from Jun and Jeon (2001). Events with local magnitudes were 
converted to the preferred M using conversion described in the following 
section. 
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A worked example 
3rd July 1936 Ssanggyesa earthquake 
The Ssanggyesa event occurred at 21:02:17 (UTC) on 3rd July 1936 near the 
Ssanggyesa temple on the southern part of the Mt. Jiri (Hayata, 1940; 
KAERI, 1982; Kim, 1998; KMA, 2001). No human casualties were reported 
except one injured person. This event caused landslides, three fully 
collapsed and ten partially damaged structures, and toppling of the top 
layered stone over the 2.5 m high monument (Kim, 1998). This event was 
instrumentally recorded at five seismic stations in Korea and six stations 
in Japan. Jun and Jeon (2001) determined magnitude of this event as MKMA 
5.0 using Tsuboi (1954) formula. From the first motions from synthetic 
seismograms, Shimazaki (1984) estimated the focal mechanism of this 
event to be a reverse faulting. Hayata (1940) carried out observational 
studies for the first time on this event and the corresponding isoseismal 
map was created from intensity data points using JMA (1949) intensity 
scale. Since the isoseismal map by Hayata (1940) encompasses over the 
onshore area, a new isoseismal map was determined to take into 
consideration of offshore area by assuming a symmetrical felt area. 
For the construction of new isoseismal map, intensity data points were 
retrieved from various sources including special studies and local 
newspaper archives (e.g. Lee, 1984; NHN Corp., 2012). The maximum 
intensity of this event was originally assigned to JMA IV–V (Hayata, 1940) 
which was then converted to MMI VII–VIII in this study. Lee (1984) and 
Lee and Kim (2002) interpreted JMA IV–V to MMI VIII, whilst KAERI 
(1982) recommended JMA IV–V to MMI VII. 
Figure 5-20 compares isoseismal maps of Hayata (1940) and this study. 
Both intensity data points and isoseismal map were originally collected 
and recorded by Hayata (1940), and subsequently summarised by Lee 
(1984) and Kim (1998).  
For the 1936 Ssanggyesa earthquake, earthquake damage areas were 
concentrated over a relatively small area near Ssanggyesa temple.  
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Figure 5-20 Comparison of isoseismal maps between Hayata (1940) (modified 
after Hayata, 1940) (top) and this study (bottom) for the 1936 Ssanggyesa 
earthquake 
 
During the earthquake, the top component of a five-story stone pagoda 
in the temple was tipped over and fell down, both ceiling and wall of the 
temple office was fallen down, large rocks and trees were fallen down due 
to landslide near Ssanggyesa temple, and several cracks were observed 
along the main road between Hwagae-myeon and Ssanggyesa temple (e.g. 
Lee, 1984; Kim, 1998).  
Since the isoseismal map of Hayata (1940) includes only inland felt 
areas, isoseismal maps were reproduced in this study to account for inland 
Tsushima 
Jeju 
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as well as offshore areas. As can be seen from the original isoseismal map 
of Hayata (1940), only western part of Tsushima islands was marked as 
JMA I rather than the entire Tsushima islands. This study included the 
entire islands as to account for sparse human settlement in the Mt. Ontake 
on the eastern part of Tsushima. 
The isoseismal qualitative factor was assigned with ‘Good’ (MEF 1.3). 
Since MKMA ≈ M is assumed, preferred M for this event is taken as M 4.8 
with associated magnitude uncertainty of MEF 4. 
 
5.2.3.3. Magnitude conversions  
Preferred M derived from ML 
Korea has a complex history of monitoring instrumental earthquakes. ML 
is calculated differently by Korea Meteorological Administration (KMA) 
and Korea Institute of Geoscience and Mineral Resources (KIGAM), 
therefore care should be taken when converted to M. Hereafter ML 
published by KMA is MKMA and MKIGAM for KIGAM.  
Instrumental earthquake monitoring was started by KMA in 1978 (e.g. Kim 
and Park, 2005; Kyung et al., 2009). KMA adopted Tsuboi (1951, 1954) 
formula to determine earthquake magnitude:  
MKMA = log10 (A)+1.73log10 (D)− 0.83  (5.18) 
where A is the displacement amplitude calculated from two maximum 
horizontal components (measured in micron⋅m) of the N-S (AN-S) and E-W 
(AE-W) components (i.e. A = √(AN-S2 + AE-W2)). D is the epicentral distance 
(measured in km). This formula was originally adopted by JMA to 
measure shallow crustal earthquakes (depth less than 60km) in and 
around Japan (Katsumata, 1996). Since 1999 KMA have used only the 
vertical component (AZ) (i.e. A = √(2AZ2)).  
KIGAM began earthquake monitoring in the southern part of South 
Korea in the mid-1990s. The KIGAM network has been gradually 
expanded through collaboration with other seismic monitoring networks 
(e.g. universities and nuclear safety). KIGAM adopted a magnitude 
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formula developed by JMA (Kim and Park, 2005; Park, 2002), for velocity-
type sensors, given by: 
MKIGAM = log10 (AZ )+1.64 log10 (D)+ c  (5.19) 
where c is a constant ranging from 0.22 to 0.44, depending on the seismic 
instrument. A fixed value of c = -0.28 has been by KIGAM since 1999 (Park, 
2002).  
Kim and Park (2005) derived a new ML formula by including station 
and distance correction terms to the original definition of local magnitude 
by Richter (1935, 1958). The newly adjusted ML is virtually identical to 
MKIGAM, while MKMA was smaller by 0.36 magnitude unit over 2 ≤ MKMA ≤ 4.  
Hong et al. (2000) derived a regionally adjusted ML formula for 
southeastern Korea. This shows faster attenuation of Wood-Anderson 
peak amplitudes than that of Kim and Park (2005), particularly at the 
hypocentral distances greater than 150 km. This indicates that the ML 
formula by Hong et al. (2000) is not adequate for determining ML over the 
entire Korean peninsula. 
Choi et al. (2004) developed the M – MKMA and M – MKIGAM conversion 
relationships for the southern part of the Korean peninsula where: 
M = 1.92 − 0.04MKMA + 0.13MKMA2  (5.20) 
M = 0.49 + 0.67MKIGAM + 0.04MKIGAM 2  (5.21) 
The magnitude range of applicability is 1.7  ≤ MKMA  ≤ 5 for equation 
(5.20) and 2.2  ≤ MKIGAM  ≤ 5.1 for equation (5.21). Choi et al. (2004) found 
similar magnitude differences between calculated M and MKMA (-0.06 M 
unit) and between calculated M and MKIGAM (0.13 M unit) while the standard 
deviation for MKMA (0.27 M unit) was almost twice larger than that of MKIGAM 
(0.15 M unit), suggesting a stronger correlation of MKIGAM with M rather 
than MKMA.  
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Since existing magnitude conversions (e.g. Choi et al., 2004; Kim and 
Park, 2005) were developed for the southern part of the Korean peninsula 
using limited events the relatively short instrumental record, further work 
using all available instrumental records for the future revision of M – 
MKIGAM and M – MKMA conversions is required to account for the effects of 
orthogonal regression (e.g. Casterllaro et al., 2006; Lolli and Gasperini, 
2012). The absence of robust M – ML conversion is one of the major issues 
for seismic hazard analyses in Korea.  
In this study, the M – MKMA and M – MKIGAM conversion relationships were 
derived using a subset of the earthquake catalogue between 1905 and 2012 
for which M measurements were determined using moment tensor 
inversion or spectral waveform modelling for the period. 
From a total of 39 earthquakes with collected M measurements, 36 
earthquakes for the period 1996-2012 and 38 earthquakes for the period 
1992-2012 were used for deriving the M – MKIGAM and M – MKMA conversion 
relationships, respectively.  
The M – MKMA regression is: 
M = 0.575(±0.266)+ 0.849(±0.069)MKMA  
σM|M KMA = 0.21,  R2 = 0.81 
(5.22) 
Note that the 1992 Yellow Sea event (Event ID: KO-1992-0122) was 
excluded from the regression to limit the influence of incomplete 
earthquake data at the upper limit of the regression line (Figure 5-21). The 
magnitude range of applicability is 3.2 ≤ MKMA ≤ 5.2. 
The M – MKIGAM conversion relationship is given by: 
M = 0.974(±0.010)MKIGAM  
σM|M KIGAM = 0.23,  R2 = 0.79  
(5.23) 
The intercept term in equation (5.23) was neglected as t-test shows that 
it is not significantly different from zero at 5% significance level. The range 
of applicability is 3.2 ≤ MKIGAM ≤ 5.  
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Figure 5-21 Comparison of M – MKMA and M – MKIGAM conversion relationships 
between Choi et al. (2004) and this study 
 
Figure 5-21 compares the new M – MKMA and M – MKIGAM conversion 
equations for the Korean peninsula with those of Choi et al. (2004). Linear 
regression fits for M – MKMA and M – MKIGAM conversions show reasonably 
good agreement with the one-to-one line, hence regressions are not 
repeated with the higher degree polynomials (e.g. Grünthal et al., 2009; 
Johnston, 1996a).  
Predicted M values for the new M – MKIGAM conversion between this 
study and Choi et al. (2004) are very similar, while predicted M values for 
the M – MKMA conversion tend to be slightly higher than those developed 
by Choi et al. (2004). 
Using equation (5.22) and equation (5.23), 17 earthquakes with MKMA or 
MKIGAM were converted to preferred M values and the associated magnitude 
uncertainties were assigned MEF 4 corresponding to the magnitude 
uncertainty of 0.4 M unit. 
 
Preferred M derived from mb 
For the present study, 13 earthquakes with mb ranging from 3.6 to 5.3 and 
M determined either from spectral waveform modelling were compiled 
from ISC or NEIC.  
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Figure 5-22 Comparison of M – mb conversion relationships derived from 
global earthquakes on the Korean earthquake data 
 
Figure 5-22 shows the comparison of global M – mb conversion 
relationships on observed Korean dataset. Observed instrumental 
earthquake dataset was retrieved from the QA dataset. 
This study calculated the RMS for each global M – mb conversion 
relationship for 13 Korean earthquakes. The lowest RMS value of 0.20 was 
obtained for the Johnston (1996a), with 0.21 for the Johnston et al. (1994) 
and 0.40 for the Scordilis (2006). The mb values for 10 events were 
converted to preferred M using the Johnston (1996a) relationship. 
For two Sino-Korean earthquakes, teleseismic mb were converted to 
preferred M using the Scordilis (2006) conversion relationship. The 
difference in calculated M values between Scordilis (2006) and Johnston 
(1996a) was less than 0.1 M unit. 
Although it is difficult to draw firm conclusions from the small number 
of M measurements, the Johnston (1996a) M – mb conversion derived from 
SCR earthquakes shows the best agreement with M measurements that 
were collected from this study. 
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5.2.3.4. log(M0) – log(AF) regression analyses 
Regression analysis was performed for log(M0) – log(AF) using a combined 
dataset of Korean and Sino-Korean earthquakes. This dataset consists of 26 
QA events, 12 QB events and 17 QC events.  
Figure 5-23 shows the distribution of Korean and Sino-Korean 
earthquakes with respect to focal depth, magnitude, style-of-faulting and 
geographic locations. Similar to other stable continental regions, Korean 
earthquakes were concentrated in the shallow crust (5 and 15km) and 
compressive faulting mechanism is the dominant style-of-faulting.  
 
Figure 5-23 Distribution of Korean and Sino-Korean earthquakes with respect 
to focal depth, magnitude, style-of-faulting. 
 
Due to the sparseness of moderate-to-large earthquake data, four events 
(6 < M) from Sino-Korean craton were added to the final dataset (Figure 5-
24).  
Using the Frankel (1994) functional form, log(M0) – log(AF) regression 
was performed on both combined Korean and Sino-Korean earthquake 
datasets and the Korean earthquake dataset only. 
The final log(M0) – log(AF) regression is: 
log(M 0 ) = 15.853(±1.318)+1.255(±0.289)log AF( )
                + 0.00154(±0.00040) AF
 (5.24) 
where 3.7 ≤ log(AF) ≤ 6.6 (40km ≤ RF ≤ 1130km).  
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Figure 5-24 Results on the log(M0) – log(AF) regression and residual analyses for 
the Korean dataset and the combined dataset. 
 
Regression of log(M0) on log(AF) for the Korean dataset showed that the 
this term was not significantly different to zero (p-value = 0.69) and hence, 
the final regression was performed without this term. The final regression 
for 51 Korean events is: 
log(M 0 ) = 20.730(±0.192)+ 0.0053(±0.0005) AF  (5.25) 
where 4.1 ≤ log(AF) ≤ 5.7 (60km ≤ RF ≤ 400km).  
Figure 5-24 shows log(M0) – log(AF) regression and residual plots for the 
Korean and combined datasets. The residuals from both datasets do not 
show any systematic trend, given the scatter in both datasets. Q-Q plots 
for both Korean and the combined datasets follow theoretical normal lines 
fairly closely, with minor deviation at the lower limits (Figure 5-25).  
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Figure 5-25 Q-Q plot of residuals to log(M0) – log(AF) regression from the 
QA+QB+QC dataset 
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Figure 5-26 Comparison of log(M0) – log(AF) regressions on the Korean and 
combined datasets against other conversion relationships (LEE02: Lee and Kim, 
2002, HUO13: Huong and Hong, 2013, JUN01: Jun and Jeon, 2001, PARK02: 
Park et al., 2002, J96b: Johnston, 1996b) 
 
Comparing the new log(M0) – log(AF) relationships with existing log(M0) 
– log(AF) relationships shows little difference across the log(AF) range of 
applicability (Figure 5-26). However, when the regression analysis on the 
Korean dataset is extrapolated above the upper limit of log(AF), the 
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predicted log(M0) shows significantly higher prediction than the combined 
dataset. The addition of the few Sino-Korean events provides better 
constraint on the upper limit of log(AF) compared to the extrapolated from 
the Korean dataset only. 
Both the Lee and Kim (2003) and Huong and Hong (2013) models show 
significantly higher predictions for log(M0) than the observed log(M0) over 
nearly the entire applicable range of log(AF). This is attributed to the 
influence of the ML – I0 conversion Also, the intensity attenuation model of 
Lee and Kim (2003) is based on Grandori (1987) method, originally 
developed to reflect the attenuation of higher intensity decay (e.g. MMI 
VIII, IX and X) over relatively small source-to-site distances (e.g. generally 
less than 50 – 60 km) for large magnitude events. The Huong and Hong 
(2013) model is nearly identical, except for adopting the mean felt radius 
of I0 and the ML – I0 conversion proposed by Kim (2012). Neither intensity 
attenuation based models is suitable for felt area – magnitude conversions. 
On the other hand, Park et al. (2002) show reasonably good agreement 
over the central range of log(AF) with this study as well providing the 
lower limit of log(M0) prediction to the overall observed dataset.  
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Figure 5-27 Regression and prediction uncertainties for the Korean and 
combined datasets. Dark gray and light gray areas indicate ± 1σ  regression and 
± 1σ  prediction uncertainties 
 
The ±1σ regression and prediction uncertainties over the central range 
of log(AF) were about 0.06 M and 0.37 M units, respectively and the 
uncertainties were comparable between the Korean and combined 
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datasets (Figure 5-27). Rapid exponential increases in regression 
uncertainties are observed with increasing log(AF) values towards the 
upper limit of log(AF) due to lack of data.  
Based on the overall performance the log(M0) – log(AF) regression from 
the combined dataset is preferred. 
 
5.2.4. United Kingdom 
5.2.4.1. Comparison of existing M – log(AF) relationships 
The first effort in the UK to derive a correlation between magnitude and 
macroseismic felt area was that of Principia Mechanica Ltd. (1982) 
(Musson, 1993). Using 11 earthquakes for the period 1903 – 1975, surface-
wave magnitude (MS) was correlated with felt areas of MSK III: 
MS = 1.00 log(AIII )− 0.356  (5.26) 
where 3.9 ≤ MS ≤ 5.6. 
The first ML – log(AIII) conversion was developed by Musson (1987): 
ML = 1.55 log(AIII )− 2.53  (5.27) 
Subsequently, Musson (1993) updated this using 50 earthquakes for the 
period 1903 – 1992: 
ML = 1.03log(AIII )− 0.19  (5.28) 
where 2.3 ≤ ML ≤ 6.1. An interpolation of isoseismal areas between MSK II 
and MSK IV (i.e. an average of two isoseismal areas) was used for 10 
events to increase the dataset. This resulted a slight reduction of residual 
variance.  
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Figure 5-28 Comparison of existing UK ML – log(AIII) relationships 
 
The ML – log(AIII) conversion of Musson (1993) shows significantly lower 
prediction of log(M0) for the range of log(AIII) above 4.5 than that of 
Musson (1987) whereas significantly higher log(M0) prediction is observed 
for the log(AIII) range below 4.5 (Figure 5-28).  
Musson (1993) is used to estimate magnitude for historical earthquakes 
in the UK historical earthquake catalogue (Musson, 1994). No further 
studies have been carried out on the correlation of ML and log(AIII) in UK 
during the last decade. 
 
5.2.4.2. Data Collection  
Isoseismal AF and magnitude data 
A comprehensive UK isoseismal AF and magnitude data has been 
assembled from two primary sources: Musson (1994) and Musson (2012, 
personal communication).  
Musson (1994) provides earthquake magnitude and isoseismal AF data 
for earthquakes that have been occurred between the period 684 and 1993. 
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Of all instrumental earthquakes for the period from 1903 to 1969, 38 events 
with macroseismic status code a or b have been retrieved from the UK 
earthquake catalogue of Musson (1994) without re-evaluation of intensities 
from original data sources: the macroseismic status code a was assigned 
for earthquakes whose macroseismic data have been fully revised by the 
British Geological Survey (BGS), and b for partially revised macroseismic 
data (Musson, 1994).  
The UK macroseismic database provided by Musson (2012) includes 
macroseismic data of 53 instrumentally recorded earthquakes for the 
period from 1970 to 2009. Among 53 earthquakes, Musson (2012) provides 
M values determined using spectral analysis for 34 earthquakes. This 
study assumed magnitude uncertainty of MEF 2.0 for those events with 
spectrally measured M values. The remaining 19 events have been 
provided with only local magnitude (ML), as calculated by the BGS. 
From above two data sources, a total of 91 events composed of M0 – AF 
data were assembled for analysing UK-specific log(M0) – log(AF) regression 
relations. 
 
5.2.4.3. Magnitude conversions  
Preferred M derived from ML 
To perform regression analyses of log(M0) on log(AF), various magnitude 
scales need to be harmonised into a uniform and consistent measure of 
earthquake size such as M or log(M0). A number of M – ML conversions 
derived from local and regional datasets have been preliminarily selected 
and compared against observed M from the UK-specific earthquakes. The 
most appropriate magnitude conversion is then selected based on RMS 
computation between predicted and observed M values. 
Table 5-3 lists preliminarily selected M – ML conversion relations for UK. 
Four M – ML conversion relations including Musson (2005), Edwards et al. 
(2008), Sargeant and Ottemöller (2009), and Ottemöller and Sargeant 
(2013) are derived from a database mainly composed of the UK-specific 
earthquakes while the Grünthal et al. (2009) derived a M – ML conversion 
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relation from 221 earthquakes occurred in central, northern and 
northwestern Europe. 
The conversion of Grünthal et al. (2009) is largely based on the earlier 
work of Grünthal and Wahlström (2003). Since no apparent systematic 
difference in predicted M values have been observed between Grünthal et 
al. (2009) and Grünthal and Wahlström (2003), the conversion of Grünthal 
and Wahlström (2003) is not considered for comparison in this study.  
A comparison of five M – ML conversion relations is shown in Figure 5-
29. The overall comparison shows that the variation of predicted M values 
among different M – ML conversions are relatively small below ML 4 while 
the M variation increase significantly as ML increases. 
When the extrapolation is applied beyond the upper magnitude range, 
recent UK-specific magnitude conversions of Edwards et al. (2009) and 
Sargeant and Ottemöller (2009) show significantly lower predictions of M 
than those of Musson (2005) and Grünthal et al. (2009). 
 
Table 5-2 Candidate M – ML conversion relations for the UK 
Studies Magnitude range of applicability 
No. of 
dataset 
used 
Data coverage for regions 
and periods RMS (1) 
Musson (2005) 2.2 ≤ ML ≤ 5.9 - UK and NW Europe/ Unspecified 0.34 
Edwards et al. 
(2008) 2.0 ≤ ML ≤ 4.7 273 
UK BGS data / 
1992 – 2006 0.18 
Sargeant and 
Ottemöller (2009) 2.5 ≤ ML ≤ 4.2 64 
UK BGS data / 
1981 – 2007 0.17 
Ottemöller and 
Sargeant (2013) 2.5 ≤ ML ≤ 4.2 49 
UK BGS data / 
1990 – 2012 0.18 
Grünthal et al. 
(2009) -0.8 ≤ ML ≤ 6.2 221 
Central, northern and 
northwestern Europe 
/1911 – 2004 
0.22 
(1) RMS: root mean square  
 
Since there are no instrumentally measured magnitudes on the UK 
territory above ML 5.4, it is difficult to make comparisons between 
different magnitude conversions.  
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Figure 5-29 Comparison of candidate M – ML conversion relations with M 
determined from spectral waveform modelling. Black dotted line indicates 1:1 
line between M and ML, and coloured dotted lines indicate extrapolation 
 
However, the conversion of Grünthal et al. (2009) is considered as being 
the most conservative and reliable conversion compared to other 
conversion relations particularly above ML 5.4. This is because the 
Grünthal et al. (2009) conversion has been derived from a relatively well-
studied, larger number of central, northern and northwestern European 
earthquake dataset over a wider range of magnitude (Table 5-2). 
The largest M discrepancy is observed between Edwards et al. (2008) 
and Musson (2005) conversion relations, reaching nearly one order of 
magnitude difference at ML 6.0. The reason for such large M difference is 
primarily due to the differences in magnitude range and period of 
earthquake datasets used to derive M – ML conversion relations: Most UK-
specific M – ML conversions including Edwards et al. (2008), Sargeant and 
Ottemöller (2009) and Ottemöller and Sargeant (2013) have been derived 
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from relatively small magnitudes (mostly less than ML 4.5) using post-
1980s or post-1990s earthquake data. 
Another important contributor that may lead to large M discrepancy is 
that a regression technique used for the derivation of magnitude 
conversion relation. The use of general orthogonal regression is superior 
or at least equal to commonly used ordinary least-square method because 
it can account for different uncertainties of the two regression variables. 
Castellaro et al. (2006) found that commonly used ordinary least-square 
regression may produce a bias up to 0.3 – 0.4 magnitude unit compared to 
that of orthogonal regression. Lolli and Gasperini (2012) found that chi-
square and weighted total least-squares regression techniques showed 
comparable results under the assumption that variance ratio between 
independent and dependent variables is known.  
Among all selected magnitude conversions, only Ottemöller and 
Sargeant (2013) and Grünthal et al. (2009) conversions were derived based 
on orthogonal or chi-square regression techniques whereas the other 
conversions were derived using ordinary least-squares technique. 
Although it is difficult to differentiate the effect of different regression 
techniques from M discrepancies, there is a tendency from Edwards et al. 
(2008) and Ottemöller and Sargeant (2013) conversions (Figure 5-29). 
Instead, different magnitude ranges and periods of earthquakes are 
considered to be the predominant factor that causes the large M 
differences (Table 5-2). 
To examine the disparity between observed and predicted M values, 
RMS error is computed for each individual candidate M – ML conversion. 
A total of 74 earthquakes with observed M (or M0) measurements have 
been assembled from Musson (2012) and Sargeant and Ottemöller (2009).  
Table 5-3 shows a list of RMS values computed for individual candidate 
magnitude conversions. The conversion of Sargeant and Ottemöller (2009) 
shows the lowest RMS value than those of other conversion relationships, 
indicating the best agreement with the observed M data followed by 
Ottemöller and Sargeant (2013), Edwards et al. (2008), Grünthal et al. (2009) 
and Musson (2005) in ascending order of RMS values. There are no 
apparent systematic differences in RMS values among the recent UK M – 
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ML conversions such as Edwards et al. (2008), Sargeant and Ottemöller 
(2009), and Ottemöller and Sargeant (2013). 
This result, however, may not be seen as a fair comparison since the 
dataset used to test all candidate magnitude conversions are mainly 
composed of small earthquakes (i.e. ML ≤ 4.2). This makes this result 
slightly bias to UK-specific conversions which are mainly derived from 
small magnitude events. When RMS values are computed for higher 
magnitude range 4.3 ≤ ML ≤ 5.4, the lowest RMS value of 0.12 is obtained 
from Ottemöller and Sargeant (2013) and Sargeant and Ottemöller (2009) 
(0.18), Grünthal et al. (2009) (0.24), Edwards et al. (2008) (0.25), and Musson 
(2005) (0.37) in ascending order. This clearly shows that orthogonally 
derived conversion of Ottemöller and Sargeant (2013) show good 
agreement over magnitude range between 2.3 ≤ ML < 5.4. 
Considering that magnitude for the majority of earthquakes (53 events 
out of 57 events) requiring M – ML conversion ranges between 2.3 ≤ ML < 
5.4, the conversion of Ottemöller and Sargeant (2013) is applied for 53 
events and the Grünthal et al. (2009) conversion is applied for four events 
with ML greater than 5.4. Magnitude uncertainty of MEF 4 has been 
consistently assigned for those earthquakes with M – ML conversion. 
 
5.2.4.4. log(M0) – log(AF) regression analyses 
The final UK dataset assembled for log(M0) – log(AF) regression analyses is 
composed of 34 QA events, 1 QB event with and 53 QC events.  
Figure 5-30 demonstrates a distribution of earthquakes by focal depth, 
style-of-faulting and the location of epicentre. According to location 
certainty estimated by Musson (1994), 60 per cent of the total UK dataset 
are associated with location errors between 5 – 15 km, and 9 per cent are 
associated with location errors of 30 km.  
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Figure 5-30 Distribution of UK earthquake dataset with respect to focal depth, 
magnitude, style-of-faulting and the location of epicentre. 51 events out of 91 
events have instrumentally recorded depths. 
 
Although the location certainty for the remaining 31% of all events are 
not accurately known, epicentre locations for the majority of remaining 
events are considered being reasonably well-constrained as most 
earthquakes have occurred after the period 1994 when the UK seismic 
monitoring network became much improved (Musson, 2007; Musson, 
2013).  
The depth distribution of 51 events (57% of all UK dataset) ranges from 
2km to 23km and the mean depth is at about 10km. The largest magnitude 
event in the UK dataset is that of ML 5.4 19th July 1984 Lleyn peninsula 
event at a depth of 20km. Similar depth distribution pattern was observed 
by Edwards et al. (2008) from 273 UK earthquakes for the period from 1992 
to 2006. 
From the analysis of the UK seismicity catalogue (Musson, 1994), Main 
et al. (1999) found that the largest magnitude events (ML > 5.2) are 
associated with relatively deep depths in the range 13 – 26km. Typical 
fault dimensions in the UK are considered as being an order of 1 – 2km 
length and no surface rupturing event has been reported either in the 
historical or instrumental records (Baptie et al., 2005; Main et al., 1999).  
The distribution of magnitude shows an apparent lack of moderate-to-
higher magnitude earthquakes above M 5 and most earthquakes are 
clustered in the magnitude range between 2 ≤ M ≤ 4.  
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Preliminary inspection of log(M0) – log(AF) data pairs shows an 
apparent offset of log(M0) values between subset QA and subset QC over 
the entire log(AF) range. To compare two log(M0) – log(AF) regression 
curves derived from the subset QA only and the all UK dataset (QA + QB + 
QC), the regression was performed on each individual datasets. 
The regression for QA is: 
log(M 0 ) = 20.048(±0.085)+ 0.0049(±0.0005) AF  (5.29) 
where the log(AF) range of applicability is 2.9 ≤ log(AF) ≤ 5.8 (15km ≤ RF ≤ 
450km). The log(AF) term is omitted in equation (5.28) because coefficient 
of the log(AF) term in the original Frankel (1994) function form is found, by 
t-test, to be not significantly different to zero at 5% significance level. 
The equation for QA + QB + QC is: 
log(M 0 ) = 18.523(±0.584)+ 0.502(±0.166)log AF( )
                + 0.0030(±0.0007) AF
 (5.30) 
where the log(AF) range of applicability is 2.8 ≤ log(AF) ≤ 6.2 (15km ≤ RF ≤ 
710km). From the Chauvenet’s outlier criterion, one offshore event is 
identified as an outlier: 17th February 1927 Channel Islands event (i.e. 
event ID: UK-1927-0217). The 1927 Channel Islands event was felt along 
Falmouth to Worthing, Sussex and also felt slightly in London and 
Newbury in the north. To the south, this event was felt in France from 
Lisieux in the east to the Lorient in the southwest (Musson, 1994). 
Historically, this area has been associated with a number of moderate 
magnitude events above M 5.0 (Musson and Sargeant, 2007). 
The intensity distribution and isoseismal map for 1927 Channel Islands 
event are shown in Figure 5-31. 
Ambraseys (1985) determined a magnitude of MS 4.6 and a 
macroseismic depth of 21km for 1927 Channel Islands event.  
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Figure 5-31 Distribution of intensities and isoseismal map for 17th February 
1927 Channel Islands event. A white star indicates the location of epicentre 
(modified from Ambraseys, 1985) 
 
For an independent evaluation of preferred M determined from M – ML 
conversion of Ottemöller and Sargeant (2013), an alternative M – MS 
conversion of Scordilis (2006) was used to compute preferred M. 
The comparison of preferred M values obtained from two different 
magnitude conversions shows comparable result (magnitude difference of 
0.04 M unit). Anomalously smaller felt area given its magnitude suggests 
that the 1927 Channel Islands event attenuate more rapidly than other UK 
earthquakes. This high attenuation could be attributable to regional effect 
(low anelastic attenuation) or low stress drop.  
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Figure 3-32 Regression of log(M0) on log(AF) using Frankel (1994) functional 
form (F94) and the corresponding residual plot 
 
Similar macroseismic observation of anomalously small felt area was also 
evident from the ML 4.3 2007 Folkestone earthquake, which occurred at 
about 295 km northeast of Channel Islands (Sargeant et al., 2009; 
Ottemöller and Sargeant, 2010) 
Figure 5-32 compares log(M0) – log(AF) regression and residual plots 
obtained for the subset QA and the all UK dataset. The subset QA shows 
consistently lower prediction of 0.43 M unit on average (i.e. 0.65 log(M0) 
unit) over the same range of log(AF) than those of subset QC. This is also 
apparent from slightly larger standard deviation of residuals (σres) 
obtained by the all the UK dataset. Typical σres values obtained from each 
SCR range between 0.5 ≤ σres ≤ 0.6. Johnston (1996b) obtained similar 
standard deviation of residuals (i.e. σres = 0.584) from the global SCR 
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dataset that composed of felt areas enclosed by MMI II. It is, however, 
unclear whether this lower prediction over the central range of log(AF) 
caused by the regression curve due to the sparseness of large magnitude 
data or the genuine nature of high-quality UK dataset. This will be of areas 
for future research. 
These significantly variations in M between two datasets seem to be 
partially related with the installation period of the UK seismic network. 
Since the advent of modern UK seismic monitoring network in 1970, 
instrumentally recorded ML for post-1970 are generally understood to have 
a magnitude uncertainty of about ±0.1 – 0.25 ML unit whereas the 
magnitude uncertainty may be much greater for those events recorded in 
early instrumental period (pre-1970) with fewer stations (Musson, 1994; 
Musson, 1996).  
Figure 5-33 shows a plot of residuals as a function of time. The local 
polynomial regression (LOESS) curve was fitted on residuals. There is a 
strong dependence of residuals with time. Residuals for the period before 
1970 show systematically larger residual variation than those after 1970. 
The misfit trend of log(M0) on time was consistently higher by about 0.5 
log(M0) unit, which exhibit a flatter trend for pre-1970 residuals. This trend 
began to decrease from the year 1970 and continued decreasing to 2009. 
Possible explanation for residual variation with time may be 
attributable to changes in ML determination between pre-1970 and post-
1970 events by the expansion and improvement of seismic recording 
stations throughout the UK. Earthquake monitoring in the UK between 
1900 and 1969 was carried out using low-gain analogue instruments of the 
Milne – Shaw or similar types, by independent seismological observatories 
such as universities or professional observatories (Musson, 2013).  
The LOWNET, a network of short-period vertical component 
seismometers, started operation in 1970 from Scotland and gradually 
expanded to England and Wales in 1976 (Musson, 2007). The LOWNET 
network was used to monitor local earthquakes in the early 1970s, and the 
entire BGS seismic monitoring network was used since the late 1980s. 
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Figure 5-33 Plot of residuals of log(M0) – log(AF) regression as a function of 
time 
 
For spectral waveform modelling, even if an earthquake is well 
constrained from a dense local seismic network, poorly constrained near-
surface attenuation parameter (κ) at each seismic station (Anderson and 
Hough, 1984) as well as the corner frequency measurement, introduce 
greater uncertainty to the estimates of M (Aki and Richards, 1980).  
Sargeant and Ottemöller (2009) observed large magnitude difference by 
up to 0.9 magnitude unit between ML and M, and the magnitude 
difference increases with increasing ML. Despite of the several factors 
including the variability of earthquake source parameters, the distance 
correction used in the ML determination (Hutton and Boore, 1987) 
particularly from low-gain seismic networks that were previously in 
operation in the UK. 
For testing the normality of residual distribution, Q-Q plots are 
obtained from residuals of two datasets used in the log(M0) – log(AF) 
regression analyses.  
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Figure 5-34 Comparison of Q-Q plots for QA and QA+QB+QC datasets 
 
Figure 5-34 compares Q-Q plots of residual for the subset QA and all 
UK datasets (QA+QB+QC). The overall Q-Q plots show good agreement 
between sample and theoretical quantiles, indicating that residuals follow 
reasonably well with a theoretical normal distribution.  
Figure 5-35 shows a comparison of log(M0) – log(AF) regression curves. 
A total of 19 events with the original seismic moments determined from 
northwestern European dataset were extracted from Grünthal and 
Wahlström (2003) and plotted together with the all UK dataset. 
It is clearly apparent that there is good agreement in the original M – 
log(AF) data between UK and northwestern Europe. Similar conclusions 
were drawn by Marrow (1992) and Grünthal and Wahlström (2003), 
suggesting that ML determinations for the same earthquakes by different 
national agencies in northwestern Europe is very consistent. 
There is however the exception of MLDG (i.e. local magnitude determined 
from the national French seismic network), which tends to give about 0.2 
magnitude unit higher than those ML determined from the rest of national 
agencies in northwestern Europe (Musson, 2005). 
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Figure 5-35 Comparison of log(M0) – log(AF) regression curves overlaid on the 
UK and central, north and northwestern European datasets. Central, north and 
northwestern European dataset is obtained from Grünthal and Wahlström 
(2003) 
 
For the purposes of comparison, intensity attenuation-based models of 
Musson (2005) and Musson (2013) are converted to the forms of log(M0) – 
log(AIII) or log(M0) – log(AII) using the Hanks and Kanamori (1979) relation 
between M and log(M0). The M – ML conversion of Grünthal et al. (2009) 
was used to convert ML from Musson (2005) to M.  
The comparison of log(M0) – log(AF) regression curves derived from the 
subset QA and all UK dataset show considerably different predictions. As 
expected from the sparseness of subset QA, the entire log(M0) – log(AF) 
regression fit is strongly influenced by a few higher log(AF) values above 5, 
resulting significantly lower prediction of log(M0) than those predicted by 
the all dataset. The model of Musson (2005) shows the highest prediction 
of log(M0) among all regression curves while the UK log(M0) – log(AF) 
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regression by the subset QA shows the lowest prediction. The log(M0) – 
log(AF) regression curve derived form all UK dataset show slightly lower 
prediction of log(M0) values over the range between 3.6 ≤ log(AF) ≤ 5.5 than 
those of Johnston (1996).  
The UK log(M0) – log(AF) regression is compared with existing ML – 
log(AF) relationships developed by Musson (1993, 1996). Two scenarios are 
considered to observe the effect of using different M – ML conversions; 
Musson (2005) and Grünthal and Wahlström (2003). For 3 ≤ log(AF) ≤ 6, 
Grünthal and Wahlström (2003) conversion equation predicts up to 0.4 M 
higher than this study’s UK regression and Musson (2005) predicted up to 
0.6 M higher. This regression is valid for the range of 2.6 ≤ log(AF) ≤ 6.1. 
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Figure 5-36 Comparison of regression and prediction uncertainties between 
subset QA and QA+QB+QC datasets. Dark gray and light gray areas indicate 
± 1σ  regression and prediction uncertainties 
 
Figure 5-36 shows a comparison of regression and prediction 
uncertainties for the subset QA and the all UK dataset. For the middle 
range of data, ±1σ regression and prediction uncertainties for single 
log(AF) observation are ±0.06–0.07 M units and ~±0.53 M units, 
respectively. This prediction uncertainty using QA+QB+QC dataset is the 
greatest among SCRs. This uncertainty is attributed to inter-event 
variability on log(AF) and the epistemic uncertainty on ML resulting in a 
large residual variance. 
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5.3. Conversions from other macroseismic intensities 
5.3.1. Epicentral intensity  
An epicentral intensity (I0) is often interchangeably used with the 
maximum observed intensity or maximum reported intensity, which is 
obtained by taking the highest intensity level observed at the closest 
epicentral distance from the earthquake source (Musson and Jiménez, 
2008).  
As summarised in Section 2.8.4, numerous studies have discussed 
several weaknesses of using epicentral intensity as a parameter for 
estimating the size of an earthquake due to its strong dependence on focal 
depth and local site effects (e.g. Pasolini et al., 2008; Sibol et al., 1987). In 
addition to the depth and local site effects, subjectivity in assigning 
intensities by analysts and heterogeneity in macroseismic practice by 
different geographic regions (i.e. mainly due to different construction 
types) contribute to the large data scatter when deriving an M – I0 relation 
(Grünthal and Wahlström, 2003).  
Despite these disadvantages, converting I0 to magnitude is an 
indispensable task for establishing a M-based earthquake catalogue for 
any seismic hazard assessments particularly when estimating the 
earthquake’s size for historical earthquakes (Grünthal et al., 2009; Johnston, 
1996b).  
 
5.3.1.1. Global SCR 
M – I0 conversion for global SCR was first developed by Johnston et al. 
(1994) and subsequently updated by Johnston (1996b). Based on 
examination of linear and quadratic regressions of log(M0) on I0, Johnston 
(1996b) concluded that the quadratic regression model was preferred over 
the linear model for his global SCR dataset although two curve fits were 
not significantly different.  
Grünthal and Wahlström (2003) derived a regression of ML on I0 and 
focal depth (h) for central Europe. The functional form of ML – I0 and h was 
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used by Kárník (1969), and which explicitly accounts for focal depth effect. 
The corresponding formula is given by: 
M = c1I0 + c2 log h( ) + c3  (5.31) 
where M is magnitude, I0 is epicentral intensity, h is focal depth and c1, c2 
and c3 are regression coefficients.  
Grünthal et al. (2009) suggest that a large M – I0 data scatter can be 
significantly reduced when a regression of M on I0 and h is performed 
separately on each local earthquake data compared to the case when a M – 
I0 regression is derived from all local earthquake data together.  
To account for inter-event variability between different SCR regions, the 
mixed effects model was applied on the Kárník (1969) formula as: 
Mij = c1 ijI0 + c2 log hij( ) + c3 + ξij +ηi  (5.32) 
where 𝜉𝑖𝑗 represents the fixed effect for the jth event from the ith geographic 
region. 𝜉𝑖𝑗 and 𝜂𝑖 are the intra-event and inter-event variations and errors 
are assumed to be independent and normally distributed with zero mean 
and variances of 𝜎2 and 𝜏2, respectively (Abrahamson and Youngs, 1992; 
Pinheiro and Bates, 2000). Therefore, the total standard error of the model 
is defined by the square root of a sum of variances (= √(𝜎2 + 𝜏2)). 
Cavallini and Rebez (1996) proposed a sigmoid functional form 
between magnitude and epicentral intensity. They concluded that a linear 
functional form is not adequate to represent the entire range of intensity 
degrees. As there is no significant difference between linear and sigmoid 
regressions for I0 range of interest (i.e. intermediate I0 range), the sigmoid 
functional form of Cavallini and Rebez (1996) is not considered in this 
study. Based on evaluation of ordered logistic regression of I0 on M, 
CEUS-SSC (2012) concluded that a linear model is appropriate for central 
and eastern United States, at least for I0 greater than MMI IV.  
Based on the global SCR dataset collected in Chapter 4, regression of M 
on I0 was performed using two functional forms: linear model without 
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depth and mixed effects models with depth term. The quadratic regression 
was performed but not presented here because coefficients were not 
significantly different to zero at 5% confidence level. 
From a total of 233 global SCR events (combined dataset of QA and QB), 
earthquakes were selected based on the following criteria: 1) earthquakes 
with a focal depth greater than or equal to 5km, 2) earthquakes occurred 
on land, and 3) earthquakes located within SCR tectonic domains were 
used for regression analyses. Epicentral intensity data for MMI III were 
removed from regression analysis due to data incompleteness. The M – I0 
regression was not performed using the subset QA only since  
As a result, 145 events were selected for the M – I0 regression. The focal 
depth ranges from 5 km to 45 km and the mean and median focal depths 
were 11.9 km and 10 km, respectively. The errors in focal depth are 
neglected for the corresponding regression analyses. The total weight on 
each individual observation was modified to the reciprocal of σMi  and 
constant weight on I0 was assumed (e.g. Grünthal et al., 2009; Johnston, 
1996b). 
The linear M – I0 regression is derived using global SCR dataset as 
follows: 
M = 0.865(±0.295)+ 0.627(±0.052)I0  (5.33) 
where the applicability of I0 ranges from MMI IV to MMI VIII~IX. The 
average ±1σ regression and prediction uncertainties over the given I0 range 
are 0.069 and 0.572, respectively.   
The equation for mixed effects model derived from the same global SCR 
dataset is given by: 
M = 0.502(±0.042)I0 + 0.574(±0.174)log10 (h)+ 0.892(±0.333)  (5.34) 
where intra- and inter-event errors of 𝜎 and 𝜏 are 0.369 and 0.438, 
respectively, and the total standard error of the model is 0.573.  
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Figure 5-37 Graphs showing M – I0 regression curves: (a) linear and mixed 
effects models (focal depths of 10km and 40km) derived for global SCR, (b) 
comparison between this study and other M – I0 models (see text for details) 
 
The M – I0 regression plots and the comparison of regression curves 
between this study and other local and regional M – I0 models are shown 
in Figure 5-37: CEUS SSC (2012) for central and eastern United States, 
Grünthal and Wahlström (2003) for central Europe and Johnston (1996b) 
for global average SCR. For mixed effect models, two default values of 
10km and 40km are assumed (Figure 5-37a).  
The comparison of linear and mixed effect regression models shows 
considerable difference in slopes; the linear model shows steeper slope 
than that of mixed effects model (h = 10km). The discrepancy the linear 
model implicitly assumes that there is no significant difference in type of 
construction and local site effects between different regions. On the 
contrary, mixed effects model accounts for regional variability that may be 
contributed from the combination of various factors such as type of 
construction and local site effects. 
Although the linear model yields marginally lower prediction 
uncertainty than that of mixed effects model, the linear model implicitly 
assumes that there are no significant difference in type of construction and 
local site effects between different regions. On the other hand, the mixed 
effects model accounts for regional variability that may be contributed 
from the combination of various factors such as type of construction and 
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local site effects. For M – I0 model, the inter-event errors dominate the total 
error (58 percent of total prediction uncertainty) than that of intra-event 
errors. 
As can be seen from Figure 5-37a, a large data scatter was observed at 
each intensity class mainly due to different macroseismic practice.   
The regression uncertainty is about 0.05 M units in the middle range (5 
≤ I0 ≤ 7) and gradually increases to about 0.2 M units and about 0.3 M unit 
towards lower and upper ends of intensity cut-off, respectively. For the 
same intensity ranges, the prediction uncertainty is about 0.6 M units 
which is 0.1 M units higher than those obtained by Johnston (1996b). In 
relation to the Johnston (1996b) log(M0) – I0 relationship, this study 
generally under-predicts below and over-predicts above the I0 threshold 8 
by about ±0.2 M units. It should be noted that the regression should be 
used with case at cut-off ranges (I0 < 4 and I0 > 8) and any extrapolation 
should be avoided. 
 
5.4. Conclusions 
This chapter has reassessed existing felt area to magnitude relationships 
and the new log(M0) – log(AF) relationships are derived using the Frankel 
(1994) model in four selected SCRs.  
For each of selected SCRs, earthquakes with available isoseismal 
contours enclosing isoseismal data points of MMI II or MMI III, and with 
instrumentally measured magnitudes are collected. Following to 
reassessment of existing magnitude conversions and regional felt area to 
magnitude relationships, different magnitude scales have been 
harmonised to the preferred M or M0. 
Table 5-4 summarises the local and regional relationships between felt 
area (or equivalent circular radius) and magnitude, and Table 5-5 lists 
various magnitude conversion relationships derived for selected SCRs. 
The new log(M0) – log(AF) relationships are then derived for selected SCRs 
using the Frankel (1994) functional model following to the regression 
framework of Johnston (1996b) described in Section 4.4. 
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Table 5-4 Existing magnitude conversion relationships in the selected SCRs 
Region ML/mbLg – M conversions 
Magnitude 
range 
Data Period/ 
regions Reference 
AUS (1) 
(E)  
M = 0.61ML +1.46,  ML ≤ 4.6 0.61ML + 0.41(ML − 4.6)+1.46,  4.6 < ML
⎧
⎨
⎩
⎫
⎬
⎭
 
ML < 5.6 
Not specified/ 
southeast 
Australia 
Allen et al. 
(2011) 
AUS (1) 
(WC) 
M = 0.66ML +1.18,  ML ≤ 4.6 0.66ML + 0.50(ML − 4.6)+1.18,  4.6 < ML
⎧
⎨
⎩
⎫
⎬
⎭
 
ML < 7 
Not specified/ 
central and 
western 
Australia 
Allen et al. 
(2011) 
CENA 
log(M 0 ) = 17.76 + 0.360mbLg + 0.140mbLg2
σ log(M0 )|mbLg = 0.33
 3.8 ≤ mbLg ≤ 6.7 
1925-1994/ 
central and 
eastern North 
America 
Johnston 
(1996a) 
M = 0.57(±0.27)+ 0.85(±0.07)ML ,KMA
σM|ML ,KMA = 0.21
 3.2 ≤ ML,KMA ≤ 
5.5 
1992-2012/ 
Korean 
peninsula 
This study 
KOR 
M = 0.27(±0.32)+ 0.91(±0.08)ML ,KMA
σM|ML ,KIGAM = 0.23
 3.2 ≤ ML,KIGAM ≤ 
5.1 
1996-2012/ 
Korean 
peninsula 
This study 
M = 0.26 + 0.91ML  2.2 ≤ ML ≤ 5.9 (approx.) 
Not specified Musson (2005) 
M = 0.58 + 0.71ML  2.0 ≤ ML ≤ 4.7 (approx.) 
1992-2006/UK Edwards et al. (2008) 
M = 0.70 + 0.70ML  2.7 ≤ ML ≤ 4.7  1984-2007/UK 
Sargeant 
and 
Ottemöller 
(2009) 
M = 0.23+ 0.85ML  2.5 ≤ ML ≤ 5.2 (approx.) 
1990-2012/UK 
Ottemöller 
and 
Sargeant 
(2013) 
M = 0.67(±0.11)+ 0.56(±0.08)ML
       + 0.046(±0.013)ML2
 -0.8 ≤ ML ≤ 6.2 
1911-1992/ 
central & NW 
Europe 
Grünthal 
and 
Wahlström 
(2003) 
UK 
 
M = 0.53+ 0.646ML + 0.0376ML2
σM|ML = 0.29 ∼ 0.34
 -0.8 ≤ ML ≤ 6.2 
(approx.) 
1911-1992/ 
central & NW 
Europe 
Grünthal et 
al. (2009) 
(1) AUS: ML – M relations developed by Allen et al. (2004) is valid for 
Southeastern Australia (Southeast Tasman).  
(2) Korea: For ML, KMA data used from 1992–2012. For ML, KIGAM data used from 
1996–2012. 
(3) Grünthal and Wahlström (2003) and Grünthal et al. (2009) conversions 
were derived using central, northern and northwestern European data. 
 
The major advantage of using the Johnston (1996b) framework is that it 
accounts for errors from both independent and dependent variables. The 
consideration of errors from independent variable is particularly 
important for log(M0) – log(AF) relations where area enclosed by a 
particular felt intensity level may significantly influenced by the quantity 
and distribution of intensity data points as well as the level of smoothing 
used by analysts for tracing isoseismals (Johnston, 1996b). 
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Table 5-5 Selected regional relationships between felt area or equivalent 
circular radius to regional magnitudes 
Region M – log(AF) (M – I0) conversions Applicable range  Data Period/ Regions Reference 
ML = 1.01ln(RF )+ 0.13  
30km ≤ RF ≤ 800km 
3.6 ≤ ML ≤ 7.0 
1941-1976 
/Australia 
McCue 
(1980) 
AUS 
ML = 0.35 log2(RF )+ 0.63log(RF )+1.87
σML |log(RF ) = 0.42
 1km ≤ RF ≤ 900km 
1.3 ≤ ML ≤ 7.2 
1919-1982 
/Australia 
Greenhalg
h et al. 
(1989) (2) 
mbLg = 3.25 − 0.25 log(AF )+ 0.098 log2(AF )
σmbLg |log(AF ) = 0.23
 
log(AF) < 6 
1925-1974/ 
Central and 
eastern north 
America 
Nuttli et al. 
(1979) 
mbLg = 2.48 + 0.0769 log2(AF )
σmbLg |log(AF ) = 0.44
 2.4 ≤ log(AF) ≤ 6.4 
1924-1985/ 
Central and 
eastern north 
America 
Sibol et al. 
(1987) 
mbLg = 2.16 + 0.0219I02 + 0.0596 log2(AF )
σmbLg |I0 ,log(AF ) = 0.39
 2.4 ≤ log(AF) ≤ 6.4 
VI ≤ I0 ≤ VIII  
1924-1985/ 
Central and 
eastern north 
America 
Sibol et al. 
(1987) 
CENA 
M = 1.41+ 0.218 ln(AF )+ 0.00087 AF
σM|ln(AF ) = 0.22
 8.5 ≤ ln(AF) ≤ 16 
Central and 
eastern north 
America 
CEUS-SSC 
(2012) 
I0 − I =
1
ln1.77 ln 1+
0.77
1.31
D
D0
−1⎛
⎝⎜
⎞
⎠⎟
⎡
⎣
⎢
⎤
⎦
⎥
 
* D0 = 5.2km for I0 = VIII 
* D0 = 6.5km for I0 = IX 
* D0 = 9.3km for I0 = X 
VIII ≤ I0 ≤ X  
1933-1978/ 
Sino-Korean 
and Korean 
events 
Lee and 
Kim (2002) 
MKMA = 0.58I0 +1.75
σMKMA |I0 = 0.45
 IV ≤ I0 ≤ XI  
 
1905-1942/ 
Sino-Korean 
and Korean 
events 
Lee and 
Lee (2003) 
ML = 1.49 log(AF )− 2.55
σMKMA |log(AF ) = 0.19
 3 ≤ MKMA ≤ 6 
(approx.) 
1905-1942 
/Korean 
peninsula 
Jun and 
Jeon (2001) 
ML = 3.2 + 0.014e
log(AF )
1.021
⎛
⎝⎜
⎞
⎠⎟  3 ≤ ML ≤ 7 (approx.) 
1905-2008/ 
Sino-Korean 
and Korean 
events 
Yun and 
Jeon (2010) 
KOR 
ML = 0.58I +1.02 ln(0.59RF + 2.87)
        − 0.86
 
I0 ≤ X  
(approx.) 
1933-1978/ 
Sino-Korean 
and Korean 
events 
Huong and 
Hong 
(2013) 
ML = 1.13log(AIII )− 0.61  2.3 ≤ ML ≤ 6.1  1903-1992/UK and North Sea 
Musson 
(1993) 
UK 
ML = 1.03log(AIII )− 0.19  2.3 ≤ ML ≤ 6.1  
1903-1992/ 
UK and North 
Sea 
Musson 
(1996) 
 
The final log(M0) – log(AF) relations for selected SCR are summarised as 
follows: 
For Australia, the final log(M0) – log(AF) regression model is derived 
from the combined dataset of QA+QB using 68 events, and which is given 
by: 
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log(M 0 ) = 18.414(±1.202)+ 0.867(±0.272)log AF( ) + 0.00142(±0.00043) AF  
where 3.8 ≤ log(AF) ≤ 6.4. The log(M0) – log(AF) regression model derived 
in this study shows a good agreement with that of Greenhalgh et al. (1989). 
For central and eastern North America, the final log(M0) – log(AF) 
regression model is derived from the combined dataset of QA+QB using 78 
events, and which is given by: 
log(M 0 ) = 18.780(±1.133)+ 0.663(±0.252)log AF( ) + 0.00128(±0.0039) AF  
where 3.9 ≤ log(AF) ≤ 6.7. The final regression curve shows a good 
agreement with the CEUS-SSC (2012) model.  
For the Korean peninsula, the regression model is: 
log(M 0 ) = 15.853(±1.318)+1.255(±0.289)log AF( ) + 0.00154(±0.00040) AF  
where 3.7 ≤ log(AF) ≤ 6.6. To extend the applicable magnitude range, four 
Sino-Korean earthquakes are included in the final dataset of 55 events, 
which comprises of the magnitude quality QA+QB. The final log(M0) – 
log(AF) model derived in this study shows significantly lower log(M0) 
prediction than the existing log(M0) – log(AF) models.  
For United Kingdom, the final log(M0) – log(AF) regression model is 
given by: 
log(M 0 ) = 18.523(±0.584)+ 0.502(±0.166)log AF( ) + 0.0030(±0.0007) AF  
where 2.8 ≤ log(AF) ≤ 6.2. A strong residual dependence with time is 
observed between the period before and after 1970. This is probably 
because the difference in distance correction used in the ML determination 
from low-gain seismic networks that were previously in operation in the 
UK.  
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Chapter 6 	
Estimation of Macroseismic 
Attenuation Parameters and Focal 
Depths 
 
6.1. Introduction 
Accurate earthquake source parameters are essential input data for a 
reliable assessment of seismic hazard. Of all earthquake source 
characteristics focal depth is often the most poorly constrained due to 
sparse seismometer coverage. 
When focal depths cannot be determined instrumentally, macroseismic 
data can be used to estimate focal depths through the calibration of an 
intensity attenuation model using instrumental earthquake data. A review 
of previous studies on focal depth determination and the most commonly 
used intensity attenuation models is given in Section 2.8.2. 
In this chapter, analyses of focal depth distribution, and their 
correspondence with the Moho depth and the surface heat flow are 
performed for the Korean peninsula. Using a newly compiled, 
comprehensive macroseismic catalogue, macroseismic attenuation 
parameters for the Kövesligethy (1906) attenuation model are derived. A 
sensitivity study is carried out to investigate the influence of using 
different types of macroseismic data and regional earthquake data on the 
derivation of macroseismic attenuation parameters. The optimal 
macroseismic attenuation parameters are used to estimate focal depths for 
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15 Korean and Sino-Korean earthquakes, and macroseismically estimated 
focal depths are compared with instrumentally-determined hypocentral 
depths. 
 
6.2. Depth analysis using instrumentally determined data 
For earthquakes from the instrumental period, hypocentres are routinely 
reported by various local, national and international agencies (e.g. ISC, 
2013; ISC EHB, 2009; NEIC, 2013).  
The hypocentral depths of instrumentally recorded earthquakes are 
determined based on the difference in arrival times between depth 
identifiable phases of seismic waveform data. The depth phases from the 
first motion of body waves such as direct P wave and surface reflections 
pP and sP, or regional depth phases such as sPg, sPmP, and sPn at local 
and regional distances are typically used to determine the location of 
earthquakes and the focal depths (e.g. Engdahl et al. 1998; Ma, 2010; 
Storchak et al., 2012). 
For determination of the complete focal mechanism solutions, inversion 
of seismic waveform data is routinely conducted by the Global CMT 
(2013) for moderate and large magnitude earthquakes (5 ≤ M). The 
waveform inversion technique is commonly accomplished by fitting the 
observed and synthetic seismograms from a set of trial earthquake source 
parameters based on an iterated grid search procedure. As a result, the 
fault plane, magnitude and focal depth are determined for the optimum 
and stable solution. This technique can be used to determine moment 
magnitude as small as M 3 when a signal-to-noise ratio from seismic 
waveform data is high (e.g. Dziewonski et al., 1981; Dreger and Helberger, 
1993; Waldhauser and Ellsworth, 2000; Heish et al., 2014). 
Possible errors in hypocentre determination are caused by the location 
of seismic network, phase misidentification and bias in the reference 
velocity model, the lack of consideration in laterally varying crustal 
structures. Some of these biases can be systematically reduced by applying 
improved earthquake relocation procedures such as Engdahl et al. (1998), 
Ma (2010) and Bondár and Storchak (2011). 
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6.2.1. Collection of instrumental earthquake data 
To analyse the distribution of instrumentally recorded hypocentres for the 
case study region, earthquake data occurring in and around the Korean 
peninsula, covering a rectangular area of 32 – 44°N and 122 – 132°E, were 
retrieved from the following sources: 
• ISC EHB bulletin (ISC EHB, 2009): provides improved earthquake 
hypocentres for the period 1960-2008 with magnitudes greater than 
5.5 ≤ M using the Engdahl et al. (1998) procedure. A subset of 206 
events occurring in and around the Korean peninsula was extracted. 
The mean and the maximum depth uncertainties for 146 events 
were approximately 3km and 9 km, respectively. 
• ISC-GEM instrumental catalogue (Storchak et al., 2012): updates the 
centennial catalogue of Engdahl and Villaseñor (2002) by including 
moderate to large magnitude earthquakes based on the earthquake 
relocation procedures of Engdahl et al. (1998) and Bondár and 
Storchak (2011). The catalogue includes global earthquakes with 5.5 
≤ M for the period 1900-2009. The Global Centroid Moment Tensor 
(2013) for the period 1976-2009, the Engdahl and Villaseñor (2002) 
catalogue for the period 1900 – 1999. 
The mean focal depth uncertainty for a subset of 38 events extracted 
from the catalogue was about 5 km and the maximum depth 
uncertainty was about 8 km. 
• Korea Institute of Geoscience and Mineral Resources (KIGAM) 
(KIGAM, 2012): earthquakes with magnitude ranging 1.4 ≤ ML ≤ 4.8 
for the period 1994-2012. 
• Park et al. (2011): relocated 122 events that occurred in the southern 
part of the Korean peninsula during the period 2004-2008.  
For magnitude harmonization, teleseismic magnitudes (i.e. mb and MS) 
from the ISC EHB (2009), as well as local magnitude (ML) from the KIGAM 
(2012) were systematically converted to moment magnitude (M) using 
magnitude conversions listed in Table 6-1. The MS scale was preferred over 
the mb when more than two magnitude scales were available for the same 
event.  
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Table 6-1 Magnitude conversion relationships used in this study 
Magnitude scale Magnitude conversion Reference 
MS 
M = 0.67(±0.005)MS + 2.07(±0.03)  
for 3.0 ≤ MS ≤ 6.1, 
M = 0.99(±0.02)MS + 0.08(±0.13)  
for 6.2 ≤ MS ≤ 8.2 
Scordilis (2006) 
mb 
M = 0.85(±0.04)mb +1.03(±0.23)  
for 3.5 ≤ mb ≤ 6.2 Scordilis (2006) 
ML 
ML ≈ M 
for 1.4 ≤ ML ≤ 4.8 
This study 
 
To examine the applicability of the Scordilis (2006) relationships that 
was derived from the global earthquake dataset, a subset of earthquakes 
with both a reliable direct estimation of M and teleseismic magnitudes (mb 
or MS) was extracted from the ISC EHB (2009). The observed mb – M and 
MS – M datasets were compared with the Scordilis (2006) magnitude 
conversions derived from the global dataset (Figure 6-1).  
 
Figure 6-1 Comparison of the observed teleseismic magnitudes and the 
Scordilis (2006) magnitude conversions. (a) Comparison of the Scordilis (2006) 
mb – M conversion and the 42 observed mb values, (b) Comparison of the 
Scordilis (2006) MS – M conversion and the 21 observed MS values 
 
There is a strong correlation over the range 4 ≤ mb ≤ 5.5, while the 
observed mb values are generally higher than the predicted mb values for 5 
< mb. The comparison between the observed and predicted MS shows 
overall good agreement. Subduction events with the focal depths (h) 
Chapter 6. Estimation of Macroseismic Attenuation Parameters  
and Focal Depths 
 282 
greater than 40km showed no apparent difference with the crustal events 
(h ≤ 40km).  
For deep-focus earthquakes in Japan (h ≈ 400-600km), Katsumata (1996) 
observed a significant difference between M and JMA magnitudes. JMA 
magnitude predicts, on average of about 0.4 magnitude unit higher than 
M for the deep events, whereas Ristau (2009) also made similar 
observations from the shallow crustal (h ≤ 33 km) and the deep focus 
earthquakes (h > 200 km) in New Zealand. The overestimation of ML 
values for deep focus events are not a physical source property and this is 
partially explained by the heterogeneity of the anelastic attenuation (Q) 
structure produced by the subducting slab (Katsumata, 1996; Ristau, 2009). 
The mb – M and MS – M conversions by Scordilis (2006) are applicable 
for the Korean peninsula for the magnitude range 4 ≤ mb ≤ 5.5 and 4 ≤ MS ≤ 
7, respectively. The ML – M conversion is considered equivalent over the 
range 1.4 ≤ ML ≤ 4.8, as discussed in Section 5.2.3.2.  
Park et al. (2011) relocated 122 events that were reported by KIGAM 
during the period 2004 – 2008 using the improved hypocentre 
determination algorithm (Kim et al., 2006). The focal depths obtained by 
Park et al. (2011) are preferred to those of KIGAM (2012). 
As a result, 1141 instrumentally recorded earthquakes occurring in and 
around the Korean peninsula during the period from 1922 to 2012 are used 
for detailed hypocentral depth analysis. 
 
6.2.2. Spatial distribution of hypocentres 
Two main tectonic types of earthquakes are found in and around the 
Korean peninsula; crustal and subduction zone earthquakes (Figure 6-2). 
Swarms of small crustal earthquakes are observed in southern and 
southeastern Korean peninsula, and the surrounding coastal margin. 
Intermediate and deep-focus earthquakes occur at the northeastern and 
the southeastern margins of the Korean peninsula (Figure 6-2). The 
occurrence of deep-focus earthquakes to the northeast is attributed to the 
subducting Pacific plate. The Pacific plate subducts beneath the Amurian 
microplate from the Japan-Kuril trench in the ESE-WNW direction, and 
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which sinks down into the mantle (e.g. Bird, 2003; Zhao and Tian, 2013). 
The depths of the Pacific subduction earthquakes range between 500 and 
660km.  
To the southeast of the Korean peninsula, the Philippine Sea plate 
subducts beneath the Amurian plate in the SE-NW direction. The depths 
of the Philippine subduction earthquakes range from about 40km to 
180km. 
 
Figure 6-2 Distribution of hypocentres in and around the Korean peninsula. a) 
Distribution of epicentres, b) Seismicity across the E-W cross-section. Blue and 
green points and lines indicate depths of the Pacific and Philippine Sea slab 
model determined by Hayes et al. (2012). AM and EU represent the Amurian 
and Eurasian plates defined by Bird (2003). 
 
Based on focal mechanisms for 18 earthquakes of magnitude greater 
than or equal to 4.5, Jun and Jeon (2010) inferred that the principal stress 
regime in and around the Korean peninsula is predominantly 
compressional in the direction of the E-W or the ENE-SSW. The 
predominant style-of-faulting is strike-slip or oblique strike-slip faulting 
with thrust component.  
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Figure 6-3 Distribution of hypocentres at different focal depth intervals (in 
km). 1: Dumangang belt, 2: Kwanmobong Massif, 3: Gilju-Myeongcheon belt, 
4: Macheolryeong Massif, 5: Nangrim Massif, 6: Pyeongnam Basin, 7: Ongjin 
Basin, 8: Imjingang fold belt, 9: Gyeonggi Massif, 10: Okcheon fold belt, 11: 
Yeongnam Massif, 12: Gyeongsang Basin, 13: Yeonil Basin 
 
Similar conclusion was drawn by Shimazaki (1984) who hypothesised that 
stress may be transmitted from the eastern Himalaya ranges through the 
north China, the Korean peninsula and Japan. 
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The faulting mechanism of the Philippine subduction earthquakes at 
intermediate depths (40 km < h ≤ 180 km) is explained by a dehydration 
process. The dehydration process is caused by the phase transition, which 
takes place in the predominant hydrous mineral when old and cold 
oceanic lithosphere is penetrating into surrounding high-temperature and 
high-pressure mantle. This leads to a localised brittle shear failure in the 
interior of oceanic lithosphere (Sung and Burns, 1976; Green and Houston, 
1995; Kirby et al., 1996).  
On the other hand, the mechanism of deep earthquakes and the 
formation of volcano beneath Mt. Baekdu at the depth of about 500 – 
660km are not fully understood (Figure 6-2a). The large deep earthquakes 
are, at least partially, caused by the reactivation of the faults in the Pacific 
subducting plate through the dehydration process. The fluid or seawater 
is preserved in the active faults in the Pacific subducting slab are released 
by large deep earthquakes, causing mantle upwelling. This leads to form 
the intraplate volcano (Zhao and Tian, 2013). 
Figure 6-3 shows a distribution of hypocentres at different range of 
focal depths and the major geological provinces are superimposed with 
the hypocentres (Chough et al., 2000; Lee and Cho, 2012; Chough, 2013). 
The inland crustal earthquakes show strong correlations at depths 
between 1 and 10 km with geological provinces including the Pyeongnam 
Basin, the Imjingang fold belt, the Okcheon fold belt, the Yeongnam 
Massif, the Gyeongsang Basin and the Yeonil Basin. 
A subset comprising of 936 crustal earthquakes is extracted from a total 
of 1141 events for detailed depth analyses. The magnitude and depth 
frequency distributions, as well as the correlation between the magnitude 
and focal depth with respect to inland and offshore earthquakes across the 
Korean peninsula are presented in Figure 6-4. 
About 70% of small magnitude events with magnitude range 1.5 ≤ M ≤ 
3, occurring in and around the Korean peninsula, are concentrated in the 
upper and mid-crustal ranges (0 – 15 km). 
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Figure 6-4 Comparison of magnitude and depth distributions between inland 
and offshore earthquakes in the Korean peninsula. a) Magnitude frequency 
distribution, b) Correlation between magnitude and focal depth. 
 
The rifted continental crust in the East Sea along the southeastern part 
of the Korean peninsula produces larger and deeper crustal earthquakes (5 
≤ M ≤ 6.1 and 20 km < h ≤ 35 km) than the inland crustal earthquakes. 
Figure 6-5 shows the distribution of mean focal depths for crustal 
earthquakes at every 0.5 degree cells. The result shows that the mean focal 
depths for inland earthquakes are predominantly in the range between 5 
km and 10 km, whereas the mean depths for the offshore earthquakes in 
the southeastern part of the Korean peninsula was approximately between 
20 km and 30 km. Most shallow crustal earthquakes occur at the depth less 
than 15km. This depth variation shows a good agreement with crustal 
depth characteristics in other stable continental regions (e.g. Klose and 
Seeber, 2007). 
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Figure 6-5 Distribution of crustal earthquakes in and around the Korean 
peninsula. (a) Data distribution used for the estimation of the mean focal 
depths. Numbers indicate the number of events within each of 0.5-degree cells. 
(b) Distribution of the mean hypocentral depths. 
 
 
Figure 6-6 (a) Interpolated surface variation of the Moho depth across the 
Korean peninsula. Data obtained from the CRUST 1.0 model (Laske et al., 
2013), (b) a contour of heat flow map (Kim and Lee, 2007) 
 
Figure 6-6 shows a contour map of the Moho depth and the heat flow 
for the southern part of the Korean peninsula. The Moho depth across the 
Korean peninsula is constructed based on the CRUST 1.0 model (Laske et 
al., 2013) using an ordinary kriging interpolation.  
As was originally confirmed by Kim and Lee (2007), the Moho depth 
variation in the southern part of the Korean peninsula shows a good 
correspondence with the variation of heat flow pattern. It is found that 
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shallow Moho depths tend to be closely correlated with higher heat flow 
areas. Kim and Lee (2007) hypothesized that high heat flow may be 
attributed to heat refraction between low and high conductivity rocks 
from deep to shallow Moho depth area, or various geological processes 
such as extension, crustal thinning, and mantle upwelling. There is 
however no direct geological evidences found yet to support the 
correspondence between the Moho depth and the surface heat flow 
pattern (Kim and Lee, 2007). 
 
6.3. Determination of macroseismic focal depths 
The focal depth of an earthquake from pre-instrumental period can be 
inferred from the spacing of isoseismals. Shallow earthquakes tend to 
produce a tight spacing between higher isoseismals around the epicentre, 
whilst deeper earthquakes produce a broader spacing of isoseismals. The 
effect of focal depths on isoseismals and the commonly utilised methods 
of determining macroseismic focal depths are discussed in Section 2.7.2 
and Section 2.8.2, respectively. 
Numerous attempts have been made to estimate focal depth from 
macroseismic data (e.g. Kárník, 1969; Levret et al., 1994; Papazachos, 1992; 
Musson, 1996; Zsíros, 1996). Although the assumption on the pattern of 
seismic energy radiation or the regression analysis techniques may vary 
slightly, most studies are largely based on the Kövesligethy (1906) 
intensity attenuation model.  
Two types of macroseismic data, mean isoseismal radii (MIR) and 
intensity data points (IDPs), are commonly utilised for estimating depth.  
The focal depth determination procedure used in this study can be 
described in three steps: 
1. Collection of macroseismic data (in terms of intensity data points 
and the mean isoseismal radii). 
2. Estimation of macroseismic attenuation parameters of the 
Kövesligethy (1906) model through the Stromeyer and Grünthal 
(2009) regression method. 
3. Determination of macroseismic focal depths (e.g. Burton et al., 1985; 
Musson, 1996). 
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The procedures described above are similar to those of Burton et al. 
(1985) and Musson (1996). What is new, however, is the incorporation of 
the Stromeyer and Grünthal (2009) regression for the determination of 
macroseismic attenuation parameters from the Kövesligethy (1906) model.  
The Stromeyer and Grünthal (2009) regression method is useful for 
deriving macroseismic attenuation parameters empirically from the 
distribution of macroseismic fields without inferring from ground motion 
data as well as making an assumption on the proportionality factor 
between the intensity and ground acceleration. This method is particularly 
useful for the Korean peninsula as well as for the other intraplate regions, 
where there is a significant lack of strong ground motion data to derive a 
robust relation between intensity and ground acceleration. 
 
6.3.1. Methodology 
6.3.1.1. Intensity attenuation model 
Under the assumptions of a point source and an isotropic radiation of 
seismic energy, the intensity decay with distance can be expressed in a 
generalised form of: 
I0 − I = km log( D
2 + h2
h )+ kγ log(e)( D
2 + h2 − h)  (6.1) 
where I0 and h are the epicentral intensity and the focal depth (km) at the 
source, D is the epicentral distance (km) and I is the observed intensity at a 
distance D. k is the proportionality factor between intensity and ground 
acceleration, m is the coefficient of geometric spreading, and γ is the 
coefficient of anelastic attenuation (km-1). Note that e is the Euler constant 
(log⋅e ≈ 0.434). By taking k = 3 (Cancani, 1904) and m = 1 for body wave 
(Ewing et al., 1957), equation (6.1) becomes the original Kövesligethy 
(1906) equation.  
The Kövesligethy (1906) model is applicable for small to moderate 
magnitude earthquakes with relatively small fault dimensions compared 
to the source-to-site distance in order to avoid the violation of the point 
source assumption (Levret et al., 1994). 
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For ith earthquake with jth number of IDP observations, following to the 
expression of Stromeyer and Grünthal (2009), equation (6.1) can be written 
as: 
I0*i − Iij = a log(
Dij2 + hi2
hi
)+ b( Dij2 + hi2 − hi )  (6.2) 
where a (= km) and b (= kγ log⋅e) reflect geometric spreading and anelastic 
absorption terms, respectively. These two coefficients are referred as 
macroseismic attenuation parameters.  
I0 is originally defined as the epicentral intensity in the Kövesligethy 
(1906) model, however, I0* is defined as the reference intensity and used as 
the calibration parameter to be determined during the regression process. 
Therefore, the observed I0 was included in the regression as an additional 
IDP (Stromeyer and Grünthal, 2009).  
At short distances (D ≤ 100-150 km), geometric spreading coefficient a 
has the dominant influence on the seismic intensity decay with distance, 
and the effect of anelastic absorption coefficient b is very small, whilst the 
b value exerts a significant control over the far-field distances (D > 100-150 
km) (Papazachos, 1992; Stromeyer and Grünthal, 2009).  
There are various methods for estimating a and b values. a can be 
derived empirically from correlation between intensity and ground 
acceleration. Alternatively, a may be constrained to a fixed constant value 
for better control of regression solutions (e.g. Musson, 1996; Zsíros, 1996).  
b has been obtained on an event-by-event basis (e.g. Ambraseys, 1985; 
Zsíros, 1996) or from a group optimisation (e.g. Musson, 1996; Stromeyer 
and Grünthal, 2009). Since b should reflect the effect of the average ground 
motion attenuation characteristics based on regional geological features 
and crustal structure, it was decided to determine a single b value from 
group optimisation of all earthquake data. Alternatively, a and b values 
can be derived from a well-studied earthquake (e.g. Levret et al., 1994). 
Table 6-2 compares macroseismic attenuation parameters obtained in 
Europe. For example, a = 3 is commonly used on the basis of the empirical 
correlation between intensity and ground acceleration by Cancani (1904) 
(e.g. Musson, 1996; Zsíros, 1996). From a large global earthquake dataset, 
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Murphy and O’Brien (1977) found that a value ranges from 2 to 5. Typical 
b values for intraplate regions ranges from 0.1 to 0.001  km-1 (Sponheuer, 
1960; Levret et al., 1994). 
 
Table 6-2 Comparison of Macroseismic attenuation parameters from different 
regions 
Macroseismic attenuation 
parameters 
Region Geometric 
spreading 
coefficient (a) 
Anelastic 
absorption 
coefficient (b) 
Type of 
macroseismic 
data 2 
Studies 
France 3.1 0.005 IDP Levret et al. (1994) 
SW Germany 3 (fixed) 0.001 
SE Spain 3 (fixed) 0.001 
MIR Kárník (1969) 
Central Europe 
(Germany, France, 
the Netherlands, the 
Czech Republic) 
2.80 0.0013 IDP 
Stromeyer 
and Grünthal 
(2009) 
NW Europe 0.87-4.4 0.0005-0.162 MIR Ambraseys (1985) 
U.K. 3 (fixed) 0.004 MIR Musson (1996) 
Romania (Carpathian 
region) 3 (fixed) 0.0161 MIR Zsíros (1996) 
1 Average absorption at an average depth of 11 km.  
2 IDP: intensity data points, MIR: mean isoseismal radii  
 
6.3.1.2. Regression methods 
Ordinary least-squares (OLS) and weighted least-squares (WLS) 
regressions are applied on the three datasets (Korean, Sino-Korean and 
combined) to derive both geometric spreading (a) and anelastic 
attenuation (b). From the Kövesligethy (1906) intensity attenuation model, 
macroseismic attenuation parameters are determined based on a group 
optimisation of all earthquake data whereas the reference intensity (I0*) is 
obtained separately for individual earthquakes. 
For the regression analysis of MIR data, the OLS regression method is 
used. The WLS regression method is applied on IDP data by accounting 
for disproportionate numbers of IDP observations between different 
intensity levels (Stromeyer and Grünthal, 2009). For better control of 
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regression solutions, at least three levels of isoseismals per each event are 
desirable (e.g. Ambraseys, 1985; Musson, 1996). 
In the following subsection, regression procedures for both the OLS and 
WLS regression methods are provided in terms of matrix forms. 
 
Ordinary least-squares (OLS)  
In matrix notation, equation (6.2) can be rewritten in a least-squares 
minimisation problem as: 
min
x
I−Ax 2  (6.3) 
where I is a vector of n number of observed intensities, I0* represents a 
reference intensity for a single event, and x = I01
* , a, b⎡⎣ ⎤⎦
T  is a vector of 
regression coefficients that minimise a sum of squared residuals between 
observed and calculated intensities. A is a (n, K+2) design matrix where 
each column of A is given by: 
An, 1 = 1,  An, K+1 = − log
Di2 + h2
h
⎛
⎝
⎜
⎞
⎠
⎟ ,  An, K+2 = − Di2 + h2( )  (6.4) 
where K is a total number of events (e.g. K = 1 for a single event). The last 
two columns Ai,K+1 and Ai,K+2 from the design matrix A are related to the 
geometric spreading and anelastic absorption terms, respectively. 
Therefore, equation (6.3) can be expressed as an over-constrained linear 
matrix system as: 
 
1 − log( Di
2 + h2
h ) −( Di
2 + h2 − h)
! ! !
1 − log( Dn
2 + h2
h ) −( Dn
2 + h2 − h)
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
I0*
a
b
⎡
⎣
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
=
Ii
!
In
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
 (6.5) 
For K earthquakes with a total number of N isoseismals, x is expanded 
to 
 
x = I01
* , I02
* , !,  I0K
* , a, b⎡⎣ ⎤⎦
T  and A is a (N, K+2) design matrix where the 
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first column Ai, 1,…, An, K become zero but 1 for the rows that are related to 
the corresponding earthquakes such as: 
 
1 0 0 ! 0 − log( Dij2+hi2hi ) −( Dij2+hi2 −hi )
" 1 0 ! 0 " "
0 " 1 ! 0 " "
0 0 " ! 0 " "
0 0 0 # 1 " "
0 0 0 ! " − log( DKN2+hK2hK ) −( DKN2+hK2 −hK )
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
I0i
*
"
I0K
*
a
b
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
=
Iij
"
IKN
⎡
⎣
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
 (6.6) 
Then, the unbiased OLS estimator x can be obtained as given by: 
x = ATA( )−1ATI  (6.7) 
For the calculation of uncertainties, variance-covariance matrix of the 
parameter vector x and the mean squared regression error are given by: 
σ 2 =
I−Ax( )
N −M ,  Cov(x,x) =σ
2 ATA( )−1 ,   (6.8) 
where σ 2  is the mean squared regression error and Cov(x, x) is the (K+2, 
K+2) variance-covariance matrix of x. 
 
Weighted least-squares (WLS)  
When dealing with intensity data, it is commonly encountered that there 
are significant disproportionate numbers of the IDP observations between 
different intensity classes. This is particularly relevant to the upper and 
lower intensity classes where significantly less numbers of IDP 
observations are typically found due to incomplete reporting of intensities 
(e.g. Section 2.5.3). 
To overcome such sampling bias associated with the number of IDP 
observations, Stromeyer and Grünthal (2009) proposed a weighting 
scheme that can account for disproportionate numbers of IDP 
observations between different intensity levels.  
In matrix notion, the minimisation of a weighted sum of squares 
problem can be expressed by: 
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min
x
W−1 I−Ax( ) 2  (6.9) 
where W is a weighting matrix. The weighting scheme is designed in a 
way that 1) individual IDPs within each intensity class are equally 
weighted, and 2) the sum of the weights in one intensity class is equal for 
all intensity classes (Stromeyer and Grünthal, 2009). The WLS regression 
method is equivalent to the OLS regression when the weights in a 
weighting matrix are equal to unity (e.g. Section 4.4.2). 
As an extension to the OLS regression method, for K earthquakes with a 
total number of N IDP observations, x is the (K+2, 1) parameter vector 
expressed as 
 
x = I01
* , I02
* , !,  I0K
* , a, b⎡⎣ ⎤⎦
T , and A becomes a (N, K+2) design 
matrix. W is the (N, N) weighting matrix whose has the diagonal entries 
and the other entries are zero. 
The solution of regression parameter x can be obtained by: 
x = ATW−1A( )−1ATW−1I  (6.10) 
The weighting matrix W is treated as an arbitrary scaling factor during the 
regression process, and it does not influence the unbiased regression 
parameter x. The weighting matrix, however, plays an important role in 
estimating uncertainties. This requires the appropriate new weighting to 
be determined for uncertainty estimation by rescaling of the existing 
weighting matrix W based on the mean weighted and unweighted 
residuals (Stromeyer and Grünthal, 2009) as given by: 
Wnew =Wold
Wold−1 I−Ax( )
I−Ax  (6.11) 
where Wnew is the new weighting matrix that has only diagonal entries 
with scaled weights and the Wold is the old weighting matrix that was 
estimated based on the number of IDP observations.  
The variance-covariance matrix of the parameter vector x and the mean 
squared regression error are given by: 
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σ 2 =
I−Ax( )
N −M ,  Cov(x,x) =σ
2 ATW−2A( )−1 ,   (6.12) 
For a (1–α)⋅100% confidence interval of the ith parameter vector x, a 
confidence interval are obtained based on t-distribution as: 
xi ± t 1− a2, N−M( ) Cov(xi ,  xi )  (6.13) 
where xi is the ith mean regression estimate from the parameter vector x. 
Cov(xi, xi) is the variance of the regression coefficient x obtained from the 
diagonal element of Cov(x, x). t 1− a2, N−M( )  represents the critical t-value from 
t-distribution associated with α level of significance from the t-test. In this 
way, the uncertainties associated with regression parameters for both OLS 
and WLS regression methods can be estimated.  
 
6.3.2. Macroseismic data collection 
Unlike macroseismic databases such as SisFrance of France (BRGM-EDF-
IRSN, 2010), ECOS-09 of Switzerland (Fäh et al., 2011), MIDOP of 
European macroseismic database (Locati and Cassera, 2010), or UK 
historical earthquake database (British Geological Survey, 2010), there is 
no such macroseismic database available for the Korean peninsula.  
A database of macroseismic intensity data has been compiled as 
complete as possible from earthquakes within the Korean peninsula and 
the Sino-Korean craton for the period from 1905 to 2011.  
 
6.3.2.1. Korean earthquake data 
A large amount of intensity data points (IDPs) were retrieved from 
various data sources. A brief description of each data source is provided 
below:  
• Reports: Korea meteorological administration (KMA) has been 
publishing annual earthquake bulletins, which reports the major 
felt earthquakes in the territory of South Korea for the period 1936 – 
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2011 (KMA, 2001; KMA, 2002; KMA, 2003; KMA, 2004; KMA, 2005; 
KMA, 2006; KMA, 2007; KMA, 2008; KMA, 2009; KMA, 2010; KMA, 
2011). For each earthquake, a list of earthquake affected town 
names or city names, and the corresponding intensities for each 
locality are provided by the KMA annual reports. KMA (2000) 
states that the intensity values are comprehensively judged based 
on media reports and testimonies from the KMA officers and 
citizens. However, the actual number of respondents and the choice 
of the area inside which earthquake effects are used for the 
intensity evaluation are unknown.  
For the 1936 Jirisan and the 1978 Hongsung earthquakes, the 
Hayata (1940) and Kim (1979) reports were sourced, respectively. 
• National, regional and local newspapers: Four national newspapers 
including Kyunghyang Shinmun, Dong-A Ilbo, Maeil Business 
Newspaper, and Hangyeore Shinmun were retrieved from NHN 
Corp. (2012). This digital newspaper archive provides national 
newspapers for the period from 1920 to 1999. Various regional and 
local newspapers were retrieved from Korea Press Foundation 
(2009). 
• Journals and other data sources: Lee (1984), Jo et al. (1997), Kyung 
and Lee (1998) and Park and Kim (2007). 
•  Chu and Lee (1999) provides felt localities and the corresponding 
intensities from Chinese, Japanese and North Korea. 
Using these data, intensity data points (IDPs) were compiled for the 
Korean earthquakes for the period 1905-2011. 
 
Intensity assignment  
Two seismic intensity scales have been predominantly used to assign 
intensities for the early and modern instrumental earthquakes since 1905 
(e.g. KMA, 2000; Hayata, 1940, Kim, 1979). For earthquakes prior to 2000, 
the JMA intensity scale (hereafter JMA-49) (e.g. CMO, 1949; Kawasumi, 
1951) has been primarily used to quantify earthquake damage (e.g. Hayata, 
1940; KMA, 2000) while the MMI-31 scale (Wood and Neumann, 1931) has 
been widely applied for the post-2000 earthquakes.  
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For the consistent evaluation of earthquake effects, the MMI-31 scale is 
used throughout this study. The MMI-31 scale is considered to be a 
preferred scale for the Korean seismicity because of the flexibility of the 
scale.  
The original damage description was consulted primarily from the 
newspaper archives (Korea Press Foundation, 2009; NHN Corp., 2012). 
Whenever the original damage description was found, the corresponding 
intensity value was assigned to individual locations based on the MMI-31 
scale. 
 
Table 6-3 Comparison of intensity conversion from the JMA-49 scale to EMS-
98 and MMI-31 scales, suggested by various studies 
EMS-98 scale 
(Gru ̈nthal et al., 
1998) 
MMI-31 scale 
(Wood and Neumann, 1931) JMA scale (CMO, 
1949) Musson (2002) Trifunac and Brady (1975) Lee (1984) This study 
5 8 7-8 8 8 
4 6 6 6 6 
3 5 5 5 5 
2 3 4 4 4 
1 2 2 3 
0 1 1-3 1 1 
 
When only assigned intensities were found without the original 
damage description, the intensity values were directly adopted from the 
data sources (e.g. KMA annual reports). This was often the case for places 
with lower intensities (MMI-31 ≤ IV or JMA-49 ≤ II), because the main 
focus of the media and the field investigation were concentrated on the 
areas with higher earthquake damage.  
In cases where only the JMA-49 intensity was available without the 
original damage description, the JMA-49 intensity was converted to MM 
intensity based on the intensity conversion table presented in Table 6-3.  
The difference in intensity values assigned by different authors 
typically varies within one intensity unit. The intensity conversion from 
the JMA-49 to the MMI-31 scale is considered as the primary source of 
uncertainty in the intensity assignment. 
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For individual locations, place names are converted to latitude and 
longitude using Google Earth. In general, each location has an uncertainty 
of about 5 km. 
 
Examples of intensity assignment 
The 1936 Jirisan and the 1978 Hongsung earthquakes are the largest 
known earthquakes that caused considerable earthquake damage in Korea. 
The maximum intensity of JMA 5 was assigned for these two events based 
on the field investigations by Hayata (1940) and Kim (1979). 
For the 1936 Jirisan earthquakes, concentrated earthquake damage was 
observed at the Ssanggyesa temple and Hwagye-myeon, which are located 
in the southern Mt. Jiri.  
 Figure 6-7 Earthquake damage observed at Ssanggyesa temple by the 1936 
Jirisan earthquake. (a) Collapse of a ceiling of the temple office, (b) Cracks on 
the monument, (c) falling off the top layered stone from a five-story pagoda 
(Hayata, 1940; Sun et al., 2008) 
 
Figure 6-7 shows earthquake damage observed at the Ssanggyesa 
temple such as the collapse of the temple office ceiling, falling off the top 
layered stone from a five-story pagoda, and the collapse of the stone walls 
around the perimeter of the temple office. 
Considering that traditional Korean house are built to a timber framed 
structure with clay or stone tile roofing (e.g. Seo et al., 1999), the most 
likely vulnerability class for the temple office can be assumed as the 
vulnerability class B from the EMS-98 scale (Grünthal et al., 1998) or 
masonry type C from the MMI-56 (Richter, 1958), although the 
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vulnerability class may vary depending on the age and the quality of 
construction.  
Since there are only a few damage observations at the Ssanggyesa 
temple, the maximum observed intensity can be interpreted as MMI-31 8 
but it can be also assumed as MMI-31 7 depending on the assumption of 
the building quality. Based on the overall damage description, MMI 7.5 
was assigned on Ssanggyesa and Hwagye-myeon. For lower intensities 
(MMI  ≤ 4) where the felt description is not available, MM-31 intensities 
were primarily obtained from the report of Hayata (1940) using the 
intensity conversion as presented in Table 6-3. 
For the 1978 Hongsung earthquake, highly concentrated damage of 
JMA V was observed in Hongsung-eup. Earthquake damage in 
Hongsung-eup includes more than hundred partially collapsed residential 
buildings, and small and large cracks found on about 50% of the total 
residential buildings in Hongsung-eup (Kim, 1979).  
Figure 6-8 shows examples of earthquake damage in Hongsung-eup 
after the 1978 Hongsung earthquake. Based on the overall damage 
description in Hongsung, MMI 7.5 was assigned on Hongsung-eup.  
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Figure 6-8 Earthquake damage observed in Hongsung-eup by the 1978 
Hongsung earthquake. (a) Partial collapse of traditional wooden cottage house 
(The Dae-jeon Daily News 10 Oct 1978; The Hankook Ilbo 8 Oct 1978), (b) 
Partial collapse of the clay tile roof (The Seoul Shinmun 9 Oct 1978), (c) Cracks 
and falling off plaster in the middle of the reinforced concrete chimney 
(Kyunghyang Shinmun 9 Oct 1978), (d) Cracks (2 cm wide) on asphalt road 
(Busan Ilbo 10 Oct 1978), (e) Cracks (2-3 cm wide) on the Namsan park in 
Hongsung-eup (The Seoul Shinmun 9 Oct 1978). 
 
Chapter 6. Estimation of Macroseismic Attenuation Parameters  
and Focal Depths 
 301 
6.3.2.2. Sino-Korean earthquake data 
To extend the amount of macroseismic data over the broader range of 
magnitudes, the earthquake search area was extended from the Korean 
peninsula to the Sino-Korean craton. The Sino-Korean craton has a similar 
geologic setting and the history of seismic energy release to the Korean 
peninsula (e.g. Mei, 1960; Lee, 1998; Lee and Kim, 2002). 
The Sino-Korean craton or the North China block is situated in the 
northern part of China and the northern part of the Korean peninsula. The 
cratonic boundary is bounded by the Qinling-Dabie Shan orogenic belt to 
the south, the Inner Mongolia-North Hebei belt to the north and the 
Longshoushan belt to the west. The eastern boundary is bounded by an 
east-trending Imjingang fold belt, which is located in the middle of the 
Korean peninsula (Figure 6-9). The NNE-SSW trending Tan-Lu fault zone 
extends over 4000 km long with a width of 500 km (Fitches et al., 1991; 
Chough et al., 2000).  
Geological and geodetic data indicate that the Sino-Korean craton is 
moving eastward with respect to Siberia and the Mongolia; the eastern 
half of the craton is moving eastward with respect to Siberia of 1-2 mm/yr 
and 2-4 mm/yr in the western half (Liu et al. 2007; Wang et al., 2011). This 
is consistent with the south-eastward movement of the southern part of 
the Korean peninsula of 1-5 mm/yr relative to the Amurian plate (Jin and 
Park, 2006).  
Figure 6-9 presents a boundary of the Sino-Korean craton. The 
boundary of Sino-Korean craton is defined using the geologic maps of 
Zhang et al. (1984) and Li and Sun (1984). Due to uncertainty in the 
boundaries of deformation around the margins of the Sino-Korean craton, 
it was decided to reduce cratonic boundaries by approximately 100 km (cf. 
Fenton et al., 2006). The remaining area of Sino-Korean cratonic zone was 
used as a basis for selecting earthquake data.  
Instrumentally recorded Sino-Korean earthquakes between 1900 and 
1979 were retrieved from ISC (2013), ISC EHB (2009) and NEIC (2013). The 
period for earthquake search was limited to 1979 due to the availability of 
macroseismic intensity data point data. The primary macroseismic data 
sources for SKC earthquakes were retrieved from Gu (1983a), Gu (1983b) 
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and Compilation Group of China Seismic Intensity Zoning Map (SSB) 
(1979).  
 
Figure 6-9 Tectonic characterisation of Sino-Korean craton. Hatched area 
indicates marginal reduction of 100km from the cratonic boundaries. Light 
grey indicates the entire Sino-Korean cratonic zone. Dark grey region is used 
for the selection of Sino-Korean earthquakes. Red stars represents Korean 
earthquakes and Orange Star stars for SKC earthquakes. Open circles 
represent intensity data points. 
 
A preliminary inspection of the Chinese macroseismic data indicates 
that many place names appear in the Gu (1983a) and Gu (1983b) 
catalogues have either been modified to different names, or not found in 
the current administrative boundary map due to several major 
administrative reforms in China. In this study, it is decided to collect as 
many earthquake-affected place names as possible based on the current 
administrative names without reassessing intensities. The Chinese 
Modified Mercalli Intensity scale (CMMI-57) (Hsieh, 1957) is assumed to 
be equivalent to the MMI-31 scale (e.g. Section 2.2). 
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Table 6-4 Earthquake source parameters for fifteen Korean and Sino-Korean 
earthquakes 
Event ID1 
Origin time 
(GMT)2 
Epicentral 
location 
(RR-YYYY-MODD) HH:MM:SS Lat (°) 
Lon 
(°) 
h 
(km) M FM3 
I0 
(MMI-
31) 
No. 
IDP Ref.4 
KO-1936-0703 21:02:17 35.23 127.65 10 4.8 TH 7.5 94 1,2,3 ,4,5 
KO-1978-0915 17:07:06 36.60 127.90 30 4.6 - 6 24 2,12 
KO-1978-1007 09:19:52 36.60 126.70 5-10 4.8 SS 7.5 38 2,6 
KO-1996-1213 04:10:16 37.19 128.75 6 4.7 ST 7 117 7,13 
KO-1997-0625 18:50:21 35.82 129.19 15 4.3 NS 7 62 7,8 
KO-1998-0913 11:42:13 36.10 126.90 10 4.1 - 5 37 12 
KO-1999-0602 09:12:23 35.90 129.30 8 3.9 - 4.5 14 2,8 
KO-2004-0426 04:29:25 35.84 128.22 14 3.6 ST 4.5 14 7,14 
KO-2007-0120 11:56:53 37.68 128.59 13 4.7 SS 6 100 7,8,9 
KO-2009-0501 22:58:28 36.56 128.71 11 3.8 ST 4.5 14 7,8, 10 
CH-1965-0112 16:18:12 34.92 111.64 10 4.8 - 7.5 87 16,17 
CH-1966-0307 21:29:16 37.40 114.96 9 5.7 SS 9.5 210 15, 20,23 
CH-1966-0322 08:19:33 37.57 115.18 9 5.8 SS 10 432 15, 20,23 
CH-1967-0327 08:58:23 38.51 116.61 26 5.4 - 7 139 17,25 
CH-1975-0204 11:36:06 40.67 122.65 8 7.0 SS 9.5 124 
11, 
18, 
19,21, 
22,24 
1 RR-YYYY-MODD: RR (Region), YYYY (Year), MO (Month), DD (Day) 
2 HH: hour, MM: minute, SS: second 
3 FM (Focal mechanism): TH - thrust fauling, SS - strike slip, ST - oblique thrust 
4 Ref.: 1: Hayata (1940); 2: KMA (2001); 3: Shimazaki (1984); 4: Kim (1998); 5: Lee (1984); 6: 
Kim (1979); 7: Herrmann (2012); 8: KIGAM (2012); 9: Global CMT (2013); 10: NEID (2012); 
11: Cipar (1979); 12: NEIC (2013); 13: Choi (2009); 14: KMA (2005); 15: ISC EHB (2009); 16: 
Gu (1983a); 17: ISC (2013); 18: Talwani & Rajendran (1991); 19: Hsu (1976); 20: Wang et al. 
(1997); 21: Li et al. (2007); 22: Wang et al. (2006); 23: Chung and Cipar (1983); 24: Huixian et 
al. (2002); 25: Wesnousky et al. (1984) 
 
 
6.3.2.3. Final earthquake dataset 
Based on the macroseismic data collection and processing procedure 
described above, an earthquake dataset comprising of 15 Korean and Sino-
Korean earthquakes with 1506 IDPs is collected.  
Following to Bakun and Wentworth (1997), 12 IDPs with epicentral 
distances greater than ±2 standard deviations from the mean or median 
distances are identified as outliers. After removing 12 IDPs, 15 Korean and 
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Sino-Korean earthquakes with 1496 IDPs are finally used for further 
regression analyses. 
For magnitude conversion, seismic moment was most preferred, and MS, 
mb, ML in a descending order of preference. Seismic moment was directly 
converted to M using the Hanks and Kanamori (1979) relation, and other 
magnitude scales were converted following the conversion strategy 
described in Section 4.4.1 and Section 5.2.3.2. The final dataset covers the 
intensity ranges 2 ≤ MMI ≤ 10 with epicentral distances from 0 km to 1135 
km, and the magnitude ranges 3.6 ≤ M ≤ 7.  
A list of earthquake source parameters for the final earthquake dataset 
is summarised in Table 6-4, and the distribution of IDPs is presented in 
Figure 6-9.  
Figure 6-10 displays the decay of macroseismic intensity with distance 
for individual events. The comparison of the intensity decay relationships 
shows that the intensity decay of the 1978 Hongsung earthquake appears 
to have a relatively faster attenuation with distance compared to other 
events. 
For the purpose of investigating the effect of different type of 
macroseismic data on intensity attenuation models, mean isoseismal radii 
(MIR) data for individual earthquakes was obtained from isoseismal maps.  
The MIR data is widely used, together with IDP data, as an input data 
for deriving an intensity attenuation model. The main advantage of using 
MIR data is that it accounts for population bias where intensities could not 
be reported due to the absence of human settlement or politically and 
geographically restricted areas.  
However, the level of smoothness of isoseismals is often considered to 
be difficult to be reproducible, and somewhat subjective (De Rubeis et al., 
1992). 
On the other hand, IDP data can be used to have a full control on errors 
when deriving intensity attenuation models without requiring the 
subjective interpretation on the smoothing of isoseismals. However, the 
major issue associated with IDP data is attributed to the incompleteness of 
low intensities, particularly at larger distances (Gasperini, 2001). 
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Figure 6-10 Plots of intensity decay with hypocentral distance for 15 
earthquakes obtained from the Korean and Sino-Korean datasets. 
 
 
Based on the distribution of IDP data, isoseismal maps were 
reproduced, and the mean isoseismal radius was obtained for each 
intensity degree from the enclosed isoseismal areas by accounting for 
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uninhabited and offshore areas. The average isoseismal radii for the 15 
Korean and Sino-Korean earthquakes are presented in Table 6-5. 
 
Table 6-5 Mean isoseismal radii for 15 Korean and Sino-Korean earthquakes  
Mean Isoseismal Radius (km) 
MMI MMI MMI MMI MMI MMI MMI MMI MMI MMI MMI MMI Event ID 
10 9.5 9 8 7.5 7 6 5 4.5 4 3 2 
KO-1936-0703 - - - - 1 6 - 79 - 173 238 - 
KO-1978-0915 - - - - - - 25 77 - 170 242 - 
KO-1978-1007 - - - - 2 - 3 10 - 23 118 - 
KO-1996-1213 - - - - - 16 59 136 - 186 224 - 
KO-1997-0625 - - - - - 6 34 122 - 178 224 - 
KO-1998-0913 - - - - - - - 58 - 117 193 - 
KO-1999-0602 - - - - - - - - 56 - 99 156 
KO-2004-0426 - - - - - - - - 25 - 88 148 
KO-2007-0120 - - - - - - 36 70 - 123 185 - 
KO-2009-0501 - - - - - - - - 24 - 65 105 
CH-1965-0112 - - - - - 16 44 118 - 207 - - 
CH-1966-0307 - 3 12 19 - 41 89 284 - 379 531 - 
CH-1966-0322 6 - 12 33 - 110 249 363 - 543 - - 
CH-1967-0327 - - - - - 31 82 142 - - - - 
CH-1975-0204 - 16 - 28 - 75 223 571 - 900 1136 - 
 
6.4. Determination of macroseismic attenuation parameters 
Macroseismic attenuation parameters were derived from the Kövesligethy 
(1906) model for three datasets (Korean only, Sino-Korean craton (SKC), 
and combined datasets) using the WLS regression method.  
The obtained macroseismic attenuation parameters, the associated 
uncertainties, covariance, and mean regression error are presented in 
Table 6-6. The comparison of attenuation parameters between three 
datasets shows small variations and the both a and b values appear 
comparable to the values that are typically found in intraplate regions (e.g. 
Kárník, 1969). Both geometric spreading (a) and energy absorption 
coefficients (b) obtained from the three datasets are close to 3 and 0.001, 
respectively.  
However, there are significant differences in standard errors associated 
with the estimated geometric spreading and energy absorption coefficients 
between the combined and Korea datasets as shown in Figure 6-11. 
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Table 6-6 Macroseismic attenuation parameters and the corresponding 
uncertainties determined using the WLS regression method 
Type of IDP 
dataset 
Geometric 
spreading  
(a) 
Anelastic 
absorption  
(b) 
Covariance 
σ(a, b) 
Mean 
regression 
error (σ ) 
Korea 2.92 (±0.16) 
0.0011 
(±9.1E-04) -1.26E-04 0.503 
Sino-Korean 
Craton (SKC) 
3.02 
(±0.05) 
0.0012 
(±1.6E-04) -5.45E-06 0.751 
Combined  2.95  (±0.04) 
0.0013 
(±1.1E-04) -3.62E-06 0.672 
- Values in parentheses represent standard deviations 
 
 
Figure 6-11 Error ellipsoid of the joint confidence regions for (a) combined 
dataset and (b) Korean dataset. Dark grey region indicates ±1σ and light grey 
for ±2σ from the mean (marked with cross symbol). 
 
Although the smallest mean regression error (σ ) was obtained from the 
Korea dataset, the standard errors of a and b values obtained from the 
Korea dataset are considerably larger compared to those estimated from 
the SKC and combined datasets. This is primarily due to the smaller 
sample size of IDP dataset such that the variability of a and b values are 
much greater even though the mean regression coefficients are similar 
between the three IDP datasets. 
In order to compare the estimated macroseismic attenuation parameters 
between different type of macroseismic data, the OLS regression was re-
performed on each of the three MIR datasets: Korea MIR, Sino-Korean 
MIR and combined MIR.  
A comparison of the obtained a and b values between the Sino-Korean 
MIR and combined MIR shows good agreement. On the contrary, a and b 
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values for the Korea MIR dataset show significant differences than those 
of the IDP data – while a value decreases from 3 to 2, the b value has 
increased by about ten times (Table 6-7).  
 
Table 6-7 Macroseismic attenuation parameters obtained from the mean 
isoseismal radii dataset using the OLS regression method 
Macroseismic attenuation 
parameters 
Region No. EQs 
No. 
MIR Geometric 
spreading 
coefficient (a) 
Anelastic 
absorption 
coefficient (b) 
Mean 
regression 
error (σ ) 
Korea 10 40 
2.04  
(±0.526) 
0.007 
(±0.003) 0.441 
Sino-Korean 
Craton (SKC) 5 29 
2.98 
(±0.217) 
0.0006 
(±0.0005*) 0.321 
Combined  15 69 
3.01 
(±0.186) 
0.0007 
(±0.0005*) 0.578 
* Statistically significant at a significance level of 5% 
 
The result shows that both a and b values obtained from the Sino-Korea-
MIR and combined-MIR datasets show good agreement with those of the 
IDP data. However, the macroseismic attenuation parameters derived 
from the Korea MIR dataset show a considerably lower a value from 3 to 2 
and almost ten times higher b value than those of the Sino-Korean and the 
combined datasets (i.e. Table 6-7).  
Table 6-8 shows a comparison of reference intensities obtained from 
macroseismic attenuation parameters using four sets of datasets; Korea-
MIR, combined-MIR, Korea-IDP and combined-IDP datasets. Comparison 
of average differences between I0 and I0* shows that the reference 
intensities obtained from the MIR data are at least 3 times greater than 
those of the IDP data. Also, root mean square differences from IDP data 
are 50% smaller than those of the MIR data. This indicates that reference 
intensities derived from IDP data show significantly better agreement than 
those of MIR data.  
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Table 6-8 Comparison of reference intensities obtained from MIR and IDP 
data 
MIR data IDP data 
Korea Combined Korea Combined 
a=2.04, 
b=0.007 
a=3.01, 
b=0.0007 
a=2.92, 
b=0.0011 
a=2.95, 
b=0.0013 
Event ID I0 
I0* I0* I0* I0* 
KO-1936-0703 7.5 7.4 7.5 7.1 7.1 
KO-1978-0915 6 6.4 6.2 5.9 6.0 
KO-1978-1007 7.5 6.0 6.1 6.9 6.9 
KO-1996-1213 7 8.2 8.6 7.8 7.8 
KO-1997-0625 7 7.2 7.2 6.9 6.9 
KO-1998-0913 5 6.9 7.2 6.2 6.2 
KO-1999-0602 4.5 6.9 7.3 5.0 5.0 
KO-2004-0426 4.5 5.5 5.9 4.9 5.0 
KO-2007-0120 6 6.9 7.1 6.4 6.5 
KO-2009-0501 4.5 4.9 5.2 4.7 4.8 
CH-1965-0112 7.5 - 8.1 - 7.8 
CH-1966-0307 9.5 - 9.2 - 8.8 
CH-1966-0322 10 - 10.1 - 10.0 
CH-1967-0327 7 - 7.5 - 7.2 
CH-1975-0204 9.5  10.4 - 10.1 
Mean(I0 – I0*) 0.68 0.71 0.23 0.21 
RMSE1 0.82 0.84 0.48 0.45 
1 RMSE: Root mean square error 
 
6.4.1. Comparison of intensity attenuation models derived from 
IDP and MIR data 
One of the important issues being raised in this study is how different 
types of macroseismic data can influence intensity attenuation models, 
and such that how well the predicted isoseismals agree with the observed 
isoseismals. 
The Kövesligethy (1906) intensity attenuation curves derived from the 
Korea-IDP, Korea-MIR, combined-IDP and combined-MIR datasets are 
compared in Figure 6-12. 
The Korea-IDP, combined-IDP and combined-MIR curves show almost 
identical results, while the Korea-MIR curve shows a significantly 
difference in intensity decay with distance, showing a lower rate of 
attenuation at short distances (D < 150 – 200km) and the faster attenuation 
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at far distances (D ≥ 150 – 200km) than the other three curves. Predicted 
intensities obtained from the Korea-MIR attenuation model increase with 
decreasing focal depths.  
 
Figure 6-12 Comparison of the Kövesligethy (1906) intensity attenuation 
models derived from the Korean and the combined datasets using two types of 
macroseismic data (IDP and MIR). (a) I0 = 7, h = 10km, (b) I0 = 7, h = 20km. 
 
 
Figure 6-13 Plot of difference between median epicentral distances (DMed) and 
mean isoseismal radii (MIR) against seismic intensity. 
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Figure 6-14 Comparison of hand-traced isoseismals and predicted isoseismals 
from intensity attenuation models derived using IDP data for the 2007 M 4.7 
Odesan earthquake. (a) MIR data, (b) IDP data 
 
The difference between the Korea-MIR and the Korea-IDP curves is 
attributed to a lack of the near-field MIR in the Korea-MIR dataset. 
However, this is also closely linked to the way of processing macroseismic 
data.  
Figure 6-13 shows a plot of the difference between the median and the 
mean isoseismal radii against intensity. The median epicentral distances 
and the MIR are obtained from the distribution of IDPs and the smoothed 
isoseismals, respectively. There is a clear tendency that the MIR values are 
consistently larger than the median distances, and the largest differences 
are observed in the low-to-mid intensity range between MMI 3 and MMI 6. 
It is found that Sino-Korean dataset shows much larger difference between 
the median epicentral distance and the MIR than those of the Korean 
dataset. These large differences from the Sino-Korean dataset are largely 
due to the incomplete IDP observations in the low-to-mid intensity ranges. 
Figure 6-14 shows a comparison between the observed and predicted 
isoseismals for the 2007 M 4.7 Odesan earthquake.  
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Figure 6-15 Comparison of hand-traced isoseismals and predicted isoseismals 
from intensity attenuation models derived using IDP data for the 1978 M 4.8 
Hongsung earthquake. (a) MIR data, (b) IDP data 
 
Predicted isoseismals are obtained using intensity attenuation models, 
and which are derived from the Korea-IDP and the Korea-MIR datasets, 
respectively.  
Predicted isoseismals from the Korea-IDP curve show good agreement 
with the observed isoseismals in the lower intensity range. While 
modelled isoseismals in the higher intensity range show consistently 
smaller isoseismal areas than the observed isoseismals (Figure 6-14b). 
The reverse tendency is observed for the intensity attenuation model 
derived from the Korea-MIR data, showing well-predicted isoseismals in 
the higher intensity range and poorly predicted isoseismals in the lower 
intensity range. The modelled isoseismal areas encompassing MMI 3 and 
MMI 2 are significantly larger than those of observed areas (Figure 6-14a). 
It is worth noting that predicted isoseismals for the 1978 M 4.8 
Hongsung earthquake show the largest discrepancies between the 
observed and predicted isoseismals.  
As can be seen from Figure 6-15, the extent of overall damage pattern 
for the 1978 M 4.8 Hongsung earthquake was relatively small, and the 
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highly concentrated damage was observed over a very small area. 
Although two seismographs were installed in the Korean peninsula at the 
time of earthquake occurrence, the hypocentre of this event could not be 
instrumentally determined due to an instrumental defect and the lack of 
the number of seismic recording stations. Therefore, the hypocentre of the 
Hongsung earthquake was assumed where the highest damage was 
observed (i.e. Hongsung), and a default depth of 10km was assumed (Kim, 
1978). 
Sun et al. (2005) conducted a site response analysis for Hongsung. They 
concluded that Hongsung has a high potential for site amplification due to 
deep weathered soil layers. This concentrated damage is probably caused 
by depth effects on isoseismals rather than the different type of 
macroseismic data, and therefore the actual focal depth for Hongsung 
earthquake is considered much shallower than previously thought (~ 
10km). 
 
6.4.2. Comparison of intensity attenuation models in other 
intraplate regions 
As summarised and discussed in Chapter 4 and Chapter 5, the ground 
motion attenuation characteristics vary from one region to another (e.g. 
Bakun and McGarr, 2002). Two intensity attenuation models derived from 
the Korea-IDP and the combined-IDP datasets are compared with those 
from other intraplate regions. 
Figure 6-16 shows a comparison of intensity attenuation models 
between this study and other intraplate regions in Europe. At short 
distances (D < 50km), smaller differences between various intraplate 
regions are observed. However, these differences become significantly 
greater at distances greater than 50 km.  
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Figure 6-16 Comparison of intensity attenuation models between this study 
and other intraplate regions. (a) I0 = 9 and h = 5 km, (b) I0 = 9 and h = 10 km, (c) 
I0 = 9 and h = 20 km, and (d) I0 = 9 and h = 30 km. S&G (2009) represent the 
model of Stromeyer and Grünthal (2009) 
 
6.5. Determination of macroseismic focal depths 
Macroseismic focal depths are obtained for the combined dataset through 
a grid search approach (e.g. Burton et al., 1985; Musson, 1996).  
The goodness-of-fit of the intensity attenuation model in terms of the 
absolute deviation between the predicted and observed intensities was 
measured over a range of trial epicentral intensities (I0) and crustal depths 
(h) using root-mean-square error (RMSE). The RMSE is given by the 
following formula: 
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RMSE = Ii,cal − Ii,obs( )
2∑
N
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
 (6.14) 
where Ii,cal and Ii,obs are the calculated and observed epicentral intensities, 
respectively, for the ith event. N is the number of observed isoseismals.  
RMSE was computed for individual events over a range of trial 
epicentral intensities from I0 – 1 to I0 + 1 in an increment of 0.1 unit, and h 
ranging from 0 to 40 km in an increment of 1 km. The deepest focal depth 
was taken as 40km on the basis of Moho depth variation (Section 6.2.2). 
A pair of the optimal values of I0 and h is obtained from the range of 
trial I0 and h values at which the minimum RMSE value is found.  
 
Table 6-9 Optimal epicentral intensity and focal depth obtained for individual 
events based on four macroseismic attenuation parameters 
MIR data IDP data 
Korea Combined Korea Combined 
a=2.04 
b=0.007 
a=3.01 
 b=0.0007 
a=2.92 
b=0.0011 
a=2.95 
b=0.0013 
Event ID 
I0,cal h,cal RMSE I0,cal h,cal RMSE I0,cal h,cal RMSE I0,cal h,cal RMSE 
KO-1936-0703 7.4 9 0.536 7.3 13 0.215 7.3 13 0.207 7.3 14 0.200 
KO-1978-0915 6.3 29 0.096 6.5 24 0.184 6.5 24 0.173 6.4 28 0.162 
KO-1978-1007 7.4 1 0.158 7.4 2 0.604 7.5 2 0.592 7.5 2 0.610 
KO-1996-1213 7.6 11 0.340 7.6 14 0.444 7.6 14 0.434 7.5 16 0.420 
KO-1997-0625 7.0 17 0.278 7.1 18 0.358 7.1 17 0.351 7.0 20 0.342 
KO-1998-0913 6.0 24 0.074 6.0 26 0.178 6.0 26 0.167 6.0 27 0.150 
KO-1999-0602 5.5 13 0.424 5.5 17 0.469 6.0 11 0.420 6.0 11 0.414 
KO-2004-0426 5.5 9 0.094 5.5 13 0.117 5.5 12 0.115 5.5 13 0.102 
KO-2007-0120 7.0 10 0.244 7.0 14 0.308 7.0 14 0.300 7.0 14 0.280 
KO-2009-0501 5.0 9 0.142 5.0 13 0.145 5.5 9 0.247 5.5 10 0.233 
CH-1965-0112 7.2 19 0.119 7.3 20 0.095 7.3 20 0.094 7.3 20 0.098 
CH-1966-0307 9.6 6 0.498 9.7 6 0.287 9.7 6 0.279 9.6 7 0.286 
CH-1966-0322 9.5 20 0.498 10.0 10 0.304 9.9 11 0.296 9.8 13 0.308 
CH-1967-0327 7.9 14 0.063 7.9 19 0.103 7.9 18 0.099 7.8 21 0.092 
CH-1975-0204 10.5 4 0.462 10.0 10 0.304 10.5 6 0.369 10.5 6 0.385 
* I0,cal and h,cal are the calculated epicentral intensity and focal depth, respectively. 
** For the event CH-1975-0204, the four highest isoseismal radii were used to determine 
the optimum I0,cal and h,cal values. 
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Figure 6-17 Comparison of h,cal – h,obs values obtained between four 
macroseismic datasets for 15 Korean and Sino-Korean earthquakes 
 
An eyeball assessment technique showed comparable depth estimates 
with that of the minimum RMSE method, with the latter showing a 
marginally better agreement with the instrumentally determined depths 
(e.g. Burton et al., 1985).  
A set of optimal I0 and h values is determined for each of the four sets of 
macroseismic attenuation parameters; Korea MIR, combined MIR, Korea 
IDP and combined IDP. The obtained I0 and h values for individual events, 
and the corresponding RMSE value are listed in Table 6-9. A comparison 
of the difference between the calculated and observed depths (h,cal – h,obs) for 
the four sets of macroseismic attenuation parameters are shown in Figure 
6-17. 
The obtained h,cal – h,obs values are generally comparable among the four 
sets of macroseismic attenuation parameters. Also, the Korea IDP showed 
smaller h,cal – h,obs values than those of the Korea MIR, suggesting a better 
agreement with the instrumental depths.  
In some cases, consistently large h,cal – h,obs values are observed for specific 
events (e.g. KO-1998-0913, CH-1965-1112 and CH-1966-0322). 
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Figure 6-18 RMS contour plots when a = 2.95 and b = 0.0013. (a) KO-1936-0703, 
(b) KO-1978-0915, (c) KO-1978-1007, (d) KO-1996-1213, (e) KO-1997-0625, (f) 
KO-1998-0913. 
 
Considering that focal depth uncertainties, determined by the reviewed 
EHB procedure, are on the order of 10 – 15km (Engdahl et al., 1998), 
macroseismic focal depths are in good agreement with the instrumentally 
determined depths, showing no systematic depth differences. The Korea-
MIR shows larger h,cal – h,obs values particularly across the Sino-Korean 
earthquakes.  
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Figure 6-19 RMS contour plots when a = 2.95 and b = 0.0013. (g) KO-1999-0602, 
(h) KO-2004-0426, (i) KO-2007-0120, (j) KO-2009-0501, (k) CH-1965-0112, (l) CH-
1966-0307. 
 
Figure 6-18, 6-19 and 6-20 shows RMS contour plots for 15 Korean and 
Sino-Korean earthquakes using macroseismic attenuation parameters of a 
= 2.95 and b = 0.0013. Based on the overall evaluation of the macroseismic 
attenuation parameters, the associated uncertainties and h,cal – h,obs values, 
the macroseismic attenuation parameters that are derived from the 
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combined IDP dataset (a = 2.95, b = 0.0013) are finally selected for the 
Korean peninsula.  
 
Figure 6-20 RMS contour plots when a = 2.95 and b = 0.0013. (m) CH-1966-0322, 
(n) CH-1967-0327, (o) CH-1975-0204. 
 
6.6. Conclusions 
This study investigated the variations in focal depth across the Korean 
peninsula using instrumentally determined depths. The magnitude and 
depth distributions for inland and offshore earthquakes shows that about 
70% of small magnitude events in the magnitude range 1.5 ≤ M ≤ 3 are 
concentrated in the upper and mid-crustal ranges. Moderate magnitude 
events (5 ≤ M ≤ 6.1) tend to occur at deeper and 20 km < h ≤ 35 km) than 
the inland crustal earthquakes. 
The macroseismic attenuation parameters for the Kövesligethy (1906) 
model were estimated from the macroseismic fields that are collected from 
the Korean peninsula and the Sino-Korean craton. 
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An important issue addressed in this chapter was how different type of 
macroseismic data and regional earthquake datasets (Korean, Sino-Korean, 
and combined datasets) can influence macroseismic attenuation 
parameters of the Kövesligethy (1906) model.  
A sensitivity study showed that macroseismic attenuation parameters 
derived from the Korea-MIR dataset alone lead to significantly different 
intensity attenuation, while macroseismic attenuation parameters derived 
from the Korea IDP, combined-MIR and combined-IDP datasets show 
analogous results. This suggests that the influence of using IDP and MIR 
data on intensity attenuation models is small when there are sufficient 
numbers of macroseismic data to describe both geometric spreading and 
anelastic attenuation behaviours of the models.  
By extending earthquake search areas and the number of IDP 
observations from the Sino-Korean craton, the standard errors associated 
with the geometric spreading and energy absorption coefficients were 
significantly reduced. 
Following to the sensitivity study, the macroseismic attenuation 
parameters derived from the combined-IDP dataset (a = 2.95, b = 0.0013) 
were selected for the determination of macroseismic focal depths for 15 
Korean and Sino-Korean earthquakes. A comparison of instrumentally 
and macroseismically determined depths showed a good agreement, 
showing no systematic differences.  
The depth determination procedure used in this study is helpful for 
deriving macroseismic attenuation parameters empirically from the 
distribution of macroseismic fields without inferring from ground motion 
data.  
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Chapter 7 	
Development of Intensity Attenuation 
Models for the Estimation of 
Earthquake Magnitude and Location 
 
7.1. Introduction 
In Chapter 6, the Kövesligethy (1906) intensity attenuation model was 
developed using the Stromeyer and Grünthal (2009) regression method. 
The Kövesligethy (1906) model has several advantages as it can be easily 
incorporated as a part of the focal depth determination procedure, and it 
can be used for intensity-based risk assessment and for intensity-based 
shake maps.  
However, its usefulness is somewhat limited for a seismic hazard study 
in conventional probabilistic seismic hazard assessment methods. The 
Kövesligethy (1906) model uses the epicental intensity as a size measure of 
an earthquake, requiring an additional relationship between seismic 
intensity and magnitude to estimate earthquake magnitudes of historical 
earthquakes for the preparation of a magnitude homogenous earthquake 
catalogue. 
As an extension to the development of intensity attenuation models in 
Chapter 6, two additional magnitude-based intensity attenuation models 
proposed by Sørensen et al. (2009) and Bakun and Wentworth (1997) are 
developed for the Korean peninsula, as a case study region. A particular 
focus is given to estimate earthquake location and magnitude for 10 
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training events in the Korean peninsula, and the corresponding results are 
compared with the instrumentally determined epicentres.  
 
7.2. Data selection 
As described in Section 6.2.3.2, a dataset comprising of 15 Korean and 
Sino-Korean earthquakes with 1503 intensity data points (IDPs) are used 
to derive intensity attenuation models. A calibration is applied to exclude 
anomalous intensity observations at distances greater than ±2 standard 
deviations (Bakun and Wentworth, 1997). Finally, a total of 1496 IDP 
observations are used for deriving intensity attenuation models, and the 
earthquake source parameters for 15 calibration events are listed in Table 
7-1.  
 
Table 7-1 Earthquake source parameters for 15 Korean and Sino-Korean 
earthquakes 
Epicentral 
location 
Event ID Event name Lat 
(°) 
Lon 
(°) 
h 
(km) M 
I0 
(MMI-
31) 
No. 
IDPs 
KO-1936-0703 Ssanggyesa 35.23 127.65 14* 4.8 7.5 94 
KO-1978-0915 Sokrisan 36.60 127.90 28* 4.6 6 24 
KO-1978-1007 Hongsung 36.60 126.70 3* 4.8 7.5 38 
KO-1996-1213 Yeongweol 37.19 128.75 6 4.7 7 117 
KO-1997-0625 Gyeongju 35.82 129.19 15 4.3 7 62 
KO-1998-0913 Buyeo 36.10 126.90 10 4.1 5 37 
KO-1999-0602 Gyeongju 35.90 129.30 8 3.9 4.5 14 
KO-2004-0426 Daegu 35.84 128.22 14 3.6 4.5 14 
KO-2007-0120 Odesan 37.68 128.59 13 4.7 6 100 
KO-2009-0501 Andong 36.56 128.71 11 3.8 4.5 14 
CH-1965-0112 Yuanqu, Shanxi 34.92 111.64 10 4.8 7.5 87 
CH-1966-0307 Longyao, Hebei 37.40 114.96 9 5.7 9.5 210 
CH-1966-0322 Dongwangzhen, Xingtai, Hebei 37.57 115.18 9 5.8 10 432 
CH-1967-0327 Hejian, Hebei 38.51 116.61 26 5.4 7 139 
CH-1975-0204 Tangshan, Hebei 40.67 122.65 8 7.0 9.5 124 
* Focal depths marked with an asterisk are replaced by macroseismic depths from Table 
6-9 in Section 6.5. 
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7.2.1. Log-linear intensity attenuation model 
7.2.1.1. Stromeyer and Grünthal (2009) 
Stromeyer and Grünthal (2009) developed a weighted least-square 
regression method that can be applied for the Kövesligethy (1906) 
intensity attenuation model.  
For ith earthquake at jth intensity observations, the simplified form of 
the Kövesligethy (1906) model is given by: 
Iij = I0*i − a log(
Dij2 + hi2
hi
)− b( Dij2 + hi2 − hi )  (7.1) 
where I0* is a reference intensity, Iij is the jth intensity observed at 
epicentral distance D (km), h is the focal depth (km), a and b are geometric 
spreading and energy absorption coefficients, respectively. 
The weighting scheme has been designed in a way that all intensity 
observations from one intensity level have the same weights, and the sum 
of squared inverse of the total number of intensity is equal for all intensity 
levels. It has an advantage of overcoming issues of sampling bias related 
to the disproportionate number of intensity data points (IDPs) between 
different intensity classes. Regression coefficients and mean regression 
errors derived from the Korean and the combined (Korea plus Sino-
Korean) dataset are presented in Table 7-2. 
 
Table 7-2 Regression coefficients and the corresponding mean regression 
errors obtained using the Stromeyer and Grünthal (2009) method. 
Type of IDP 
dataset 
Geometric 
spreading  
(a) 
Anelastic 
absorption  
(b) 
Covariance 
σ(a, b) 
Mean 
regression 
error (σ ) 
Korea 2.92 (±0.16) 
0.0011 
(±9.1E-04) -1.26E-04 0.503 
Combined  2.95  (±0.04) 
0.0013 
(±1.1E-04) -3.62E-06 0.672 
- Values in parentheses represent standard deviations 
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Figure 7-1 Comparison of intensity attenuation models derived from the 
combined (Korea plus Sino-Korean) and the Korean datasets. Grey circles 
represent observed IDPs. 
 
Figure 7-2 Residual plots of the intensity attenuation regression obtained from 
the combined (Korea plus Sino-Korean) dataset. 
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The Kövesligethy (1906) model fits derived from the Korean and the 
combined-IDP dataset with respect to the distribution of IDP observations, 
and their residuals between the observed and predicted intensities are 
plotted in Figure 7-1 and Figure 7-2, respectively.  
The model shows good agreement with the observed IDPs. However, 
the model tends to overestimate the intensities at short distances (D < 50-
100 km), whereas it underestimates at large distances (100 km < D). 
Similar conclusions are drawn by Sørensen et al. (2009) for southern Italy. 
Mean and median differences between the observed I0 and the 
calculated I0* are about 0.2 and 0.3 intensity units, respectively. This 
suggests that there is a generally good agreement between the observed I0 
and the calculated I0* values. It should be note worthy that, in some cases, 
a significant difference as large as one intensity unit between the observed 
I0 and the calculated I0* is observed (i.e. the 1998 Buyeo earthquake). 
The Kövesligethy (1906) model derived from a larger number of the 
combined dataset is preferred than that derived from the Korean dataset 
only, because the standard errors associated with the regression 
coefficients can be significantly reduced, while the mean regression 
coefficients derived between the two datasets show trivial differences.  
 
7.2.1.2. Sørensen et al. (2009) 
The functional forms of a macroseismic intensity attenuation model 
proposed by Sørensen et al. (2009) and Sørensen et al. (2009a) are also 
based on the log-linear model of Kövesligethy (1906). The key difference is 
that Sørensen et al. (2009) replace the epicentral intensity as a function of 
magnitude and focal depth.  
For ith earthquake at jth intensity observations, a general form of 
Sørensen et al. (2009) model is given by: 
Iij = c1M + c2 log(hi )+ c3 − c4 log(
Dij2 + hi2
hi
)− c5 ( Dij2 + hi2 − hi )  (7.2) 
where c1 and c2 are coefficients related to magnitude and depth terms, c3 is 
the constant, and c4 and c5 represent geometric spreading and anelastic 
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absorption coefficients, respectively. Sørensen et al. (2009) use the same 
weighted least-square (WLS) regression method of Stromeyer and 
Grünthal (2009), and the regression technique is described in detail in 
Section 6.3.1.2. 
 
Table 7-3 Regression coefficients and mean regression error for the Sørensen et 
al. (2009) model 
Regression c1 c2 c3 c4 c5 σ  
Sørensen 
et al. 
(2009) 
1.573 
(±0.022) 
-2.869 
(±0.075) 
2.543 
(±0.146) 
2.773 
(±0.036) 
0.0022 
(±1.08E-04) 
0.806 
 
Table 7-4 Variance-covariance matrix of the regression parameters for the 
Sørensen et al. (2009) model 
Regression 
Parameters c1 c2 c3 c4 c5 
c1 4.80E-04 4.32E-04 -2.70E-03 -1.33E-04 1.25E-06 
c2 4.32E-04 5.65E-03 -8.00E-03 -6.43E-04 1.75E-06 
c3 -2.70E-03 -8.00E-03 2.14E-02 1.64E-03 -8.02E-06 
c4 -1.33E-04 -6.43E-04 1.64E-03 1.30E-03 -3.09E-06 
c5 1.24E-06 1.75E-06 -8.02E-06 -3.09E-06 1.15E-08 
* Diagonal entries represent variance of the standard errors associated with the 
regression parameters.  
 
Table 7-3 presents the regression coefficients and the mean regression 
error, and Table 7-4 shows a variance-covariance matrix for the Sørensen 
et al. (2009) model. The mean regression error by the Sørensen et al. (2009) 
is about 20% higher than that of the Stromeyer and Grünthal (2009) model.  
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Figure 7-3 Comparison of the predicted and observed intensities. Predicted 
intensities are obtained from the Sørensen et al. (2008) model. Grey circles 
represent the observed IDP observations. 
 
Figure 7-4 Plots of residuals as a function of epicentral distance obtained from 
the Sørensen et al. (2009) model. 
This implies that residuals between the predicted and observed 
intensities show an average misfit of 0.8 intensity unit, and the intensities 
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for a future earthquake can be predicted within the range of 0.8 intensity 
unit.  
The regression parameters c4 and c5, related to the geometric spreading 
and anelastic absorption terms, are 2.77 and 0.0022, respectively. The 
standard errors and the covariance between c4 and c5 are comparable to 
those obtained from the Stromeyer and Grünthal (2009) method. 
A comparison between the predicted and observed intensities for 
individual events is shown in Figure 7-3, and the residual plots are 
presented in Figure 7-4. The comparison of the model fits with the 
observed IDP observations shows relatively poor agreement, leading to 
the overestimation of intensities. This is especially true for earthquakes 
with M < 4 or M = 7 (i.e. the 1999 Gyeongju, the 2004 Daegu, the 2009 
Andong, the 1975 Tangshan events).  
As concluded by Sørensen et al. (2009), the uncertainties associated with 
the earthquake location and source parameters (e.g. magnitude, depth) 
have small contribution to the regression errors. The main source of 
uncertainty related to the regression model is attributed to the level of 
scattering associated with intensity data.  
Based on the evaluation of the model performance, it is concluded that 
the Sørensen et al. (2009) model is not satisfactory for use in the Korean 
peninsula using the available earthquake dataset. 
 
7.2.2. Logarithmic intensity attenuation model 
7.2.2.1. Bakun and Wentworth (1997) 
One-stage and two-stage regression techniques 
There are a number of different regression techniques for deriving 
intensity attenuation relations. Two commonly used regression techniques 
are the one-stage and two-stage regression techniques (e.g. Joyner and 
Boore, 1981; Fukushima and Tanaka, 1990; Joyner and Boore, 1993).  
The logarithmic intensity attenuation model proposed by Bakun and 
Wentworth (1997) is given by: 
I = f (M)+ g(RM )+ S  (7.3) 
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I =α + βM + c2RM + c3 log(RM )+ S  (7.4) 
where f(M) and g(RM) represent the dependence of intensity on magnitude 
and distance, respectively. α and β are magnitude dependence coefficients, 
c2 and c3 are distance dependence coefficients, and c1 is the amplification 
scaling factor. RM is the median hypocentral distance at individual 
intensity levels. S is the site correction term, which accounts for site effects 
at individual site locations. Although the site correction term S has an 
important contribution to the intensity attenuation model, it is not 
considered in this study. A further study is warranted to determine the 
average site effects on the individual intensity observations (e.g. Bakun 
and Wentworth, 1997).  
The one-stage technique performs a regression analysis on magnitude 
and distance simultaneously. The main advantage of this technique is its 
simplicity, while its main drawback is that it may lead to biased estimates 
of coefficients, especially when there is a strong correlation between 
magnitude and distance in a ground motion dataset (e.g. Joyner and Boore, 
1981; Fukushima and Tanaka, 1990).  
On the other hand, the two-stage regression method can effectively 
reduce the interdependence between magnitude and distance by 
decoupling magnitude and distance dependences (e.g. Joyner and Boore, 
1981). The distance and magnitude dependence functions are given by: 
g(RM ) = c1 + c2RM + c3 log(RM )
 
(7.5) 
f (M) =α + βM  (7.6) 
The first step in the two-stage regression analysis is to fit a linear 
regression on the median RM dataset to derive distance dependence 
coefficients (i.e. c2 and c3), and the corresponding amplification scaling 
factors (c1) are obtained. Subsequently, the amplitude scaling factors are 
used to determine the magnitude dependence coefficients. The total 
uncertainty (σT) of the two-stage regression model is given by: 
σ T = σ D
2 +σ M
2  (7.7) 
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where σD and σM are the corresponding standard deviations of residuals 
from the regression described by equation (7.5) and equation (7.6), 
respectively. There are two important assumptions associated with the 
two-stage regression technique: one is that the error associated with the 
regression curve determined in equation (7.6) is negligible compared to 
the residuals of an individual data point relative to the curve. Another is 
that both the amplitude scaling factors and magnitude in equation (7.5) 
has no measurement errors (Joyner and Boore, 1981). 
 
Random-effects model 
A random-effects model is developed based on the logarithmic functional 
form (e.g. Abrahamson and Youngs, 1992; Pinheiro and Bates, 2000). The 
random-effects model is widely used for deriving conventional ground 
motion prediction equations (GMPEs) (e.g., Abrahamson and Silva, 1997; 
Zhao et al., 2006). The random-effects model can be expressed as: 
Iij = f (Mi ,   RMij ,  S) + ξij  + ηi  (7.8) 
where ξij and ηi are the intra-event and inter-event residuals, and which 
are assumed to be independent and normally distributed with zero means. 
The total uncertainty (σT) of the model prediction is given by: 
σ T = σ
2 +τ 2  (7.9) 
where σ and τ are the corresponding standard deviations of the intra-
event and the inter-event components, respectively. 
The random-effects model has great advantages in which it uses the 
maximum likelihood method to separate the residuals for each intensity 
observation into the intra-event and inter-event residuals. The partitioning 
of the total model variability can help understand the individual 
contribution of the inter-event and intra-event components to the total 
uncertainty. Also, the random-effects model does not require making the 
impractical assumption on the amplitude scaling factors in the second 
stage of the two-stage technique.  
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Calibration of intensity dataset 
The distribution of intensity observations as a function of distance is often 
skewed toward higher densities depending on the distribution of 
population. To account for a disproportionate number of reported 
intensities between different intensity levels, numerous regression and 
data calibration methods have been suggested (e.g. Peruzza, 1996; Bakun 
and Wentworth, 1997; Stromeyer and Grünthal, 2009; Boyd and Cramer, 
2014). 
Two binning strategies are widely used for deriving an intensity 
attenuation relationship; intensity level binning and distance level binning. 
The intensity level binning and distance level binning are compared in 
Figure 7-5 and Figure 7-6. For the distance level binning, the mean 
intensity assignments are obtained using 10km and 20km bins, 
respectively.  
The median intensity assignments suggested by the intensity level 
binning show good agreement with the mean intensity assignments 
obtained by the distance binning method at short distances (R < 100km). 
However, a systematic difference between the two binning methods are 
observed at larger distances (R > 100km) due to the sparseness of the 
intensity observations. Bakun and Scotti (2006) state that the distance 
binning method tends to show an artefact effect (i.e. a flatten attenuation 
slope) at larger distances (R > 100km), which leads to a two-segment 
piece-wise linear relationship (e.g. Gasperini, 2001; Fäh et al., 2003). Similar 
effect is also observed from the dataset used in this study (i.e. the 1965 
Yuanqu, the 1966 Lungyao and the 1966 Dongwangzhen events). This is 
attributed to the anomalous site effects, the population distribution and 
the macroseismic data processing (e.g. Section 2.5).  
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Figure 7-5 Comparison between the intensity binning (red triangle) and the 
distance binning methods in 10km bins (dark green diamond) for 15 Korean 
and Sino-Korean earthquakes. Black circles represent the intensity 
observations. 
 
A comparison of the mean intensity assignments between 10km and 
20km bins shows that the 20km bin resolves the observed intensities better 
than the 10km bin. 
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Figure 7-6 Comparison between the intensity binning (red triangle) and the 
distance binning methods in 20km bins (dark green diamond) for 15 Korean 
and Sino-Korean earthquakes. Black circles represent the intensity 
observations. 
 
The distance binning method has a tendency to overestimate the 
intensities in the lower intensity range, and it is more sensitive to the 
anomalous intensity observations than the intensity level binning (Bakun 
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and Scotti, 2006). Thus, the intensity level binning method is preferred 
over the distance binning method.  
 
Regression results 
The one-stage, two-stage, and the random-effects regression models are 
performed on 15 Korean and Sino-Korean earthquakes comprising of 75 
median hypocentral distances.  
 
Table 7-5 Regression coefficients of the Bakun and Wentworth (1997) model 
obtained from the one-stage regression technique. 
# Event 
(# Median R) 
Magnitude dependence Distance dependence 1 
α β c2 c3 
R2 σT 
2.69  
(±0.61) 
1.58  
(±0.09) 
-0.0002 
(±0.0007) 
-2.98  
(±0.22) 0.916 0.601 15(75) 
3.57 
 (±0.46) 
1.50  
(±0.09) 0 
-3.35 
 (±0.14) 0.910 0.616 
1 c2 is not significantly different from zero. Hence, c3 is obtained by setting c2 = 0. 
 
Table 7-6 Regression coefficients of the Bakun and Wentworth (1997) model 
obtained from the two-stage regression technique. 
# Event 
(# Median R) 
Magnitude dependence Distance dependence 1 
α β R2 σM c2 c3 R2 σD 
σT 
2.69 
(±0.82) 
1.63 
(±0.17) 0.871 0.507 
-0.0006  
(±0.0005) 
-3.19  
(±0.24) 0.994 0.412 0.653 15(75) 
3.04 
(±0.84) 
1.60 
(±0.17) 0.860 0.519 0 
-3.34  
(±0.10) 0.994 0.414 0.664 
1 c2 is not significantly different from zero. Hence, c3 is obtained by setting c2 = 0. 
 
The evaluation of the statistical significance of the model coefficients, 
shows that the coefficient c2 is not significantly different from zero at 5% 
significance level. The regression analyses are repeated by setting c2 = 0 (cf. 
Bakun and Scotti, 2006). Regression coefficients and the mean regression 
errors are presented in Table 7-5, Table 7-6 and Table 7-7, respectively. 
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Table 7-7 Regression coefficients and the total standard deviations obtained 
from the random-effects regression model. 
# Event 
(# Median R) 
Magnitude dependence Distance dependence 1 
α β c2 c3 
σ τ σT 
2.71 
(±0.84) 
1.62 
(±0.16) 
-0.0008  
(±0.0005) 
-3.15 
(±0.16) 0.406 0.429 0.591 15(75) 
3.14 
(±0.80) 
1.58 
(±0.16) 0 
-3.34  
(±0.10) 0.410 0.443 0.604 
1 c2 is not significantly different from zero.  
 
The comparison of the total standard errors between three regression 
models shows that the random-effects model has the smallest total 
standard error, while the two-stage regression has the largest regression 
error.  
 
Figure 7-7 Comparison of intensity attenuation curves between one-stage, two-
stage, and random-effects models. (a) c2 is varied, (b) c2 is set to 0  
 
Figure 7-7 shows a comparison of intensity attenuation curves obtained 
between the three regression models when c2 is varied, and c2 is set to zero. 
It is found that the one-stage regression curve shows a little difference 
compared to the two-stage and the random-effects curves, and it diverges 
with increasing epicentral distance. The comparison between the two-
stage and random-effects models shows very good agreement. When the 
regression is repeated without the c2 term, there is a little increase in the 
total standard errors of the model, and the regression curve tends to 
marginally overestimate the intensities at large distances. However, this 
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contribution is considered negligible relative to the total uncertainty of the 
model. 
A comparison of correlation matrices between the one-stage and 
random-effects regression models is presented in Figure 7-8. A correlation 
matrix shows correlation coefficients between each variable and the others 
to assess their interdependence. Generally speaking, the closer the 
correlation coefficient to 1 or -1, the stronger the linear correlation between 
the variables. This study assumes that the magnitude is independent of 
the median hypocentral distance since they are not strongly correlated 
(correlation coefficient = 0.43). Correlation coefficients between 
independent variables show that the one-stage regression model yields a 
stronger interdependence between independent variables than the 
random-effects model.  
 
Figure 7-8 Comparison of correlation matrix between the regression 
coefficients. (a) One-stage model when c2 is varied, (b) Random-effects model 
when c2 is varied, (c) One-stage model w yields a stronger interdependence 
between independent variables than the random-effects model. 
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Once the regression coefficients are determined, the goodness of fit 
between the one-stage and the random-effects models is tested using the 
Akaike’s information criterion (AIC; Akaike, 1974), the Bayesian 
Information Criterion (BIC; Schwarz, 1978) and log-likihood.  
The AIC, BIC and log-likelihood for the one-stage and the random-
effects models are compared in Table 7-8. The random-effects model yields 
the lower AIC and BIC and higher log-likelihood than the one-stage model. 
This implies that the random-effects model has a better ability to capture a 
trend of the dataset used than the one-stage model. 
 
Table 7-8 Summary of AIC, BIC and log-likelihood statistics for the one-stage 
and the random-effects models 
Model AIC BIC Log-likelihood 
One-stage 145.079 154.349 -68.539 
Random-
effects 117.409 128.997 -53.704 
 
Based on the overall model evaluation between the one-stage, two-stage 
and the random-effects models, the random-effects model with c2 = 0 is 
selected as the most preferred magnitude-based intensity attenuation 
model for the Korean peninsula. The rest of the models are not considered 
any further in this study. 
A comparison of predicted and observed intensities for the random-
effects model is shown in Figure 7-9 and the corresponding residuals are 
plotted as a function of hypocentral distance in Figure 7-10. The model 
shows reasonably good agreement with the observed intensities.  
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Figure 7-9 Comparison of the predicted and observed intensities from the 
random-effects model when c2 = 0 
 
Figure 7-10 Plots of residuals as a function of hypocentral distance obtained 
from the random-effects model when c2 = 0 
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Figure 7-11 Plots of intra-event and inter-event residuals with respect to 
hypocentral distance, magnitude and focal depth. Red lines represent local 
polynomial regression fits to residuals. 
 
Figure 7-11 shows the distributions of intra-event and inter-event 
residuals obtained from the random-effects model. The inter-event 
residuals are plotted against the magnitude and focal depth, respectively, 
and the intra-event residuals are plotted against the hypocentral distance. 
For a single data point the contribution of the inter-event and the intra-
event uncertainties shows 46% and 54% of the total standard errors, 
respectively (Table 7-7). 
A local polynomial function fitted to the inter-event and intra-event 
residuals suggest that there is no systematic trend. However, the model 
has a tendency to overpredict the intensities for the magnitude ranges M < 
4 or M > 5.8, while it underpredicts between 4  ≤ M ≤ 5.8.  
Chapter 7. Development of Intensity Attenuation Models for the 
Estimation of Earthquake Magnitude and Location 
 340 
 
Figure 7-12 Comparison of the intensity attenuation models between France 
and the Korea peninsula. h = 10 km is assumed. French models are developed 
by Bakun and Scotti (2006). 
 
 
Figure 7-12 compares intensity attenuation models between this study 
and the various sub-regions in France. The intensity attenuation model 
derived from the Korean and Sino-Korean datasets shows similar 
attenuation with the French SCR model at M 4, but it diverges with 
increasing magnitude. As expected, the attenuation in the Korean 
peninsula shows considerably lower decay rate of intensity with epicentral 
distance than the southern France and the French Alps.  
To assess on whether the random-effects model shows consistent M 
prediction with the felt area-to-magnitude relationship, the log(M0) – 
log(AF) model from Section 6.2.3.4 is compared with the random-effects 
model. The felt area-to-magnitude relationship shows very good 
agreement with the Bakun and Wentworth (1997) intensity attenuation 
model with MMI = 2.5 (Figure 7-13).  
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Figure 7-13 Comparison of the Bakun and Wentworth (1997) (BW97) and the 
Frankel (1994) log(M0) – log(AF) models for the Korean peninsula. 
 
The value of MMI 2.5 corresponds well with the combined isoseismal 
areas of MMI II and III data being used for the development of the Frankel 
(1994) log(M0) – log(AF) model. This suggests that the log(M0) – log(AF) 
model yields a similar M prediction with the Bakun and Wentworth (1997) 
model for epicentral distances (D)  less than or equal to 200 km, while it 
predicts up to 0.5 M unit higher values for 200 km < D < 500 km than the 
intensity attenuation model. This magnitude difference between the two 
models is influenced by the lack of the distant intensity observations and 
insufficient number of large magnitude earthquakes. Since the intensity 
attenuation model provides an average of intensity variations from the 
uneven and sparse sampling of intensity observations, the average 
intensity may carry the average uncertainty due to the anomalous site 
effects and population bias (Cramer and Boyd, 2014). This suggest that, at 
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least for large magnitudes, the use of felt area to magnitude relationship, 
or the weighted average of M estimates between the intensity attenuation 
and the felt area to magnitude relations could provide a better constraint 
on magnitude estimates.  
 
7.3. Estimation of Macroseismic Magnitude and Location 
Based on the random-effects model derived in Section 7.2.2.1, earthquake 
locations and magnitudes for 10 Korean earthquakes are re-evaluated 
using a bootstrap resampling method (Bakun and Wentworth, 1997).  
For the ith earthquake with jth number of the observed intensity at the 
median hypocentral distance, the random-effects model derived in Section 
7.2.2.1 is given by: 
Iij = 3.14 +1.58Mi − 3.34 log(RM ij )+ Sij  (7.7) 
By re-arranging: 
Mi =
(Iij − 3.14 + 3.34 log(RM ij )+ Sij )
1.58  (7.8) 
The bootstrap resampling technique computes both magnitude and root 
mean square errors (RMS) over a grid of trial source locations. The RMS 
error is defined as the root mean square difference between the observed 
and calculated magnitudes calculated using equation (7.8), which is given 
by:  
RMS Mi[ ] = RMS MI −Mi( )−RMS0 MI −Mi( )⎡⎣ ⎤⎦  (7.9) 
where: 
RMS MI −Mi( ) =
Wi ⋅ MI −Mi( )⎡⎣ ⎤⎦i∑
2
Wi2i∑
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪
12
 (7.10) 
where RMS0(MI – Mi) is the minimum RMS(MI – Mi) over a grid of trial 
earthquake source locations. Wi is the distance weighting function. Bakun 
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and Wentworth (1997) proposed the cosine weighting function which is 
given by: 
Wi =
0.1+ cos Ri / Rs( ) π / 2( )⎡⎣ ⎤⎦,  Ri < Ri
0,                                         Ri > Rs
⎧
⎨
⎪
⎩⎪
 (7.11) 
where Ri is the distance (km) from the trial source location to the location 
of the ith observed intensity, and RS is a constant smoothing distance (km) 
(Bakun and Wentworth, 1997; Bakun et al., 2011).  
For each event, N numbers of the observed intensity observations are 
resampled 1000 times with replacement to obtain intensity centres, where 
the intensity centre is the trial epicentre location for which RMS[MI] is 
minimum.  
 
Figure 7-14 Comparison of macroseismic epicentre (red star) relative to the 
instrumental epicentre (green triangle) between different smoothing distances 
(RS) for the 1936 Ssanggyesa earthquake. (a) 25km, (b) 50km, (c) 75km, and (d) 
100km 
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Of 1000 bootstrap resampling locations, the preferred location of an 
epicentre is obtained at the intensity centre where the highest density is 
found. The associated location uncertainty is bounded by the contour lines 
associated with different levels of confidence. For example, the 68% (±1σ) 
and 95% (±2σ) of confidence regions enclose 68% and 95% of the bootstrap 
resampling locations, respectively (Bakun et al., 2011). 
Preferred M is defined as the median MI from the 1000 bootstrap 
resampling distribution. The associated ±1σ and ±2σ M uncertainties are 
obtained at 16th and 84th percentiles, and at 2.5th and 97.5th percentiles, 
respectively, from the bootstrap resampling distribution (Bakun et al., 
2011). 
To investigate the sensitivity of the smoothing distance RS to the 
calculated earthquake magnitude and location, as well as to obtain an 
optimum smoothing distance that can be generally applied for the Korean 
peninsula, four RS values of 25km, 50km, 75km and 100km are examined. 
For the bootstrap resampling calculation, the grid spacing of 2.5km over a 
rectangular area of ±1 degree from the trial source location is used as 
shown in Figure 7-14. Comparison between four smoothing distances is 
shown in Appendix B. 
Figure 7-15 shows a comparison of differences between the observed 
and calculated epicentral locations (ΔD) and magnitudes (ΔM). No 
significant variations in ΔM are observed with respect to different RS 
values, while considerable differences in ΔD are observed. The smallest 
and the largest mean differences in epicentral locations and magnitudes 
are observed when RS = 50km and RS = 100km, respectively.  
Finally, using the RS value of 50km, epicentral locations, magnitudes, 
and the associated ±1σ and ±2σ M uncertainties are determined for 10 
Korean earthquakes (Table 7-9).  
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Figure 7-15 Comparison of differences between the observed and calculated 
epicentral locations (ΔD) and magnitudes (ΔM). 
 
Figure 7-16 compares the observed and calculated M values for 10 
Korean earthquakes. Mean and median differences between the observed 
and predicted M values are -0.14 and -0.11, respectively, suggesting that 
there is no systematic difference. 
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Table 7-9 Preferred epicentral location and magnitude obtained using the 
Bakun and Wentworth (1997) method. 
Event ID No. IDPs Lat Lon M ∆D 1 ∆M 1 ±1σ M ±2σ M 
KO-1936-0703 94 35.13 127.65 4.80 11 0.08 4.68-4.75 
4.63-
4.79 
KO-1978-0915 24 36.46 127.9 4.94 21 -0.25 4.79-4.91 
4.74-
4.97 
KO-1978-1007 38 36.65 126.7 4.14 8 0.57 4.04-4.24 
3.95-
4.35 
KO-1996-1213 117 37.25 128.75 5.24 11 -0.91 5.18-5.25 
5.15-
5.29 
KO-1997-0625 62 35.83 129.19 4.98 7 -0.65 4.91-4.99 
4.87-
5.04 
KO-1998-0913 37 36.00 126.9 4.69 11 -0.46 4.51-4.61 
4.46-
4.65 
KO-1999-0602 14 35.86 129.3 3.96 11 0.24 3.37-3.80 
3.20-
3.91 
KO-2004-0426 14 36.00 128.22 4.01 24 0.20 3.73-3.88 
3.66-
3.97 
KO-2007-0120 100 37.64 128.59 4.84 6 -0.03 4.67-4.77 
4.53-
4.81 
KO-2009-0501 14 36.59 128.71 3.76 5 0.22 3.49-3.68 
3.40-
3.76 
1 ∆M = observed M – predicted M, ∆D: epicentral distance (km) between instrumentally 
determined and macroseismically determined epicentres. 
 
 
Figure 7-16 Comparison between the observed and predicted M values. 
However, the 1996 Yeongweol and the 1997 Gyeongju events show a 
significant overestimation of M, of up to one M unit. This is attributed to 
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the combination of one or more factors including the anomalous site 
effects, errors associated with intensity assignment, sparse and unevenly 
sampled intensity observations with distance. For a small number of 
intensity observations, the effect of additive site correction becomes more 
pronounced for the M estimation (Bakun et al., 2011).  
Mean difference in epicentral locations is 11 km, indicating that the 
earthquake location can be reliably located using intensity data. 
Solutions of the Bakun and Wentworth (1997) bootstrap resampling 
locations and magnitudes for 10 Korean earthquakes are shown in Figures 
7-17, 7-18, 7-19, 7-20 and 7-21. 
 
Figure 7-17 Bootstrap resampling location and magnitude for the 1936 
Ssanggyesa (left) and the 1978 Sokrisan earthquakes (right). Red and green 
triangles represent macroseismically determined and instrumentally 
determined epicentres, respectively. Red and green lines indicate ±1σ  and 
±2σ  uncertainties, respectively. 
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Figure 7-18 Bootstrap resampling location and magnitude for the 1978 
Hongsung (left) and 1996 Yeongweol earthquakes (right). 
 
 
Figure 7-19 Bootstrap resampling location and magnitude for the 1997 
Gyeongju and the 1998 Buyeo earthquakes (right). 
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Figure 7-20 Bootstrap resampling location and magnitude for the 1999 
Gyeongju (left) and the 2004 Daegu earthquakes (right) 
 
 
Figure 7-21 Bootstrap resampling location and magnitude for the 2007 Odesan 
(left) and the 2009 Andong earthquakes (right). 
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7.4. Conclusions 
A macroseismic intensity attenuation model is commonly used to estimate 
earthquake damage extent for seismic risk studies but they can be also 
used to determine earthquake source parameters for historical 
earthquakes (e.g. Bakun and Wentworth, 1997; Dowrick and Rhoades, 
1999; Musson, 2000).  
A suite of three intensity attenuation models using 15 Korean and Sino-
Korean earthquakes is derived for the Korean peninsula. The key findings 
from this chapter are summarised as follows: 
• Stromeyer and Grünthal (2009) model is given by: 
I0* − I = 2.95 log( D
2 + h2
h )+ 0.0013( D
2 + h2 − h)  
The model fits well with the observed IDPs, and no systematic 
trend is apparent from the residual plots. However, the model has a 
tendency to overestimate the intensities at short distances (D < 50-
100 km), whereas it underestimates at large distances (100 km < D). 
• Sørensen et al. (2009) model, largely based on the log-linear model 
of Kövesligethy (1906), is less satisfactory for intensity prediction 
purposes. 
• Distance binning method has a tendency to overestimate low 
intensities, and it is more sensitive to the anomalous intensity 
observations. Therefore, the intensity level binning strategy is 
preferred for the calibration of intensity data. 
• Based on the logarithmic intensity attenuation model of Bakun and 
Wentworth (1997), one-stage, two-stage and the random-effects 
regression techniques are considered in order to determine the 
preferred regression model.  
• Random-effects model yields the smallest total regression 
uncertainty, with yielding the lower AIC and BIC and higher log-
likelihood compared to the other models. Thus, the random-effects 
model is selected as the preferred magnitude-based intensity 
attenuation model:  
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I = 3.14 +1.58M − 3.34 log(R)  
It is generally applicable for earthquakes of 4  ≤ M ≤ 5.8 and the 
distance range of 10km ≤ R ≤ 300km. 
• Inter-event and the intra-event uncertainties contribute 46% and 
54% of the total model uncertainty, respectively. 
• Random-effects model shows similar attenuation with the French 
SCR model of Bakun and Scotti (2006) at M 4-5, but they diverge 
with increasing magnitude. 
• Random-effects model shows consistent M prediction with the felt 
area-to-magnitude relationship developed in Section 6.2.3.4, even 
though different methods of analysis and the type of dataset were 
used. 
• Mean location difference in epicentres is 11 km, indicating that the 
random-effects model can reliably locate earthquake epicentres 
using intensity data. Smoothing distsance RS of 50km is 
recommended for use in the Korean peninsula. RS has negligible 
effect on the M estimation, but it is sensitive to location errors of 
earthquakes.  
• Mean difference between the observed and predicted M is -0.14, 
showing no systematic difference. However, a few events show a 
significant overestimation of M, up to one M unit. This is attributed 
to the site effects, and unevenly sampled intensity observations. M 
prediction can be significantly improved by incorporating the site 
correction. For a small number of intensity observations, the effect 
of site correction becomes more pronounced (Bakun et al., 2011).  
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Chapter 8 	
Conclusions and Further works 
 
8.1. Conclusions 
The fundamental limitations in the application of PSHA for intraplate 
regions are two-fold: long earthquake recurrence intervals and lack of 
strong motion data, causing large uncertainty in PSHA. Of all components 
of PSHA, the importance of a homogenised earthquake catalogue and its 
and its significance to the hazard results is not carefully considered. 
Modern PSHA tools in capturing epistemic uncertainties such as logic tree 
framework (e.g. Kulkani et al., 1984) do not often consider the epistemic 
uncertainty associated with the earthquake source parameters itself, which 
makes it difficult to capture its relative contribution to the total hazard 
uncertainty. 
The first part of this thesis investigates regional variation between the 
four selected SCRs using isoseismal felt area. Individual felt area-
magnitude relationships are re-evaluated and compared with the existing 
felt-area-magnitude relationships.  
The following conclusions are drawn from the global average SCR 
log(M0) – log(AF) regression analyses: 
• . Examination of four functional forms indicates that the functional 
form of Frankel (1994) is the best performing model for log(M0) – 
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log(AF) regression analyses. The final F94 regression model shows 
good agreement with Johnston (1996b) across the entire range of 
magnitude applicability (i.e. 2.4 ≤ M ≤ 8.3).  
The ±1σ regression uncertainty for the global average SCR log(M0) – 
log(AF) regression relationship is about 0.04 M and ±1σ prediction 
uncertainty for single AF data is about 0.43 M over the central AF 
data range. The dominant contributor to the total prediction 
uncertainty is the event-to-event variability. The effects of 
observation and measurement errors on isoseismal contours are 
smaller in comparison to significant scatter from intrinsic variability 
of intensity data, focal depth, attenuation quality factor, stress drop, 
directivity and site effects. Among these factors, stress drop is 
primarily responsible for large AF data scattering. Site effects and 
population bias associated with isoseismal felt areas also contribute 
to the inter-event variability. Their influence is, however, known to 
be less significant at lower intensities (e.g. MMI ≤ VI). 
• The n and Q3Hz values (0.75 and 1571, respectively) obtained from 
the global average SCR v reflects geometric spreading and regional 
anelastic attenuation for surface and Lg coda waves. The Q3Hz value 
estimated from isoseismal AF data showed a reasonably good 
qualitative measure of regional Lg wave attenuation. However, the 
sensitivity of Q3Hz to regression coefficients limits its use for 
investigating regional attenuation variability.  
• Ranking of Q3Hz obtained from macroseismic data shows broadly 
consistent relative levels of Lg anelastic attenuation with those 
determined instrumentally. The ranking of Q3Hz could provide a 
crude measure of investigating regional variability. 
• Comparison of Q3Hz values between regression and instrumentally 
obtained values do not agree well particularly for Australia. This 
may be attributed to poor resolution of regional Q3Hz values. 
Localised anelastic attenuation properties (Q3Hz values) are smoothed 
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over a larger area (e.g. Australia, central and eastern North 
America). For those regions with sufficient log(M0) – log(AF) data 
(e.g. Korean peninsula and United Kingdom), decoupled Q3Hz values 
show reasonably good agreement with instrumentally obtained Q3Hz 
values. 
The second part of the thesis focuses on a comprehensive framework of 
macroseismic analyses. This comprehensive framework comprises of 
macroseismic data processing, focal depth estimation and development of 
macroseismic intensity attenuation models. The key findings from these 
can be summarised as follows: 
• Intensity-based attenuation model of Stromeyer and Grünthal 
(2009) and the magnitude-based random-effects model are 
preferred intensity attenuation models for the Korean peninsula.  
• Macroseismic attenuation parameters (a = 2.95, b = 0.0013) for the 
Stromeyer and Grünthal (2009) model are derived from the Korean 
and Sino-Korean IDP dataset. Comparison between instrumentally-
determined and macroseismically-determined focal depths shows a 
good agreement, showing no systematic differences. However, the 
model has a tendency to overestimate the intensities at short 
distances (D < 50-100 km), whereas it underestimates at large 
distances (100 km < D). By extending earthquake search areas to the 
Sino-Korean craton, the standard errors associated with the 
geometric spreading and energy absorption coefficients are 
significantly reduced. 
• Random-effects model is selected as the preferred magnitude-based 
intensity attenuation model. The model is generally applicable for 
earthquakes of 4  ≤ M ≤ 5.8 and the distance range of 10km ≤ R ≤ 
300km. Individual contributions from the inter-event and intra-
event components to the total uncertainty are 46% and 54%, 
respectively. 
• Random-effects model shows remarkably consistent M prediction 
with the log(M0) – log(AF) relationship developed for the Korean 
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peninsula, even though different methods of analysis and the type 
of dataset were used. 
• Mean location difference in epicentres is 11 km, indicating that the 
random-effects model can reliably locate earthquake epicentres 
using intensity data. Smoothing distance RS of 50km is 
recommended for use in the Korean peninsula. RS has negligible 
effect on the M estimation, but it is sensitive to location errors of 
earthquakes.  
• Mean difference between the observed and predicted M is -0.14, 
showing no systematic difference. However, a few events show a 
significant overestimation of M, up to one M unit. This is attributed 
to the site effects, and unevenly sampled intensity observations.  
 
8.2. Further works 
The following recommendations for future work are made based on the 
previous conclusions: 
• The Frankel (1994) log(M0) – log(AF) relationship considered in this 
study assumes a constant stress drop. The Frankel (1994) model can 
be modified to explicitly account for variable stress drop to 
investigate the effect of stress drop and its possibility of reducing 
the large data scattering with AF. 
• Comparison between the observed and predicted M by the 
random-effects Bakun and Wentworth (1997) model shows 
relatively large M difference of up to one M unit. This discrepancy 
may be explained by the ignorance of site correction term. M 
estimates from the Bakun and Wentworth (1997) method can be 
significantly improved by incorporating the site correction. For a 
small number of intensity observations, the effect of site correction 
becomes more pronounced (Bakun et al., 2011). A further study is 
warranted to determine the average site effects on the individual 
intensity observations (e.g. Bakun and Wentworth, 1997). Also the 
correlation between site correction factors and VS30 needs to be 
investigated.  
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• Bakun and Wentworth (1997) consider a distance weighting 
function in the estimation of earthquake location. Prediction of 
magnitude and location is very sensitive to the weighting function. 
The development of intensity-based weighting function and its 
effects to the earthquake magnitude and location can be 
investigated.  
• Compared to onshore events, the epicentral locations for offshore 
earthquakes are relatively poorly estimated. This problem can be 
further explored to improve the model performance for offshore 
earthquakes.  
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Appendix A 
 
 
A.1. Introduction 
This appendix A provides an atlas of isoseismal maps of 10 Korean 
earthquakes. The isoseismal maps are produced for the intensity 
attenuation purposes. Earthquake origin date is displayed in Greenwich 
Mean Time (GMT). 
 
3th July 1936 Jirisan (Ssanggyesa) earthquake 
 
Figure A-1 Isoseismal map of the 1936 Jirisan earthquake 
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Figure A-2 Isoseismal map of the 1978 Sokrisan earthquake 
 
 
Figure A-3 Isoseismal map of the 1978 Hongsung earthquake 
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Figure A-4 Isoseismal map of the 1996 Yeongweol earthquake 
 
 
Figure A-5 Isoseismal map of the 1997 Gyeongju earthquake 
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Figure A-6 Isoseismal map of the 1998 Buyeo earthquake 
 
 
Figure A-7 Isoseismal map of the 1999 Gyeongju earthquake 
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Figure A-8 Isoseismal map of the 2004 Daegu earthquake 
 
 
Figure A-9 Isoseismal map of the 2007 Odaesan earthquake 
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Figure A-10 Isoseismal map of the 2009 Andong earthquake 
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Appendix B 
 
 
B.1. Introduction 
Appendix B provides a comparison of the macroseismic epicentres 
derived between different smoothing distances. For each earthquake, four 
smoothing distances of 25km, 50km, 75km and 100km are presented.  
 
 
Figure B-1 Comparison of macroseismic epicentre (red star) relative to the 
instrumental epicentre (green triangle) between different distance weighting 
schemes for the 1936 Ssanggyesa earthquake (event ID: KO-1936-0704). (a) 
25km, (b) 50km, (c) 75km, and (d) 100km 
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Figure B-2 Comparison of macroseismic epicentre (red star) relative to the 
instrumental epicentre (green triangle) between different distance weighting 
schemes for the 1978 Sokrisan earthquake (event ID: KO-1978-0915). (a) 25km, 
(b) 50km, (c) 75km, and (d) 100km 
 
Figure B-3 Comparison of macroseismic epicentre (red star) relative to the 
instrumental epicentre (green triangle) between different distance weighting 
schemes for the 1978 Hongsung earthquake (event ID: KO-1978-1007). (a) 25km, 
(b) 50km, (c) 75km, and (d) 100km 
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Figure B-4 Comparison of macroseismic epicentre (red star) relative to the 
instrumental epicentre (green triangle) between different distance weighting 
schemes for the 1996 Yeogwol earthquake (event ID: KO-1996-1213). (a) 25km, 
(b) 50km, (c) 75km, and (d) 100km 
 
Figure B-5 Comparison of macroseismic epicentre (red star) relative to the 
instrumental epicentre (green triangle) between different distance weighting 
schemes for the 1997 Gyeongju earthquake (event ID: KO-1997-0625). (a) 25km, 
(b) 50km, (c) 75km, and (d) 100km 
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Figure B-6 Comparison of macroseismic epicentre (red star) relative to the 
instrumental epicentre (green triangle) between different distance weighting 
schemes for the 1998 Buyeo earthquake (event ID: KO-1998-0913). (a) 25km, (b) 
50km, (c) 75km, and (d) 100km 
 
Figure B-7 Comparison of macroseismic epicentre (red star) relative to the 
instrumental epicentre (green triangle) between different distance weighting 
schemes for the 1999 Gyeongju earthquake (event ID: KO-1999-0602). (a) 25km, 
(b) 50km, (c) 75km, and (d) 100km 
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Figure B-8 Comparison of macroseismic epicentre (red star) relative to the 
instrumental epicentre (green triangle) between different distance weighting 
schemes for the 2004 Daegu earthquake (event ID: KO-2004-0426). (a) 25km, (b) 
50km, (c) 75km, and (d) 100km 
 
Figure B-9 Comparison of macroseismic epicentre (red star) relative to the 
instrumental epicentre (green triangle) between different distance weighting 
schemes for the 2007 Odesan earthquake (event ID: KO-2007-0120). (a) 25km, 
(b) 50km, (c) 75km, and (d) 100km 
  402 
 
Figure B-10 Comparison of macroseismic epicentre (red star) relative to the 
instrumental epicentre (green triangle) between different distance weighting 
schemes for the 2009 Andong earthquake (event ID: KO-2009-0501). (a) 25km, 
(b) 50km, (c) 75km, and (d) 100km 
 
 
 
