Many applications in finance use a non-linear transformation of the variance of returns. While the sample variance is an unbiased and consistent estimator of the population variance of returns, non-linear transformations of the sample variance will be consistent but biased. For estimates of non-linear transformations of the unconditional variance, this will rarely be a problem in practice, since sample sizes employed in finance are typically large. However, estimators of the conditional variance typically use sample sizes that are effectively much smaller, particularly those that apply an exponential weighting to returns such as GARCH or EMWA. Consequently, the bias is likely to be more important in estimating non-linear transformations of the conditional variance. In this paper, we derive a simple analytical approximation for the unconditional bias of estimators of non-linear transformations of the conditional variance, under the assumption that the true conditional variance is generated by an arbitrary stochastic volatility model. As an illustration, we estimate the bias that is implied by the RiskMetrics approach to the calculation of value at risk.
Introduction
Many applications in finance require a measure of the volatility of returns. In many cases this measure is a non-linear function of the variance of returns. For instance, estimation of value at risk uses the square root of the variance (see, for instance, Jorion, 2000) , calculation of the Sharpe ratio uses the reciprocal of the square root of the variance (see, for instance, Sharpe, 1994) , and the Black-Scholes option pricing model uses the cumulative standard normal function of the variance (see, for instance, Black and Scholes, 1973) . The usual approach in practice is to estimate the variance of returns and to transform this estimate using the same non-linear transformation.
However, while the sample variance is a consistent and unbiased estimator of the true variance, non-linear transformations of the sample variance will, in general, be biased estimators of the same non-linear transformations of the true variance because of Jensen's inequality. 1 When estimating non-linear transformations of the unconditional variance, this is not likely to be a problem in practice, since samples sizes used in finance are typically large, and consequently one can rely on the fact that while biased, non-linear transformations of the sample variance are consistent. However, estimators of the conditional variance typically use sample sizes that are effectively much smaller, either explicitly, as in the case of, say, a rolling sample variance estimator, or implicitly, through an exponential weighting of the observations, such as in a generalised autoregressive conditional heteroscedasticity (GARCH) or exponentially weighted moving average (EWMA) model. Consequently, the effect of Jensen's inequality is likely to be more important in estimating non-linear transformations of the conditional variance.
In this paper, we derive a simple analytical approximation for the unconditional bias of estimators of non-linear transformations of the conditional variance, under the assumption that the true conditional variance is generated by an arbitrary stochastic volatility model. The bias is a function of the unconditional variance and kurtosis of returns, the conditional kurtosis of returns, and the variance of the estimated conditional variance, and depends on the non-linear transformation used. The analytical expression can be used to provide upper and lower bounds for the bias, and, when the conditional distribution is assumed to be known, an approximation to the bias under the assumed conditional distribution.
As an illustration, we consider the RiskMetrics approach to the calculation of value at risk (see JP Morgan, 1994) . The RiskMetrics approach assumes that returns are conditionally normally distributed and employs a EWMA model to estimate the conditional variance of returns. The value at risk of a portfolio is estimated by multiplying the appropriate quantile of the standard normal distribution by an estimate of the conditional standard deviation from the EWMA model. Using daily returns on several equity, bond and exchange rate portfolios over a fifteen year period, we estimate the bounds for the bias of the EWMA conditional standard deviation. We show that under the maintained assumption of conditional normality, there is a significant upward bias in the estimated conditional standard deviation for almost all the series considered, implying a corresponding upward bias in the estimated value at risk. In some cases the bias is as much as twenty percent.
The outline of this paper is as follows. In Section 2 we derive the unconditional bias of estimators of non-linear transformations of the conditional variance. Section 3 reports the results of the empirical illustration. Section 4 concludes.
Theoretical Framework
Suppose that the return on an asset between time t-1 and time t, denoted t r , is drawn conditionally from a distribution with mean zero and conditional variance 2 t σ .
2 We assume that the data are generated by a stochastic volatility model, and that a conditional variance model is used to generate a forecast of the conditional variance at ) (
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3 The rolling sample variance estimator and the EWMA estimator satisfy this property by construction. However, the GARCH estimator will only satisfy this property when
. While in general the true unconditional variance of returns will not be known, this condition can be imposed using the sample variance in place of the true variance. 4 The only case in which the conditional bias would be zero is when the data are generated by a deterministic process, and that this process is used to forecast the conditional variance. σ . Taking the unconditional expectation of (7) and (8) 
The conditional kurtosis, C k , is unobserved, but is bounded from below by unity and from above by the unconditional kurtosis, U k . This therefore yields the following bounds for the unconditional bias of ) (
When the conditional distribution is assumed to be known, as it is in many applications in finance such as those that assume conditional normality, equation (11) can be used to evaluate the bias that is implied by the assumed conditional distribution.
Empirical Illustration
In this section, we illustrate the above results by considering the bias that is implied by the RiskMetrics approach to the calculation of value at risk (see JP Morgan, 1996) .
The RiskMetrics approach assumes that returns are conditionally normal, and uses a EWMA model with a decay factor of 0.94 to forecast the conditional variance. The value at risk of a portfolio is then estimated by multiplying the appropriate quantile of the standard normal distribution by the estimated conditional standard deviation from the EWMA model. As discussed above, the EWMA model generates forecasts of the conditional variance that are unconditionally unbiased. However, estimates of the conditional standard deviation from the EWMA model will in general be biased.
Consequently, estimates of value at risk based on the estimated conditional standard deviation will also be biased leading, under the Basle Committee rules, to either too little or too much capital being held on average (see Basle Committee, 1996) .
In order to illustrate the effects of this bias, we use daily returns for several equity, bond and exchange rate portfolios. Specifically, we consider the SP500, FTSE100 and Table 1 . Columns 1-3 report the sample estimates of σ , U k , and ) var( 2 1 + t σ . Columns 4 and 5 report the bounds for the unconditional bias, evaluated using equation (12). Column 6 reports the unconditional bias under the maintained assumption that returns are drawn from a conditional normal distribution, evaluated using equation (10) with 3 = C k .
[ Table 1 ]
The bounds for the bias in the estimated conditional standard deviation show that the bias is potentially large. For the Japanese long bond index, for instance, the range for the bias is about -20% (when
). In all cases, the lower bound is much smaller in absolute value than the upper bound, implying that the potential for overestimation of the bias is much greater than the potential for underestimation. Under the maintained assumption of conditional normality, there is, in all but one case, a substantial upward bias in the estimated conditional standard deviation. For the Japanese long bond index, the bias is more than 20%. For the FTSE100 the bias is negative, but close to zero.
Conclusion
Applications in finance commonly use non-linear transformations of the variance of returns. While the sample variance is an unbiased and consistent estimator of the population variance of returns, non-linear transformations of the sample variance will be consistent but biased, owing to Jensen's inequality. For estimates of non-linear transformations of the unconditional variance, this will rarely be a problem in practice, since sample sizes employed in finance are typically large. However, estimators of the conditional variance typically use sample sizes that are effectively much smaller, particularly those that apply an exponential weighting to returns such as GARCH or EMWA. Consequently, the effect of Jensen's inequality is likely to be more important in estimating non-linear transformations of the conditional variance.
In this paper, we derive a simple analytical approximation for the unconditional bias of estimators of non-linear transformations of the conditional variance, under the assumption that the true conditional variance is generated by an arbitrary stochastic volatility model. The bias is a function of the unconditional variance and kurtosis of returns, the conditional kurtosis of returns and the variance of the estimated conditional variance, and depends on the non-linear transformation used. Many applications in finance make the assumption that returns are drawn from a conditional normal distribution. The results of this paper can be used to estimate the bias that is implied under the maintained assumption of conditional normality.
As an illustration, we estimate the bias implied by the RiskMetrics approach to the calculation of value at risk, using daily returns on several equity, bond and exchange rate portfolios over a fifteen year period. We find that in most cases, there is a significant upward bias in estimates of the conditional standard deviation, leading to a corresponding upward bias in the estimated value at risk. )' is the unconditional bias in the estimated conditional standard deviation, estimated using equation (11) with 3 = C k .
