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In this, the ﬁrst of two papers outlining a Nielsen theory for “two, more readily computable
equivariant numbers”, we deﬁne and study two Nielsen type numbers N( f ,k; X−{Xν }ν∈M)
and N( f ,k; X, {Xν }ν∈M), where f and k are M-ad maps. While a Nielsen theory of M-ads
is of interest in its own right, our main motivation lies in the fact that maps of M-ads
accurately mirror one of two fundamental structures of equivariant maps. Being simpler
however, M-ad Nielsen numbers are easier to study and to compute than equivariant
Nielsen numbers. In the sequel, we show our M-ad numbers can be used to form both
upper and lower bounds on their equivariant counterparts.
The numbers N( f ,k; X − {Xν }ν∈M) and N( f ,k; X, {Xν }ν∈M), generalize the generalizations
to coincidences, of Zhao’s Nielsen number on the complement N( f ; X − A), respectively
Schirmer’s relative Nielsen number N( f ; X, A). Our generalizations are from the category
of pairs, to the category of M-ads. The new numbers are lower bounds for the number
of coincidence points of all maps f ′ and k′ which are homotopic as maps of M-ads to f ,
respectively k ﬁrstly on the complement of the union of the subspaces Xν in the domain
M-ad X , and secondly on all of X . The second number is shown to be greater than or equal
to a sum of the ﬁrst of our numbers. Conditions are given which allow for both equality,
and Möbius inversion. Finally we show that the ﬁxed point case of our second number
generalizes Schirmer’s triad Nielsen number N( f ; X1 ∪ X2).
Our work is very different from what at ﬁrst sight appears to be similar partial results
due to P. Wong. The differences, while in some sense subtle in terms of deﬁnition, are
profound in terms of commutability. In order to work in a variety of both ﬁxed point and
coincidence points contexts, we introduce in this ﬁrst paper and extend in the second, the
concept of an essentiality on a topological category. This allows us to give computational
theorems within this diversity. Finally we include an introduction to both papers here.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
This introduction is divided into two subsections. In the ﬁrst part, we give a general introduction that pertains both to
this paper and its sequel. A separate introduction speciﬁc to this ﬁrst paper follows in the second part.
1.1. More readily computable equivariant Nielsen numbers I & II
Existing equivariant Nielsen numbers in the literature, have strongly resisted computation. In particular, even the usual
Jiang type results are conspicuous by their absence. The aim of our two papers, is to outline two “more readily com-
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166 P.R. Heath / Topology and its Applications 156 (2008) 165–185putable” equivariant Nielsen type numbers NG( f(H),k(H)) and NG( f (H),k(H)), together with two analogous M-ad numbers
N( f ,k; X − {Xν}ν∈M) and N( f ,k; X, {Xν}ν∈M). We call the numbers NG( f(H),k(H)) and N( f ,k; X − {Xν}ν∈M) respectively
the complement equivariant number and the complement M-ad number, and we call the numbers NG( f (H),k(H)) and
N( f ,k; X, {Xν}ν∈M) respectively the full equivariant number and the full M-ad number. The equivariant numbers and the
M-ad numbers will be described in more detail respectively in the introduction to [9], and separately following this general
introduction.
The idea is use the simpler M-ad numbers (given in this ﬁrst of the two papers) to give upper and lower bounds on our
equivariant numbers, and to give conditions for these bounds to be equalities. The ﬁrst inequality below is found in [9], the
second here in this paper.
NG
(
f (H),k(H)
)
 N
(
f H ,kH ; XH ,{XK }K∈M(H)) N( f H ,kH).
The context is of having maps f ,k : X → Y of G spaces X and Y , where G is a ﬁnite group, H a ﬁxed isotropy subgroup
of G , (H) the congujacy class of H , and f K and f (K ) the respective restrictions of f to the ﬁxed point set XK := {x ∈ X |
gx = x,∀g ∈ K } of the action by K , and X (K ) the union of the XK over the Congujacy classes of (K ). The set M(H) is an
indexing set depending on H . Finally N( f ,k) is the ordinary (coincidence) Nielsen number. Using the theory of M-ads, we
have broken down equivariant theory into two separate components that can be studied independently. In particular, in this
view, the equivariant numbers can exhibit two very interesting phenomena. We call examples from equivariant theory in
which the second inequality above is strict examples with equivariantM-ad advantage, examples from equivariant theory for
which the ﬁrst equality is strict are said to have equivariant orbit advantage (see [9, Deﬁnition 5.8]). For a map with M-ad
advantage, put f = k equal to the identity on the Z2 = {±1} space S1 ⊂ C, determined by refection about the real axis. Then
X {1} = S1 and XZ2 = {±1}, so N( f ,k; X; {±1}) = N( f ; S1, {±1}) = 2 > N( f ) = 0. Of course the more subspaces there are in
the game, the (potentially) greater the Nielsen M-ad “advantage”. Prior to [7], the received examples essentially exhibited
only equivariant M-ad advantage.
In this paper and its sequel, we present two strategic examples. The ﬁrst (Example 1.1) has an action of Z2 × S3 on
X1 × X1 × X1 where X1 = S3 × S1, the second (Example 3.2) involves an action of S3 on S1 × S1 × S1. Since S3 is simply
connected, the underlying spaces of the two examples have identical fundamental groups, and in spite of the huge variation
in terms of the number of isotropy subspaces, they are as we shall see in this paper, indistinguishable in terms of M-ad
theory. On the other hand as we shall see in [9], the two examples are easily distinguished by equivariant Nielsen theory.
Example 1.1 then is our primary example of equivariant orbit advantage. The idea (parallel to that in periodic point theory)
has do with the way coincidence (or ﬁxed or periodic) points, are counted as the sum of the geometric orbit length of
points contained in essential orbits. We have separated these two aspects of equivariant theory in order that we may study
them separately, and compare correspondingly deﬁned numbers with each other. The ﬁrst of these two papers then deals
almost entirely with M-ad theory. Most of our examples are inspired by the equivariant context, and will be used in [9].
All of this of course needs to be set in its historical context. In fact the literature on equivariant Nielsen theory is ex-
tensive. Unfortunately the literature as we shall indicate, though well intentioned and often innovative, has produced lower
bounds which by and large when the subgroups under consideration are not normal, are not only virtually uncomputable
but also, except under very strong conditions have no chance of being sharp. With regard to the latter point, the problem
revolves around what a little simplistically, can be thought of as the need to distinguish our M-ad complement number
associated with multiple subspace strata, and between Zhao’s relative (i.e. pairwise) complement number. For the latter
number, there is but a single subspace, which in earlier literature, when applied to equivariant theory, was been taken to be
the union of the various “isotropy subspaces”. To put it more accurately we are saying that at least part of the complexity of
the multiple subspace strata that has at times been ignored. The distinction is subtle, because while both numbers deal with
exactly the same (complement) subspace, the Nielsen type numbers deﬁned using the two concepts, can be very different
(see Theorem 3.11, and its illustrative Examples 3.9 and 3.12). This difference ﬁnds itself in the algebra, and is related to the
fact that in general, the fundamental group of a union is not the union of the fundamental groups. Unfortunately the dis-
covery of this difference, has rather wide ramiﬁcations in that it illuminates problems in a number of previous results and
proofs. Another, and in fact related diﬃculty with previous equivariant Nielsen numbers, has been commutability. For even
when the spaces involved are quite simple (for example Jiang spaces) computation is virtually impossible if the subgroup
is not normal. The problem is that in attempting to take congujacy classes into consider, Nielsen classes were (naturally
enough) deﬁned on the restriction of maps to spaces of the form
⋃
K∈(H) XK . The fundamental groups of such spaces are
typically free products with amalgamations (see Example 3.12). Computation of the Reidemeister trace in such groups, is
an area about which we know next to nothing. In previous work then, authors were basically presented with something of
a dilemma, either ignore congujacy classes, or have virtually uncomputable Nielsen type numbers. These two papers then
should be thought of as the next step in the progression of unravelling what has turned out to be a rather subtle Nielsen
theory. Perhaps the main thrust has been to ﬁnd a way to by-pass the complexity of having to deal with fundamental
groups of unions, but still taking account of non-trivial congujacy classes.
A way out of the dilemma was initiated, but not followed through, in [7] where a restricted version of the number
NG( f(H),k(H)) was given. The trick in [7] is a technical lemma which exhibits a bijection between the set of WH (Weil
group) orbits of f H and the G orbits of f (H) . This allowed us to give a new deﬁnition of NG( f(H),k(H)), based on the ﬁxed
point (coincidence point) classes of the restrictions of maps to the XK (the ﬁxed point set of a particular representative of
the congujacy class), rather than to the X (K ) . This idea is reviewed, re-expressed and extended to non-connected subspaces
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two equivariant numbers. So in fact we are indeed able for both numbers, to take congujacy classes into consideration while,
at the same time avoiding the horrendous diﬃculties involved in the consideration of Nielsen classes whose coordinates are
taken in the fundamental groups of unions of subspaces. Actually, the good news extends to our comparison M-ad Nielsen
type numbers too. What we mean is that because the equivariant Nielsen numbers consider coincidence classes in the XK
rather than the X (K ) we are able to make corresponding simpliﬁcations in our comparison Nielsen numbers (cf. [24]).
The ﬁnal thing we wish to mention in this introduction to both papers, is the fact that the inspiration for this work,
ﬁnds itself as both an analogy, and as a special case of, Nielsen periodic point theory. What we want to say about this here,
is that as early as 1988 in Tianjin China, Albrecht Dold in a private conversation, had pointed out half of this idea to me,
namely that periodic point theory can be regarded as an example of equivariant theory. The basic setting is of a Zn action
on the n-fold cartesian product of the original space (see [9, Sections 3.3 and 4.4]). The second idea, is that not only is
periodic point theory an example of equivariant theory, it is also a powerful analogy of it. In particular since the Nielsen
periodic number NΦn( f ) [12,11], is known to be greater than or equal to a sum of numbers of the form NPm( f ) where
m|n [12,11], the analogy prompted us to ask if the number NG( f (H),k(H)) is greater than or equal to, a sum of numbers
of the form NG( f(H),k(H)). Having established and aﬃrmative answer to this question, the analogous periodic point theory
results prompted us to ﬁnd conditions for equality and then, under the same conditions, to deduce a Möbius inversion type
result (see [9, Section 5.1]). Finally the analogy also prompted us to ﬁnd parallel results in the Nielsen theory of M-ads
(Section 4.1 here).
1.2. Introduction to a Nielsen theory for M-ads
Accompanying the numerous generalizations of the ordinary Nielsen theory, there have been attempts to compare theo-
ries. For example one compares the relative Nielsen number N( f ; X, A) [19] with the ordinary Nielsen number N( f ) of f
([1] or [12]). Or again one compares the periodic Nielsen number NΦn( f ) ([12] or [11]) with the ordinary Nielsen numbers
N( f m) of the mth iterates of f , where m|n (see [11]). One of the reasons for doing this, is that while the ordinary Nielsen
numbers are diﬃcult to compute, the generalized Nielsen numbers are much more so. The point of the comparisons then
is to use the simpler numbers to form bounds for the more complex ones, and to ﬁnd conditions under which equality
in these bounds hold true. When this happens, the latter numbers can, of course, be calculated using the former ones.
The purpose of this ﬁrst paper then, is to introduce a Nielsen theory of M-ads, which will serve (in [9]) as appropriate
comparison Nielsen numbers for two important equivariant Nielsen type numbers.
The equivariant Nielsen numbers given in [9], and the comparison numbers we give here, are based on maps and
homotopies of M-ads. An M-ad X= (X, {Xν}ν∈M), is a space X together with an indexed collection of proper subspaces Xν ,
of X . Our main examples are taken from the equivariant context.
Example 1.1 (First strategic example, part I). (Cf. [7, Example 3.2].) Let X1 = S3 × S1, X = X1 × X1 × X1 and G = Z2 × S3,
where Z2 = 〈ι〉 is the multiplicative group with two elements generated by ι, and S3 is the permutation group on the
set {1,2,3}. Consider the action of G on X determined as follows. Let (z1, z2, z3) ∈ X1 × X1 × X1 = X , and (ι, s) ∈ G .
Then (ι, s)(z1, z2, z3) = (ιzs(1), ιzs(2), ιzs(3)), where for z j = (y1, y2, y3, y4, eit) ∈ X1, and for j = 1,2,3, ιz j is deﬁned by
ι((y1, y2, y3, y4), eit) = ((−y1,−y2,−y3, y4), eit).
For each isotropy subgroup K of G , we have a subspace XK := {x ∈ X | hx = x ∀h ∈ K } of X . Note that X {e} = X , where
e ∈ G denotes the identity. Then X = (X, {XK }K∈Iso(G)−{e}) is an Iso(G) − {e}-ad where Iso(G) denotes the set of isotropy
subgroups of G . Now equivariant theory studies equivariant maps, that is maps which preserve the action. As a consequence,
for an equivariant self map f of X for example, we would have that f restricts to self maps f K : XK → XK for all K . Thus
an equivariant self map of the space X above, gives rise to a self Iso(G)−{e}-ad map of X. Similarly equivariant homotopies
of f give rise to homotopies of the restrictions f K of f . As examples of such maps on X we take f = f1 × f1 × f1 and
k = k1×k1×k1, where f1,k1 : X1 → X1 are deﬁned by f1((y1, y2, y3, y4), eit) = ((y1, y2, y3, y4),1), and for a ﬁxed r ∈ Z we
have that k1((y1, y2, y3, y4), eit) = ((y1, y2, y3,−y4), erit). So then M-ads and their maps and homotopies arise naturally in
the equivariant context.
Example 1.1 is the primary example we use to exhibit “equivariant orbit” advantage (see [9, Deﬁnition 5.8]). We compare
it here with a second strategic example (Example 3.2), and show that the two examples are indistinguishable in terms of
their M-ad Nielsen theory. This will not be the case with the corresponding equivariant Nielsen numbers deﬁned in [9].
In this ﬁrst paper, we deﬁne two Nielsen type numbers N( f ,k; X − {Xν}ν∈M) and N( f ,k; X, {Xν}ν∈M), where f and k
are M-ad maps of the M-ads (X, {Xν}ν∈M), and (Y , {Yν}ν∈M). These (comparison) numbers are less complicated (both to
deﬁne and to compute), than the equivariant Nielsen numbers given in the sequel to this paper [9]. The ﬁrst of our numbers
which we call the M-ad complement number, is an M-ad homotopy lower bound for the number of coincidence points on
the complement X −⋃ν∈M Xν . The second number which we call the full M-ad number, is a lower bound for the number
of coincidence points of all maps f ′ and k′ which are homotopic as M-ads to f respectively k. In deﬁning our new M-ad
complement number N( f ,k; X − {Xν}ν∈M), we warn the reader of the need to distinguish carefully between it, and special
cases of the complement version N( f ,k; X − {A}) = N( f ,k; X − A) of Zhao’s complement number for pairs, where A is a
union of the form A =⋃ Xν . The two complement subspaces, are the same, but the two numbers can be very different
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more subtle variations thereof, in the equivariant context has left a number of published results with uncertain validity. In
some cases it has produced lower bounds which cannot be sharp.
Speaking of the relationship of this work to that of others, we have already mentioned our numbers generalize the
generalization of Zhao’s number N( f ; X − A) [25], and of Schirmer’s number N( f ; (X, A)) [20] to coincidences (see [6,16]),
and also that our number N( f ,k; X, {Xν}ν∈M) generalizes Schirmer’s triad number N( f ; X1 ∪ X2) given in [21]. In addition
Peter Wong [24], has given a Nielsen theory for partially ordered sets together with a quotient Nielsen theory in exactly
the same context. Wong’s main focus in [24], is to provide a comprehensive umbrella, under which diverse Nielsen theories
can be united. As part of this, under strong by-passing conditions, he generalizes the ﬁxed point case of Schirmer’s relative
number N( f ; X, A), and her triad number N( f ; X1 ∪ X2). Within his quotient Nielsen theory of partially ordered sets, Wong
includes ﬁbred Nielsen theories, as well as the orbit side of his equivariant Nielsen theory. Under the same by-passing
conditions, he shows that a special case of his quotient Nielsen number, acts as a lower bound for one of the equivariant
orbit numbers given in [23].
There may appear, at ﬁrst sight to be signiﬁcant overlap between our results and Wong’s. There is certainly overlap in
intention, but in fact the overlap essentially begins and ends with that intention. The two theories have entirely different
approaches. The differences boil down to the fact that both Wong’s equivariant number and his comparison number are
based on ﬁxed point classes in the X (K ) . Ours, on the other hand, are based on ﬁxed (or coincidence) classes in XK . In
terms of results, our M-ad numbers provide both upper and lower bounds for both of our equivariant numbers. For the
ﬁrst of our numbers in [9], we are also able to give necessary and suﬃcient conditions for equality of these bounds. Our
numbers (here and in [9]), have the advantage over Wong’s that they are much “more readily computable”. We are able,
for example, to utilize the usual Jiang type conditions in our computations (see for example Theorem 4.1). Finally, without
requiring the by-passing condition, we are able to show that our full M-ad number is exactly the same as Schirmer’s triad
number, when the same conditions are imposed on our 3-ads, that she imposes on her triads.
The analogy between equivariant and periodic Nielsen theory motivates parallel results in the theory of M-ads. In partic-
ular we prove that the full M-ad number is greater than or equal to a sum of complement M-ad numbers, give conditions
for equality, and under the same conditions a Möbius inversion formula. We refer the reader to Remark 3.4.
We need to mention one more thing. Our methods are applicable to ﬁxed point and coincidence point theory in a
variety of situations. In order to include a number of different Nielsen contexts without constantly spelling out lengthy
(and hence tedious) alternative hypotheses we have developed the concept of an essentiality E on a topological category C
(Deﬁnition 2.3). To explain, consider the inaccurate suggestion we made earlier, that Nielsen coincidence theory is a general-
ization of ﬁxed point theory (extending the case k = 1X ). The inaccuracy occurs because (classical) coincidence theory index
requires that the spaces involved be compact oriented closed manifolds (i.e. [19] or [22]), while a ﬁxed point index can
be deﬁned in a number of different contexts including arbitrary compact closed manifolds, or compact ANR’s (see [1,12]).
The concept of a category with essentiality includes all of the above, but also includes coincidence theory which utilizes
coincidence semi-index [4], as well as the homotopy deﬁnition of essentiality due to Robin Brooks [2]. We introduce the
idea of “weakly Jiang” maps in the context of an essentiality. This idea, which certainly includes the case where the target
space Y is a Jiang space, ﬁts well with the recent trend of discussing which maps (rather than which spaces) satisfy a Jiang
type dichotomy that the Nielsen number is zero, or equal to the appropriate Reidemeister number (see for example [17,18,
3,5] and [10]). We outline the standard assumptions and conventions that are made throughout the paper in our Working
hypotheses 2.11, and in Remark 2.1.
The paper is divided as follows. Following this introduction we give, in Section 2, our concept of essentiality together
with reviews of coincidence (and ﬁxed point) theory, coincidence theory on the complement, and of Relative Nielsen coin-
cidence theory. Actually, as we explain more below, what we need (and give) is rather more than simply a review. Part of
this is a response to the referee, who was concerned that our earlier complex notation used to extend results to non-path
connected situation, detracted from the readability of the paper. Our response has been to set things up both in the review
section and in the main body of the paper as a series of remarks following deﬁnitions which use only path connected
spaces. In this way on a ﬁrst reading, the complications of non-path connected situations can be avoided by simply ignoring
the aforementioned remarks. In order to do this the reader simply needs to read X̂ as if it were X , and f̂ as if it were f etc.
In the introduction to section three we discuss our deﬁnitions of n-ad and M-ad and the lattice structure of both M-ads and
the of the induced Reidemeister sets. This is followed by two subsections, which are devoted respectively to the complement
M-ad number N( f ,k; X−{Xν}ν∈M), and the full M-ad number N( f ,k; X, {Xν}ν∈M) together with usual properties of Nielsen
type numbers. Our fourth and ﬁnal section is in two parts. Firstly we discusses the relationship and connection between
N( f ,k; X − {Xν}ν∈M) and N( f ,k; X, {Xν}ν∈M), including a Möbius inversion result. In the second subsection, we gener-
alize Schirmer’s triad number to coincidences, then show that for 3-ads, the number N( f ,k; X, {Xν}ν∈M) and Schirmer’s
generalized triad number coincide, when the same conditions are imposed on our 3-ads, that she imposes on her triads.
2. Nielsen coincidence/ﬁxed point theory
We do a number of things in this section. We review, and at times extend concepts needed in both this paper and
its sequel. Actually we re-write Nielsen theory on the compliment in terms of “irreducible and reducible classes” (Deﬁni-
tion 2.13), rather than the more usual (non-)weakly common classes used in [25] and [6]. We do this in order to bring out
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The extensions mentioned above concern two different generalizations of earlier results. The ﬁrst and easiest generalization,
is to non-path connected situations. Non-path connected scenarios are common in the equivariant context, where our main
interests lie. Unlike similar generalizations in periodic point theory, they do not really need proofs, since in most cases we
simply add the appropriate numbers over the various components. The second generalization of course, is to a category
with an essentiality. We do this, as already mentioned, in order to discuss “essential” (Reidemeister) class in a variety of
situations (i.e. both ﬁxed point and coincident point theory). We need at times, to give indications of proof within the
context of an essentiality. These proofs, although in many ways not conceptually new need to be indicated, as they form
a necessary background for more diﬃcult proofs in the body of our work here and in [9] (see for example the “proof” of
Proposition 2.16). In order to do this, we need notational details which we would not otherwise include in an introductory
type section such as this. In particular, we need to name and deﬁne the underlying bijections used in the usual veriﬁcation
that Reidemeister numbers are well deﬁned (see Deﬁnition 3.2(b)). These details are needed later in order show that M-ad
numbers are well deﬁned, and in a similar way in order to show the equivariant numbers in [9] are well deﬁned. All of this
requires a somewhat lengthy “review”, and for this we beg the reader’s indulgence.
Our deﬁnition of an essentiality takes a fundamental group approach to Nielsen theory, and is based on the modiﬁed
fundamental group approach (see [8]). The idea is to designate certain Reidemeister classes as essential. One does this in
order to be able to discuss the different possibly empty (inessential) classes, as in the covering space approach. Our notion
of essentiality does not necessarily involve index. Since Jiang type dichotomies (N( f ) = 0 or N( f ) = R( f )) are important in
computations, we also introduce the concept of a weakly Jiang pair in a category with an essentiality.
2.1. Nielsen and Reidemeister classes [1,12,8,6]
Let f ,k : X → Y be maps. For the moment, we assume that X is path connected (but see Remark 2.5). In the ﬁxed point
case X = Y , and k is the identity on X . Let Φ( f ,k) = {x ∈ X: f (x) = k(x)} denote the coincidence point set. In the ﬁxed
point case it is denoted Φ( f ). We say that x, y ∈ Φ( f ,k) are Nielsen equivalent provided that there is a path c from x to
y in Y such that f (c) 
 k(c) rel end points. We denote the resulting quotient set by Φ˜( f ,k) (Φ˜( f ) in the ﬁxed point case)
with elements [x] etc.
In what follows we shall not, at times, distinguish between a path and its path class in the fundamental groupoid π(X)
(or π(Y )). When we wish to emphasize that we mean a class, we will use Greek letters α, β etc. We will also use Roman
letters, so c can mean either a path in X or a path class in π(X). In addition, if k : X → Y is a map, k(c) will also denote
either a path or class. If c : a → b is a path, then c−1 : b → a is deﬁned by c−1(t) = c(1− t). The constant path at y will be
denoted 0y .
We choose base points x0 ∈ X , y0 ∈ Y , but we do not assume that either f or k is base point preserving. So we also
choose paths ω from y0 to f (x0) and μ from y0 to k(x0). We call these paths base paths for f and k respectively, or
simply base paths. Using base paths, we deﬁne homomorphisms f ω∗ and k
μ∗ on π1(X, x0) by f ω∗ (α) = ω f (α)ω−1, and
kμ∗ (α) = μk(α)μ−1.
Remark 2.1 (“In the ﬁxed point case”). Throughout we want simultaneously to be able to state results about both coincidences
and ﬁxed points. In order not to become tedious however, we assign a special meaning to the phrase “In the ﬁxed point
case”. In particular implicit in this phrase we assume that X = Y , k = 1X , that y0 is chosen to be equal to x0 and that μ is
the constant path 0x0 at x0. In such cases will simply suppress the “k side” of the notation (the ﬁrst example of this comes
in the paragraph immediately following this remark). In addition, we shall often omit the phrase altogether in deﬁnitions
and results. For example we shall take it as read that the reader understands there is a ﬁxed point version of Theorem 2.2
below, and also for example, that the numbers RI( f ; X, A) and EI( f ; X, A) are respectively the ﬁxed point analogues of the
numbers RI( f ,k; X, A) and EI( f ,k; X, A) in Proposition 2.16.
We use R( f ω∗ ,kμ∗ ) (R( f ω∗ )) with elements [α] etc., to denote Reidemeister classes, i.e. the quotient of π1(Y , y0)
determined by identifying α and β in π1(Y , y0) whenever there is a γ ∈ π1(X, x0) with α = kμ∗ (γ )β f ω∗ (γ −1). The cardi-
nality of R( f ω∗ ,kμ∗ ) is the Reidemeister number denoted R( f ,k) (R( f )), and the sequence π1(X, x0)
kμ∗ ·−1 f ω∗−−−−−→ π1(Y , yo) j−→
R( f ω∗ ,kμ∗ ) → 1, is an exact sequence of based sets, where kμ∗ ·−1 f ω∗ (α) = kμ∗ (α) f ω∗ (α−1), and the second function places
an element β in its Reidemeister class [β].
Theorem 2.2. (See [8,6].) If π1(Y , y0) Abelian, then there is a canonical Abelian group structure on R( f ω∗ ,kμ∗ ), and an exact sequence
of groups and homomorphisms
π1(X, x0)
kμ∗ − f ω∗−−−−→ π1(Y , y0) → R
(
f ω∗ ,k
μ∗
)→ 0.
There is a well deﬁned injection ρ = ρω,μ : Φ˜( f ,k) → R( f ω∗ ,kμ∗ ), deﬁned on a Nielsen class [x], by choosing an x ∈ [x],
and a path c : x0 → x, then putting ρ([x]) = [μk(c) f (c−1)ω−1]. Let [α] ∈ R( f ω∗ ,kμ∗ ). We say that [α] is non-empty, provided
that it is in the ρ image of some non-empty class [x] ∈ Φ˜( f ). Otherwise it is empty.
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Then there is a bijection Ψ : R( f ω∗ ,kμ∗ ) → R( f ω1∗ ,kμ1∗ ) deﬁned by Ψ ([α]) = [μ1μ−1αωω−11 ]. On the other hand, let x1 and
y1 be other choices of base point in X and Y respectively, and suppose that u : x0 → x1 and v : y0 → y1 are paths, then
there is a bijection ξ : R( f ω∗ ,kμ∗ ) → R( f v
−1ω f (u)∗ ,kv
−1μk(u)∗ ) given by ξ([α]) = [v−1αu]. Let H(x0), denote the path H(x0, t)
traced out by restricting a homotopy H : f 
 f1 : X × I → Y to the point x0. Let F : f 
 h and K : k 
  then there is a
bijection Θ = ΘF ,G : R( f ω∗ ,kμ∗ ) → R(hωF (x0)∗ , μK (x0)∗ ) deﬁne by Θ([α]) = [α].
Deﬁnition 2.3. Let C be a topological category (for example compact connected ANR’s and continuous maps). A coincidence
essentiality on C , is a function E that assigns to every pair of maps f ,k : X → Y in C , and to every choice of based paths ω
and μ for f and k, a subset E( f ω∗ ,kμ∗ ) of R( f ω∗ ,kμ∗ ), with the properties
(a) If [α] ∈ E( f ω∗ ,kμ∗ ), then [α] is non-empty, and
(b) The bijections Ψ , ξ , Θ (and their inverses) are essentiality preserving.
To say for example, that Ψ is essentiality preserving means that [α] ∈ E( f ω∗ ,kμ∗ ) if and only if Ψ ([α]) ∈ E( f ω1∗ ,kμ1∗ ). The
point is that every essential class contain at least one coincidence (ﬁxed) point. Of course inessential classes can also be
non-empty. There are a number of situations which give rise to an essentiality on a category C . These include situations
where an index is deﬁned for both the ﬁxed point, and coincidence point cases. In such contexts a class [α] is said to be
essential, if [α] = ρ([x]) for some non-empty Nielsen class [x], and if in addition the index of this class [x] is non-zero. The
type of ingredient needed to spell out that these situations do indeed give rise to essentialities, are implicit in the details
of the modiﬁed fundamental group approach spelled out for a coincidence theory index in [6], and for ﬁxed point indices
in [8]. We also refer the reader, to [1,2,12,19]. Although we will not use it explicitly in [9], it seems worth remarking that in
addition to the ordinary coincidence index mentioned above the notion of semi-index [4], also gives rise to an essentiality.
As a ﬁnal example we mention the geometric notion (non-empty under F -G equivalence) due to Robin Brooks [2]. Our
algebraic notion of essentiality is in fact, inspired by Brook’s geometric notion.
Deﬁnition 2.4. Let C be a topological category with an essentiality E . Let f ,k : X → Y in C be a pair of maps in C . The E
Nielsen number N( f ,k) = NE ( f ,k) is deﬁned to be E( f ,k) := #(E( f ω∗ ,kμ∗ )), the number of essential classes of f and k, for
any choice of base paths ω and μ. In the ﬁxed point case, the number is denoted N( f ) = NE ( f ).
Remark 2.5 (Non-path connected extensions). As mentioned at the beginning, up until now we have assumed that X is path
connected. However for what follows this is neither necessary nor desirable. We introduce the “widehat” notation which we
will use on spaces maps and sets. The context will always include a pair of maps f ,k : X → Y in C (X = Y and k = 1 in the
ﬁxed point case). So for example, for a space X , we use the symbol X̂ to denote the disjoint union of the path components
Xθ of X for which f (Xθ ) and k(Xθ ) lie in the same path component of Y . In symbols
X̂ :=
⋃
θ∈Θ
Xθ , and of course X̂ = X when Π0(X) = 1,
where Θ is the indexing set. When we need to, we will denote the path component of f (Xθ ) = k(Xθ ) by Y θ . Of course we
can easily have that Y θ = Y σ even when θ = σ . Now let Xθ ∈ X̂ . We denote by f θ the restriction of f to Xθ . So for each
such θ , the number N( f θ ,kθ ) is well deﬁned, and we extend Deﬁnition 2.4 to the non-path connected case by
N( f ,k) :=
∑
θ∈Θ
N
(
f θ ,kθ
)
.
With this deﬁnition, is not hard to see that all the results that follow extend (from those in the literature) to the non-path
connected situation.
Please note that our deﬁnition of essentiality includes within itself, the fact that #(E( f ω∗ ,kμ∗ )) is independent of the
choices made, and that it is homotopy invariant. This notion can easily be extended so as to include homotopy type in-
variance, and in the ﬁxed point case to satisfy the commutative property. This can be done by merely extending the scope
of the essentiality preserving nature of the type of bijection found in Deﬁnition 2.3(b). In particular, for the commutative
property, for maps f : X → Y and g : Y → X , one would be looking at function on Reidemeister sets induced by bijections
of the form g∗ : Φ( f g) → Φ(g f ) deﬁned on y by g∗(y) = g(y).
Proposition 2.6. The numbers N( f ,k) and N( f ) are well deﬁned, furthermore, if F : f 
 f1 and G : k 
 k1 are homotopies in C , then
N( f ,k) = N( f1,k1), and N( f ) = N( f1).
In the second part of Section 4, we will also use the notation E( f ,k) = #(E( f ω∗ ,kμ∗ )) (= N( f ,k) of course). Let M( f ,k)
be the number M( f ,k) := min#({Φ( f1,k1) | f 
 f1,k 
 k1}), where 
 denotes homotopy. In the ﬁxed point case we
write M( f ).
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As the reader is aware, there are a number of Jiang type results for which the dichotomy N( f ,k) = 0 or N( f ,k) = R( f ,k)
holds. We wish to extend this concept to the context of an essentiality on a topological category.
Deﬁnition 2.8. Let C be a topological category with an essentiality E . A pair of maps f ,k : X → Y in C is said to be a weakly
Jiang pair (a weakly Jiang map in the ﬁxed point case). If the dichotomy N( f ,k) = 0 or N( f ,k) = R( f ,k) holds.
We will refer to the case N( f ,k) = 0 as the zero option (N( f ) = 0 in the ﬁxed point case). Of course in the case that Y is
a Jiang space, any pair is a weakly Jiang pair. However much progress has been made recently in the discovery that certain
classes of maps constitute weakly Jiang pairs (maps) in the context of an appropriate essentiality (see Section 1).
Remark 2.9. In Example 2.10 below and, unless otherwise stated in all other examples here and in [9], we use the classical
index for our coincidence essentiality.
Example 2.10. Let X = Y = S1, and f and k be maps of degree n and m, with n = m, and ω and μ constant paths at 0.
Since Z
m−n−−−→ Z−→Z|m−n| → 0 is an exact sequence of Abelian groups, then R( f ω∗ ,kμ∗ ) ∼= Z|m−n| . Since L( f , g) = 0, then
N( f ,k) = R( f ,k) = |m − n|.
Working hypotheses 2.11. For the rest of this paper we will assume implicitly that we are working in a category C with
essentiality. In particular inclusions of subspaces and restrictions of maps to them, will all be assumed to lie in C .
2.2. Nielsen theory on the complement [25,6,16]
The ﬁxed point version in this section is due to Zhao. This is generalized to coincidences in [6,16]. Let f ,k : (X, A) →
(Y , B) be maps of pairs. We use the symbol f A to denote the restriction of f to A. The aim is to ﬁnd a sharp lower bound
for M( f ,k; X − A), the minimum number of coincidences on X − A, of all maps that are homotopic to f and k as maps
of pairs. As in Section 2.1, we assume initially that X is path connected, but we cannot indeed must not assume that A is.
Although not in the literature, the results of this subsection extend easily to the case where X is non-path connected (see
Remark 2.20).
As earlier, let Â = ⋃lθ=1 Aθ be the disjoint union of all components Aθ of A which are mapped by f and k into
the same component of B . Of course in the ﬁxed point case this component will simply be Aθ , however in the coin-
cidence case it could be any component of B . We write f θA : A
θ → f A(Aθ ) for the restriction of f A to Aθ . We choose
points x0 ∈ X , y0 ∈ Y , and paths ω and μ as usual, and for each component Aθ ∈ Â we choose base points aθ ∈ Aθ ,
bθ ∈ f A(Aθ ) and paths uθ : x0 → aθ in X , and μθ : bθ → kθ (aθ ) and ωθ : bθ → f θ(aθ ) in f A(Aθ ). So for each θ there is
a Reidemeister set, R( f θωθA∗ ,kθμθA∗ ) and a function v˜ A,X : R( f θωθA∗ ,kθμθA∗ ) → R( f ω∗ ,kμ∗ ), which takes [β] to [v A,X (β)], where
v A,X : π1( f A(Aθ ),bθ ) → π1(Y , y0) is given by
v A,X (α)
(= vθA,X )= μk(uθ )μ−1θ αωθ f (u−1θ )ω−1.
Please note that there are typographical errors in the deﬁnition of v˜ in [6]. Superscripts (i.e. Xθ , Xψ ) indicate that we are
considering a path component of the underlying space.
Lemma 2.12. (See [6, 3.2].) The designation [α] → [v A,X (α)] gives a well deﬁned function v˜ A,X : R( f θωθA∗ ,kθμθA∗ ) → R( f ω∗ ,kμ∗ ). In
particular, it is independent of the choice of the uθ . Moreover the following diagram is commutative
Φ˜( f θA ,k
θ
A)
ρθ
i AX∗
R( f θωθA∗ ,kθμθA∗ )
v˜ A,X
Φ˜( f ,k)
ρ R( f ω∗ ,kμ∗ ),
where i AX∗ denotes the function induced by the inclusion iAX : A → X.
Remark 2.13. Note that neither i AX∗ nor v˜ A,X need be injective. It is also important to note that the v˜ A,X need not be
homomorphism, even when both R( f θωθ∗ ,kθμθ∗ ) and R( f ω∗ ,kμ∗ ) are Abelian groups. This is because in general v˜ A,X = i˜ A X∗ ,
where i˜ A X∗ is induced by i AX . A counter example can be found in [25]. However if π1(Y ) is Abelian and if, in addition,
A is path connected, and base points in A and X are equal to the same coincidence point x0 of both f A and kA , if y0 is
chosen to be equal to f (x0) and all base paths are constant, then v˜ A,X = i˜ A X∗ . So in this very special case v˜ A,X is indeed a
homomorphism (see [6, 3.13], [7, Remark 2.8] for more details).
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ence. This will be helpful later. For the moment, we may assume that X is path connected, but of course as above, A need
not be. In this situation we have a diagram of the form
R( f θωθA∗ ,kθμθA∗ ) · · · R( f ψωψA∗ ,k
ψμψ
A∗ ) R( f
χωχ
A∗ ,k
χμχ
A∗ )
R( f ω∗ ,kμ∗ )
where each of the down arrows is a function of the form v˜ A,X , each of which is deﬁned using a speciﬁc choice of base
paths, in each of the Y θ . Deﬁnition 3.3 of [6] is equivalent to:
Deﬁnition 2.14. A class [α] in R( f ω∗ ,kμ∗ ) is said to be irreducible if it is not the image of any [β] ∈ R( f θωθA∗ ,kθμθA∗ ) under
any of the v˜ A,X . Otherwise we say that [α] is reducible. The set of Reidemeister classes in R( f ω∗ ,kμ∗ ) that are Irreducible is
denoted by RI( f ω∗ ,kμ∗ ; X, A), with cardinality RI( f ,k; X, A). If [α] ∈ RI( f ω∗ ,kμ∗ ; X, A) is essential, it is called an essential
irreducible coincidence class. The set of Essential Irreducible coincidence classes in R( f ω∗ ,kμ∗ ) is denoted EI( f ω∗ ,kμ∗ ; X, A),
with cardinality EI( f ,k; X, A).
Remark 2.15 (Reducible = Zhao’s weakly common). The concept of reducible replaces that of “weakly common” used by Zhao
(and the extensions in [6] and [16]). Accordingly non-weakly common is equivalent to our irreducible. We have changed
the terminology to bring out the analogy with periodic point analogy, and in fact with periodic point theory itself. It is our
hope that this will also make our deﬁnitions and proofs more transparent.
Note from [6, Example 3.1], that [β] in Deﬁnition 2.14 need not be in the ρ image of Φ˜( f θ ,kθ ) even if [α] is in the ρ
image of Φ˜( f ,k). That is [α] in 2.14 being non-empty does not imply that [β] is non-empty.
Proposition 2.16. The numbers RI( f ,k; X, A), EI( f ,k; X, A) and RI( f ; X, A) and EI( f ; X, A) are independent of the choices made.
Flavour of the proof. As indicated we do not give a full proof. However suppose for example that μ1θ : yθ → kθ (xθ ) and
ω1θ : yθ → f θ (xθ ), and μ1 : y0 → k(x0) and ω1 : y0 → f (x0) are different choices of base paths. Then from 2.11, there are
essentiality preserving bijections Ψθ : R( f θωθ∗∗ ,kθμθ∗∗ ) → R( f θω1θ∗ ,kθμ1θ∗ ) and Ψ : R( f ω∗ ,kμ∗ ) → R( f ω1∗ ,kμ1∗ ). The indepen-
dence of RI( f ,k; X, A) and EI( f ,k; X, A) from these choices, then follows from the easily proved commutativity of diagrams
of the form
R( f θωθ∗ ,kθμθ∗ )
Ψθ
v˜ω,μA,X
R( f θω1θ∗ ,kθμ1θ∗ )
v˜
ω1,μ1
A,X
R( f ω∗ ,kμ∗ ) Ψ R( f ω1∗ ,kμ1∗ ),
where v˜ω,μA,X and v˜
ω1,μ1
A,X are the usual v˜ A,X functions deﬁned using the indicated base paths. 
Lemma 2.17. (See [6, Lemma 3.4].) A coincidence point x ∈ Φ( f ,k) belongs to a reducible coincidence class if and only if there is a
path α : (I,0,1) → (X, x, A) from x to A and a homotopy K : k(α) 
 f (α) : (I,0,1) → (Y , f (x), B).
Corollary 2.18. A coincidence class of f and k containing a coincidence point on A is a reducible coincidence class.
Deﬁnition 2.19. The Nielsen number N( f , g; X − A), of f ,k on the complement X − A, is the number of essential irreducible
classes. That is N( f ,k; X − A) = EI( f ,k; f A, gA).
This new deﬁnition of N( f , g; X − A) is easily seen to be equivalent to those in [25] and [6].
Remark 2.20 (Non-path connected extensions). As in Remark 2.5 when X is not path connected, for each Xθ ∈ X̂ we consider
the pairs (Xθ , Xθ ∩ A). We then deﬁne
N( f ,k; X − A) :=
∑
θ∈Θ
N
(
f θ ,kθ ; Xθ − (Xθ ∩ A)).
As in Section 2.1 all the results that follow extend to non-path connected situation.
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rel f1,k 
rel k1}), where 
rel denotes homotopy of
pairs.
Theorem 2.21 (Homotopy invariant lower bound). If f 
rel f1 and k 
rel k1 as maps of pairs, then N( f ,k; X− A) = N( f1,k1; X− A)
and N( f ; X − A) = N( f1; X − A), and
N( f ,k; X − A) M( f ,k; X − A) and N( f ; X − A) M( f ; X − A).
Proposition 2.22. If f ,k : X → Y is a weakly Jiang pair in which the zero option does not hold, then N( f ,k; X− A) = RI( f ,k; f A,kA).
2.3. Relative Nielsen theory [20,15]
For the ﬁxed point version of this subsection, see Schirmer [8]. For the coincidence version see [15] and [14]. As in
Section 2.2 we initially assume that X (but not A), is path connected. Again as in 2.2, the results of this subsection extend
easily to the case X not path connected (see Remark 2.5). Let f ,k : (X, A) → (Y , B) be maps of pairs. We use f A and kA to
denote the restrictions of f and k to A, with classes denoted by [a]A and [x]X . Note that if [x]X , and [a]A are coincidence
point classes of f and k, respectively of f A and kA , and if [x]X ∩ [a]A = ∅, then [a]A ⊆ [x]X .
Deﬁnition 2.23. Let f ,k : (X, A) → (Y , B) be maps. A coincidence class [x]X of f , g : X → Y is said to be a common coinci-
dence class of f ,k and f A , kA if it contains an essential coincidence class [a]A of f A and kA . The set of essential classes in this
category is denoted by E( f ,k; f A,kA) with cardinality E( f ,k; f A,kA). Finally the relative Nielsen number N( f ,k; X, A) of f
and k is deﬁned to be
N( f ,k; X, A) = N( f ,k) + N( f A,kA) − E( f ,k; f A,kA).
Remark 2.24 (Non-path connected extensions). As in Remark 2.20 when X is not path connected we consider the pairs
(Xθ , Xθ ∩ A). We then deﬁne
N( f ,k; X, A) :=
∑
θ∈Θ
N
(
f θ ,kθ ; Xθ , Xθ ∩ A).
As earlier, all the results that follow extend to the non-path connected situation.
Proposition 2.25. The numbers N( f ,k; X, A) and N( f ; X, A) are well deﬁned.
Proposition 2.26.We have that N( f ,k; X, A) N( f ,k; X − A) + N( f A,kA).
We deﬁne M( f ,k; X, A) := min#({Φ( f1,k1) | f 
rel f1, k 
rel k1}).
Theorem 2.27 (Homotopy invariant lower bound). If f 
rel f1 and k 
rel k1 as maps of pairs, then N( f ,k; X, A) = N( f1,k1; X, A)
and N( f ,k; X, A) M( f ,k; X, A).
Proposition 2.28. Let f ,k : X → Y , and f A,kA : A → B be weakly Jiang pairs. If both satisfy the zero option, then N( f ,k; X, A) = 0.
If neither satisfy the zero option, then
N( f ,k; X, A) = N( f ,k; X − A) + N( f A,kA) = RI( f ,k; X, A) + R( f A,kA).
3. The M-ad Nielsen numbers
In this section we generalize the two relative Nielsen numbers given in Sections 2.2 and 2.3 to M-ads. In Section 3.1, we
give a formal deﬁnition of the category of M-ads. In Sections 3.2 and 3.3 we deﬁne the M-ad numbers N( f ,k; X −{Xν}ν∈M)
and N( f ,k; X, {Xν}ν∈M) which we call respectively the compliment M-ad number and the full M-ad number.
3.1. The category of M-ads
We give our deﬁnition of M-ad (n-ad), then indicate slight differences with the literature.
Deﬁnition 3.1 (The category of M-ads). Let C be a category with essentiality, and let M be a ﬁnite indexing set with 0 /∈ M,
then an M-ad X = (X, {Xν}ν∈M) in C , consists a collection {Xν} of subspaces in C , indexed by M. If Xν ⊆ Xσ , then the
inclusions iν,σ : Xν ⊆ Xσ are also assumed to belong to C .
Let X= (X, {Xν}ν∈M) and Y= (Y , {Yν}ν∈M) be M-ads in C over the same indexing set M. Then a map f : X→ Y ofM-ads,
is a map f : X → Y in C with the property that for every ν ∈ M the map f restricts to a map fν := f |Xν : Xν → Yν in C .
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every t ∈ I the restriction H( , t) is a map of M-ads. We write H : f ∼M k : X× I → Y for such homotopies.
Since in equivariant theory X {0} = X , where {0} is the trivial isotropy subgroup, it is convenient to identify X with X0.
Note in particular X0 is not the more usual
⋂
ν Xν , and that we require that 0 /∈M. We also identify f : X → Y with f0.
Our deﬁnition causes a small complication. For n ∈ N the natural numbers, let n= {1,2, . . . ,n}. If M= n in Deﬁnition 3.1,
we say that X is an n-ad. Note that a pair (X, A) (as used in Section 2) is a 1-ad (X, {A}), while a triad1 (X, A, B), in the
usual sense, is a 3-ad X = (X, {A, B, A ∩ B}). A second difference is between our deﬁnition of 3-ad and that of some
deﬁnitions of a triad. Often one has the requirement that X = A ∪ B (see for example [21]). While we do not exclude this
possibility, it is far too restrictive for our purposes. In particular for such triads, the number N( f ,k; X − {Xν}ν∈M) is always
zero, and this would exclude many, if not the majority, of the applications we have in mind.
We now introduce the second of our two strategic examples which we use extensively here and in [9]. It is also comes
from equivariant theory (see [9, Example 1.1]).
Example 3.2 (Second strategic example, part I). Let A = S1 × S1 × S1, we deﬁne A = (A, {A1, A2, A3, A4}) a 4-ad, where A1 =
{(x1, x, x) | x1, x ∈ S1}, A2 = {(x, x2, x) | x2, x ∈ S1}, A3 = {(x, x, x3) | x3, x ∈ S1} and A4 = {(x, x, x) | x ∈ S1}. Deﬁne f ,k : X → X
by f (eiχ , eiψ, eiφ) = (ei0, ei0, ei0) and for a ﬁxed r ∈ Z we have k(eiχ , eiψ, eiφ) = (eriχ , eriψ, eriφ). Then f ,k : A→ A are maps
of 4-ads.
Deﬁnition 3.3. X= (X, {Xν}ν∈M) be an M-ad, and let σ ∈M. The full subM(σ )-ad of X is the M(σ )-ad Xσ = (Xσ , {Xν}ν∈M(σ ))
in which M(σ ) consists of those elements ν of M for which Xν ⊂ Xσ .
For A in Example 3.2, the full sub M(2)-ad of A is the 1-ad (i.e. pair) A2 = (A2, {A4}). In other words M(2) = {4}. On the
other hand the full sub M(4)-ad of X is (A4, {∅}) ≡ A4, which we will sometimes refer to as a 0-ad. In other words a 0-ad
is simply a space.
Remark 3.4 (Periodic point analogies and the lattice structure on Reidemeister sets). The reader will have noticed that we have
chosen to write the collection {Xν}ν∈M of subspaces in our M-ads X as an unordered set (rather than the perhaps more
usual n-tuples). We do this because we wish to emphasize the fact that we have not chosen a linear ordering on M. On the
other hand, the set {X0}∪ {Xν}ν∈M clearly forms a partially ordered set by inclusion. These inclusions induce maps between
the various Reidemeister sets which, depending on the maps and spaces, may or may not preserve essentiality.
As usual by now, we simplify matters by temporarily assuming, for each ν ∈ {0} ∪ M, that Xν is path connected. This
allows us to denote choice of base paths by location. What we want to say then, is that there is a lattice of Reidemeister
sets induced by the inclusions iν,σ , that is there are v˜ν,σ type “boosts” v˜ν,σ : R( f ωνν∗ ,kμνν∗ ) → R( f ωσσ∗ ,kμσσ∗ ) between the
Reidemeister sets deﬁned in exactly the same way they were in Section 2.
This is very similar to what happens in periodic point theory, where for a self map f , a ﬁxed positive integer n and for
positive integers  and m with |m|n, we have that Φ( f ) ⊆ Φ( f m). Moreover such inclusions induce “boosting functions”
ι,m : R( f ω∗ ) → R( f mω∗ ) (see [11]). Nielsen periodic point theory deﬁnes two numbers NPn( f ) and NΦn( f ). We will be
deﬁning analogous numbers N( f ,k; X − {Xν}ν∈M) and N( f ,k; X, {Xν}ν∈M) respectively. The ﬁrst periodic point number
NPn( f ), is deﬁned in terms of the classes which are irreducible and essential in the “top” Reidemeister set R( f nω∗ ). That is
in terms of those classes in R( f nω∗ ) that are not boosts of anything lower. So then so in order to deﬁne NPn( f ), it is only
necessary to consider the boosting functions whose range is R( f nω∗ ). The second number is more complicated, and involves
representatives sublatices of the whole structure.
To apply the analogy, we see that N( f ,k; X − {Xν}ν∈M) is deﬁned to be the number of essential classes of R( f ω∗ ,kμ∗ )
that are image of no v˜ν,0. Also, by analogy N( f ,k; X, {Xν}ν∈M) is more complicated than N( f ,k; X − {Xν}ν∈M), but like
NΦn( f ), it can be deﬁned in terms of representative sublatices. We make the formal deﬁnitions of N( f ,k; X − {Xν}ν∈M)
and N( f ,k; X, {Xν}ν∈M) in Sections 3.2 and 3.3, respectively.
3.2. The M-ad complement Nielsen number N( f ,k; X − {Xν}ν∈M).
In this subsection we generalize the relative complement Nielsen number N( f ,k; X − A), recalled in Section 2.5, to give
the simpler of our two M-ad numbers N( f ,k; X − {Xν}ν∈M). We could, of course simply deﬁne N( f ,k; X − {Xν}ν∈M) to be
the relative complement number N( f ,k; X −⋃ν∈M Xν). That is by putting A =⋃ν∈M Xν in the deﬁnition in Deﬁnition 2.13.
However this number, as we shall see, may not be an adequate lower bound for maps of M-ads. The deﬁnitions we give
here use the alternative description of Nielsen theory on the compliment introduced in Section 2.2.
For simplicity we assume temporarily (in Deﬁnitions 3.5 and 3.8 below) that X is path connected. As in Sections 2.2
and 2.3 however, we cannot assume subspaces Xν are path connected. We extend the deﬁnition of N( f ,k; X − {Xν}ν∈M) to
1 We are given the choice of a pair being a 1-ad, in which case a triad in our sense is a 3-ad, or (if we include 0 in M) that a pair is a 2-ad, in which
case a triad in our sense is a 4-ad.
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pair (X, Xν) exactly as in Section 2.2. Extending notation from that subsection, for each ν we have subspaces X̂ν =⋃l(θ)θ=1 Xθν
which consists of the disjoint union of all components Xθν of Xν which are mapped by fν and kν into the same component
of Yν . So then for each ν , and each θ we have v˜ type functions v˜θXν ,X : R( f
θωθ
ν∗ ,k
θμθ
ν∗ ) → R( f ω∗ ,kμ∗ ) (see Section 2.2). Since
X = X0 we shall abbreviate v˜θXν ,X as v˜θν,0 or even v˜ν,0 (dropping θ when there is no ambiguity).
Deﬁnition 3.5. Let f ,k : X → Y be maps of M-ads, X = (X, {Xν}ν∈M) and Y = (Y , {Yν}ν∈M). A class [α] in R( f ω∗ ,kμ∗ ), is
is said to be M-ad reducible, if there exists a ν , a θ and a [β] ∈ R( f θωθν∗ ,kθμθν∗ ) → R( f ω∗ ,kμ∗ ), such that [α] = v˜ν0([β]).
Otherwise is it called M-ad irreducible. If in addition [α] is essential, it is called an essential M-ad reducible, respectively an
essential M-ad irreducible coincidence class (at level 0).
Another way to say that [α] is M-ad reducible, is to say that there exists a σ ∈M such that [α] is reducible in the sense
of Deﬁnition 2.14 with respect to maps of the pairs f ,k : (X, Xσ ) → (Y , Yσ ). Using this fact, we have from Corollary 2.18
Corollary 3.6. A coincidence class of f and g containing a coincidence point on A =⋃ν∈M Xν is anM-ad reducible coincidence class.
The set of Reidemeister Irreducible classes at level 0, is denoted by RI( f ω∗ ,kμ∗ ; X, {Xν}ν∈M) with cardinality
RI( f ,k; X, {Xν}ν∈M). The subset of RI( f ω∗ ,kμ∗ ; X, {Xν}ν∈M) consisting of the Essential and Irreducible classes is denoted
EI( f ω∗ ,kμ∗ ; X, {Xν}ν∈M) with cardinality EI( f ,k; X, {Xν}ν∈M). The proof of the next proposition follows the techniques of
those in Section 2 (see also Proposition 3.16 below).
Proposition 3.7. The numbers RI( f ,k; X, {Xν}ν∈M) and EI( f ,k; X, {Xν}ν∈M) are independent of the choices made.
Deﬁnition 3.8. Let f ,k : X→ Y be maps of M-ads. TheM-ad Nielsen number of f and k on the complement N( f ,k; X−{Xν}ν∈M),
is the number of essential irreducible M-ad coincidence classes that is
N
(
f ,k; X − {Xν}ν∈M
)= EI( f ,k; X, {Xν}ν∈M).
Example 3.9 (Second strategic example, part II). Let A = (A, {A1, A2, A3, A4}) be the 4-ad, and f ,k the maps of A deﬁned
in Example 3.2. For simplicity we take r = 3. Note from the geometry that #(Φ( f ,k) = 27. For all ν ∈ {0} ∪ 4, we choose
common base points x0 = y0 = aν = bν = (1,1,1), and common paths ω = ων = μ = μν and uν all to be constant. Now
π1(A) is Abelian, so by Theorem 2.2 there are canonical Abelian group structures on the sets R( f ων∗ ,kμν∗ ). Moreover
by Remark 2.13 with the very special choices of base paths, the v˜ν0 = i˜ν0∗ are homomorphisms induced by inclusions. In
addition, also with the above choices of base paths the sequences in Theorem 2.2 are natural in particular for ν = 1,2,3
the diagrams
π1(Aν)
kμν∗ − f ω,aν∗
iν0∗
π1(Aν)
iν0∗
R( f ων∗,kμν∗ )
i˜ν0∗
π1(A)
kμ∗ − f ω∗ π1(A) R( f ω∗ ,kμ∗ )
are commutative. Making the computations, for ν = 1,2,3 the diagrams
Z× Z 3×3
iν0∗
Z× Z
iν0∗
Z3 × Z3
i˜ν0∗
Z× Z× Z 3×3×3 Z× Z× Z Z3 × Z3 × Z3,
are commutative where, for example i˜30∗(a¯, b¯) = (a¯, a¯, b¯). It is not hard to see that (a¯, b¯, c¯) ∈ Z3 × Z3 × Z3 is M-ad reducible
if and only if a¯ = b¯ or a¯ = c¯ or b¯ = c¯. So the M-ad irreducible classes consist of those triples in which all three components
are distinct. In particular, there are 6 irreducible M-ad classes. Since L( f ) = 0, and X is a Jiang space, then N( f ,k) = R( f ,k),
all classes are essential, so N( f ,k; A − {Aν}ν∈4) = RI( f2,k2; A, {Aν}ν∈4) = 6. Note, again from the geometry, that this is the
actual number of coincidence points in the complement.
Corollary 3.10. Let f ,k : (X, A) → (Y , B) be maps of pairs, for the 1-ad (X, {A}), we have N( f ,k; X − {A}) = N( f ,k; X − A) the
generalized complement number [25,6,16].
176 P.R. Heath / Topology and its Applications 156 (2008) 165–185As remarked earlier, we need to make careful distinction between our M-ad number deﬁned using the concept of M-ad
reducible in Deﬁnition 3.5, and the relative complement number obtained by taking A =⋃ν∈M Xν in Deﬁnition 2.13. That
is in general
N
(
f ,k; X − {Xν}ν∈M
) = N( f ,k; X − ⋃
ν∈M
Xν
)
.
In order to make the point more strongly we give the following theorem which compares the two numbers. We follow this
by two examples that illustrate the difference.
Theorem 3.11 (Comparisons I). Let f , g : X→ Y be maps of M-ads. Then
N
(
f ,k; X − {Xν}ν∈M
)
 N
(
f ,k; X −
⋃
ν∈M
Xν
)
.
Intuitively the increased complexity of π1(
⋃
ν∈M Xν) can make the inequality strict.
Proof. We need to show that EI( f ,k; X,⋃ν∈M Xν) EI( f ,k; X, {Xν}ν∈M). Note that all classes under consideration are es-
sential. In particular, they are non-empty. Suppose that x ∈ Φ( f ,k) belongs to a reducible M-ad coincidence class. We must
show that it belongs to a reducible common coincidence class for the pair (X,
⋃
ν∈M Xν). By deﬁnition there is a σ ∈ M
such that x is reducible with respect to the pair (X, Xσ ). By Lemma 2.17, there is a path α : (I,0,1) → (X, x, Xσ ) from x
to Xσ and a homotopy T : k(α) 
 f (α) : (I,0,1) → (Y , f (x), Yσ ). By this same lemma, we must show that there is a path
β : (I,0,1) → (X, x,⋃ν∈M Xν) from x to ⋃ν∈M Xν and a homotopy F : k(β) 
 f (β) : (I,0,1) → (Y , f (x),⋃ν∈M Yν). However
Xσ ⊆ ⋃ν∈M Xν , so we can simply use α and T . 
We can now give our example, which shows that the numbers N( f ,k; X − {Xν}ν∈M) and N( f ,k; X − B), where B =⋃
ν∈M Xν , can be very different.
Example 3.12 (Second strategic example, part III). Let f : A → A be the map of the 4-ad given in Example 3.9. We have
seen that N( f ; A − {Aν}ν∈4) = 6, We calculate N( f ; A −⋃ν∈4 Aν) to be 0, using Deﬁnition 2.19. Here we are regarding
B =⋃ν∈4 Aν , as a single subspace, and so we are presented with a single v˜1 type function, induced on Reidemeister classes
by the homomorphism v1 = i∗ : π1(⋃ν∈4 Aν) → π1(A). Now π1(⋃ν∈4 Aν) is given by the colimit
Z Z× Z
Z× Z
Z× Z Z× Z ∗Z Z× Z ∗Z Z× Z
of groups by Van Kampen’s theorem. That N( f ; A −⋃ν∈4 Aν) = 0 now follows since the homomorphism v1 (Remark 2.13),
and hence the function v˜1, is surjective.
Remark 3.13 (Non-path connected extensions). As we saw in the extensions of relative theory we gave in Section 2, there is
no need to assume that X is path connected in Deﬁnition 3.8. For an M-ad X, if X is not path connected, for each path
component Xθ ∈ X̂ (for θ ∈ Θ) we consider separately maps f θ and kθ of M̂-ads Xθ = (Xθ , {Xθ ∩ X̂ν}ν∈M̂), where
M̂= {ν∈M ∣∣ Xθ ∩ X̂ν = ∅}.
As before we put EI( f ,k; X, {Xν}ν∈M) =∑θ∈Θ EI( f θ ,kθ ; Xθ , {Xθ ∩ X̂ν}ν∈M̂) in the non-path connected case. The corre-
sponding extension of Deﬁnition 3.8 then becomes
N
(
f ,k; X − {Xν}ν∈M
) :=∑
θ∈Θ
N
(
f θ ,kθ ; Xθ − {Xθ ∩ X̂ν}ν∈M̂).
Let f̂ , k̂ denote the restrictions of f and k to X̂ , then, consistent with our notation,
N
(
f ,k; X − {Xν}ν∈M
)= N( f̂ , k̂ : X̂ − {Xθ ∩ X̂ν}ν∈M).
We kill two birds with one stone in our next example. The main point is to show that the two strategic examples have
identical M-ad complement numbers. As we will see, this is not true of their equivariant counterparts given in [9]. The
example also illustrates the non-path connected case. For reasons of space, we sketch only some of the details. This seems
reasonable, since a substantial amount of detail is given in a similar (analogous) example in [7].
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M-ad compliment numbers. Since there are many more subspaces involved in 1.1, it may at ﬁrst appear surprising that the
two examples are essentially the same. The equality is easily seen however once we observe two facts. The ﬁrst is that for
f and k in Example 1.1, we have that
X̂= (X {e};{X 〈1,2〉, X 〈1,3〉, X 〈2,3〉, X S3}),
and that at the fundamental group level X̂ and A are indistinguishable. The second fact follows easily from the ﬁrst, which
is that the maps in 1.1 and 3.2 induce the same homomorphisms on the various fundamental groups. Thus the Reidemeister
sets are in natural bijective correspondence. The result follows.
Complete details of why X̂ is as indicated, are long and involved, and require at least some knowledge of equivariant
theory. However, so as not to completely annoy the reader by forcing him or her to go to [7] unnecessarily, we sketch some
of them. To see, for example why X̂G = ∅, recall that XG = {x ∈ X | gx = x ∀g ∈ G}, where G = Z2 × S3. It is not hard to see
that XG has two path components consisting of the sets {(e4, x, e4, x, e4, x) | x ∈ S1} and {(−e4, x,−e4, x,−e4, x) | x ∈ S1},
where e4 = (0,0,0,1) ∈ R4. That X̂G = ∅ now follows, since each path component is taken to itself f , but are switched
by k. Actually, there are more of these “hatted” subspaces that are empty, than those which are not. In fact only for
K ∈ {{e}, 〈1,2〉, 〈1,3〉, 〈2,3〉, S3} do we have that XK = ∅ (cf. [7, Example 4.14]). To see equality at the fundamental group
levels note, for example that X S3 = {(z, z, z) | z ∈ X1} ∼= X1 = S3 × S1 and A4 ∼= S1 so π1(X S3 ) ∼= π1(A4) etc.
The computations are now easy, because almost exactly as Example 3.9 the Reidemeister sets (groups) are various
products of Z|r| ’s. Using the same reasoning as in Example 3.9, we have N( f ,k : A − {Aν}ν∈4) = N( f̂ , k̂ : X̂ − { X̂ν}ν∈M) =
|r|(|r| − 1)(|r| − 2).
It seems an appropriate place to mention that the “widehat” notation is heavily dependent on the maps in question. For
example in 1.1 for the same G , the same X and the same f , but with k the identity, we have that X̂= X, the whole shebang.
Let M( f ,k; X − {Xν}ν∈M) be deﬁned by
M
(
f ,k; X − {Xν}ν∈M
) := min#({Φ( f1,k1 ∩(X − ⋃
ν∈M
Xν
) ∣∣∣ f 
M f1, k 
M k1}).
Theorem 3.15 (Lower bound property). Let f ,k : X→ Y be maps of M-ads. Then
N
(
f ,k; X − {Xν}ν∈M
)
 M
(
f ,k; X − {Xν}ν∈M
)
and N
(
f ; X − {Xν}ν∈M
)
 M
(
f ; X − {Xν}ν∈M
)
.
Proof. Since there are N( f ,k; X − {Xν}ν∈M) essential coincidence classes that are M-ad irreducible, we deduce, from
the fundamental idea of essential class (namely that it contains at least one coincidence point) the existence of
N( f ,k; X − {Xν}ν∈M) coincidence points in X . Now if one of these points belonged to Xσ for some σ ∈ M, then by Corol-
lary 2.18 the ρ image of its class would be Reidemeister reducible with respect to the pair (X, Xσ ). So then this same class
would be M-ad reducible by deﬁnition. Therefore these N( f ,k; X −{Xν}ν∈M) coincidence points must lie in the complement
of Xσ for arbitrary σ ∈M. 
Proposition 3.16 (Homotopy invariance). Let H : f ∼M f1 and G : g ∼M g1 , be M-ad homotopies of M-ad maps f and g, given as in
Theorem 3.15. Then we have that N( f ,k; X −{Xν}ν∈M) = N( f1,k1; X −{Xν}ν∈M) and N( f ; X −{Xν}ν∈M) = N( f1; X −{Xν}ν∈M).
Proof. As in the proof of the homotopy invariance of N( f ,k; X − A) in [6, Theorem 3.10] (our Theorem 2.27) if F : f 
 f1
and K : k 
 k1 are homotopies, then there is an index preserving bijection Θ = ΘF ,K : R( f ω∗ ,kμ∗ ) → R( f ωF (x0)1∗ ,kμK (x0)1∗ )
deﬁned by Θ([α]) = [α]. Let [β] be M-ad reducible. Then [β] is (ordinary) reducible with respect to the pair (X, Xσ ), for
some σ ∈M. By the proof of homotopy invariance for maps of pairs, Θ([β]) is (ordinary) reducible with respect to the pair
(X, Xσ ). Thus Θ([β]) is M-ad reducible as required. 
3.3. The full M-ad Nielsen numbers N( f ,k; X, {Xν}ν∈M)
In Section 3.2 we gave our complement M-ad homotopy invariant lower bound N( f ,k; X − {Xν}ν∈M), for the number of
coincidences of f and k on X −⋃ν∈M Xν . The object of this subsection is to give the full M-ad homotopy invariant lower
bound N( f ,k; X, {Xν}ν∈M) for the number
M
(
f ,k; X, {Xν}ν∈M
) := min#({Φ( f1,k1) ∣∣ f1 
M f ,k1 
M k}),
of coincidences on the whole of X . One possible suggestion for this number would be to use a sum of the numbers of
the form N( fν,kν : Xν − {Xσ }σ∈N(ν)) as a lower bound. We show ﬁrst that such a number would not be adequate for our
purposes. The, perhaps obvious question, is to ask what this would mean for a 1-ad (i.e. a pair). In fact this would amount
to deﬁning the new Nielsen type number for a map f : (X, A) → (X, A) of pairs, as the sum N( f ; X − A)+ N( f A). However
even for pairs this is an inadequate lower bound, as both Schirmer and Zhao knew, and as our next example shows (see
also Theorem 4.23).
178 P.R. Heath / Topology and its Applications 156 (2008) 165–185Example 3.17. Let f : (D2, S1) → (D2, S1) be the identity map. Then we have that N( f ) = 1, but N( f ; X − A) + N( f A) =
0+ 0= 0, that is N( f ; X, A) = N( f ; X − A) + N( f A).
The suggested sum fails to be an adequate lower bound, because it does not take into account essential classes that
“reduce” to inessential classes. Geometrically this means that the single ﬁxed point class of f on D2 “reduces to” (or
contains) ﬁxed points of the restriction of f to S1. The algebraic counterpart is of course homotopy invariant. Although they
did not phrase it in this way, both Zhao’s and Schirmer’s deﬁnitions took account of this phenomenon. The phraseology
of reducibility is in fact borrowed from periodic point theory. We now extend the deﬁnition of reducibility “at level 0”
(Deﬁnition 3.5), to that of being reducible or irreducible at level σ , with v˜νσ replacing v˜ν,0. Here
v˜νσ : R
(
f ωνν∗ ,k
μν
ν∗
)→ R( f ωσσ∗ ,kμσσ∗ ),
when Xν ⊆ Xσ . Note again for simplicity of exposition, as our notation indicates, we have (temporarily) gone back to the
assumption that the Xν are path connected. We extend to non-path connected situations in the usual way below. First we
need:
Lemma 3.18. For Xν ⊂ Xσ ⊂ Xτ , we have v˜στ v˜νσ = v˜ντ , and v˜νν = 1, the identity on R( f ωνν∗ ,kμνν∗ ).
We extend Deﬁnition 3.5 (irreducible at level 0), to include irreducibility at level σ in the obvious way by applying it to
the full M(σ )-ad (Deﬁnition 3.3).
Deﬁnition 3.19. Let f ,k : X → Y be maps of M-ads. We say a class [α] in R( f ωσσ∗ ,kμσσ∗ ) is reducible to [β] in R( f ωνν∗ ,kμνν∗ ), if
[α] = v˜νσ ([β]). An element [α] that is reducible only to itself, is said to be M(σ )-ad irreducible (or irreducible at level σ).
The notation given immediately following Deﬁnition 3.5 extends, in the obvious way, giving sets of the form
RI( f ωσσ ,kμσσ ; Xσ , {Xν}ν∈M(σ )) and EI( f ωσσ ,kμσσ ; Xσ , {Xν}ν∈M(σ )), with cardinalities RI( fσ ,kσ ; Xσ , {Xν}ν∈M(σ )) and
EI( fσ ,kσ ; Xσ , {Xν}ν∈M(σ )) respectively.
In order to deﬁne our full M-ad number, we need to consider not only the essential classes are various “levels”, but
also ways such classes reduce. In what the referee described as “in some sense pathological”, it may happen that essential
classes reduce to inessential classes. In deﬁning her triad number in [21], Schirmer takes account of the fact that for a
triad two essential classes at different levels may reduce to a single inessential class “contained” in both of the given
essential classes. She called such classes inessentially joined. Using the insight from periodic point theory, in generalizing to
the M-ad situation, we must consider more complex “lattices” of reductions to all possible levels. Of course, we must do
this with the algebra, not with the non-homotopy invariant geometric classes. For Xν path connected for all ν ∈ {0} ∪M,
such lattices ﬁnd themselves in the union
⋃
ν∈{0}∪M R( f ωνν∗ ,kμνν∗ ) of Reidemeister sets at the various levels. The following
two deﬁnitions then, owe their inspiration to periodic point theory [11]. The resulting insight from that subject, allows
us to give a deﬁnition of our M-ad number N( f ,k; X, {Xν}ν∈M), that not only generalizes the numbers N( f ; X, A) and
N( f ; X1 ∪ X2), but also relieves us of the nightmare of trying to generalize Schirmer’s concept of inessentially joined pairs.
As usual, in order to avoid notational complications, we ﬁrst give the formal deﬁnitions, assuming that everything in sight
is path connected.
Deﬁnition 3.20. Let f ,k : X → Y be maps of M-ads, and let S be a subset of the union ⋃σ∈{0}∪M R( f ωσσ ,kμσσ ;
Xσ , {Xν}ν∈M(σ )). We say that S is a set of M-ad representatives of f and k if every essential class in ⋃ν∈{0}∪M R( f ωσσ ,kμσσ ;
Xσ , {Xν}ν∈M(σ )) is reducible to some element of S .
Deﬁnition 3.21. Let f ,k : X→ Y be maps of M-ads. Then we deﬁne
N
(
f ,k; X, {Xν}ν∈M
) := min(#{S ∣∣ S is a set of M-ad representatives for f and k}).
It should be clear that
⋃
σ∈{0}∪M EI( f ωσσ ,kμσσ ; Xσ , {Xν}ν∈M(σ )) is a subset of any set S , of M-ad representatives of f
and k. In fact this set may or may not in and of itself be a set M-ad representatives. In Example 3.17 this subset is empty,
but since N( f : D2 − {S1}) = 1, we have there that S = ∅ for any set S of set of M-ad representatives. Clearly when⋃
σ∈{0}∪M EI( f ωσσ ,kμσσ ; Xσ , {Xν}ν∈M(σ )) is a set of M-ad representatives, its cardinality is equal to N( f ,k; X, {Xν}ν∈M).
Example 3.22 (Second strategic example, part IV). As in Example 3.9 (second strategic example, part II), we take r = 3. Since
everything in sight is essential, the union mentioned above is indeed a set of M-ad representatives. From 3.9 we have that
N( f ,k; A − {Aν}ν∈4) is given by the sum N( f ,k; A − {Aν}ν∈4) = 6+ 6+ 6+ 6+ 3 = 27.
Remark 3.23 (Non-path connected extensions). In order to extend Deﬁnition 3.21 to non-path connected cases, we must
replace each single R( f ωσσ ,kμσσ ) in Deﬁnition 3.20 with a union of the form
⋃
θ∈Θ R( f θωθσ∗ ,kθμθσ∗ ). Thus (trying hard not toσ
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need to replace connectors of the form v˜νσ : R( f ωνν∗ ,kμνν∗ ) → R( f ωσσ∗ ,kμσσ∗ ), in Deﬁnition 3.20, with connectors of the form
v˜νσ : R( f θωθν∗ ,kθμθν∗ ) → R( f ψωψσ∗ ,kψμψσ∗ ), where of course ψ denotes an appropriate path component of Xσ .
With this change the non-path connected version of the remark immediately after Deﬁnition 3.21 asserts that the union⋃
σ∈{0}∪M{
⋃
θ∈Θσ EI( f
θωθ
σ∗ ,k
θμθ
σ∗ ; Xωσ , {Xθσ ∩ X̂ν}ν∈M̂(σ ))} is a subset of any set S , of M-ad representatives of f and k. To be
absolutely clear about what is M̂(σ ), we state that
M̂(σ ) = {ν∈M ∣∣ Xν ⊂ Xσ and Xθσ ∩ X̂ν = ∅}.
In order to have a formula parallel to the one in Remark 3.13, we isolate the case where X is non-path connected. The
formula below then, will allow us in certain later proofs, to assume without loss of generality, that the total spaces X in
our M-ads X, are path connected.
N
(
f ,k; X, {Xν}ν∈M
) :=∑
θ∈Θ
N
(
f θ ,kθ ; Xθ ,{Xθ ∩ X̂ν}ν∈M̂).
Example 3.24 (First strategic example, part III). In this example we show that strategic examples 1.1 and 3.2 have identical
full M-ad numbers. For simplicity, as in Examples 3.9 and in 3.22, we take r = 3 in Examples 1.1 and 3.2 (see also 3.14).
As remarked in Example 3.14 the Reidemeister sets of the two examples are in natural bijective correspondence, so the
details are in fact identical. The computation is even simpler however, if we look ahead to Theorem 4.16 where we see that
N( f ,k: A, {Aν}ν∈4) = N( f̂ , k̂: X̂, { X̂ν}ν∈M) = N( f ,k) = 27.
Corollary 3.25. Let f ,k : (X, A) → (Y , B) be maps of pairs, for the 1-ad (X, {A}), we have N( f ,k; X, {A}) = N( f ,k; X, A) the
generalized relative Nielsen number [20,15].
As in Section 3.2, the proofs of the next two propositions follow the techniques of the modiﬁed fundamental group
approach [8,6], and those of the proof of Proposition 3.16. In particular, under each of the various bijections involved in the
proof, a set of M-ad representatives is taken to set of M-ad representatives. For the ﬁrst, we recall that along the road to
Deﬁnition 3.21, we have made a multitude of choices of base points and base paths.
Proposition 3.26. The numbers N( f ,k; X, {Xν}ν∈M) and N( f ; X, {Xν}ν∈M) are well deﬁned, that is they are independent of the base
paths and base points chosen.
Proposition 3.27 (Homotopy invariance). Let H : f ∼M f1 and K : k ∼M k1 , be M-ad homotopies of M-ad maps f ,k : X → Y. Then
N( f ,k; X, {Xν}ν∈M) = N( f1,k1; X, {Xν}ν∈M), and N( f ; X, {Xν}ν∈M) = N( f1; X, {Xν}ν∈M).
Theorem 3.28 (Lower bound). Let f ,k : X→ Y be maps of M-ads. Then
N
(
f ,k; X, {Xν}ν∈M
)
 M
(
f ,k; X, {Xν}ν∈M
)
and N
(
f ; X, {Xν}ν∈M
)
 M
(
f ; X, {Xν}ν∈M
)
.
Proof. Let Ψ denote the disjoint union of the sets Φ˜( fν,kν), taken over all ν ∈ 0 ∪ M. We say a class [x]ν in this union,
is geometrically reducible to [y]σ if ∅ = [y]σ ⊆ [x]ν . As with algebraic classes, we regard geometric classes as reducible
to themselves. If a geometric class is reducible only to itself, we say it is geometrically irreducible. Let T be the set of
all geometrically irreducible classes in Ψ , then each element of T is non-empty and any two are disjoint, so certainly
#(Φ( f ,k)) #(T ). We will show that ρ(T ) is a set of M-ad representatives for f and k. Here of course ρ(T ) is the set of
all [α]ν in ⋃ν∈{0}∪M{⋃θ∈Θν R( f θωθν∗ ,kθμθν∗ )} with [α]ν = ρν([x]ν) for some [x]ν in T . Since the elements of T are disjoint,
and the ρ are injective, we have that #(T ) = #(ρ(T )).
To see that T is a set of M-ad representatives, let [α]ν in ⋃ν∈{0}∪M{⋃θ∈Θν R( f θωθν∗ ,kθμθν∗ )} be an essential class. Then[α]ν = ρν([x]ν) for some [x]ν ∈ Ψ . Now [x]ν is reducible to some [y]σ ∈ T , and so [α]ν is reducible to ρσ ([y]σ ), by the
commutativity of a diagram of the form shown in Lemma 2.12. Thus ρ(T ) is a set of M-ad representatives for f and k and
we have, as required, that #(Φ( f ,k)) #(T ) = #(ρ(T )) N( f ,k; X, {Xν}ν∈M). 
4. Comparisons, Möbius inversion, weakly Jiang results, Schirmer triads
In this section, we give ﬁrst (in Section 4.1) our main comparison results exhibiting relationships between the numbers
N( f ,k; X − {Xν}ν∈M) and N( f ,k; X, {Xν}ν∈M). Many of these comparisons are inspired by the analogy with periodic point
theory including our Möbius inversion result. In addition we give the expected Jiang type results that accompany most
Nielsen theories. In Section 4.2 we ﬁrst generalize Schirmer’s ﬁxed point triad number [21] to coincidences, then show
these apparently different triad numbers, are in fact the same as our full 3-ad numbers when our 3-ads are subject to the
same conditions Schirmer imposes on her triads. Throughout the section we state just the coincidence results, implicitly
assuming such statements include the corresponding ﬁxed point results.
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We illustrate the ﬁrst two results together after the second one.
Theorem 4.1 (Comparisons II). Let f ,k : X→ Y be maps of M-ads. Then
N
(
f ,k; X − {Xν}ν∈M
)= EI( f ,k; X, {Xν}ν∈M) RI( f ,k; X, {Xν}ν∈M).
Now let f and k be a weakly Jiang pair of maps. If the zero option holds on each component Xθ ∈ X̂ , then N( f ,k; X − {Xν}ν∈M) = 0.
If the zero option holds on no component Xθ ∈ X̂ , then N( f ,k; X − {Xν}ν∈M) = RI( f ,k; X, {Xν}ν∈M).
The second part of Theorem 4.2 refers to full sub M(ν)-ads, deﬁned in Section 3.1.
Theorem 4.2 (Comparisons III). Let f , g : X→ Y be maps of M-ads. Then for all σ ∈ {0} ∪M
(i) N
(
f ,k; X, {Xν}ν∈M
)
 N
(
fσ ,kσ ; Xσ , {Xτ }τ∈M(σ )
)
 N( fσ ,kσ ),
(ii) N
(
f ,k; X, {Xν}ν∈M
)
Σν∈{0}∪MN
(
fν,kν ; Xν − {Xσ }σ∈M(ν)
)
.
Intuitively part (ii) of Theorem 4.2 can be strict when there are inessential reductions.
Examples 4.3. The identity map on the pair (S1,∅) gives an illustration of Theorem 4.1 where the inequality is strict, while
the second strategic example with σ = 0 illustrates equality in the same theorem. On the other hand, if σ = 0 there, then
the ﬁrst inequality in part (i) of Theorem 4.2 is strict. Finally for this same example the second part of part (i) of the same
theorem is equality for all σ (including σ = 0). To have an example where the second inequality in part (i) is strict, and
the ﬁrst is equality, let X′ be the (n+ 1)-ad deﬁned by putting X ′ = D2 × D2 × D2, and X ′σ+1 := Aσ , where the Aν are the
subspaces of the M-ad A of the second strategic example, part IV (Example 3.22). The maps f and g of that example extend
easily to self maps f ′ and k′ of X′ . It is not hard to see that N( f ′,k′; X ′, {X ′σ }σ∈(n+1)) = N( f ′1,k′1; X ′1, {X ′σ }σ∈n(1)) = 27, while
N( f ′,k′) = 1. For the inequality in part (ii) of Theorem 4.2 to be strict, we merely cite Example 3.17 again.
Proof of Theorem 4.2. Let S be a set of M-ad representatives for f and k, with N( f ,k; X, {Xν}ν∈M) = #S . It is not hard to
see that S is also a set of M(σ )-ad representatives for fσ and kσ , so N( f ,k; X, {Xν}ν∈M) = #S  N( fσ ,kσ ; Xσ , {Xτ }τ∈N(σ )).
For the second inequality in (i), we may without loss of generality simply prove that N( f ,k; X, {Xν}ν∈M)  N( f ,k). By
Remark 3.23 we may also assume that X is path connected. We deﬁne an injection E( f ,k) → S which for a class [α] ∈
E( f ,k) chooses a class [β] ∈ S to which it reduces. Certainly this function is injective, since if two classes [α] and [α′]
were to reduced to the same class [β] ∈ R( f θωθν∗ ,kθωθν∗ ) ∩ S , then the function v˜θν0 : R( f θωθν∗ ,kθωθν∗ ) → R( f ω∗ ,kμ∗ ) would be
multivalued. That is it would not be a function, which it is. Thus N( f ,k) = #E( f ,k) #S = N( f ,k; X, {Xν}ν∈M) as required.
For part (ii), note that P :=⋃σ∈{0}∪M{⋃θ∈Θσ EI( f θωθσ∗ ,kθμθσ∗ ; Xωσ , {Xθσ ∩ X̂ν}ν∈M̂(σ ))} ⊆ S , for any set S , of M-ad repre-
sentatives (see Remarks 3.13 and 3.23). Since P is a disjoint union then #P = Σσ∈{0}∪MN( fσ ,kσ ; Xσ − {Xν}ν∈M(σ )). The
result follows. 
The next deﬁnition also owes its inspiration to Nielsen periodic point theory. We use the notation of Remark 3.23.
Deﬁnition 4.4. Let f ,k : X → Y be maps of M-ads. We say that f and g are essentially reducible if whenever an essential
class [α] in R( f θωθσ∗ ,kθμθσ∗ ) is reducible to a class [β] ∈ R( f ψωψν∗ ,kψμψν∗ ), then [β] is essential too. If k = 1X , and f and k are
essentially reducible, then we say that f is essentially reducible.
In the second strategic example we see that f is essentially reducible, while in Example 3.17 it is not.
Corollary 4.5. Let f ,k : X→ Y be maps of M-ads. If f and k are essentially reducible, then
N
(
f ,k; X, {Xν}ν∈M
)= Σσ∈{0}∪MN( fσ ,kσ ; Xσ − {Xν}ν∈M(σ )).
Proof. It is easy to see that in this case P := #P = Σσ∈{0}∪MN( fσ ,kσ ; Xσ − {Xν}ν∈M(σ )), is a set of M-ad representatives
with minimal cardinality. 
We give two corollaries of Corollary 4.5.
Corollary 4.6. Let f ,k : X → Y be maps of M-ads. Suppose for every σ ∈ {0} ∪ M we have that fσ , kσ is a weakly Jiang pair. If the
zero option holds for all σ ∈ {0} ∪M, then N( f : X, {Xν}ν∈M) = 0. If the zero option holds for no σ ∈ {0} ∪M, then
N
(
f : X, {Xν}ν∈M
)= Σσ∈{0}∪MRI( fσ ,kσ ; Xσ , {Xν}ν∈M(σ )).
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We take the ﬁxed point case, with f the product of standard maps each of degree 4, and use the more familiar notation
for pairs for the 1-ad numbers that occur here. Using similar calculations as in Example 3.9, we see from Corollary 4.6 that
N( f , A, {Ai}i∈4) = N( f , A − {Ai}i∈4) + N( f1; A1 − A4) + N( f2; A2 − A4) + N( f3; A3 − A4) + N( f4) = 6+ 6+ 6+ 6+ 3 = 27.
We remark here that we have the equalities N( f ,k; X, {Xν}ν∈M) = N( f ,k) = R( f ,k) = #Φ( f ,k). In particular this shows
that N( f ,k; X, {Xν}ν∈M) and N( f ,k; X − {Xν}ν∈M) are sharp for our second strategic example.
Our second corollary of Corollary 4.5 is the promised Möbius inversion result. Let  be the partial order on 0∪M deter-
mined by inclusion on the Xν . Note that this gives the rather odd looking inequalities ν < 0 for all ν ∈ M. In Example 3.9
this gives 4 < 3, 4 < 2 and 4 < 1. The Möbius function μM : 0 ∪ M → R is deﬁned recursively by μM(ν, ν) = 1, and for
ν ∈ 0∪M by
μM(ν,σ ) = −
∑
νζ<σ
μM(ν, ζ ).
Using Möbius inversion for partially ordered sets gives:
Corollary 4.8. Let f ,k : X→ Y be essentially reducible, then
N
(
f ,k; X − {Xν}ν∈M
)=∑
ζ0
μM(ζ,0)N
(
fζ ,kζ : Xζ , {Xσ }σ∈M(ζ )
)
.
Example 4.9 (Second strategic example, part VI). We conﬁrm Example 3.9 (see also 4.7) using Corollary 4.8. Now by deﬁnition
μ4( j, j) = 1 for j = 0,1,2,3,4. Next since for example ζ = 2 is the unique element such that 2 ζ < 0, we have that
μ4(2,0) = −1. Similarly μ4(1,0) = μ4(3,0) = −1. Finally μ4(4,0) = −(μ4(4,4) + μ4(4,3) + μ4(4,2) + μ4(4,1)) = +2. So
N( f ,k; X − {Xν}ν∈M) = 27− 9− 9− 9+ 2 · 3 = 6 as required.
We spend the rest of this section discussing conditions under which N( f ,k : X, {Xν}ν∈M(ν)) = N( f ,k), as in the last part
of Examples 4.3 and in our last Example 4.7.
Deﬁnition 4.10. A class [α] reducible to some essential [β] is called pseudo essential.
Examples 4.11. Clearly essential classes are pseudo essential. If X= (X, {X1}) is a 1-ad where X = D2 ∨ S1, X1 = S1 ∨ S1 and
f : X → X is the identity, then the single inessential class of f on X is pseudo essential, but not essential.
Deﬁnition 4.12. Let [α] ∈ R( f ψωψσ∗ ,kψωψσ∗ ). A class [β] ∈ R( f θωθν∗ ,kθωθν∗ ) is said to be a root of [α] if [α] is reducible to [β],
and [β] is irreducible.
Example 4.13. Let X= (X, {X1}) be a 1-ad where X = D2, X1 = S1 and f : (D2, S1) → (D2, S1) is the ﬂip map (i.e. of degree
−1 on S1). Then the single essential class of f on D2 has two roots. Thus roots need not be unique.
Clearly, a class [α] has a unique root if whenever [α] reduces to irreducible classes [β] and [γ ] then [β] = [γ ]. Note
that the injectivity of the v˜νσ alone does not imply that roots are unique, since a class [α] may have irreducible roots with
different values of ν . We need:
Deﬁnition 4.14. M-ad maps f and k are said to be essentially pairwise reducible, if they are essentially reducible, and when-
ever an essential class [α] is reducible to classes [β] and [γ ], then these two classes are both reducible to a third class [δ].
Lemma 4.15. If X is path connected, f and k are essentially pairwise reducible, and every v˜νσ is injective, then f and k have unique
roots.
It is easy to see that the second strategic example we have been following through starting with Example 3.2 and
continuing with Example 3.9 etc., satisﬁes the conditions of Lemma 4.15
Theorem 4.16. Suppose that X is path connected, f and k are essentially pairwise reducible, and every pseudo essential class of f and
k is essential. Then
N
(
f ,k; X, {Xν}ν∈M
)= N( f ,k).
In particular suppose that X is path connected, and for all σ ∈ {0} ∪ M we have that fσ , kσ is a weakly Jiang pair, are essentially
pairwise reducible. If every v˜νσ is injective, and furthermore for no σ is the zero option satisﬁed, then the result holds.
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deﬁne a set S to be the image of the function φ : E( f ,k) →⋃ν∈{0}∪M{⋃θ∈Θσ R( f θωθσ∗ ,kθμθσ∗ )}, where φ takes a class [α] ∈
E( f ,k) to its unique root in ⋃ν∈{0}∪M{⋃θ∈Θσ R( f θωθσ∗ ,kθμθσ∗ )}. We claim the restriction φ : E( f ,k) → S is a bijection, and
that S is a set of M-ad representatives for f and g . Then by Theorem 4.2 part (i)
N( f ,k) = #(E( f ,k))= #(S) N( f ,k; X, {Xν}ν∈M) N( f ,k).
Clearly φ is a surjective. It is injective by the same argument as in the proof of Theorem 4.2. To see that S is a set of M-
ad representatives for f and k, let [β] be an essential class of fν and kν . Clearly v˜ν,0([β]) is pseudo essential. By hypothesis
it is essential, and so reduces to some class of S which must be a common root of [β] and v˜νσ ([β]), as required. 
Example 3.9 calculated in 4.7, and Example 1.1 calculated in the last part of Remark 3.23, both satisfy the Jiang type
hypotheses of Theorem 4.16. We give two further examples. The ﬁrst one illustrates that Theorem 4.16 can hold even when
f and k do not form a weakly Jiang pair. The second is an example taken from equivariant theory where equality in
Theorem 4.16 fails to hold. We shall need the ﬁrst example in Section 4.2, and the second in [9].
Example 4.17. Let X = (X, {X1, X2, X3}) be the 3-ad deﬁned as follows. Firstly deﬁne X3 to be the copy of the ﬁgure eight
as shown in the diagram
Next, we deﬁne f3 : X3 → X3 to be the retraction of Jiang’s famous map on the pants [13]: let the left hand “circle” be
generated by a, and the right hand one by b. Then f3 takes a to a−1, and b to a−1b2. The map f3 has three ﬁxed points x, z
and y as shown, and these points have index +1, 0 and −1 respectively. Now x and y are Nielsen equivalent, so there are
two inessential ﬁxed point classes F13 = [x] = {x, y} and F23 = [z] = {z} of f3. We deﬁne X1, X2 and X by taking one point
unions (i.e. wedges) with three 2-spheres S2x , S
2
y and S
2
z at the points x and y and z respectively as shown. So X1 = X3∨x S2x ,
X2 = X3 ∨y S2y and X = X3 ∨x S2x ∨y S2y ∨z S2z where ∨w denotes the one point union at w . Finally for i = 0,1,2 we extend
f3 to f i on Xi , by the putting f i equal to the identity on each copy of S2. Now attaching the 2 spheres as shown does not
change the number of ﬁxed point classes, so for i = 0,1,2,3, each f i has two ﬁxed point classes F1i = [x] and F2i = [z] (so
in particular, the subscript takes the label of the map). By construction F13 in inessential, but F
1
1, F
1
2 and F
2
0 are all essential.
To see this we look for example2 at F11 the ﬁxed point class of x in X1. The point of attaching the 2-sphere S
2
x is to change
the index of the ﬁxed point class. Clearly the index of z in X1 is the same as its index in X3. But the Lefschetz number
has now changed from 0 to 1. By normality F11 must have index 1. Now f satisﬁes the conditions of Theorem 4.16, and
N( f , X, {X1, X2, X3}) = N( f ) = 2, but of course none the spaces is a Jiang space.
We could think of the next example as a third strategic example since it too appears, for comparison purposes, both
here and in [9, Example 4.29]. It is of course, also an example from equivariant theory. It seems an appropriate place to
give advanced warning of a notational conﬂict that occurs when we get into equivariant theory. In the standard context of
a group G operating on a space X , for each isotropy subgroup H of G we have two subspaces XH and XH of H which will
appear as subspaces the various associated M-ads (see [9]). This makes is necessary to use both upper and lower subscripts
to denote these subspaces. We start this process in the following example where we need to switch to superscripts.
Example 4.18. (See [24, Example 3.9], [7, Example 4.40].) Let X = X1 × X2 × X3, with X1 = S1 × S1, X2 = S1 × S1 × S1, and
X3 = S2. The notation of the following M-ad reﬂects the fact that it is taken from equivariant theory. Let (X, {X 〈α〉, X 〈β〉, XG})
2 For details of similar calculations of index see the appendix of [11].
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in X2, and where S13 is the equator in X3. Similarly X
〈α〉 := S11 × X2 × S13, and X 〈β〉 := X1 × S12 × X3.
We illustrate the ﬁxed point situation with  = f1 × f2 × f3 : X → X on X1 by f1(eiθ1 , eiθ2) = (ei2θ2 , ei2θ1), on X2 by
f2(eiθ1 , eiθ2 , eiθ3) = (ei2θ1 , ei2θ2 , ei2θ3), and on X3 by f3(x, y, z) = (x,−y,−z). Using the obvious ﬁxed point and constant
base paths, we have a diagram.
0× 0× Z2 ∼= R(Gω∗ ) v˜1
v˜2
R(〈β〉ω∗ ) ∼= Z3 × 0× 0
v˜3
0× 0× Z2 ∼= R(〈α〉ω∗ )
v˜4 R({e}ω∗ ) ∼= Z3 × 0× 0,
where the v˜ j are deﬁned as Section 2.2 and are homomorphisms by Remark 2.12. By Corollary 4.6 (switching to superscripts)
we have N(: X, {Xν}ν∈M) = Σσ∈{0}∪MRI(σ ; Xσ , {Xν}ν∈M(σ )).
In fact it is not hard to see that v˜1 and v˜4 are zero homomorphisms, and that v˜2 and v˜3 are identities. Thus for σ =
{e}, 〈α〉 we have that RI(σ ; Xσ , {Xν}ν∈M(σ )) = 0, and for σ = 〈β〉,G we have that RI(σ ; Xσ , {Xν}ν∈M(σ )) = 2, Thus using
Corollary 4.6, we have that N(, X, {X 〈α〉, X 〈β〉, XG}) = 0+ 0+ 2+ 2 = 4, while N() = 3. So N(, X, {X 〈α〉, X 〈β〉, XG}) > N().
Corollary 4.19. Let f , g : X→ Y satisfy either of the hypotheses of Theorem 4.16. Then
N
(
f ,k; X − {Xν}ν∈M
)=∑
ν0
μM(ζ,0)N( fζ ,kζ ).
The reader is invited to verify that N( f ,k; A − {Aν}ν∈4) = 6 in Example 3.9 from Corollary 4.19.
4.2. 3-ads and Schirmer triads
In this section we simultaneously generalise Schirmer ﬁxed point triad number N( f ; X1 ∪ X2) to coincidences, and show
that our 3-ad number and Schirmer’s (generalized) triad number coincide under the conditions that Schirmer imposes on
her triads.
Since in context it will be clear which pair/triad we are discussing, we drop the (Xσ , {Xν}ν∈M(σ )) from the notation
EI( fσ ,kσ ; Xσ , {Xν}ν∈M(σ )) to give simply EI( fσ ,kσ ) etc.
Deﬁnition 4.20. Let X = (X, {X1, X2, X3}) be a 3-ad. Then X is said to be a Schirmer triad, if X = X1 ∪ X2, X1 and X2 are
path connected, and X3 = X1 ∩ X2.
The results of this subsection hold even when X2 = X1 ∩ X2. For this section, we will write N( f ,k; X, {A}) as the more
familiar N( f ,k; X, A). We start with the following remark.
Remark 4.21. For a Schirmer triad X = (X, {A, B, A ∩ B}) we have for any f and k that N( f ,k; X − {A, B, A ∩ B}) = 0. Note
however, this does not imply that N( f ,k) = 0. The point of course is rather that any essential class of f and k must contain
points in either A or B , so by Corollary 3.6 this class is M-ad reducible. Although she did not phrase it in this way, Schirmer
certainly had this insight, since the essential classes of f play no role in the deﬁnition of her triad number (see below). It is
not hard to see by a case by case consideration of which sub-classes may, or may not be essential, that without increasing
the number of elements we can change any set of 3-ad representatives of a Schirmer triad, to one that does not contain
coincidence classes of f and k. Thus we may without loss of generality assume that a minimum set contains no coincidence
classes of f and k.
Deﬁnition 4.22. Maps f ,k of M-ads are said to be inessentially reducible, if a class [α] at level σ for σ ∈ M ∪ {0} is
reducible to some [β] at level ν with Xν ⊂ Xσ with ν = σ , then each such [β] is inessential. If such an [α] is essen-
tial, we call it an essential inessentially reducible class. We denote the set of Essential INessentially Reducible classes by
EINR( fσ ,kσ ) with cardinality EINR( fσ ,kσ ).
In Example 4.17, the class ρ(F21) ∈ EINR( f ). Deﬁnition 4.22 allows us to give alternative expressions for the numbers
N( f ,k) and N( f ,k; X, A).
Theorem 4.23. Let f ,k : (X, A) → (Y , B) be maps of pairs. Then
(i) N( f ,k) = N( f ,k; X − A) + EINR( f ,k) + E( f ,k; f A,kA),
(ii) N( f ,k; X, A) = EI( f ,k) + EINR( f ,k) + E( f A,kA).
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(of f1) in R( f ω22∗ ,kμ22∗ ) are said to be inessentially joined if (a) [α1] and [α2] are reducible to a common inessential class [β]
of f3 and k3, and (b) if they are not reducible to any essential class of f3 and k3.
Deﬁnition 4.24 generalizes [21, 2.1]. In 4.17 we have the scheme R( f1∗) ← R( f3∗) → R( f2∗) from which it is easy to
deduce that ρ(F11) and ρ(F
1
2) are inessentially joined. We denote the set of inessentially joined pairs by INJ ( f1, f2;k1,k2)
with cardinality INJ( f1, f2;k1,k2).
Deﬁnition 4.25. The generalized Schirmer triad Nielsen number of maps f ,k : X→ Y of Schirmer triads is
N( f ,k; X1 ∪ X2) := N( f1,k1; X1, X3) + N( f2,k2; X2, X3) − E( f3,k3) − INJ( f1, f2;k1,k2).
Theorem 4.26. Let X be a Schirmer triad, then N( f ,k; X, {Xν}ν∈3) = N( f ,k; X1 ∪ X2).
Proof. By Theorem 4.23(ii) N( f ,k; X1 ∪ X2) = EI( f1,k1) + EI( f2,k2) + E( f3,k3) + EINR( f1,k1) + EINR( f2,k2) − INJ( f1, f2;
k1,k2). We want to write this as the cardinality of a number of disjoint sets. Accordingly deﬁne T1 ⊆ EINR( f1,k1) to
consist of those elements [α] for which there does not exist a [β] ∈ EINR( f2,k2) with [α] and [β] inessentially joined.
Similarly deﬁne T2 ⊆ EINR( f2,k2). Next with a slight abuse of notation we write E( f3,k3) as EI( f3,k3). Then N( f ,k;
X1 ∪ X2) is the cardinality of T , where
T :=
⋃
ν∈3
EI( fν,kν) ∪ T1 ∪ T2 ∪ INJ ( f1 f2;k1,k2).
Let S be a set of 3-ad representatives, with N( f ; X, {Xν}ν∈M) = #S , that is S is minimal. By Remark 4.21 we may assume
S ∩ E( f ω∗ ,kμ∗ ) = ∅. Since S is minimal, then it deﬁnes for us an inessential joining of the classes that can be inessentially
joined. In particular let T3 := {[α] ∈ S: v˜31([α]) /∈ T1}. Note that T3 is also equal to the set {[α] ∈ S: v˜32([α]) /∈ T2}, and
that #(T3) = INJ( f1 f2;k1,k2). Thus #T = #T ′ where T ′ :=⋃ν∈3 EI( fν,kν)∪T1 ∪T2 ∪T3. It should be clear that T ′ is a set
of 3-ad representatives, so #T ′ = N( f ,k; X1 ∪ X2) N( f ,k; X, {Xν}ν∈3). On the other hand since T3 and ⋃ν∈3 EI( fν,kν)
are subsets of both S and T ′ , and S is a set of 3-ad representatives, there is an easily deﬁned injection of T ′ into S , so
N( f ,k; X, {Xν}ν∈3) N( f ,k; X1 ∪ X2), and we are done. 
We close the paper with an application of Section 4.1 to Schirmer triads.
Corollary 4.27. Let f ,k : X → Y be maps of Schirmer triads. Suppose for every σ ∈ {1, 2, 3} that fσ , kσ is a weakly Jiang pair. If the
zero option holds for all σ ∈ {1, 2, 3}, then N( f ,k; X1 ∪ X2) = 0. If the zero option holds for no σ ∈ {0} ∪M, then
N( f ,k; X1 ∪ X2) := N( f1,k1; X1, X3) + N( f2,k2; X2, X3) − N( f3,k3).
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