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a b s t r a c t
Based on progressively type-II censored samples, this paper considers progressive stress
accelerated life tests when the lifetime of an item under use condition follows theWeibull
distribution with a scale parameter satisfying the inverse power law. It is assumed that
the progressive stress is directly proportional to time and the cumulative exposure model
for the effect of changing stress holds. Point estimation of the model parameters is
obtained graphically by usingWeibull probability paper plot that serves as a tool for model
identification and also by using the maximum likelihood method. Interval estimation is
performed by finding approximate confidence intervals (CIs) for the parameters as well as
the studentized-t and percentile bootstrap CIs. Monte Carlo simulation study is carried out
to investigate the precision of the estimates and compare the performance of CIs obtained.
Finally, two examples are presented to illustrate our results.
Crown Copyright© 2011 Published by Elsevier B.V. All rights reserved.
1. Introduction
Accelerated life tests (ALTs) are often used for reliability analysis. Test items are subjected to higher-than-usual stress
(e.g. temperature, voltage, pressure, etc.) in order to obtain failures quickly. A model relating lifetime to stress is fitted to
the accelerated failure times and extrapolated to estimate the failure time distribution under usual use conditions.
The stress loading in an ALT can be applied in different ways. Commonly used methods are constant stress step stress,
and progressive stress. Nelson [1] discussed the advantages and disadvantages of each of such methods.
Constant stress ALTs in which the stress remains constant through the test, were studied by several authors. Among
others, are Escobar and Meeker [2], AL-Hussaini and Abdel-Hamid [3,4] and Watkins and John [5].
Step stress ALTs in which the stress is changed at a given time or upon the occurrence of a fixed number of failures, were
studied by several authors. Among others, are Bai and Chun [6], Gouno et al. [7], Balakrishnan et al. [8], Abdel-Hamid [9] and
Abdel-Hamid and AL-Hussaini [10,11].
In a progressive stress ALT, the stress applied to a test item is continuously increasing in time. An ALT with linearly
increasing stress is a ramp test. The ramp test was used on capacitors in [12]. Solomon et al. [13] applied the ramp test to
insulations and Chan [14] to integrated circuits. Yin and Sheng [15] derived the maximum likelihood (ML) estimators of a
product whose life distribution under ALT by progressive stress follows the Weibull distribution. Bai et al. [16] presented
an optimum simple ramp-ALT with two different linearly increasing stresses—for the Weibull distribution under type-I
censoring. Ronghua and Heliang [17] generalized the tampered failure rate model (a model that relates the distribution
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under high stress to the distribution under low stress) from the step stress ALT setting to the progressive stress ALT,
considering theWeibull distribution as a lifetime distribution and investigated the ML estimation for the parameters under
discussion. Abdel-Hamid and AL-Hussaini [18] considered progressive stress ALTs when the lifetime of an item under
use condition follows a finite mixture of distributions and estimated the involved parameters. In assessing the insulation
withstand level of the electric power apparatus, Hirose et al. [19] assumed that the underlying probability distribution of
failure time with a constant voltage level follows a Weibull distribution, considering the inverse power law relationship
between the mean lifetime and the imposed voltage. They used the ML and least squares estimation methods to estimate
the underlying parameters.
Censoring is very common in life tests. It usually applies when the distribution of exact lifetimes are known for only a
portion of the items and the remainder of the lifetimes are known only to exceed certain values under a life test. Type-I and
type-II censoring are the most common censoring schemes (CSs). There are many situations in life-testing and reliability
studies in which the experimenter desires to remove functioning items at points other than the final termination. In such
cases, the above two CSs are not appropriate to be used. This leads us to consider a more general CS known as progressively
type-II censoring. Details of the scheme are discussed in [20].
Many authors have discussed inference under progressive type-II censoring using different lifetime distributions. Among
others, are Viveros and Balakrishnan [21], Wu [22], Balakrishnan et al. [23,24]. For comprehensive review on progressive
censoring, see [25].
The novelty in this research is to apply the progressive stress ALT to items whose lifetimes at use condition stress are
assumed to follow theWeibull distribution based on progressively type-II censored data. Some inferences such as graphical
estimators, ML estimators and CIs for the model parameters under consideration are investigated.
The rest of this paper is organized as follows: In Section 2, the progressive stress ALT model under progressive censoring
is described. Section 3 deals with modeling the given data to the Weibull distribution. ML estimation of the parameters is
investigated in Section 4. Simulation studies and illustrative examples are presented in Section 5. Finally, some concluding
remarks are presented in Section 6.
2. Progressive stress ALT model under progressive censoring
The progressive stress ALT model is constructed according to the assumptions given in the following subsection.
2.1. Basic assumptions
1. Under use condition stress, the lifetime of an item follows the Weibull distribution with scale and shape parameters a
and b, respectively.
2. The stress, s, is a function of time t and has an influence on the scale parameter a, and hence a is a function of t .
3. The scale parameter a satisfies the inverse power law, i.e.
a(t) = 1
c[s(t)]d ,
where c and d are two positive parameters that should be estimated.
4. The progressive stress s(t) is directly proportional to time, i.e.
s(t) = vt, v > 0.
5. For testing procedure, the N items to be tested are divided into k(≥2) groups. Each group contains ni items and is
subjected to the progressive stress. Thus, for i = 1, . . . , k,
si(t) = vit, 0 < v1 < · · · < vk.
6. The failure mechanisms of an item are the same at any stress rate vi, i = 1, . . . , k.
7. The linear cumulative exposure model holds for the effect of changing stress, see [1].
2.2. The model under progressive type-II censoring
From assumption 1, if T is the failure time random variable with realization t , then its cumulative distribution function
(CDF) is given by
F(t) = 1− exp

−

t
a
b
, t > 0, (a, b > 0). (2.1)
From assumptions 2–5,
ai(t) = 1c[vit]d , i = 1, . . . , k.
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If Gi(t) is the CDF under progressive stress for an item in group i, then from assumption 7
Gi(t) = Fi(∆(t)), i = 1, . . . , k,
where ∆(t) =  t0 du1/[cvdi ud] = cvdi td+1d+1 , and Fi(.) is the CDF defined by (2.1), under group i, with scale parameter equal to 1.
Therefore,
Gi(t) = 1− exp

−

t
αi
b(d+1)
, t > 0, (2.2)
where
αi =

d+ 1
cvdi
1/(d+1)
.
Under assumption 5, the progressive type-II CS is performed as follows: After the first failure in group i, Ri1 of survival items
are removed from the test, and after the second failure in group i, Ri2 are removed from the test, the test is continued until
themith failure at which time, all remaining Rimi = ni−mi−
∑mi−1
j=1 Rij items are removed, i = 1, . . . , k. The removed items
are often used in other experiments in the same or at different facilities.
LetM be the total number of observed failures in k groups. Then
M =
k−
i=1
mi, N =
k−
i=1
ni and ni =
mi−
j=1
Rij +mi.
Note that in progressive censoring, the number of removals are all pre-fixed. However in some practical situations, these
numbers may occur at random, see [26].
It might be easier to deal with log data, x = log t , thus the Weibull distribution Gi(t) is transformed to extreme value
(Gumbel type-I) distribution, Zi(x), where
Zi(x) = 1− exp

−

ex
αi
b(d+1)
, −∞ < x <∞. (2.3)
Therefore, the probability density function (PDF) is given by
zi(x) = b(d+ 1)

ex
αi
b(d+1)
exp

−

ex
αi
b(d+1)
, −∞ < x <∞. (2.4)
3. Modeling a progressive censored data set under progressive stress ALT
In this section, we discuss whether a given progressive censored data set, subjected to progressive stress ALT, can be
adequately modeled by the Weibull distribution through a graphical method on Weibull probability paper (WPP).
Under a progressive stress ALT, the WPP involves plotting the variable yi against another variable xi, where these are
related to the CDF and ti by the Weibull transformation:
yi = log[− log(1− Gi(ti))], and xi = log ti, i = 1, . . . , k.
Let Ci denote this plot. If the CDF is given by (2.2), then the plot is a straight line for each i, i = 1, . . . , k, where its equation
is given by
yi = b(d+ 1)xi − b log

d+ 1
cvdi

, −∞ < xi <∞, i = 1, . . . , k. (3.1)
This procedure can be modified for progressively type-II censored data by computing the empirical CDF, see [27],
Gˆij(tij:mi:ni) = 1−
j∏
r=1
(1− Pˆir), (3.2)
where
Pˆir = 1

ni −
r−1
h¯=1
Rih¯ − r + 1

, r, j = 1, . . . ,mi, i = 1, . . . , k.
Therefor, the line Ci, given by (3.1), becomes
yij ≡ log(− log[1− {Gˆij(tij:mi:ni)+ Gˆi(j−1)(ti(j−1):mi:ni)}/2])
= b(d+ 1)xij − b log

d+ 1
cvdi

, j = 1, . . . ,mi, i = 1, . . . , k. (3.3)
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3.1. Graphical estimation of the parameters
If the experimenter wants to estimate themodel parameters of a lifetime distribution based on actual data, the graphical
estimationmethod can be used. In the complete sample case, Lai et al. [28] suggested the use ofmultiple linear regression on
aWPPplot to estimate the parameters of themodifiedWeibull distribution. This procedure can bemodified for progressively
type-II censored data under progressive stress ALT as follows:
Based on aWPP, the following steps should be performed to get a graphical estimation for the parameters (b, c, d) of the
considered model:
1. Based on the empirical CDF Gˆ and for each i, i = 1, . . . , k, calculate yij as shown in Eq. (3.3) and then fit a straight line
that passes through a maximum number of points (xij, yij), where xij = log tij and the observations tij are generated from
(2.2), j = 1, . . . ,mi.
2. From Eq. (3.1), put
tan θ ≡ 1
k
k−
i=1
tan θi = b(d+ 1), (3.4)
where, for i = 1, . . . , k, θi is the angle between line Ci and the x-axis.
3. Let y0i denote the coordinate of Ci intersecting the y-axis (corresponding to x = 0). Therefore, from (3.1), we have
y0i = −b log

d+ 1
cvdi

, i = 1, . . . , k. (3.5)
By solving (3.4) and (3.5), graphical estimates for the parameters (b, c, d) can be obtained.
4. Maximum likelihood estimation
Let, for i = 1, . . . , k, X (Ri1,...,Rimi )i1:mi:ni < X
(Ri1,...,Rimi )
i2:mi:ni < · · · < X
(Ri1,...,Rimi )
imi:mi:ni denote k progressively type-II censored samples
from k different populations whose CDFs and PDFs are given by (2.3) and (2.4), respectively, with (Ri1, . . . , Rimi) being the
ith progressive CS. From now on, we will suppress the CS in the notation of the Xij:mi:ni . We denote also the observed values
by xi1:mi:ni < xi2:mi:ni < · · · < ximi:mi:ni . The likelihood function based on the k progressively type-II censored samples, under
progressive stress ALT, is then given by
L(b, c, d; x) =
k∏
i=1

Ai
mi∏
j=1
zi(xij:mi:ni)(1− Zi(xij:mi:ni))Rij

, (4.1)
where x = (x1, . . . , xk) and, for i = 1, . . . , k, xi = (xi1, . . . , ximi) and Ai = ni(ni− 1− Ri1)(ni− 2− Ri1− Ri2) . . . (ni−mi+
1− Ri1 − Ri2 − · · · − Ri(mi−1)).
Using Eqs. (2.3) and (2.4), the log-likelihood function ℓ(b, c, d; x) ≡ log L(b, c, d; x) is then given by
ℓ(b, c, d; x) = B+M log b(d+ 1)+
k−
i=1
mi−
j=1

b(d+ 1)(xij − logαi)− (Rij + 1)

exij
αi
b(d+1)
, (4.2)
where B =∑ki=1 log Ai and αi =  d+1c vdi
1/(d+1)
.
The likelihood equations for b, c and d are given by
∂ℓ
∂b
= 0 = M
b
+ (d+ 1)
k−
i=1
mi−
j=1
(xij:mi:ni − logαi)ψij(xij:mi:ni),
∂ℓ
∂c
= 0 = b
c
+ (d+ 1)
k−
i=1
mi−
j=1
ψij(xij:mi:ni),
∂ℓ
∂d
= 0 = M
d+ 1 −
b
d+ 1
k−
i=1
mi−
j=1
ϕij(xij:mi:ni)ψij(xij:mi:ni),

(4.3)
where, for i = 1, . . . , k, j = 1, . . . ,mi,
ψij(xij) = 1− (Rij + 1)

exij
αi
b(d+1)
,
ϕij(xij) = 1+ log

c
(d+ 1)vi

− (d+ 1)(xij − logαi).
 (4.4)
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Likelihood Eq. (4.3) could not be solved in closed form and hence they should be solved numericallywith respect to b, c and d
using some iteration procedure such as quasi-Newton Raphson, to get themaximum likelihood estimates (MLEs), bˆ, cˆ and dˆ.
4.1. Observed Fisher information matrix
The observed Fisher informationmatrix, F, for theMLEs (bˆ, cˆ, dˆ), see [1], is the 3×3 symmetricmatrix of negative second
partial derivatives of log-likelihood function (4.2) with respect to (b, c, d). If ϑ = (ϑ1 ≡ b, ϑ2 ≡ c, ϑ3 ≡ d), then
F = −

∂2ℓˆ
∂ϑβ∂ϑγ

3×3
, (4.5)
where the caretˆindicates that the derivative is calculated at (bˆ, cˆ, dˆ). The second partial derivatives included in the matrix
are given in the Appendix.
The inverse of F is the local estimate V of the asymptotic variance–covariance matrix of (bˆ, cˆ, dˆ). That is
V ≡ F−1 = cov(ϑˆβ , ϑˆγ ). (4.6)
The observed Fisher information matrix enables us to construct CIs for the parameters based on the limiting normal
distribution through simulation as shown in the next section.
5. Simulation study and illustrative examples
In order to calculate the graphical andML estimations for the parameters under consideration, the followingMonte Carlo
simulation studies are carried out.
Using the algorithm presented in [29], we generate progressively type-II right censored samples, from the Weibull
distribution whose CDF is given by (2.2), under progressive stress ALT as shown in the following algorithm:
Algorithm 1.
1. Based on the values of ni and mi (1 ≤ mi ≤ ni), i = 1, . . . , k, generate k(≥2) independent random samples of sizes mi
from Uniform(0, 1) distribution, (Ui1, . . . ,Uimi).
2. Determine the values of the censored schemes Rij, j = 1, . . . ,mi and i = 1, . . . , k.
3. Set Eij = 1/

j+∑mis=mi−j+1 Ris for j = 1, . . . ,mi and i = 1, . . . , k.
4. Set Bij = UEijij , j = 1, . . . ,mi and i = 1, . . . , k.
5. For i = 1, . . . , k, obtain the k progressive type-II right censored samples, (U⋆i1, . . . ,U⋆imi), from Uniform(0,1) distribution,
where U⋆ij = 1−
∏mi
s=mi−j+1 Bis, j = 1, . . . ,mi.
6. For given values of the parameters (b, c, d) and values of the stress rate vi, i = 1, . . . , k and using step 5, generate k
random samples (ti1, . . . , timi), i = 1, . . . , k from CDF Gi(t) given in (2.2) as follows
tij = exp
[
1
d+ 1

log

d+ 1
cvdi

+ 1
b
log[− log(1− U⋆ij )]
]
, j = 1, . . . ,mi,
and hence obtain the k ordered samples
(ti1:mi:ni , . . . , timi:mi:ni), i = 1, . . . , k,
which represent k progressive type-II right censored samples fromWeibull CDF (2.2) under progressive stress ALT.
7. In step 6, set xij = log tij and then obtain
(xi1:mi:ni , . . . , ximi:mi:ni), i = 1, . . . , k,
which represent k progressive type-II right censored samples from extreme value distribution with CDF (2.3) under
progressive stress ALT. This is equivalent to generating the samples directly from CDF (2.3) as we will see in Section 5.5.
The simulation study is performed using the progressive CSs, presented in the following subsection.
5.1. Progressive censoring schemes
The following three different CSs are used in the simulation study (considering k = 2, 3).
Assume that after ending the experiment, the experimenter found out that the first scheme, that he has been using in
the experiment, was satisfied by the following:
Mil = [(0.25)3−k(0.35)|2−k|lmi], k = 2, 3, i = 1, . . . , k, l = 1, . . . , 5− k,
where the square brackets, [ ], here give the integer value.
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Table 1
Simulated progressive type-II censored sample and values of yij .
n1 m1 CS[1] Observed failures x yij
n2 m2 x1at (v1 = 3) x2at (v2 = 6)
30 18 R14 = R24 = 4, −2.07,−1.99,−1.32, −2.14,−1.59,−1.55 −4.08,−2.97,−2.44
30 18 R19 = R29 = 4, −0.88,−0.82,−0.73, −1.36,−1.30,−1.13, −2.08,−1.79,−1.54,
R113 = R213 = 4 −0.53,−0.43, 0.02, −.89,−0.84,−0.73, −1.33,−1.15,−0.98
0.03, 0.04, 0.10, −0.35,−0.20,−0.18, −082.,−0.64,−0.48
0.11, 0.40, 0.96, −0.12,−0.04, 0.28, −0.33,−0.13, 0.11,
0.98, 0.103, 0.149 0.32, 1.01, 1.02 0.37, 0.67, 1.12
Therefore, the first CS can be deduced as follows
RiMil =

ni −mi
5− k , k = 2, 3, i = 1, . . . , k, l = 1, . . . , 5− k,
0, otherwise,
where ni = N/k,mi = 60%, 80% and 100% of the sample size ni in group i, i = 1, . . . , k.
For example, according to the above equation, if N = 60, k = 2 and the test is continued until 60% of the failure times
of sample items have occurred, then n1 = n2 = N/2 = 30 and m1 = m2 = 60100 × 30 = 18 and hence the first CS that was
used in the experiment is calculated as follows:
M11 =
[
25
100
× 18
]
= [4.5] = 4 =M21,
M12 = 9 =M22,
M13 = [13.5] = 13 =M23.
Therefore, the first CS that was performed in the experiment is
R14 = R24 = 30− 185− 2 = 4,
R19 = R29 = 4,
R113 = R213 = 4.
That is, we remove 4 items after the 4th, 9th and 13th failure time have occurred in the first and second groups.
When k = 3, then n1 = n2 = n3 = N/3 = 20 andm1 = m2 = m3 = 60100 × 20 = 12. Here,
M11 =
[
35
100
× 12
]
= [4.2] = 4 =M21 =M31
M12 = [8.4] = 8 =M22 =M32.
Therefore, in the case of three groups, the first CS that was performed in the experiment is
R14 = R24 = R34 = 20− 125− 3 = 4
R18 = R28 = R38 = 4.
For k = 2, 3, the second (third) scheme removes all ni − mi items just after the occurrence of the first (last) failure in mi
items to be tested, i = 1, . . . , k.
The following two points can be noted:
(i) The third scheme represents the traditional type-II censoring.
(ii) If, for i = 1, 2 and j = 1, . . . ,mi, Rij = 0, then ni = mi. In this case the progressively type-II censoring reduces to the
case of no censoring (complete sample case).
5.2. An illustrative example on graphical estimation
In this subsection, we use Algorithm 1 to generate type-II progressively censored sample from the Weibull distribution
whose CDF is given by (2.2) under progressive stress ALT in order to calculate graphical estimates for the parameters (b, c, d)
using the procedure that was explained in Section 3.1.
Table 1 displays the logarithm of the failure time values generated using CDF (2.2) (fourth column) according to the
first CS listed in the third column in addition to values of yij, calculated by (3.3), taking into account two groups (k = 2)
and N = 60. The value of mi has been taken to be equal to 60% of the sample size ni in group i, i = 1, 2. The population
parameter values are (b = 0.80, c = 0.20, d = 0.90).
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Fig. 1. AWPP and regression line at v1 = 3.
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Fig. 2. AWPP and regression line at v2 = 6.
A WPP is produced for modeling and analyzing the data results from progressive stress ALT under progressive type-II
censoring and, as anticipated, a straight line is more plausible to fit the data at v1 = 3 and v2 = 6. Hence, the Weibull
distribution is a good model for this data set.
The parameter estimates are obtained using a regression line procedure. Figs. 1 and 2 plot the simulated observed failure
times xij (generated according to step 7 in Algorithm 1) versus yij using Eq. (3.3) at v1 = 3 and v2 = 6, respectively,
considering k = 2. The two equations of the trend lines of Figs. 1 and 2 are given, respectively, by
y = 1.296x− 0.767, (5.1)
and
y = 1.441x− 0.243. (5.2)
The slopes of the two trend lines should be the same, as shown in Eq. (3.1), for different values of the stress level vi, so
that we replace the two slopes in Eqs. (5.1) and (5.2) by their average value, tan θ = 1.296+1.4412 = 1.368, and hence by
solving the following three equations, corresponding to (3.4) and (3.5), with respect to b, c and d:
1.368 = b(d+ 1),
0.767 = b log

d+ 1
c3d

,
and
0.243 = b log

d+ 1
c6d

,
to get the graphical estimates b˜ = 0.61, c˜ = 0.16 and d˜ = 1.23. These estimated values can be used as initial values in
quasi-Newton Raphson technique in order to solve the likelihood equations to get the MLEs.
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In the following two subsections, we present two different methods of constructing CIs for the unknown parameters
(b, c, d). First, we present the approximate CIs in Section 5.3 and in Section 5.4 we use the parametric bootstrap method to
construct CIs for the unknown parameters.
5.3. Approximate confidence intervals
Following the general asymptotic theory of MLEs with respect to N , the sampling distribution of (ϑˆτ − ϑτ )/

V (ϑˆτ ),
τ = 1, 2, 3, can be approximated by a standard normal distribution, where

Var(ϑˆτ ) is calculated from (4.6). A two-sided
100(1− α0)% normal approximation CI (NACI) for the parameter ϑτ can then be constructed as
(ϑˆτL, ϑˆτU) =

ϑˆτ − z⋆1−α0/2

Var(ϑˆτ ), ϑˆτ + z⋆1−α0/2

Var(ϑˆτ )

, τ = 1, 2, 3. (5.3)
Because the parameter ϑτ is positive, Meeker and Escobar [30] suggested the use of a log transformation to obtain
approximate CI for this parameter. A two-sided 100(1 − α0)% NACI for ϑτ based on log-transformed maximum likelihood
estimator (denoted by LTCI) is then given by
(ϑˆ∗τL, ϑˆ
∗
τU) =
 ϑˆτ
exp

z⋆1−α0/2
√
Var(ϑˆτ )
ϑˆτ
 , ϑˆτ exp
 z⋆1−α0/2

Var(ϑˆτ )
ϑˆτ

 , τ = 1, 2, 3. (5.4)
When N < 30, the tabulated value z⋆1−α0/2 presented in Eqs. (5.3) and (5.4), should be replaced by tα0/2 which is the value
of t-distribution that leaves an area α0/2 to the right.
5.4. Bootstrap confidence intervals
In this subsection, we use the parametric bootstrap method to construct CIs for the unknown parameters (b, c, d). It was
observed in [31] that the nonparametric bootstrap method does not work well. So, two parametric bootstrap methods are
used:
1. Studentized-t bootstrap CI (SBCI) suggested in [32].
2. Percentile bootstrap CI (PBCI) suggested in [33].
5.4.1. Studentized-t bootstrap CIs
The SBCI can be constructed as follows. First, find the order statistics S⋆[1]τ < · · · < S⋆[r⋆]τ , where
S⋆[η]τ =
ϑˆ⋆[η]τ − ϑˆτ
Var(ϑˆ⋆[η]τ )
, η = 1, . . . , r⋆, τ = 1, 2, 3.
Second, consider all possible 100(1− α0)% CIs of the form
S⋆[h¯]τ , S
⋆[(1−α0)r⋆+h¯]
τ

, h¯ = 1, . . . , α0r⋆, τ = 1, 2, 3,
and choose the interval for which the width is minimum, say (S⋆τL, S
⋆
τU).
A two-sided 100(1− α0)% SBCI for ϑτ is either
ϑˆτ − S⋆τU

Var(ϑˆτ ), ϑˆl − S⋆τL

Var(ϑˆτ )

or 
ϑˆτ − S⋆[(1−α0/2)r⋆]τ

Var(ϑˆτ ), ϑˆl − S⋆[α0r⋆/2]τ

Var(ϑˆτ )

where Var(ϑˆl) can be estimated by the asymptotic variance from (4.6).
5.4.2. Percentile bootstrap CIs
Consider all possible 100(1− α0)% CIs of the form
ϑˆ⋆[h¯]τ , ϑˆ
⋆[(1−α0)r⋆+h¯]
τ

, h¯ = 1, . . . , α0r⋆, τ = 1, 2, 3,
and choose the interval with minimum width, say (ϑˆ⋆τL, ϑˆ
⋆
τU).
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A two-sided 100(1− α0)% PBCI for ϑl is either
(ϑˆ⋆τL, ϑˆ
⋆
τU) or

ϑˆ⋆[α0r
⋆/2]
τ , ϑˆ
⋆[(1−α0/2)r⋆]
τ

.
5.5. Simulation results
AMonte Carlo simulation study is carried out in order to calculate theMLEs and study their properties through themean
squared errors (MSEs) and relative absolute biases (RABs) and to calculate also the coverage probabilities of 95% CIs for the
parameters (b, c, d) based on the methods of CIs discussed in Sections 5.3 and 5.4.
The estimation procedure is performed according to the following algorithm:
Algorithm 2.
1. Using the same steps described in Algorithm 1, we generate r = 500 different samples from extreme value CDF (2.3).
2. For each sample, solve likelihood Eqs. (4.3) using quasi-Newton Raphson technique to get the MLEs (bˆ, cˆ, dˆ).
3. If ϑˆτη is a MLE of ϑτ , τ = 1, 2, 3 (where ϑ1 ≡ b, ϑ2 ≡ c, ϑ3 ≡ d), based on sample η, η = 1, . . . , r , then the average
of MLE, MSE and RAB of ϑˆτ over the r samples are given, respectively, by
¯ˆ
ϑτ = 1r
r−
η=1
ϑˆτη,
MSE(ϑˆτ ) = 1r
r−
η=1
(ϑˆτη − ϑτ )2,
RAB(ϑˆτ ) = |
¯ˆ
ϑτ − ϑτ |
ϑτ
.
4. From step 3, compute ( ¯ˆb, ¯ˆc, ¯ˆd),MSE(bˆ),MSE(cˆ), MSE(dˆ), RAB(bˆ), RAB(cˆ) and RAB(dˆ).
The MLEs of the survival and hazard rate functions at some x0 > 0 can be computed by using the invariance property of
MLEs.
The following algorithm is followed to obtain a progressive type-II right censored bootstrap sample from the extreme
value distribution whose CDF is given by (2.3) under progressive stress ALT.
Algorithm 3.
1. Follow the same steps 1–5 of Algorithm 1 described earlier to generate k progressive type-II right censored samples from
the Uniform(0, 1) distribution of the form (U⋆i1, . . . ,U
⋆
imi
), i = 1, . . . , k, as shown in step 5 of Algorithm 1.
2. Use steps 1 and 2 in Algorithm 2 to generate k random samples (x⋆i1, . . . , x
⋆
imi
), i = 1, . . . , k, from CDF Zi(x) given in (2.3)
as follows
x⋆ij =
1
dˆ+ 1

log

dˆ+ 1
cˆvdˆi
[− log(1− U⋆ij )]1/bˆ

, j = 1, . . . ,mi, i = 1, . . . , k,
and hence obtain the k ordered samples
(x⋆i1:mi:ni , . . . , x
⋆
imi:mi:ni), i = 1, . . . , k,
which represent k progressive type-II right censored bootstrap samples from extreme value distribution whose CDF is
given by (2.3) under progressive stress ALT.
3. From the ordered observations obtained in step 2, we can get the bootstrap estimates (bˆ⋆, cˆ⋆, dˆ⋆) of the parameters
(b, c, d), by solving nonlinear Eqs. (4.3).
4. Repeat steps 1–3 r⋆ times representing r⋆ bootstrap MLEs of (b, c, d) based on r⋆ different bootstrap samples.
5. Arrange all bˆ⋆’s, cˆ⋆’s and dˆ⋆’s in an ascending order to obtain the bootstrap sample
ϑˆ⋆[1]τ , ϑˆ
⋆[2]
τ , . . . , ϑˆ
⋆[r⋆]
τ

, τ = 1, 2, 3,
where (ϑ1 ≡ b, ϑ2 ≡ c, ϑ3 ≡ d).
The following points are taken into account in the estimation procedure:
(i) The IMSL subroutines for pseudo-random number generation have been used.
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(ii) It has been numerically shown that the vector of parameters in the considered population satisfying the likelihood
Eqs. (4.3) actually maximizes the log-likelihood function (4.2). This is done by applying Theorem (7–9) on p. 152 of
Apostol [34].
(iii) The values of r and r⋆ have been taken to be 500 in the simulation study.
Based on the simulation study and for k = 2, 3, Table 2 (Table 3) displays the MLEs for the parameters (b, c, d) with
their MSEs and RABs. The coverage probabilities of 95% NACIs LTCIs, SBCIs and PBCIs for the parameters are also included.
The simulation study has been performed under the three progressive CSs, presented in Section 5.1, and different values of
sample sizes, N . The values of population parameters are arbitrarily chosen to be (b = 0.80, c = 0.20, d = 0.90), taking
into account 500 Monte Carlo simulation and 500 bootstrap replications.
Based on the simulated data presented in Table 1 (fourth column), which correspond to CS[1], Table 4 displays MLEs for
the parameters (b, c, d) with their MSEs and RABs. Lower and upper bounds of 95% CIs for the model parameters are also
included in the table.
From the results of the simulation study, listed in Tables 2–4, we observe the following:
1. For k = 2, 3 and fixed values of the total number of items to be tested, N , and hence fixed sample sizes, ni, i = 1, . . . , k,
by increasing the failure times, mi, the MSEs and RABs of the considered parameters decrease. We also observe that the
coverage probabilities of 95% of the NACIs and LTCIs, are close to 95%, better than SBCIs and PBCIs for the three different
schemes considered in the simulation study. Comparing the two bootstrap methods, the PBCIs performs better than the
SBCIs (closer to the nominal level of 95%).
2. For fixed values of the sample and failure time sizes, the second scheme gives more accurate results through the MSEs
and RABs than the other two schemes. The coverage probabilities of the considered CIs are closer to the nominal level of
95%. This coincides with Theorem [2.2] in [35].
3. All of the considered methods of CIs have lower coverage probabilities when ni andmi are both small
4. The MSEs and RABs decrease with increasing the values of N and that for k = 2, 3.
5. It can be seen from the results of Table 4, that the MLEs give better values than those obtained before by the graphical
estimation.
6. Concluding remarks
In life-testing and reliability analysis, progressive censoring has received a great attention in the last few years, due
in part to the availability of high speed computing resources, which make it both a feasible topic for simulation studies for
experimenters, and a feasiblemethod of gathering lifetime data for practitioners. It has been shown in [21] that the inference
is possible and practical when the sample data are gathered according to type-II progressively censored scheme.
In this paper, we have considered a progressive stress ALTmodelwhen progressively type-II censored sample of observed
failure times under use condition stress is subjected to theWeibull distribution. Based on simulation study, point estimation
of the model parameters is investigated through graphical and ML methods of estimations. Approximate and bootstrap CIs
have been established for the model parameters. The calculations have been worked out based on different sample sizes
and three different progressive CSs one of them represents the traditional type-II censoring. The results have shown that
the progressive CSwhich removes all of the survived items after the first failure (2nd scheme) givesmore better results than
the other two schemes. The graphical estimates for the model parameters can be used as initial values in solving system of
Eqs. (4.3).
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Appendix. The second partial derivatives of the log-likelihood function
∂2ℓ
∂b2
= −M
b2
+ (d+ 1)2
k−
i=1
mi−
j=1
(xij:mi:ni − logαi)Ψij(xij:mi:ni),
∂2ℓ
∂c2
= −M

b
c
2
+ b(b− 1)
c2
k−
i=1
mi−
j=1
ψij(xij:mi:ni),
∂2ℓ
∂d2
= − M
(d+ 1)2 +
b
(d+ 1)2
k−
i=1
mi−
j=1
[ψij(xij:mi:ni)+ bϕ2ij(xij:mi:ni)][ψij(xij:mi:ni)− 1],
∂2ℓ
∂b∂c
= 1
c
k−
i=1
mi−
j=1
{ψij(xij:mi:ni)+ b(d+ 1)Ψij(xij:mi:ni)},
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Table 2
MLEs, MSEs, RABs and estimated coverage probabilities (in%) of 95% CIs for the parameters (b, c, d) when k = 2 (v1 = 3, v2 = 6) based on 500 simulations
and 500 bootstrap replications, considering the population parameter values (b = 0.8, c = 0.2, d = 0.9).
N m1 CS
¯ˆb MSE(bˆ) RAB(bˆ) NACI(b) LTCI(b) SBCI(b) PBCI(b)
n1 m2 ¯ˆc MSE(cˆ) RAB(cˆ) NACI(c) LTCI(c) SBCI(c) PBCI(c)
n2
¯ˆd MSE(dˆ) RAB(dˆ) NACI(d) LTCI(d) SBCI(d) PBCI(d)
24 7 [1] 0.7474 0.0320 0.1450 85.4 84.4 82.6 82.8
12 7 0.2436 0.0095 0.2490 89.0 81.0 81.6 85.0
12 1.0417 0.1104 0.1989 84.4 84.2 82.8 84.6
[2] 0.7547 0.0191 0.1150 96.4 92.1 92.6 93.8
0.2331 0.0068 0.2039 90.8 92.0 92.2 93.6
1.0151 0.0741 0.1583 93.8 92.4 92.4 93.0
[3] 0.8113 0.0385 0.1570 93.6 92.4 88.7 88.8
0.2205 0.0024 0.1713 93.6 92.9 92.2 93.0
1.0288 0.0701 0.1920 92.6 89.0 87.0 93.1
9 [1] 0.7499 0.0153 0.1052 86.8 89.4 84.2 83.4
9 0.2231 0.0049 0.1439 90.2 88.6 82.6 87.6
0.9767 0.0387 0.1068 90.8 87.6 83.2 85.9
[2] 0.7586 0.0173 0.1127 94.0 93.5 93.0 94.0
0.2259 0.0042 0.1563 93.4 93.2 93.8 93.8
0.9767 0.0443 0.1174 93.9 93.0 93.8 93.1
[3] 0.7401 0.0193 0.1309 93.8 93.4 90.2 90.8
0.2283 0.0039 0.1748 94.0 92.6 92.8 94.4
0.9985 0.0586 0.1419 92.9 90.8 89.4 93.0
12 0.7606 0.0119 0.0962 94.0 94.4 93.4 94.1
12 0.2161 0.0017 0.1051 94.4 94.6 94.7 93.8
0.9618 0.0237 0.0828 94.1 94.6 94.0 93.7
60 18 [1] 0.7641 0.0093 0.0852 90.4 88.0 89.0 87.2
30 18 0.2099 0.0014 0.0887 90.1 89.6 89.4 89.4
30 0.9408 0.0241 0.0671 90.4 90.0 89.8 90.4
[2] 0.7697 0.0068 0.0761 94.4 93.4 92.5 93.9
0.2090 0.0005 0.0751 92.4 94.0 92.4 93.8
0.9365 0.0058 0.0557 94.4 94.4 93.9 94.0
[3] 0.7785 0.0144 0.0942 95.0 97.8 92.8 93.0
0.2088 0.0019 0.1178 92.8 96.6 91.0 92.6
0.9357 0.0279 0.0861 92.0 92.4 91.6 92.0
24 [1] 0.7649 0.0081 0.0815 93.8 90.0 96.6 89.4
24 0.2096 0.0010 0.0778 92.2 89.8 89.8 92.6
0.9365 0.0105 0.0560 92.4 92.6 89.8 92.2
[2] 0.7704 0.0056 0.0724 93.6 93.8 92.2 94.4
0.2070 0.0002 0.0653 93.8 93.8 92.8 93.0
0.9340 0.0035 0.0501 93.3 93.7 92.2 92.6
[3] 0.7688 0.0081 0.0776 93.0 93.2 86.4 88.6
0.2042 0.0004 0.0601 92.2 92.8 91.2 91.3
0.9177 0.0047 0.0379 93.8 93.8 86.8 91.2
30 0.7707 0.0042 0.0624 93.2 91.8 93.3 93.4
30 0.2069 0.0003 0.0654 94.8 94.5 93.8 94.4
0.9332 0.0035 0.0490 94.6 93.6 93.4 93.5
120 36 [1] 0.7809 0.0033 0.0516 94.6 90.6 90.6 90.6
60 36 0.2030 0.0002 0.0532 93.0 91.9 91.8 92.4
60 0.9112 0.0019 0.0332 93.8 93.6 91.0 92.0
[2] 0.7774 0.0041 0.0601 94.6 93.8 92.8 93.8
0.2069 0.0014 0.0670 94.4 94.8 93.1 94.2
0.9255 0.0044 0.0456 94.6 93.7 93.4 94.4
[3] 0.7850 0.0053 0.0595 95.0 90.4 94.4 90.8
0.2032 0.0006 0.0700 93.4 90.9 91.8 92.6
0.9099 0.0061 0.0449 93.8 96.0 90.0 93.8
48 [1] 0.7869 0.0030 0.0517 93.8 93.8 92.4 90.8
48 0.2040 0.0002 0.0470 93.8 93.9 91.9 92.0
0.9165 0.0018 0.0349 93.4 94.1 93.6 93.4
[2] 0.7812 0.0030 0.0530 94.4 93.6 94.5 94.6
0.2041 0.0001 0.0499 94.6 94.9 94.0 94.5
0.9220 0.0020 0.0375 94.6 94.9 94.2 94.4
[3] 0.7761 0.0037 0.0572 94.2 93.8 93.4 91.2
0.2027 0.0002 0.0483 93.0 91.0 92.0 97.0
0.9108 0.0013 0.0287 93.6 92.6 93.0 94.6
60 0.7810 0.0029 0.0532 94.5 93.9 94.2 94.1
60 0.2038 0.0001 0.0493 94.2 95.0 94.4 94.8
0.9225 0.0018 0.0377 94.6 94.4 94.4 94.2
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Table 3
MLEs, MSEs, RABs and estimated coverage probabilities (in%) of 95% CIs for the parameters (b, c, d) when k = 3 (v1 = 3, v2 = 6, v3 = 9) based on 500
simulations and 500 bootstrap replications, considering the population parameter values (b = 0.8, c = 0.2, d = 0.9).
N m1 CS
¯ˆb MSE(bˆ) RAB(bˆ) NACI(b) LTCI(b) SBCI(b) PBCI(b)
n1 m2 ¯ˆc MSE(cˆ) RAB(cˆ) NACI(c) LTCI(c) SBCI(c) PBCI(c)
n2 m3
¯ˆd MSE(dˆ) RAB(dˆ) NACI(d) LTCI(d) SBCI(d) PBCI(d)
n3
24 4 [1] 0.7525 0.0216 0.1242 93.8 90.4 83.2 83.6
8 4 0.2279 0.0071 0.1826 93.2 90.4 84.0 87.2
8 4 0.9928 0.0624 0.1341 93.2 92.6 85.0 87.8
8 [2] 0.7587 0.0204 0.1204 93.2 92.4 84.4 87.0
0.2352 0.0066 0.2116 93.6 92.4 86.6 88.0
1.0138 0.0794 0.1607 89.9 93.1 89.2 89.6
[3] 0.8864 0.0545 0.1842 91.6 90.6 80.3 86.6
0.2283 0.0057 0.2145 91.0 90.0 82.0 87.3
1.0537 0.0890 0.2300 90.6 87.6 80.0 80.6
6 [1] 0.7507 0.0186 0.1154 93.9 93.8 84.8 85.2
6 0.2256 0.0040 0.1607 94.1 91.2 84.8 87.4
6 0.9762 0.0434 0.1150 93.4 92.0 88.9 89.2
[2] 0.7543 0.0118 0.1004 94.4 93.0 87.0 88.8
0.2226 0.0034 0.1485 94.2 93.6 88.0 88.4
0.9793 0.0366 0.1050 94.4 93.8 89.9 89.8
[3] 0.7639 0.0312 0.1406 94.2 93.6 84.8 88.9
0.2211 0.0029 0.1506 94.4 93.8 84.8 87.4
0.9692 0.0345 0.1072 93.6 90.6 82.2 88.8
8 0.7536 0.0098 0.0950 94.1 93.6 87.2 89.4
8 0.2175 0.0021 0.1133 94.4 94.6 85.2 89.8
8 0.9595 0.0209 0.0822 94.5 94.2 92.8 92.6
60 12 [1] 0.7791 0.0228 0.0827 94.8 91.0 85.0 89.2
20 12 0.2121 0.0068 0.1017 94.0 91.6 86.8 88.8
20 12 0.9375 0.0749 0.0612 93.1 91.8 89.4 88.4
20 [2] 0.7703 0.0061 0.0747 93.4 93.8 89.6 90.2
0.2091 0.0006 0.0726 93.8 93.8 91.4 90.0
0.9334 0.0068 0.0514 93.2 93.2 91.2 91.2
[3] 0.7624 0.0174 0.1111 91.0 92.6 85.6 88.4
0.2060 0.0015 0.1082 90.2 92.8 89.4 89.8
0.9327 0.0190 0.0755 93.2 90.6 85.0 91.4
16 [1] 0.7673 0.0062 0.0743 93.8 92.2 91.4 91.4
16 0.2076 0.0007 0.0703 93.6 92.8 91.4 91.8
16 0.9268 0.0075 0.0458 94.4 92.4 91.8 93.6
[2] 0.7739 0.0051 0.0664 94.2 93.9 92.2 93.2
0.2063 0.0003 0.0671 94.4 93.8 92.6 92.7
0.9271 0.0027 0.0436 94.8 93.6 92.0 94.1
[3] 0.7634 0.0075 0.0801 93.2 92.0 90.0 89.8
0.2051 0.0007 0.0603 93.0 92.6 90.6 91.0
0.9173 0.0050 0.0348 93.6 92.4 91.0 92.0
20 0.7701 0.0050 0.0693 94.4 94.0 94.1 94.6
20 0.2062 0.0002 0.0606 94.5 94.0 94.0 94.1
20 0.9299 0.0025 0.0436 94.8 94.8 94.2 94.6
120 24 [1] 0.7791 0.0044 0.0589 93.0 93.8 92.0 92.1
40 24 0.2030 0.0006 0.0547 93.8 93.8 94.2 91.6
40 24 0.9127 0.0061 0.0324 93.2 93.4 93.4 93.0
40 [2] 0.7757 0.0045 0.0618 94.4 94.1 93.2 94.0
0.2055 0.0002 0.0591 93.8 94.6 94.2 94.6
0.9241 0.0030 0.0404 94.6 93.6 93.6 94.2
[3] 0.7929 0.0081 0.0717 94.4 93.4 90.2 90.4
0.2019 0.0005 0.0712 93.6 94.1 91.4 96.8
0.9120 0.0054 0.0427 93.0 92.6 91.6 93.4
32 [1] 0.7759 0.0033 0.0557 93.4 94.2 92.6 93.6
32 0.2045 0.0002 0.0495 94.9 93.9 92.5 92.6
32 0.9183 0.0015 0.0321 94.8 94.0 93.4 93.4
[2] 0.7794 0.0031 0.0521 94.7 94.8 94.2 94.4
0.2074 0.0015 0.0626 94.6 94.7 94.0 94.8
0.9195 0.0027 0.0382 94.6 94.8 94.4 94.6
[3] 0.7790 0.0037 0.0589 93.2 93.6 91.8 91.6
0.2021 0.0002 0.0474 93.8 93.0 90.6 93.0
0.9099 0.0010 0.0249 94.8 94.8 90.8 92.8
40 0.7813 0.0027 0.0515 94.8 94.6 94.2 94.3
40 0.2048 0.0001 0.0467 94.9 94.7 94.1 94.4
40 0.9211 0.0015 0.0341 95.0 94.7 94.0 94.0
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Table 4
MLEs, MSEs, RABs and 95% CIs for the parameters (b, c, d) when k = 2 (v1 = 3, v2 = 6) based on 1 simulation and 500 bootstrap replications, considering
the population parameter values (b = 0.8, c = 0.2, d = 0.9).
N m1 CS bˆ MSE(bˆ) RAB(bˆ) NACI(b) LTCI(b) SBCI(b) PBCI(b)
n1 m2 cˆ MSE(cˆ) RAB(cˆ) NACI(c) LTCI(c) SBCI(c) PBCI(c)
n2 dˆ MSE(dˆ) RAB(dˆ) NACI(d) LTCI(d) SBCI(d) PBCI(d)
60 18 [1] 0.6268 0.0300 0.2164 (0.446, 0.807) (0.328, 1.197) (0.444, 0.732) (0.530, 0.891)
30 18 0.1858 0.0002 0.0706 (0.089, 0.282) (0.031, 1.101) (0.086, 0.434) (0.093, 0.265)
30 1.2778 0.1427 0.4198 (0.878, 1.677) (1.095, 1.490) (1.171, 2.230) (0.746, 1.386)
∂2ℓ
∂b∂d
= − 1
d+ 1
k−
i=1
mi−
j=1
{ϕij(xij:mi:ni)ψij(xij:mi:ni)+ b(d+ 1)ϕij(xij:mi:ni)Ψij(xij:mi:ni)},
∂2ℓ
∂c∂d
= 1
c
k−
i=1
mi−
j=1
{ψij(xij:mi:ni)+ b(d+ 1)Ψij(xij:mi:ni)},
where, for j = 1, . . . ,mi, i = 1, . . . , k,
Ψij(xij) = (xij − logαi)[ψij(xij)− 1].
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