Let Q be a bounded domain in R" with C' boundary, n >, 3. In this paper we are concerned with the problem of existence of a function 11 satisfying the nonlinear elliptic problem where p = (n + 2)/(n -2), 7 = (y,, . . . . 7,) is the unit outward normal to %J, X(X) is a nonnegative function, f(x, u) is a lower order perturbation of up at infinity, and j'(x, 0) = 0. u E H(Q) is a weak solution of (1.1) if where F(x, u) = s; f(x, t) dt, u + = max(u, 0). Since p + 1 = 2n/(n -2), the embedding H(Q) c Lp+'(Q) is not compact, the functional J(U) does not satisfy the (PS) condition. Hence we cannot apply the standard variational methods directly. The Neumann problem of semilinear elliptic equations with subcritical growth was studied by Ni, Takagi, and Lin, and many existence results were obtained (see [S-lo] ). The Dirichlet counterpart of (1.1 ), namely -Au= uP+f (x, u) in 52, n+2 p=----n-2 u=o on a.Q, (1.2) u>o in 52.
was studied by Brezis and Nirenberg [3] . Their results show that the existence of solutions of (1.2) depends strongly on the behavior of f(x, u). But Problem (1.1) is different from (1.2). We shall prove that Problem (1.1) possesses a solution for a large class off(x, u). This paper is organized as follows. In Section 2, we present a general existence theorem (Theorem 2.1) which is based on a variant of the Mountain Pass Lemma. We prove that J(U) satisfies the (PS), condition in a weak sense for CE (0, (1/2n)S" '2) . That is, if (ui) c H(Q) is a sequence of functions satisfying J(uj) -+ c E (0, (1/2n)S""), and J'(uj) --f 0 in H-'(Q) as j+ CXJ, then there exists a subsequence of (uj) which converges weakly to u0 $0, and u. is a critical point of J(U), where S is the best Sobolev embedding constant, i.e.,
S= inf 0
UEH1&f4 Q ,Du,2dx;j/'+1dx=l}.
In Section 3, we deal with the problem where a(x) > 0, U(X) $0 (Indeed, there is no solution of (1.4) if a(x) E 0.)
We prove the existence of a solution under an assumption on the boundary iX. Finally, in Section 5, we discuss the regularity of solutions of (1.1). We also treat equations with variable coefficients briefly.
A GWERAL EXISTENCE THEOREM
Let B c R", n >, 3, be a bounded domain with C' boundary. We assume that f'(x. u) is measurable in x and continuous in u and that sup{J'(x,u);xEQ, Odu<M}<cc forcvery iM>O. Let p = (n + 2)/(n -2). x(x) EL"(Q), X(X) >O. We are concerned with the problem of the existence of a function u satisfying
where 7 = (7 I , . . . . 7,) is the unit outward normal to IX?. We assume that there exists a(x) E L"'(Q) such that jimo f'( x, u)Iu = u(x) uniformly for s E Q, (2.2) lim J'(x, u)/uP = 0 u -, %'
uniformly for x E R. Moreover, we assume that the first eigenvalue i,, of the following problem is positive:
That is, -Au-a(x)u=i.u in 52, n,z~+~(X)U=O on 252.
Assumption (2.4) is satisfied if z(x) ~0, u(x) GO, a(x)fO; or a(x)=O, r(x) >, 0, 2(x)$0. Hence the norm IIuIIH= I\Dull,~~~,+ IIuJI~~,~~) is equivalent to
Since the values of f(x, U) for u < 0 are irrelevant, we may assume f(x, u) = 4x)u for u<O, XE~.
We claim that the weak solutions of (2.1) are equivalent to the nonzero critical points of the functional
where F(x, U) = 1;; f(x, U) du. Indeed, a weak solution of (2.1) is obviously a critical point of J(U). Conversely, if uEH(Q) is a critical point of J(U), then
where U-= min(u, 0). By virtue of (2.4) we see that U-= 0, which implies u 3 0. Hence u is a weak solution of (2.1).
Denote c= inf sup J(tj(t)), iE*te(o,l) (2.6) where Y= { $ E C( [O, 11, H(Q)); $(O) = 0, $(l) = I/~ = to}, the constant to is so large that J(njo) < 0 for all t 3 1. By (2.4), we have for some C> 0 (in the following, we use C to denote various positive constants). Let E = $C; we obtain Set c= inf sup J(+(t)) > 0. (2.8) which is the best Sobolev constant of the embedding HA(Q) c Lpi l(Q), p = (n + 2)/(n -2). It is known from [3, 111 that S depends only on n; the iniimum in (2.8) is never achieved when R is a bounded domain. When D = R", the infimum in (2. Pruoj: (i) Since the values of U(X) for X, ~0 arc irrelevant, we may suppose that u(x) is even in x,,. Therefore (ii) By (2.9) and the coordinate transformation y' =x', y, =x,, -h(x'), which straightens the bottom of B, we obtain (2.10) immediately, i Now we give the main existence theorem of this section. Passing to the limit in (2.13) we see that u is a critical point of J. Let E be a small positive constant to be determined, and let (cp,);"_, be a unit partition on ST with diam(supp q1,)66 for each 2, where diam(D) is the diameter of the set ZI. Since 252 E C ', from Lemma 2.1 we have provided 6 is sufficiently small. Thus Proof. Let ~(x)=l, we have sup,,,J(tr;)<(l/2n)S",' if i>O is sufficiently small, which implies the conclusion of Corollary 2. I, where
Similarly we have 
EXISTENCE OF SOLUTIONS TO (1.3)
We consider the problem where i>O, p= (n + 2)/(n -2) Qc R" is a bounded domain with C' boundary, n b 3. Obviously w;, = j.'i(P-') . is a constant solution of (3.1).
THEOREM 3.1. Problem (3.1) posse.wrs a nonconstant solution for 3. > 0 suitably large. Remark 3.1. In the case when 1 <p < (n + 2)/(n -2), the result of Theorem 3.1 was proved by Ni and Takagi [lo].
Proof of Theorem 3.1. The solutions of (3.1) correspond to the nonzero critical points of the functional then by Theorem 2.1 we obtain a solution uj. satisfying
On the other hand, a simple computation shows that J(w,) = (l/n) A"/2 mes(Q). Hence if J(w,) 3 ( 1/2n)Yi2, namely, 
where R"+ = R"n {x,,>O), and is a constant independent of c. Observing that (3.11) (3.12) (3.13) (3.14)
From (3.9), (3.13), and (3.14), there exist positive constants co, K', and K" such that K?(E)> K', K,(E) +K3(c) < K" for EE (0, co). Hence t, are uniformly bounded for I:E (0, q,). Note that K,(c) = o(c"') when n 24. Therefore We claim that
= ;Kl/(+K2)("-2)/" + (l(p) (3.15) for E sufficiently small, which implies (3.4) and thereby (3.3). Indeed, by (3.9), (3.13), and II(E) = O(@), (3.15) is equivalent to =&-O(P). 
-K,(G t,) r>o P+l =; [K,(E)/IK~(E)I+~)"']~'~-K3(c, t,).
By virtue of (3.25), similarly to the proof of Theorem 3.1, we have Y,: < ( 1/2n)S"12 for I: > 0 sufficiently small. Thus Theorem 3.2 follows. 1
From the proof of Theorem 3.1 (and Theorem 3.2) we see that the C' regularity of 852 can be weakened to:
there is a point x,E%~ where the principal curvatures n-I ~1, , . . . . rn ._ , of S2 are finite and satisfy C ai > 0. where u) is a neighborhood of x0, A: B3 0, and 9~ (1, n/(n -2)). Indeed, we may suppose x0 is the origin, and the x,-axis is the inner normal to dQ there. Then the boundary of R near x0 is given by x,=h(x') = 4 C:,:: zixf + o( (x'J'), and the proof of Theorem 3.2 is still applicable. A typical example of (3.22) is
where a(x), hi L"(Q), a(x)<O, and a(x)fO. From the above we see that, if h(x) 20 a.e. in o, then there is a solution of (3.22) for each 9~ (1, (n +2)/(n-2)). Otherwise there is a solution of (3.22) for 4E(l,W-2)).
EXISTENCE OF SOLUTIONS TO (1.4)
In this section we arc concerned with the problem We also have where K, and K2 were defined in (3.5) and (3.10), respectively, = jRn-, dx' j:'TcX" (1 + ix,2)n dx,.
Observing that we have II(c) = 0(P2). Moreover, upi'ds---/ r 2 'JiB u2 ds.
-ZB that is, i2-(n-2)i+vuP '(l)=O.
Since u( 1) > 0, it follows /I < n -2. On the other hand, Vi E (0, n -2), the function u(x) = C( 1 + p 1x1') -(n -2L'2 satisfies (4.14), where p = $(n -2 -i.), C= (p(n -2)n)'"-2"4. 1
Finally we return to the problem (2.1). We have .for some A, B 2 0 and q > (0, n/(n -2)). Then there exists a solution of (2.1).
The proof is similar to that of Theorem 3.2, and is omitted here. We now give a lemma to verify condition (2.11). Its proof is similar to that of Lemma 2.1 in [3] (but some computations in the proofs of Theorem 3.1 and Theorem 4.1 are needed), and is also omitted here. By the Sobolev imbedding H(Q) cL~~"-*)"~~~-"(X!), we. may choose j=(n-l)l(n -2)> 1 in (5.4) . Let N + x; we obtain u'$ EH(Q). Since xn is arbitrary, it follows that up E H(Q).
Choose again that /I = flk = ((n -i )/(n -2))k in (5.4). Let N + SC, we get ufl* E H(l2 ), k = 2, 3, . Thus u E L'(Q) for all t > 1. 1
For our purpose we use Lemma 5.1 with a(x) = up-l + u -'f(x, K)E Lnf2(Q), then the regularity of solutions to {2.1) can be obtained by virtue of the following Lp estimates [f J. From this lemma we see that the solutions of (2.1) belong to C' A "(0) for any (x E (0, 1) if Z(X) E lV'.X(?Q) and c?Q E C'. We can further improve the smoothness of solutions by means of the Schauder estimates [7] . Consequently by the strong maximum principle it follows that any (weak) solution of (2.1) is positive everywhere in 8. Then there is a solution of (5.10).
Prooj
Without loss of generality we may suppose x0 is the origin and the x,,-axis is the inner normal of dQ there. After stretching u(x) =kv(x) for suitable constant k, we may also suppose u(xO) = h(x,) = 1. where K,, K,, I(r:), and II(s) were defined in (3.5) (3.10) (3.6), and (3.11). respectively. Moreover: from (3.14) we have Therefore similarly to (3.4) WC obtain (5.12). 1
We conclude this paper with the following example. 
