Abstract. The study of the sensitivity of the solution of a system of differential equations with respect to changes in the initial conditions leads to the introduction of an adjoint system, whose discretization is related to reverse accumulation in automatic differentiation. Similar adjoint systems arise in optimal control and other areas, including classical mechanics. Adjoint systems are introduced in such a way that they exactly preserve a relevant quadratic invariant (more precisely, an inner product). Symplectic Runge-Kutta and partitioned Runge-Kutta methods are defined through the exact conservation of a differential geometric structure, but may be characterized by the fact that they preserve exactly quadratic invariants of the system being integrated. Therefore, the symplecticness (or lack of symplecticness) of a Runge-Kutta or partitioned Runge-Kutta integrator should be relevant to understanding its performance when applied to the computation of sensitivities, to optimal control problems, and in other applications requiring the use of adjoint systems. This paper examines the links between symplectic integration and those applications and presents in a new, unified way a number of results currently scattered among or implicit in the literature. In particular, we show how some common procedures, such as the direct method in optimal control theory and the computation of sensitivities via reverse accumulation, imply, probably unbeknownst to the user, "hidden" integrations with symplectic partitioned Runge-Kutta schemes.
1. Introduction. Symplectic Runge-Kutta (RK) [24] , [31] , [39] and partitioned Runge-Kutta (PRK) [1] , [40] formulas were introduced to integrate Hamiltonian systems over long time intervals. They are defined in terms of a purely geometric property, the conservation of the symplectic structure, and provided the first widely studied instance of what was later termed geometric integration [32] . It is well known that symplectic RK methods may be characterized as those that exactly preserve all quadratic first integrals (invariants of motion) of the system being integrated. This is a useful property: for instance, the (symplectic) implicit midpoint rule is sometimes chosen to integrate wave equations because it conserves quadratic invariants. However, quadratic conservation has taken a back seat to the symplectic property itself in the geometric integration literature. The aim of this paper is to emphasize that the conservation of quadratic invariants plays an important role in the computation of numerical sensitivities, in optimal control theory, and in classical mechanics. In all these areas there is an interplay between variational equations and their adjoints, an interplay based on the conservation of a key quadratic invariant (see (3.5) ). The conservation of this invariant gives relevance to the symplecticness of the integrator. In fact, some widely used procedures, such as the direct method in optimal control theory and the computation of sensitivities via reverse accumulation, imply "hidden" integrations with symplectic PRK schemes; therefore, the theory of symplectic PRK integration should be helpful in understanding such procedures. From a more abstract point of view one might say that the purpose of this article is to clarify the behavior of RK integrators vis-à-vis the operation of taking adjoints: an RK method is symplectic precisely if it commutes with the formation of adjoints.
The paper presents a coherent treatment of results spread across the literature of various communities together with some new, unifying results. In order to cater to a variety of possible readers, it is written without assuming much background. We hope it will help researchers in optimal control to better understand RK schemes and, similarly, encourage RK experts to consider sensitivities and optimal control problems.
Section 2 provides background on numerical integrators. We introduce the necessary notation and recall a number of properties of symplectic RK and related schemes. In particular, we quote some results (Theorems 2.1 and 2.4) that ensure the exact preservation by the integrator of quadratic conservation laws.
Section 3, the core of the paper, is devoted to the integration of the adjoint variational equations used to perform sensitivity analysis. It is well known that an RK method M applied to the variational equations of a system S automatically produces the variational equations for the discretization of S by means of M (see Theorem 3.2); in other words, the operation of RK discretization commutes with the operation of forming variational equations. The situation for the adjoints is more complicated (cf. [37] ), because commutation will only take place if the discretization is carried out so as to exactly conserve the key quadratic invariant (3.5) and, in some way, this demands a symplectic integrator. There are three cases of increasing complexity:
• S is integrated with a symplectic RK scheme M. Then the application of M to the adjoint equations of S produces the adjoint equations for discretization of S by means of M (see Theorem 3.3).
• S is integrated with a nonsymplectic RK scheme M whose weights do not vanish. Then the adjoint equations for the discretization are obtained by integrating the adjoint equations of S with a different set of RK coefficients, so that the overall procedure is a symplectic PRK method (see Theorem 3.4). The recipe for the adjoint coefficients is given in (3.23) below. The method used for the adjoint equations will in general be of lower order than the RK scheme M used for the main integration and will also have different stability properties. For these reasons nonsymplectic methods M should be used with care. The computation of sensitivities of the discrete solution via automatic differentiation with reverse accumulation implicitly provides the symplectic PRK integration of the adjoint equations with coefficients (3.23) (see Theorem 3.6).
• S is integrated with a nonsymplectic RK scheme M having one or more null weights. Then, to obtain the adjoint equations of the discretization, the continuous adjoint equations have to be integrated with a fancy integrator outside the RK class (see the appendix). Again an order reduction is likely to take place and again the fancy integration is implicitly performed whenever differentiation with reverse accumulation is used. Section 4 deals with the Mayer optimal control problem in the case of unconstrained controls. There is again a quadratic conservation law that is of crucial importance and this fact brings symplectic schemes to the foreground. The results there are quite similar to those in the preceding section (the case of vanishing weights is discussed in the appendix):
• For a symplectic RK method, commutation [29] takes place: the discretization of the continuous first order conditions necessary for optimality provides the first order necessary conditions for the discrete solution (see Theorem 4.3).
• When the equations for the states are discretized with a nonsymplectic RK scheme with nonvanishing weights, to achieve commutation the costate equations have to be integrated by means of a clever set of coefficients that does not coincide with the set used for the states (see Theorem 4.3) . With this clever set, the overall integration (states+costates) is performed with a symplectic PRK method. In general, an order reduction will take place for states, costates, and controls. As first noted by Hager [17] , the required set of coefficients is alternatively defined, not by imposing symplecticness of the integration, but by using the direct approach, i.e., by minimizing the cost in the discrete realm with the help of Lagrange multipliers (see Theorem 4.4). For a symplectic RK or PRK integration of the system for states and costates, the direct and indirect approach are mathematically equivalent. When a nonsymplectic PRK is used in the indirect approach, the discrete solution cannot be reached via the direct approach, which always implies a symplectic integration of the states+costates system.
Extensions to more general control problems are presented in section 5. Section 6 is devoted to classical mechanics. Hamilton's variational principle may of course be viewed as an optimal control problem: it is a matter of minimizing a functional subject to differential constraints. As is well known, the application of the theory of optimal control to this situation replicates the standard procedure to obtain Hamilton's canonical equations from Hamilton's principle. In the discrete realm, this process provides the variational derivation of symplectic PRK integrators, originally due to Suris [40] .
Section 7 relates the preceding material to the notions of reflection and transposition of RK coefficients introduced by Scherer and Türke [35] , and section 8 concludes.
The appendix deals with the problem of how to "supplement" a given nonsymplectic RK method with some vanishing weights to produce a symplectic algorithm for partitioned systems.
In order not to clutter the exposition with unwanted details, we shall not be concerned with technical issues such as existence of solutions of implicit integrators, smoothness requirements, and so on. These may be very important in some circumstances (e.g., lack of smoothness poses difficulties if the controls are constrained; see [9] ).
To keep the length of this work within reasonable limits some other interesting connections are not discussed. The duality between the Fokker-Planck equations and the Kolmogorov backward equations in the theory of Markov stochastic processes [12] provides another instance of the occurrence of adjoints; the material in this paper may be easily extended to study that situation. The paper [13] shows how the symplecticness of the integrator may be used to ensure symmetry-preserving simulations of the matrix Riccati equation in the feedback representation of linear/quadratic optimal control problems.
Numerical Integrators.
In this section we review some results on RK and related methods. For more details the reader is referred to [34] , [5] , [19] , [21] , [22] .
Runge-Kutta
Schemes. An RK method with s stages is specified by s 2 +2s numbers
to be studied in an interval t 0 ≤ t ≤ t 0 + T , and an initial condition
the method (2.1) finds approximations y n to the values y(t n ), n = 0, 1, . . . , N, of the solution of (2.2)-(2.3), t 0 < t 1 < · · · < t N = t 0 +T , by setting y 0 = A and, recursively,
Here h n = t n+1 − t n denotes the step-length and K n,i , i = 1, . . . , s, are the "slopes"
at the so-called internal stages Y n,i . The vectors Y n,1 , . . . , Y n,s are in turn defined by the relations
In the particular case where the matrix (a ij ) is, perhaps after renumbering the stages, strictly lower triangular (explicit RK methods), the stages are computed recursively from (2.5)-(2.6). In the general case, (2.5)-(2.6) provides, for each n, a system of coupled equations to be solved for the stages. The internal stages should not be confused with the values y n output by the integrator and may be regarded merely as auxiliary variables. Alternatively, the vector Y n,i is sometimes viewed as an approximation to the off-step value y(t n + c i h n ). It is important to emphasize that the differences y(t n + c i h n ) − Y n,i are typically much larger than the differences y(t n ) − y n .
When the system (2.2) is autonomous, i.e., F = F (y), the c i play no role. At the other end of the spectrum, if F is independent of y, the RK discretization amounts to the use in the interval t 0 ≤ t ≤ t 0 + T of the composite quadrature rule based on the abscissas c i and the weights b i .
An RK scheme is said to possess order ρ if, for t 0 ≤ t n ≤ t 0 + T and smooth problems, |y n − y(t n )| = O(h ρ ), where h = max n h n . The expansion of the local truncation error in powers of the step-length h n includes, for each power h k n , k = 1, 2, . . . , one or several elementary differentials of F ; an integrator has order ≥ ρ if and only if, in that expansion, the coefficients of the elementary differentials of orders k = 1, . . . , ρ vanish. For instance, the relations (order conditions) (2.7)
ensure order at least 3 for autonomous problems. They correspond to the elementary differentials F (of order 1), (∂ y F )F (of order 2), and
(both of order 3) (∂ y F is the Jacobian matrix and ∂ yy F the tensor of second derivatives). Since the work of Butcher in the early 1960s, order conditions and elementary differentials have been studied with the help of graphs. To impose order ≥ ρ for autonomous problems, there is an independent order condition for each rooted tree with ρ or fewer vertices. Most, but not all useful RK schemes satisfy c i = j a ij for each i; for them, order ρ for autonomous problems implies order ρ for all problems.
In general RK methods do not conserve exactly the quadratic first integrals of the system being integrated. The simplest illustration is afforded by the familiar Euler's rule (s = 1, b 1 = 1, a 11 = 0, c 1 = 0) applied to the harmonic oscillator (D = 2)
2 ) is conserved by the differential system because
However, for Euler's rule it is trivial to check that, over one step,
with an energy increase. This lack of exact preservation takes place for all explicit RK integrators, even when their order ρ is high. On the other hand, it is well known and easy to prove that for the implicit midpoint rule (s = 1, b 1 = 1, a 11 = 1/2, c 1 = 1/2) and the harmonic oscillator I(y
. The present article is based on the following 1987 result of Cooper [8] , which ensures that some RK methods automatically inherit each quadratic conservation law possessed by the system being integrated. [2] . When d = 1, symplecticness means conservation of oriented area; in higher dimensions a similar but more complicated interpretation, based on differential forms, exists; such an interpretation is not required to read this paper. It is often advisable [34] , [19] , [25] to integrate Hamiltonian problems by means of so-called symplectic algorithms, i.e., algorithms such that the transformation y n → y n+1 in R 2d is symplectic; those algorithms are particularly advisable in integrations where the interval t 0 ≤ t ≤ t 0 + T is long (for a recent reference in that direction, see [11] , which is part of a project to integrate the solar system over a 60-million-year interval). Using the method of modified equations [16] , each numerical solution may (approximately) be interpreted as a true solution of a nearby differential system called the modified system. For symplectic methods applied to Hamiltonian systems, the modified system is Hamiltonian; for nonsymplectic discretizations, the modified system, while perhaps close to the system being integrated, is not Hamiltonian and this fact is likely to imply a substantial distortion of the long-time dynamics [34] , [19] .
The first symplectic integrators were constructed in an ad hoc way; it was later discovered (independently by Lasagni [24] , Suris [39] , and the present author [31] ) that the class of RK methods contains many symplectic schemes: Theorem 2.2. Assume that the system (2.2) is Hamiltonian. The relations (2.8) guarantee that the mapping y n → y n+1 defined in (2.4)-(2.6) is symplectic.
The proof of Theorem 2.2, not included here, is very similar to the proof of Theorem 2.1. Just as for the conservation of quadratic first integrals, it turns out, as seen in [34, section 6.5] , that the relations (2.8) are essentially necessary for y n → y n+1 to be symplectic for each Hamiltonian system. The set of relations (2.8) thus ensures two different properties: quadratic conservation and symplecticness. These two properties are not unrelated: symplecticness may be viewed a consequence of the quadratic conservation because, as noted in [3] , the preservation of the symplectic structure by a Hamiltonian solution flow may be interpreted as a bilinear first integral of the solution flow of the associated variational system.
The symplectic character of RK schemes satisfying (2.8) has attracted much attention in view of the importance of Hamiltonian systems in applications. On the other hand, it is fair to say that quadratic conservation has been to some extent played down in the geometric integration literature. Our focus in this paper is on symplectic schemes in so far as they conserve quadratic invariants, as these are actually crucial in several applications. The discussion of any possible benefits derived from the symplectic character of the map y n → y n+1 , including the existence of modified Hamiltonian systems, is out of our scope here. The paper [7] is, in this sense, complementary to the present work.
It was proved in [33] that the relations (2.8) act as simplifying assumptions visa-vis the order conditions: once these relations are imposed, the order conditions corresponding to the different elementary differentials/rooted trees are no longer independent. For instance, it is a simple exercise to show that, when (2.8) holds, the second order condition in (2.7) is a consequence of the first and therefore symplectic RK schemes of order ≥ 1 automatically possess order ≥ 2. Similarly, the last order condition in (2.7) is a consequence of the first three. In this way, for a general RK method to have order ≥ 3 for autonomous problems, there are four order conditions; for symplectic methods the number is only two. For a symplectic RK method to have order ≥ ρ for autonomous problems there is an order condition for each so-called nonsuperfluous free tree with ≤ ρ vertices.
There are many symplectic RK methods [34] including the Gauss methods (of maximal order 2s and with positive weights) as first shown in [31] ; however, no symplectic RK scheme is explicit. The simplest Gauss method (s = 1) is the familiar implicit midpoint rule.
Partitioned Runge-Kutta Schemes.
In some applications the components of the vector y in (2.2) appear partitioned into two blocks:
Hamiltonian problems, where d = D/2, provide an example, as we have just seen. In those cases it may make sense to use a set of coefficients (2.1) for the integration of the block q and a second set
for the integration of the block p. (There is no loss of generality in assuming that the number of stages s in (2.9) coincides with that in (2.1); see [34, Remark 3.2] .) The overall method is called a PRK scheme. A more precise description follows.
then the equations for the step n → n + 1 of the PRK method (2.1), (2.9) are
and the internal stages Q n,i , P n,i , i = 1, . . . , s, are defined by the relations (2.13)
PRK methods are not a mathematical nicety: the Verlet algorithm, the method of choice in molecular dynamics [36] , is one of them. In its so-called velocity form, the algorithm is written in the molecular dynamics literature as (it is a simple matter to rewrite the algorithm in the format (2.11)-(2.13))
Here the vectors p, q, and g contain, respectively, the momenta, positions, and forces and M is the diagonal matrix of the masses. Note the way the q and p variables are advanced in different ways.
Clearly an RK scheme may be regarded as a particular instance of a PRK method where the two sets (2.1), (2.9) happen to coincide. For PRK methods to possess order ≥ ρ for autonomous problems, there is an order condition associated with each bicolor rooted tree with ρ or fewer vertices (see, e.g., [19, Chapter III] ). For order ≥ 2 the order conditions are
)f , and (∂ x g)g, respectively. It will be important in what follows to note that, if the PRK (2.1), (2.9) has order ρ, then the RK scheme with coefficients (2.1) and the RK scheme with coefficients (2.9) both have order ρ. The converse is not true: if (2.1) and (2.9) are the coefficients of two RK schemes of order ρ, then the combined PRK scheme may have order < ρ. This is plain in (2.15), where the second and third relations are necessary for the PRK to have order ≥ 2, but are obviously not required for (2.1) and (2.9) to be the coefficients of two different RK schemes of order ≥ 2.
For PRK methods, the result corresponding to Theorem 2.1 is as follows (cf. [19, Chapter IV, Theorem 2.4], where only the autonomous case is envisaged).
Theorem 2.4. Assume that S(·, ·) is a real-valued bilinear map in
The relations
and
guarantee that, for each PRK trajectory satisfying (2.11)-(2.13), S(q n , p n ) is independent of n.
As in the case of RK methods, the condition in the theorem is necessary for conservation to hold for all S and all partitioned differential systems; see [19, Chapter VI, Theorems 7.6 and 7.10]. In the particular case of autonomous problems the abscissas play no role. Thus, to achieve conservation, it is not necessary to impose the condition (2.17) whenever f and g are independent of t. Note that the theorem only applies to a quadratic function of the form S(q, p), which is not the most general possible; for instance, the inner product q T q is not included in that format. Before proving the theorem we present a simple algebraic auxiliary result that will be used repeatedly in other contexts in what follows.
, n,i be arbitrary vectors satisfying (2.11) and (2.13). If S is bilinear and (2.16) holds, then
Proof. Since S is bilinear, we may write from (2.11)
Now use (2.13) to eliminate q n and p n from the right-hand side:
In view of the bilinearity and (2.16), the proof is complete.
Proof of the theorem. Conservation of S implies that
Therefore, (2.12) and (2.17) mean that the right-hand side of (2.18) vanishes. For the preservation of the symplectic structure, the result (derived in [40] and [1] independently) is as follows.
Theorem 2.6. Assume that the system (2.10) is Hamiltonian. The relations
The conditions (2.16)-(2.17) are essentially necessary for symplecticness [34] and hence the following definition is commonly used.
If the PRK is symplectic, there is a reduction in the number of independent order conditions; the classes of equivalent order conditions were first described by Hairer [18] . An alternative treatment (see [27] ) based on so-called H-trees was given by Murua in his 1995 thesis; cf. [4] . For instance, for a symplectic PRK method to have order ≥ 4 it is necessary to impose 13 order conditions: for general PRK methods that number is 36.
Variational Systems and Their Adjoints.
We now explore the role of symplectic RK schemes when integrating adjoint variational systems. A comprehensive discussion of the use of adjoints to determine sensitivities is not within the scope of this paper. A general introduction, together with applications to aerodynamics, is provided in [14] . Applications of adjoints to atmospheric models are discussed in [30] . Of course, the idea of an adjoint problem is not restricted to differential equations; see [6] for an early paper describing a very general framework.
3.1. The Continuous Problem: Quadratic Conservation. We now present the mathematical foundations of the remainder of the paper.
and denote by α ∈ R d the corresponding initial value and byx(t) the solution that arises from the perturbed initial conditionx(t 0 ) = α + η. Linearization of (3.1) around x(t) shows that as |η| → 0,x(t) = x(t) + δ(t) + o(|η|), where δ solves the (linear) variational system (see, e.g., [21, section I.14])
(∂ x f is the Jacobian matrix of f with respect to x). Thus, when x(t) is known, solving for δ(t 0 + T ) the initial value problem given by (3.2) and δ(t 0 ) = η yields an estimate for the change in solutionx(t) − x(t); see a simple example in Figure 1 .
The adjoint system of (3.2) is given by
(To avoid confusion, variables in this paper are always column vectors; from a mathematical point of view it would have been better to write sensitivities, Lagrange multipliers, and momenta as row vectors, as they belong to the dual space of the space of states.) The right-hand side in (3.3) has been chosen in such a way that the following proposition is valid. More precisely, it is best to think that the adjoint is the system for which the conservation property (3.5) holds.
Therefore, if δ(t) and λ(t) are arbitrary solutions of (3.2), (3.3), respectively, then
and, accordingly,
Why is the adjoint system useful? Regard η as a parameter and assume that we are interested in finding ω T δ(t 0 + T ) for fixed ω ∈ R d , i.e., in estimating, at the final time t 0 + T , the change along the direction of ω of the solution of coordinate vector would correspond to estimating the change in the rth component of the solution.) When x(t) is known, we solve (3.3) with the final condition λ(t 0 + T ) = ω and note that the quantity we seek coincides with λ(t 0 ) T η because, from the proposition,
The advantage of this procedure is that, as η varies, the computation of λ(t 0 ) T η requires only one integration of (3.3); the computation of ω T δ(t 0 + T ) via (3.2) would need a fresh integration for each new choice of η (see Figure 1) .
As an application, consider the task of computing the gradient, ∇ α C(x(t 0 +T )), of a real-valued function C with respect to the initial data α. We set ω = ∇ x C(x(t 0 + T )) in the preceding construction and successively let the rth coordinate vector, r = 1, . . . , d, play the role of η to conclude that the gradient sought has the value λ(t 0 ), where λ(t) is the solution of the adjoint system with final condition λ(t 0 + T ) = ∇ x C(x(t 0 + T )). Only one integration is required to find d derivatives ∂/∂α r . The adjoint system (3.3) "pulls back" gradients with respect to x(t 0 + T ) into gradients with respect to x(t 0 ).
The Continuous Problem: Lagrange Multipliers.
We shall also need an alternative derivation of the recipe ∇ α C(x(t 0 + T )) = λ(t 0 ) found above. Since the use of Lagrange multipliers (see, e.g., [14, section 2.5]) in this context (as distinct from their use in minimization) might not be known to some readers, we give full details.
whereα,λ 0 are arbitrary vectors, andx,λ are arbitrary functions. A key point here is that, wheneverx is a solution of (3.1) andx(t 0 ) =α, the value of L(α,x,λ 0 ,λ) coincides with C(x(t 0 + T )).
If η and δ are the variations ofα andx, respectively, the variation δL of the functional is
so that, after integration by parts,
We now make choices λ 0 , λ (depending onα andx) for the (so far arbitrary) multipliersλ 0 ,λ. We define λ as the solution of (3.3) (withx(t) in lieu of x(t)) subject to the final condition λ(t 0 + T ) = ∇ x C(x(t 0 + T )) and set λ 0 = λ(t 0 ). These choices ensure that, atα,x, the intermediate variation δ(t) does not contribute to δL; we then have (atα,x) δL = λ(t 0 ) T η or, in other words, λ(t 0 ) is the gradient of L as a function ofα. Since, as pointed out above, ifx solves (3.1)
as we aimed to prove. The original system (3.1) and the initial condition may also be retrieved from the Lagrangian by setting to zero the variations with respect toλ andλ 0 , respectively.
The same approach can also be used if we wish to make things more involved and introduce the velocity (d/dt)x =k as a new argument in the Lagrangian. To simplify the notation we shall hereafter drop all hats, so that the same symbols α, x, etc., will be used for the arbitrary arguments of the Lagrangian (that previously were written asα,x, etc.) and for the corresponding values at the solution sought. When the velocity is considered as a new argument, the Lagrangian becomes
Taking variations and choosing the multipliers to cancel the undesired contributions to δL leads to the relations λ(
, and λ 0 = λ(t 0 ) found above and, additionally, to Λ(t) ≡ λ(t) (as expected).
The Discrete Problem: RK Integration.
Let us suppose that (3.1) has been discretized by means of the RK scheme (2.1) to obtain, n = 0, . . . , N − 1, (3.9) and that, in analogy with the preceding material, we wish to estimate the impact on x N of a perturbation of the initial condition x 0 = α. Linearization of the RK equations (3.7)-(3.9) around x n , X n,i shows that the perturbed RK solutionx n , n = 0, . . . , N, satisfiesx n = x n + δ n + o(|η|) with The situation for the adjoint equations is not quite as neat (cf. [37] ). In order to find the discrete sensitivity ω T δ N we would like to numerically integrate (3.3) with final condition λ N = ω in such a way that (cf. (3.5))
Although in the actual computation the approximations λ n can be found without using (3.10)-(3.12) for δ n (this is the whole point behind the use of adjoints), let us consider for a moment the 3d-dimensional system (3.1)-(3.3) for the extended vector
Then the condition (3.13) demands that we integrate this large system in such a way as to exactly preserve the invariant I(y(t), y(t)) = λ(t) T δ(t) in (3.4). According to Theorem 2.1, we may achieve this goal by using the RK scheme (2.1) provided that it is symplectic. This results in the relations (3.7)-(3.12) in tandem with (n = 0, . . . , N − 1) 
Let us summarize the preceding discussion in the following theorem. Table 1 where the Euler integrator was chosen to have large errors and show clearly the difference between ω T δ N and λ T 0 η. In practice, the variational equations (3.2) do not need to be integrated. We successively find x 0 , x 1 , . . . , x N via (3.7)-(3.9) and, once these are available, we set λ N = ω and compute λ N −1 , . . . , λ 0 from (3.14)-(3.16) taken in the order n = N − 1, N − 2, . . . , 0. For this reason, it may be advisable to rewrite (3.14)-(3.16) in the following "reflected" form (see section 7) that emphasizes that the approximation λ n at t n is to be found from the approximation λ n+1 at t n+1 :
In analogy to the continuous case, for a symplectic RK discretization, ∇ α C(x N ) may be computed by finding λ 0 from the recursion (3.14)-(3.16) (or (3.17)-(3.19)) with λ N = ∇ x C(x N ). In what follows it is understood that when using the PRK scheme the x, δ equations are integrated with the set of coefficients (2.1) (so that the δ n are exactly the variations in x n ) and the λ equations with the set of coefficients (2.9). In other words, the system is partitioned as
1 This approach leads to (3.7)-(3.12) supplemented by the relations obtained by replacing the lowercase coefficients a ij , b i , c i in (3.14)-(3.16) by their uppercase counterparts:
The generalization of Theorem 3.3 is as follows. 
Once more, for a symplectic PRK discretization, the gradient
For a nonsymplectic discretization of the adjoint equations, λ 0 is a only an approximation to ∇ α C(x N ). For this reason nonsymplectic PRK discretizations cannot be implied by the direct differentiation procedure described in section 3.5.
How do we compute exactly (i.e., up to round-off) the sensitivity ω T δ N with the help of the adjoint system when the x integration has been performed with a nonsymplectic RK scheme (2.1) and Theorem 3.3 cannot be invoked? Theorem 3.4 suggests a way. For simplicity we only look at the case where in (2.1) none of the weights b i , i = 1, . . . , s, vanishes (for the general situation, see the appendix). From the coefficients in (2.1) we compute a new set
In view of (2.16)-(2.17), we now have a PRK scheme for the discretization of (3.1)-(3.3) and Theorem 3.4 applies. If (2.1) is explicit, the computations required to descend from λ N to λ 0 are also explicit. Here is the simplest example. Assume that the x equations are integrated with the explicit Euler rule (s = 1, a 11 = 0, b 1 = 1, c 1 = 0). With that choice, X n,1 = x n and
The trick described above yields A 11 = 1, B 1 = 1, C 1 = 0. Accordingly, the stage Λ n,1 coincides with λ n+1 and using (2.11) we see that the required λ integrator is
Obviously this is not the explicit Euler rule, because λ in the right-hand side appears at time t n+1 , and, unless the problem is autonomous, it is not the implicit Euler rule either because t is evaluated at the retarded time t n . (For RK enthusiasts only: the coefficients A 11 = 1, B 1 = 1, C 1 = 0 correspond to the Radau IA method of one stage introduced by Ehle [22, section IV.5].) In the particular situation where the x integration has been performed by a symplectic RK method (symplectic RK methods possess nonvanishing weights [34, section 8.2]), the recipe (3.23) will lead to A ij = a ij and the resulting PRK method will coincide with the original RK method. In the general case, for (3.13) to hold, the adjoint equations for λ have to be integrated with coefficients different from those used for the original equations for x.
There are hidden difficulties with the use of this recipe. When stability is an issue, as in stiff problems or time-discretizations of partial differential equations, it is necessary to investigate carefully the stability behavior of the λ integration [37] . On the other hand, and as noted before, the order of accuracy of the overall PRK, x, λ, integrator may be lower than the order of the RK method (2.1) for the x we started with. When investigating the order of the overall PRK method we have to take into account that the right-hand side of (3.1) is independent of λ and the right-hand side of (3.3) is linear in λ. These features imply that many elementary differentials vanish and that, accordingly, it is not necessary to impose the order conditions associated with them. Furthermore, we have to take into account the reduction in the number of independent order conditions implied by symplecticness.
The Discrete Problem: Automatic Differentiation.
According to the preceding discussion, for any RK integration of (3.1) with nonzero weights, it is possible to find the gradient ∇ α C(x N ) by means of an integration of the adjoint equations with the coefficients (3.23). It is, however, clear that it is also perfectly possible to compute ∇ α C(x N ) by repeatedly using the chain rule in (3.7)-(3.9), as we shall do presently. Since C is scalar and α ∈ R d , where d is possibly large, reverse accumulation [15] 2 is preferred, and this can be performed with the help of Lagrange multipliers as in section 3.2. We shall need the following auxiliary result. Lemma 3.5. Suppose that the mapping Ω : 
Proof. The second requirement may be rewritten as
with the matrix and right-hand side evaluated at α 0 , γ 0 . This is a linear system that uniquely defines λ 0 . To check that the vector λ 0 we have just found satisfies the first requirement, we use the chain rule
evaluate at α 0 , and eliminate ∂ α γ| α0 . It is useful to rephrase the lemma by introducing the Lagrangian
so that the relation Ω(α 0 , γ 0 ) = 0 and the equation (3.25) that defines the multiplier are, respectively,
while the gradient we seek is computed as
Note that these developments mimic the material in section 3.2, with γ playing the part ofx, γ 0 the part of x, etc. In numerical differentiation, ψ is the function whose gradient is to be evaluated, the components of α are the independent variables, and the components of γ represent intermediate stages toward the computation of ψ. (For instance, in the simple case (d = 1) where ψ(α) = α 1 + α exp(α) cos(exp(α)), we may set the constraints 4 .) The interpretation of the γ r as successive stages implies that, in practice, Ω will possess a lower triangular structure: Ω r will only involve γ We now apply this technique to find ∇ α C(x N ). In (3.7)-(3.9) we let (the components of) x n , n = 0, . . . , N, and k n,i , n = 0, . . . , N − 1, i = 1, . . . , s, play the role of (the components of) γ and introduce the Lagrangian
where we understand that the stage vectors X n,i are expressed in terms of the x n and k n,i by means of (3.9). Clearly this discrete Lagrangian is the natural RK approximation to (3.6).
A straightforward application of Lemma 3.5 now directly yields the following result, where we note that the hypothesis b i = 0, i = 1, . . . , s, is natural because when, say, b 1 = 0, the Lagrangian (3.26) does not incorporate the constraint k n,1 = f (X n,1 , t n + c 1 h n ). (The case of zero weights is considered in the appendix.) Note that, in the scenario of the theorem,
. . . It is well known that the reverse mode of differentiation implies an integration of the adjoint equations. The theorem shows additionally that, for an RK computation of x, the implied adjoint equation integration is such that the x, λ system is discretized with a symplectic PRK method. Recall that we showed in the preceding subsection that nonsymplectic PRK methods cannot appear in this setting as they do not find ∇ α C(x N ) exactly. In a way, the chain rule provided us with symplectic integration before the latter was invented.
A further remark: the use of the chain rule with forward accumulation implies an RK integration of the variational equations (3.2) with the original RK coefficients (2.1). In agreement with a previous discussion, the forward mode is more expensive; each partial derivative ∂/∂α r , r = 1, . . . , d, in the gradient requires a separate integration.
A Simple Optimal Control Problem.
We explore next the role of symplectic methods when integrating the differential equations that arise in some optimal control problems [38] , [41] , [42] . In this section we look at the simplest case, where the developments are very similar to those just considered; more general problems are treated in the next section.
The Continuous Problem. Consider now the
where x is the state vector and u a ν-dimensional vector of controls. Our aim is to find functions x(t) and u(t), subject to (4.1) and the initial condition x(t 0 ) = α ∈ R d , so as to minimize a given cost function C(x(t 0 + T )).
The variational equation is (cf. (3.2))
where ∂ u is the Jacobian matrix of f with respect to u and ζ denotes the variation in u; see, e.g., [38, 
Therefore, if δ(t), λ(t), ζ(t) satisfy (4.2)-(4.4), then (3.4)-(3.5) hold.
The use of the proposition is as follows. We solve the two-point boundary problem given by the states+costates system (4.1), (4.3)-(4.4) with initial/final conditions (4.6)
Then the variation δ(t 0 + T ) at the end of the interval is orthogonal to the gradient of the cost, since, from (3.5),
This of course means that any solution [x(t) T , λ(t) T , u(t) T ]
T of the boundary value problem satisfies the first order necessary condition for C to attain a minimum. As in sensitivity analyses, the costates λ may be interpreted as Lagrange multipliers.
It is customary to introduce the function H(x, λ, u, t) = λ T f (x, u, t) (pseudoHamiltonian) so that (4.1), (4.3)-(4.4) take the very symmetric form Under suitable technical assumptions (invertibility of the second derivative of H with respect to u), the system is of index one. This means that the constraints (4.4) may be used to express, locally around the solution of interest, the algebraic variables as functions of the differential variables, u = Φ(x, λ, t). (When applying the implicit function theorem, the relevant Jacobian matrix is the Hessian ∂ uu H and this will generically be positive definite if Pontryagin's principle [41, section 7.2] holds, so that H(x, λ, ·, t) is minimized by Φ(x, λ, t).) For a system of index one suppose that the right-hand sides of (4.1) and (4.3) have been written as functions of x, λ, and t by setting u = Φ(x, λ, t), thus transforming the differential-algebraic system into a system of ordinary differential equations. In fact, the transformed system is the canonical Hamiltonian system with Hamiltonian function H(x, λ, t) = H(x, λ, Φ(x, λ, t), t), because the chain rule and ∇ u H = 0 imply that, in (4.8) 
The Discrete
and ∇ x H(x, λ, u, t) = ∇ x H(x, λ, t) . This Hamiltonian system may be discretized with the PRK scheme (2.1), (2.9). (Recall that RK schemes are included as particular cases where both sets of coefficients coincide.) The discrete equations are solved to find the approximations x n and λ n to x(t n ), λ(t n ) and finally the approximations to the controls are retrieved as u n = Φ(x n , λ n , t n ).
The analytic expression of the implicit function Φ will in general not be available, so it will not be possible to find H explicitly. This is not a hindrance: the approximations x n , λ n , u n that one would find by a PRK integration of the Hamiltonian system can be found in practice as solutions of the set of equations (4.9) The discrete equations are (n = 0, . . . , N − 1)
together with (n = 0, . . . , N)
and the boundary conditions
What is the accuracy of this technique? We encounter the same difficulty as in the preceding section, relevant here is the order of the overall PRK scheme rather than the (possibly higher) order of the RK coefficients (2.1) used for the state variables. In the preceding section, the approximations x n were found independently of the λ n and, accordingly, the possible order reduction did not affect them. In the optimal control problem, states and costates are coupled, and any order reduction will harm both of them. This was first noted by Hager, who also provided relevant counterexamples; see [17, Table 3 ]. Hager [17, Proposition 6 .1] also shows that there is no order reduction for explicit fourth order RK schemes with positive weights.
The obvious analogue of Theorem 3.2 holds: the variations δ n in the discrete solution x n satisfy the equations that result from discretizing (4.2) with the coefficients (2.1). These equations are (3.10) and (3.12), where now
are the stages associated with the variables δ and ζ).
Assume next that the PRK method is symplectic. Recall that symplecticness may be the result of choosing the RK coefficients (2.1) (b i = 0, i = 1, . . . , s) for the state variables and retrieving from (3.23) the coefficients (2.9) for the integration of the adjoint system. The symplecticness of the integrator makes it possible to formulate a discrete analogue of Proposition 4.1.
Theorem 4.2. Assume that x n , λ n , u n , n = 0, . . . , N, satisfy (4.9)-(4.16) arising from the application of a symplectic PRK method and that, furthermore, δ n , n = 0, . . . , N, δ 0 = 0 are the variations in x n . Then, for n = 0, . . . , N − 1,
The PRK scheme may be a symplectic RK scheme or the result of choosing freely the RK coefficients (2.1), b i = 0, i = 1, . . . , s, for the states and then using (3.23) to determine the coefficients for the integration of the costates.
Proof. Use Lemma 2.5 with S(q, p) = λ T δ. This results in
where k n,i and n,i come from (4.17) and (4.13), respectively. According to (4.5), each of the terms being summed vanishes.
When the boundary conditions (4.6) are imposed,
which means that the discrete solution satisfies the first order necessary conditions for C(x N ) to achieve a minimum subject to the constraints (4.9)-(4.11) and x 0 = α. In this way we have proved that symplectic discretization commutes [29] with the process of forming necessary conditions for minimization: Theorem 4.3. Let {x n }, {λ n }, {u n } be a solution of (4.9)-(4.16) arising from discretizing with a symplectic PRK integrator the necessary conditions for the continuous optimal control problem. Then {x n }, {λ n }, {u n } satisfy the necessary conditions for C(x N ) to achieve a minimum subject to the discrete constraints (4.9)-(4.11) and x 0 = α. The PRK scheme may be a symplectic RK scheme or the result of choosing freely the RK coefficients (2.1), b i = 0, i = 1, . . . , s, for the states and then using (3.23) to determine the coefficients for the integration of the costates.
When the states+costates system is integrated by means of a nonsymplectic PRK scheme, x N will not satisfy the necessary conditions for C to be minimized subject to the constraints (4.9)-(4.11) and x 0 = α. Therefore, nonsymplectic PRK discretizations cannot be obtained via the direct approach considered next. We use the standard method of Lagrange multipliers based on the Lagrangian in (3.26), trivially adapted to the present circumstances by letting f depend on the controls. The method leads in a straightforward way to the following result, first proved by Hager [17] ; see also [4] . However, [17] does not point out that the relations (3.23) correspond to symplecticness. Furthermore, [17] and [4] do not use a discrete Lagrangian obtained by discretization of the continuous Lagrangian, and they along with [7] do not point out that the occurrence of symplectic schemes in this context is really due to the conservation property (3.5). C(x N ) subject to x 0 = α and (4.9)-(4.11), b i = 0, i = 1, . . . , s, are x 0 = α and  ∇C(x N ) = λ N together with (4.9)-(4.15), with the coefficients A ij , B i , C i given by  (3.23) .
Theorem 4.4. The first order necessary conditions for the minimization of
In other words, when the direct approach is used, we arrive at exactly the same set of equations for x n , λ n , X n,i , Λ n,i , U n,i we obtained, with the help of RK technology, via the indirect approach in Theorem 4.3. Observe that the direct approach does not provide "natural" approximations u n to u(t n ). Hager [17] suggests defining u n by locally minimizing H(x n , λ n , u, t n ), which leads to (4.16). He also notes [17, Table  4 ] that the order of convergence of the control stages U n,i might be lower than that in u n , which is not at all surprising: typically, internal stages are less accurate than end-of-step approximations. We remark that, in the direct approach and once the RK method for x has been chosen, the minimization of C implicitly provides the "right" coefficients A ij , B i , C i to be used in the integration of the costates in order to ensure symplecticness of the overall PRK integrator. In the indirect approach, those coefficients have to be determined using the relations (2.16)-(2.17) and Theorem 2.4.
While the direct and indirect approaches can be seen as mathematically equivalent, each has its own appeal. The direct approach suggests solving the discrete PRK equations with the help of optimization techniques, which might be an efficient choice in practice. On the other hand, the direct approach "hides" the PRK integration of the costates, a fact that might lead to the false impression that the order of accuracy of the overall procedure coincides with the order of the RK scheme used to discretize the differential constraint (4.1). This was emphasized in [17] , where the order of the PRK method (2.1), (2.9), (3.23) is called the order of the RK method (2.1) for optimal control problems. A discussion of the advantages of the direct and indirect approaches is outside our scope here; see, e.g., [41, Chapter 9] , [10] .
Some Extensions.
We now consider more general optimal control problems. We need to generalize Theorems 2.1 and 2.4 to the situation where the quantities I or S are not constant along trajectories of the system, but vary in a known manner.
Generalized Conservation.
In this section we give simple generalizations of Theorems 2.1 and 2.4. Only Theorem 5.2 will be proved; the other proof is very similar.
In order to better understand Theorem 5.1, we look at the case where y comprises positions and velocities of a mechanical system and I is the kinetic energy. Conservation of energy demands that the rate of change of I coincides with the rate of change (power) ϕ of the work of the forces. Along each trajectory, the gain in kinetic energy exactly matches the total work exerted by the forces. 
(y(t), y(t)) = ϕ(y(t))
and, therefore,
If the system is integrated by means of a symplectic RK scheme as in (2.4)-(2.6), then
Note that the last sum, based on the RK quadrature weights b i and the approximation y(t n + c i h n ) ≈ Y n,i , is the "natural" RK discretization of the corresponding integral.
Theorem 5.2. Assume that, for the partitioned system (2.10), there exist a real-
If the system is integrated by means of a symplectic PRK scheme as in (2.11)-(2.13), then
Proof. Use Lemma 2.5 and note that, under the present hypotheses,
the proof of Theorem 2.4).
Other Optimal Control Problems.
Consider first the situation in section 4, but assume that the value x(t 0 ) is not prescribed. Then δ(t 0 ) is free and for (4.7) to hold it is necessary to impose the condition λ(t 0 ) = 0. This replaces in (4.6) the initial condition x(t 0 ) = α. The results in section 4 are valid in this setting after the obvious modifications.
We next look at the case where (4.1) and x(0) = α are imposed, but the cost function is given by
D(x(t), u(t), t) dt
(this is often called a Mayer-Lagrange cost [41] , as distinct from the Mayer cost C(x(t 0 + T )) envisaged before). The adjoint system and constraints are, respectively,
These take the form given in (4.8) for the pseudo-Hamiltonian
The conservation property (3.5) is replaced by the generalized conservation formula
which holds for arbitrary δ(t), λ(t) satisfying the variational equations (4.2), the adjoint system, and the constraints. After setting δ(t 0 ) = 0 and λ(t 0 +T ) = ∇C(x(t 0 + T )), the generalized conservation formula expresses that the variation of the cost vanishes, i.e., that the first order necessary conditions for the minimization hold. For a symplectic PRK discretization of the algebraic-differential system, Lemma 2.5 may be used, as in the proof of Theorem 5.2, to show (the notation should be clear by now) that
By setting λ N = ∇C(x N ) and δ 0 = 0, this formula expresses the necessary condition (orthogonality between gradient and variation) for the discrete solution to minimize the discretized cost
Therefore, in this case as well, results corresponding to Theorems 4.3 and 4.4 hold for a symplectic PRK discretization. It is of course possible to combine the cost (5.1) with alternative boundary specifications. If x(t 0 ) is not prescribed, then we have to impose λ(t 0 ) = 0, as pointed out above. If both x(t 0 ) = α and x(t 0 + T ) = β are imposed (in which case the term C(x(t 0 + T )) may be dropped from the cost), then λ(t 0 ) and λ(t 0 + T ) are both free.
Constrained Controls.
Let us go back once more to the problem in section 4 and suppose that the controls u are constrained so that, for each t, it is demanded that u(t) ∈ U , where U is a given closed, convex subset of R ν . Then (see, e.g., [17] ), the constraint (4.4) on λ has to be replaced by
where N U (u) is the cone of all vectors w ∈ R ν such that, for each v ∈ U , w T (v−u) ≤ 0. Proceeding as in Proposition 4.1, we see that now (d/dt)λ(t) T δ(t) ≥ 0 and therefore
which is the necessary condition for a minimum in the continuous problem. For a PRK discretization of the boundary value for the states+costates system, the relation 
Once more, results similar to Theorems 4.3 and 4.4 hold. See [9] for order reduction results.
6. Lagrangian Mechanics. Let us now consider Lagrangian mechanical systems [2] . Denote by L(x, u, t) the Lagrangian function, where x ∈ R d are the Lagrangian coordinates and u = (d/dt)x the corresponding velocities. According to Hamilton's principle, the trajectories t → x(t) of the system are characterized by the fact that they render stationary (often minimum) the action integral 
L(x(t), u(t), t) dt
among all curves t →x(t) withx(t 0 ) = x(t 0 ) andx(t 0 + T ) = x(t 0 + T ). This may of course be viewed as a control problem that aims to make stationary (or even maximum) the cost (5.1) with C ≡ 0 and D = −L, subject to the constraintẋ = u with fixed end-values x(t 0 ) and x(t 0 + T ). The theory in section 5 applies and the pseudo-Hamiltonian is , t) ; thus, the control costates coincide with the mechanical momenta. The elimination of the controls with the help of Pontryagin's principle would determine u as a function Φ(x, λ, t) by maximizing (recall that we are trying to maximize the cost here!) the function u → H(x, λ, u, t). In mechanics, this corresponds exactly with the theory of the Legendre transformation as presented in [2, section 14] : that theory shows that, if L is a strictly convex function of u, then, at given x and t, the velocity vector u that corresponds to a given value of the momentum λ is globally uniquely defined and maximizes λ T u − L(x, u, t). In most mechanical problems L = T (x, u, t) − V(x, t), with T and V the kinetic and potential energy, respectively, where T is quadratic, positive-definite as a function of u, thus ensuring the required convexity. In control theory the elimination of the controls u in the pseudo-Hamiltonian H gives rise to the "control" Hamiltonian H; correspondingly, in mechanics the Hamiltonian is defined as the result of expressing in λ T u − L(x, u, t) the velocities as functions of the momenta (and x and t). Finally, the evolution of the states and costates (mechanical coordinates and momenta) obeys Hamilton's canonical equations. Hamiltonian solution flows are symplectic and, in this way, we have traveled all the way from action minimization to symplecticness.
A similar journey may take place in the discrete realm. Choose any RK scheme (2.1) with nonzero weights to discretize the differential constraint (d/dt)x = u and minimize the associated discrete action
As we know from Theorem 4.3, this direct approach implies a symplectic PRK integration of the Hamiltonian system for x and λ, where the λ equations are integrated with the coefficients (2.9). This is nothing more than the variational construction of PRK symplectic integrators presented in the early paper [40] by Suris (see [26] for more information on integrators based on the principle of least action; cf. [23] ). In this way, Hager's result [17] may be viewed as an extension of Suris's work to general control problems. 
The operations of reflection and transposition commute: the transposition of the reflection coincides with the reflection of the transposition, as both lead to
Furthermore, both operations are involutions: each is its own inverse.
The paper [35] introduces the operations of reflection and transposition as algebraic manipulations that make it possible to interrelate important families of RK methods; no attempt is made there to interpret computationally the meaning of integrating with the reflected or transposed coefficients. What do reflection and transposition mean? The interpretation of reflection is well known [34, section 3.6] , [21, Chapter II, Theorem 8.3]: a step of length −h n with the reflected RK method inverts the transformation y n → y n+1 induced by a step of length h n with the original method. In this paper we have seen this idea at work when moving from (3.14)-(3.16) to (3.17)-(3.19). The formulas (3.23) give meaning to the idea of transposition: to construct a symplectic PRK method out of a given RK method with nonvanishing weights, the p coefficients are determined by reflecting and transposing the given q coefficients. The transposed of the q coefficients are then those required to integrate backward the p equations in, say, sensitivity analyses.
As a further illustration of these ideas, consider the linear nonautonomous system
integrated with the PRK method (2.1), (2.9) (this is a Hamiltonian system). Since p and q are uncoupled, this amounts to an RK integration of the q equations with the coefficients (2.1) together with an RK integration of the p equations with the coefficients (2.9). The system has the invariant q T p; Theorem 2.4 ensures that it will be preserved if the p coefficients are the transposition of the reflection of the q coefficients. Both sets of coefficients only coincide if q itself is integrated symplectically. If we wish to preserve the invariant, a nonsymplectic integration of q is possible, but then one has to compensate by integrating the p equations in an appropriate way and the order and stability of the p integration have to be investigated separately. Again, if the p equations are integrated backward in time, then preservation of q T p requires that such a backward integration be performed with the transposition of the coefficients used to propagate q forward.
We conclude this section with a remark on terminology. Monographs such as [19] and [34] use the word adjoint to refer to the method with reflected coefficients. Section 3 and our last comments suggest that, in order to proceed as in the differential equation case, it would have been better to keep the word adjoint for the reflected and transposed method, and let reflected refer to what in [19] or [34] is called adjoint. Using that alternative terminology, for RK schemes, symplecticness would simply be self-adjointness.
Conclusion.
Symplectic RK and PRK schemes preserve, by definition, the symplectic form in phase space; in addition, they may be characterized as those RK or PRK integrators that exactly preserve each quadratic invariant of the system being integrated. In sensitivity analysis, optimal control, and other areas, adjoint systems are introduced and possess paramount importance; these adjoints are defined so as to preserve the key quadratic invariant (3.5). Therefore, there are tight connections between those areas and the theory of symplectic integration; we hope the present article has helped to explain those connections.
Appendix. Schemes with Some Vanishing Weights. If one or more weights b i in (2.1) vanish, then it is not possible to use the recipe (3.23) to define the coefficients required to create a combined symplectic PRK method (2.1), (2.9). Given the partitioned system (2.10) and the q coefficients (2.1), how do we integrate the p equations so as to have a symplectic scheme? The solution to this problem is rather weird and it is best to begin with the simplest example.
Let us study the second order scheme (due to Runge in his 1895 original paper
While it is customary to label the stages so that the abscissas c i increase with i, we have departed from this practice; if we adopted it, formula (A.6) below would have a rather disordered appearance. We regularize the zero weight and consider the one-parameter family, = 0, Thus, the PRK scheme specified by (A.2)-(A.3) is symplectic for each . The idea now is to take limits as → 0; the limit integrator, if it exists, will preserve quadratic invariants and, when applied to Hamiltonian problems, the symplectic structure. The difficulty is that from the equation that defines P n,2 , P n,2 = p n + h n 1 − 1 2 g(Q n,1 , P n,1 , t n + h n /2) + h n g(Q n,2 , P n,2 , t n ), we may expect that, for fixed q n , p n , the stage vector P n,2 grows unboundedly as → 0 and that, therefore, a limit integrator cannot be defined. However, the stage P n,2 only affects P n,1 and p n+1 through the small coefficients A 1,2 = B 2 = , and this makes it possible to prove that the limit scheme exists for some particular differential equations. Specifically, we assume in what follows that in the partitioned differential system (2.10) being integrated, f and g have the special form (A.4) f = f (q, t), g= L(q, t) + M (q, t)p (with q = x, p = λ; this format includes the system (3.1), (3.3) in section 3). When (A.4) holds, the q integration with coefficients (A.2) converges, as → 0, to the integration with the originally given coefficients (A.1). The system for the p stages P 1 , P 2 (the index n is sometimes dropped to shorten the formulas) may be written as
where we have scaled m 2 = ( /h n )P 2 to avoid blow-up and used the abbreviations
Now take limits as → 0 to find
Since B 1 = A 11 and B 2 = A 12 , the end-of-step approximation is given by p n+1 = P 1 .
We write these equations in a way similar to (2.11)-(2.13):
The combination of these formulas for p with the scheme (A.1) for q is a first order integrator that conserves quadratic invariants as in Theorem 2.4 and, for Hamiltonian problems, preserves the symplectic structure. Of course, the integrator is not a PRK method; since M = ∂ p g, the formula (A.5) is reminiscent of RK methods that use higher derivatives of the solution [21, section II.13]. (Such high order derivative methods cannot be symplectic for general problems [20] .) Note that, while 1 is an approximation to the first derivative (d/dt)p, the vector M 2 m 2 has the dimensions of the second derivative (d 2 /dt 2 )p. Let us now turn to the general case. Assume that in (2.1) the first r weights b 1 , . . . , b r do not vanish, while b r+1 = · · · = b s = 0. The regularization procedure used for Runge's method leads to the following fancy integrator: S(q(t), p(t) ) is a conserved quantity as in Theorem 2.4, then S(q n , p n ) is independent of n. If the system is Hamiltonian, then the map (q n , p n ) → (q n+1 , p n+1 ) is symplectic.
With the terminology of section 7, for systems of the special form (A.4), the scheme (A.6) may be viewed as the reflected and transposed scheme of (2.1) when it possesses one or more zero weights.
Proofs of Theorem A.1 that do not rely on taking limits as → 0 are of course possible. For such an alternative proof of the conservation of S, we may note that manipulations (not reproduced here) similar to those used to prove Lemma 2.5 show that for the present method, in lieu of (2.18), we may write
This is an algebraic identity that does not require the system integrated to be conservative. When S is conserved, the first sum vanishes as in the proof of Theorem 2.4. For the second sum note that from S(f (q, t), p) + S(q, L(q, t) + M (q, t)p) ≡ 0 it follows that S(f, p) + S(q, M p) ≡ 0.
For the adjoint equations in section 3, the conclusion of Theorem 3.4 holds if the x equations are integrated with a (nonsymplectic) RK method with one or more vanishing weights and the λ equations are integrated as in (A.6)-(A.8). Similarly, Theorem 3.6 holds for a suitable choice of the Lagrangian (details will not be given, but see below).
What is the situation for the control problem in section 4? Recall that the corresponding system of differential equations is given by (4.1), (4.3) , where, in the right-hand sides, u has been expressed as u = Φ(x, λ, t). That system of differential equations does not possess the format (A.4) for which (A.6) makes sense and, accordingly, we cannot provide analogues to Theorems 4.2 and 4.3.
In order to gain additional insight, let us use the direct approach based on Runge's second order integrator (A.1). We define the Lagrangian (compare with (3.26) and note consistency with (3.6) due to the factor h 2 n )
where, as on other occasions, the stages X n,1 = x n + (h n /2)k n,2 , X n,2 = x n must be seen as known functions of x n and k n,2 . Taking gradients with respect to x n , k n,1 ,
