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VRESUMO
Atualmente muitas das pesquisas científicas na área 
da Pesquisa Operacional estão voltadas â procura de novos métodos 
não convencionais que levem â solução do tradicional problema de 
programação linear. Desde 1947, ano da criação do método simplex, 
o mesmo tem sido o centro polarizador de desenvolvimento na pro­
gramação linear e inteira.
0 presente trabalho visa desenvolver um modelo de re­
solução do mesmo problema fundamentado na Ãlgebra Linear, no en­
tanto através de um enfoque totalmente diverso do método simplex. 
Utiliza a noção de projeções, ortogonais sobre hiperplanos de res­
trições violadas com a intenção de aproximar-se da solução otima e 
assim pesquisar o conjunto de restrições que compõe o vértice da 
solução otima.
Um programa computacional foi elaborado sobre o méto­
do proposto eos resultados obtidos são comentados, assim como as­
pectos de sua complexidade-tempo.
Finalmente,críticas são feitás sobre aspectos positi­
vos e negativos, assim como sugestões sobre como o método poderia 
ser aperfeiçoado por pesquisas posteriores.
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ABSTRACT
Most of the scientific research being conducted nowa­
days in the area of Operations Research reveal a tendency to look 
for new and non-conventional methods leading to the solution of 
the traditional problem of linear programming.
From 194 7, when the simplex-method was created, this 
method has become the polarizing center of developments of integer 
and linear programming.
The present work aims at developing a model for .the 
solution of the same problem, a model based on Linear Algebra, but 
conducted through a focus totally opposite to the simplex-method. 
It uses the notion of orthogonal projections on hyperplanes of 
violated restrictions intending to come close to the best solu­
tions and consequently to research a set of the restrictions that 
compound the vertex of the optimal solution.
A computing program was elaborated involving the sug­
gested method and the results obtained are analysed as well as the 
aspects of its time-complexity.
Finally, criticisms are made about the positive and 
negative aspects, as well as suggestions about how the-method can 
be improved by further research. !
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CAPÍTULO I
1. INTRODUÇÃO
1.1. ORIGEM DO TRABALHO
A programação linear pode ser considerada o pivô do de­
senvolvimento da Pesquisa Operacional, que, apesar de constituir 
um ramo de conhecimentos relativamente novo, desenvolveu-se de ma­
neira muito rápida. Preocupada com os processos de otimização, man­
têm um interrelacionamento muito profundo com outras ciências, as­
sim como encontra campos de aplicação dos mais diversificados.
Nestas aplicações, normalmente lida-se com um grande 
volume de informações que constituem os dados de entrada do proble­
ma, o que impossibilita ou torna inconveniente o seu tratamento ma­
nual, exigindo a realização do processamento eletrônico.
Assim, em virtude do alto custo por tempo de proces­
samento do computador, procuram-se processos de cálculo mais rápi­
dos e algoritmos mais eficientes.
1.2. OBJETIVO DO TRABALHO
No estágio atual de 'desenvolvimento das pesquisas em 
torno da programação linear, não se determinou ainda nenhum método 
de resolver seus problemas diretamente através de aplicações de
2fõrmulas matemáticas que forneçam siià solução. Outrossim, o empreg© 
de algoritmos tem-se mostrado mais eficaz nestes casos.
Os objetivos do presente trabalho são:
a. aprimorar bases teóricas que conduzam a um algorit­
mo de resolução do problema de programação linear 
por métodos não convencionais;
b. conduzir ã conceitos novos relacionados ao aspecto 
da teoria da dualidade, de modo a encarar o par pri­
mai - dual como um único problema a ser resolvido;
c. propor um algoritmo de resolução do problema de pro­
gramação linear baseado nos dois itens precedentes, 
bem como discutir seus pontos positivos e negativos.
1.3. IMPORTÂNCIA DO TRABALHO
Longe de pretender esgotar o assunto, o presente tra­
balho poderá servir como fonte para pesquisas posteriores que apri­
morem tanto a parte teórica quanto o algoritmo apresentado, de mo­
do que se consiga chegar a um instrumento matemático que demonstre 
eficiência relativa ou absoluta em comparação aos demais algoritmos 
competitivos. Neste caso,a implantação de programas computacionais 
nele baseados, desde que apresentem economia em termos de tempo de 
execução justificariam a pesquisa desenvolvida.
1.4. ESTRUTURA DO TRABALHO
j
0 presente trabalho foi desenvolvido em oito capí­
tulos.
30 primeiro capítulo visa definir os objetivos do tra­
balho apresentado, bem como sua importância e limitações.
0 capítulo seguinte, denominado "Histórico da Progra­
mação Linear" tem por objetivo familiarizar o leitor com o desen­
volvimento histórico e a situação atual das pesquisas em torno da 
programação linear. Apresenta tanto os desenvolvimentos teóricos 
realizados como também as dificuldades encontradas e vencidas em 
termos de processamento eletrônico.
0 terceiro capítulo apresenta o problema de programa­
ção linear e sua modelagem matemática. Uma resolução geométrica é 
apresentada, para um problema de duas variáveis. A seguir, apre­
sentam-se as propriedades algébricas válidas para a programação 
linear, que servem de suporte ao método simplex de resolução.
Devido âsua importância histórica e sua funcionalida­
de, o algoritmo simplex é apresentado neste capítulo e um exemplo 
é resolvido com o uso do mesmo.
0 quarto capítulo introduz a terminologia utilizada 
para o desenvolvimento do restante da dissertação. A seguir, de.- 
senvolve definições, lemas e teoremas sobre projeções ortogonais 
em hiperplanos. Aspectos de distância euclidiana e convergência 
em uma seqüência de projeções ortogonais sobre hiperplanos consti­
tuem os resultados essenciais deste capítulo.
0 quinto capítulo, denominado "0 Problema Equivalente 
Primal-Dual" começa por apresentar o par primal-dual da programa­
ção lineare revisa algumas de suas propriedades mais importantes. 
A seguir,apresenta o problema equivalente primal-dual, cujo ve-
4tor de variáveis resulta da concatenação do vetor de variáveis dò 
primai com o vetor de variáveis do dual, e possui um conjunto de 
restrições que une as restrições do primal com as do dual, junta­
mente com a igualdade de suas funções-objetivas.
Propriedades do problema equivalente primal-dual são 
apresentadas, bem como sua relação com os problemas primal e dual. 
0 capítulo termina por apresentar a relação entre as bases das so­
luções õtimas limitadas do problema primal e do dual com a subma- 
triz quadrada do problema equivalente primal-dual que o resolve.
No capítulo seis é apresentado o algoritmo aproxima­
tivo de programação linear, precedido pela descrição metodolõgica 
do mesmo e de dois teoremas auxiliares. A seguir, aspectos de sua 
complexidade-tempo são discutidos.
Nos dois últimos capítulos, resultados positivosene­
gativos de sua funcionalidade são apresentados e discutidos, assim 
como sugestões para o seu aprimoramento.
Seguem ao ultimo capítulo três anexos. Todos são rela­
tivos ao programa computacional do algoritmo apresentado, em lin­
guagem FORTRAN IV, desenvolvido pelo autor deste trabalho. 0 pri­
meiro fornece instruções quanto ã entrada de dados, o segundo 
apresenta o programa, e o ultimo apresenta um exemplo de saída dos 
resultados.
é apresentada uma bibliografia que faz referênciaào- 
bras relacionadas ao presente trabalho.
51.5. LIMITAÇÕES DO TRABALHO
Não foi realizada nenhuma comparação de tempo real de 
execução de problemas, através do algoritmo proposto e outros já 
conhecidos.
0 programa computacional apresentado admite problemas 
de programação linear de até 99 restrições e 99 variáveis. Traba­
lha com precisão simples e nenhuma pesquisa sobre a influência da 
precisão computacional no tratamento do problema foi realizada pe­
lo autor.
Os problemas testados pelo autor deste trabalho foram 
gerados com coeficientes aleatórios de tal modo que garantam a 
existência de solução ótima limitada. Os coeficientes da matriz 
das restrições foram gerados segundo uma distribuição uniforme en­
tre -100 e +100.
No desenvolvimento teórico do algoritmo, nenhum méto­
do para detectar a não-viabilidade e a não-limitação da solução 
ótima foi elaborado.
1.6. METODOLOGIA DO TRABALHO
0 presente trabalho de pesquisa originou-se com a ve­
rificação de que uma seqüência de projeções ortogonais sobre hi- 
perplaiios de restrições violadas , em um problema de programação li­
near de duas dimensões, apresentavam tendência de convergir para 
algum ponto da fronteira do conjunto de suas soluções viáveis.
6Então, o autor deste trabalho elaborou um programa 
computacional prévio que permitisse estudar melhor o comportamen­
to deste tipo de convergência, assim como verificar se este com­
portamento se mantinha para problemas em espaços de dimensões maio­
res .
Como, em muitos casos, a seqüencia de projeções era 
infinita, o autor pesquisou uma forma de determinar diretamente o 
ponto-limite desta seqüencia de projeções. No caso em que havia 
tendência de estabelecer-se uma seqüência de projeções entre dois 
hiperplanos apenas, seu ponto-limite pôde ser determinado com o 
uso de uma equação algébrica. Foram feitas tentativas de genera­
lizar esta equação para um caso geral, porém sem resultado posi­
tivo .
A intenção de apresentar um exemplo ■ xLe":problema de 
programação linear com duas variáveis, conforme descrito na seção 
3.2., é a de aplicar os passos do algoritmo simplex conforme a se­
ção 3.6., e justificar a utilização de lemas e teoremas de proje­
ções ortogonais no algoritmo apresentado pelo autor.
Após este trabalho preliminar, onde prevaleciam a in­
tuição e os resultados estatísticos, como diretrizes da pesquisa,
o autor preocupou-se em fundamentar o que parecia constituir leis 
matemáticas de relevância, originando desta forma o capítulo qua­
tro .
Restava ainda contornar o problema de obtenção da so­
lução ótima. 0 conhecimento de certas propriedades da teoria da
7dualidade permitiram estruturar o problema matemático de tal for­
ma que, se uma solução viável a ele fosse encontrada, obrigatoria­
mente forneceria o õtimo limitado do problema original. Assim, 
surgiu o capítulo cinco.
Colecionando os conhecimentos adquiridos por estes 
dois capítulos, foi possível ao autor elaborar um novo programa 
computacional, o qual é apresentado neste trabalho.
Novos testes com problemas de coeficientes aleatórios 
foram testados, e as observações de seus resultados geraram o ca­
pítulo final.
CAPÍTULO II
2. HISTÓRICO DA PROGRAMAÇÃO LINEAR
2.1. SURGIMENTO
Durante a 2 Guerra Mundial a United States Air Force 
elaborou um grupo de pesquisadores, sob a direção de Marshall K. 
Wood, para tentar solucionar o problema de alocação de recursos 
limitados de modo a maximizar ou minimizar algum objetivo quanti­
tativamente expresso. George B. Dantzig era Um dos membros deste 
grupo, e embora nenhum método de expressivo sucesso fosse desco­
berto durante a guerra, ele formulou o problema de programação li­
near geral e inventou o método simplex de soluções em 194 7. Con­
tudo, o seu trabalho sõ foi amplamente avaliado em 1951, quando a 
Cowles Commission Monograph n913 o publicou1.
2.2. ESFORÇOS E RESULTADOS INICIAIS
Métodos práticos de solução para o problema de PL, ba­
seados no método simplex foram desenvolvidos entre 1948 e 1952. 
Durante estes anos, algumas atenções foram feitas para com a uti­
lização dos primitivos equipamentos computacionais, limitados em
1 T. C. Koopmans, Ed., "Activity Analysis of Production and Al­
location”, New York, Wiley, (1951).
9alcance e sucesso. Para que se tenha uma idéia da situação em 
1952, era duvidoso se uma matriz geral de ordem 100 podia ser in­
vertida ou não.Hoje em dia, um problema de 100 variáveis e/ou 100 
restrições é considerado pequeno.
Os quatro maiores obstáculos para resolver problemas 
de PL foram enfrentados em 1952 e durante seus dois ou três anos 
posteriores. Foram eles:
a. Achar uma solução básica viável inicial, ponto de 
partida do algoritmo.
b. Resolver o problema de guardar a situação de dege­
neração .2
c. Redução da área de memória e do número de operações 
aritméticas requeridas sem causar limitações de uso.
d. Manter precisão numérica suficiente para a obten­
ção de resultados significativos.
Foi prontamente reconhecido que achar uma solução viá­
vel básica inicial era o mesmo problema que achar uma solução õti- 
ma partindo daquela. Problemas de degeneração e semi-degeneração 
foram amplamente discutidos em vários trabalhos publicados na 
época, e as dificuldades computacionais associadas foram resolvi­
das. Com relação à redução de operações aritméticas e espaço de 
armazenagem, a forma produto da inversa foi desenvolvida em 1953 
e bem aceita,exceto em algumas circunstâncias muito especiais co-
casos de troca de base onde periodicamente a mesma se repete 
sem que se tenha atingido a solução ótima.
10
mo a forma standard. 0 método simplex revisado3, desenvolvido por 
Dantzig e outros para a RAND Corporation foi publicado neste ano1*. 
Em 1954, o uso da dupla precisão numérica veio a resolver o últi­
mo dos obstáculos mencionados, se bem que o uso da dupla precisão 
numérica aumente o tempo de operação aritmética, e muita contro­
vérsia sobre precisão numérica versus tempo computacional empre­
gado tenha surgido.
2.3. AMPLIAÇÃO DOS HORIZONTES
A parametrização do lado da mão direita do problema do 
PL, bem como a dos coeficientes da função objetiva são extensões 
importantes do problema, e estas técnicas foram inicialmente usa­
das em 1954 e 1955 e de amplo uso em 195 7. Os algoritmos de para­
metrização foram desenvolvidos simultaneamente.
Em 1957,outros desenvolvimentos ocorreram. 0 aperfei­
çoamento das técnicas de inversão de matrizes, a manobra de variá­
veis implicitamente limitadas e a introdução do algoritmo dual, 
cuja teoria já havia sido lançada em 19535. Nenhum desses desen­
volvimentos foram de grande uso durante muitos anos; entretanto
3 trata-se de um procedimento computacional eficiente para resol­
ver problemas de PL do mesmo modo como o método simplex, porém 
evitando computações desnecessárias que o último efetua.
* G. B. DANTZIG, ’Computacional Algorithm of the Revised Simplex 
Method’, RM-1266, The RAND Corp., Oct., 1953.
5 G. B. DANTZIG and A. ORDEN, 'Duality Theorems', RM-1265, The 
RAND Corp., Oct. 195 3.
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eles sao agora características padrões, em versões melhoradas, de 
sistemas de programas computacionais para PL.
Desde 1957 todos os aspectos da PL foram desenvolvidos 
em um passo veloz. Técnicas de decomposição foram investigadas 
desde 1953, porém tais técnicas eram na época impraticáveis ou 
ineficientes. Porém, com a publicação, em 1959, do algoritmo Dan- 
tzig-Wolfe6, o interesse nestas técnicas cresceu muito7. Por volta 
de 1963, os desenvolvimentos se voltaram para os programas com­
putacionais e considerações sistêmicas, especialmente em técnicas 
algébricas. Grandes passos também foram dados em discernir novas 
aplicações para a PL.
2.4. TENDÊNCIAS NÂO ORTODOXAS
Embora hajam publicações de métodos e algoritmos com­
petitivos com o simplex,o sucesso dos mesmos ou é restrito a clas­
ses particulares de problemas, ounão-melhor que o simplex,ou objeto 
ainda de estudos. Citaremos como exemplos o algoritmo Hungariano8
6 G. B. DANTZIG and P. WOLFE, 'The Decomposition of Mathematical 
Programming Problems', P-1818, The RAND Corp., May, 1959.
7 Muito úteis quando aplicados a matrizes esparsas, quando o nu­
mero de elementos não nulos é da ordem de 51 ou menos,que ten­
dem a se acumular em submatrizes, e no caso em que a área de 
armazenagem de dados, tempo de operações aritméticas ou preci­
são exigida tornam-se críticos para o sucesso da computação.
8 KUHN, H. W., 'The Hungarian Method for the Assignment Problem', 
Naval Research Logistics Quarterly, 2, 83-97, (1955).
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e o algoritmo "Out-of-Kilter"9 que foram propostos, porém genera­
lizações destes procedimentos foram abandonados. Outra tentativa 
foi a de produzir um algoritmo semelhante ao simplex, porém com 
troca de duas variáveis básicas a cada iteração10, a fim de redu­
zir o número de iterações até a solução otima.
L. G. Khachiyan publicou11 em 1979 um algoritmo poli­
nomial limitado para encontrar um ponto interior do conjunto de 
soluções v.iãveis do conjunto de restrições de um problema de PL 
desde que os coeficientes das restrições e do lado da mão direita 
sejam números inteiros. Se, apõs certo número de iterações previa­
mente calculado não for encontrado um ponto que satisfaz âs desi­
gualdades estritas do problema, conclui-se que não existe o ponto 
procurado. A limitação imposta por Kachiyan ao modelo de coefi­
cientes inteiros, para efeitos práticos não constitui problema, 
visto que normalmente trabalhamos com aritmética finita tanto em 
número de dígitos â esquerda como ã direita do ponto decimal. As­
sim, se multiplicarmos todos os coeficientes de um sistema por um 
fator adequado,transformamos todos os valores em inteiros. Apesar 
de não haver inversão de matrizes no algoritmo, surgem dois pro­
blemas computacionais sérios para sua implementação:
9 FULKERSON, D.R., ' An Out-of-Kilter Method for Minimal-Cost Flow 
Problems’, Journal of the Society of Industrial and Applied Ma­
thematics, 9 (1), 18-27, (1961).
10 PARANJAPF,, S. R. , 'The Simplex Method: Two Basic Variables Re­
placement*, Management Science, 12, 135-141, (1965).
11 KHACHIYAN, L.G., 'A Polynomial algorithm in linear programming', 
Doklady Akademiia Nauk SSSR Novaia Seriia, 244 (5), 1093-1096, 
(1979).
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a. É requerida uma precisão de cálculos muito elevada 
para que a validade da teoria e do algoritmo se 
mantenham.
b. A seqüência de matrizes recursivamente definida é 
composta de números excessivamente elevados.
Ambas as dificuldades aumentam com o porte do problema e o valor 
absoluto dos coeficientes. Naturalmente, a teoria deve ser adap­
tada e o algoritmo modificado para fazer desaparecer os erros de 
arredondamento e ser computado dentro dos limites razoáveis devi­
do à restrição de armazenagem por número. Mesmo que estes propó­
sitos sejam atingidos, fica ainda a dúvida de como obter a solução 
ótima do problema sabendo-se que a mesma não e ponto interior do 
conjunto de soluções viáveis.
Outro método recente para resolver o clássico proble­
ma de programação linear éo denominado PROJECT, que combina duas 
idéias: a de múltipla troca básica, e a pesquisa do ótimo na di­
reção da projeção do vetor gradiente da função objetiva sobre um 
hiperplano ou o subespaço da intersecção de vários hiperplanos(re­
ferências 13. e 14. na bibliografia).
3. PROGRAMAÇÃO LINEAR E MÉTODO SIMPLEX
CAPITULO III
3.1. O PROBLEMA DA PROGRAMAÇÃO LINEAR
Alocar recursos de maneira conveniente dentro de cer­
tas limitações encontradas é uma situação com a qual nos confron­
tamos freqüentemente. Estas limitações sempre surgem e são devidas 
à finitude de elementos mensuráveis envolvidos ao nosso dispor, 
como dinheiro, espaço físico, energia, etc.
Esta alocação poderia ser feita, e muitas vezes o é, 
sem grandes dificuldades por uma pessoa habituada pela prática e 
bem envolvida com o problema. Neste caso, o bom senso, na maioria 
das vezes, tem servido como decisivo na escolha das alocações, 
bastando posteriormente comprovar sua fidelidade às restrições 
existentes. Caso algumas restrições ainda não sejam verificadas, 
novamente o bom senso,aliado ã lõgica, pode reformular a alocação 
de modo a adaptá-la a estas restrições sem destruir a viabilidade 
já alcançada com as demais. Este método pode ser, até certo ponto, 
funcional, mas não é científico pois não garante conduzir a uma 
solução, se houver.
Além de tudo, somente a alocação conveniente dos re­
cursos as restrições geralmente não é um objetivo por si so, pois 
se a mesma pode ser efetuada de múltiplas maneiras, parece conve­
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niente estabelecer-se uma ordem de preferência entre elas e alme­
jar-se alcançar a melhor delas. Esta ordem de preferência pode ser 
justificada por custos, trabalho requerido, lucro, outras razões 
ou uma combinação entre elas. Admitimos, por isso, que esta pre­
ferência possa ser quantitativamente expressa por uma função, a 
qual denominaremos de função objetiva.
Assim, torna-se por demais exaustivo a utilização do 
método do bom senso aliado â seleção da alocação mais conveniente, 
sobretudo se o número de soluções viáveis ê muito grande ou infi­
nito, justificando a criação de um tratamento matemático aplicado 
a este tipo de problema.
Levaremos em conta, de agora em diante, que as variá­
veis envolvidas possam assumir valores contínuos e a linearidade 
das restrições e da função objetiva,para que o problema possa ser 
chamado de programação linear. Devido a ordem de preferência quan­
titativamente expressa pela função objetiva, sempre desejaremos 
maximizar ou minimizar a mesma.
Durante a formulação do modelo matemático de uma si­
tuação real, devemos em primeiro lugar estarmos certos de que o 
modelo retrate o mais fielmente possível a realidade,evitando es­
quecimento de informações e interpretações errôneas.
3.2. EXEMPLO COM DUAS VARIÁVEIS
No problema que segue-, vamos admitir que todas as in­
formações necessárias para a formulação do modelo matemático es­
tão descritas.
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MUm agricultor deseja cultivar duas variedades de ce­
reais, digamos tipo A e B, em uma área restrita a um hectare, sen­
do que cada are cultivado pelo cereal A produz 8 sacas, e por B 
10 sacas. Para o plantio, cada are cultivado de cereais A precisa 
de 3 homens-hora, e o cultivado de cereais B precisa de 2 homens- 
-hora, sendo que 240 é a disposição máxima de homens-hora para o 
cultivo, a um custo de Cr$ 200,00 por homem-hora. A demanda máxi­
ma ê limitada pelo mercado consumidor a 480 sacas do cereal A, a 
um preço de Cr$ 150,00 por saca, e a 800 sacas do cereal B , a um 
preço de Cr$ 120,00 por saca. 0 agricultor deseja planejar a sua 
produção de modo a maximizar o lucro obtido."
As variáveis decisórias podem ser consideradas de duas 
maneiras: em termos de quantos ares serão cultivados por cada ti­
po de cereal, ou então em quantas sacas de cada tipo deverão ser 
recolhidas. Por conveniência, vamos considerar o modelo matemati- 
co construído a partir da primeira. Assim, sejam
x^ = quantidade de ares cultivado para o cereal A; 
* 2  = quantidade de ares cultivado para o cereal B.
Por ordem, as restrições são: 
x^ + X£ = 100 
3x^ + 2x2 = 240 
x1 = 480/8
x2 = 800/10
xl’ x2 " 0
e a função objetiva deverá incorporar as receitas e os custos va­
riáveis. Será denominada lucro e denotada por Z. Assim,
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Z = receitas - custos variáveis
Z = (150x8)x1 + (120x10)x2 - ((3x200)x1 + (2x200)x2)
Z = 600x^ + 700x2
e o nosso modelo matemático será
Max Z = 600x^ + 700x2
sujeito à
x-^ + x2 ^
3x-^  + 2X2 = 240 
x^ = 6 0
x2  ^ 80
x^ , X2 = 0
E importante observar que todo problema de programa­
ção linear pode ser representado matricialmente. Neste caso, faça­
mos
1 1 100
• «
3 2 240 '6 OO' X1
A = , b = f c = , x =
1 0 60 700 x2
-
0 1 80
e então o modelo pode ser descrito como
TMax Z = c x
sujeito à
A x = b 
x = 0
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,3.3. RESOLUÇÃO GEOMÉTRICA
é possível resolver problemas de programação linear de 
duas variáveis geometricamente desde que a configuração geométri­
ca do modelo matemático não vã além das limitações naturais da 
exatidão dos nossos instrumentos de desenho. A configuração geomé­
trica do modelo descrito na seção anterior será:
Fig. 1 Gráfico de um pro­
blema de PL
1/ é um vetor que indica a direção do máximo crescimen­
to da função objetiva, cujas projeções horizontal e vertical são 
magnitudes proporcionais aos coeficientes da função objetiva, 600 
e 800, respectivamente. A região hachuriada representa o conjunto 
de soluções viáveis do problema. A reta fi perpendicular a v,  
é o lugar geométrico de todos os pontos em que Z = 0, e qualquer 
paralela ã n. é o lugar geométrico de pontos de Z constante. Deste 
modo, a reta é a paralela ã k mais distante desta que contém 
algum ponto do conjunto de soluções compatíveis, o vértice P. Lo­
go, P será o ponto de õtimo com
P (80,20)
Z* = 68000
ou seja, se o agricultor tomar a decisão ótima de plantar 20 ares 
de terra com cereais A e 80 ares de terra com cereais B,obterã um 
lucro de Cr$ 68.000,00. Note-se ainda que
3 xx* + 2 x2* = 220 < 240
o que significa que, dos 240 homens-hora disponíveis,necessitare­
mos apenas 220. A diferença de 20 homens e denominada de folga na 
restrição.
3.4. O MÉTODO SIMPLEX DE RESOLUÇÃO
O método simplex faz uso de importantes propriedades 
algébricas aliadas à estrutura dos problemas de programação li­
near, como:
a. O conjunto de soluções compatíveis é convexo e fe­
chado.
b. Se existe solução limitada ótima, ela serã ponto 
fronteira do conjunto de soluções compatíveis;
c. Se existe solução limitada ótima,haverá pelo menos 
um vértice do conjunto de soluções viáveis que 
a forneça.
Todo problema de programação linear envolvendo desi­
gualdades, pode ser transformado em um problema equivalente em que
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apareçam apenas igualdades nas restrições desde que adicionemos ou 
subtraímos variáveis de folga a cada uma delas. Assim, o problema 
da seção 3.2. poderia ser escrito como
sujeito a
Maz Z = 600 x^ + 700 + 0 x^ + 0 x^ + 0x^ + 0 x^
X1 + x2 + x3
3x^ + 2x2
X- + x,
+ X,
=  100 
= 240 
= 60 
= 80
,xft > 0
onde Xj, . . . . , x^ são as variáveis de folga incorporadas ao mode­
lo .
Podemos representar matricialmente o problema com as 
variáveis de folga incorporadas na forma
x
( A , I ) . xP = b
ou ainda A x + I Xg = b ,
e se considerarmos a i-êsima coluna de A como A-, ea j-ésima co­
luna de I como e^, teremos
n m
E A-x- + £ e .xc . _ ,
í=i 1 1  j=i ) si ■ b -
Como encontramos um máximo de m colunas indeuenden-.-
tes em ( A , I ), pois as colunas de I constituem uma base canôni­
ca do problema, qualquer matriz quadrada B formada por m colunas 
linearmente independentes de ( A , I ) constituem uma matriz bási­
ca, pois suas colunas geram o espaço Rm . Assim, Bé não-singular.
Chamando de N a matriz formada pelas demais colunas de 
( A , I ), não em B, poderemos reescrever o sistema como
B xb + N x n = b
onde Xg , x^ são vetores de variáveis correspondentes às cólunas 
em B e N, respectivamente. As variáveis de Xg são chamadas de bá­
sicas, e as de x^ de não-básicas. Toda solução ao sistema acima em 
que Xj^  = 0 e Xg = B .^b é chamada de solução básica. Vale portan­
to a propriedade
. d. A cada solução básica viável corresponde um vértice 
do conjunto de soluções viáveis do problema.
Assim, na circunstância de haver uma solução ótima li­
mitada, haverá também uma solução básica ótima. Portanto, é natu­
ral que se pesquisem as soluções básicas na procura do ótimo, pois 
são em número finito. 0 método que assim procede é o da enumera­
ção exaustiva.
Se o problema tiver m restrições estruturais e n va­
riáveis, então após a incorporação das variáveis de folga, uma por 
restrição estrutural, teremos um total de m + n variáveis, e assim
o método da enumeração exaustiva irá pesquisar'um' húmeTO total de
soluções básicas para selecionar a melhor viável.
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0 método simplex evita a exploração exaustiva de solu­
ções básicas tomando como idéia:
a. So pesquisar soluções viáveis básicas;
b. Melhorar a cada etapa o valor da função objetiva;
c. Utilizar uma regra de parada caso a solução ótima 
tenha sido alcançada, ou em outras circunstâncias 
como solução ótima ilimitada ou não - existência de 
solução viável.
A aplicação do método simplex na sua forma originalmen­
te concebida exige que o problema es te j a na forma 'standard', ou seja:
a. Com suas variáveis de folga e/ou artificiais;
b. Restrição de não-negatividade de todas variáveis;
c. Valores da mão-direita nas restrições não-negativos.
Com o problema assim colocado, o algoritmo procede nos 
seguintes passos:
Passo 1: partir de uma solução básica viável inicial.
Passo 2: verificar se a solução atual é ótima. Se e , 
pare. Senão, vã ao passo 3.
Passo 3: determinar a variável não-básica que deve en­
trar na base atual.
Passo 4: determinar qual variável básica deve sair da 
base atual.
Passo 5: obter a nova solução viável básicae retornar 
ao passo 2.
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3.5. TEORIA DO MÉTODO SIMPLEX
De acordo com a notação estabelecida na seção prece­
dente, seja B uma base de um problema de PL. Assim, a solução bá­
sica será
Xg = B ^b.
Como a função objetiva pode ser escrita como
7 - T  ^ T
CB XB CN XN ’
e tendo em vista que x^ = 0 na solução básica, concluimos que seu 
valor presente é
V T
Z CB XB * '
Queremos introduzir na base uma coluna A^ de N, tro­
cando-a por uma coluna B^ em B, de modo a produzir uma nova base 
Ê, a qual produz outra solução básica x^ = Ê-1b também viável. De­
vemos estabelecer, a princípio, qual é a coluna Br que deve sair 
sem violar a viabilidade da nova solução. Como as colunas de B ge­
ram o espaço ]Rm , existirá um vetor tal que
A. = By.
3 y 3
e assim
y. = B-1A . .
Vamos definir o número z. como
J
T T -1
z j ‘ cB/j ’ cB B Aj '
Se Aj deve substituir um vetor B em B , ê necessário
que yrj f 0 e assim o vetor a sair da base pode ser escrito como
1 m yii B = A . - £
yrj -1 i = l yrj 1
e como
m
E x„ . B . = b
í=i Bl 1
temos, pela substituição na base,
m y. . Xp.
* F 1 Aj = b •1=1 7rj 7rj J
i^ r
A nova solução deve ser viãvel. Isto requer que 
yii(*) xBi - x — > 0 para i f r; e 
rj
(**) • 
yrj
Se Xgr = 0, a nova solução será a mesma que a anterior. Se x^r 
não ê nulo, então y^ > 0 para satisfazer (**), e assim (*) êsatisfeito sem­
pre que y^ £ 0. Se y^ > 0, teremos que ter
xBi xBr n . j,----——  _> 0 para if r; e assim
yij rj “
Xd Xt, -Br Bi - ,7 -  < 7 -  Para 1 f r ;
rj yij
e então a escolha da coluna que sai da base deve recair sobre o vetor B^ em
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fornecendo a nova solução em que
yii
XBi = xBi ' xBr 7 ^  ’ Para e
r3
XT>
x = -2l Br y .
A substituição da nova solução na função objetiva nos darã 
Z = Z -6( z. -c.) .
3 y
Se 0>O, obteremos .Timaísólução'em que Z > Z quando z^  -^ç. < 'jO.
Portanto, quando o problema é de maximização, o critério de escolha da coluna
que entra na base recai sobre alguma em que z^  - c. c 0. Usualmente, escolhe-
-se a coluna de mínimo z. - c- < 0 12.
J J
Quando os z^  - c^. ^  0, para todas as v a  ri á ve. i s., teremos 
atingido a solução otima limitada, pois qualquer troca na base não aumenta
o valor da fúnção objetiva, no caso específico de maximização.
Se ocorrer 0=0, estaremos diante do problema de degeneração, e 
como evita-lo foge dos interesses do presente trabalho.
Se existirem z. - c. < 0, todos com y.. < 0, então teremos uma 
3 3 7i 3 =
solução otima ilimitada.
12 Esta regra ê puramente heurística. Nao garante, em absoluto, que a sua a- 
doção reduza o numero de soluções básicas pesquisadas pelo algoritmo.
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3.6. EXEMPLO DE APLICAÇAO DO ALGORITMO
A presente seção vai mostrar uma aplicação dos passos 
do algoritmo simplex, segundo a teoria exposta na seção anterior 
ao problema exemplo. Como o problema já se encontra na forma canô­
nica padronizada, encontramos facilmente uma solução básica ini­
cial.
Assim, a base inicial serã a matriz identidade I , e
portanto
xg = B Xb = I-1b = Ib = b
e portanto,
XB = (XS1 ’ XS2 ’ XS3 ’ XS4') = ( 100 ’ 240 ’ 60 ’ 80 -1
Z = CBTxB = CO , 0, 0 , 0). C100 , 240 , 60 , 8 0 ) T
Z = 0
y. = B ^A. para j =1,2 
73 3 h j
z. = c„B-1 A. = 0 para j = 1,2 
3 B 3
Zi - ci = 0 - 600 = -600
z2 - c2 = 0 - 700 = -700
Como z . - c . < 0, pará j =1,2, escolhemos x^ o u x 2 co­
mo nova variável básica. Seja j=2. Então
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y2 = A2 = ( 1 , 2 , 0 , 1 )T
min{ f t  • yi j >0} = min{ r 1 .i yij J yl2 y22 y42
= min { 100/1 , 240/2 , 80/1 } = 80 = xB4/y42
e assim r=4, ou seja, a 4a coluna da base é removida e trocada, 
entrando A2 em seu lugar, constituindo a nova base B.
A nova solução será
XB = ( XS1 ’ XS2 ’ XS3 , x2 ^
onde
xsl = 100 - 80 x 1 / 1 = 20
xs2 = 240 - 80 x 2 / 1 = 80
XS3 = 60 - 80 x 0 / 1 = 60
x 2 = 80 / 1 = 80
Z = 0 - 80 x (-700) = 56000.
Retorna-se ao calculo de y . - c. para as variáveis não 
básicas x-^ = Xg^ = 0 , para testar a otimalidade da presente solução.
0 algoritmo prossegue até que se encontre a solução otima confor­
me a resolução geométrica na seção 3.3. . Em termos práticos, es­
tas operações são efetuadas sobre um 'tableaux' adequado.
CAPÍTULO IV
4. TEOREMAS SOBRE PROJEÇÕES EM HIPERPLANOS
4.1. TERMINOLOGIA USADA
Durante o transcorrer deste trabalho, iremos referir- 
-nos sempre ao clássico problema de PL geral:
(1) Max Z = c^ x
Ax < b
x ^ 0
onde :
. A ê uma matriz de números reais m x n  sem linha ou 
coluna de zeros;
. x ê um vetor de dimensão n;
. b é um vetor de dimensão m;
. c ê um vetor de dimensão n.
Todo problema de PL pode ser modelado de mod© a apre- 
sentar-se na forma (1).
Dado um vetor v qualquer, sua norma euclidiana será 
denotada por | v | e calculada como
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A matriz A de (1) pode também ser representada como:
al 
a 2
am
onde a^ (1 £ i £ m) é a matriz linha dos coeficientes da i-ésima 
linha da matriz A. Como a^x = b^ define um hiperplano no espaço 
lRn , o mesmo será denotado por . Assim,
= {x e |Rn / a^x = b^} .
Representaremos por a^x : b^ uma relação onde : pode­
rá ser < ou > . Esta relação define um semi-espaço em |Rn denota­
do por R^.
FÚ = {x e |Rn / aix : bi> .
Dado um conjunto qualquer C em |Rn , denotaremos por C
o seu complementar.
4.2. DEFINIÇÕES, LEMAS E TEOREMAS
V z & l n i ç a o  1: Sejam x^ , x2 e IRn e x^ i . Diremos que x2 ê a pro­
jeção ortogonal de x^ sobre , e denotaremos por 
x2 = p(x^,FL) se, e somente se:
A = (a. -) v x jJ mn
Lema 7
Psiova
Lma. 2:
-30
(a) X2 £
(b) (x£ - x^) ê ortogonal à , isto ê , per­
pendicular a qualquer vetor contido em H.1
Seja x^ e |Rn e x ^  H., Se calcularmos como segue:
(bi - aixiJ(2) x2 = - a.
a.x
entao
x2 = p ( x1 , Hi)
(bi - a,x,)
(a) a^ . x2 = a^ . ( x^ + ------- —  a. )
Ujl
(bi ■ aixi) 2
aix i + n ~7 1  aiIa.|
= a-x, + b. - a.x, = b.1 1 1 1 1 1
e logo, X2 e
(b. - a .x,) b. - a.x,
(b) x ? - x, = ------- =---a. onde ------- =—  f 0 e
z ■*- I „ I ^  1 1 1 2Ujl |ail
logo (x2_x^) possui a mesma direção de a^, perpendicular
a H. .1
Sejam x^ , X2, y e | Rn tais que:
a. x, e R. 1 1
b. x2 = p ( xx ,Hi)
então |y - x2 | < |y - x^ | se x2 f y
Pfiova : Mostraremos a validade deste lema através da relação 
aix  ^bi apenas. Para a relação a^x = , a prova é seme-
lante. Assim admitiremos que:
a. a. x, > b.i 1 i
(b - a. x )
b. x9 = x, + — =----- *--- a.
2 1 la,!2
c. ' a. y = b. e y ^ x .i 7 i 1 i
Sabemos que:
(Xj^  - y) + (x2 - xx) = x2 - y 
logo, segue que
(b. - a. x,)
xi - y + .-1- ,.—  ai = x2 - y
laj
(x1-y) (x2-y) + — — ---~2--- ai (x2~y) = (x2-y)
I ai I
e além disso,
b i“aix l < 0 e ai (x2-y) = aix 2 -a^y = b-^a^y = 0
logo
b. - a. x,
1 . ,2 ai (x2 - y~> ‘ 0 
' i I
Consideremos,agora, dois casos:
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V z ^ n Z ç ã o  3
n i - ç ã o  4
Lima 3
2
U-, - y) (x7 - y) = (x? - y)
Como y f x2, temos:
lx1 - y| |x2 - y| > (x1 - y) (x2 - y) 
e, portanto
lx! - y| |x2 - y| > (x2 - y)2 = |x2 - y |2
e logo |x1 - y| > |x2 - y|
-  (bi-aixi) 
ii) a.y,' < tK. Entao  2—  (x2~y) < 0  e
1 laj
Cxj - y) (x2 - y) > (x2 - y)2
Mas |x1 - y| |x2 - y| - (x1 - y) (x2 - y) 
e,portanto
Ix! ~ yI Ix2 ~ yI > ( x 2 - y )2 = Ix2 - yI2
e logo |x1 - y| > |x2 - yI.
Denotaremos por S o conjunto dos pontos viáveis do 
problema (1), ou seja:
S = {x e JRn | Ax = b , x = 0}
Seja y e |Rn . Representaremos por d (y, S) a distân­
cia do ponto y ao conjunto S definido como
d (y, S) = <
min { |y - x| / x e S J s e S ^ O
00 se S = {}
Seja S f {}, seja x^ e | Rn e x^ i R^. Logo, se 
x2 = p (x1 , Hi ) , então d (x2 , S) < d ( x ^  S) .
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Prova: 0 conjunto convexo das soluções compatíveis de (1) 
pode ser escrito como:
m
s - j O i Ri
Seja y e S. Logo y e e comox^elL segue, de acordo 
com o lema 2, que
Iy " x2| < |y - x1| 
e portanto,
min { | y - x 2| / y e S } <  min {j y - x1 1 /y e S}
pois S é fechado, e, de acordo com a definição 4, te­
mos que
d (x2, S) < d (x15 S)
Os lemas que seguem atê o final deste capítulo, refe­
rem-se à seguinte situação: seja x^ e FL,e e dois hiperpla- 
nos tais que a^ a^  f 0 e | a^ a^ . | f | a^ | | a^  |, e se j a (x^ , x2, x^, ...) 
uma seqüência de pontos projetados a partir do segundo, alternada­
mente, entre os hiperplanos e de modo que x^ e FL,x2 =p (x^, 
FL), x3 = p (x2, Hi), x4 = p (x3, Hj), ...
L&ma 4 : A seqüência de distâncias euclidianas
( | x]ç+ j I’ ^ =  ^  ^♦ •••)
forma uma progressão geométrica decrescente cuja razão ê
o co-seno do ângulo agudo formado por e aj•
Prova : Sem perda de generalidade, podemos considerar:
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1 3
ail = |a.| = I 13
Assim, através da expressão (2) ,
x2 = X1 + tbj - a j Xl5 3j
x2 - xll ' lbj ' aj xllláj
x2 - Xj| - |bj - a . Xj
e também
x3 ■ x2 * (bi ' ai X2’ ai
lx3 ' x2l = |bi ' ai x2I - IaiI 
substituindo x2 na última expressão teremos:
1*3 ‘ x2 i ‘ lbi ‘ ai (xl + fbj ' aj Xl) aj} l
Ix3 - X2I ■ lbi • ai X1 ' (bj ’ aj X1J ai aj !
e como x- e H., temos b. - a. x, = 0 e assim1 i í i l
lx3 - x2l = lbj " aj xil • lai ajl 
|x3 - x2| = |x2 - x j  . |ai a^  I 
temos ainda que
|ai a^  | = | | ai | . | a . | . cos 6 | = | cos 6 |
onde 0 é o ângulo entre a. e aj e |cos 0| é o co-seno do 
ângulo agudo entre e aj- Como por hipótese I-L e H^. não
Se |a^|^ 1 ou |aj|  ^ 1, podemos dividir todos os coeficientes 
da restrição de norma não-unitãria pela norma de seu gradien­
te a^ ou a^ sem alterar o conjunto-solução S, de modo que seu 
novo gradiente seja um vetor unitário.
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são paralelos e nem perpendiculares,
0 < |cos 0| < 1
e portanto
lx k + l ' x kl = lx k ~ x k - l l  ' lc o s  6 I ( k = 2 , 3 , 4 , . . . )
ou ainda
Ixk+l-xkI= IX2-Xl1*^1COS 0 l^ k~1 (k=2,3,4,...) 
Lema 5: A seqüência de pontos (x^, x2 , x^, •••) converge.
Prova : Sejam m, n inteiros positivos tais que m > n.
Então
|x -x I = |x -x ,| + |x , -x 0 I + . . . + I X J.1-X I1 m n 1 1 m m-11 1 m-1 m-21 1 n+1 n 1
00 , ,
< E x - , - x .
i=n 1+1 1
IXjj. - xn I < S lx2 " xll • (lcos 6 |) - 
i=n
X 2 - x^| . C|COS 0 |)n ^
1 - I cos 0 I
onde |cos 0 | ê o co-seno do ângulo agudo entre e 
Portanto, V £ > 0, seja n tal que
|x2 - x1| . (|cos 0|)n-1 <
1 - cos 0
e assim
para todo m > n e portanto a seqüência (x^, x2, x^, ...) 
é convergente.
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Lema 6: Seja x = lim xv. Então existem X., X. z |R tais que
k+°° K 1 J
x = x, + X. a. + X . a .1 i i  3 j .
Prova : Vamos definir uma translação T que leve a origem do sis­
tema de coordenadas para x^,
T (x) = x - x1 , V x e |Rn 
e deste modo:
T (x-j^) = x 1 - x 1 = 0
(b. - a. x,)
T (x2) ‘ x2 - x1 - — J--- L --  a
3j |2
T (x3) = x3 - x 1 = (x3 - x2) + (x2 - xx)
(b. - a. x?) (b. - a. x,)
T (x3) = a + — J-----3 a
l i 2 i i2 3 I I lajl
e assim (T (x^) , T(x2), T(x3), ...) é uma seqüência gera­
da por a. e a. e portanto pertence ao subespaço vetorial 
gerado por a^ e a^. Seja V este subespaço,
V = {x e :|Rn / 3 X - , X. e :|R, x = X. a. + X. a.}.
' 1 J i i  3 j
Como V é fechado, significa que V contém todos os seus 
pontos de acumulação, e, particularmente, contém
T (x) = lim T (xk) 
k+°° !
assim, existem X^ , X^  e |R tais que
T fx) = X. a. + X. a.J l i  J 3
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Lzma 7:
Prova :
T eo/tema
Prova
e assim
x = T-1 (X. a. + X. a.)i i j y
X. a. + X . a . + x,i i  j j 1
x e Hi fl Hj
Se x não pertence a algum dos hiperplanos , suponhamos I-L ,
por exemplo, então se 0 < £ < d (x, H^). Teremos sempre
que |xk - x| > £ para k = 1, 3, 5, 7,... pois x^, x^,
xr, •«•■ £ H. .5 i
1: Se x = lim x, , então
k
(2) 3c = x. + (a.2 a. - (a. a.)a.) • — J — K — ----7l v i j v i v  i' 2 2 ( ,2J J a- a. (a- a.)i j i r
Vamos escrever
x = x ,  + X. a. +X. a.1 i i  j j
e então, de acordo com o lema 7, x e H. fi H.
1 J
_ 2 
x a. = x- a. + X. a- + X. a. a.í l i  i i  j i j
2
b . = b . + X. a. + X.a. a. i i  i i  j i j
X. a.^ + X.a. a. = 0 (*)i i  j i j
e tambem
i
x a. = x, a. + X. a. a. + X. a.
J 1 3 1 1 J J 3
b . = x, a . + X- a. a. + X.a.
J 1 3 i i J J J
2
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JzofL2.ma 1
Prova
a. a. + A. a .2 = b. x. a. (**)
i i J 3 3 3 1 3
e,resolvendo o sistema (*) e (**), obteremos
X.i
X .
a. a . (x, a . - b .)
1- 1. ' i__]______ 11
2 2 , TZ a. a . - (a. a . J 
1 3 1 3
a.2 (b . - x, a .)
3______ 1 3
e portanto,
2
(a.a.) a. (x,a.-b.) a. a. (b.-x,a.)
x = x + -i J __1 1 3__11 + 1 3 3 1 J
x X1 2 2 : 71 2 2 , TT a. a- - (a. a.) a. a. -(a.a.)
i j i r  i 3 1 3
-  2 (b; - x, a.)
x = x + (a. a.-(a.a.) a.) — *----4-------- *----- T1 í i i j j  2 2 , .2 J a. a. - (a.a.J
1 3  1 3
Se x = lim xv e S f {}, então
k - ^ 0 0  K
d (x, S) < d (x^, S) para k = 1, 2, 3....
Como (d (x^, S) , k = 1, 2, 3,...) constitui uma seqüên­
cia monotonicamente decrescente e convergente, então 
d (x, S) < (d (x^, S) para qualquer k = 1, 2, 3...
CAPfTULO V
5. O PROBLEMA EQUIVALENTE PRIMAL-DUAL
5.1. O PROBLEMA PRIMAL E O PROBLEMA DUAL
Como é bem conhecido através da literatura da PL, a 
cada problema do tipo (1)
T .Max Z = c .x sujeito a
Ax = b 
x = 0
podemos associar um outro problema de PL
T(3) Min W = b .y sujeito a
ATy = c 
y = 0
onde y é um vetor de dimensão m. 0 problema (3) é chamado de pro­
blema dual do problema (1), sendo que este ultimo é também denomi­
nado de problema primai 1Jt. A resolução do problema dual apresenta
14 Esta distinção entre primai e dual não implica em fixar o no­
me de um problema de PL em primai ou dual, visto que podemos 
transformar a função objetivo de minimização para maximização, 
e restrições do tipo ’maior pu igual' em 'menor ou igual'. 0 
mesmo sucede ao contrario. Apenas significa que, se um proble­
ma for considerado o primai, o outro serã o seu dual. 0 dual 
do dual ê o primai.
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muitas características de interesse relacionadas à resolução do 
problema primai, algumas das quais passaremos a enunciar a seguir.
(a) Seja x uma solução viãvel de (1) e y uma solução
viável de (3). Então,
T < . T c x - b y
ou ainda
Z = W
*
(b) Se (1) e (3) possuírem soluções õtimas finitas,
denotadas por x* e y*, então
T * , T * c x* = b y*
ou ainda
Z* = W*
e, reciprocamente, se x* é solução viãvel de (1)
- T Te y* e solução viavel de (3) tais que c x* = b y*,
então x* e y* são soluções õtimas de (1) e (3),
respectivamente.
(c) Apenas uma das três alternativas que seguem ê ver­
dadeira:
. nenhum dos problemas admite soluções viáveis;
. um problema não admite solução viável e o outro 
admite soluções viáveis, porem seu õtimo não é 
finito;
. os dois problemas admitem soluções õtimas fini­
tas .
A última propriedade é também chamada de propriedade
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fundamental da existência.
5.2. 0 PROBLEMA EQUIVALENTE
Queremos agora possibilitar a resolução do problema 
(1) sem recorrer à técnicas de tentar otimizar a função-objetiva, 
mas determinando a solução otima (quando existir) do problema de 
PL como sendo uma solução viável de outro problema de PL, recor­
rendo às propriedades já conhecidas sobre a relação entre o pro­
blema primai e o problema dual. Para conseguir este objetivo, va­
mos juntar ambos os problemas e a propriedade (b) da seção prece­
dente, de modo a criar um problema único, doravante denominado de 
problema equivalente primal-dual ereferenciado por PEPD, como se­
gue abaixo:
(4)
A 0
X
< b
X
0 aTA > c e
y
_y_T , Tc -b =
> 0 (PEPD)
tal que vetor de dimensão (;n+m) resultante 
da concatenação15 dos vetores x ey 
dos problemas (1) e (3).
vetor resultante da concatenação de 
b e c dos problemas (1) e (3) e do 
vetor 0 em R , de dimensão (n+m+1).
1 5 T TSejam v^ = (w^, ..., wn) e = (wn+^ » •••» wm) dois vetores
quaisquer. Então a concatenação de v^ e v2 resultará no vetor 
<V1 ’ v2  ^ = W^1 ’ **•’ wn ’ Wn+1 ’ wm^*
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A 0
0 A
T . T c -b
= matriz de dimensão (m+n+l)x(m+ri) cu- 
jo particionamento éo da configura­
ção indicada. Suas submatrizes 0 são 
formadas por zeros.
0 problema (4) poderia ainda ser representado como:
(5)
A 0 <
r 
- 
i
0 a t X > c
Tc -bT • = 0
I 0 _y_ > 0
0 I > 0
(PEPD)
0 lema que segue estabelece uma relação entre (1), (3)
e (40.
Lema 8: O problema primai (ou dual) possui solução ótima _l±mitada 
se, e somente se, o seu PEPD possui solução.
Prova : Decorre imediatamente das propriedades (a), (b) e (c) da se­
ção precedente.
Alem deste lema, podemos evidenciar mais duas proprie­
dades ligadas ao PEPD, enunciadas nos lemas 9 e 10.
Lema 9: Duas restrições quaisquer do PEPD, sendo uma delas do pri­
mai e outra do dual (inclusive restrições de não - negativi- 
dade), definem hiperplanos em R n m perpendiculares entre 
si .
Prova : Seja uma restrição a-x < b. de (1) e uma restrição ã.y >c.
- . _ 3 — 3
de (3), onde a^ e uma linha de A ou não-negatividade , e
ãj e uma linha de A^ ou não-negatividade. Assim, em (5):
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(*) ( ai , 0 ) .
y
< b . ou= i
> 0
(**) C 0 , ãj )
x
y
=  c j ou 
> o
e entao (a- , 0 ) . ( 0 , ã.) = a..0 + 0.a. = 0. Desta forma, 
os hiperplanos das restrições (*) e (**) são perpendiculares.
Vz^Á.nlq.ã.0  4 : Denotaremos por S o conjunto de pontos viáveis de:
( 6 )
A 0 < b
0 a t X > c
I 0
•
> 0
y
0 I > 0
-  -
VzúÁ.KLÁ.ç.ão 5 : Seja w um ponto fronteira de um conjunto convexo X ;
então cx = Z é chamado de hiperplano suporte por w se
X está contido em um semi-espaço fechado determinado 
pelo hiperplano, e se cw = Z.
- ~ T T - -L&ma 1 0 : Seja S  ^ {}. Então c x - b y  = 0 e  hiperplano suporte de S.
T T -Prova : De fato, se (x , y ) e S, entao
T , T c x < b y
ou ainda
T iT n c x - b y <_ 0
e além do mais, S ^{} somente se os problemas (1) e (3) 
admitem solução otima finita. Portanto, existem x* é y*
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tais que
T Tc x* - b y* = 0
T Te assim o hiperplano c x - b y = 0 e hiperplano suporte de 
S por ((x*)T ,(y*)T).
5.3. UM EXEMPLO DE PROBLEMA EQUIVALENTE PRÍ: MAL-DUAL E SUA SOLUÇÃO 
GEOMÉTRICA
Consideremos o seguinte problema de PL:
(7.1); Max Z = 2 x sujeito â
X £ 3
x 0
cujo dual serã então
(7.2) Min W = 3 y sujeito ã
y > 2
y :> 0 .
Assim, a solução otima para (7.1) serã 
x* = 3 
Z* = 6
e para (7.2)
y* = 2 
W* = 6.
E assim, temos
S = {(x,y) e |R2 / x < 3, x ^ 0, y ^ 2} 
e cuja representação geométrica serã:
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A y
(3,2)
Fig. 2 Grafico de um pro-
blema -equivalente 
primal-dual
2x - 3y = 0
0
Vê-se que as restrições primais são perpendiculares às restrições
duais, e que a reta 2x - 3y = 0, ê hiperplano suporte à S por
(3,2). Como o único ponto comum ao hiperplano suporte e à S é o 
ponto (3,2), este ponto será solução do sistema (7.1) ou (7.2) e 
assim, de acordo com o l e m a  8 , determina as soluções ótimas li­
mitadas x* = 3 e y* = 2 para (7.1) e (7.2), respectivamente.
5.4. A SUBMATRIZ QUADRADA DA SOLUÇÃO DO PROBLEMA DE PROGRAMAÇÃO 
LINEAR
5.4.1. Base ótima e submatriz quadrada.
Sabemos, através da teoria da PL, que a todo problema
do tipo (1) podemos associar um outro equivalente,no espaço Rn+m, 
desde que adicionemos variáveis de folga às restrições Ax = b de 
modo a obtermos igualdades. Assim, teremos:
x
(8) (A, I) b
xs
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onde
T = r 'i
XS lxSl’ XS2’ * * *’ xSmJ
é o vetor das variáveis de folga. Se houver solução ótima limita­
da para (1), haverá solução ótima básica em (8) e vice-versa. Se­
ja
B* = base da solução ótima e r(B*) = m 
onde r(B*) é o rank de B*, e seja
XB* = (xi ’ xi.’ XS11 ’ **•’ XS1 ^1 j 1 k
o vetor da solução ótima tal que as j primeiras componentes de Xg 
sejam componentes de x do problema (1) , e as restantes k sejam 
componentes de Xg. E claro que j + k = m. A, existência de variá­
veis de folga em x^* significa que os hiperplanos das restrições 
das linhas 1^, ..., 1^ de Ax < b não contem o vértice da solução 
ótima, enquanto que os demais contem.
Podemos eliminar, desta forma, as linhas 1^, ..., 1^ 
de Ax b sem modificar a solução ótima do problema (1). Alem dis­
so, as componentes de x do problema (1) que não se encontrarem en­
tre as j primeiras componentes de Xg* são nulas na solução ótima 
limitada de (1), por serem variáveis não-básicas . Sua eliminação 
também não modifica a otimalidade da solução.
Desta forma, podemos construir uma submatriz quadrada 
D* a partir de A, pela eliminação das linhas 1-j , ..., 1^ e das 
colunas i^, ..., ij, com a finalidade de criar um sistema linear 
cuja solução é a solução básica ótima; Denominaremos D*'de subma-
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triz quadrada da solução do problema de PL. Se Xg* for totalmente 
formada de variáveis de folga, D* é de ordem zero16, e se k < m, 
então a ordem de D* será j.
A matriz D*, por sua vez,determina a solução ótima x* 
do problema (1) pela resolução do sistema linear reduzido
— — — —
xh
#
• •
Xl „ b, -
-^í X1
_ _ — —
S.4.2. Um exemplo numérico
Seja o problema
(9)
Max Z = óx-j: + 7x2 + x^
X1 + x2 + x3 20
X1 + ^X2 + ^X3 = ^
x^ + x2 + ^x3 = ^4
Xl’ X2 ’ X3
sujeito a
que se torna, com a adição das variáveis de folga em:
16 Pois então í = íl, •••, m}, o que resulta na
eliminação de todas as linhas e colunas de A.
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(10)
Max = 6x^ * l x 2 + X3 sujeito ã
X1 + X2 + x3 + XS1
= 20
X + 2 x., + 3x3 + XS2 30
X1 + X2 2x3 + XS3 24
xl’ x2 ’ x3 ’ XS1 ’
>
XS2’ XS3 0
e cuja solução ótima ê:
xB (X!’ X2’ XS3^ (10, 10, 24)
e a base ótima B* do sistema (10) ê
B'
1 1 
1 2 
1 1
0
0
1
de forma que
B * . Xg * = b
Z* = cT.x* = (6 ,7,1,0,0,0) ..(10,10,0,0, 24) T - 130
Como Xgj é componente de xfi* e como x^ não ê componen­
te de Xg*, obtém-se a submatriz quadrada da solução do problema de 
PL pela eliminação da 3a linha e 3a coluna da matriz A de (9);
i* -
1
1
1
2
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e assim a resolução do sistema
— — —  ” '
1 1
0
X1 20
1 2 _ X2 30
nos fornece a solução otima de (9):
x2* = 10 , x2* = 10 
e como Xj não é variável básica de x^* de (10) , temos
v  ■ °-
5.4.3. Lema da univocidade
Assim como construímos a submatriz quadrada D* da so­
lução do problema de PL, a partir do conhecimento das variáveis 
básicas que compõem a solução otima, podemos construir submatri- 
zes quadradas D pelo mesmo processo, para cada solução básica do 
problema.
A construção contrária também é possível. Dada uma 
submatriz quadrada D de A, podemos identificar, pelas linhas de A 
que se encontram, ausentes em D e colunas de A presentes em D, 
quais são as variáveis de folga e do. problema que compõe a dada 
solução básica.
Deste modo, fica estabelecido o seguinte:
Le.ma. 7 7 í Para^cada base possível B de (8) existe uma submatriz
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quadrada D construída de acordo com a secção 5.4.3. e re­
ciprocamente, a cada submatriz quadrada D de A correspon­
de uma base B de (8).
Portanto, o número de submatrizes quadradas de A do 
problema (1) ê igual ao número máximo de bases possíveis para (8), 
ou seja,
Pode-se ainda obter este resultado pela soma do núme­
ro de submatrizes quadradas das mais variadas ordens. Por exemplo, 
se m = n temos
número de submatrizes quadradas de ordem i
total
n / m\ / n \ / m +
-  l ) w  ■ ( .
5.5. SUBMATRIZ QUADRADA E O PAR PRIMAL-DUAL
Se particionarmos a matriz A do problema (1), de modo 
que D seja uma submatriz quadrada de A na forma
A =
D
e os vetores x e c na forma
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XN
1
o
o II
1
X o
1 1
ou
1
tal que o produto matricial seja possível, poderemos reescrever o 
problema (1) na forma
( 11)
xN
xD
sujeito a
A1 A2 XN
<
_ b N "
A3 D XD
... 
1
(=)
1
XN • XD = 0
e um particionamento em y do problema (3) nos permitira reescreve- 
-lo como
w = Cb/, bDT) sujeito a
(12) <
D
CN
• >
CD
= 0
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Vamos agora considerar o caso de que,dada a submatriz 
D, desejamos resolver
(13)
N
= 0
com D não singular, sem a preocupaçao de que a solução (13) satis­
faça a (11) e (12). Então;
Te.on.e.ma.3 : A solução do sistema (13), é um ponto do hiperplano 
(cTx - bTy = 0) do PEPD
Prova
fj' rj-i m  rri m
c • x — Ct,- . Xj^  — (D .y^) • Xj-j — • D) • x
= yD
'D.... D  ^ * 3 D D
XD'' •’'D ‘ UD(D . xn) = ynT . bn = yT . b = bTy
D
e assim
T T
c x - b y = 0
0 teorema a seguir, estabelece a relaçao entre a sub­
matriz quadrada D* de A que determina a solução otima limitada x*
«— T
para (1), quando existir, e a submatriz quadrada D* de A que de­
termina a solução otima limitada y* para o seu dual (3). Veremos 
que D* = (D*)^.
Te.otLe.ma 4 : Se o problema (1) possui solução otima limitada, e se 
D* for sua submatriz quadrada da solução do problema
Prova:
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- Tde PL, então (D*) será asubmatriz quadrada da solução 
do seu problema dual de PL.
Como estamos interessados apenas nas soluções básicas, 
podemos reescrever (11) como
A1 XN + A2 xD = bN
A3 XN + D XD bD
e entao
XD D * bD ~ D ‘ A3 • XN
- _ T T
CD • XD + CN ‘ XN
e se Z = Z*, teremos D = D* e
cNT J cDT • D_1 • A3 
A3T ((D'1)1 . cD) i cN
mas (D ^)^ = (D^)  ^■ e assim
A 3T ((D1)'1 . cD) = cN (**)
e de (13) temos
yD = (D ) • c d
e assim, substituindo em (**)
A3T = CN
e portanto
. >
Ay = c
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Falta provar a não-negatividade de y. Quando considera­
mos a não-negatividade das variáveis de folga acrescen­
tadas ao sistema (11) de modo a transformá-lo em um 
sistema do tipo (8), obteremos, de acordo com (*):
cD D_1ei - 0 = 0 (1 = i = m)
para xgi = 0  (1 = i = m)
onde ê o vetor da base canônica da i-ésima coorde­
nada.
Assim,
Cp . D  . > • • • » — 0
ou ainda
cD . D-1 . 1 = 0
e portanto
C D T  d'1 i 0
T > n
yD - 0
y = 0
e assim (12) é satisfeito. Como a presente solução y 
satisfaz também a (13), temos, pelo teorema (4), que y 
é solução otima limitada para o dual (3) determinada 
por DT = (D*)T .
CAPÍTULO VI
6. O ALGORITMO APROXIMATIVO DE PROGRAMAÇÃO LINEAR
6.1. METODOLOGIA DO ALGORITMO
O Algoritmo Aproximativo de PL, que será apresentado 
na seção 6.2., baseia-se na teoria exposta nos capítulos 3 e 4 , 
além de utilizar os resultados de mais dois teoremas expostos nes­
ta seção.
Sua idéia principal é a de obter a submatriz quadrada 
D* que determina a solução ótima para o problema (1), caso ela 
exista17. No entanto, embora o propósito seja o de resolver o clás­
sico problema de PL tipo (1), o algoritmo irá trabalhar sobre o
1 8seu PEPD , e tentar determinar aotimalidade de (1), caso exista,
baseado na viabilidade de seu PEPD19. Para obtermos esta submatriz
- T Tquadrada D* da matriz A, ou entao (D*) de A , devemos determinar 
quais são as n restrições de (1) ou quais são as m restrições de 
seu dual (3) que determinam um vértice de otimalidade do poliedro 
convexo de soluções compatíveis de (1) ou (3) através da intersec­
ção de seus hiperplanos.
17 Baseado no teorema 4. Veja na seção 5.5.
18 Conforme definido por (4) e (5). Veja na seção 5.2.
1 9 Baseado no l e m a  8 . Vej a na seção 5.2.
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Para obter estas restrições, o algoritmo efetuara es­
tes procedimentos:
a. partirá de um vetor x inicial qualquer (vetor ze­
ro , por exemplo);
b. se não for solução compatível para o PEPD determi­
na-se o conjunto de restrições violadas e faz-se a 
projeção ortogonal sobre o hiperplano da restrição 
violada mais distante;
c. se o ponto não for solução compatível, continuará
o processo descrito em (b). Caso exista tendência 
de se estabelecer um LOOP de projeções entre dois
hiperplanos, determina-se diretamente o ponto li-
2 0mite deste LOOP de acordo com a equaçao (2) e 
continua o processo (b).
Desta forma, os sucessivos pontos obtidos se aproximam
_ ^  2 1 
da solução viavel (caso exista) do PEPD
Provaremos agora que se um ponto estiver suficiente­
mente prõximo de uma solução viável do PEPD,ele poderá violar so­
mente restrições de hiperplanos que contenham es ta solução viável, 
porém nunca violará restrições de hiperplanos que não o contenham. 
Para tal, devemos ter em mente que toda solução õtima para (1) ê 
um ponto fronteira de seu conjunto S de soluções compatíveis, e 
portanto, toda solução viável do conjunto S de soluções compatíveis 
do PEPD será também um ponto fronteira de S.
20 Ver teorema 1 na seção 4.2.
21 Lema 3 aplicado ao PEPD e teorema 2 (veja na seção 4.2.).
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Te.on.2.moL 5
Prova
Seja o sistema linear abaixo
Ax <í
e S o conjunto de soluções viáveis 'do mesmo. Se veS 
e se J = {i / a^ x  ^b^}, então existe uma vizinhança 
aberta V (v, Ç) centrada em v e de raio £ > 0 tal que 
todo x e V(v, £) satisfaz às restrições em J.
Seja Ç definido como
£ = min {d (v, Hi)/ i e J}
Então, se x e V (v, £), temos
e para qualquer i e J teremos
|b. - a. v|
Ç = d Cv, Hi) = i i
ai
e portanto
v <
b . - a. vl 1 i i 1
a .i
a. x - a- v < b. - a. v| 
i i 1 1 i i 1
que conduz a duas alternativas
(a) - (b- - a.v) < a.x - a.v < b. - a.v i i i i i i
(b) b^ - a^v < a^x - a^v < - (b^ - a^v)
0 desenvolvimento de (a) nos conduz à
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a . v  - b. < a . x  - a . v  i i i  i
a - x  - a . v  < b. - a . v  i i i i
a . v  < (a.x + b .)/2 i v i i"
a . x  < b . i i
a . v  < b . i i
a. x < b- i i
e um desenvolvimento semelhante nos conduz ã
a . v  > b . i i
a. x > b.i i
Estes dois resultados obtidos, a partir de (a) e (b), 
nos mostram que x satisfaz à restrição i e J do mesmo 
modo que v.
0 PEPD apresenta-se exatamente na forma descrita pelo 
enunciado do Teorema 5. Sabemos que a execução dos procedimentos
(b) e (c) de scritos na página 56- convergem a seqüência de pontos 
projetados para a solução
v
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do PEPD, caso exista. Se
C V
X .1
i = 1,2,3,..
y
for a seqüência de pontos projetados, então, dada a vizinhança
V (v, £) conforme o enunciado do Teorema 5, deve existir um intei­
ro positivo n tal que
Xi £ V (v, Ç)
As projeções ortogonais para i = n, portanto, serão efetuadas 
apenas sobre hiperplanos que contenham a solução ótima v, os quais 
são fundamentais para a formação de D*.
Embora o algoritmo descrito neste trabalho não calcu­
le ou determine quando a condição x. eV (v, Ç) ê satisfeita, uti­
liza a idéia de colecionar hiperplanos atingidos por projeções so­
bre restrições violadas desde o princípio de sua execução, como
T -descrito acima, e toda vez que D ou D é formado a partir de u- 
ma coleção de n hiperplanos primais ou m hiperplanos duais comple­
tada, resolvemos o sistema
D XD " bD
D yD - cD
desde que D seja não-singular, e formamos o novo vetor
_ T t t
x = (x , y ) , com as componentes de x que não são as de x^ e as 
componentes de y que não são as de y^ nulas, conforme (13), garan­
tindo desta forma que
T T
c x - b y = 0
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sem garantir, no entanto, que o PEPD seja satisfeito com este no­
vo ponto. Se tal acontecer, o algoritmo reinicia por uma nova sé­
rie de repetições de projeções, obedecendo os procedimentos (b) e
(c) até que nova coleção de restrições nos possibilite obter no-
Tva submatriz quadrada D ou D .
No procedimento (b), foi descrito que a projeção or­
togonal é efetuada sobre o hiperplano da restrição violada mais 
distante. Tal idéia é baseada sobre o fato de apressar a aproxi­
mação dos sucessivos valores de x ao seu conjunto de soluções 
viáveis S , justificado pelo teorema abaixo.
Te.oH.zma. 6 : Seja {FL j, 1 = i = p} uma coleção de hiperplanos tais
k
que H. f {>. Seja x e |R e seja j um índice 
i=l 1
(1 = j = p) tal que
d (x, H.) = max {d (x, PL) , 1 = i = p}.
k
Então, para todo z e A  H. vale
i = l 1
|p (x, Hj) - z | = |p (x, Hi) - z| (1 = i = p)
Prova : Vamos considerar x^ = p (x, H^) (1 = i = p).
Assim,
x - z = (x - x.) + (x. - z)i v i J
(x-z)2 = (x-xi)2 + 2 (x-x^) (xi~z) + (x^- z)2
mas
(b. - a.x)
(x - x.) (x. - z) = — i---- i—  . a. . (x. - z)
1 1 iaii 1 
(b. - a.x)
-----;— ri-  (ai xi ' ai z)
e como x. e H. , z e H. temos a. x. = a. z = b.i i  i 1 1 1  i
e assim
c 2^ r 2 , . 2(x - z) = (x - xi) + (Xi - z) 
e portanto
(x-x .^)2 + Uj - z)2 = (x-xi)2 + (xi - z )2 (l=i=p) 
e como d (x, FL) = | x - x^ | (1 = i = p)
temos
(X - X j ) 2 - (X - X i ) 2 = (Xi - z ) 2 - (Xj - z ) 2 = 0
e então
Deste modo, para qualquer coleção de hiperplanos de 
restrições violadas pelo ponto x, de tal maneira que haja um pon­
to comum z a todos eles,a projeção de maior comprimento nos apro­
ximara mais de z. Como z satisfaz a todas as restrições da coleção 
de hiperplanos, z estarã mais próximo de S que qualquer uma das 
possíveis projeções sobre os hiperplanos considerados. Assim, es- 
pera-se que a projeção de maior comprimento, entre todas as res­
trições violadas, quer seus hiperplanos apresentem ponto comum ou 
não, nos aproxime mais de S embora possa-se mostrar que isto nem 
sempre ocorre.
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6.2. DESCRIÇÃO DO ALGORITMO
6.2.1. Notação utilizada
Os seguintes vetores e conjuntos integram o algoritmo 
aproximativo de PL:
x : vetor de n + m componentes do PEPD
K
PRIM
: vetor que armazena índices sucessivos das restrições 
violadas mais distantes
: conjunto que armazena índices das restrições viola­
das mais distantes do primai
DUAL : ídem, do dual
e além disso, teremos
NUM : contador que controla o número de iterações e serve
de índice ao vetor K
o (PRIM) : cardinalidade do conjunto PRIM
o (DUAL) : idem, do conjunto DUAL
p(x, , Hj): projeção de x sobre o ponto limite de um LOOP entre
e Hj, conforme equação (2)
MARCA : variável controladora para teste de LOOP entre K(NUM)
e K(NUM-l)
k : índice da restrição violada mais distante;poderemos
convencionar, por exemplo:
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all --- aln
3.-1 • • • • 3.ml mn
x  ^ •••• xn+1 n+m
X 1 " bi " (k = 1)
• < • •
Xn bm (k = m)
r
c • • • • o
■ ]
(k = m+1) .... (k = m+n)
max
n
E
j=l
 c . x . 
3 3
m
E b . x . . 3 n+j
3=1
0 (k = m + n + 1)
2 2Xj > 0 (j = 1, ..., n + m) Ck=1000+j)
assumindo que m + n + 1 < 1000
: um certo número inteiro positivo, considerado como 
limite de utilização do algoritmo.
6.2.2. 0 algoritmo
Uma vez estabelecidas as notações acima, o algoritmo 
aproximativo de PL pode ser descrito como segue no fluxograma da 
pagina seguinte.
Esta convenção foi utilizada para o programa computacional 
desenvolvido pelo autor deste trabalho.
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CpareTsemA sucesso, j
( pare, siste- A  ma impossívely
xD - 
-
>**•»»
monte x com
XD e yD cal‘ 
culados , e
demais com-
nentes nulas
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6.3. UM EXEMPLO COMPLETO
Consideremos o problema de PL abaixo:
Max Z = 5382 x + 7366 x2 + 4176 x
sujeito à
42 x1 + 66 x2 - 53 x3 = 3375
37 x1 + 45 x2 + 72 x3 = 13380
X1 , x2 ’ x3 ü 0
o qual pode ser apresentado como
! xi x2 X3 b.i
X4 i 42 66 -53 ’ 3375 (k = 1)
x5 37 45 72 13380 (k = 2)
c . '
3
5382 7366 4176
(k = 3) (k=4) (k=5)
(PEPD)
em que k - índice da restrição. Convencionaremos
k = 1000 + i para = 0 (1 = i = 5)
T T k = 6 para c x - b y = 0.
Inicialização do algoritmo:
PRIM = {}
DUAL = {}
XQ = (0 , 0, 0, 0, 0).
De acordo com o fluxograma estabelecido para o algo­
ritmo, teremos:
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restrição violada mais distante = 3
*1 = p (x0 , H3) = (0,0 , 0,0 , 0,0 , 72,15 , 63,56)
PRIM = {} , DUAL = {3} 
restrição violada mais distante = 6
x2 = p (x15 H6) = (20,23 , 27,68 , 15,69 , 59,47 , 13,28) 
PRIM = {} , DUAL = {3}
restrição violada mais distante = 5
x3 = p (x2, H5) = (20,23 , 27,68 , 15,69 , 48,76 , 92,19) 
PRIM = {} , DUAL = {3,5} 
e como o(DUAL) = m = 2 
temos
D =
42
37
-53
72
e a resolução de
fornece
D xD - bD e D * CD
X 4 = (191,0 , 0,0 , 87,68 , 46,74 , 92,40)
PRIM = {} , DUAL = {}
restrição violada mais distante = 4
x5 = p (x4 , H4) = (191,0 , 0,0 , 87,68 , 48,01 , 93,27) 
PRIM = {> , DUAL = {4}
restrição violada mais distante = 6
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x6 = p (xs , H6) = (191,30 , 0,40 , 87,91 , 47,83 , 92 ,54)
PRIM = {} , DUAL = {4}
restrição violada mais distante = 4
como a seqüência de hiperplanos 4 , 6 , 4  mostra tendência de esta­
belecimento de um LOOP entre os hiperplanos 4 e 6,determinamos x^ 
de acordo com
xy = p (x6 , H4, H6) = (191,47 , 0,63 , 88,04 , 48,46 , 92,62)
restrição violada mais distante 
PRIM = {} , DUAL = {4,5} 
e como o (DUAL) = m = 2 
temos
= 5
e a resolução de
D =
66
45
-53
72
D ^D = CD
fornece
xg = (0,0 , 133,41 , 102,45 , 47,98 , 93,32)
que satisfaz à todas as restrições do PEPD, e assim x* Xg, com
Z* = W ’ 1410532
6.4. COMPLEXIDADE-TEMPO DE SUAS PARTES
Para determinar a complexidade-tempo de um pro­
cedimento computacional devemos determinar o numero de multiplica­
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ções e divisões efetuadas em função do tamanho da entrada de da­
dos a este procedimento, visto que estas operações são as mais re­
levantes quando o tempo assume proporções de interesse prioritá­
rio. No caso de um problema de PL, os parâmetros de interesse são
o número de variáveis n e o número de restrições m,e toda expres­
são de complexidade-tempo será dada em função de n em.
Se examinarmos o algoritmo, veremos que os passos
a. Testar x no PEPD
b. x «- p (x, Hk)
c. x «- p (x, Hi , Hk)
d. xD - D'1 . bD e yD * D-1 . cD
são os únicos que necessariamente envolvem produtos e quocientes. 
Vamos avaliar a complexidade-tempo de cada um.
a. Para testar Ax = b necessitamos efetuar n produ-
T >
tos durante m vezes, e para testar A y = c, pre-
T Tcisamos de m produtos n vezes. 0 teste c x - b y = 0 
necessita de n+m produtos. Os testes de não-nega- 
tividade não envolvem produtos. Total: (2nm + m + n) .
b. Para efetuar x «- p (x, H^) teremos que efetuar
_ (bv ■ av 
x «- X + ------- Ç--- a,
i-kiz k
e como (b^ - a^. x) foi previamente computado em 
(a), não será necessário repetí-lo. Por outro lado, 
|a^ | pode ser computado e armazenado (para cada k 
primai ou dual) na inicialização do algoritmo uma 
única vez. Temos, então, um quociente e
n produtos se k for decimal 
m produtos se k for dual
(n + m) produtos se k representa a restrição
T Tc x - b y = 0
Total: (n+1) ou (m+1) ou (n + m + 1) .
Para efetuar x «- p (x, H^) teremos que efetuar
- 2 0>v - x av)
x * x + (ai ak - tai ak> ai} • 2----2-7---- 77
ai aj - (aiak )
■sendo que b^ - a^ x foi previamente computado. As­
sim ,
Computar Produtos
PRIMAL ‘ DUAL
a. a, i k n m
ai2 ak : n m
(a. a, ) a. ' v i k' i n m
Total 3n 3m
2 2 2 temos ainda que computar a. . a, , (a. av) e um
1 K 1 K
único quociente. Total: 3n + 3 ou 3m + 3.
A matriz D poderã ter no máximo dimensão n ou di­
mensão m, e sua resolução pelo método da diagona­
lização nos dará um total de (n3 + n2)/2 ou (m3 + m2) /2 
operações de multiplicação e quocientes,no máximo.
7. RESULTADOS DA APLICAÇÃO DO ALGORITMO
CAPÍTULO VII
7.1. RESULTADOS COMPUTACIONAIS OBTIDOS
O autor do presente trabalho elaborou um programa com­
putacional do algoritmo apresentado no capítulo anterior, escrito 
em linguagem FORTRAN IV23, e testou um conjunto de 70 problemas de 
PL de pequeno porte com o mesmo. Estes problemas foram gerados com 
os coeficientes da matriz A do problema clássico (1) de forma alea­
tória, distribuídos uniformemente entre -100 e +100, e os vetores 
b e c foram construídos de tal forma que todos os problemas tives­
sem solução ótima limitada.
Uma pequena inovação no programa computacional criado, 
que não consta na descrição do algoritmo, consiste em colecionar 
os índices de restrições violadas em PRIM e DUAL quando (n + m) 
projeções foram efetuadas. Tal medida heurística deve-se â idéia 
de permitir, a partir das (n + m) primeiras projeções, uma maior 
aproximação ao conjunto das soluções do PEPD. Assim, poderia criar- 
-se uma maior probabilidade de que a primeira coleção completa de 
índices que determinam a matriz D contenham os índices que deter­
minam D*.
23 Veja nos anexos
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Verifieou-se, a partir dos resultados, que:
a. soluções ótimas foram encontradas;
b. houve situações em que repetiram-se periodicamente 
as soluções de D x^ = bQ e DT y^ = c^, portanto 
formando um laço infinito sem encontrar a solução 
ótima;
c. ocorreram casos em que o numero de projeções supe­
rou o limite previsto para 2000 projeções, mesmo 
sem a ocorrência do fenômeno descrito em (b).
A tabela estatística (1) apresenta a descrição dos re­
sultados obtidos, de forma que:
. as 3 primeiras colunas indicam a ordem sequencial 
dos problemas e seus tamanhos, em termos de número 
de restrições m (fora as não-negatividades) e núme­
ro de variáveis n;
. a coluna 4 indica o número de projeções efetuadas 
ate a parada de execução de cada problema;
. a coluna 5 indica o número de sistemas Dx^ = b^ e 
T
D yD = CD resolvidos no caso (a). Indica LOOP se 
ocorreu o caso (b), e indica EXC se ocorreu o caso
(c).
TABELA 1
DADOS ESTATÍSTICOS SOBRE OS PROBLEMAS TESTADOS
7 2 '
PROBLEMA ' TAMANHO ' N0MERO DE
1
NÚMERO DE
NÚMERO m n PROJEÇOES SISTEMAS
1 3 5 16 3
2 3 5 13 1
3 3 5 77 1
4 3 5 66 3
5 3 5 40 2
6 3 5 262 2
7 3 5 16 2
8 3 5 57 2
9 3 5 59 2
10 3 5 271 3
11 3 J 167 3
12 5 . 3 5 3 1
13 5 3 79 2
1A 5 3 22 1
15 5 3 11 1
16 5 3 81 2
17 5 3 107 3
18 5 3 192 3
19 5 3 124 1
20 5 3 141 2
21 5 3 14 1
22 4 6 273 2
23 4 6 1958 3
24 4 6 63 1
25 4 6 885 3
26 4 6 126 2
27 4 6 384 3
28 4 6 > 2000 EXC
29 4 6 50 1
30 4 6 60 1
31 4 6 > 2000 LOOP
32 6 4 > 2000 LOOP
33 6 4 101 2
34 . 6 4 37 2
35 6 4 > 2000 EXC
36 6 4 68 2
37 6 4 > 2000 LOOP
38 6 • 4 > 2000 LOOP
39 6 4 518 1
40 6 4 1716 4
41 6 4 514 0
42 4 8 > 2000 LOOP
43 4 8 > 2000 LOOP
44 4 8 895 3
45 4 8 62 2
46 4 8 85 2
47 8 4 145 4
48 8 4 515 4
49 8 4 > 2000 EXC
50 8 4 > 2000 EXC
51 8 4 45 1
52 8 4 24 1
53 10 6 45 1
54 10 6 91 2
55 10 6 > ZOOO EXC
56 10 6 > 2000 EXC
57 10 6 > 2000 EXC
58 6 10 • > 2000 LOOP
' 59 6 10 574 2
.60 6 10 > 2000 EXC
61 6 10 84
62 6 10 613
63
64
3
7
6
3
49
44
1
65 5 5 1936 1
■ 66 - .8 . 4 24 1
67 4 9 ' 458
68 9 4 81 1
69 8 6 1998 1
70 . 12 6 96 2
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7.2. INTERPRETAÇÃO DOS RESULTADOS
A verificação da tabela (1) permite concluir o seguin­
te :
a. em 78,61 dos casos examinados foi encontrada a so­
lução ótima, e nos demais 21,41 não;
b. a proporção de problemas em que a solução ótima não 
foi encontrada aumenta sensivelmente com o tamanho 
do problema;
c. apenas em um caso ocorreu não haver necessidade de 
resolver sistemas lineares, por encontrar-se o ve­
tor x, após determinado número de projeções, sufi­
cientemente próximo da solução ótima, denrtro dos li- 
limites da tolerância admitida pelo programa;
d. nos demais casos em que foi encontrada a solução 
ótima, o número de sistemas do tipo
D XD = bD e D yD = CD 
resolvidos ficou limitado entre 1 e 4, com a dis­
tribuição de freqüências dada pela tabela 2.
Alem disso, o autor do presente trabalho submeteu os
casos de insucesso a outro programa computacional, via simplex.
Constatou que nestes casos, a última solução do sistema D = b^ 
T
e D = Cp , antes da parada pèlorãtgoritmo;apresentado, encon­
trava-se bastante próxima da solução ótima do problema, apesar de 
sua não-viabilidade.
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Tabela 2
OCORRÊNCIA DE RESOLUÇÕES DE 
SISTEMAS LINEARES
NÚMERO DE NÜMERO DE
SISTEMAS CASOS
1 20
2 20
3 11
4 3
TOTAL 54
CAPÍTULO VIII
8. CONCLUSÃO
8.1. ANÁLISE DOS RESULTADOS
i
Para que um algoritmo seja competitivo com os demáis, 
é' necessário que alem de possuir todas as qualidades dos demais ja 
existentes, quer em termos de operacionalidade eanálises efetuadas, 
quer em termos de facilidade de implantação computacional, ou ainda 
em precisão computacional dos resultados, o mesmo ofereça pelo me­
nos alguma outra vantagem que os demais não possuam.
Conforme a tabela (1) e sua interpretação na seção 7.2. , 
podemos concluir que o algoritmo proposto neste trabalho não ê um 
bom instrumento de resolução de problemas de PL, mesmo no caso de e- 
xistência de solução ótima limitada, visto já existirem hoj e progra­
mas computacionais implantados que resolvem problemas de PL de mais 
de 10.000 restrições e variáveis, indicando inclusive a inexistên­
cia de soluções viáveis e a não-existência de solução ótima limita­
da.
A deficiência do algoritmo proposto apresenta-se prin­
cipalmente em dois pontos. 0 primeiro deles é a de que o algoritmo 
proposto não garante encontrar a solução ótima limitada, mesmo caso 
ela exista. Conclui-se desta forma que, mesmo que as projeções en­
tre os hiperplanos aproximem o vetor x do problema de PL de sua so-
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luçao ótima limitada, a solução dos sistemas lineares podem afas­
tar o vetor x da solução ótima limitada, pois senão a repetição do 
mesmo sistema linear não poderia ocorrer. 0 outro ponto esta rela­
cionado ã indeterminação de sua complexidade-tempo. Mesmo que a 
solução otima seja encontrada, não hã meios de determinar o núme­
ro de projeções e resoluções de sistemas lineares em função do ta­
manho do problema. Podemos calcular apenas a complexidade-tempo de 
seus-passos.
8.2. CONSIDERAÇOES FINAIS
Faz-se assim necessário um desenvolvimento da teoria 
envolvida, de modo a incorporar instrumentos ao algoritmo propos­
to ou então modificar o algoritmo.
Seria importante também que se conseguisse generali­
zar a equação de determinação do ponto limite de uma seqüencia de 
projeções ortogonais entre dois hiperplanos para uma situação i- 
dentica envolvendo maior número de hiperplanos. Desta forma , o 
ponto-limite calculado satisfaria um maior número de restrições, 
em media.
Devido ã ocorrência, em alguns casos, da repetição de 
sistemas lineares e suas soluções, o que cria um laço infinito, 
seria interessante pesquisar um modo de evitá-lo. Poderia talvez 
ser conseguido se for possível determinar qual dos hiperplanos da 
coleção que forma a matriz D do sistema repetido não contêm o vér­
tice da solução ótima, ou o mais provável neste sentido. Desta 
forma, poderia criar-se um método de eliminação e posterior subs­
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tituição que levasse à solução ótima do problema. Outra causa pos­
sível da ocorrência destas repetições é a falta de precisão numé­
rica computacional,o que pode acarretar erro decisório na escolha 
da restrição violada mais distante, devido â falta de precisão no 
cômputo das distâncias euclidianas.
Nos problemas testados pelo autor deste trabalho, nos 
casos em que ocorreu insucesso, a solução^finalenGontradaatr-avês 
da resolução de sistemas lineares, antes da parada do algoritmo, 
ê bem próxima da solução ótima. Isto sugere um ponto positivo em 
favor do algoritmo, se levarmos em conta que nos modêlos reais ra­
ramente temos restrições rigidamente fixas. Isto e, uma restrição 
do tipo
a. x < b . i = i
no modelo matemático nao significa que a mesma restrição correspon­
dente real não admita uma pequena tolerância em sua mão direita, de 
forma que
ai * i bi í íí . q  5 o
expresse melhor a restrição considerada.
Assim, uma solução encontrada pelo presente algoritmo, 
próxima da solução ótima do problema (1), mesmo que inviável, po­
derá se tornar uma solução viável quando admitidas certas tolerân­
cias incorporadas âs restrições. Podera ser tão boa quanto a 
solução ótima para (1).
Sob este prisma, uma boa sugestão ê a de aperfeiçoar o 
algoritmo de modo que se crie uma regra de parada fim função do 
conjunto de tolerâncias admitidas.
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A N E X O  1
ESPECIFICAÇÃO DOS CARTÕES DE ENTRADA
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COLUNAS 
1 à 2
COLUNAS 
1 à 52
COLUNAS 
Í a 3 
4 â 6 
7 à 9
10 a 12
CARTÃO TIPO 1
CAMPO DESCRIÇÃO FORMATO
1 Número de problemas a resolver 12
CARTÃO TIPO 2
CAMPO DESCRIÇÃO FORMATO
1 Título do problema 13A4
CARTÃO TIPO 3
CAMPO DESCRIÇÃO FORMATO
1 Número de restrições do problema (m) 13
2 Número de variáveis do problema (n) 13
3 Controle do formato da entrada da ma- 13
triz dos coeficientes do problema
0 = forma não compacta (cartão
tipo 4)
1 = forma compacta, lê apenas
os coeficientes não nulos 
(cartão tipo 5)
4 Controle da impressão do problema 13
0 = não imprime
1 = imprime
O problema a resolver deve apresentar-se na forma
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T . .
c x sujeito a
b
0
e serã lido segundo o formato do cartão tipo 4 ou cartão tipo 5. 
As m primeiras linhas contém, cada uma, (n + 1) coeficientes lidas 
na ordem
a• , a. , • •. •, a• , b . (1 — i — m)
X1 2 n
e a última linha lida contêm os coeficientes da função objetiva
C1 ’ c2’ *'*’ cn*
CARTÃO TIPO 4
DESCRIÇÃO FORMATO
Coeficiente da Ia coluna da i-êsima FIO.2 
linha do problema
Q  ^
Coeficiente da 2-r coluna da i-esima FIO. 2 
linha do problema
n  ^
Coeficiente da 8-s- coluna da i-esima FIO.2 
linha do problema
Observação: Se o número de colunas (n + 1) exceder 8, ê necessário 
adicionar mais cartões do tipo 4 para a i-ésima linha. 
Um segundo cartão tipo 4 contém os coeficientes a par­
tir da coluna 9, até a coluna 16, no máximo, e assim 
por diante.
COLUNAS CAMPO 
1 ã 10 1
11 ã 22 2
71 à 80 8
Max Z =
Ax =
>
x =
83
Devem ser colocados cartões tipo 4 desde i = 1 atê
i = m + 1. 0 mesmo vale para cartões tipo 5,caso se deseje a for­
ma compacta.
COLUNAS CAMPO
1 à 2
3 à 12
13 à 14
15 a 24
25 a 26
27 a 36
3
4
5
6
CARTÃO TIPO 5
DESCRIÇÃO
Coluna do coeficiente não nulo da i- 
-êsima linha
Valor do coeficiente a i-ésima linha 
e coluna especificada no campo ante­
rior
Idem, campo 1 
Idem, campo 2 
Idem, campo 1 
Idem, campo 2
FORMATO
12
FIO . 2
63 à 72 12 Idem, campo 2
12 
F I O . 2 
12 
F I O . 2
F I O . 2
Observação: Em cada cartão tipo 5, cabem até 6 coeficientes não- 
-nulos da i-êsima linha com as suas respectivas colu­
nas no problema. Este cartão devera ser repetido o nú­
mero de vezes que se fizer necessário para a linha i. 
Se o último cartão da linha i estiver com os campos 
completos, deve ser inserido um cartão em branco.
A N E X O  2
PROGRAMA COMPUTACIONAL DO ALGORITMO
APROXIMATIVO DE PROGRAMAÇÃO LINEAR
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D I M E N S I O N  V A L (6) , I T E M P < 6 ) ,T I T U L O (13)
C O N M O N  AB <10 0 , 1 0 0  ,X1200) , XNCRM (2 0i)  , K AT IN J ( 2 0 CC ) , KPC ( 2 , 20 C ) 
C O M M O N  D ( 1 0 0 , 10 0)  , A < 1 0 0 , 1 0 0 ) , K * N , M 1 * N I ,NM 
NI = 1 
N0 = 3 
K T O T = 0
R E A D (N I , 6 0 )NPROB
1 K T O T = K T O T + I
I F ( K T O T - N P R O B ) 2, 2, 4 2
2 W R l T E < N 0 , 6 l ) K T O T
R E A D  (NI ,62) ( T I T U L O U  ) ,1 = 1 ,13)
W R I T E ( N O , 6 2 ) ( T I T U L O í I ),1=1,13)
R E A D Í N I , 6 3 ) M , N , L , K  
M 1 = M + 1 
N 1= N+ 1 
N M = N + M
I F ( L - l ) 3,5,5
3 DO A 1 = 1 , Ml
R E A D ( N I , 6 4 ) ( A G ( I , J ) , J = 1 , N 1 )
4 C O N T I N U E  
GO TO 11
5 DO 10 1 = 1 , Ml
DO 6 J = 1» NI
A 8 (I , J ) = C • 0
6 C O N T I N U E
7 R E A D  (NI ,65) ( I T E N P ( L ) , V A L (L ),L = 1 ,6)
DO 9 J = 1 ,6
8 L = I T E M P ( J )
A B Í I , L ) = V A L Í J )
9 C O N T I N U E  
GO TO 7
10 C O N T I N U E
11 I F ( K ) 1 4 , 1 4 , 1 2
12 W R I T E (N O , 6 6 ) M, N
WR I TE í N O  , 67) (J,J = 1,N)
DO 13 1 = 1 , Ml
W R I T E Í N 0 , 6 8 ) í A B < I , J ) , J = 1 , N 1 )
13 C O N T I N U E  
W R I T E ( N 0 , 6 9 )
14 DO 16 1 = 1 , M
T=0. 0
DO 15 J = 1 , N
T = T + A B Í I , J ) * * 2
15 C O N T I N U E  
XNORMÍ I ) = SQ R T (T )
16 C O N T I N U E
DO 18 J =1 ,N 
T = 0. 0
DO 17 1 = 1 , M
T = T + A B (I , J)**2
17 C O N T I M U E  
X N O R K Í M + J ) = S Q R T Í T )
18 C O N T I N U E  
T=0 . 0
DO 19 J = 1 , N
T= T + A B (M l ,J )**2
19 CON T I NU E
00 20 I=1 » M
T= T+A B II , N1 )* * 2
20 CO N TI N UE
XN O R M 1N M + 1 ) = SQRT ( T )
DO 21 1 = 1 , NM 
X < I )=0.0
21 C O N T IN U E 
NM1=N M+ 1 
NUM = 0
IMP 0S S=0 
NRE S=0
22 CALL T E S T E U  I , 0 . C O I ,DM A I O R ,F AT,SI N A L , Z ,W ) 
IF( IND.EQ .O JG O TC 23 
W R I T E J N 0 , 7 6 ) N U M , N R E S
23 IF (1 1 ) 2 A , 24,25
24 W RI TE ( N 0 , 7 0 ) N U M » N R £ S , Z  
W R I T E ( N O , 71) í X 11 ) , 1 = 1 ,N)
GO TO 1
25 N U M = N U M + 1
IF (N U M . L E . 2 0 0 0 ) GC TO 99 
WRI T E ( N O , 75)
GO TO 1 
99 K A T I N J (NUM ) = II
CALL SI S T U I  ,NUM, LP,LD,NP,ND, IND,NNN) 
I F U N O . E Q . O Î G O  TC 95 
CALL RE SO L (N N N, l MP OS S )
NRE S=NRES +1  
IF (IMPO S S ) 80,80,95
80 JJ=0
DO 83 J = 1, N
IF (KPD U N D »  J+K) ) 81,82 ,81
81 JJ=JJ+1
X ( J ) = A (J J , N N N + 1 )
GO TO 83
82 X(J)=0.
83 CON T IN U E 
NN1=NNN+1
DO 85 1 = 1 , NN1
DO 84 J = I » NN1 
T E M P = D (I,J)
Di I , J ) = D ( J , I )
D (J , I ) = T E M P
84 CONTINU E
85 C ON T I N U E  
JJ = 0
CALL RE SOL ( N NN » I P.PGSS )
DO 88 J = 1 , M
IF (K P D (IND,J) )86,87,86
86 JJ=JJ+1
X(J+N)=A(JJ ,N N1 )
GO TO 88
8 7 X (J + N )=0.
88 C ONTIN UE
87
W R I T E ( N O , 71) ( X (I ) , 1 = 1 ,NM)
GO TO 22 
95 I F ( N U M - 3 ) 3 1 » 2 6 » 2 6
26 I F ( M A R C A ) 2 7 * 2 7 , 3 1
27 I F ( K A T I N J ( N U M ) - K A T I N J ( N U M - 2 ) ) 3 1 » 2 8 , 3 1
28 CA LL  P R O J ( F A T , NU M  , I M p C S S , M A R C A )
I F ( I M P O S S ) 2 2  ,22 ,29
29  W R I T E (NO» 74)
GO TO 1
31 M A R C A = 0  
I F ( I I - M ) 3 2 » 3 2 , 3 4
32 Y = D M A I O R / X N O R M ( I I )
00 33 J = 1, N
XÍ J)=X( J ) - Y * A B U I , J )
33 C O N T I N U E  
GO TO 22
34 I F ( I I - N M ) 35» 3 5 » 3 7
35 Y = D M A I O R / X N O R M {I I )
DO 36 I = I » M
X ( N + I ) = X ( N + I ) + Y * A B ( I , I  I-M)
36 C O N T I N U E  
GO TO 22
37 IF ( I I - N M - 1 ) 3 8 , 3 8 , 4 1
38 Y = S I N A L * D M A I 0 R / X N 0 R M ( N M + 1 )
DO 39 J -1 » N
X í J ) = X < J ) - Y * A 8 ( M 1 , J )
39 C O N T I N U E
DO 40 I= 1»M
X ÍN +I )= XÍ  N + n + Y * A 8 1 I , N l )
40 C G N T I N U E  
GO TO 22
41 X ( I I - 1 0 0 0 ) = 0 . 0  
GO TO 22
42 STOP
60 FORMA T ( I2 J
61 F O R M A T ! 4 ( / ) , 1 0 X , » P RO B LE MA  N U M E R O » , 1 4 , / / , * T I T U L C »,/)
62 F O R M A T Í 13A4)
63 F O R M A T (413)
64 F O R M A T ( 8 F 10« 2)
65 F G R M A T ! 6 ( I 2 , F 1 0 . 2 )  )
66 F O R M A T * / , 10X » * N U M E R O  DE R E S T R I C G E S = *  » 1 4 , 9 X , * N U M E R O  DE V A R I A V E 1 S = %  
* 1 4 , 6 ! / ) , 2 0 X , »MATRIZ DE D A DO S» )
67 F O R M A T ! / , 1 0 ! / , 2 X , 1 0 ( 9 X , 12)) )
68 F O R M A T ( / , 1 0 ! 5 X , 1 C !F 1 0 . 2 , 1 X )))
69 F O R M A T ! / , 1 2 0 ( '*• ) )
70 F O R M A T ! / / , 9 X , • S O L U C A O  O T I M A  A P O S * , 1 5 , 3 X ,•P P C J E C G E S •, 3 X ,» N U M E R O  DE 
* R E S O L U C O E S  DE S I S T E M A S = •, 1 3 , / » 9 X , •V A L O R  DA F U N C A C  O E J E T I V O  = • ,F15.2 
*»/» 9X , * VETOR X*)
71 F O R M A T l / , 5 X » 1 0 F 1 C . 4 )
7 3 F O R M A T ! / » 1 0 X ,’N U M = ,» I 4 , 2 X , ,V I G L = * , I 5 » 2 X » ,D l S T = f »F8.3)
74 F O R M A T ! / , 1 0 X 0 P R O B L E M A  N AG  POSSUI S O L U C A C  O T I ? ^  L I M I T A Ü A *  )
75 F O R M A T ( / » 10X * * 0 N U M E R O  DE P R G J E C C E S  S U P E R O U  C L I M I T E  P R E V I S T O ' )
7 6 F O R M A T ! / , ' P R O J = • , I4 , 3 X , •R E S G L = •,13)
END
S U B R O U T I N E  T E S T E ( I I ,P R E C , D M A I C R , F A Ï , S I N A L , Z , W )
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C O M M O N  A B ( 1 0 0 , IOC) ,X(200) , X N C R M ( 2 0 1 ) , K AT I N J ( 20 CO ). K P C< 2 , 20 C ) 
C O M M O N  D ( 1 0 0,100) , A t I C O , 100) , M , N , M l , N I , N M
I 1 = 0
DMA 10R= 0« 0 
DO 4 1 = 1 , M 
Y=0. 0
DO 1 J= 1, N
Y = Y + A B ( I , J ) * X { J )
1 C O N T I N U E  
Y = A B (I , N l )-Y 
I F ( Y ) 2 , 4 , 4
2 D I S T = - Y / X N O R M ( I )
I F ( D I S T - D M A I O R ) 4,4,3
3 D M A I O R = D I S T
1 1 =1
FA T =  Y
4 C O N T I N U E  
DO 8 J= 1,N
Y=0. 0
DO 5 1 = 1 , M
Y = Y + A B ( I ,J)*X(N+I )
5 C O N T I N U E  
Y = A B (M 1,J )-Y 
IF < Y )8, 8,6
6 D I S T = Y / X N O R M (M + J )
I F (D IS T - D M A I Ö R )8» 8 ,7
7 D M A I O R = D I S T  
I I=M+J 
F A T = Y
8 C O N T I N U E  
Z = 0.0
DO 9 J= 1, N
Z = Z + A B I M 1 , J )*X{J)
9 C O N T I N U E
w=o
DO 10 1 = 1 , M
W = W + A B  íI , N I ) * X {N + I )
10 C O N T I N U E
Y = Z-W
D IST=ABSi Y / X N O R M ÍNM+1) )
I F ( D I S T - D M A I O R ) 12 , 1 2 , 1 1
11 D M A I G R = D I S T  
S I N A L = A B S Î Y ) / Y  
II=NM+1
F A T = - Y
12 DO 15 J = 1 , N M
IF t X (J ) ) 1 3 , 1 5,15
13 D I S T = - X ( J  )
I F (D IST-D M A I 0 R ) 1 5 , 1 5 , 1 4
14 D M A I O R = D I S T  
II = 1 C 0 0 + J
FA T = - X (J )
15 C O N T I N U E
I F (DMA IOR-PR EC ) 1 6 , 1 7 , 1 7
16 11=0
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17 R E T U R N  
END
S U B R O U T I N E  P R O J <F A T , N U M , I M P C S S ,M A R C A )
C O M M O N  A B ( 1 0 0 * I O C ) , X < 2 0 0 ) , X N 0 R M ( 2 0 1 ) , K A T 1 N J < 2 0 C C ) , K P C 1 2 , 2 0 C )  
C O M M O N  D { 1 0 0 , 1 0 0 ) * A (I C O , 1 0 0 ) » M , N ,M 1,N 1 ,KM 
D I M E N S I O N  Cl 2 , 2 0 C ) ,NN 1 2 ) , XX i 2)
M A R C A = 1  
DO 2 1=1,2
DO 1 J = 1 , N M
C U ,  J ) = 0 . 0
1 C O N T I N U E
2 C O N T I N U E
N N ( 1 ) = K A T I N J ( N U M )
N N {2)= K A T I N J  i N U M - 1 )
DO 13 1=1,2
I F ( N N ( I ) - M ) 3 , 3 , 5
3 DO 4 J = 1 , N
C{ I , J ) = A B < N N i I ) , J )
4 C O N T I N U E
XXCI ) = X N 0 R M ( N N‘(I})**2 
GO TO 13
5 IF { N N ( I ) - N M ) 6 , 6 , 8
6 DO 7 J = 1, M
C ( I * J + N ) = A B { J , N N < 1)-^)
7 C O N T I N U E
XX(I ) = X N O R M ( N N ( I ) ) **2 
GO T O  13
8 I F {N N { I ) - N M - l )9,9,12
9 DO 10 J = 1 , N
C U ,  J ) = A B ( M 1 , J)
10 C O N T I N U E
DO 11 J = 1 , H
C U ,  J + N ) = - A B i  J,N1)
11 C O N T I N U E
X X U  ) = X N O R M {N N U  )) **2 
GO TO 13
12 Ci I , N N U ) - 1 0 0 C ) = 1 . 0  
X X U )  = 1.0
13 C O N T I N U E  
AIAJ = 0 . 0
DO 14 J = 1 ,NM
A I A J = A I A J + C U  , J ) * C ( 2 , J )
14 C O N T I N U E
D EN = XXC 1 ) * X X ( 2 ) - A I A J * * 2  
I F i D E N ) 1 6 , 1 5 , 1 6
15 I M P O S S = 1 
R E T U R N
16 I M P 0 S S = 0
f a t = f a T/ d e n  
DO 17 J = 1 , NM
X( J ) = X ( J ) + ( X X ( 2 ) * C ( l f  J ) - A I A J * C t 2 « J )  )*FAT
17 C O N T I N U E  
R E T U R N  
END
S U B R O U T I N E  SI S T ( II , N U M ,L P ,L D , N P ,N D ,I N O ,K N N )
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C O M M O N  AB ( 1 0 0 , I O C ) , X ( 2 0 0 ) , X N 0 R M ( 2 0 l ) , K A T I N J (20C O )•K P C t 2 , 2 0 C )
C O M M O N  D ( 1 0 0 , 1 0 0 ) , A ( 1 0 0 , I C O ) , M , N , M l , N I , N M
IND=0
I F {N U M - N M ) 2 7  ,1 ,4
1 DO 2 J= 1* M
KPD ( 1, J) = 0 
K P D Í 2 , J)=l
2 C O N T I N U E
DO 3 J=M1,NM 
K P D ( 1,J )= 1 
KPD< 2 , J) = 0
3 C O N T I N U E  
N N N = 0
LP = 0 
t_D=0
4 IF (N N N . N E . 0 ) GO TG 1 
IF ( II-M »5,5,7
5 I F ( K P D ( 1 , 1 1 ) ) 2 7 , 6 , 2 7
6 K P D (1 » 1 1 ) = 1 
L P = LP+1
GO TO 16
7 IF { I I - N M )8,8 ,10
8 I F Í K P D Í 2 , 1 1 ) ) 2 7 , 9 , 2 7
9 K P D ( 2 , I I ) = 1  
L D = LD+1
GO TO 16
10 I F ( 1 1 - 1 0 0 0 ) 2 7 , 2 7 , 1 1
11 IF { II-i G O O - N ) 1 2 , 12,14
12 I F ( K P D C 1 , I I - 1 0 0 0 + M ) ) 1 3 , 2 7 , 1 3
13 KPD ( 1, 1 1 - 1000+ M ) =0 
L P = LP+1
GO TO 16
14 I F ( K P D Í 2 , I I - 1 0 0 0 - N ) ) 1 5 , 2 7 , 1 5
15 K P D ( 2 , 1 I - 1 0 0 0 ~ N ) = 0  
L D = L D + 1
16 I F ( L P - N ) 1 8 , 1 7 , 1 7
17 IND=1
GO TO 20
18 IF (L D - M ) 2 7 , 1 9 , 1 9
19 IND=2
20 IL=0
DO 24 1 = 1 , M
I F ( K P D (I N D , I ) )21,24,21
21 IL=IL+l 
JL=0
DO 2 3 J = 1,N
IF ( K P D (I N D ,J + M ) ) 2 2 , 2 3 , 2 2
22 J L = J L + 1
D( IL,JL) = A B U  ,JJ
23 C O N T I N U E
D ( I L , J L  + 1 )=ABÍI ,N1 )
24 C O N T I N U E
N N N = I L  >
JL = 0 •
CO 26 J = 1 ,N
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IF I K P D {IND,J + K ) >2 5, 2 6 , 2 5
25 J L = J L + 1
D {N N N + l ,J L ) = A B (K1 , J )
26 C O N T I N U E  
N N 1 = N N N + 1  
D i N N l t N N l ) = 0 .
27 R E T U R N  
END
S U B R O U T I N E  R E S O L (N * I M P O S S )
C O M M O N  A B U 0 0 , 1 0 C J , X < 2 0 0 )  , X N G R M  i 201) » K AT IN J< 2 0 C 0  ), KPC1 2 , 20 C ) 
C O M M O N  0 ( 1 0 0  , l O O ) t A ( l O O f l O O )
N 1 = N + 1  
DO 2 1 = 1 , N
DO 1 J =1 , N 1
A I I , J ) = D ( i , J )
1 C O N T I N U E
2 C O N T I N U E
DO 14 K = 1,N
T E M P = A B S i A ( K , K ) )
I T EM P= K 
DO  4 I = K ,N
I F i T E M P - A B S ( A ( I , K ) ))3,4 ,4
3 T E M P = A B S ( A  M , K ) )
ITEMP=I
4 C O N T I N U E
IF (T E M P—0. 0 0 1  )5 *5 , 6
5 IMPO SS=1 
R E T U R N
6 IF 1 1 T E M P - K ) 7 , 9 , 7
7 DO 8 J =l , N l
T E M P = A i K , J )
A t K , J ) = A U T E M P , J )
A I I T E M P , J ) = T E * P
8 C O N T I N U E
9 P I V O = A {K , K )
DO 10 J= K, N1
A ( K , J ) = A « K , J ) / P I V 0
10 C O N T I N U E
DO 13 1 = 1 , N
IF (I -K ) 1 1 113 » 11'
11 T E M P = A i I , K )
DO  12 J=K*N1
A U  »J) = A C I , J ) - T E K P * A ( K , J i
12 C O N T I N U E
13 C O N T I N U E
14 C O N T I N U E  
R E T U R N  
END
LISTAGEM DE SAÍDA DO PROGRAMA
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