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On the Riesz decomposition property and the interpolation
property of stopping times
Liang Hong
Abstract. It is known that random variables have the Riesz decomposition
property and the interpolation property. These properties are not only inter-
esting in their own rights; they have been applied to quantitative finance and
actuarial mathematics. One would naturally ask whether the same holds for
stopping times. We give an affirmative answer in this paper. We also point
out that optional times possess these two properties too.
1. Introduction
Many properties of stopping times have been studied extensively by researchers
in probability. Important early papers include Aldous (1978), Dellacherie (1973),
Dellacherie and Meyer (1975), Dudley and Gutmann (1977), Meyer (1969, 1972,
1978). Dellacherie and Meyer (1978), He et al. (1992) and Protter (2005) each
provide an excellent summary of the basic properties of stopping times. The search
for new properties of stopping times is an ongoing effort. Recently, Bass (2010,
2011), Fisher (2013), Kobylanski et al. (2011) and Wu et al. (2012) gave some in-
teresting new results. In this paper, we show that stopping times possess the Riesz
decomposition property (Theorem 3.1) and the interpolation property (Theorem
5.1). The motivation for this work is two-fold: (1) It is well-known that random
variables have the Riesz decomposition property and the interpolation property
(cf. Aliprantis and Burkinshaw 1985); hence it is natural to ask whether the same
holds for stopping times; (2) the Riesz decomposition property and the interpola-
tion property of random variables have been applied to quantitative finance and
actuarial mathematics (cf. van Heerwaarden 1989, 1991); we would expect the
results in this paper to be applied to other fields in the future. Our results also
indicate that the space of stopping times is quite “dense”.
In the past decade, a theory of measure-free martingales and Riesz-space-valued
stochastic processes started to appear in the literature (See Kuo et al. 2004, 2006
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and Grobler 2010, 2011). These works intend to generalize the theory of real-valued
martingales to Riesz-space-valued martingales. We would like to point out that our
work is not in this direction, although we will also employ the machinery from the
theory of Riesz spaces.
2. Notations and Setup
We assume that readers are familiar with the general theory of stochastic pro-
cesses . For a detailed account, see Dellacherie and Meyer (1978), He et al. (1991)
and Protter (2005).
Here and throughout, the following notations will be used to denote differ-
ent sets of numbers: Z+ = {1, 2, ...}, R = (−∞,+∞), R = [−∞,+∞], R+ =
[0,∞), R+ = [0,∞]. Our discussion will always be based on a fixed filtered mea-
surable space (Ω,F , (Ft)t>0), that is, a measurable space (Ω,F) equipped with a
filtration (Ft)t>0. Note that we do not impose any probability measure on the
space. To the best of our knowledge, such an approach was first adopted by Yan
(1981) and later used in He et al. (1992). Recall that an R+-valued random vari-
able T on (Ω,F) is called a stopping time with respect to (F)t>0 if [T 6 t] ∈ Ft
for each t > 0. Likewise, an optional time (also called stopping time in the wide
sense) with respect to (F)t>0 is an R+-valued random variable T on (Ω,F) such
that if [T < t] ∈ Tt for each t > 0. We define
TR = {T : T is an R-valued stopping time on (Ω,F) with respect to (F)t>0},
and
T = {T : T is a stopping time on (Ω,F) with respect to (F)t>0}.
Clearly, TR ⊂ T . We will often omit the reference filtration (Ft)t>0 when no
confusion may arise. The abbreviation “r.v.” will denote “random variable”.
We will need an important theorem from the theory of Riesz spaces to establish
our main results. To make our presentation self-contained, we present the concepts
concerning Riesz spaces that are necessary for our presentation. For those who are
interested in more details (not necessary for this paper), we refer to Aliprantis and
Burkinshaw (1985), Aliprantis and Tourkey (2006), Luxemburg and Zaanen (1971)
and Zaanen (1997) .
A partially ordered set X is called a lattice if the infimum and supremum of
any pair of elements in X exist. A nonempty subsetW of a vector space X is called
a wedge if it is closed under addition and multiplication of nonnegative scalar, that
is,
(a) W +W ⊂W ,
(b) λW ⊂W for all λ > 0.
A wedge K is called a cone if K ∩ (−K) = {0}, where −K = {−x | x ∈ K}. A
real vector space X is called an ordered vector space if its vector space structure is
compatible with the order structure in a manner such that
(a) if x 6 y, then x+ z 6 y + z for any z ∈ X ;
(b) if x 6 y, then αx 6 αy for all α > 0.
3All vector spaces are assumed to be defined over R. If X is an ordered vector
space, then L+ = {x ∈ X | x > 0} is called the positive/standard cone of X . The
elements in L+ are said to be positive. The ordering of an ordered vector space is
called a vector ordering. Every cone induces a vector ordering on a vector space
X by defining x > y if and only if y − x ∈ K for x, y ∈ X . If A be a nonempty
subset of an ordered vector space X and x ∈ X , then A 6 x means y 6 x for all
y ∈ A. An ordered vector space is called a Riesz space (or a vector lattice) if it is
also a lattice at the same time. For any pair x, y in a Riesz space, x∨y denotes and
supremum of {x, y}, x∧ y denotes the infimum of {x, y}, and |x| denotes x∨ (−x).
3. The Riesz decomposition property of stopping times
Define the pointwise ordering 6 on T as follows. For S, T ∈ T , define S 6 T
if and only if S(ω) 6 T (ω) for every ω ∈ Ω. If a stochastic basis is considered,
i.e., a probability measure is present, one may consider the equivalence class of
almost-surely equal stopping times; hence the results in this paper will go through.
Since TR ⊂ T , the induced ordering on TR is the pointwise ordering defined in the
same way.
Let Y be the space of all R-valued random variables on (Ω,F). Then Y is
evidently a vector space and TR ⊂ X . Clearly, TR is closed under sum and mul-
tiplication of a non-negative scalar. Therefore, TR is a wedge. Since we also have
TR ∩ (−TR) = 0, where −TR = {−T | T ∈ TR}, TR is indeed a cone. However, TR
itself is not a vector space since it is not closed under scalar multiplication. There
are many other choices of the vector space Y for TR to be a cone of Y . For example,
the space of all functions on Ω and the space of all F∞-measurable functions on
Ω, where F∞ = ∨t>0Ft = σ(∪t>0Ft). Usually, it is desirable to find the smallest
vector space that contains TR as a cone, that is, the vector space 〈TR〉 generated
by TR. To this end, we put
X = {S : S is an R-valued r.v., [S+ 6 t] ∈ Ft, [S
− 6 t] ∈ Ft, ∀t > 0},
where S+ = S ∨ 0 and S− = (−S) ∨ 0 are the positive part and the negative part
of S, respectively. We also equip X with pointwise ordering as defined above.
The following lemma is in the same spirit of a standard result in linear algebra.
Lemma 3.1. X is the vector space generated by TR, that is, X = 〈TR〉.
Proof. It is obvious that TR ⊂ X . The vector space 〈TR〉 can be expressed
as
〈TR〉 = {α1S1 + ...+ αnSn|n ∈ Z+, αi ∈ R,Si ∈ T , i = 1, 2, ..., n}.
Take any α1S1 + ... + αnSn ∈ 〈TR〉, where n ∈ Z+, α1, ..., αn are real numbers
and S1, ..., Sn are stopping times. Without loss of generality, we may assume that
α1, ..., αk are nonnegative, and αk+1, ..., αn are negative for some 1 6 k 6 n. Since
TR is closed under nonnegative multiplication and sum, we see that α1S1 + ... +
αnSn = T1 − T2, where T1, T2 ∈ TR. It follows that 〈TR〉 = X . 
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We are mainly interested in TR not X . However, X serves as an important
auxiliary space as we shall see.
Lemma 3.2. X under the pointwise ordering is a Riesz space.
Proof. It is ready to verify that the pointwise ordering is a partial order on
T . Also, X is a real vector space by Lemma 3.1. Clearly, the pointwise ordering is
compatible with the vector structure of X , that is, X is an ordered vector space.
Next, choose two elements S1 and S2 in X . Evidently, S1 ∧ S2 is R-valued. In
addition, for each t > 0 we have
[(S1 ∧ S2)
+ 6 t] = [S+1 ∧ S
+
2 6 t] = [S
+
1 6 t] ∩ [S
+
2 6 t] ∈ Ft,
and
[(S1 ∧ S2)
− 6 t] = [S−1 ∨ S
−
2 6 t] = [S
−
1 6 t] ∪ [S
−
2 6 t] ∈ Ft.
Therefore, S1 ∧ S2 and S1 ∨ S2 both belong to X . 
The next result is a known result in the theory of Riesz spaces (cf. Theorem
15.5 and Corollary 15.6 in Luxemburg and Zaanen 1971).
Lemma 3.3. If X is a Riesz space, x, y1, ..., yn ∈ X where n ∈ Z+ and
|x| 6 |y1 + ...+ yn|,
then there exists x1, ..., xn ∈ X satisfying |yi| 6 |xi| for i = 1, ..., n and x =
x1+ ...+xn. Moreover, if x is positive, then x1, ..., xn can be chosen to be positive.
Theorem 3.1 (The Riesz decomposition property of stopping times). Suppose
S, T1, T2, ..., Tn are stopping times such that S 6 T1 + ... + Tn, where n ∈ Z+.
Then there exist stopping times S1, S2, ..., Sn such that S1 6 T1, ..., Sn 6 Tn and
S = S1 + ...+ Sn.
Proof. By induction n, it suffices to prove the result for the case n = 2.
For a stopping time T ∈ T , define
T n = T 1[T6n] + n1[T>n], n ∈ Z+.
Then Tn is stopping time and T
n 6 n. Moreover, we have
(3.1) T n 6 T n1 + T
n
2 .
Indeed, on the set [T1 6 n]
c∪ [T2 6 n]
c, we have T n1 > n or T
n
2 > n, implying (3.1);
on the set [T1 6 n]∩ [T2 6 n], we have [T 6 n] ⊂ [T1 6 n]∩ [T2 6 n], showing that
(3.1) holds too.
Since T n, T n1 , T
n
2 ∈ X and X is a Riesz space, Lemma 3.2 and Lemma 3.3
imply that there exists two R-valued stopping times Sn1 and S
1
n such that S
n
1 6 T
n
1 ,
Sn2 6 T
n
2 , and S
n = Sn1 + S
n
2 . Put
S1 = sup
n
Sn1 ,
S2 = sup
n
Sn2 .
Then S1 and S2 are stopping times; it is also clear that S1 6 T1 and S2 6 T2. It
remains to show that S = S1 + S2.
5Since (Sn1 +S
n
2 ) 6 supn S
n
1 +supn S
n
2 for all n ∈ Z+, supn(S
n
1 +S
n
2 ) 6 supn S
n
1 +
supn S
n
2 . Conversely, S
n
1 +S
n
2 6 supn(S
n
1 +S
n
2 ) for all n ∈ Z+; hence S
n
1 +supn S
n
2 6
supn(S
n
1 + S
n
2 ), which further implies supn S
n
1 + supn S
n
2 6 supn(S
n
1 + S
n
2 ) for all
n ∈ Z+. Therefore, we have supn(S
n
1 + S
n
2 ) = supn S
n
1 + supn S
n
2 . It follows that
S = sup
n
Sn = sup
n
(Sn1 + S
n
2 ) = S1 + S2.

Remark. The big picture of the above discussion can be delineated as follows.
To apply Lemma 3.3 to show the Riesz decomposition property holds for a class
of mathematical objects (for example, random variables), one will need a vector
space with a suitable ordering. But the space of stopping time is only a cone since
stopping times do not take negative values. In such a case, we often tactically
consider the vector space generated by such a cone. However, another difficulty
raises here: stopping times are R-valued, implying that T cannot generate a vector
space. To get around this difficulty, we first consider X = 〈TR〉 and then use a
truncated sequence of stopping times defined by (3.1).
4. The interpolation property of stopping times
Recall that an ordered vector space X is said to have the interpolation property
if for every pair of nonempty finite subsets A and B of X there exists a vector
x ∈ X such that A 6 x 6 B. A cone K of an ordered vector space X is said to be
have the interpolation property if X under the vector ordering induced by K has
the interpolation property. To prove or disprove that T has interpolation property
from first principles seems to be a formidable challenge. However, Riesz (1940)
showed that the interpolation property and the Riesz decomposition property are
equivalent for an ordered vector space. In view of Lemma 3.3, we have the following
result.
Theorem 4.1. The lattice cone TR has the interpolation property.
Remark. Indeed, TR satisfies the strong interpolation property, that is, for every
pair of nonempty subsets A and B of TR such that either A or B is finite and
A 6 B, there exists some T ∈ TR such that A 6 T 6 B. This follows from the fact
that 〈TR〉 = X and X is a Riesz space.
Next, we show that the space T of all stopping times has the interpolation
property.
Theorem 4.2 (Interpolation property of stopping times). T has the interpo-
lation property.
Proof. Let A and B be two finite subsets of T . Put
An = {T n | T ∈ A},
Bn = {T n | T ∈ B},
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where T n is defined by (3.1). By Theorem 4.1, there exists T n ∈ TR such that
An 6 T n 6 Bn, that is, for each n ∈ Z+ there exists an R-valued stopping times
such that T n1 6 T
n 6 T n2 for all T1 ∈ A and T2 ∈ B. Let T = supn Tn. Then T is
a stopping time and supn T
n
1 6 T 6 supn T
2
n for all T1 ∈ A and T2 ∈ B, proving
that A 6 T 6 B. 
5. The Riesz decomposition and the interpolation property of optional
times
Optional times also have Riesz decomposition property and the interpolation
property. The proofs are completely analogous. For the sake of brevity, we docu-
ment the following two theorems without proofs.
Theorem 5.1 (The Riesz decomposition property of optional times). Suppose
S, T1, T2, ..., Tn are optional times such that S 6 T1 + ... + Tn. Then there exist
optional times S1, S2, ..., Sn such that S1 6 T1, ..., Sn 6 Tn and S = S1 + ...+ Sn.
Theorem 5.2. The space of optional times has the interpolation property.
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