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Abstract
In this paper, we study the infinite-horizon expected discounted continuous-time optimal
control problem for Piecewise Deterministic Markov Processes (PDMPs) with both impulsive
and gradual (also called continuous) controls. The set of admissible control strategies is supposed
to be formed by policies possibly randomized and depending on the past-history of the process.
We assume that the gradual control acts on the jump intensity and on the transition measure,
but not on the flow. The so-called Hamilton-Jacobi-Bellman (HJB) equation associated to this
optimization problem is analyzed. We provide sufficient conditions for the existence of a solution
to the HJB equation and show that the solution is in fact unique and coincides with the value
function of the control problem. Moreover, the existence of an optimal control strategy is proven
having the property to be stationary and non-randomized.
Keywords: optimal control, piecewise deterministic Markov process, impulsive control,
discounted cost.
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1 Introduction
The objective of this paper is to study the infinite-horizon expected discounted continuous-time op-
timal control problem for Piecewise Deterministic Markov Processes (PDMPs) with both impulsive
and gradual (continuous) controls. PDMPs have been introduced in the literature by M.H.A. Davis
[6] as a general class of Markov processes involving deterministic motion punctuated by random
jumps. The motion of the PDMP {X(t)} depends on three local characteristics, namely the flow
φ, the jump rate λ and the transition measure Q, which specifies the post-jump location. Starting
from x the motion of the process follows the flow φ(x, t) until the first jump time T1 which occurs
either spontaneously in a Poisson-like fashion with rate λ(φ(x, t)) or when the flow φ(x, t) hits
the boundary of the state space. In either case the location of the process at the jump time T1:
X(T1) = Z1 is selected according to the transition measure Q(·|φ(x, T1)). Starting from Z1, the
next sojourn time T2 − T1 and post-jump location X(T2) = Z2 are selected. This gives a piecewise
deterministic trajectory for {X(t)} with jump times {Tk} and post-jump locations {Zk} which fol-
lows the flow φ between two jumps. A suitable choice of the state space and the local characteristics
φ, λ, and Q provides stochastic models covering a great number of problems of operations research
[6].
In this work, we study both types of control as described by M.H.A. Davis in his book [6]:
gradual control (also called continuous control in the literature) acting continuously in time on the
jump intensity λ and on the transition measure Q, but not on the flow φ, and impulsive control,
used to describe control actions that move the process to a new point of the state space at some
specific times. The goal is to minimize the infinite-horizon total expected discounted cost, which is
composed of a running cost and a cost associated to the jumps of the process, added to the total
cost each time the PDMP jumps. The set of admissible control strategies is assumed to be formed
by policies possibly randomized and depending on the past-history of the process. We also allow
interventions to occur even at natural jump epochs and at time t = 0.
A natural technique to solve the optimization problem under study is to characterize the value
function as a solution to the Hamilton-Jacobi-Bellman (HJB) equation. Our results follow this
approach. In Section 5, we provide sufficient conditions for the existence of a solution to the
integro-differential HJB equation in Theorem 5.5 and show that the solution of this optimality
equation is in fact unique and coincides with the value function of the optimization problem under
consideration. Moreover, the existence of an optimal control strategy is proven having the property
to be stationary and non-randomized in Proposition 5.6.
If the impulsive controls are absent then we have the classical PDMP. In this context, let us
mention the work [4] where the past dependent gradual control was considered. If the flow is
constant then the model transforms into the standard continuous-time Markov decision process.
Both the gradual and impulsive controls were studied in [8, 9] where more references can be found.
Gradual and impulsive controls have been extensively studied in the framework of PDMPs, see
for example the book [6], the recent work [11] and the references therein. When compared with the
PDMP literature, let us highlight [5, 6, 7] as the closest references to our work. It is important to
emphasize that in [6], the author chose to study separately gradual and impulse control problems in
order to get stronger results in each of these frameworks (see chapter 4, for continuous control and
chapter 5, for impulsive control). In [5, 6, 7], the gradual control strategy was chosen among the set
of piecewise open loop policies, that is, stochastic kernels or measurable functions that depend only
on the last jump time and post jump location (only measurable functions were considered in [5]).
Time interval up to the next intervention is non randomized. For a more detailed description of
this class of control, the reader may consult sections 44 and 46 in [6]. Moreover, it was postulated
that for any control strategy the process is non explosive. In [6, section 46] and [7], the parameters
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of the model were roughly speaking Lipschitz continuous and the sets of feasible actions were state
independent. It is shown in [6, section 46] that a weak form of the Bellman equation gives a
necessary and sufficient condition for optimality in the context of gradual control. Note also that
the authors of [6, 7] considered the case of the controlled flow. The definition of interventions in
[5] were very specific and the cost functions were assumed to be positive. In [6, section 54], it is
shown in the context where only impulsive controls are allowed that the value function is the unique
fixed point of the operator associated to the implicit optimal stopping problem and assuming that
the parameters of the model are loosely speaking Lipschitz continuous, it is proved that the value
function is the unique solution of a set of quasi-variational inequalities. It should be emphasized
that we consider a broaden class of control strategies (possibly random and depending on the past-
history of the process and taking values in the state-dependent action spaces), instead of the open
loop policies for the gradual control, deterministic time interval up to the next intervention and
fixed action sets as in [6, 7]. Besides, we impose the standard continuity-compactness conditions
which are needed for the proof of the solvability of the HJB equation. Another main novelty is
that we provide sufficient conditions based on the three local characteristics of the process φ, λ, Q
to guarantee the process is non explosive under any control strategy with finite cost. As far as the
authors are aware of, this is the first time that this kind of result is presented in the literature for
discounted control problems of PDMPs with impulsive and gradual control considering the broaden
class of controls mentioned above. Let us also mention [15], where the flow was supposed not to
drive the process outside the state space X, and jumps were not compulsory when the process hits
the boundary. Note that in the context where both gradual and impulsive controls are allowed, it is
proved in [5, 7, 15] that the Bellman function (the infimum of the optimality criterion) satisfies the
optimality equation in the integral or differential form. After that, verification theorems provide
necessary and sufficient conditions for the optimality of a control strategy. The uniqueness of the
solution to the optimality equation was not investigated. On the opposite, in the current paper,
similarly to [4], we firstly introduce the optimality equation, prove its solvability, and after that
show that the Bellman function is its unique solution in the class of bounded lower semi-continuous
functions. Note also that in the current article, simultaneous sequences of impulses are not allowed
but, as mentioned in Remark 2.2, this condition is not really a restriction.
We describe the model in Section 2 and formulate the optimization problem and assumptions
in Section 3. Preliminary results are given in Section 4 and the Dynamic Programming approach
is developed in Section 5 containing our main results. In the last section, we describe possible
extensions of our present work.
2 The controlled PDMP
The main goal of this section is to introduce the notation, the parameters defining the model, and to
present the construction of the controlled process. In particular a measurable space (Ω,F) consist-
ing of the canonical sample paths of the multivariate point process (Θn, Xn, A
i
n, Xn) is introduced.
Having defined the class of admissible strategies, we show the existence of a probability measure
Pux0 with respect to which the controlled process (Θn, Xn, A
i
n, Xn) has the required conditional
distributions.
The following notation will be used in this paper: N is the set of natural numbers including
0, N∗ = N − {0}, R denotes the set of real numbers, R+ the set of non-negative real numbers,
R∗+ = R+ − {0}, R+ = R+ ∪{+∞} and R∗+ = R∗+ ∪{+∞}. The term measure will always refer to
a countably additive, R+-valued set function. Let X be a Borel space (i.e. a measurable subset
of a complete and separable metric space) and denote by B(X) its associated Borel σ-algebra.
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For any set A, IA denotes the indicator function of the set A. The set of measures defined on
(X,B(X)) is denoted byM(X), and P(X) is the set of probability measures defined on (X,B(X)),
and P(X|Y ) is the set of stochastic kernels on X given Y where Y denotes a Borel space. When
referring to the space of measures M(X), it is supposed that this space is endowed with the weak
topology. Suppose that Y = W × Z where W and Z are Borel spaces. The marginal of a measure
η ∈M(Y ) with respect to the first space W will be denoted by η̂, that is, η̂(ΓW ) = η(ΓW ×Z) for
any ΓW ∈ B(W ). For any point x ∈ X, δx denotes the Dirac measure defined by δx(Γ) = IΓ(x) for
any Γ ∈ B(X). The set of bounded real-valued measurable functions defined on the Borel space
X is denoted by B(X) and C(X) (respectively, L(X) and U(X)) is the set of bounded real-valued
continuous (respectively, lower semi-continuous and upper semi-continuous) functions defined on
X. Finally, the infimum over an empty set is understood to be equal to +∞, and we set e−∞ = 0.
2.1 Parameters of the model
We will deal with a control model defined through the following elements:
• X is the state space, assumed to be an open subset of Rd (d ∈ N∗) and ∂X denotes the
boundary of X.
• φ(x, t) : Rd × R → Rd is the flow satisfying φ(x, t + s) = φ(φ(x, s), t) for all x ∈ Rd and
(t, s) ∈ R2.
• Ξ = {x ∈ ∂X : x = φ(y, t) for some y ∈ X and t ∈ R∗+} is the so called active boundary.
Below, with some abuse of notation, X denotes X ∪ Ξ. For x ∈ X we use the notation
t∗(x) = inf{t ∈ R+ : φ(x, t) ∈ Ξ}. Actually, the flow φ outside the space X plays no role and
can be defined arbitrarily.
• A is the action space, assumed to be a Borel space. Ai ∈ B(A) (respectively Ag ∈ B(A)) is
the set of impulsive (respectively gradual) actions satisfying A = Ai ∪Ag with Ai ∩Ag = ∅.
Impulsive actions will be also called interventions.
• The set of feasible actions in state x ∈ X is A(x) ∈ B(A). We assume that A(x) ∩Ai 6= ∅
for all x ∈ Ξ and A(x) ∩Ag 6= ∅ for all x ∈ X. We introduce the set K = Ki ∪Kg with
Ki = {(x, a) ∈ X×A : a ∈ A(x) ∩Ai} ∈ B(Xi ×Ai),
where X
i
= {x ∈ X : A(x) ∩Ai 6= ∅} ∈ B(X),
Kg = {(x, a) ∈ X×A : a ∈ A(x) ∩Ag} ∈ B(X×Ag),
It is assumed that Ki (respectively, Kg) contains the graph of a measurable function from
X
i
to Ai (respectively, from X to Ag). Below, Ai(x) = A(x) ∩Ai and Ag(x) = A(x) ∩Ag
are admissible impulsive and gradual actions, correspondingly, in state x ∈ X.
• The controlled jump intensity λ which is a R+-valued measurable function defined on Kg.
• The stochastic kernel Q on X given K satisfying Q(X \ {x}|x, a) = 1 for any (x, a) ∈ Kg. It
describes the state of the process after any jump.
It should be noticed that in the framework of continuous-time MDPs, the signed kernel on X given
Kg, defined by
q(dy|x, a) = λ(x, a)[Q(dy|x, a)− δx(dy)] (1)
is the (controlled) infinitesimal generator of the jump process. For any (z, b) ∈ Ki, Q(·|z, b) is
the distribution of the state immediately after a jump either from the boundary or because of an
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intervention. In other words, it describes the result of an impulsive action b ∈ A(z), when the
state changes instantly. We call such jumps as ‘forced’ jumps, while the jumps governed by the
generator q are called ‘natural’ jumps.
Related to the parameters defining the process, one needs to introduce the set A(X) of bounded
measurable functions which are absolutely continuous with respect to the flow φ, that is, the set
of functions g ∈ B(X) such that, for any x ∈ X, the function g(φ(x, ·)) is absolutely continuous
on [0, t∗(x)]∩R+. If g ∈ B(X) is such that for any x ∈ X, g(φ(x, ·)) is absolutely continuous
on [0, t∗(x)[ and limt→t∗(x) g(φ(x, t)) exists whenever t∗(x) < ∞ then it can be easily seen that
the domain of the mapping g can be extended to X by setting g(z) = limt→t∗(x) g(φ(x, t)) where
z = φ(x, t∗(x)) ∈ Ξ. By doing so, we can consider that g ∈ A(X). Let g ∈ A(X). From Lemma
2.2 in [3], there exists a real-valued measurable function X g defined on X satisfying
g(φ(x, t)) = g(x) +
∫
[0,t]
X g(φ(x, s))ds, (2)
for any x ∈ X, t ∈ [0, t∗(x)] ∩ R+. Observe that for any function g ∈ A(X), the function X g
satisfying (2) is not necessarily unique.
Suppose s∗(·) is such a measurable function on X with values in R+ that s∗(x) ≤ t∗(x). We
denote by As∗(X) the set of functions g ∈ B(X) for which there exists a measurable function X g
on X satisfying equality (2) for all x ∈ X and t ∈ [0, s∗(x)] ∩ R+.
We consider in this paper that the control acts only on the intensity of the jump and on the
transition kernel. The main difficulty in considering the control acting also on the flow comes
from the fact that in such a situation, the time t∗(x) which the flow takes to hit the boundary
starting from x and the first order differential operator X associated to the flow would depend
on the control. This makes the problem much more complicated to solve and a several technical
difficulties arise.
2.2 Construction of the process
Let X∞ = X ∪ {x∞}, where x∞ is an isolated artificial point corresponding to the case when no
jumps occur in the future. For notational convenience, we put Ai∆ = A
i ∪ {∆} and Ai∆(x) =
Ai(x) ∪ {∆}, where the isolated point ∆ is a fictitious impulsive action meaning no intervention
and Ai∆(x∞) = A
g
∆(x∞) = {∆}. We extend the definition of Q by setting Q(Γ|x,∆) = δx(Γ) for
all x ∈ X∞, Γ ∈ B(X∞).
Let us introduce
Ωn = X×Ai∆ ×X× (R∗+ ×X×Ai∆ ×X)n × ({∞} × {x∞} × {∆} × {x∞})∞.
The canonical space denoted by Ω is defined as
Ω =
[ ∞⋃
n=1
Ωn
]⋃[
X×Ai∆ ×X× (R∗+ ×X×Ai∆ ×X)∞
]
and is endowed with its Borel σ-algebra denoted by F . For notational convenience, ω ∈ Ω will be
represented as
ω = (x0, a
i
0, x0, θ1, x1, a
i
1, x1, θ2, x2, a
i
2, x2, . . .).
Here, x0 ∈ X is the initial state of the controlled process X(ω, t) with values in X, defined below
and x0 is the result of the initial intervention a
i
0. For n ≥ 1, the component θn describes the
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interval of time up to the next jump. Two cases have to be considered. If the jump is natural,
then xn gives the new state. One allows a possible intervention after a natural jump leading to
a forced jump immediately after this natural jump: ain ∈ Ai∆ will denote the impulsive action
chosen by the decision maker and xn will be the corresponding forced jump. If the jump is forced,
then xn = φ(xn−1, θn) ∈ X will denote the value of the process just before the time of intervention,
ain ∈ Ai will correspond to the impulsive action, and xn will be the associated forced jump. Observe
that φ(xn−1, θn) = xn = xn may happen if the impulsive action ain ∈ Ai did not change the state
xn at the forced jump moment. This description is illustrated on Figure 1.
Figure 1: Dynamic of the controlled process. The two ovals describe the two different types of
jumps from the state x1.
To describe the situation where no jump occurs after the n-th jump, that is θn < ∞ and
θn+1 = ∞ (or just θ1 = ∞ for n = 0), i.e., the trajectory has only n jumps, we set θm = ∞,
xm = xm = x∞ (artificial point), aim = ∆ (artificial intervention) for all m ≥ n + 1. Between the
jumps, the state of the process X moves according to the flow φ. The path up to the n-th jump is
denoted by
hn = (x0, a
i
0, x0, θ1, x1, a
i
1, x1, θ2, x2, a
i
2, x2, . . . , θn, xn, a
i
n, xn),
and the collection of all such paths is denoted by Hn (n ∈ N). Additionally, h0− = x0 and
H0− = X. For n ∈ N, introduce the mappings Xn : Ω → X∞ ∪ Ξ and Xn : Ω → X∞ by
Xn(ω) = xn and Xn(ω) = xn. Similarly, for n ≥ 1, the mapping Θn : Ω → R∗+ is defined by
Θn(ω) = θn and A
i
n(ω) = a
i
n. The sequence (Tn)n∈N∗ of R
∗
+-valued mappings is defined on Ω by
Tn(ω) =
∑n
i=1 Θi(ω) =
∑n
i=1 θi and T∞(ω) = limn→∞ Tn(ω). We denote by
Hn = (X0, A
i
0, X0,Θ1, X1, A
i
1, X1,Θ2, X2, A
i
2, X2, . . . ,Θn, Xn, A
i
n, Xn)
the n-term random history taking values in Hn for n ∈ N and H0− = (X0). The random elements
are denoted with capital letters, the lowercase is for their realized values, that is, e.g., tn =
∑n
i=1 θi
is the realized jump moment and θi are the realized sojourn times.
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The random measure µ associated with (Θn, Xn, A
i
n, Xn)n∈N∗ is a measure defined on R∗+ ×
X×Ai∆ ×X by
µ(ω; dt, dx, da, dx) =
∑
n≥1
I{Tn(ω)<∞}δ(Tn(ω),Xn(ω),Ain(ω),Xn(ω))(dt, dx, da, dx).
For notational convenience the dependence on ω will be suppressed and, instead of µ(ω; dt, dx, da, dx),
it will be written µ(dt, dx, da, dx). For t ∈ R+, define
Ft = σ{H0} ∨ σ{µ(]0, s]×B) : s ≤ t, B ∈ B(X×Ai∆ ×X)}.
Finally, we define the controlled process
{
X(t)
}
t∈R+ :
X(t, ω) =
{
φ(Xn, t− Tn) if Tn ≤ t < Tn+1 for n ∈ N;
x∞, if T∞ ≤ t,
and X(0−, ω) = X0 = x0. Below, we assume for simplicity that x0 is fixed, but one can easily
generalize the theory to an arbitrary initial distribution of the X0 component.
2.3 Admissible strategies, probability measure and compensator
For x ∈ X with t∗(x) <∞, we define
Tix = {t ∈ [0, t∗(x)] : φ(x, t) ∈ Xi};
for x ∈ X with t∗(x) =∞,
Tix = {t ∈ R+ : φ(x, t) ∈ Xi} ∪ {∞},
and Tix∞ = {∞}. Tix is the set of time moments, after a jump of the process into the state x, where
the decision maker may apply an impulsive action. In the context of t∗(x) = ∞, observe that ∞
belongs to Tix, corresponding to the situation where the decision maker chooses not to apply an
impulsive action.
Remark 2.1 Tix is a subset of R+. We consider R+ as a compact metrizable space (adding ∞ as
the one-point compactification, see Theorem 2.72 in [1]). In this context, we assume that the set
Y = {(x, t) : x ∈ X, t ∈ Tix} is closed in X×R+. By the way, Tix is closed (hence compact) for any
x ∈ X.
An admissible control strategy is a sequence u = (un)n∈N such that u0 is a stochastic kernel on
Ai∆ given X with u0(A
i
∆(x)|x) = 1 and, for any n ∈ N∗, un is given by
un =
(
ψn, pin, γ
0
n, γ
1
n
)
,
where
• ψn is a stochastic kernel on R∗+ given Hn−1 satisfying ψn(Tixn−1 |hn−1) = 1 for any
hn−1 = (x0, ai0, x0, θ1, x1, a
i
1, x1, θ2, x2, a
i
2, x2, . . . , θn−1, xn−1, a
i
n−1, xn−1) ∈ Hn−1;
• pin is a stochastic kernel on Ag given Hn−1 × R∗+. For hn−1 ∈ Hn−1 with xn−1 6= x∞, it
satisfies pin(A
g(φ(xn−1, t))|hn−1, t) = 1 for any t ∈ R∗+∩]0, t∗(xn−1)]. In the case xn−1 = x∞,
pin is arbitrarily fixed.
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• γ0n and γ1n are stochastic kernels on Ai∆ given Hn−1×X satisfying γ0n(·|hn−1, y), γ1n(·|hn−1, y) ∈
P(Ai∆(y)) for any hn−1 ∈ Hn−1, y ∈ X.
The meaning of the elements of a strategy u can be described as follows. Given the initial state
x0, u0 is the initial randomized intervention with its corresponding realization A
i
0. For any n ∈ N∗,
after the jump of the process into the state xn−1 ∈ X at the time moment tn−1 ∈ R+, the decision
maker has to choose the following components:
– ψn, the distribution of the time interval τ up to the next intervention, concentrated on the set
Tixn−1 where interventions are possible;
– pin, the distribution of the gradual control influencing the jump intensity that generates a natural
jump;
– the distribution of the intervention through two different stochastic kernels: γ0 and γ1 depending
on the fact that a natural or a forced jump has occurred. γ0 corresponds to a natural jump and
γ1 is related to a forced jump. These distributions may depend on the state of the process before
the intervention.
Remark 2.2 We underline that, since θn > 0 for all n ∈ N∗, a sequence of simultaneous impulsive
actions is not allowed. To guarantee such assumption, one can impose different conditions.
(a) For any (x, a) ∈ Ki, the Q(·|x, a) measure is concentrated on X \Xi.
(b) For any (x, a) ∈ Ki, the measure Q(Γ|x, a) = δl(x,a)(Γ) is degenerate and the new state
l(x, a) 6= x is such that, if y = l(l(x, a1), a2), then there is a3 ∈ Ai(x) such that y = l(x, a3) and
the associated costs satisfy Ci(x, a1) + C
i(l(x, a1), a2) > C
i(x, a3). Here C
i(x, a) is the cost of the
impulsive action a in state x; more about that in Section 3. Similar condition was imposed in [6].
(c) One can say that a finite simultaneous sequence of impulsive actions is one intervention and
Ci(x, a) > δ > 0. This approach, demonstrated in [8, 9], causes no principal difficulties, but leads
to cumbersome notations.
Remark 2.3 Note that, if u0({∆}|x0) = 1 and ψn({t∗(xn−1)}|hn−1) = 1 for all n = 1, 2, . . . then
the forced jumps occur only from the boundary and all the results in [4] are valid for such strategies.
Suppose a strategy u = (un)n∈N ∈ U is fixed with un =
(
ψn, pin, γ
0
n, γ
1
n
)
for n ∈ N∗ and let
n ∈ N∗ be fixed. For hn−1 ∈ Hn−1 with xn−1 6= x∞, we introduce the intensity of the natural
jumps
λun(hn−1, t) =
∫
Ag
λ(φ(xn−1, t), a)pin(da|hn−1, t), t ∈ R∗+∩]0, t∗(xn−1)],
and the rate of the natural jumps
Λun(hn−1, t) =
∫
]0,t]
λun(hn−1, s)ds, t ∈ R∗+∩]0, t∗(xn−1)].
In case xn−1 = x∞, λun(hn−1, t) = Λun(hn−1, t) = 0 for all t ∈ R∗+.
Consider n ∈ N∗ and hn−1 ∈ Hn−1 with xn−1 6= x∞ and Γ ∈ B(X). According to the definition
of the transition kernel q(·|x, a) (see equation (1)), we define the distribution of the state Xn
immediately after a natural jump at the time moment
n−1∑
k=1
θk + t for t < t
∗(xn−1) by
∫
Ag q(Γ \ {φ(xn−1, t)})|φ(xn−1, t), ag)pin(dag|hn−1, t)
λun(hn−1, t)
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=∫
Ag Q(Γ|φ(xn−1, t), ag)λ(φ(xn−1, t), ag)pin(dag|hn−1, t)
λun(hn−1, t)
.
After that, an intervention Ain may be applied immediately leading to the following distribution of
(Xn, A
i
n, Xn):
Qg,un (ΓX × ΓA × ΓX|hn−1, t) =
1
λun(hn−1, t)
∫
Ag
[∫
ΓX
(∫
ΓA
Q(ΓX|y, ai)γ0n(dai|hn−1, y)
)
×Q(dy|φ(xn−1, t), ag)
]
λ(φ(xn−1, t), ag)pin(dag|hn−1, t)
for ΓX ∈ B(X),ΓX ∈ B(X), ΓA ∈ B(Ai∆). In case λun(hn−1, t) = 0, Qg,un is fixed arbitrarily. When
xn−1 6= x∞ and τ 6=∞, one can introduce the distribution of (Xn, Ain, Xn) after a forced jump at
time moment
n−1∑
k=1
θk + τ with τ ∈ Tixn−1 by
Qi,un (ΓX × ΓA × ΓX|hn−1, τ) =δφ(xn−1,τ−)(ΓX)
∫
ΓA
Q(ΓX|φ(xn−1, τ−), ai)
× γ1n(dai|hn−1, φ(xn−1, τ−)),
for ΓX ∈ B(X),ΓX ∈ B(X) and ΓA ∈ B(Ai∆). In case xn−1 = x∞ or τ = ∞, or τ /∈ Tixn−1 , the
distribution Qi,un is fixed arbitrarily.
Now, for any n ∈ N∗, the stochastic kernel Gn on R∗+ × (X∞ ∪ Ξ) × Ai∆ × X∞ given Hn−1,
describing the joint distribution of (Θn, Xn, A
i
n, Xn), is defined by
Gn({+∞}× {x∞} ×∆× {x∞}|hn−1) = δxn−1({x∞}) + δxn−1(X)e−Λ
u
n(hn−1,∞)ψn({+∞}|hn−1)
(3)
and
Gn(ΓΘ × Γ|hn−1) =δxn−1(X)
[∫
ΓΘ
Qi,un (Γ|hn−1, τ)e−Λ
u
n(hn−1,τ)ψn(dτ |hn−1)
+
∫
ΓΘ
ψn([t,∞]|hn−1)Qg,un (Γ|hn−1, t)λun(hn−1, t)e−Λ
u
n(hn−1,t)dt
]
, (4)
where Γ ∈ B(X ×Ai∆ ×X), ΓΘ ∈ B(R∗+) and hn−1 ∈ Hn−1. Note that the kernels Qi,un and Qg,un
appear in the formula for Gn only if τ ∈ Tixn−1 and λun(hn−1, t) 6= 0 correspondingly.
Consider a strategy u and an initial state x0 ∈ X. From Remark 3.43 in [13], there exists a
probability Pux0 on (Ω,F) such that the restriction of Pux0 to (Ω,F0) is given by
Pux0
({x0} × ΓA × ΓX × (R∗+ ×X∞ ×Ai∆ ×X∞)∞) = ∫
ΓA
Q(ΓX|x0, ai)u0(dai|x0) (5)
for any ΓA ∈ B(Ai∆), ΓX ∈ B(X), and the positive random measure ν defined on R∗+×X×Ai∆×X
by
ν(dt, dx, da, dx) =
∑
n∈N∗
Gn(dt− Tn−1, dx, da, dx|Hn−1)
Gn([t− Tn−1,+∞]×X∞ ×Ai∆ ×X∞|Hn−1)
I{Tn−1<t≤Tn} (6)
is the predictable projection of µ with respect to Pux0 .
According to Remark 2.2, we consider only “admissible” strategies u for which Pux0(Θn = 0) = 0
for all n ∈ N∗. Below, the class of admissible control strategies is denoted by U .
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Remark 2.4 Observe that FTn is the σ-algebra generated by the random variable Hn for n ∈ N.
The conditional distribution of (Θn, Xn, A
i
n, Xn) given FTn−1 for n ∈ N∗ under Pux0 is determined
by Gn(·|Hn−1) and the conditional survival function of Θn given FTn−1 under Pux0 is given by
Gn([t,+∞]× (X∞ ∪Ξ)×Ai∆ ×X∞|Hn−1).
In Lemma 2.5 below we prove the decomposition of the predictable projection ν of the process
in terms of two parts: one being related to the natural jumps governed by the jump intensity λ
and the other to the forced jumps.
Lemma 2.5 For u ∈ U , the predictable projection of the random measure µ is given by ν = ν0 +ν1,
where, for Γ ∈ B(R∗+), ΓX ∈ B(X),ΓX ∈ B(X), ΓA ∈ B(Ai∆),
ν0(Γ× ΓX × ΓA × ΓX)
=
∑
n∈N∗
∫
Γ
I{Tn−1<s≤Tn}
∫
Ag
[∫
ΓX
[∫
ΓA
Q(ΓX|y, ai)γ0n(dai|Hn−1, y)
]
×Q(dy|X(s), ag)
]
λ(X(s), ag)pin(da
g|Hn−1, s− Tn−1)ds
=
∫
Γ
∫
Ag
[∫
ΓX
[∫
ΓA
Q(ΓX|y, ai)γ0(dai|y, s)
]
Q(dy|X(s), ag)
]
λ(X(s), ag)pi(dag|s)ds,
ν1(Γ× ΓX × ΓA × ΓX)
=
∑
n∈N∗
∫
Γ
I{Tn−1<s≤Tn}δX(s−)(ΓX)
∫
ΓA
Q(ΓX|X(s−), ai)γ1n(dai|Hn−1, X(s−))
ψn(ds− Tn−1|Hn−1)
ψn([s− Tn−1,∞]|Hn−1) .
Here and below,
pi(dag|s) =
∑
n∈N∗
I{Tn−1<s≤Tn}pin(da
g|Hn−1, s− Tn−1);
γ0(dai|y, s) =
∑
n∈N∗
I{Tn−1<s≤Tn}γ
0
n(da
i|Hn−1, y).
Proof: First observe that by using the integration by parts formula, we obtain that
Gn([t,+∞]× (X∞ ∪Ξ)×Ai∆ ×X∞|hn−1)
= δxn−1({x∞}) + δxn−1(X)e−Λ
u
n(hn−1,t)ψn([t,∞]|hn−1).
Now, recalling the definition of ν (see equation (6)) in terms of G (see equation (4)), the straight-
forward calculation gives the result. 2
Note, ν0(R∗+ ×Ξ×Ai∆ ×X) = 0.
3 Optimization problem and assumptions
3.1 Formulation of the optimization control problem
The objective of this subsection is to introduce the infinite-horizon performance criterion we are
concerned with, as well as several different classes of admissible strategies.
The cost rate Cg associated with a gradual action is a real-valued function defined on Kg
and the cost Ci associated with an impulsive action is a real-valued function defined on Ki, and
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Ci(x,∆) = 0 for all x ∈ X: no intervention - no cost. The associated infinite-horizon discounted
criterion corresponding to an admissible control strategy u ∈ U is defined by
V(u, x0) = lim
N→∞
{
Eux0
[∫
[0,TN ]∩R+
e−αs
∫
Ag(X(s))
Cg(X(s), ag)pi(dag|s)ds
]
(7)
+ Eux0
[
N∑
n=0
e−αTnCi(Xn, Ain)
]}
= lim
N→∞
{
Eux0
[∫
[0,TN ]∩R+
e−αs
∫
Ag(X(s))
Cg(X(s), ag)pi(dag|s)ds
]
+
∫
Ai∆(x0)
Ci(x0, a
i)u0(da
i|x0)
+Eux0
[∫
([0,TN ]∩R+)×X×Ai∆
e−αsCi(x, ai)µ(ds, dx, dai,X)
]}
.
Here α > 0 is the discount factor. Note that, for any control strategy u ∈ U , the function V(u, ·)
is measurable.
Definition 3.1 The optimization problem consists in minimizing the performance criterion V(u, x0)
within the class of admissible strategies u ∈ U , where x0 is the initial state.
We introduce now several different classes of admissible strategies that will be considered along the
paper. A control strategy u ∈ U is called
• stationary non-randomized, if u0(·|y) = δϕi(y)(·); ψn(·|hn−1) = δψs(xn−1)(·), pin(·|hn−1, t) =
δϕg(φ(xn−1,t))(·) and γ0n(·|hn−1, y) = γ1n(·|hn−1, y) = δϕi(y)(·) for y ∈ X, where ψs is a mea-
surable function from X∞ to R
∗
+ satisfying ψ
s(x) ∈ Tix for all x ∈ X∞; ϕg : X → Ag is a
measurable mapping satisfying ϕg(x) ∈ Ag(x) for any x ∈ X; ϕi : X → Ai∆ is a measurable
mapping satisfying ϕi(y) ∈ Ai∆(y) for any y ∈ X.
• uniformly or persistently optimal, if u satisfies V(u, x0) = inf
v∈U
V(v, x0) simultaneously for all
x0 ∈ X and hence for any initial distribution.
3.2 Assumptions
In this subsection we present a list of assumptions that we will consider along the paper. Assump-
tions A will be mainly used to show that the process is non-explosive and to provide an upper
bound for the sum of the expected values of e−αTn . Assumptions B and C will be mainly required
to obtain the existence of an optimal selector (as defined in [12, Appendix D]) for the optimization
problem.
Assumption A. There are constants K1,K2,K3,K4 > 0 and ε > 0 such that K4 < K2 and
(A1) For any (x, a) ∈ Kg, λ(x, a) ≤ K1.
(A2) For all x ∈ Ξ, a ∈ Ai(x), Q(Aε|x, a) = 1, where
Aε = {z ∈ X : t∗(z) > ε}.
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(A3) Ci(x, a) ∈ (K2,K3) for all x ∈ X, a ∈ Ai(x), and |Cg(x, a)| ≤ K3 for all (x, a) ∈ Kg;
|Ci(x, a)| ≤ K4 for all x ∈ Ξ, a ∈ Ai(x).
Assumption B.
(B1) The sets Ag(y) and Ai(y) are compact for every y ∈ X.
(B2) The kernel Q is weakly continuous.
(B3) The function λ is continuous on Kg.
(B4) The flow φ is continuous on Rd × R+.
(B5) The function t∗ is continuous on X.
(B6) The set Y = {(x, t) : x ∈ X, t ∈ Tix} is closed in X× R+, R+ is compact. (See Remark 2.1.)
Assumption C.
(C1) The multifunction Ψg from X to A defined by Ψg(x) = Ag(x) is upper semi-continuous. The
multifunction Ψi from X
i
to A defined by Ψi(z) = Ai(z) is upper semi-continuous.
(C2) The multifunction x→ {t ∈ R+ : (x, t) ∈ Y} is upper semi-continuous.
(C3) The cost function Cg (respectively, Ci) is bounded and lower semi-continuous on Kg (respec-
tively, Ki).
4 Preliminary results
In this section we establish some preliminary results that will be needed throughout the paper. We
start with Lemma 4.1 by showing that the process is non-explosive and provide an upper bound
for the sum of the expected values of e−αTn . The key result will be the discounted version of the
so-called Dynkin formula associated with the controlled process, proved in Lemma 4.3.
Lemma 4.1 Suppose Assumptions (A1), (A2), and (A3) are satisfied. Then the following state-
ments hold for an arbitrarily fixed x0.
(a) There is a strategy u ∈ U such that the performance criterion is finite:
V(u, x0) ≤ K3
α
+K3
2eαK1ε
1− e−αε <∞.
(b) For any control strategy u ∈ U with a finite value of the performance criterion, there exists
M <∞ such that
Eux0
[∑
n∈N
e−αTn
]
≤M and Pux0(T∞ < +∞) = 0.
Proof: (a) Consider an arbitrary strategy u ∈ U with u0({∆}|x0) = 1 and ψn({t∗(xn−1)}|hn−1) = 1
for all n ∈ N∗. According to Lemma 4.1 in [4] (see also Remark 2.3), Eux0
[∑
n∈N
e−αTn
]
≤ 2e
αK1ε
1− e−αε <
∞ and, due to (7), the statement (a) follows.
(b) Suppose u ∈ U is a strategy satisfying V(u, x0) ≤ V < ∞. The sum Eux0
[∑
n∈N∗ e
−αTn
]
is
decomposed into five terms corresponding to the following types of jumps of the process {X(t)}t∈R+ :
1) natural jumps,
2) forced jumps from the boundary Ξ following natural jumps,
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3) forced jumps from the boundary Ξ following forced jumps from the boundary,
4) forced jumps from the boundary Ξ following forced jumps from X,
5) forced jumps from X.
Observe that Tn corresponds either to a natural jump if and only if Xn 6= φ(Xn−1,Θn) or to a
forced jump at the boundary if and only if Xn ∈ Ξ or to a forced jump from X if and only if
Xn = φ(Xn−1,Θn−) ∈ X. Consequently, Eux0
[ ∑
n∈N∗
e−αTn
]
≤ 1 +
5∑
k=1
Sk where
S1 = Eux0
[∑
n≥2
e−αTnI{Xn 6=φ(Xn−1,Θn−)}
]
,
S2 = Eux0
[∑
n≥2
e−αTnI{Xn∈Ξ}I{Xn−1 6=φ(Xn−2,Θn−1−)}
]
,
S3 = Eux0
[∑
n≥2
e−αTnI{Xn∈Ξ}I{Xn−1∈Ξ}
]
,
S4 = Eux0
[∑
n≥2
e−αTnI{Xn∈Ξ}I{Xn−1=φ(Xn−2,Θn−1−)}I{Xn−1∈X}
]
,
S5 = Eux0
[∑
n≥2
e−αTnI{Xn=φ(Xn−1,Θn−)}I{Xn∈X}
]
,
For the first term, we have
S1 ≤ Eux0
[ ∫
R∗+×X×Ai∆×X
e−αsI{X(s−)6=x}µ(ds, dx, da, dx)
]
= Eux0
[ ∫
R∗+×X×Ai∆×X
e−αsI{X(s−)6=x}ν0(ds, dx, da, dx)
]
= Eux0
[∑
n≥1
∫
R∗+×X×Ai∆×X
e−αsI{Tn−1<s≤Tn}I{φ(Xn−1,s−Tn−1−)6=x}ν0(ds, dx, da, dx)
]
= Eux0
[∑
n≥1
∫
R∗+
e−αsI{Tn−1<s≤Tn}
∫
Ag
λ(X(s), ag)pin(da
g|Hn−1, s− Tn−1)ds
]
≤ K1
∫
R∗+
e−αsds =
K1
α
.
Since the jumps of the second type occur later than the previous natural jumps, we easily obtain
S2 ≤ S1 ≤ K1
α
.
For the third term, consider the process {Y (t)}t∈R+ given by
Y (t) =
∞∑
k=3
Tk−1I[Tk−1,Tk[(t)I{X(Tk−2)∈Ξ}I{X(Tk−1)∈Ξ}.
It is an {Ft}-adapted right continuous process with left limits. Therefore, {Y (t)}t∈R+ is an {Ft}-
progressively measurable process and so, Y = {(t, ω) : Y (t, ω) ≥ t} is a progressively measurable
set. Define Sk = inf
{
t ∈ R+ : [0, t] ∩ Y contains at least k+1 points
}
for k ∈ N∗. From Corollary
13
6.17 in [10], it is an increasing sequence of {Ft}-stopping times. Clearly, Sk covers all the jumps
of the process {X(t)}t∈R+ corresponding to a forced jump from the boundary that follows also a
forced jump from the boundary. Therefore,
S3 ≤ Eux0
[∑
k≥1
e−αSk
]
.
Observe that on {Sk = Tn} ∩ {Sk < ∞} we have Sk−1 ≤ Tn−1 and Sk = Tn−1 + θn = Tn−1 +
t∗(Xn−1) ≥ Tn−1 + ε by Assumption (A2). As a consequence, Sk ≥ Sk−1 +  on {Sk = Tn}∩ {Sk <
∞} implying that Sk ≥ Sk−1 + ε and so
S3 ≤ Eux0
[∑
k≥1
e−αSk
]
≤ 1
1− e−αε .
Recalling Assumption (A3), the total cost associated with the jumps of type 4 is greater than
(K2−K4)S4 and the total cost associated with the jumps type 5 is greater thanK2S5 ≥ (K2−K4)S5.
Therefore, by Assumption (A3) it follows
Eux0
[∫
]0,+∞[×X×Ai∆
e−αsCi(x, ai)µ(ds, dx, dai,X)
]
≥ −K3S1 −K3S2 −K3S3 + (K2 −K4)(S4 + S5).
Moreover,
Eux0
[∫
]0,+∞[
e−αs
∫
Ag(X(s))
Cg(X(s), ag)pi(dag|s)ds
]
≥ −K3
α
and ∫
Ai∆(x0)
Ci(x0, a
i)u0(da
i|x0) ≥ −K4.
Therefore, if V(u, x0) ≤ V then according to equation (7)
S4 + S5 ≤
V +K4 +
K3
α +
2K3K1
α +
K3
1−e−αε
K2 −K4 = M1,
and the first statement of the lemma holds for
M = M1 +
2K1
α
+
1
1− e−αε + 2.
The last summand 2 corresponds to T0 = 0 and to the possible first jump from the boundary which
has no type. Notice that, if Pux0(T∞ < +∞) > 0 then Eux0
[∑
n∈N
e−αTn
]
= ∞ showing the second
statement. 2
Remark 4.2 Assumption (A3) implies that V(u, x0) ≥ −K3α > −∞ for any control strategy u ∈ U .
The following lemma provides the discounted version of the so-called Dynkin formula associated
with the controlled process X(t).
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Lemma 4.3 Suppose a strategy u ∈ U is fixed and s∗ : X → R+ is a measurable function such
that s∗(x) ≤ t∗(x) for all x ∈ X. Let W ∈ As∗(X) for which XW ∈ B(X), and α > 0 be a discount
factor. Then, we have for any N ∈ N∗
Eux0
[
e−αTNW (X(TN ))
]
=
∫
Ai∆(x0)
∫
X
W (y)Q(dy|x0, ai)u0(dai|x0) + Eux0
[ N∑
n=1
{∫
]Tn−1,Tn−1+s∗(Xn−1)∧Θn]∩R+
e−αs
× [XW (X(s))− αW (X(s))]ds+ I{Θn>s∗(Xn−1)} (e−αTnW (X(Tn−))
−e−α(Tn−1+s∗(Xn−1))W (X(Tn−1 + s∗(Xn−1)−))
)}]
+ Eux0
[∫
[0,TN ]∩R+
∫
Ag(X(s))
[∫
X
[∫
Ai∆(y)
∫
X
e−αs
[
W (z)−W (X(s))
]
Q(dz|y, ai)γ0(dai|y, s)
]
× Q(dy|X(s), ag)
]
λ(X(s), ag)pi(dag|s)ds
]
+ Eux0
[
N∑
n=1
∫
]Tn−1,Tn]∩R+
∫
Ai(X(s−))
e−αs
∫
X
[
W (z)−W (X(s−))
]
Q(dz|X(s−), ai)
× γ1n(dai|Hn−1, X(s−))
ψn(ds− Tn−1|Hn−1)
ψn([s− Tn−1,∞]|Hn−1)
]
. (8)
Proof: The proof is similar to that of Lemma 4.2 in [4]. It is easy to show
Eux0
[
e−αTNW (X(TN ))
]
=Eux0
[
W (X(0))
]
+ Eux0
[ N∑
n=1
{∫
]Tn−1,Tn−1+s∗(Xn−1)∧Θn]∩R+
e−αs
× [XW (X(s))− αW (X(s))]ds+ I{Θn>s∗(Xn−1)} (e−αTnW (X(Tn−))
−e−α(Tn−1+s∗(Xn−1))W (X(Tn−1 + s∗(Xn−1)−))
)}]
+ Eux0
[∫
([0,TN ]∩R+)×X
e−αs
[
W (z)−W (X(s−))
]
ν(ds,X,Ai∆, dz)
]
.
and by using Lemma 2.5 we get the result. 2
The following corollary will be useful in the proof of Proposition 5.6.
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Corollary 4.4 In the framework of Lemma 4.3, we have for any N ∈ N∗
Eux0
[∫
[0,TN ]∩R+
e−αs
∫
Ag(X(s))
Cg(X(s), ag)pi(dag|s)ds
]
(9)
+
∫
Ai∆(x0)
Ci(x0, a
i)u0(da
i|x0)
+ Eux0
[∫
([0,TN ]∩R+)×X×Ai∆
e−αsCi(x, ai)µ(ds, dx, dai,X)
]
=
∫
Ai∆(x0)
∫
X
W (y)Q(dy|x0, ai)u0(dai|x0) +
∫
Ai∆(x0)
Ci(x0, a
i)u0(da
i|x0)
+ Eux0
[ N∑
n=1
{∫
]Tn−1,Tn−1+s∗(Xn−1)∧Θn]∩R+
e−αs
{[XW (X(s))− αW (X(s))]
+
∫
Ag(X(s))
[
Cg(X(s), ag) +
∫
X
∫
Ai∆(y)
∫
X
[Ci(y, ai) +W (z)−W (X(s))]
×Q(dz|y, ai)γ0(dai|y, s)Q(dy|X(s), ag)λ(X(s), ag)
]
pi(dag|s)
}
ds
+ I{Θn>s∗(Xn−1)}
(
e−αTnW (X(Tn−)) − e−α(Tn−1+s∗(Xn−1))W (X(Tn−1 + s∗(Xn−1)−))
+
∫
]Tn−1+s∗(Xn−1),Tn]∩R+
e−αs
∫
Ag(X(s))
[
Cg(X(s), ag) +
∫
X
∫
Ai∆(y)
∫
X
[Ci(y, ai) +W (z)−W (X(s))]
×Q(dz|y, ai)γ0(dai|y, s)Q(dy|X(s), ag)λ(X(s), ag)
]
pi(dag|s)ds
)}]
+ Eux0
[
N∑
n=1
∫
]Tn−1,Tn]∩R+
e−αs
∫
Ai(X(s−))
{
Ci(X(s−), ai) +
∫
X
[
W (z)−W (X(s−))
]}
× Q(dz|X(s−), ai)γ1n(dai|Hn−1, X(s−))
ψn(ds− Tn−1|Hn−1)
ψn([s− Tn−1,∞]|Hn−1)
]
− Eux0
[
e−αTNW (X(TN ))
]
.
Proof: This is a straightforward consequence of lemmas 2.5 and 4.3; see also formula (7). 2
Remark 4.5 If ψn(dt|hn−1) = δs∗(xn−1)(dt), where the measurable function s∗ : X→ R+ satisfies
s∗(x) ≤ t∗(x), then (8) and (9) hold for W ∈ As∗(X) provided XW ∈ B(X).
5 Dynamic programming approach
In this section we present our main results. We provide in Theorem 5.5 sufficient conditions based
on the three local characteristics of the process φ, λ, Q, and the semi-continuity properties of the
set valued action space, for the existence of a solution for an integro-differential HJB optimality
equation associated with the problem as well as conditions for the existence of an optimal selector
for this equation. In the sequel this result is used in Proposition 5.6 to show that the solution of
the integro-differential HJB optimality equation is in fact unique and coincides with the optimal
value of the criterion. Moreover, the optimal selector derived in Theorem 5.5 yields an optimal
stationary non-randomized strategy for the problem. But before showing these results we need
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three auxiliary results presented in Lemmas 5.2, 5.3, and 5.4. First let us introduce the following
definition.
Definition 5.1 Let β > 0 be a real constant, s∗ : X → R+ be a measurable function satisfying
s∗(x) ≤ t∗(x), and F and G be bounded R-valued measurable functions on X. Then Ξs∗ is the
subset of X defined by Ξs∗ = {x ∈ X : s∗(x) = 0}. Moreover, we say that β, F,G, s∗ are consistent
if, for any x ∈ X, in case there is t < s∗(x) such that t+ s∗(φ(x, t)) 6= s∗(x), the following equality
holds: ∫
[0,s∗(φ(x,t))]∩R+
e−βsF (φ(φ(x, t), s))ds+ e−βs
∗(φ(x,t))G(φ(φ(x, t), s∗(φ(x, t)))) (10)
=
∫
[0,s∗(x)−t]∩R+
e−βsF (φ(φ(x, t), s))ds+ e−β(s
∗(x)−t)G(φ(φ(x, t), s∗(x)− t)).
Lemma 5.2 Suppose s∗ : X → R+ is a measurable function satisfying s∗(x) ≤ t∗(x). Consider a
bounded R-valued measurable function F (respectively, G) defined on X (respectively, Ξs∗) and a
real number β > 0 such that β, F,G, s∗ are consistent.
Then the mapping V defined on X by
V (x) =
∫
[0,s∗(x)]∩R+
e−βsF (φ(x, s))ds+ e−βs
∗(x)G(φ(x, s∗(x)))
belongs to As∗(X) and V (z) = G(z) for any z ∈ Ξs∗. Moreover, the function XV ∈ B(X) can be
taken of the form
XV (x) = βV (x)− F (x), x ∈ X.
Proof: The proof is similar to the proof of Lemma 5.1 in [4] and based on the representation
V (φ(x, t)) = eβt
{∫
[t,s∗(x)]∩R+
e−βsF (φ(x, s))ds+ e−βs
∗(x)G(φ(x, s∗(x)))
}
,
which is valid for any x ∈ X, t ∈ [0, s∗(x)] ∩ R+ due to the fact that β, F,G, s∗ are consistent. As
a consequence, we have∫
[0,t]
[βV (φ(x, s))− F (φ(x, s))]ds = V (φ(x, t))− V (x)
for any x ∈ X and t ∈ [0, s∗(x)] ∩ R+ showing the last part of the result. 2
For a fixed number K, let us introduce for any V ∈ B(X) the real-valued function RV defined
on X by
RV (x) = inf
ag∈Ag(x)
{
Cg(x, ag) + qV (x, ag) +KV (x)
}
, (11)
where q is defined in equation (1). For notational convenience, let us denote the real-valued function
TV defined on X
i
by
TV (z) = inf
ai∈Ai(z)
{
Ci(z, ai) +QV (z, ai)
}
, (12)
for any V ∈ B(X).
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Finally,
BV (y) = inf
t∈Tiy
{∫
[0,t]∩R+
e−(K+α)uRV (φ(y, u))du+ e−(K+α)tTV (φ(y, t))
}
(13)
is a function on X.
Lemma 5.3 Suppose Assumptions (A1), B and C are satisfied and K ≥ K1. If V ∈ L(X) then
RV ∈ L(X), TV ∈ L(Xi), and BV ∈ L(X). Moreover, there is a measurable map s∗ from X to
R+ providing the infimum in (13) for any y ∈ X. The set (K + α),RV,TV, s∗ is consistent. (One
can consider an arbitrary bounded measurable extension of TV to the whole space X.)
Proof: Consider V ∈ L(X). By using hypotheses (B2)-(B3) and the fact that λ is bounded by
K1 on K
g, we obtain that qV + KV ∈ L(Kg), and so, Cg + qV + KV ∈ L(Kg) by Assumption
(C3). Therefore, combining Lemma 17.30 in [1] with Assumptions (B1) and (C1), it yields that
RV ∈ L(X). By using the same arguments, it can be shown that TV ∈ L(Xi).
Further, the function of (y, t) given by e−(K+α)tTV (φ(y, t)) is bounded and lower semi-continuous
on Y = {(y, t) : y ∈ X, t ∈ Tiy}. (With some abuse of notation, we accept that e−(K+α)tTV (φ(y, t)) =
0 if t =∞.) To show this, let f be a bounded continuous function on Xi. If (yn, tn)→ (y, t) in Y as
n → ∞, then, in case t < ∞, φ(yn, tn) → φ(y, t) and e−(K+α)tnf(φ(yn, tn)) → e−(K+α)tf(φ(y, t)).
In case t = ∞, e−(K+α)tnf(φ(yn, tn)) → 0 as well. To complete this step of the proof, remember
that any function is bounded below and lower semi-continuous if and only if it is the limit of an
increasing sequence of bounded continuous functions.
Similarly, for any bounded continuous function f on X
i
, the function
∫
[0,t]∩R+ e
−(K+α)uf(φ(y, u))du
is continuous on Y, and hence the function
∫
[0,t]∩R+ e
−(K+α)uRV (φ(y, u))du is bounded and lower
semi-continuous on Y.
Since the set Y is closed in X×R+ and R+ is compact, we conclude by Proposition 7.33 in [2]
that BV ∈ L(X) and the required mapping s∗ does exist.
To prove the consistency, suppose, for some x ∈ X and t < s∗(x), t + s∗(φ(x, t)) 6= s∗(x) and
equality (10) is violated. If the lefthand side in (10) is smaller than the righthand side then
e(K+α)t
∫
[t,t+s∗(φ(x,t))]∩R+
e−(K+α)uRV (φ(x, u))du+ e−(K+α)s
∗(φ(x,t))TV (φ(x, s∗(φ(x, t))))
< e(K+α)t
[ ∫
[t,s∗(x)]∩R+
e−(K+α)uRV (φ(x, u))du+ e−(K+α)s
∗(x)TV (φ(x, s∗(x)))
]
.
Now, multiplying the both terms of the previous equation by e−(K+α)t and adding the following
expression
∫
[0,t]∩R+ e
−(K+α)uRV (φ(x, u))du, we get∫
[0,t+s∗(φ(x,t))]∩R+
e−(K+α)uRV (φ(x, u))du+ e−(K+α)(t+s
∗(φ(x,t)))TV (φ(x, t+ s∗(φ(x, t))))
<
∫
[0,s∗(x)]∩R+
e−(K+α)uRV (φ(x, u))du+ e−(K+α)s
∗(x)TV (φ(x, s∗(x))).
Now observe that t + s∗(φ(x, t)) ∈ Tix since s∗(x) ∈ Tix. Therefore, s∗(x) does not provide the
infimum in (13) leading to a contradiction.
If the righthand side in (10) is smaller, then, similarly, s∗(φ(x, t)) does not provide the infimum
in (13) at y = φ(x, t). 2
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Suppose Assumptions A are satisfied and K ≥ K1,K3. Let us introduce the constant
KA =
K(1 +K4)(1− e−(K+α)ε) + (K + α)K4e−(K+α)ε
α(1− e−(K+α)ε) . (14)
Lemma 5.4 Suppose that Assumptions A, B and C are satisfied and K ≥ K1. Consider an
arbitrary function V ∈ L(X).
(i) Let s∗ ≤ t∗ be the mapping from Lemma 5.3 and let Ξs∗ = {x ∈ X : s∗(x) = 0}. Then
W = BV ∈ As∗(X), the set (K + α),RV,TV, s∗ is consistent, there exists a function XW ∈ B(X)
satisfying
−(K + α)W (x) + XW (x) = −RV (x)
for any x ∈ X and W (z) = TV (z) for any z ∈ Ξs∗.
(ii) If |V (y)| ≤ KAIAε(y) + (KA +K4)IAcε(y) for any y ∈ X then |BV (y)| ≤ KAIAε(y) + (KA +
K4)IAcε(y).
Proof: (i) According to Lemma 5.3, the equality (13) can be rewritten as
BV (y) =
∫
[0,s∗(y)]∩R+
e−(K+α)uRV (φ(y, u))du+ e−(K+α)s
∗(y)TV (φ(y, s∗(y))).
Now all the assertions follow from lemmas 5.2 and 5.3.
(ii) Let us first introduce the function B̂V defined on X by
B̂V (y) =
∫
[0,t∗(y)]∩R+
e−(K+α)uRV (φ(y, u))du+ e−(K+α)t
∗(y)TV (φ(y, t∗(y))).
By using similar arguments as those for the proof of Lemma 5.4 in [4], it can be shown that
|B̂V (y)| ≤ KAIAε(y) + (KA +K4)IAcε(y) implying that BV (y) ≤ KAIAε(y) + (KA +K4)IAcε(y) for
any y ∈ X. Consider now the function B˜V defined on X by
B˜V (y) =
∫
[0,t]∩R+
e−(K+α)uRV (φ(y, u))du+ e−(K+α)tTV (φ(y, t)),
with fixed t ∈ Tiy, such that t < t∗(y). For (z, b) ∈ Ki with z /∈ Ξ, we have Ci(z, b) > K2 and
QV (z, b) ≥ −KA −K4. Therefore,
TV (z) ≥ K2 −KA −K4 ≥ −KA −K4.
When x ∈ Acε ∩X and by using similar arguments as in the proof of Lemma 5.4 in [4], we can
show that
B˜V (x) ≥ −KA −K4.
When x ∈ Aε and t < t∗(x) <∞, we obtain by definition of B˜V
B˜V (x) ≥ −K(1 +KA +K4)
K + α
(
1− e−(K+α)t
)
+ (K2 −K4 −KA)e−(K+α)t.
However, observe that K2 −KA −K4 ≥ −KA and −K(1+KA+K4)K+α ≥ −KA and so, B˜V (x) ≥ −KA.
In conclusion, we have proved that B˜V (y) ≥ −KAIAε(y)− (KA +K4)IAcε(y) showing BV (y) ≥
−KAIAε(y)− (KA +K4)IAcε(y) for y ∈ X.
Finally, we have shown that |BV (x)| ≤ KAIAε(x)+(KA+K4)IAcε(x) for any x ∈ X completing
the proof of the item (ii). 2
The next theorem, provides sufficient conditions for the existence of a solution for the HJB
equation associated with the optimization problem as well as conditions for the existence of an
optimal selector for this equation.
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Theorem 5.5 Suppose assumptions A, B and C are satisfied and K ≥ K1. Then equation BW =
W has a solution W ∈ L(X) and the following assertions hold.
(i) There is a measurable map s∗ : X→ R+ providing the infimum in equation
BW (y) = inf
t∈Tiy
{∫
[0,t]∩R+
e−(K+α)uRW (φ(y, u))du+ e−(K+α)tTW (φ(y, t))
}
for any y ∈ X. Below
Ξs∗ = {x ∈ X : s∗(x) = 0} ⊂ Xi.
The set (K + α),RW,TW, s∗ is consistent.
(ii) W ∈ As∗(X) and there exists function XW ∈ B(X) satisfying equation
−αW (x) + XW (x) + inf
ag∈Ag(x)
{
Cg(x, ag) +
∫
X
inf
ai∈Ai∆(y)
{Ci(y, ai) +QW (y, ai)}
×Q(dy|x, ag) λ(x, ag)−W (x)λ(x, ag)
}
= 0 (15)
for any x ∈ X. For z ∈ Ξs∗,
W (z) = inf
ai∈Ai(z)
{
Ci(z, ai) +QW (z, ai)
}
. (16)
(iii) There are measurable mappings ϕg : X \ Ξs∗ → Ag and ϕi : Ξs∗ → Ai such that ϕg(x) ∈
Ag(x) (respectively, ϕi(z) ∈ Ai(z)) provides the infimum in (15) with respect to Ag(x) (respectively,
the infimum in (16) with respect to Ai(z)). The map ϕi provides also the infimum in
inf
ai∈Ai∆(y)
{Ci(y, ai) +QW (y, ai)} = W (y), (17)
if y ∈ Ξs∗; in case y ∈ X \Ξs∗
inf
ai∈Ai∆(y)
{Ci(y, ai) +QW (y, ai)} = Ci(y,∆) +QW (y,∆) = W (y). (18)
(iv) For any x ∈ X, for any 0 ≤ t ≤ T ≤ t∗(x),
e−α(T−t)W (φ(x, T ))−W (φ(x, t)) (19)
+
∫
]t,T ]∩R+
e−α(s−t) inf
ag∈Ag(φ(x,s))
{Cg(φ(x, s), ag) + qW (φ(x, s), ag)} ds ≥ 0.
Proof: By Lemma 5.3, one can define recursively the sequence of functions
{
Wi
}
i∈N in L(X) as
follows Wi+1(y) = BWi(y), for i ∈ N and W0(y) = −KAIAε1 (y)− (KA+K4)IAcε1 (y) for any y ∈ X.
By using Lemma 5.4 (ii) and the definition of W0, we obtain that W1(y) ≥ W0(y) for any y ∈ X.
Now, observe that the operator B is monotone, that is, V1 ≤ V2 implies BV1 ≤ BV2. Consequently,
it can be shown by induction that the sequence
{
Wi
}
i∈N is increasing. Using again Lemma 5.4
(ii), this sequence is uniformly bounded, that is, supy∈X
∣∣Wi(y)∣∣ ≤ KA + K4 for any i ∈ N. As
a result,
{
Wi
}
i∈N converges to a mapping W ∈ B(X). Since
{
Wi
}
i∈N is an increasing sequence
of lower semi-continuous functions, W ∈ L(X), qWi + KWi ∈ L(Kg), Cg + qWi + KWi ∈ L(Kg)
and qW + KW ∈ L(Kg), Cg + qW + KW ∈ L(Kg) by Assumption (C3). Therefore, combining
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Assumptions (B1) and (C1) and Lemma 2.1 in [14], it follows that limi→∞RWi(x) = RW (x), for
any x ∈ X and limi→∞ TWi(z) = TW (z) for any z ∈ Xi. These both convergences are monotone
(increasing). By using the monotone convergence theorem, it implies that for any y ∈ X, t ∈ Tiy:
lim
i→∞
{∫
[0,t]∩R+
e−(K+α)tRWi(φ(y, t))dt+ e−(K+α)tTWi(φ(y, t))
}
=
∫
[0,t]∩R+
e−(K+α)tRW (φ(y, t))dt+ e−(K+α)tTW (φ(y, t)) = BW (y).
Finally again using Lemma 2.1 in [14], Assumptions (B6), (C2) and the previous equation, we
obtain
W (y) = lim
i→∞
inf
t∈Tiy
{∫
[0,t]∩R+
e−(K+α)tRWi(φ(y, t))dt+ e−(K+α)tTWi(φ(y, t))
}
(20)
= inf
t∈Tiy
{∫
[0,t]∩R+
e−(K+α)tRW (φ(y, t))dt+ e−(K+α)tTW (φ(y, t))
}
= BW (y)
for any y ∈ X.
Assertion (i) follows directly from Lemma 5.3.
For assertion (ii), note that Lemma 5.4 implies that W ∈ As∗(X) and there exists a function
XW ∈ B(X) such that
−(K + α)W (x) + XW (x) = −RW (x) = − inf
ag∈Ag(x)
{
Cg(x, ag) + qW (x, ag) +KW (x)
}
(21)
for all x ∈ X. Clearly, we have W (z) = TW (z) on Ξs∗ giving (16). Equation (15) follows from
(21) and will be justified later.
(iii) Proposition D.5 in [12] implies the existence of the mappings ϕg and ϕi providing the
infima in (16) and in (21). The mapping ϕi provides also the infimum in (17) because Ci(y,∆) +
QW (y,∆) = W (y). Now, if we substitute (17) into (21) and cancel KW (x), we get equation (15).
Equation (18) obviously holds if Ai(y) = ∅. Suppose Ai(y) 6= ∅, that is, 0 ∈ Tiy and W (y) =
BW (y) ≤ TW (y). Hence W (y) ≤ infai∈Ai∆(y){C
i(y, ai) + QW (y, ai)}. The reverse inequality
W (y) ≥ infai∈Ai∆(y){C
i(y, ai) +QW (y, ai)} is obvious.
(iv) Denote for brevity F(x) = infag∈Ag(x){Cg(x, ag) + qW (x, ag)}. Consider the functions
gTt (x) =
∫
]t,T ]∩R+
e−α(s−t)F(φ(x, s))ds+ e−α(T−t)W (φ(x, T )) (22)
and
V Tt (x) =
∫
]t,T ]∩R+
e−(K+α)(s−t)[F(φ(x, s)) +KW (φ(x, s))]ds+ e−(K+α)(T−t)W (φ(x, T )).
Note that
W (φ(x, T )) = BW (φ(x, T )) = inf
t˜∈Ti
φ(x,T )
{∫
[0,t˜]∩R+
e−(K+α)uRW (φ(φ(x, T ), u))du
+ e−(K+α)t˜TW (φ(φ(x, T ), t˜))
}
.
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Now, recalling that RW (x) = F(x) +KW (x) and by using the previous equation we get
V Tt (x) = inf
t˜∈Ti
φ(x,T )
{
e−(K+α)(T−t)
∫
[0,t˜]∩R+
e−(K+α)uRW (φ(φ(x, T ), u))du
+
∫
]t,T ]∩R+
e−(K+α)(s−t)RW (φ(x, s))ds+ e−(K+α)(T−t+t˜)TW (φ(x, T + t˜))
}
.
By using a change of variable, we obtain
V Tt (x) = inf
t˜∈Ti
φ(x,T )
{∫
]t,T+t˜]∩R+
e−(K+α)(s−t)RW (φ(x, s))ds+ e−(K+α)(T−t+t˜)TW (φ(x, T + t˜))
}
.
Now, observe that t˜ ∈ Tiφ(x,T ) is equivalent to T + t˜ ∈ Tix and so,
V Tt (x) = inf
t˜≥0
T+t˜∈Tix
{∫
]t,T+t˜]∩R+
e−(K+α)(s−t)RW (φ(x, s))ds+ e−(K+α)(T−t+t˜)TW (φ(x, T + t˜))
}
.
Using a change of variable (r = T + t˜− t, z = φ(x, t), u = s− t) we obtain
V Tt (x) = inf
r≥T−t
r∈Ti
φ(x,t)
{∫
]0,r]∩R+
e−(K+α)uRW (φ(x, u+ t))du+ e−(K+α)rTW (φ(x, r + t))
}
≥ inf
r∈Tiz
{∫
]0,r]∩R+
e−(K+α)uRW (φ(z, u))du+ e−(K+α)rTW (φ(z, r)
}
= W (z) = W (φ(x, t)). (23)
The function gTt can be equivalently rewritten as
gTt (x) =
∫
]t,T ]∩R+
e−(K+α)(s−t)[F(φ(x, s)) +KgTs (x)]ds+ e
−(K+α)(T−t)W (φ(x, T )) (24)
because the both functions (22) and (24) of t ∈ [0, T ] satisfy the boundary condition gTT (x) =
W (φ(x, T )) and the following ordinary differential equation:
dgTt (x)
dt
= αgTt (x)− F(φ(x, t)).
Finally, for any t ∈ [0, T ], from (23) and (24) we have
W (φ(x, t))− gTt (x) ≤ V Tt (x)− gTt (x) = K
∫
]t,T ]∩R+
e−(K+α)(u−t)[W (φ(x, u))− gTu (x)]du,
and the required formula (19) follows from the Gronwall inequality: W (φ(x, t))− gTt (x) ≤ 0. 2
It will shortly be clear that the optimal strategy prescribes to apply impulsive actions if and
only if the current state of the controlled process X(t) belongs to Ξs∗ . In general, this can lead to a
sequence of simultaneous interventions, and such case is not within the scope of the current work.
At the same time, it is clear that this can never happen under the conditions enlisted in Remark
2.2.
The following proposition shows that the solution of the HJB equation is in fact unique and
coincides with the optimal value for the optimal control problem. Moreover this result provides the
existence of an optimal stationary non-randomized strategy.
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Proposition 5.6 Suppose all the conditions of Theorem 5.5 are satisfied. Let s∗, ϕg and ϕi be
the corresponding mappings, extend ϕg to X in an arbitrary measurable way, put ϕi(x) = ∆ for
x ∈ X \Ξs∗, and consider the stationary non-randomized control strategy u∗ defined as follows
• u0(·|y) = δϕi(y)(·);
• ψn(·|hn−1) = δs∗(xn−1)(·);
• γ0n(·|hn−1, y) = γ1n(·|hn−1, y) = δϕi(y)(·).
Assume, u∗ ∈ U , i.e. this strategy does not lead to sequences of simultaneous interventions.
Then the following assertion holds.
Strategy u∗ is uniformly optimal, the function W is the unique solution to the HJB equation
BW = W in the class L(X) and coincides with infu∈U V(u, x).
Proof: Equations (9), (15), (16), (17), (18), and (19) imply that ∀u ∈ U , ∀x0 ∈ X, ∀n ∈ N∗∫
Ai∆(x0)
∫
X
W (y)Q(dy|x0, ai)u0(dai|x0) +
∫
Ai∆(x0)
Ci(x0, a
i)u0(da
i|x0)
+Eux0
[ ∫
]Tn−1,Tn−1+s∗(Xn−1∧Θn]∩R+
e−αs
{[XW (X(s))− αW (X(s))]
+
∫
Ag(X(s))
[
Cg(X(s), ag) +
∫
X
∫
Ai∆(y)
∫
X
[Ci(y, ai) +W (z)−W (X(s))]
×Q(dz|y, ai)γ0(dai|y, s)Q(dy|X(s), ag)λ(X(s), ag)
]
pi(dag|s)
}
ds
]
+Eux0
[
I{Θn>s∗(Xn−1)}
(
e−αTnW (X(Tn−)) − e−α(Tn−1+s∗(Xn−1))W (X(Tn−1 + s∗(Xn−1)−))
+
∫
]Tn−1+s∗(Xn−1),Tn]∩R+
e−αs
∫
Ag(X(s))
[
Cg(X(s), ag) +
∫
X
∫
Ai∆(y)
∫
X
[Ci(y, ai) +W (z)−W (X(s))]
×Q(dz|y, ai)γ0(dai|y, s)Q(dy|X(s), ag)λ(X(s), ag)
]
pi(dag|s)ds
)]
+Eux0
[
N∑
n=1
∫
]Tn−1,Tn]∩R+
e−αs
∫
Ai(X(s−))
{
Ci(X(s−), ai) +
∫
X
[
W (z)−W (X(s−))
]}
× Q(dz|X(s−), ai)γ1n(dai|Hn−1, X(s−))
ψn(ds− Tn−1|Hn−1)
ψn([s− Tn−1,∞]|Hn−1)
]
≥W (x0)− Eux0
[
e−αTNW (X(TN ))
]
. (25)
If V(u, x0) < ∞, then, due to Lemma 4.1, Pux0(T∞ < +∞) = 0 and hence V(u, x0) ≥ W (x0).
The last inequality is obvious if V(u, x0) = ∞. Now, for u∗, we have the equality in (25). Hence
V(u∗, x0) <∞ because W is bounded, and, similarly to the presented above reasoning, V(u∗, x0) =
W (x0).
Therefore, ∀x0 ∈ X function W (x0) = infu∈U V(u, x0) is unique because, for any other solution
W˜ to the HJB equation BW = W in the class L(X), all the statements of Theorem 5.5 are valid;
hence W˜ (x0) = infu∈U V(u, x0). 2
6 Possible extensions
We investigated the time-homogeneous discounted model. But the developed theory can be also ap-
plied to the non-homogeneous process on the finite horizon [0, T ] when functions λ(x, t, a), Q(·|x, t, a)
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and Ci,g(x, t, a) depend on time t. Indeed, one can incorporate the t variable in the state and con-
sider the PDMP in the space Rd+1, where the (d + 1)-st component of the flow corresponds to
the differential equation t˙ = 1 with the initial value t(0) = 0. The modification of the state
space is obvious. For t ∈ [0, T ), Ai((x, t)) = Ai(x), Ag((x, t)) = Ag(x). With some additional
efforts, the sets of feasible actions can be also made time-dependent. Any one point x from the
original boundary ∂X transforms to the segment {(x, t) : t ∈ [0, T )}. We also say that the set
{(x, T ), x ∈ X} belongs to the boundary, where X corresponds to the original model. For any
point (x, T ) we put Ai((x, T )) = ai∞, Ag((x, T )) = a
g∞ (artificial isolated points which are different
in order to satisfy Ai ∩ Ag = ∅ in the modified model). Finally, Q({x∞}|(x, T ), ai∞) = 1 and
λ((x, T ), ag∞), Q(·|(x, T ), ag∞) can be defined arbitrarily. Here x∞ is the absorbing cemetery with
no future cost. It remains to put Ci,g((x, t), a) = eαtCi,g(x, t, a) for t ∈ [0, T ), where Ci,g(x, t, a) are
the original cost functions. If the t component equals T then Cg((x, T ), ag∞) may be arbitrary and
e−αTCi((x, T ), ai∞) can be equal to the terminal cost at the end of the planning horizon. After this
rearrangement, the new (time-homogeneous, discounted) model is within the scope of the current
work. Assumptions A,B,C will be satisfied if they are satisfied for the initial non-homogeneous
model with horizon [0, T ].
In the similar way, one can take into account the time τ elapsed from the previous jump epoch:
λ(x, τ, a) can describe the hazard rate of any general continuous distribution of the sojourn time,
not necessarily exponential. After any one jump of the process, the new value of the τ component
is zero.
According to Proposition 5.6, there is an optimal control strategy in the new model which
is stationary and non-randomized. Of course, in the original setting, that strategy will be time-
dependent.
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