Green, Hand, and Zhang (2017) conclude that twelve firm characteristics determine US stock returns prior to 2003, while only two characteristics affect returns after that.
Introduction
Using a comprehensive set of 94 firm characteristics, Green, Hand, and Zhang (2017; hence- forth, GHZ), address a challenge posed by Cochrane (2011) In this paper, we re-examine the GHZ results with robust econometric methods. First, we use a simple combination forecast approach. In contrast, GHZ rely on ordinary least squares (OLS) or an innovative market-value-weighted least squares (WLS) technique to estimate high-dimensional Fama-MacBeth regressions that include all 94 firm characteristics as predictor variables. Econometrically, this strategy raises the well-known issue of over-fitting.
The combination forecast method is a straightforward way to mitigate over-fitting by first running simple linear regressions to generate forecasts based on individual firm characteristics one at a time; the individual forecasts are then pooled across the 94 characteristics by taking the arithmetic mean or the median. Timmermann (2006) provides a survey of forecast combination in macroeconomic forecasting, while Rapach, Strauss, and Zhou (2010) find that the simple combination forecast approach is well suited to finance, as it significantly improves US market risk premium forecasts. Furthermore, Rapach, Strauss, and Zhou (2010) show that the simple combination forecast can be interpreted as a shrinkage procedure, which helps to alleviate over-fitting.
Our forecast combination approach delivers several interesting results. First, consistent with GHZ, we find evidence for a potential structural break in 2003. As pointed out by GHZ, a number of important changes occurred around this time, such as the passing of the Sarbanes-Oxley Act, accelerating of 10-Q and 10-K filing requirements by the SEC, and introduction of autoquoting by the NYSE. These changes potentially led investors to process information more quickly, thereby reducing the profitability of trading strategies that attempt to exploit the predictive information in firm characteristics. However, our second result differs sharply from GHZ. While they detect no economic gains after 2003 for a monthly hedge (spread) portfolio based on cross-sectional equity return forecasts computed from firm characteristics, a spread portfolio that employs our simple combination forecasts delivers substantial economic gains both before and after 2003 (although the gains are somewhat smaller after 2003).
Most interestingly, we also find that a large set of characteristics matter collectively both before and after 2003. Using a pseudo-random procedure -which, unlike a "black-box" random draw, is replicable -we find that 75% of the characteristics generate almost the same profitability as 100% of them, clearly indicating that there are redundancies among the characteristics. However, using only 25% of the characteristics usually delivers substantially lower profits than using all 100% of them. Our results indicate that it is too ambitious a task to identify only two characteristics that drive the entire cross section of expected returns post-2003. In general, many characteristics appear to play a role in determining expected returns, including after 2003, so that it is difficult to reduce the dimensionality of relevant characteristics to a very small number, such as two.
This finding is further supported by sophisticated machine learning methods based on the least absolute shrinkage and selection operator (LASSO, Tibshirani, 1996) , one of the most powerful devices for identifying relevant predictors in high-dimensional regression settings.
Recently, Feng, Giglio, and Xiu (2017) , Freyberger, Neuhierl, and Weber (2017) , and Kozak, Nagel, and Santosh (2017) apply LASSO-type methods to various finance problems. In this paper, we follow the methods used by Rapach, Strauss, Tu, and Zhou (2018) The rest of the paper is organized as follows. Section 2 briefly describes the data and discusses the methodology used in this paper, including the combination and machine learning methods. Section 3 presents the results for the combination forecasts. Section 4 examines the performance difference before and after 2003. Section 5 examines the number of relevant firm characteristics for predicting cross-sectional returns, both before and after 2003. We present additional robustness checks in Section 6, including results based on the LASSO. We conclude in Section 7.
Data and Methodology

Data
We use the same 94 characteristics used by Green, Hand, and Zhang (2017) but update the data to December, 2017.
1 For detailed information on the 94 variables, see Green, Hand, and Zhang (2017) . The data start in January, 1980, as most characteristics only become widely available from 1980. Only common stocks on the NYSE, AMEX, or NASDAQ that have a month-end market value on CRSP and non-missing value for common equity in the firms' annual financial statements are retained. Following Green, Hand, and Zhang (2017), we align the monthly return at month t with the annual firm characteristics at month t − 1
if the firms fiscal year ended at least six months before month t − 1. Similarly, we assume that the quarterly accounting data are available in month t − 1 if the fiscal quarter ended at least four months before month t − 1. I/B/E/S and CRSP data are aligned in calendar time using the I/B/E/S statistical period date and the CRSP monthly end date.
Combination Forecasts
To forecast the expected returns using the combination procedure, we first run a crosssectional regression each month relating a firm's return to each characteristic separately,
where r i,t is the monthly return on stock i in month t, z i,j,t−1 is the jth firm characteristic for stock i in month t − 1, I t is the total number of stocks in month t, and T is the total number of months in the sample period.
The second step constructs the return forecast for stock i based on jth firm characteristics using the estimated coefficientsα j,t andβ j,t and month t characteristic, z i,j,t ,
wherer i,j,t+1|t is the forecasted return based on jth characteristic and information in month t (and t − 1).
In the third step, we pool the return forecasts based on the individual characteristics to form a combination forecast for stock i at each month t. We use three simple combina-tion methods: mean, median, and trimmed mean, where the last drops the minimum and maximum individual forecasts. For example, the mean combination forecast is given aŝ
where J t is the number of return forecasts based on the individual characteristics at month t.
Due to missing values for many characteristics, especially in early periods, J t can be smaller than 94. In the analysis that follows, we also form combination forecasts using various subsets of the 94 characteristics and consider more sophisticated combination approaches.
To test the predictability of cross-sectional returns, we run Fama-MacBeth regressions to check statistical significance and construct spread (hedge) portfolios based on sorts of firm return forecasts to assess economic significance. For the Fama-MacBeth regression, we regress the monthly returns, r i,t on the forecasted returns,r i,j,t|t−1 for individual characteristics or the combined forecasts such asr Mean i,t+1|t , and examine the magnitude and significance of the slope coefficients, as well as the magnitude of R 2 s. To construct a spread portfolio, we first sort stocks into ten deciles based on the return forecasts and then construct a zero-investment spread portfolio that goes long (short) the highest (lowest) decile portfolio.
With respect to the treatment of small-cap stocks, we follow Green, Hand, and Zhang (2017) and consider three different cases. The first is the "Value-Weighted" case, where we estimate Equation (5) by weighted least squares (WLS), weighted by the previous monthend market value, and form value-weighted decile portfolios using NYSE breakpoints when constructing the spread portfolios. The second case is the "Equal-Weighted excl. Microcap,"
where we rank stocks according to NYSE size percentiles, exclude any stocks that fall below the bottom 20th percentile, and form equal-weighted decile portfolios. The third case is the "Equal-Weighted" case where we keep all stocks and form equal-weighted decile portfolios.
To compare our results to those in Green, Hand, and Zhang (2017), we replicate their approach using our updated data. Green, Hand, and Zhang's (2017) approach is similar to the steps described above. However, they estimate a high-dimensional multiple regression that includes all available characteristics for a given month to generate the return forecasts for the month. Instead, to help avoid over-fitting, we estimate cross-sectional regressions separately for each of the individual characteristics and then form combination forecasts by averaging across the forecasts based on the individual characteristics. Following GHZ, we use 120-month rolling averages of the coefficients when forming the return forecasts:
where J t is the number of available characteristics at month t, which should be close to 94 for most of the sample period. We emphasize that our combination forecasts are out of sample, just like the usual cross-sectional forecasts used by GHZ.
LASSO Method
Tibshirani ( 1996) proposes the LASSO as a shrinkage technique for mitigating over-fitting in high-dimensional regression settings, and it has become a popular tool in machine learning.
Consider the multiple cross-sectional regression for month t that includes all characteristics:
In addition to the familiar sum of squared residuals term, the LASSO objective function includes an ℓ 1 penalty term:
In contrast to the ridge regression, which employs an ℓ 2 penalty term, the LASSOs ℓ 1 penalty term allows for shrinkage to zero (for a sufficiently large regularization parameter). Thus, LASSO performs variable selection, and it typically produces a sparse model that is easier to interpret. Zhang and Huang (2008) , Bickel, Ritov, and Tsybakov (2009), and Meinshausen and Yu (2009) , among others, demonstrate that the LASSO performs well with respect to selecting relevant predictor variables. Fan and Li (2001) , however, show that the LASSO coefficient estimates for the selected variables are biased downward in magnitude. To address this issue, recent studies (e.g., Efron, Hastie, Johnstone, and Tibshirani, 2004; Meinshausen, 2007; Belloni and Chernozhukov, 2011, 2013) recommend re-estimating the coefficients for the selected predictive variables via OLS, referred to as OLS post-LASSO.
In our application, we consider LASSO and OLS post-LASSO estimation, as well as 
Combination Forecast Results
As described in Section 2, we first form forecasted returns based on individual characteristics and then combine these individual forecasts. We first compare the predictability of the combined forecasts with individual forecasts. To this end, we report the Fama-MacBeth regression results in Table 1 and portfolio sort results in Table 2 and Table 3 , respectively.
Fama-MacBeth Regression Results
In Table 1 , We run the Fama-MacBeth regression for each characteristic, regressing the monthly returns (r i,t ) on the forecasted returns (r i,j,t+1|t ) 4 and report the average of the slope coefficient, its t-statistic and p-value under three cases: WLS, OLS excl. microcap, and OLS. Out of the 94 characteristics, only one is significant at 1% level for the WLS case, two are significant at 1% level for the case of OLS excl. microcap, and one is significant for the OLS case. Similarly, the number of characteristics that are significant at 5% level is 3, 4, and 1, respectively, for the three cases, and the number significant at 10% is 2, 5, and 7, respectively. Furthermore, out of all 3 × 94 cases only one has a t-statistic greater than 3.00, the threshold recommended by Harvey, Liu, and Zhu (2016) . In addition, many 3 To implement the LASSO-related procedures, we need to choose the regularization parameter λ t for the ℓ 1 penalty term in the LASSO objective function. Based on Flynn, Hurvich, and Simonoff (2013) , we select the regularization parameter using the corrected AIC of Hurvich and Tsai (1989) . When, realistically, the true model is not included among the candidate models, Flynn, Hurvich, and Simonoff (2013) show that the corrected AIC asymptotically selects the best prediction model with respect to the ℓ 2 loss criterion. It also performs well in finite-sample simulations. 4 We deviate from the conventional Fama-MacBeth regression, which regresses r i,t on firm characteristics to make a fair comparison between the individual characteristics and the combination approaches.
of the slope coefficients are negative, although not significant. We also report the average of R 2 , which is most far less than 1.0%. Overall, the out-of-sample predictability of individual characteristics is very limited if not non-existent.
In sharp contrast, the three combined forecasts all have very significant coefficients and their t-stats range from 3.97 to 8.68, and thus their p-values are all very close to zero.
The magnitude of the slope coefficients are much larger, ranging from 1.96 to 9.21. Similar evidence comes from R 2 s, which are much large and range from 1.27% to 4.05%. This is very high compared to the usual R 2 estimated in the monthly predictability literature. We also report the results of GHZ approach as a comparison. Compared to those of the individual characteristics, the slope coefficients and R 2 s are much larger for GHZ approach, but they are still much smaller than those of the combination approach. For example, the slope coefficients range from 0.33 to 0.66 and the R 2 s range from 0.52% to 0.98% for the GHZ approach.
Spread Portfolio Results
We further examine the economic significance of the combination approach by forming long/short spread portfolios. As discussed in Section 2, we sort stocks into deciles by the forecasted returns, form various decile portfolios, and finally construct the long/short spread portfolios. We report the summary statistics of the spread portfolios for the individual characteristics in Table 2 , and more detailed statistics for the three combinations and GHZ approach in Table 3 . Out of the 94 characteristics, some are dummy variables, and a few have very narrow ranges such that sorting into ten deciles are problematic, and thus are excluded. Table 2 reports the sort results of 80 individual characteristics.
Even though many individual characteristics have insignificant Fama-MacBeth coefficients as shown in Table 1 , they may nevertheless have significant spread portfolios as shown in Table 2 . Many spread portfolios show significant average returns, and even more have sig-nificant Fama-French three-factor alphas. However, the numbers of t-stats greater than 3.0 are much smaller. They are 5 (7) for average return (alpha) under the value-weighted case, 8 (18) under the equal-weighted excl. microcap case, and 25 (27) under the equal-weighted case. It is of no surprise that the equal-weighted case has far more highly significant alphas as Fama and French (2008) note that many anomalies only exist in microcap stocks.
However, the average of the average returns (alpha) of the spread portfolios across the 80 characteristics is merely 0.20% (0.25%) under the value-weighted case, 0.34% (0.39%) under the equal-weighted excl. microcap case, and 0.37% (0.42%) under the equal-weighted case.
That is, if one invests in the 80 value-weighted (equal-weighted) spread portfolios with equal amount, the average return of that strategy is only 0.20% (0.37%) per month. Table 3 reports the performance of the spread portfolios for the three combinations and GHZ approach under the three cases: value-weighted, equal-weighted excl. microcap, and equal-weighted. In general, the value-weighted spread portfolios have the lowest performance, while the equal-weighted spread portfolios have the highest performance. The mean combination tends to have the highest performance, closely followed by the trimmed mean combination and the median combination often falls behind. Nevertheless, they all outperform the GHZ approach except for the equal-weighted case. For example, for the value-weighted portfolios, GHZ approach yields an average return of 0.79%, whereas the three combination approaches yield 1.19% (mean), 0.92% (median), and 1.14% (trimmed mean), respectively.
We also report risk-adjusted abnormal returns relative to three asset pricing models, Fama and French (1996) three-factor alpha (α F F 3 ), Fama and French (2015) five-factor alpha (α F F 5 ), and Hou, Xue, and Zhang (2015) (HXZ) four-factor alpha (α HXZ ). All three alphas are similar with α HXZ being the smallest. Similar patterns are observed for the abnormal returns. Three combination approaches yield the risk-adjusted abnormal returns higher than GHZ except for the equal-weighted case. For example, for the equal-weighted spread portfolios excluding microcap stocks, GHZ delivers an α F F 3 of 1.33%, an α F F 5 of 1.48%, and an α HXZ of 0.98%, respectively, whereas the mean combination delivers 1.80%
(α F F 3 ), 1.80% (α F F 5 ), and 1.85% (α HXZ ), respectively.
Predictability Before and After 2003
Green, Hand, and Zhang (2017) provide evidence that the cross-sectional predictability drops significantly after 2003. In this section, we investigate whether there is a similar performance drop using the combination approach. 
Returns on the Spread Portfolios
R 2 of Fama-MacBeth Regressions
We further investigate whether there is a significant drop in statistical predictability after It is also of interest to note that except for the equal-weighted case, the abnormal returns is virtually zero after 2003 for the GHZ approach, whereas it is virtually unchanged after 2003
Adjusted Abnormal Returns on the Spread Portfolios
for the combination approaches.
The Number of Predictors
Green, Hand, and Zhang (2017) argue that there are about 12 characteristics significant before 2003 and only two characteristics significant after 2003. With the high-dimensional multiple regression approach used by GHZ, the number of characteristics is of concern. Too many variables in the regression often result in overfitting and multicollinearity problem, although GHZ carefully choose the set of characteristics to alleviate the latter problem. In contrast, the number of characteristics is not an issue at all in the combination approach as regressions are always run with one characteristic at a time. Presumably, the more characteristics used, the better performance one may achieve. However, the question that how many characteristics may be good enough is of interest. In this section, we investigate this question and contrast that with the claim made by GHZ.
To examine the effect of the number of characteristics, we would need to construct a series of ever increasing subsets of characteristics, and apply the combination approaches to each of the sets and examine the performance. To this end, we construct "pseudo-random" sets as follows. We first sort all the 94 characteristics alphabetically and assign a number to each characteristic starting from 1. We then divide the number by 4 and take all the characteristics whose numbers have a remainder of 1 to construct the smallest subset that has about 25% of the characteristics. Similarly we collect all characteristics whose numbers have a remainder of 1 and 2 to construct the next subset, which contains about 50% of the characteristics, and all characteristics whose numbers have a remainder of 1, 2, and 3 to construct the 75% subset. With each of the subset, we apply the mean combination approach and report the summary statistics of the spread portfolios and the R 2 of the Fama-MacBeth regressions in Table 7 .
To compare with GHZ results, we divide the sample period into pre-2003 and post-2003 subperiods. In the period before 2003, the average return of the spread portfolio is 1.17% per month using about 25% characteristics, increases to 1.30% using about 50% characteristics and further to 1.39% using 75% characteristics, and stays almost the same when all characteristics are used. To contrast, the average return of the spread portfolio using GHZ approach and 12 variables is 1.22% before 2003. Slightly different results are observed for the R 2 , which increase monotonically as more and more characteristics are included.
For example, the R 2 increases from 1.52% to 1.89% when the number of characteristics used increases from 25% to 100%. Similar results are obtained for the period after 2003, during which the average return of the mean combination value-weighted spread portfolio increases from 0.66% to 0.86%, while GHZ approach delivers an average return of 0.43% with
Robustness
In this section, we examine the robustness of our results along several dimensions. We first examine the subperiod performance. We then use alternative approaches such as LASSO to select firm characteristics and to form forecasted returns.
Subperiod Performance
In this subsection we investigate the performance of the combination approaches over different subperiods. To this end, we start from the end of the sample period, and divide the whole sample period into five 7-year subperiods and one last subperiod with 3 years. This way, the period after 2003 is divided into two 7-year subperiods. Figure 2 plots the average returns in the 7-year subperiods for the mean combination approach under the three cases.
It is clear that the average returns of the mean combination approach remain positive and much higher than that of the market return in each of the six subperiods up to 2010. During the last subperiod from 2011 to 2017, the average returns become indeed much smaller and lower than that of the market.
LASSO Results
In this subsection, we use an alternative machine-learning approach to automatically select firm characteristics that can predict stock returns. We employ two approaches to forecast the returns. One uses the coefficients directly from the LASSO estimation and variable selection step, and we denote it as 1-pass LASSO regression. The other use the selected firm characteristics and run another WLS (OLS) to estimate the coefficients, and we denote it as 2-pass LASSO regression. lios with all stocks. Similar to the combination approaches, both LASSO approaches yield higher performance for the value-weighted and equal-weighted excl. microcap cases but lower performance for the equal-weighted case than the GHZ approach. In addition, the performance of LASSO approaches is generally better than that of the combination approaches, especially for the two equal-weighted cases. For example, for the equal-weighted spread portfolios excluding microcap stocks, the LASSO approaches deliver 1.98% (1-pass regression) and 1.71% (2-pass regression) in returns, compared to 1.16% of GHZ, and 1.55% of the mean combination. 0.58% (0.57%), which is much less than 1.70% drop produced by the GHZ approach. In addition, the t-stat of the drop is 3.43 for GHZ, and only 0.76 (0.77) for the 1-pass (2-pass) LASSO approach. It is noted that the performance drops are larger and more significant in the two equal-weighted cases for both GHZ and LASSO approaches, but the GHZ approach still yield much larger and much more significant drops in performance.
Variable Selection using LASSO
LASSO provides a systematic way of choosing firm characteristics in such way that when the slope coefficients are small and insignificant, it will set it to zero. We report the number of nonzero slope coefficients before 2003 and after 2003 and also the difference in Table 9 .
When we use value-weighted regression (WLS), the number of nonzero characteristics is 
Conclusion
In their comprehensive analysis of 94 firm characteristics, Green, Hand, and Zhang (2017) conclude that while there are twelve characteristics that determine US stock returns prior Because a relatively large number of firm characteristics appear relevant for future expected returns, it is unlikely that a factor model of low dimensionality-say, less than fivewill be able to account for the cross section of expected stock returns. Indeed, although the Fama-French three-factor, Carhart (1997) four-factor, Fama-French five-factor, HXZ Qfactor, and Stambaugh and Yuan (2017) mispricing-factor models explain various portfolio returns substantially better than the CAPM, they provide little improvement at the individual stock level (see, e.g., He, Huang, and Zhou, 2018). Our results suggest that models of perhaps more than ten factors will be needed to adequately explain the cross section of individual firm returns. An important area for future research is to identify additional fac- 1980-1982 1983-1989 1990-1996 1997-2003 2004-2010 2011-2017 Periods ( This table compares the predictability of the individual characteristics and three simple combinations of the characteristics. For individual characteristics, we first run cross-sectional regressions at month t − 1 using returns at month t − 1 and characteristics at month t − 2, and then use the estimated coefficients and the corresponding characteristics at month t − 1 to predict returns at month t. We run Fama-MacBeth regressions using the predicted returns and realized returns at month t and report the slope coefficients and their Newey and West (1987) robust t-statistics and p-values in Panel A. For the combination approaches, we combine all the month t predicted returns using three methods, mean, median, and trimmed mean for which the minimum and maximum of the predicted returns are dropped. We then run Fama-MacBeth regressions using the combined predictions and report the slope coefficients and their statistics in Panel B. Following Green, Hand, and Zhang (2017) we consider three cases for the first cross-sectional regressions: value-weighted, equal-weighted but excluding the microcap, and equal-weighted. The sample period is from January, 1980 to Dcember, 2017. This table compares the performance of the spread portfolios formed by sorting the predicted returns from the individual characteristics. The spread portfolios are the 10 − 1 portfolios taking the long position of the decile 10 portfolio and taking the short position of the decile 1 portfolio after stocks are sorted in into ten deciles according to the predicted returns based on the individual characteristics. Following Green, Hand, and Zhang (2017) we form different spread portfolios for the three cases. For the value-weighted case, we sort stocks using NYSE breakpoints and form value-weighted decile portfolios. For the equal-weighted excluding the microcap stocks, we do not use NYSE breakpoints and form equal-weighted decile portfolios. For the equal-weighted case, we sort stocks using NYSE breakpoints and form equal-weighted decile portfolio. For each spread portfolio, we report the its summary statistics such as average return (Mean), standard deviation (Std Dev), t-statistics, and Sharpe ratio (SRatio). We also report the risk-adjusted abnormal returns (α F F relative to the Fama-French three-factor model and its t-statistic (t α ). The sample period is from January, 1980 to Dcember, 2017. Green, Hand, and Zhang (2017) , and denote it as GHZ along with the three combinations, mean, median, and trimmed mean. We report the three cases, value-weighted, equal-weighted excluding microcap, and equal-weighted, in Panel A, B, and C, respectively. The sample period is from January, 1980 to Dcember, 2017. This table reports the predictive performance of the LASSO approaches. We consider two approaches. One uses the regression coefficients directly from the LASSO estimation, which we denote as 1-Pass Regression, and the other runs a WLS (an OLS) again using the selected characteristics from LASSO estimation, which we denote as 2-Pass Regression. We report the average return (Mean), standard deviation (Std Dev), and t-statistics of the spread portfolios for the full sample period as well as the subperiods before and after 2003, and also report the statistics of the difference before and after 2003. As a comparison, we include the multiple regression approach used by Green, Hand, and Zhang (2017) , and denote it as GHZ along with the three combinations, mean, median, and trimmed mean. We report the three cases, value-weighted, equal-weighted excluding microcap, and equal-weighted, in Panel A, B, and C, respectively. The sample period is from January, 1980 to Dcember, 2017. 
