ABSTRACT The idea of most trackers based on Siamese network is off-line training and online tracking. In fact, online tracking is conducted in terms of deep features, which are extracted from the predefined network trained on a large amount of data off-line. However, these features are the general representation for similar objects, and therefore, their discrimination ability is not enough to identify the current tracking target, particularly distractors, from the background. To tackle this problem, we propose to update the features extracted by a Siamese network online. These features can fit the target variations when tracking is on-thefly. Especially, we extract the common features from the shallow convolutional layers trained off-line, and then, they are employed as inputs of the deep convolutional layers to learn the special features of the current target online. Besides, an integrated updating strategy is proposed to accelerate network convergence. It is beneficial to enhance the discrimination ability of the learned features to identify the current target from the background and distractors. We conducted abundant experiments on the OTB2015 and VOT2016 databases. And the results demonstrate that our tracker effectively improves the baseline algorithm and performs favorably against most of the state-of-the-art trackers in the comparison of accuracy and robustness.
The general representation of the target is learned by a Y-shape network [2] which is trained on the VID database [7] offline. In fact, the similarity of the image pair is also learned to predict which candidate is most similar to the target. Thus, the target's status can be robustly estimated by discriminating which region is most similar to the initial target in the next frame [5] . In practice, one challenge of visual tracking is to capture the target variation in the temporal domain. Unfortunately, it is hard to update the whole network to fit the target online, since the large parameters of a network and rare training data. This will decrease the tracking performance, even failure, especially when distractors appear around the target. The main reason is that the learned features are insufficient to discriminate the target from background or distractors temporally.
Specifically, the input of a Siamese network is an image pair, and the output is a score that is used to measure the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ similarity of these two images. The feature embedding that is extracted by the last layer of the network is used to represent the target semantic. Thus, similar targets will have the same semantics. However, this method only trains the network offline and it is not feasible to update the whole network online when tracking is on-the-fly. Thus, the features are short of capturing the target variation temporally. That's to say, the Siamese network only learns the general characteristics of similar targets and the commonality between them. But these general characteristics cannot distinguish the background and distractors around the target. In order to address the above problems, various methods [8] [9] [10] [11] [12] have been proposed. CFNet [8] directly performs polynomial fitting on the features, which are extracted by the network during the tracking process to indicate different targets. Guo et al. [9] proposed a dynamic Siamese network to learn the appearance change and background suppression of the target online to improve the performances. On the other hand, Wang et al. (RASNet) [10] retained more detailed information on the target through a UNet network [13] . SA-Siam [11] made use of an image recognition model to compensate for the inadequacy of similar models , which can improve the discriminative power of the learned features. These methods just made use of pre-trained features to describe the target's semantic. But the tracking target is unseen in the training dataset, which leads that the features are insufficient to describe the current target. As a result, the tracker will not be able to identify distractors, even failure.
Different from the existing methods of learning the deep features [14] , [15] , this paper directly makes use of the tracking results to update the deep features incrementally. In such a way, the obtained features can indicate the current specific characteristic of the target that can be distinguished from background and distractors. As shown in the middle row of Figure 1 , the responses of learned features by the SiamFC [2] is disturbed by the background. But the response of learned features by our method is shown in the bottom row, which illustrates that it can suppress the distractors effectively.
In order to obtain the specific characteristics of the tracking target, we update the last two layers of the network to adapt the target variation online. This is helpful to distinguish a target from background and distractors. As shown in Figure 1 , three sequences basketball, girl2 and liquor from the OTB dataset [1] , are employed to illustrate the learned features, where the patch bounded by the red box is the target. The second and last row are the heat maps of the response obtained by the SiamFC [2] and our method, respectively. It can be seen that the response by SiamFC [2] is disturbed by distractors around the target. But the response obtained by our method can discriminate the target from distractors through updating the features online. By our method can discriminate the target from distractors through updating the features online.
In summary, the features extracted by a Siamese network offline only learn the general characteristics of the target, yet cannot capture the special characteristics of the FIGURE 1. Responses of learned features. Three sequences basketball, girl2, and liquor from the OTB dataset [1] are selected to show different responses, where the target is bounded by the red box. The second and last row is the heat maps of the response that are obtained by the SiamFC [2] and by our method, respectively. tracking target. This limits performance improvement further. In this study, we update the network to fit the special characteristics of the current target during the tracking. This will improve the discrimination ability of the features to distinguish background, even distractors. The main contributions of this paper are:
• An incremental learning method for discriminant features is proposed. The existing methods only consider the general representation of similar targets through offline training and ignore the specific representation of the current target. These will result in insufficient discriminative power of the learned features. In this paper, only the shallow layers are used to extract the general representation of the target, and the deep layers are incrementally updated to adapt the specific target. Thus, the final features both take the general and special characteristics of the target representation into account, which can eliminate the effect of distractors effectively.
• An online updating strategy is proposed. During the tracking process, different updating strategies (such as initial updating, interval updating, and failed updating) are integrated to update the network. We conduct experiments on OTB [1] and VOT [6] dataset, and verify the reliability of the algorithm through numerous experiments. Compared with the baseline tracker, the performances of our method have improved 9.2% and 5.6% in precision plots and AUC on the OTB2013 dataset.
Next, we will introduce the relevant works, the details of the proposed method will be described in Section III. Sections IV and V are experiments and conclusions, respectively.
II. RELATED WORK A. TARGET TRACKING BY SIAMESE NETWORK
In recent years, the success of deep learning in object tracking has led to its supplanting traditional methods [16] in high-performance applications [3] , [17] . It is difficult to train a network to track a target from scratch, while the application of a Siamese network promises improvements. Siamese networks are a Y-shaped neural network that combines two branches in its final layers to produce a single output. The advantage is to learn both similarity and features from the data jointly and directly. Early applications of Siamese networks included comparison of fingerprints [18] and hand-written signatures [19] . Later applications contained face verification and recognition [20] , [21] , patch matching [22] , and optical flow [23] .
More recently, Siamese networks are used to learn similarity and features representation jointly for visual tracking [8] , [24] , [25] . The Siamese network extracts the CNN features of both the template and search region, and these two features are then correlated to find the maximum value of the response map to locate the target in search regions.
Bertinetto et al. [2] proposed a fully-convolutional Siamese networks (SiamFC) to estimate the regional feature similarity between two frames. The speed on GPUs can reach 86 frame per second, which has attracted great concern in this field. In the subsequent works, Residual Attention Network (RASNet) [10] , Dynamic updating network (DSiam) [9] , and regional proposal network (PRN) [4] were proposed to make further improvement of the original SiamFC tracker and had achieved good effects.
Different from these methods that are based on the deep features extracted by pre-defined model, the motivation of this paper is to achieve the target commonality through the shallow convolutional layers and to learn the target individuality by updating the deep convolutional layers incrementally.
B. MODEL UPDATING
The context in the bounding box is given in the first frame as a model, which is used to search an object in the next frame [1] . The target always changes when tracking is on-the-fly, while the current model that only contains the previous information cannot adapt to the future changes of the target. On the other hand, if the model is updated quickly, the background may be judged as the object, and the error will accumulate constantly. As a result, the model will drift to the real target. Therefore, the model updating is a dilemma [26] . It's also a significant research subject to update the model reasonably, which can accurately adapt the target change while avoiding the tracking failure caused by the model drift.
The fixed template in early works [27] will lead to model drifting [28] , which is a serious threat for visual tracking. The template that is mixed with the background cannot represent the object at all. The effect of different template updating strategies are discussed in the early work [26] for the generative model. The following works update the model with stable frames [29] , the fixed learning rate [30] , sum of template [31] or multi-templates of different lifespans [32] .
At present, there are three main ideas for model updating: linear interpolation, multi-template, and network updating. Linear interpolations mainly interpolate the last results into the current model linearly, such as KCF [30] , CFNet [8] . It can enhance the correlation of existing tracking results. Multi-template updating maintains multiple target templates, which can eliminate the differences. It evaluates the reliability of the model through specific strategies to achieve the goal of adapting to the target changes.
Recently, MDNet [33] , [34] makes use of the current tracking results directly to update the fully connected network to obtain a more robust representation of the current target.
Similarly, we want to update the Siamese network to fit the target variation. Different from the previous works, the shallow convolutional layers are used to extract the common features, while the high-level semantic is extracted from the deep convolutional layers to achieve the special features to represent the current target.
III. METHOD A. PRELIMINARIES
The following notations are used in the rest of this paper. As the network input, the template and the search region are denoted as x and z, respectively. There are five convolution layers c 1 , c 2 , c 3 , c 4 and c 5 to construct the network architecture. Generally, the first three convolution layers are considered as shallow layer and the deep layer are the last two layers. The shallow features are represented as f (), and g() is used to extract the deep features by the convolution layers c 4 and c 5 . The network parameters is denoted as model . y i ∈ {+1, −1} is the label to verify whether a pair is similar or not. Additionally, ⊗ denotes the correlation operation in our study.
B. OVERVIEW
The features that are learned by the existing Siamese network are not able to distinguish the target from distractors effectively. To address this problem, we propose an online Siamese network for visual tracking. Especially, the shallow layer is used to extract features for describing the commonality of general objects by the offline training, while the special features of the current target are encoded in the last deep layers through online learning. Figure 2 illustrates the pipeline of the proposed method with a Siamese network. In detail, the input is an image pair, where the template x with the size 125 × 125 × 3 and the search region z with the size 255 × 255 × 3. Their commonality is represented by the features extracted by the shallow convolutional layers c 1 , c 2 , and c 3 . The responses that are correlated between the features f (x) and f (z) is shown in Figure 2 (b). It can be seen that the basketball player in the image top has the same value as the true player, which will confuse the tracker. In order to capture the current target's individuality, the deep layers c 4 and c 5 are employed to generate the special features to describe the target by online training with the expected label distribution. Figure 2 (c) shows the response between the extracted features g(x) and g(z). Clearly, the value of the true object is greater than the VOLUME 7, 2019 background and distractors. Thus, it is beneficial to locate the target accurately.
The basic idea of Siamese network tracking is to match the target with deep semantic features. The network is trained on large-scale data to learn the similarity of the input image pair offline. During the tracking procedure, the template and search region are fed into the network simultaneously, and the output is a response. The maximum of the response is used to indicate the target in current frame. Notice that the template is not updated during this operation, and is always the initial target. Although the deep feature is powerful to represent the object, it is helpless to fit the target variation temporally.
Siamese networks can learn the commonality between similar targets through training on large scale dataset. But this feature is weak to identify the current tracking target. It is easy to be disturbed by distractors, which will make the tracker following the background and distractors, yet not the true target in the current frame. The motivation of this study is to improve the discrimination ability of the final features so that they can distinguish the target from background and distractors. Motivated by the work [33] , we adopt the pretrained shallow convolutional layers to extract the common features to describe the target generally. In order to obtain special features to represent the current target, the last two convolutional layers are updated according to the expected distribution and training data. Thus, the tracker can follow the true target robustly, not distractors.
C. COMMON FEATURES EXTRACTING OF SIMILAR OBJECTS
Compared to the hand-craft features, the CNN features have demonstrated the powerful ability to represent the object. In this study, the CNN features are employed to describe the common features of similar objects. We adopt the AlextNet [3] as our backbone network to extract CNN features. Similar to the SiamFC [2] , the VID dataset are fed into the Siamese network to learn the commonality between similar targets. During the tracking process, the parameters of the shallow convolutional layers are frozen to extracting the common features f (x) and f (z) of the target.
The loss function for the offline training is described as follows:
where N denotes the number of all samples. Here, l(x) = 1 1+e −x is logistical function. Here, f (x) and f (z) are the common features of the target template and the search region through the shallow three convolution layers. And y i ∈ {+1, −1} indicates the label corresponding to the sample.
If we use the common features for correlation, the obtained response is shown in Figure 2 (b). It can be seen that the common features can extract similar part of the template x and the search region z, which conducts a coarse distinction between the target and background. However, distractors also achieve similar scores as the true target. In practice, we want to suppress the distractors' effect.
D. SPECIFIC FEATURES LEARNING OF TRACKING TARGET
In order to learn the special features of the tracking target, we fine-tune the last two convolutional layers c 4 and c 5 in terms of the expected distribution and training data. Through the online updating of the convolutional layers that have been trained offline, the final features that are extracted by the network can simultaneously represent the commonality and individuality of the target and achieve a better expression of the current target.
As shown in Figure 2 (a), the x and z are the initial target in the first frame and search region in the next frame. They are fed into the network to extract common and special features, and the response is then achieved by the correlation between the special features g(x) and g(z).
where ⊗ denotes the correlation operation. Here, the response's maximum is used to indicate the target's location in the search region. During the tracking procedure, the common features are employed to learn the special features in terms of the training data and expected label. The loss function can be written as:
where l is the logistical function, N is the number of training data.
As we can see from Figure 2 (c), the feature that are obtained by the last convolutional layers can identify the target from background, even distractors. The response of distractors is smaller than the true target's value since the special features encode more details of the current target than the common features.
E. ONLINE TRAINING
The current target individuality is represented by the special features extracted by the last two convolutional layers. There are two problems to update the Siamese network: training dataset and updating strategy. During the procedure of tracking, only the target is given with a bounding box in the initial frame, thus rare data leads the model over-fitting and cannot adapt to the temporal variation of the target. On the other hand, it is a time-consuming process to train the network online.
1) TRAINING DATASET SELECTION
In our method, the training dataset includes two aspects: the samples gathered in the initial frame and the samples that have a high score when the tracking is on-the-fly. In the initial frame, the target labeled with a bounding box is clear and does not be polluted by background. We gather some patches that have great overlap score with respect to the initial target as the positive samples, while the patches that have less overlap score with respect to the initial target are selected as negative samples.
Only the data gathered from the initial frame is not enough to train the model plenty to represent the temporal variation of the target. Therefore, the results of online tracking are also gathered as training data. Luckily, the results can also be utilized for training when tracking is on-the-fly. In order to verify the samples, an experienced threshold is used to gather the data according to the tracking results.
2) UPDATING STRATEGY
Online updating increases the computing burden, which conflicts with the tracking requirement. It is impractical to update in each frame, and different strategies, such as initial updating, interval updating, and failure updating, are integrated together in this study.
In the first frame, the initial template x 0 and the search region z 0 are used to update the model . In this way, the model can learn the current target's individuality and it is the base of online learning for the subsequent target. It is not necessary to update each frame since the target's variation is not huge in inter frames and the algorithm speed is also considered. However, model updating have done after a long term, it is hard to adapt to the target. Therefore, it needs tradeoff to how often to update the model. In this study, we update the model online after M frames.
Besides, when tracking fails, it indicates that the current model has insufficient ability to represent the target. As a result, the target cannot be effectively distinguished from the background. We gather samples that have high-score to update the model and improve the representation of the current target. These high-score samples are selected from the tracking results. They are kept for a long-term period.
IV. EXPERIMENTS A. IMPLEMENTATION DETAILS
The platform of our experiment is multi-core CPU, NVIDIA 1080TI GPU, and the algorithm is implemented on MATLAB 2017a. The speed of our algorithm is 11 frames per second. The training data offline is ILSVRC2015 [35] that is used for the detection task. The test videos come from the most commonly used OTB dataset [1] and VOT2016 [6] in the current target tracking field.
1) NETWORK ARCHITECTURE
The backbone of the network includes five convolutional layers derived from the Alexnet network [3] . Notice that VOLUME 7, 2019 Alexnet network includes five convolutional layers, where the first two convolution layers are followed by a Pooling layer. Here, the Pooling layer is a max-pooling operation. There is a ReLU layer behind each convolution layer, except for the fifth convolutional layer, and there is a ReLU behind each convolution layer. During training, batch normalization is used before each ReLU layer to reduce over-fitting.
2) EXPERIMENT CONFIGURATIONS
The learning rate η is set as 0.001. When the first frame is initialized, we use more iterations (about 150 epochs) to train the model so that it can converge. During the tracking process, we found that using fewer iterations (5 − 10 epochs) can make the model converge. During the offline training, all the convolutional layers are updated. When an online updating has conducted, the shallow convolutional layers are frozen, the last two convolutional layers are fine-tuned according to the new data. The updating interval parameter M is set to 30. The threshold for the normalized response is set as 0.8 to select the high score sample. If the score is smaller than 0.3, we consider that the tracking is failure.
3) DATA DIMENSIONS
In the experiments, the template size is 127×127×3, and the search region has a size of 255 × 255 × 3. The corresponding features extracted by the network are 6 × 6 × 256 and 22×22×256, respectively. The filter size of the convolutional layer c 1 and c 2 are 11 × 11 and 5 × 5. The rest convolutional layers' filter size is all 3 × 3. The response achieved by the last correlation is 17 × 17.
4) EVALUATION INDICATORS
In one frame, two common evaluation criterions are employed for quantitative measurement of the performance.
(1) center position error: the Euclidean distance between the center positions of the results and ground-truth; (2) overlap rate: the ratio between the intersection and union of the target and ground-truth. For the metric measurements used in our experiment, the center location error with a threshold 20 and overlap ratio with a threshold of 0.5 are utilized to generate the precision and success plots. Based on the benchmark library settings, our paper uses a one-pass evaluation (OPE) strategy to compare with other current advanced trackers. Because it only needs to initialize the object in the first frame, and the whole tracking process will not be influenced by supervised information until the end.
B. ABLATION STUDY 1) UPDATING STRATEGY
In order to verify the contribution of the updating strategies to the performance, we conduct the experiments on the OTB2015 [1] dataset with four updating strategies: initial updating, interval updating, failure updating, and overall updating. In detail, the initial updating uses the template in the first frame and the search region to train the model. The interval updating uses the gathered samples every 30 frame, and the failure updating strategy is performed when Quantitative results on the 100 benchmark sequences using OPE. SiamFC [2] is the baseline algorithm. OSFC_F, OSFC_FI and OSFC_FF are the initial updating, interval updating, and failure updating, respectively. The final updating strategy of this study is denoted as OSFC_OP.
the tracking fails. The overall updating strategy is integrated with the above three strategies. Figure 3 demonstrates the comparison of distance precision and overlap success plots on the OTB2015 [1] dataset with different updating strategies. In this study, SiamFC [2] is selected as the baseline tracker and OSFC_F is the initial updating. OSFC_FI and OSFC_FF are the interval updating, and failure updating based on the initial updating, respectively. The final updating strategy of this study is denoted as OSFC_OP.
As can be seen from Figure 3 , the results only reach 0.669 and 0.532 that are worse than the baseline algorithm when the initial updating is done. However, the results can be improved greatly and reached to 0.803 and 0.601 if the interval updating is adopted. This illustrates that the tracking results are beneficial to boost the representation ability of the feature learned by the network. Compared with OSFC_FI, the performances of OSFC_FF also can reach to 0.812 and 0.622, respectively. The reason may be that the samples gathered in the previous frames are useful to enhance the discrimination ability of features. The best performance is achieved by the OSFC_OP that adopts all the above updating strategies.
Our updating strategy needs to use the gradient descent method for iterative training on the gathered samples. Thus, the proposed algorithm has to endure more computing load comparing to the baseline tracker, but the speed of our tracker still can reach 11 frames per second on the GPU.
C. ONLINE UPDATIING ERROR ANALYSIS
The training error of online training is shown in Figure 4 .
In experiments, we train the network with more iterations (150 epochs) in the first frame to adapt the target. However, the few iterations can be converged when the interval updating and failure updating are conducted online. It can be seen from Figure 4 , after five iterations, the training error has a significant drop, while it has converged after thirty times.
D. OTB DATASET 1) OVERALL PERFORMANCE ANALYSIS
We select Siamese based methods(SiamFC [2] , DCFNet [36] , CFNet [8] , SiamRPN [4] ) and correlation filter based trackers (KCF [30] , SRDCF [37] , ECO [38] , CSR-DCF [39] ). Besides, the multi-template method MEEM [40] is also employed as a compared method.
It can be seen from Figure 5 (a) that our algorithm can exceed the baseline tracker with 9.2% in precision plots and AUC of 6.9% on OTB2013 dataset, respectively. It is shown in Figure 5 (b) that the accuracy of our algorithm is 0.812 and the AUC is 0.622, which improves 6.4% and 4.9%, comparing to the baseline algorithm on OTB2015 dataset shown in Figure 5(b) , respectively.
Among the state-of-the-art tracking methods, the SiamFC [2] , DCFNet [36] , CFNet [8] are based on Siamese network. CFNet [8] and DCFNet [36] represented the correlation filter as a layer embedded into the network to learn the feature with an end-to-end way. The proposed method consistently performs well against these three baseline methods. Because the template in these methods is the target labeled in the first frame, and it no longer updates during tracking. However, this did not adapt to the target variations, so the performances are weaker than our method. Here, the performances of our method are lower than that of the SiamRPN [4] , since it added an extra the region propose network after the Siamese network to refine the bounding box.
The recent correlation filter based trackers: SRDCF [37] and CSR-DCF [39] , improved the baseline KCF [30] with different regularizations to solve the boundary effects.
Compared to these correlation filter trackers (KCF [30] , SRDCF [37] , ECO [38] , CSR-DCF [39] ), our method still achieve well performances against these methods,which are shown in Figure 5 .
2) ATTRIBUTE ANALYSIS
We analyze the tracker performances using 11 annotated attributes in the OTB2015 [1] dataset. Figure 6 and 7 present both the precision plots and AUC under one-pass evaluation regarding these challenging attributes for visual object tracking. Overall, the proposed tracker performs well in the challenges of fast motion, background cluster, out-of-plane rotation, occlusion, illumination variation, in-plane rotation, and out-of-view.
Although the proposed algorithm in this paper does not always rank first in every difficulty attribute, the algorithm achieves a higher score in each difficulty attribute. Compared with the Siamese network based trackers, the advantage of our method is obvious. It can be seen from Figure 6 and 7 that the online model updating can improve the discrimination ability of the feature to represent the target. Especially, compared with the baseline algorithm, the proposed method's robustness in most attributions has been improved. On the other hand, the proposed method does not perform well for scenes with motion blur and scale transformation. The reason may be is the model drifting problem, which requires a trade-off.
3) QUALITATIVE ANALYSIS
The commonality of similar objects can be learned through offline training, while the individuality of the current target can be captured by online training. This can improve the discrimination ability of the extracted features to identify the target from background and distractors. In order to verify this, we select six videos with various difficult scenes from the OTB2015 database. And we compare the proposed method with SRDCF [37] , DCFNet [36] , CFNet [8] , MEEM [40] and SiamFC [2] .
It can be seen from Figure 8 that the proposed algorithm is robust to most difficult scenes, especially for distractors. In order to visualize tracking, we will analyze some results according to the given attributes, as shown in Figure 8 . 
a: BASKETBALL
This video mainly shows basketball games. The challenge of this video is that other players have the same jersey with the target. In the 723-th frame, there is a distractor that has similar interference around the target, even part occlusion. Both SRDCF [37] and SiamFC [2] directly lost the target and other trackers are also confused by the similar object to leave from the target. However, our tracker can still achieve stable results facing this challenge, since individuality of the current target is learned online.
b: GIRL2
This test video mainly shows the movements of people in a natural scene. The main challenge of this video is the occlusion and distractors in the background. Most trackers have lost the target except SRDCF [37] and our method. In the following frames, although some trackers can retrack the target, the performance has been affected. However, the proposed algorithm can follow the target continuously and achieve better performance than others. The results of this test video illustrate that our method can deal with the occlusion.
c: LIQUOR
This test video mainly shows the target movement in the scene. The main challenge is a similar object in the background and the fast movement of the target itself. Due to both the challenge attributes, this requires the tracker to have a powerful ability. In the 388-th frame, because the target has moved quickly and exceeded the border, SiamFC [2] tracker lost the target directly and other trackers have also degenerated. In the 893-th frame, similar objects occur in the background. Only the proposed algorithm and SRDCF [37] tracker still follow the tracker, others have not enabled to track the target.
d: TWINNINGS
The challenge of this sequence comes from a complex background. As shown in Figure 8 , all trackers can follow the target well in the 15-th frame, but the performances begin to differ in 232-th frame: DCFNet [36] and SRDCF [37] gradually get out of the target. In the 484-th frame, the trackers excluding our method have degraded with different levels and the results have offset with respect to the true target in the translation and scale space. Attribute-based AUC metric on the OTB2015 dataset [1] , where the legend of overlap success contains area-under-the-curve score for each tracker. Performance evaluation on benchmark attributes: illumination variation (35), out-of-plane rotation (59), scale variation (61), occlusion (44) , deformation (39) , motion blur (29) , fast motion (37), in-plane rotation (51), out-of-view (14) , background clutter (31), and low resolution (9) . The later digits mean the number of videos with that attribute. The proposed algorithm performs well against state-of-the-art results.
FIGURE 8.
Sample tracking results on challenging image sequences (from top to down are Basketball, human9, girl2, Liquor, Human5 and Twinnings. We show some tracking results of SRDCF [37] , DCFNet [36] , CFNet [8] , MEEM [40] , SiamFC [2] , as well as the proposed algorithm.
E. VOT2016
VOT [6] is one of the most popular databases in the object tracking field. Therefore, we use the VOT2016 [41] database to compare with the state-of-the-art algorithms to prove the proposed algorithm advantage. The comparison algorithms are mainly including ACT [42] , MLDF [41] , STC [43] , DAT [44] and so on, which are provided by the community. [41] dataset. The red color is the best score, and the blue color is the second, and the third score is green color.
In the table 1, red, blue and green colors represent the 1st, 2nd, and 3rd rank of the performance. It is can be seen that our algorithm in this study achieves the first place on the overlap and the second place on the failures and EAO. Experiments show that the overall performance of the tracking algorithm can be improved by an online updating operation.
F. FAILURE ANALYSIS
We show sample tracking failures by the proposed tracker in Figure 9 . In the case of motion blur and scale transformation (such as bike and box), the proposed algorithm cannot deal with this situation well. We need to re-update the model to learn more robust features to solve this problem. Our method can only strengthen the representation of specific targets and follow the target accurately and robustly. Unfortunately, this can't deal with all the challenges.
V. CONCLUSION
Currently, trackers based on similarity learning only use trained network offline to learn the general features between similar objects. During the online tracking process, these features cannot achieve the representation of the current target and will be disturbed by distractors. In this paper, we update the network online based on Siamese networks. Through training the network incrementally, the model learns specific features of the current target in the base of common features.
Then these common and specific features are integrated to represent the current target. Sufficient and reliable experiments show that our method can achieve good representation to identify the current target from background and distractors.
We also summarize the potential directions to improve our approach and shed light on our future works. In practice, we found that the position of the bounding box is essential to the performance although the location determined by the tracker is very accurate. Thus, the bounding box's accuracy is a key issue to the tracking performance. Region proposed network is introduced into visual tracking recently and achieves good performance. It also requires learning incrementally in order to contain the target tightly. Additionally, the pretrained network of our tracker is adopted with Alex network, the potential direction is how to utilize the deeper network, such as VGG, ResNet. 
