Abstract. It is proved that, for an indefinite quadratic programming problem under linear constraints, any iterative sequence generated by the Proximal DC decomposition algorithm R-linearly converges to a KarushKuhn-Tucker point, provided that the problem has a solution. Another major result of this paper says that DCA sequences generated by the algorithm converge to a locally unique solution of the problem if the initial points are taken from a suitably-chosen neighborhood of it. To deal with the implicitly defined iterative sequences, a local error bound for affine variational inequalities and novel techniques are used. Numerical results together with an analysis of the influence of the decomposition parameter, as well as a comparison between the Proximal DC decomposition algorithm and the Projection DC decomposition algorithm, are given in this paper. Our results complement a recent and important paper of Le
Introduction
The importance of the indefinite quadratic programming problem under linear constraints (IQP for brevity) in optimization theory and its various applications is well known (see, e.g., [2, 5] ).
For the solution existence, structure of the solution set, necessary and sufficient optimality conditions, and stability of this problem, the reader is referred to [7] and the references therein.
Numerical methods for solving IQP have been addressed in many research works; see, e.g., [3, 4, 18, 19, 20, 22, 27, 28, 29] . Note that most of the known algorithms yield just stationary points (that is, the Karush-Kuhn-Tucker points, or KKT points for short), or local minimizers. In other words, most of the known algorithms are local solution methods. Since the IQP is NP-hard (see [16] and also [3] ), finding its global solutions remains a challenging question.
We are interested in studying and implementing two methods to solve the IQP, that are based on a general scheme for solving DC (Difference-of-Convex-functions) programs due to Pham Dinh and Le Thi [17, 19] (see also [9, 21] ). A combination of DCA (DC Algorithms) with interior point techniques for solving large-scale nonconvex quadratic programming has been proposed in [22] . The two DC decompositions suggested in [22] are the projection DC decomposition and the proximal DC decomposition. They lead to two algorithms for solving the IQP: the Projection DC decomposition algorithm (Algorithm A) and the Proximal DC decomposition algorithm (Algorithm B); see [11, 22] , and Section 2 below. It is worthy to stress the following features of these algorithms: -The algorithm descriptions are simple; -The implementation is easy; -No line searches are required.
Nevertheless, using the DCA theory one can only assert [12, Theorem 1] that any cluster point of a DCA sequence generated by the above-mentioned algorithms is a KKT point of the IQP. To be sure that such cluster points do exist, one must establish the boundedness of the DCA sequence. In general, DCA sequences need not be bounded [12, Example 1] . But there is a Conjecture [12, p. 489 ] saying that if the IQP has global solutions, then every DCA sequence generated by one of the algorithms A and B must be bounded. Recently, the Conjecture has been solved in the affirmative for the two-dimensional IQP by Tuan [25] . To solve it in the general case, Tuan [26] has used a local error bound for affine variational inequalities and several specific properties of the KKT point set of the IQP which were obtained by Luo and Tseng [15] (see also Tseng [24] and Luo [14] ). The main result of [26] is the following theorem: If the IQP has a nonempty solution set, then every DCA sequence generated by Algorithm A converges R-linearly to a KKT point.
The first aim of the present paper is to prove that any DCA sequence generated by Algorithm B converges R-linearly to a KKT point. Hence, combining this with Theorem 2.1 from [26] , we have a complete solution for the Conjecture in [12, p. 489 ]. Our result is obtained by applying some arguments of [26] and a new technique in dealing with implicitly defined DCA sequences.
By [12, Theorem 3] , we know that DCA sequences generated by the Algorithm A converge to a locally unique solution of the IQP if the initial points are taken from a suitably-chosen neighborhood of it. In the terminology of [13] , this means that the locally unique solutions of the IQP are asymptotically stable with respect to Algorithm A. The open question of [12, p. 488] can be reformulated as follows: Is it true that the locally unique solutions of the IQP are asymptotically stable with respect to Algorithm B?
The second aim of our paper is to use a novel technique to establish the asymptotical stability of the locally unique solutions with respect to Algorithm B under a mild additional assumption on the DCA decomposition parameter. It is still unclear to us whether that assumption can be dropped, or not.
The third aim of this paper is to analyze the influence of the decomposition parameter on the rates of convergence of DCA sequences and compare the performances of the algorithms A and B upon randomly generated data sets. Numerous numerical tests lead us to the following observations: -For both the the algorithms A and B, the closer is the positive decomposition parameter to the lower bound of the admissible parameter interval, the higher is the convergence rate of DCA sequences; -Algorithm B is more efficient and more stable than Algorithm A.
Our results complement a recent paper of Le Thi, Huynh, and Pham Dinh [8] , where by original proofs the authors have obtained a series of important convergence theorems for DCA algorithms, which solve optimization problems with subanalytic data. To be more precise, from Theorems 3.4, 3.5, and 4.2 of [8] it follows that any DCA sequence generated by Algorithm B converges R-linearly to a KKT point, if the sequence is bounded. Since the boundedness of DCA sequences cannot be obtained by the Lojasiewicz inequality (see [8, Theorem 2.1] ) and the related results on KurdykaLojasiewicz properties (see [1] and the references therein), Theorem 3.3 and its proof are new contributions to the analysis of the existing solution algorithms in indefinite quadratic programming.
The interested reader is referred to the comprehensive survey paper of Le Thi and Pham Dinh [10] on the thirty years of the development of the DC programming and DC algorithms, where as many as 343 research works have been commented and the following remarks have been given: "DC programming and DCA were the subject of several hundred articles in the high ranked scientific journals and the high-level international conferences, as well as various international research projects, and were the methodological basis of more than 50 PhD theses. About 100 invited symposia/sessions dedicated to DC programming and DCA were presented in many international conferences. The ever-growing number of works using DC programming and DCA proves their power and their key role in nonconvex programming/global optimization and many areas of applications."
The remainder of the paper consists of four sections. Section 2 describes the DC algorithms of [22] . In Section 3, we study the R-linear convergence rate of DCA sequences generated by Algorithm B. Section 4 establishes a theorem on the asymptotical stability of the locally unique solutions with respect to Algorithm B. The influence of the decomposition parameter on the rates of convergence of DCA sequences and the performances of the algorithms A and B upon randomly generated data sets are discussed in Section 5.
Preliminaries
Consider the indefinite quadratic programming problem under linear constraints (called the IQP in the preceding section):
where Q ∈ R n×n and A ∈ R m×n are given matrices, Q is symmetric, q ∈ R n and b ∈ R m are arbitrarily given vectors. The constraint set of the problem is
Since x T Qx is an indefinite quadratic form, the objective function f (x) may be nonconvex; hence (2.1) is a nonconvex optimization problem.
Now we describe some standard notations that will be used later on. The unit matrix in R n×n is denoted by I. The eigenvalues of a symmetric matrix M ∈ R n×n are ordered in the sequence λ 1 (M) ≤ ... ≤ λ n (M) with counting multiplicities. For an index set α ⊂ {1, . . . , m}, by A α we denote the matrix composed by the rows A i , i ∈ α, of A. Similarly, b α is the vector composed by the components b i , i ∈ α, of b.
The pseudo-face of C corresponding to α is the set
whereᾱ := {1, . . . , m} \ α. Let B(x, ε) (resp., B(x, ε)) denote the open (resp., closed) ball with center x and radius ε > 0. 
Symbol Ω ⊥ stands for the linear subspace consiting of the vectors which are orthogonal to every vector in Ω. The metric projection of u ∈ R n onto C is denoted by
The tangent cone to C at x ∈ C is denoted by T C (x), i.e.,
Following [22] , to solve the IQP via a sequence of strongly convex quadratic programs, one decomposes f (x) into the difference of two convex linear-quadratic functions
with ϕ(x) = 1 2
symmetric positive definite matrix and Q 2 is a symmetric positive semidefinite matrix. Then (2.1) is equivalent to the DC program
, where δ C (x) = 0 for x ∈ C and δ C (x) = +∞ for x / ∈ C is the indicator function of C. Let x 0 ∈ R n be a given initial point. In accordance with the general solution method of [19, 21] , at every step k ≥ 0 one computes y k = ∇h(x k ) T = Q 2 x k and finds the unique solution, denoted by x k+1 of the convex minimization problem
The latter is equivalent to the strongly convex quadratic program
The obtained sequence {x k } is called the DCA sequence generated by the DC algorithm and the initial point x 0 .
then x is said to be a Karush-Kuhn-Tucker point (a KKT point) of the IQP.
This definition can be rephrased (see, e.g., [7] ) as follows: If x ∈ C and
then x is said to be a KKT point of (2.1). Since condition (2.4) is equivalent to ∇f (x), y − x ≥ 0 for all y ∈ C, x ∈ C is a KKT point of the IQP in (2.1) if and only if it is a solution of the affine variational inequality
Denote the KKT point set (resp., the global solution set) of IQP by C * (resp., S). It is well known (see, e.g., [7] ) that S ⊂ C * .
We now recall some basic properties of DCA sequences.
Theorem 2.2 (See [21, Theorem 3] and [22, Theorem 2.1])
Every DCA sequence {x k } generated by the above DC algorithm and an initial point x 0 ∈ R n has the following properties:
(ii) {f (x k )} converges to an upper bound f * for the optimal value of (2.1);
Remark 2.3 By [21, Theorem 3], if x 0 ∈ C then we have the inequality in (i) for every k ≥ 0. To see this, it suffices to note that x 0 ∈ C = domg := {x : g(x) < +∞},
As the smallest eigenvalue λ 1 (Q) and the largest eigenvalue λ n (Q) of Q = Q 1 − Q 2 can be computed easily by some algorithm (for instance, by the Newton-Raphson algorithm in [23] ) or software, next realizations of the DC decomposition (2.2) can be done:
(a) Q 1 := ρI, Q 2 := ρI −Q, where ρ is a positive real value satisfying the condition ρ ≥ λ n (Q); (b) Q 1 := Q+ρI, Q 2 := ρI, where ρ is a positive real value satisfying the condition ρ > −λ 1 (Q).
The number ρ is called the decomposition parameter. The following algorithms appear on the basis of (a) and (b), respectively. Algorithm A. (Projection DC decomposition algorithm) Fix a positive number ρ ≥ λ n (Q) and choose an initial point x 0 ∈ R n . For every k ≥ 0, compute the point
which is the unique solution of (2.3), where Q 1 = ρI and Q 2 := ρI − Q. The latter can be rewritten in the form
Algorithm B. (Proximal DC decomposition algorithm) Fix a positive number ρ > −λ 1 (Q) and choose an initial point x 0 ∈ R n . For any k ≥ 0, compute the unique solution, denoted by the point x k+1 , of the strongly convex quadratic minimization problem min ψ(x) := 1 2
(Note that, up to adding a real constant, the objective function of (2.6) can be written as Let {x k } be a DCA sequence generated by one of the last two algorithms and an
According to Theorem 2.2, x * is a KKT point of IQP. Since one wants to find a global solution, one has to restart the algorithm if x * / ∈ S. To do so, we must find some u ∈ C such that f (u) < f (x * ), put x 0 = u and construct a new DCA sequence. If the latter is again bounded, one finds a new KKT pointū ∈ C * with f (ū) ≤ f (u) < f (x * ) (see Theorem 2.2). The process is continued until finding a point x * ∈ S. Since the distinct values of f on C * does not exceed 2 m (see [3, Lemma 4] ), the upper bound for the number of restarts of any DC algorithm is 2 m .
Convergence Theorem
As noted in Section 2, the KKT point set C * of (2.1) finitely many connected components. Since the solution set of (2.1) is a subset of C * , if the former is nonempty then C * = ∅. For any given subset M ⊂ R n , by
We will need two lemmas for our purposes. Next lemma gives a local error bound for the distance form a feasible point x ∈ C to C * . 
for all x ∈ C with 
The necessary and sufficient condition for x k+1 to be the unique solution of (2.6) is the following
where ∇ψ(x k+1 ) = Qx k+1 + q + ρx k+1 − ρx k . Equivalently, x k+1 is the unique solution of the strongly monotone affine variational inequality given by the affine operator x → (Q + ρI)x + q − ρx k and the polyhedral convex set C. Therefore, applying Theorem 2.3 from [6, p. 9] we see that x k+1 is the unique fixed point of the map
, where µ > 0 is arbitrarily chosen, M := Q + ρI, and
In what follows, we choose µ = ρ −1 . Then
The convergence and the rate of convergence of Algorithm B, the Proximal DC decomposition algorithm, can be formulated as follows. Choose k 0 ∈ N as large as
If it holds that
then by (3.7) one has
To obtain (3.11), for any k ≥ k 0 , we recall that
Combining this with the nonexpansiveness of P C (.) [6, Corollary 2.4, p. 10] yields
Hence (3.11) is valid and, in addition, we have
From this and (3.12) it follows that
Since C * is closed and nonempty, for each k ∈ {0, 1, 2, . . . } we can find
So, as consequence of (3.10),
Let C 1 , C 2 , · · · , C r be the connected components of C * . By Lemma 3.2 and (3.17), there exist i 0 ∈ {1, . . . , r} and k 1 ≥ k 0 such that y k ∈ C i 0 for every k ≥ k 1 . Hence, according to the third assertion of Lemma 3.2,
for some c ∈ R. Since (2.1) has a solution, by Theorem 2.2 we can find a real value f * such that lim
By the classical Mean Value Theorem and by the formula ∇f (x) = Qx + q, for every k there is
Since y k is a KKT point, it holds that 0 ≤ Qy k + q, x k − y k . Adding this inequality and the preceding equality, we get
On one hand, from (3.18) and (3.19) it follows that
As lim
On the other hand, since gives us
From this and (3.15) we get
for all k ≥ k 0 . So, setting α = ℓ 2 M , we have
For each k ≥ k 1 , since M = Q + ρI and q k = q − ρx k , invoking (3.21) and using (3.15) once more, we have
Therefore, with β :
Letting k → ∞, from (3.22) we can deduce that
Combining the last expression with (3.20) yields f * = c. Therefore, by (3.22 ) and the first assertion of Theorem 2.2 we obtain
where Q 1 = Q + ρI and Q 2 = ρI.
So we have
where µ 0 := 2β 2β+γ ∈ (0, 1). Thus,
where r 0 := µ
where r 1 := r 0 (µ 2 + 1). Consequently, using the first assertion of Theorem 2.2 once more, we see that
where r :=
and µ ∈ (0, 1). Let ε > 0 be given arbitrarily. For each positive integer p, we have
provided that k is large enough. Hence {x k } is a Cauchy sequence, and we may assume that it converges to a point x * ∈ C. By the third assertion of Theorem 2.2,
Moreover, passing the inequality
to the limit as p → ∞, we get
This proves that {x k } converges R-linearly to a KKT point of (2.1). ✷
Asymptotical Stability of the Algorithm
We will prove that DCA sequences generated by Algorithm B converge to a locally unique solution of (2.1) if the initial points are taken from a suitably-chosen neighborhood of it.
First, we have to recall a stability concept that works for discrete dynamical system. Consider an iteration algorithm which generates a unique point x k+1 , provided that the preceding iteration point x k , k ∈ {0, 1, 2, . . . }, has been defined. Following
Leong and Goh [13, Definition 2], we can present the concept of asymptotical stability of a KKT point as follows.
Definition 4.1
The KKT point x * of (2.1) is:
(i) stable (in the sense of Lyapunov) w.r.t. the iteration algorithm if for any given ε > 0 there exists δ > 0 such that whenever x 0 ∈ B(x * , δ), the DCA sequence generated by the iteration algorithm and the initial point x 0 has the property
(ii) attractive if there exists δ > 0 such that whenever x 0 ∈ B(x * , δ), the DCA sequence generated by the iteration algorithm and the initial point x 0 has the property lim
(iii) asymptotically stable w.r.t. the iteration algorithm if it is stable and attractive w.r.t. to that algorithm.
As usual, for an optimization problem min{g(x) : x ∈ Ω} with g : R n → R and Ω ⊂ R n being respectively a real function and an arbitrary subset, one says that x * ∈ Ω is a locally unique solution of if there exists ε > 0 such that
We will need next two lemmas expressing some well-known facts.
Lemma 4.2 (See, e.g., [7, Theorem 3.8] ) If x * ∈ C is a locally unique solution of (2.1), then there exist µ > 0 and η > 0 such that
for every x ∈ C ∩ B(x * , µ). The main result of this section can be formulated as follows.
Theorem 4.4 Consider Algorithm B and require additionally that ρ > Q . Suppose x * is a locally unique solution of problem (2.1). In that case, for any ε > 0 there exists δ > 0 such that if x 0 ∈ C ∩ B(x * , δ) and if {x k } is the DCA sequence generated by Algorithm B and the initial point x 0 , then
In other words, x * is asymptotically stable w.r.t. Algorithm B.
Proof. Suppose that ρ > Q and x * is a locally unique solution of (2.1). By Lemma 4.2 we can select constants µ > 0 and η > 0 such that (4.23) holds. For any given ε > 0, by replacing ε with a smaller one (if necessary), we may assume that ε ∈ (0, µ) and ε < µ(
by (4.23), the continuity of f implies the existence of δ ∈ (0, µ) satisfying
First, let us show that the assertion about stability in the sense of Lyapunov of DCA sequences generated by Algorithm B is valid for the chosen number δ > 0. Fix any x 0 ∈ C ∩ B(x * , δ). As δ < ε, for k = 0 we have x k ∈ C ∩ B(x * , ε). To proceed by induction, suppose that the last inclusion holds for some k ≥ 0. Since x * is a locally unique solution of (2.1), it is a KKT point of that problem, i.e.,
It follows that
Indeed, by the characterization of the metric projection [6, Theorem 2.3, p. 9], (4.26) is valid if and only if
The latter is equivalent to (4.25) . Using (3.9), (4.26) , and the nonexpansiveness of the metric projection [6, Corollary 2.4, p. 10], we have
Then we obtain
where the strict inequality follows from the property ε < µ(1 − ρ −1 Q ). Thus,
. Applying (4.23) and the inequality f (x k ) ≥ f (x k+1 ) which holds for any k ≥ 0 (see Remark 2.3), we get
. . .
Hence,
Since x 0 ∈ C ∩ B(x * , δ), combining this with (4.24) we obtain x k+1 − x * < ε which means that x k+1 ∈ C ∩ B(x * , ε). Thus, we have proved that x k ∈ C ∩ B(x * , ε) for every k ≥ 0. Next, to obtain the assertion about the attractiveness of DCA sequences generated by Algorithm B, we observe by the just obtained stability result that for any ε > 0 there exists δ = δ(ε) > 0 such that if x 0 ∈ C ∩ B(x * , δ) and if {x k } is the DCA sequence generated by Algorithm B and the initial point x 0 , then the property in (a)
is valid. Without loss of generality, we may assume that ε ∈ (0, µ) and δ ∈ (0, ε). By taking a smaller positive ε > 0 and choosing the corresponding δ = δ(ε) such that the property in (a) is valid, we can have the following: If x 0 ∈ C ∩ B(x * , δ) and if {x k } is the DCA sequence generated by Algorithm B and the initial point x 0 , then the property in (b) holds. Indeed, if this claim was false, we would find sequences ε j → 0 + and δ j → 0 + such that for each j ∈ N we have ε j ∈ (0, µ), δ j ∈ (0, ε j ), and the stability assertion is valid for the pair (δ, ε) := (δ j , ε j ). Moreover, for each j, there exists some x 0,j ∈ C ∩ B(x * , δ j ) such that the DCA sequence {x k,j } generated by Algorithm B and the initial point x 0,j does not converge to x * . Then we can select a subsequence of {x k,j } which converges to a point 27) where x j = x * . By Theorem 2.2 we have x j ∈ C * for j = 1, 2, . . . . Observe that
For each j, one can find a natural number
Then, by (4.27) one has
Hence, by considering a subsequence (if necessary), we can assume that x j = x ℓ whenever j = ℓ. Since the number of pseudo-faces of C is finite, by (4.28) there must exists an index set α ⊂ {1, . . . , m} such that the pseudo-face
of C contains infinite number of the members of the sequence { x j }. Without loss of generality, we may assume that the whole sequence { x j } is contained in F α . By [7, Lemma 4.1], the intersection C * ∩ F α is a convex set. Hence, according to Lemma 4.3, the restriction of f on C * ∩ F α is a constant function. Using (4.28), from this we can deduce that the equality f ( x j ) = f (x * ) holds for all j. As x j = x * for every j, the last equality contradicts (4.23). Our claim has been proved.
Further Analysis
In this final section, we will analyze the influence of the decomposition parameter ρ for the rates of convergence of the algorithms A and B. We also compare the effectiveness of Algorithm B with that of Algorithm A. These algorithms were implemented in the Visual C++ 2010 environment, and performed on a PC Intel Core TM i7 (4 x 2.0 GHz) processor, 4GB RAM. The CPLEX 11.2 solver is used to solve linear and convex quadratic problems.
Recall that, for Algorithm A, the parameter ρ > 0 has to satisfy the inequality ρ ≥ λ n (Q). For Algorithm B, ρ > 0 must satisfy the strict inequality ρ > −λ 1 (Q).
We now present the results of our tests in using the algorithms A and B to solve problem (2.1) for the dimensions n = 10, n = 20, n = 40, n = 60, n = 80. With β i ∈ [0, 10] for i = 1, . . . , n being generated randomly, the following two types of constraint sets have been considered:
It is easy to express each of these sets as the solution set of the linear inequality system Ax ≥ b with a suitably chosen matrix A ∈ R m×n and a vector b ∈ R m .
Fixing a dimension n ∈ {10, 20, 40, 60, 80}, we generate randomly a symmetric matrix Q ∈ R n×n and a vector q ∈ R n with the requirement that all their components belong to the segment [0, 10]. The initial point x 0 ∈ R n×n is generated randomly with the requirement that all its components belong to the segment [0, 5] . Then, we start testing Algorithm A with ρ = λ n (Q) if λ n (Q) > 0 and ρ = 0.1 otherwise. For our convenience, this ρ is called the smallest decomposition parameter for Algorithm A. Similarly, we start testing Algorithm B with ρ = −λ 1 (Q)+0.1 if λ 1 (Q) < 0 and ρ = 0.1 otherwise. This ρ is said to be the smallest decomposition parameter for Algorithm B. The stopping criterion is x k+1 −x k ≤ 10 −6 and the allowed largest number of steps is 1000. After testing Algorithm A (resp., Algorithm B) for a decomposition parameter ρ, we increase ρ by 1.5 times and let the algorithm to run again.
In Table 1 , the second rows of the tables a) and b) correspond to the smallest decomposition parameters for Algorithm A and Algorithm B, respectively. The decomposition parameters of the test reported in the third rows are 1.5 times of the smallest decomposition parameters. The decomposition parameters of the test reported in the fourth rows are 1.5 times of the just mentioned decomposition parameters; and so on... In the tables a) and b), the first column presents the ordinal number of the tests. The second one indicates the numbers of iterations. The third one reports the running times. And the fourth column contains the decomposition parameters. There are only 11 records in table a) because for larger decomposition parameters, the numbers of steps exceed 1000. For the same reason, table b) just contains 18 records.
The contents of Tables 2-6 are similar to those of Table 1 .
With any n belonging to the set {10, 20, 40, 60, 80}, a careful analysis of these Tables allows us to observe that:
• For both algorithms, if ρ increases, then the running time, as well as the number of computation steps, increases;
• For the rows of the tables a) and b) with the same ordinal number, Algorithm B is much more efficient than Algorithm A (for example, the running time of the first one is much smaller than that of the second one).
Due to the space limitation, we only present the test results for n = 10, 40, 80. 
