Abstract: The time operator and internal age are intrinsic features of entropy producing innovation processes. The innovation spaces at each stage are the eigenspaces of the time operator. The internal age is the average innovation time, analogous to lifetime computation. Time operators were originally introduced for quantum systems and highly unstable dynamical systems. Extending the time operator theory to regular Markov chains allows one to relate internal age with norm distances from equilibrium. The goal of this work is to express the evolution of internal age in terms of Lyapunov functionals constructed from entropies. We selected the Boltzmann-Gibbs-Shannon entropy and more general entropy functions, namely the Tsallis entropies and the Kaniadakis entropies. Moreover, we compare the evolution of the distance of initial distributions from equilibrium to the evolution of the Lyapunov functionals constructed from norms with the evolution of Lyapunov functionals constructed from entropies. It is remarkable that the entropy functionals evolve, violating the second law of thermodynamics, while the norm functionals evolve thermodynamically.
Introduction
The idea to represent time as an operator goes back to Pauli, who remarked that although the time-energy uncertainty relation is analogous to the position-momentum uncertainty relation, there is no self-adjoint time operator T canonically conjugate to the energy operator H (Hamiltonian) of a quantum system, as is the case with the position-momentum operators [1, 2] . Time operators, however, can be defined for density matrices describing ensembles in quantum statistical mechanics. Quantum systems admitting time operators include irreversible processes, like resonance scattering, decay, radiation transition and quantum measurement [3] [4] [5] [6] [7] [8] .
Time operator theory was extended to describe the statistical properties of complex dynamical systems [3, [9] [10] [11] [12] [13] , providing a new representation of non-equilibrium processes and the innovation of non-predictable stationary stochastic processes [14] [15] [16] [17] [18] [19] . The time operator is a self-adjoint operator on the space of fluctuations, with eigenvalues the clock times and corresponding eigenspaces the successive innovations. The time operator of Markov chains has been presented in [20] as an extension of the time operator of Bernoulli processes [21] . From the time operator, we can compute the internal age Age(X t ) of some random variable at each clock time t, as the expectation of the time operator (Section 2). The aging of canonical processes (Bernoulli) has been shown to keep step with the clock time t [9, 10] :
After extending the time operator theory to more general processes, like Markov chains, we found non-canonical age formulas, where the correction to the canonical formula is proportional to a decaying exponential term [20] :
t − Age(X t ) = α + β · ζ t , 0 < ζ < 1
This rather unexpected new age formula resulted from the need to relate age with mixing time (time to approach equilibrium [22, 23] ). The internal age also determines the mixing time of Markov chains [20] . Mixing time estimations are useful in non-equilibrium statistical physics, in web analysis and network dynamics, computer science and statistics. More specifically, the mixing time of a Markov chain determines the running time of a Monte Carlo simulation [23] , the time needed for a randomized algorithm to find a solution [22, 24] , so as to quantify the computational cost, the average navigation time within a website [25] [26] [27] , the average travel time within a road network [28] , the time needed for Google's PageRank algorithm to compute the pageranksand find the right web page [29] and the time of validity of specific Markov models, such as the Markov switching between growth and recession of the U.S. GNP [30] . The internal age is applicable to all of the above models. However, the internal age can also be estimated directly from real data, as illustrated for specific financial applications [21] . For the Athens Stock Market, the internal age was found to take lower values in periods of low uncertainty and greater values in periods of high uncertainty, such as the Greek National Elections of June, 2012. This explicit calculation confirms the intuition underlying the age concept. Age is increasing when innovations appear; therefore, predictability is low.
Moreover, the non-canonical age formula indicates a link of aging with the associated Lyapunov functional, in this case defined by the total variation distance [20] . As entropies were historically the first Lyapunov functionals, we investigate in this work which entropies fit better the age formula and are compatible with the monotonic approach to equilibrium, as stated by the second law of thermodynamics (Section 4). The salient features of time operators and age are presented in Section 2, and the evolution of the selected entropies in Section 3.
Time Operator and Age
The time operator associated with the binary (two-value) observations of the stochastic process X t , t = 1, 2, . . . is constructed as follows: At each stage t, the observation defines a partition of the sample space Ω into two sets Ξ corresponding to the values 0,1. Therefore, the knowledge obtained after all successive observations up to time t is the common refinement of the corresponding partitions. We denote by E t the conditional expectation projecting onto the fluctuations H observed up to time t. The sequence of conditional expectation projections: E t , t = 0, 1, . . . is a resolution of the identity in H, i.e.,: E 0 = O, E ∞ = I and E t 1 ≤ E t 2 , t 1 < t 2 . We have omitted the mathematical and technical details, as they are presented elsewhere [19, 20] , and they are not necessary for the scope of this work. Definition 1. The self-adjoint operator with spectral projections being the conditional expectations E t on the space of fluctuations H is called the time operator of the stochastic process X t , t = 1, 2, . . .:
The internal age of the random variable Z is defined by the Rayleigh quotient [21] :
In the case of the so-called "canonical" time operators [9, 10] , the internal age keeps step with the clock time t:
Age(X t ) = Age(X 0 ) + t
In general, however, the age formula is non-linear, as in the case of cosmological models [31] :
The nonlinear function η(t) is the deviation of the age formula from the canonical linear model Equation (5) . General analytical formulas for the internal age of Markov chains, Equation (6) , are hard to obtain, because the innovation rates of Markov chains have neither been constructed, nor classified.
We estimated the nonlinear function η(t) [20] for classes of Markov chains:
maximizing the total variation distance [23] :
with respect to all initial distributions ρ(0):
Here, ρ(t) is the probability distribution at time t and ρ eq is the equilibrium distribution of the process. Formula (7) follows from estimations of Markov chains, verified by a Monte Carlo method [20] . Explicit age formulas may be obtained for Markov chains X t , t = 1, 2, . . . [20] with state space S = {0, 1}:
The parameter γ = 1 − w 01 − w 10 , |γ| < 1 is the second largest eigenvalue of the stochastic transition matrix W [32] : W = w 00 w 01 w 10 w 11 , w 00 + w 01 = 1, w 10 + w 11 = 1 (10)
w κλ are the transition probabilities:
The evolution of probability distributions ρ(t) is given by the formula [32, 33] :
The equilibrium distribution is [32] :
ρ eq = ρ eq,0 ρ eq,1 , ρ eq,0 = w 10 w 01 + w 10 , ρ eq,1 = w 01 w 01 + w 10
Using the r-norm distances, instead of the total variation distance, we obtain: Lemma 1. For any two state Markov chain:
where:
Therefore, the approach to equilibrium is monotonic and faster as r tends to infinity.
Proof. From Equation (12),
We see from Equation (14) that for any initial distribution ρ(0) and for all r ≥ 1, the approach to equilibrium is monotonic. The r-norm is minimized with respect to r as r tends to infinity:
, and the function r √ 2 decreases with r:
It is straightforward from Equation (14) that:
The maximization of the distance ρ(t) − ρ eq r with respect to all initial distributions ρ(0) relates the age with any r-norm distance, generalizing Equation (22) as follows:
Formulas (2) and (15) provide the estimation of the age in terms of norm distances for two-state regular Markov chains. These chains are good models of irreversible processes, because every initial distribution converges to the unique equilibrium distribution, which is independent of the initial state. Moreover, regular Markov chains eventually become indistinguishable from stationary Bernoulli process. As indicated in Equation (12), the convergence rate is estimated by the second eigenvalue of the transition matrix [33] .
Lyapunov Functionals and Entropies
The age formula Equation (7) is an estimation of the "distance" from equilibrium and has been related to entropy [10, 34, 35] . The total variation distance in the age formula, as well as other distances, like the r-norm distances, had been originally introduced in order to define the so-called "mixing time" estimating the effective duration of the approach to equilibrium [20, 22, 23] . The approach to equilibrium was historically estimated in terms of entropies and more generally in terms of Lyapunov functionals [10, 36] originating in the context of statistical physics. We remind the reader that a Lyapunov functional V satisfies the conditions:
LF2 The equation V(y) = 0 has the unique solution y = 0 : V(y) = 0 ⇔ y = 0.
We shall investigate the approach to equilibrium in terms of typical entropy functionals, like the Boltzmann-Gibbs-Shannon entropy, the Tsallis entropies [37] and the Kaniadakis entropies [38] [39] [40] . There are several Lyapunov functionals in the literature; see, for example, [41] .
Non-monotonic Lyapunov functionals satisfying LF1, LF2, LF3 may serve also to describe the approach to equilibrium. The monotonicity condition is of course necessary when the Lyapunov functional serves as a model of thermodynamic entropy I : I = −kV(ρ − ρ eq ) + I eq , where I eq ≥ 0 is the equilibrium entropy and k is Boltzmann's constant. Monotonicity is not a general property of mixing or regular Markov chains [32] , but only of doubly-stochastic Markov chains [42, 43] .
The evolution of the non-equilibrium entropies I(ρ(t)) to the equilibrium entropy I(ρ eq ) is described by the Lyapunov functional:
where I is any entropy, such as:
• Boltzmann-Gibbs-Shannon entropy [43] :
• Tsallis entropies [37] :
• Kaniadakis entropies [38] [39] [40] :
The mathematical properties of the generalized logarithm ln κ (x), Equation (20) are discussed in [44] . The Boltzmann-Gibbs-Shannon entropy, Equation (17) , is a special case of the Tsallis entropies, Equation (18) for q → 1. The limiting case of κ → 0 reduces the Kaniadakis entropy, Equation (19) , to the Boltzmann-Gibbs-Shannon entropy, Equation (17) . Moreover, Kaniadakis entropies are related to the Tsallis entropies as follows [38] :
The traditional formulation of the second law of thermodynamics requires that entropy increases monotonically to the maximum value, which corresponds and defines equilibrium (Chapter 1 in [10] ; Chapter 3 in [45] ). In the case of doubly-stochastic Markov chains, the approach to equilibrium is indeed monotonic [42, 43] . However, in more general mixing Markov chains, the approach to equilibrium may be monotonic or not depending on the selected Lyapunov functional V as well as on the initial distribution ρ(0). For example, consider the Markov chain, Equation (10), with w 01 = 0.245, w 10 = 0.095. The evolution of the Boltzmann-Gibbs-Shannon entropy, Equations (16) and (17) , for the initial distribution ρ 0 (0) = 0, ρ 1 (0) = 1 is monotonic (Figure 1) , while for the initial distribution ρ 0 (0) = 1, ρ 1 (0) = 0 is non-monotonic (Figure 2 ). For both initial conditions, however, the evolution of the total variation distance is monotonic. This is also the case for all r-norm distances, as demonstrated by Lemma 1. Figure 2 . The evolution of the total variation distance (solid line) from equilibrium and the Boltzmann-Gibbs-Shannon entropy, Equations (16) and (17), for the two-state Markov chain with w 01 = 0.245, w 10 = 0.095 and initial distribution ρ 0 (0) = 1, ρ 1 (0) = 0.
The Boltzmann-Gibbs-Shannon Lyapunov functional deviates significantly from the evolution of total variation Lyapunov functionals (Figures 1 and 2) , while eventually, they converge. It is remarkable that for the same Markov chain, the total variation functional is monotonic for all times, in agreement with the second law of thermodynamics, while the Boltzmann-Gibbs-Shannon entropy is not monotonic, (Figure 2) , therefore violating the monotonicity assumed in the traditional formulation of the second law of thermodynamics.
The evolutions of Boltzmann-Gibbs-Shannon entropy, the Tsallis and Kaniadakis entropies for the above Markov chain and the same initial distributions, are presented in Figures 3 and 4 . We observe that all three entropies approach equilibrium monotonically for the initial distribution ρ 0 (0) = 0, ρ 1 (0) = 1 (Figure 4 ), in accordance with the second law of thermodynamics, while for the initial distribution ρ 0 (0) = 1, ρ 1 (0) = 0 (Figure 3) , they violate the second law of thermodynamics in threeways: (1) the approach to equilibrium is non-monotonic; (2) the equilibrium distribution is not the maximum entropy distribution; and (3) the system begins with a state with entropy lower than the equilibrium entropy, then evolves to the state ρ 0 (3) = 0.4866, ρ 1 (3) = 0.5134 with maximal entropy and then relaxes monotonically to the equilibrium with lower entropy. Figure 3 . The evolution of the Boltzmann-Gibbs-Shannon entropy, the Tsallis entropy for q = 1.3648 and the Kaniadakis entropy for κ = 0.0045 for the initial distribution ρ 0 (0) = 1, ρ 1 (0) = 0. The Kaniadakis entropy is indistinguishable from the Boltzmann-Gibbs-Shannon entropy, because the value of κ is very close to zero. The values of the entropic indices q, κ were selected so that the difference between the maximum entropy and the equilibrium entropy is maximal. The distribution of maximal entropy is ρ 0 (3) = 0.4866, ρ 1 (3) = 0.5134. Figure 4 . The evolution of the Boltzmann-Gibbs-Shannon entropy, the Tsallis entropy for q = 1.3648 and the Kaniadakis entropy for κ = 0.0045 for the initial distribution ρ 0 (0) = 0, ρ 1 (0) = 1. The three entropies increase monotonically to the equilibrium entropy, which is the maximum entropy.
Age in Terms of Entropy
As general analytical formulas for the internal age of a Markov chain are not available, the nonlinear age formula should be computed numerically. An algorithm for the computation of the age of two-state Markov chains is proposed in Appendix C of [20] . We shall examine several examples of doublystochastic Markov chains using the total variation distance and related entropies. For each Markov chain, we compare the difference t − Age(X t ) with the evolution of the total variation distance and the evolution of Lyapunov functionals, Equation (16), defined from the Tsallis and Kaniadakis entropies. The validity of the relation:
where d max T V (t) = ρ max eq |γ| t , ρ max eq = max{ρ eq,0 , ρ eq,1 } has been tested in [20] for a sample of 1,000 two-state Markov chains.
We investigate whether the age difference t − Age(X t ) can be expressed in terms of entropies, as both distances and entropies estimate the "distance" from equilibrium:
We shall examine whether the classic Boltzmann-Gibbs-Shannon entropy, as well as the non-additive Tsallis and Kaniadakis entropies approximate the age difference t − Age(X t ), for several rates of convergence to equilibrium γ.
Consider the initial distributions with the lowest possible entropy:
and the family of doubly-stochastic Markov chains:
with equilibrium distribution being the uniform distribution:
having the highest possible entropy. We present in Figure 5 the convergence of the differences t − Age(X t ) to a constant α for n = 8 different doubly-stochastic Markov chains:
with corresponding rates of convergence 2λ n − 1. The differences t − Age(X t ) become constant after a time instant t, which depends on the rate of convergence 2λ n − 1 ( Figure 5 ). The evolution of the total variation distance of the initial distribution Equation (24) from the equilibrium distribution, Equation (26), of the doubly-stochastic Markov chain of Equation (25) is given by d T V (ρ(t), ρ eq ) = 0.5(2λ n − 1) t , because |ρ 0 − ρ eq,0 | = 0.5 for ρ 0 = 0 or ρ 0 = 1 and ρ eq,0 = 0.5.
Concerning the validity of the linear regression formula Equation (22), we present the linear regression analysis of the variable t − Age(X t ) versus the total variation distance, Equation (8), in Table 1 . The objective is to compare the mean square error (MSE) among the estimations of Equation (22) of the total variation distance and the estimations of Equation (23) among the Boltzmann-Gibbs-Shannon entropy, Tsallis entropy and Kaniadakis entropy. Table 1 . Linear regression between t − Age(X t ) and the total variation distance, Equation (22) . For all rates of convergence γ, the linear relation between the total variation distance d T V (ρ(t), ρ eq ) and the age differences t−Age(X t ) is statistically significant (Table 1) , verifying the results of the Monte Carlo simulation technique that we followed in [20] . Concerning the validity of the linear regression formula Equation (23) for the Boltzmann-Gibbs-Shannon entropy, we repeat the same analysis in Table 2 . Table 2 . Linear regression between t − Age(X t ) and the Lyapunov functional defined in terms of the Boltzmann-Gibbs-Shannon entropy, Equation (23) . The Tsallis and Kaniadakis non-additive entropies fit the evolution of age differences t − Age(X t ) better compared to the Boltzmann-Gibbs-Shannon entropy (Figures 6 and 7) .
More specifically, in Figure 6 , the mean square error (MSE) of the linear regression to the Tsallis-entropy (q = 2.5) Lyapunov functional is less than the MSE of the linear fit to the Boltzmann-Gibbs-Shannon entropy Lyapunov functional. Searching for other entropic indices q > 0, so that the MSE is further reduced, using the Tsallis entropy Lyapunov functional, we found that for q = 2.5, the MSE attains its minimum (Figure 8 ) for all rates of convergence γ. Tsallis (q=2) Tsallis (q=2.5) Figure 6 . The mean square error of the linear fit to the total variation distance, the Boltzmann-Gibbs-Shannon entropy and the Tsallis entropy for q = 1.5, q = 2 and q = 2.5. Kaniadakis (κ=1) Figure 7 . The mean square error of the linear fit to the total variation distance, the Boltzmann-Gibbs-Shannon entropy and the Kaniadakis entropy for κ = 0.8, κ = 0.9 and κ = 1. In Figure 7 , it is shown that the linear fit to the age evolution may also be obtained using the Lyapunov functional, Equation (23), from the Kaniadakis entropy. Searching in the region 0 < κ < 1, we found that the best fit is attained at the boarders |κ| → 1 (Figure 9 ). The desired MSE using the total variation distance, which is the lowest known so far, is not obtained, but the generalizations of Tsallis and Kaniadakis improve the approach to the internal age differences t − Age(X t ) significantly when compared to the Boltzmann-Gibbs-Shannon entropy.
We note that Markov chains with rate γ close to zero are very close to equilibrium, so there are no significant changes in the way we observe the convergence to equilibrium. This is the reason why as the rate γ decreases, the deviations from one functional to another (Boltzmann-Gibbs-Shannon, Tsallis and Kaniadakis Lyapunov functionals) also decrease.
From the above analysis, we obtain the following internal age formulas expressed in terms of entropies:
• Tsallis entropy:
• Kaniadakis entropy:
Comparing Equations (28) and (29) to the age evolution in terms of the Boltzmann-Gibbs-Shannon entropy:
we present the percentage decrease of the mean square error in Figure 10 for all rates of convergence γ. Figure 10 . The percentage decrease in the mean square error using the Lyapunov functionals associated with Tsallis entropy, Equation (28) , and Kaniadakis entropy, Equation (29), compared with the MSE of the Boltzmann-Gibbs-Shannon Lyapunov functional, Equation (30).
Concluding Remarks
The age of Markov chains evolves closer to non-additive entropies (Tsallis, Kaniadakis) than the additive Boltzmann-Gibbs-Shannon entropy, as indicated in Figures 6 and 7 . This result extends and justifies previous use of the quadratic entropy for Markov chains intertwined with Kolmogorov systems [3, 9, 10] . The distinction between additivity and extensivity is reviewed by Tsallis [46] .
We generalized the age formula (22) expressing age in terms of Lyapunov functionals V (LF1-LF4). The minimal requirement for a Lyapunov functional V is positivity and discernibility: V(ρ 1 , ρ 2 ) = 0 ⇔ ρ 1 = ρ 2 . Monotonicity (LF4) is necessary for models compatible with the second law of thermodynamics. In this case, the Lyapunov functional serves as a model of thermodynamic entropy. Monotonicity is not a general property of mixing or regular Markov chains [32] , but only of doubly-stochastic Markov chains [42, 43] . Lyapunov functionals are not in general distances, because they do not satisfy symmetry and triangle inequality. However, distances like the total variation distance serve as Lyapunov functionals.
The age formula Equations (28) and (29) are summarized using the Lyapunov functional V:
The presence of the Lyapunov functional V in the age formula (31) is a manifestation of the fact that after mixing, Markov chains become indistinguishable from Bernoulli processes, and the age formula (6) becomes indistinguishable from the canonical age formula, Equation (5). The age formulas (28) and (29) are specific examples of non-canonical age formulas. Canonical age formulas actually manifest in the case of Bernoulli processes [21] , as has been the case of the original definition of time operators [9, 10] .
Conversely, now, we may construct Lyapunov functionals from the internal age of the Markov chain X t , t = 1, 2, . . .:
The Lyapunov functional (32) satisfies LF1-LF4, because it is a distance:
Concerning the evolution of the Lyapunov functionals considered, we observed that:
(1) The Lyapunov functionals defined in terms of norms (total variation and r-norms; Equation (29) in [20] and Equation (14) , respectively) evolve monotonically towards equilibrium, respecting the second law of thermodynamics; Figures 1 and 2: V T V (t) = d T V (t) = |ρ 0 − ρ eq,0 | · |γ| t V r (t) = ρ(t) − ρ eq r = r √ 2 · |ρ 0 − ρ eq,0 | · |γ| t (2) For the same system, the Lyapunov functionals defined in terms of entropies evolve violating the second law of thermodynamics in three ways ( Figure 3 ): (1) the approach to equilibrium is non-monotonic; (2) the equilibrium distribution is not the maximum entropy distribution; and (3) the initial entropy is lower than the equilibrium entropy, then entropy increases above equilibrium and then decreases monotonically to equilibrium. Monotonicity violations (1) have been reported for non-doubly-stochastic regular Markov chains ( [42] (Theorem 5, p. 104); p. 81 in [43] ). Examples of evolutions where the maximum entropy is not the equilibrium entropy (2), therefore violating Jaynes [47] maximum entropy principle, have also been reported [48] (pp. 82-83 in [43] ). We did not find entropy evolutions with the behavior (3) in Figure 3 .
We conclude, therefore, that even though the Tsallis, Kaniadakis and the Boltzmann-Gibbs-Shannon entropy violate the second law of thermodynamics, the Lyapunov functionals in terms of norms evolve in accordance with thermodynamics for the same Markov process.
