Posterior expectation is widely used as a Bayesian point estimator. In this paper we extend it from parametric models to nonparametric models using empirical likelihood, and provide a nonparametric analog of James-Stein estimation. We use the Laplace method to establish asymptotic approximations to our proposed posterior expectations, and show by simulation that they are of-10 ten more efficient than corresponding classical nonparametric procedures, especially when the underlying data are skewed.
INTRODUCTION

15
Bayesian posterior expectations are commonly used to characterize posterior and predictive distributions (Tierney et al., 1989) , and serve as Bayes analogues of frequentist point estimators based on parametric statistical models (Carlin & Louis, 2000) . When there are concerns about the appropriateness of a parametric likelihood, Lazar (2003) showed that the empirical likelihood (Owen, 2001) can be used as the basis for robust and accurate Bayesian inference. The key 20 idea of this paper is to develop this idea further by using empirical likelihood-based posterior expectations to provide a robust data-driven alternative to standard Bayesian point estimators.
Tierney & Kadane (1986) developed an easily computable asymptotic approximation for the parametric posterior expectation using the Laplace method. Another key piece of the research developed in this note is the derivation of asymptotic approximations to the proposed nonpara-25 metric posterior expectations. We demonstrate the asymptotic propositions are very accurate and have a direct analog to those of parametric posterior-based procedures.
In various Bayesian scenarios, prior functions are known up to a given set of parameters. The empirical Bayes method uses the observed data to estimate the prior's parameters, e.g., by maximizing the marginal distributions (Carlin & Louis, 2000) . In this paper, we propose 30 to use empirical likelihoods as substitutes for parametric likelihoods in the empirical Bayesian posterior estimation. The distribution-free estimators obtained via this manner are denoted as double empirical Bayesian point estimators.
In the case of multivariate normally distributed data, Stein (1956) proved that when the dimension of the observed vectors is greater than or equal to three, the maximum likelihood estimators 35 are inadmissible estimators of the corresponding parameters. James & Stein (1961) provided another estimator that yields the frequentist risk, i.e. the mean squared error, which is no larger than that of the corresponding maximum likelihood estimators. Efron & Morris (1972) showed that the James-Stein estimator belongs to a class of parametric empirical Bayes point estima- 
NONPARAMETRIC POSTERIOR EXPECTATIONS
Let X 1 , . . . , X n be independent and identically distributed observations from a distribution function F (x|θ), where θ is the parameter to be evaluated. For convenience of exposition and 45 without loss of generality we assume the parameter θ is one-dimensional. The Bayesian point estimator of θ can be defined as the posterior expectation
where f is the density function of X 1 and π(θ) is the prior distribution. The estimator (1) uses the parametric likelihood, ∏ n i=1 f (X i |θ), provided that the form of f is known. We propose using the relevant empirical likelihood function instead of the parametric likeli-50 hood at (1) to obtain the nonparametric posterior expectation. We start with an example of this approach using the mean.
Following the empirical likelihood literature (Owen, 1988; Vexler et al., 2009) we define the log empirical likelihood function with respect to the mean θ of X 1 , . . . , X n as ℓ 1 (θ) = max
Thus the nonparametric posterior expectation has the form
where X (1) < · · · < X (n) are the order statistics based on the sample X 1 , . . . , X n and ℓr 1 (θ) = ℓ 1 (θ) + n log n is the log empirical likelihood ratio. In general, the integrals in (1) are intractable and need to be evaluated numerically. A useful and accurate approximation to integrals necessary for Bayesian calculations can be obtained by assuming that the posterior density is unimodal, or at least dominated by a single mode, such 60 that it is highly peaked about its maximum, which is the posterior mode. If so, we can expand the log-parametric likelihood as quadratic function of θ about the maximum likelihood estimator of θ. This approach yields approximations to the integrands at (1) that have the normal density-type forms. This method is based on the Laplace method (Bleistein & Handelsman, 2010; Tierney & Kadane, 1986) .
In this article we show that marginal distributions based on the empirical likelihood approach behave similarly to those based on parametric likelihoods, i.e., ℓ 1 (θ) is highly peaked about its maximum value. That is, we can approximate integrals of the form ∫ θ k exp{ℓ 1 (θ)}π(θ)dθ, k = 0, 1, in a similar manner to the approximations related to the parametric posterior expectations. We refer to the Supplementary Material for technical derivations and proofs.
Nonparametric posterior expectation
where 
The estimatorθ is equivalent to the form of the parametric posterior expectation derived under the normal/normal model (Carlin & Louis, 2000) . Following the process of the asymptotic 80 evaluation of the parametric posterior expectations we can easily show the following: COROLLARY 2. Under the conditions of Proposition 1, let π(θ) be a prior function with |d 3 log(π(θ))/dθ 3 | < ∞, for all θ. Then, for all ε > 0, we have the following result:
Now, consider the normal prior, π(θ), when µ π and σ 2 π are unknown. According to the empirical Bayes concept the unknown hyperparameters can be estimated by maximizing the respective 85 marginal distributions. This method can be applied to the nonparametric posterior expectation yielding double empirical posterior estimation. In this case, we definê
where
The next result implies a simple asymptotic form ofθ E .
When D(θ) defines a function of θ and we denote the nonparametric posterior expectation of
one can present the next result. 
In order to consider more general cases, we begin with the definition of the log empirical likelihood function presented in the form
where we assume for simplicity that ∂G(u, θ)/∂θ > 0 or ∂G(u, θ)/∂θ < 0 for all u and
In this framework the posterior expectation takes the form
In the Supplementary Material we prove that ℓ 2 (θ) increases and decreases monotonically for θ < θ M and θ > θ M , respectively, where 
Remark 1. The nonparametric posterior expectation of D(θ) defined earlier and given in the more general form asD
Nonparametric posterior expectation 5 can be analyzed in a similar manner to Propositions 2 and 3.
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Now we can define the log empirical likelihood function as
to propose the posterior estimator
The Supplementary Material provides the basic technical ingredients to analyze this complex estimator. For example, without loss of generality and for ease of presentation, we consider
If we assume that ∫ ∫ |D(θ 1 , θ 2 )|π(θ 1 , θ 2 )dθ 1 dθ 2 < ∞ exists as well as D and π are twice continuously differentiable in neighborhoods of
, then the following proposition yields the relevant asymptotic result:
) and the term J n has a complicated form presented in the equation (A15) of the Supplementary Material.
NONPARAMETRIC ANALOG OF JAMES-STEIN ESTIMATION
The classical James-Stein estimation process assumes that the observations X 1 , . . . , X n are independent and identically distributed as multivariate normal with corresponding mean vector 140 θ = (θ 1 , . . . , θ K ) and covariance matrix Σ. Efron & Morris (1972) proved that the James-Stein estimator is a parametric empirical Bayes point estimator related to a Gaussian/Gaussian model.
In Section 2, we showed that when K = 1 and the prior function is a normal density function the proposed nonparametric posterior expectation is asymptotically equivalent to the parametric . . . , n) . We propose a nonparametric estimator of the mean (θ 1 , . . . , θ K ) T using the double empirical posterior estimation, in the form:
In the following proposition we show the proposed distribution free estimation is asymptotically equivalent to the parametric version of the James-Stein estimator.
PROPOSITION 5. For all ε > 0 and as n → ∞ the double empirical posterior estimator (5) has the following asymptotic form:
and S is the sample estimator of Σ.
4. SIMULATIONS We evaluate the performance of the proposed estimation and the asymptotic results presented in Section 2 via a simulation study, where we generate samples of size n = 10, 20, 30, 50 and 75 from both a N (1, 1) and LogN (0, 1) distribution. A more detailed explanation can be 160 found in the Supplementary Material. Define µ = 1, if X 1 ∼ N (1, 1) and µ = exp(1/2), if X 1 ∼ LogN (0, 1). We consider different scenarios regarding the prior function selections to illustrate the following situations: a) The prior distribution π is supposed to contain no correct information about the true values of θ. For example, π corresponds to the N (0, 1) or N (0, 0.5 2 ) distribution, these distribution functions are not centered around the true values of the parame-
.5] are centered near the true values of the parameter; c) the 0.5{N (−µ, σ 2 π ) + N (µ, σ 2 π )}-type prior distributions reflect information that the target parameter can be µ units +/− within the standard deviation σ 2 π ; d) The hyperparameter σ π = 0.5, 0.1, 0.05 represents our relative confidence with respect to the prior information. In these cases we compareθ defined in (2) with its corresponding asymptotic 170 forms stated in Proposition 1 and Corollary 1, the classical nonparametric estimatorX and the corresponding maximum likelihood estimators θ MLE of θ = E(X 1 ). For the simulation results presented in Fig. 1 
, where the operators V (q n ) and A(q n ) are the Monte Carlo variance and mean of an estimator q n of θ, respectively. The notationsθ P 1 andθ C1 denote the approxima-175 tions toθ obtained in Proposition 1 and Corollary 1, respectively. The extensive Monte Carlo study shows that the corresponding variances of the proposed estimation procedures, which incorporate non-informative priors or priors presenting no correct information about true values of estimated parameters, are generally smaller than those of the traditional nonparametric estimator X. This is especially true when the underlying data distributions are skewed, e.g., when the data 180 follows a log-normal distribution. When priors are selected based on information that accurately reflects the true values of the underlying parameter, e.g., prior distributions centered around the 
b). Plots (c) and (d) show the following biases: B1 n via curves (--•--), (--△--), (--×--), (--⋄--) and B2 n via curves (-•-) , (-△-), (-×-), where the plotting symbols •, △, ×, ⋄ correspond to the priors
true values of the estimated parameters, the empirical likelihood-based posterior expectation has variances smaller than those of their parametric frequentist maximum likelihood counterparts.
In the Supplementary Material we compare the nonparametric James-Stein estimatorθ Ej 185 to the classical nonparametric estimatorX. Figure 2 shows the Monte Carlo results related to the simulations based on data from M V N {(1, 1, 1) T , I} and M V LogN {(1, 1, 1) T , I} distributions. The Monte Carlo study in the multivariate setting confirmed that the proposed nonparametric James-Stein estimator has smaller variances than the classical nonparametric estimator X for data generated from multivariate normal and multivariate log-normal distributions.
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Monte Carlo study and its outputs as well as details of the technical derivations and proofs corresponding to the theoretical results presented in this paper. avexler@buffalo.edu getao@buffalo.edu ahutson@buffalo.edu 1. MONTE CARLO RESULTS We begin our simulation study with numerical comparisons between the posterior expectationθ defined in (2), its asymptotic forms stated in Proposition 1 and Corollary 1, the classical nonparametric estimatorX and the corresponding maximum likelihood estimators of 10 θ = E(X 1 ). Towards this end 15,000 samples of size n = 10, 20, 30, 50 and 75 were generated from both a N (1, 1) and LogN (0, 1) distribution. The maximum likelihood estimator, say θ MLE , of θ = E(X 1 ) isX or exp(X + σ 2 n /2) when data follow a normal or lognormal distribution, respectively.
Let µ be equal to 1 or exp(1/2) when normal or lognormal samples are used, re-15 spectively. We considered the following prior distributions to be employed in this study:
where σ π = 0.5, 0.1, 0.05 represents different scenarios depicting our relative confidence with respect to our prior information pertaining to the unknown parameter. Note that, to examine posterior distributions based on empirical likelihood functions, Lazar 20 (2003) used priors of N (µ, 1/n)-type forms for Monte Carlo evaluations, where n denotes the corresponding sample size.
The Monte Carlo estimates of the means and variances for the estimatorsX and θ MLE are presented in Table 1 . Table 2 provides the estimated mean and variance values forθ and its corresponding asymptotic formsθ P 1 andθ C1 from Proposition 1 and Corollary 1, respectively. 25 Table 2 shows that when the data are normally distributed, and the N (0, 1)-prior distribution is used, then the variances ofθ are comparable to those of θ MLE =X. The variances ofθ P 1 and θ C1 are very close to those ofθ even for the moderately small sample size setting at n = 20. When using the prior N (1, 0.5 2 ), the proposed estimatorθ performs significantly better thanX. When n = 10, the variance ofθ is 42% smaller than that ofX. As n increases, the variance of 30 θ becomes close to that ofX. The above conclusions are magnified when the prior N (1, 0.1 2 ) is used. When using the improper prior, N (0, 0.5 2 ), the variance ofθ is about 27% greater than that ofX for samples of size n = 10. However, when n is large, the variances ofθ are comparable to those ofX. When the prior distribution {N (−1, 0.5 2 ) + N (1, 0.5 2 )}/2 is applied, the variance ofθ is about 35% smaller than that ofX for samples of size n = 10. As the sample size increases 35 the variance ofθ is comparable to that ofX. These conclusions, relative to the gains in efficiency, are confirmed when {N (−1, 0.1 2 ) + N (1, 0.1 2 )}/2 is used as the prior distribution. When a non-informative uniform prior distribution is used, e.g., U [0, 1.5], the variance ofθ is about 38% smaller than that ofX for samples of size n = 10. When n increases, the variance ofθ becomes close to that ofX. When an uniform prior centered near the true parameter value is used, e.g., 40 U [0.75, 1.25], the variance ofθ is about 94% smaller than that ofX for n = 10. In the case where data have an assumed lognormal distribution and the proposed estimator is based on the prior distribution, N (0, 1), we have that the variance ofθ is about 61% less than that ofX and about 71% less than that of θ MLE when based on samples of size n = 10. When using the prior N (exp(1/2), 0.5 2 ), the proposed estimatorθ performs much better thanX and 45 θ MLE , e.g., when n = 10, the variance ofθ is about 76% smaller than that ofX and about 82% less than that of θ MLE . As n increases, the variances ofθ become close to the variance ofX and θ MLE . The asymptotic formsθ P 1 andθ C1 , perform similarly toθ, even when n = 20. These results are highlighted when the prior distribution N (µ, 0.1 2 ) is used. When using an improper prior distribution, e.g., N (µ − 1, 0.5 2 ), the performance of the proposed estimator is still better 50 than that ofX and θ MLE , e.g., when n = 10, the variance ofθ is about 53% smaller than that of X and about 65% smaller than that of θ MLE . When n is large, the variances ofθ are comparable to those ofX and θ MLE . The estimatorsθ P 1 andθ C1 are very close to the proposed estimatorθ. When we have information that the target parameter can be equal to µ or −µ and we employ the {N (−µ, 0.5 2 ) + N (µ, 0.5 2 )}/2 prior, the variance ofθ is about 76% smaller than that ofX and 55 about 82% less than that of θ MLE , for samples of size n = 10. When a non-informative uniform prior is used, e.g., U [0, µ + 0.5], the variance ofθ is about 74% smaller than that ofX and about 80% less than that of θ MLE , for samples of size n = 10. When an uniform prior centered near the true parameter value is used, e.g., U [µ − 0.25, µ + 0.25], the variance ofθ is about 99% smaller than that ofX and θ MLE for samples of size n = 10.
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One can also note that the use of the normal prior distributions with mean 0 when estimating the parameter θ = 1 or θ = exp(0.5) leads to negative biases of the estimators. These biases are relatively small and vanish when the sample size increases.
-TABLES 1, 2-From the Monte Carlo study based on data sampled from a lognormal distribution we observe that the proposed estimator outperformsX and θ MLE , even when using priors that are 65 misspecified relative to the true values of θ. The efficiency of the proposed estimator is clearly demonstrated in the case of skewed data. It has been discussed in the literature that the traditional estimation of the mean of a lognormal distribution is inaccurate due to the non-quadratic and asymmetric shape of the likelihood profile (Wu et al. 2003) . In this case the proposed approach can serve as a valid alternative to the traditional techniques.
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The performance of the asymptotic formsθ P 1 andθ C1 ofθ are observed to be similar to that of θ across a wide range of scenarios. Note that in additional Monte Carlo evaluations, which were omitted from our Supplementary Material, we consistently observed that the estimatorsθ P 1 and θ C1 provided accurate approximations toθ. We also numerically evaluated the double empirical Bayesian estimatorθ E given at equation (3) and the corresponding asymptotic form from Corol-75 lary 3. We concluded that these proposed estimators are comparable toX = θ MLE , when data are normally distributed, e.g., when n = 20, the variances ofX andθ E were 0.050 and 0.049, respectively. However, when data were generated from a lognormal distribution the proposed estimator demonstrated an improvement in efficiency as compared with the nonparametric estimatorX. For example, when n = 75, the variance ofθ E was approximately 10% smaller than 80 that ofX.
Monte Carlo evaluations of the nonparametric James-Stein estimator: We carried out numerical evaluations of the nonparametric James-Stein estimatorθ Ej and compared it to the classical nonparametric estimatorX j in terms of relative bias and efficiency. For simplicity and without loss of generality we assumed the dimension K = 3 for the underlying multivariate 85 distributions used within this study. The independent samples were generated from either a The Monte Carlo variance estimates for the respective estimators are defined as Tables 3-6. -TABLES 3-6-In the cases where samples were generated from a M V N { (1, 1, 1) T , I} distribution the proposed James-Stein estimator was more efficient thanX = θ MLE for small sample sizes, e.g. when n = 10 the variances of (θ E1 ,θ E2 ,θ E3 ) were (0.062, 0.065, 0.064), respectively, while 95 the variances ofX were (0.096, 0.100, 0.099). As the sample size increased, the variance of the nonparametric James-Stein estimators were observed to be close to those of each component of X. In the case where samples were generated from M V LogN {(0, 0, 0) T , I} the James-Stein estimator had a smaller component-wise variance as compared to the corresponding estimators for each element ofX. For example, when n = 10, the variance of each element of (θ E1 ,θ E2 ,θ E3 ) 100 was (0.398, 0.531, 0.395), while the variance of each element ofX was (0.476, 0.591, 0.485). In the case where correlated data was generated, we observed similar results in that the performance of (θ E1 ,θ E2 ,θ E3 ) was better than that ofX in the sense of the relative efficiency. We conclude that for fixed sample sizes, ranging from small to large, the nonparametric James-Stein estimator consistently outperforms the classical nonparametric estimator,X, in the multivariate setting.
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A. APPENDIX: THEORETICAL DERIVATIONS AND PROOFS
Lemma 1
The following lemma illustrates a similarity between behaviors of empirical and parametric likelihood functions.
LEMMA A1. Define θ M to be a root of the equation n
−1 ∑ n i=1 G(X i , θ M ) = 0, where 110 ∂G(X i , θ)/∂θ < 0 (or ∂G(X i , θ)/∂θ > 0), for all i = 1, .
. . , n. Then the argument θ M is a global maximum of the function
that increases and decreases monotonically for θ < θ M and θ > θ M , respectively.
For example, when G(u, θ)
X i and the function W (θ) = exp{ℓ 1 (θ)}. Now, we can obtain the following results that are analogues to the asymptotic propositions 115 that are well addressed in the parametric literature (DasGupta, 2008; Carlin & Louis, 2000) . Lemma 1 can be considered as a non-asymptotic alternative to Lemma 1 presented in Qin & Lawless (1994) .
Proof of Lemma 1. It is clear that the argument θ M , a root of n where the Lagrange multiplier λ is a root of the equation Owen, 2001 ). This then yields the following expression
where without loss of generality we assume ∂G(
tion L(λ) decreases with respect to λ and has just one root relative to solving L(λ) = 0. Consider the scenario with θ > θ M . In this case when λ 0 = 0 we can conclude that
Note that the function L(λ) decreases. This implies that the root of L(λ) = 0 should be located on the right side from λ 0 = 0 and then this root is positive. For a graphical representation of this case see Figure   130 1(a) presented in the Supplementary Material below. Thus, by virtue of (A1), we prove that the function W (θ) decreases when θ > θ M .
Taking the same approach, one can show that the root of L(λ) = 0 should be to the left of λ 0 = 0 when θ < θ M . For a graphical representation of this case see Figure 1 (b) . This result combined with (A1) completes the proof of Lemma 1.
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Proof of Proposition 1
To prove the proposition, we first show that
where a positive sequence φ n → ∞, φ n n −1/2 → 0, as n → ∞. This approximation allows us to analyze the numerator (υ = 1) and the denominator (υ = 0) defined at (2). Let us define the Lagrangian,
where λ 1 and λ 2 are Lagrange multipliers. Maximizing Λ, one can show that p i = {n + λ(X i − θ)} −1 , 140 where λ is a root of the equation
According to Lemma 1, when θ <X then the function ℓr 1 (θ) is strictly increasing and when θ >X then the function ℓr 1 (θ) is strictly decreasing. This implies that the function ℓr 1 (θ) is maximized at the point θ =X. Now, denote a =X − φ n n −1/2 and b =X + φ n n −1/2 , where φ n = n 1/6−β and β ∈ (0, 1/6). 145 Then it follows that ∫ X (n)
By virtue of the above considerations we can bound the remainder term ∫ a
In order to arrive at an expression for the value of ℓr 1 (a), taking into account the definition of ℓr 1 in (2), 150 we evaluate (A2) at θ = a such that
n , where τ n = n γ , 0 < γ < β < 1/6, and substituting it into (A3) yields (Owen, 1988) , we have 
Let us now derive the approximate value corresponding to
Then it follows that the approximate solution based on solving (A6) is given by
Applying a Taylor series expansion to ℓr 1 (θ) by (2) with θ = a yields the following expression
. By virtue of (A7) and λ 0 = O(n 2/3 /τ n ) we then have
as n → ∞, where φ 2 n = n 1/3−2β → ∞ and 0 < γ < β < 1/6. Thus, we arrive at the result that ∫ a
w is a positive constant. It follows similarly that
where w 1 , w 2 , w 3 are positive constants and n → ∞. Now we consider the main term ∫ b a θ exp{ℓr 1 (θ)}π(θ)dθ of the marginal distribution defined at (2).
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This integral consists of ℓr 1 (θ) that, by virtue of the Taylor theorem and (A1), is
Since the function λ(u) is defined by
.
Noting thatX = arg max θ ℓr 1 (θ), ℓr 1 (X) = 0 and λ(X) = 0, we have
. This result follows using the same techniques applied to the previous proofs and employing results found in Owen (1988) and Lazar & Mykland (1998) where one can derive the following expressions:
. The above asymptotic results, (A8) and a Taylor expansion imply
It follows similarly that 
It is clear that, taking into account the results (A9), (A10), the facts
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Computing the definite integrals written above, we deduce that
Making use of β = 1/6 − ε/6, ε > 0 completes the proof of Proposition 1.
Proof of Corollary 1
225
Corollary 1 can be proven by directly applying the result of Proposition 1.
Proof of Corollary 2
To prove this corollary, we can use the result
where a =X − φ n n −1/2 , b =X + φ n n −1/2 , φ n = n 1/6−β , 0 < γ < β < 1/6, β = 1/6 − ε/6, ε > 0. This approximation was obtained above via the process related to the proof of Proposition 1. Applying 230 the Taylor expansion
,X ∈ (θ,X) to the asymptotic form ofθ, and in a similar manner of the Laplace method (Bleistein & Handelsman, 2010, p.180) , we compete the proof.
Proof of Corollary 3
The proof of Corollary 3 is technical and follows directly from the proof scheme of Proposition 1. Thus 235 the proof is omitted.
Proof of Proposition 2
The proof of this proposition is similar to that of Proposition 1.
Proof of Proposition 3
The proof of this proposition is similar to that of Proposition 1 and Corollary 2.
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Proof of Proposition 4
We begin with the asymptotic analysis related to the numerator of the definition of the proposed posterior expectationD G . To approximate the double integral ∫ ∫ D(θ 1 , θ 2 )e ℓr3(θ1,θ2) π(θ 1 , θ 2 )dθ 1 dθ 2 , we first show that the main term of the integral is
in a similar manner to the proof of Proposition 1, we conclude ∫ a
where w is a positive constant and n → ∞. Likewise, we have
Now, we define ℓr 5 (θ) = n log n + max 0<p1,...,pn<1
In order to apply almost directly the proof scheme of Proposition 1, we note that
where the Lagrange multipliers λ 1 and λ 2 satisfy
) −1 (Owen, 2001) . Since (A11), one can show that
Then the fact λ 1 (X, X 2 ) = 0, λ 2 (X, X 2 ) = 0 and a Taylor expansion argument yield
when θ 1 ∈ (a, b), θ 2 ∈ (a 1 , b 1 ), 0 < β < 1/6 and where 
