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Abstract—We consider the blind identification of FIR channels
with a single input and multiple outputs when the input signal
is sparse. The problem is equivalent to identifying the mixing
matrix for underdetermined blind source separation, but with
temporal correlation among the sources. The length of each
channel is assumed known, or previously estimated. Exploiting
the sparse character of the input signal, the algorithm solves
sequentially the three identification problems: estimating the
directions of each column of the channel matrix; estimating their
L2-norm; and finding the most likely order of the columns. The
performance of the algorithm in additive noise and its compu-
tational cost are compared against subspace-based techniques.
I. INTRODUCCIO´N
La identificacio´n ciega de canal es un problema importante y
ampliamente estudiado que aparece en numerosas aplicaciones
de procesado de sen˜al: igualacio´n en comunicaciones digitales
[1], deconvolucio´n de datos sı´smicos [2], codificacio´n de voz
[3], restauracio´n de ima´genes [4], evaluacio´n no destructiva
de materiales [5], etc. En este artı´culo consideramos sistemas
SIMO: sistemas con una u´nica sen˜al de entrada y mu´ltiples
sen˜ales de salida (observaciones). El sistema puede construirse
sobremuestreando una u´nica sen˜al de salida, o a partir de varias
medidas. En estas condiciones, si la respuesta del canal para
cada salida tiene soporte finito (canales FIR), los canales no
tienen ceros en comu´n, y la sen˜al de entrada excita todos los
canales, el sistema se puede identificar usando u´nicamente es-
tadı´sticos de segundo orden de la salida mediante el algoritmo
TXK [6]. Esta idea inicial se ha extendido utilizando, entre
otras, te´cnicas basadas en la separacio´n de los espacios de
sen˜al y ruido mediante la descomposicio´n en valores propios
(SSM) [7]. El principal inconveniente de ambos algoritmos
es su elevado coste computacional. En muchas aplicaciones,
como la deconvolucio´n sı´smica o la evaluacio´n no destructiva
de materiales, son necesarios algoritmos ra´pidos y de reducido
coste computacional que permitan aprovechar la gran cantidad
de datos disponibles. En este artı´culo se presenta una extensio´n
del algoritmo propuesto en [8] para el caso de sen˜ales con-
taminadas por ruido.
A. Modelo Matema´tico
Consideramos que en cada instante disponemos de m obser-
vaciones, correspondientes a m canales de longitud ma´xima
q. El problema se puede formular matricialmente como
Y = HS + W = X + W; (1)
siendo Y = [y(1), . . . ,y(N)] una matriz m × N , for-
mada agrupando N observaciones consecutivas y(n) =
[y1(n), . . . , ym(n)]T ; H = [h(0), . . . ,h(q − 1)] es la
matriz del canal, de dimensio´n m × q, con h(k) =
[h1(k), . . . , hm(k)]T ; S = [s(1), . . . , s(N)] una matriz q×N
con las sen˜ales de entrada s(n) = [s(n), . . . , s(n− q + 1)]T ;
W = [w(1), . . . ,w(N)] es una matriz de ruido aditivo
blanco Gaussiano (AWGN), cuyas componentes son indepen-
dientes entre sı´, con w(n) = [w1(n), . . . , wm(n)]T , y siendo
wi ∼ N (0, σwi); y X = HS = [x(1), . . . ,x(N)] es la
matriz de observaciones en ausencia de ruido, con x(n) =
[x1(n), . . . , xm(n)]T .
El modelo matema´tico dado por (1) es equivalente al de
la separacio´n ciega de fuentes en el caso de mezcla lineal
instanta´nea [9]. Para este modelo existen tres posibilidades.
Si disponemos de ma´s observaciones que fuentes (m > q) el
sistema esta´ sobredeterminado, si disponemos de las mismas
observaciones que fuentes (m = q) el sistema es determinado,
y si el nu´mero de fuentes es mayor que el de observaciones
(m < q) el sistema se encuentra indeterminado. Puesto que
generalmente la longitud de cada canal FIR es mayor que el
nu´mero total de observaciones, habitualmente disponemos de
sistemas indeterminados. La principal diferencia en este caso
con respecto a la separacio´n ciega de fuentes es la correlacio´n
temporal entre las sen˜ales de entrada.
B. FDP de la Sen˜al de Entrada
El vector de observaciones en un determinado instante se
puede expresar como una combinacio´n lineal de las columnas
de H:
x(n) =
q−1∑
k=0
h(k)s(n− k). (2)
En este artı´culo consideramos que las sen˜ales de entrada son
dispersas. Si en un determinado instante so´lo una de las sen˜ales
de entrada esta´ activa, el vector de observacio´n es colineal con
la correspondiente columna de H. En el caso de la separacio´n
ciega de fuentes, diversos artı´culos han demostrado que se
puede resolver el problema utilizando algoritmos sencillos
cuando las fuentes son dispersas [9], [10]. La idea general de
estas te´cnicas es explotar la agrupacio´n de las observaciones
alrededor de las direcciones de las columnas de H. En la fig.
1 se muestra un ejemplo sin ruido para N = 10000, m = 2,
n = 3, H dada por (14), y un factor de dispersio´n p = 0.6,
que indica la probabilidad de que una muestra de entrada este´
inactiva. Se observa que las muestras se alinean a lo largo las
direcciones correspondientes a las tres columnas de H.
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Fig. 1. Diagrama de Scattering para 2 canales y 3 fuentes.
Aunque el rendimiento de estos algoritmos disminuye no-
tablemente cuando las fuentes no son dispersas, en [10] se ha
mostrado que muchas sen˜ales se pueden convertir en dispersas
mediante la transformacio´n adecuada. Como fdp de la sen˜al de
entrada consideramos una distribucio´n Bernouilli-Gaussiana,
utilizada frecuentemente en evaluacio´n no destructiva y de-
convolucio´n sı´smica [2]:
fS(s) = pδ(s) + (1 − p) 1√
2πσ2s
exp
(
− s
2
2σ2s
)
. (3)
C. Parametrizacio´n de la Matriz del Canal
Antes de implementar el algoritmo es necesario
parametrizar convenientemente la matriz del canal.
Consideramos cada columna de H como un vector en un
espacio m-dimensional, y la representamos en coordenadas
esfe´ricas. En este artı´culo consideramos u´nicamente el caso
de m = 2 canales, puesto que permite visualizar mejor
el algoritmo, aunque todos los resultados obtenidos son
extensibles a un nu´mero arbitrario de canales. En este caso,
la matriz del canal se puede expresar como
H =
[ ‖h(0)‖ cos θ0 · · · ‖h(q − 1)‖ cos θq−1
‖h(0)‖ sin θ0 · · · ‖h(q − 1)‖ sin θq−1
]
, (4)
siendo ‖h(k)‖ = h(k)Th(k) = h21(k) + h22(k) la norma L2
de cada columna, y θk = arctan(x2/x1) el a´ngulo de cada
columna (k = 0, . . . , q − 1).
A partir de (4), y supuesta conocida la longitud de cada
canal, las tres etapas necesarias para identificar H son: identi-
ficar los a´ngulos de cada columna de la matriz del canal, esti-
mar sus normas, y ordenar las columnas de la matriz obtenida.
En el caso de la separacio´n ciega de fuentes u´nicamente es
necesario el primer paso, puesto que cualquier factor de escala
y permutacio´n de las columnas de H es admisible. En este
artı´culo se estudia el funcionamiento del algoritmo en ruido,
se obtienen los estimadores de ma´xima verosimilitud (ML) de
las fases, las normas y el orden de las columnas, y se comparan
con el caso sin ruido estudiado en [8].
D. FDP de las Observaciones
El algoritmo se basa en explotar el hecho de que fre-
cuentemente so´lo una muestra de entrada se encuentra activa.
En este caso, la fdp de las observaciones es una Gaussiana
bidimensional. Considerando ide´ntica varianza de ruido σ 2w
para todas las observaciones, y en el caso de que u´nicamente
sea distinta de cero la muestra n− k, la fdp de y(n) es
fY(y(n)) =
1
2π|Cy|1/2 exp
(
−1
2
y(n)TC−1y y(n)
)
, (5)
siendo Cy = σ2sh(k)h(k)T +σ2wI la matriz de correlacio´n de
las observaciones. Si existen Nk muestras colineales con la
columna k-e´sima, la fdp global es su producto. Manipulando
esta expresio´n, ponie´ndola en funcio´n del mo´dulo y fase de
la columna k-e´sima, y tomando el logaritmo, obtenemos la
funcio´n de log-verosimilitud
ln fY(y) = −Nk2 ln(‖h(k)‖
2σ2s + σ
2
w)
+
σ2s‖h(k)‖2
2σ2w(‖h(k)‖2σ2s + σ2w)
Nk∑
n=1
(cos θk y1(n) + sin θk y2(n))2, (6)
donde se han eliminado los te´rminos constantes que no de-
penden del mo´dulo o la fase.
II. DESCRIPCIO´N DEL ALGORITMO
A. Identificacio´n de los Angulos
El primer paso es identificar la direccio´n de cada columna
de la matriz del canal, esto es, su a´ngulo. Para ello se
construye un histograma como el de la fig. 2 obtenido para
N = 10000, SNR=10 dB, y H dada por (14), con los a´ngulos
de cada vector de observacio´n. El ruido y la coexistencia de
varias muestras activas en la entrada provocan la dispersio´n
de las observaciones alrededor de los a´ngulos reales, y en
consecuencia la aparicio´n de numerosos ma´ximos locales.
Tambie´n se observa co´mo el ruido provoca una dispersio´n
mucho mayor en el a´ngulo correspondiente a la columna de
H de menor amplitud. Para paliar este efecto nos aseguramos
de que cada pico obtenido es el ma´ximo en un entorno de ±b
muestras del histograma (en este caso b = 2), descarta´ndolo
en caso contrario.
Derivando (6) con respecto a las fases e igualando a cero
obtenemos el estimador ML de las mismas
θˆk =
1
2
arctan
(
2yT1 y2
yT1 y1 − yT2 y2
)
, (7)
donde y1 e y2 son los vectores con las Nk observaciones
colineales con el a´ngulo k-e´simo, esto es, las observaciones
que se encuentran dentro de la muestra del histograma se-
leccionada. Esta fo´rmula es diferente a la usada en [8], donde
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Fig. 2. Histograma de los a´ngulos para una SNR=10 dB.
simplemente se realizaba un promedio entre todos los a´ngulos.
En este caso se calcula el a´ngulo del promedio, lo que
reduce el efecto del ruido, y resulta en una mejor estima del
mismo. En cualquier caso, (7) tiende a proporcionar el mismo
resultado que arctan(y2/y1) a medida que σ2w → 0.
B. Estimacio´n de las Amplitudes
Con la identificacio´n de los a´ngulos quedarı´a resuelto el
problema de la identificacio´n de la matriz del canal para la
separacio´n ciega de fuentes. Sin embargo, en el caso de la
identificacio´n ciega es necesario estimar las normas de cada
columna de la matriz. Al igual que en el caso de las fases,
derivando (6) con respecto a las normas e igualando a cero
obtenemos su estimador ML
‖hˆ(k)‖ =
√
vTv −Nkσ2w
Nkσ2s
, (8)
siendo
v = (cos θk y1 + sin θk y2), (9)
y la varianza de ruido σ2w se estima durante los periodos de
ausencia de sen˜al. En el caso de que no exista ruido, (8)
se puede expresar en funcio´n de uno de los dos vectores de
observacio´n sin ruido, x1 o x2, ya que so´lo existe un factor
de escala entre ambos
‖hˆ(k)‖ =
√
xT1 x1
Nk cos2 θk
=
√
xT2 x2
Nk sin2 θk
. (10)
Estas expresiones son las que se obtuvieron en [8]. Si se
conociera el a´ngulo de manera exacta, ambas estimas serı´an
ide´nticas. Sin embargo, puesto que existe un cierto error en la
estima del a´ngulo, es preferible estimar la norma como
‖h(k)‖ =
√
xT1 x1 + x
T
2 x2
Nk
. (11)
En cualquier caso, (8) es va´lida tambie´n para el caso sin ruido,
y es la que utilizamos en las simulaciones.
C. Ordenacio´n de las columnas
Hasta el momento hemos identificado la matriz del canal
con una ambigu¨edad en la norma global, y una permutacio´n
en las columnas de H. El factor de escala global es aceptable,
pero no la permutacio´n de las columnas. Esta permutacio´n
se puede eliminar gracias a la correlacio´n temporal existente
entre vectores de entrada consecutivos. Consideremos q ob-
servaciones consecutivas que son colineales con las columnas
de H ordenadamente. Su fdp viene dada por
fY(y) =
1
(2π)mq/2|R|1/2 exp
(
−1
2
yTR−1y
)
, (12)
con R = σ2shhT + σ2wI, y h = [h1(0), h2(0), . . . , h1(q −
1), h2(q−1)]T , e y = [y1(n), y2(n), . . . , y1(n+q−1), y2(n+
q − 1)]T suponiendo que en el instante n el vector de
observaciones es colineal con la primera columna de H.
Y, si disponemos de Ncl muestras colineales consecutiva-
mente con q columnas de H, su fdp es el producto. El
estimador ML del orden de las columnas de H es aquel que
maximice el producto de las fdps. Puesto que u´nicamente
realizamos permutaciones de H, el mo´dulo del determinante
permanece constante, y la funcio´n de log-verosimilitud, elimi-
nando te´rminos constantes, resulta
ln fY(y) = −12
Ncl∑
i=1
yTi R
−1yi. (13)
La ordenacio´n ML de las columnas es aquella de entre las q!
permutaciones que maximice (13), esto es, la que minimice
el sumatorio. El problema de esta aproximacio´n es que el
nu´mero de permutaciones crece muy ra´pidamente a medida
que aumenta q. Adema´s, en el caso de no existir ruido, o muy
poco ruido, la matriz R esta´ mal condicionada. En estos casos
puede resultar ma´s recomendable usar el me´todo propuesto en
[8], y fijar el orden ma´s probable simplemente como aquel que
se obtiene en un mayor nu´mero de ocasiones.
III. SIMULACIONES
Para validar el funcionamiento del algoritmo en ruido hemos
considerado el siguiente canal:
H =
[
cos(π/6) 0.3 cos(5π/3) 0.7 cos(−π/6)
sin(π/6) 0.3 sin(5π/3) 0.7 sin(−π/6)
]
=
[
0.8660 0.1500 0.6062
0.5000 −0.2598 0.3500
]
. (14)
Realizamos un ana´lisis de Monte Carlo para factores de
dispersio´n entre 0.5 y 0.95, y SNRs entre 10 y 50 dB, con un
nu´mero de muestras entre 1000 y 5000. Como figura de me´rito
del algoritmo se utiliza el MSE normalizado de la estimacio´n,
definido como
MSE =
∑q
i=1 ‖h(k)− hˆ(k)‖2∑q
i=1 ‖h(k)‖2
. (15)
Para cada factor de dispersio´n, SNR, y longitud del registro,
se calcula el MSE promediando 2000 simulaciones indepen-
dientes. Los resultados se muestran en las figs. 3 y 4. En la
fig. 3 se puede observar co´mo el MSE en funcio´n del factor
de dispersio´n es similar al obtenido en [8] para el caso sin
ruido. Las principales diferencias son que el MSE no decrece
tan ra´pidamente al aumentar el factor de dispersio´n, y que
el mı´nimo parece encontrarse en p = 0.8 en lugar de en
p = 0.75. Al igual que en el caso sin ruido, para p > 0.8
el MSE aumenta debido a la escasez de muestras disponibles
para realizar la estimacio´n de las amplitudes. En la fig. 4 se
muestra como el MSE disminuye en funcio´n de la SNR, hasta
alcanzar un valor de saturacio´n para SNRs superiores a 25 dB,
que depende del nu´mero de muestras disponibles.
Obviamente, como se aprecia en la fig. 3, el SSM propor-
ciona mejores resultados que nuestro algoritmo. Sin embargo,
necesita un coste computacional muy superior, que puede
imposibilitar su uso para un nu´mero de muestras elevado.
El SSM requiere una descomposicio´n en valores propios de
una matriz de autocorrelacio´n mN ×mN , lo que implica un
coste computacional O((mN)3). En el algoritmo propuesto,
el coste computacional es debido fundamentalmente a la etapa
de estimacio´n de los a´ngulos, que requiere O((m − 1)N)
operaciones.
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Fig. 3. MSE normalizado en funcio´n del factor de dispersio´n para diferentes
longitudes del registro con una SNR=25 dB.
IV. CONCLUSIONES
En este artı´culo se ha mostrado un algoritmo ra´pido para la
identificacio´n ciega de canales SIMO con sen˜ales de entrada
dispersas observadas en ruido aditivo blanco Gaussiano. El
algoritmo se basa en expresar la matriz del canal en coor-
denadas esfe´ricas, y aprovechar la dispersio´n de la sen˜al de
entrada para estimar H en tres pasos: identificar los a´ngulos de
cada columna, estimar sus amplitudes, y ordenar las columnas.
Se han obtenido los estimadores ML de los a´ngulos y las
amplitudes en ruido cuando existe u´nicamente una fuente
activa. Tambie´n se ha obtenido el estimador ML del orden
de las columnas de H en el caso de que las observaciones
sean colineales de manera consecutiva con q columnas de H.
Las principales lı´neas de trabajo futuras consisten en extender
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Fig. 4. MSE normalizado en funcio´n de la SNR para diferentes longitudes
del registro con p = 0.80.
el algoritmo para un mayor nu´mero de canales, y comprobar
su funcionamiento con sen˜ales y canales reales. En el primer
apartado, la principal dificultad es la bu´squeda de los picos en
histogramas (m−1)-dimensionales para m > 2, resultando la
estimacio´n de las amplitudes y orden de las columnas similares
al caso m = 2. En el segundo apartado, la dificultad reside en
las elevadas longitudes de muchos filtros reales, que requiere
el uso de largos registros de datos para su identificacio´n.
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