We determine Li abundances and vsini values from new spectra of 53 stars with Doppler-detected planets not included in our previous papers in this series. We also examine two sets of stars without detected planets, which together serve as our comparison sample. Using the method of comparison of Li abundances and vsini values between two sets of stars we introduced in Gonzalez (2008), we confirm that these two quantities are smaller among stars with planets compared to stars without detected planets near the solar temperature. The transition from low to high Li abundance among SWPs occurs near 5850 K, a revision of about 50 K from our previous determination. The transition from low to high vsini occurs near 6000 K, but this temperature is not as well constrained.
INTRODUCTION
In this study we revisit the observational evidence for correlations between the presence of Doppler-detected planets, Li abundance and vsini. In a previous study (Gonzalez 2008) we confirmed the findings of some studies (Israelian et al. 2004; Takeda & Kawanomoto 2005 ) that had indicated lower Li abundances for stars with planets (SWPs) compared to stars without detected planets over a limited range in effective temperature (T eff ). We also showed that vsini and R HK is smaller among SWPs over a similar T eff range.
In Gonzalez (2008) we prepared samples of SWPs and stars without known planets with Li abundances, drawing from several diverse published studies. While these samples were heterogeneous, we corrected for small differences among the different sources of the data. The SWP and comparison samples contained of 37 and 147 stars, respectively. We introduced a new method of comparing Li abundances that takes into account differences in T eff , log g, [Fe/H] and Mv between stars. This approach makes it possible to search for small differences in Li abundance that are caused by processes unrelated to these four parameters.
The purpose of the present study is to test the findings of Gonzalez (2008) concerning the Li abundances and vsini values of SWPs. We do so with different samples of SWPs and comparison stars. In addition, our new samples are homogeneous. In Section 2 we describe our new spectroscopic observations of SWPs and our Li abudance and vsini analyses. In Section 3 we compare SWPs and stars without detected planets and discuss the results in Section 4. We present our conclusions in Section 5.
OBSERVATIONS AND ANALYSES
We observed a total of 53 SWPs in March and October 2008 with the McDonald Observatory 2.7-m telescope and 2dcoudé spectrograph. The instrument, setup and data reduction method are the same as described in our previous papers in this series (see Gonzalez & Laws (2000) for details) . The resolving power is near 60,000, and the S/N ratio near 6700Å averages near 350 per pixel. We had not observed these SWPs in our previous observing runs. We selected them from the list of Doppler-detected dwarf SWPs with spectral types earlier than ∼K0 and brighter than V = 9.0 listed in the Extrasolar Planets Encyclopedia.
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In addition to the new spectra we obtained in 2008, we also reanalyzed all the previous spectra of SWPs we had obtained with the McDonald 2.7-m telescope through 2002. the equivalent widths (EWs) of the absorption lines manually; this was the most tedious step of the analysis. In the present study, we employed the program DAOSPEC, which automates EW measurement (Stetson & Pancino 2008) .
3
In order to prepare each multi-order reduced spectrum for analysis with DAOSPEC, we merged its orders into a 1D spectrum and corrected for the Doppler shift. DAOSPEC identifies and measures absorption lines iteratively; it is necessary to set only a few parameters in the program.
We setup DAOSPEC to analyze each spectrum over the wavelength interval 4900 to 7950Å. We set the residual core flux parameter to 20% for all the stars. We only changed two parameters for each run of DAOSPEC: the initial estimate of the FWHM of the lines and the order of the global continuum fit with a Legendre polynomial. We set the order to 1 for the warmest stars and up to 3 for the coolest metal-rich stars; higher orders were not necessary, as the input spectra had already been continuum-normalized. DAOSPEC identified between 3500 and 5000 lines in each spectrum with EWs 3 mÅ.
DAOSPEC also requires an input linelist. Ours consists 49 Fe I, 4 Fe II, 2 C I, 1 N I, 3 O I (oxygen triplet), 2 Na I, 1 Mg I, 2 Al I, 6 Si I, 2 S I, 2 Ca I, 2 Sc II, 5 Ti I, 6 V I, 3 Cr I, 3 Co I, 6 Ni I and 1 Eu II lines. These lines are largely unblended over the range of temperatures of our target stars and are weak to moderate in strength. This linelist is very similar the one we have used in previous analyses in this series (with a few new lines added) with the following exceptions. First, a line must have a wavelength 5500Å; shortward of this limit, line blending leads to inaccurate continuum placement for the cooler stars. Second, a line must not be in a region with telluric absorption lines. This is a change from our previous studies, wherein we did divide out telluric lines using a hot star spectrum. In the present study we are striving for maximum uniformity in the measurement of EWs.
DAOSPEC matches the lines in the input linelist with lines it has identified in given a spectrum. In order to pass to the next step in our analysis, the EW value of each line in our linelist determined by DAOSPEC must satisfy the following additional criteria. It must have an EW value 3 mÅ and 120 mÅ, and the "quality parameter" value 1.5 (this parameter compares the residuals in the immediate neighborhood of a line to the overall residuals).
Stellar atmospheric parameters
As with our previous studies in this series, we use the program MOOG (Sneden 1973) with the model atmospheres of Kurucz (1993) to derive stellar atmospheric parameters and chemical abundances. However, for the present study we use the more recent 2002 version of MOOG.
4 Given these multiple changes from our previous studies, for the sake of maximum consistency we have calculated a new set of solarbased gf -values using the following procedure.
First, we determined solar EWs with DAOSPEC from a spectrum of Vesta and a spectrum of the afternoon sky and averaged the results. Then, we selected 28 Fe I lines (between 5200 and 6900Å) with high quality EW values that appear in Table 1 of Grevesse & Sauval (1999) , which lists high-quality laboratory gf -values for Fe I lines. Next, we determined the solar abundance of Fe from each of these Fe I lines using MOOG and adjusted the microturbulence velocity parameter, υt, to minimize the dispersion; we found a best fit υt value of 1.2 km s −1 . Then, using this value of υt, we adjusted the gf -values such that all the Fe I lines gave an abundance A(Fe) = 7.47 5 ; we determined the Fe II line gfvalues using these same parameter values. Finally, we set the gf -values of lines from other elements so that they give the solar abundances tabulated by Grevesse & Sauval (1998) .
We calculated the stellar atmospheric parameters and their uncertainties using the same procedures we used in our previous papers (e.g., Gonzalez & Vanture (1998) , Gonzalez & Laws (2000) ). In brief, LTE is assumed and the stellar parameters are determined assuming excitation and ionisation equilibria. In particular, T eff is determined from Fe I lines by requiring that their abundances no not display a trend with their lower excitation potentials, and surface gravity is determined by requiring that the mean Fe I and Fe II abundances be equal. The microturbulence velocity parameter is determined by requiring that the Fe I abundances do not display a trend with the reduced equivalent widths. Errors are propagated statistical uncertainties.
Comparison stars sample
Our comparison stars sample consists of two parts. One part is drawn from the S 4 N spectroscopic survey of FGK dwarfs within 15 pc (Allende Prieto et al. 2004) , which consists of spectra obtained at two observatories: the McDonald 2.7-m telescope and the ESO 1.52-m telescope at La Silla. 6 We only selected those stars observed with the McDonanld telescope; it is important to note that the spectra of (Allende Prieto et al. 2004) were obtained with the same instrument and setup that we used. In addition, stars from the S 4 N survey were not included in our comparison sample if T eff 5000 (a few stars slightly above this cutoff were also excluded). After applying these selection criteria, we retained 36 stars from the S 4 N survey. Although the calibration of the S 4 N spectra should be very close to ours, Allende Prieto et al. (2004) did not reduce them in precisely the same way as we did ours. We compared the solar EWs from our spectra with those from S 4 N and found a small difference of about 1 mÅ for the stronger lines (in the sense that the S 4 N EWs are larger). In order to bring the two sets of EWs into agreement, we applied a simple linear transformation to the EWs from the S 4 N spectra. Four stars in our S 4 N subsample are also present in our SWP sample: HD 22049, HD 69830, HD 95128 and HD 9826. These stars span nearly the entire T eff range of our SWP sample. Their mean difference in T eff is 11 K, and individual differences are within the estimated one-σ uncertainties; the mean uncertainties in T eff are also very similar.
The mean difference in log g is 0.03 dex, but three stars differ between one and two-σ. The mean difference in [Fe/H] is 0.03 dex, and the individual differences are within one-σ, except for HD 22049. The differences in the Li abundances (see below) are 0.3 for HD 22049 and 0.1 dex or less for the other three stars. Therefore, we are confident that the SWP and comparison stars analysis results are on the same scales for stars warmer than about 5000 K. Following this comparison, we removed these four stars from the comparison sample.
We also analyzed for the first time spectra of 25 late-F to mid-G dwarf stars we had observed in April 2002 with the same telescope, instrument and setup we used for our SWP observations. We had selected these stars from previous spectroscopic studies of nearby stars (e.g., Cayrel de Strobel (1996) ; Eggen (1998); Haywood (2001) 7 . Having analyzed the old and new data in the same way, systematic differences should be insignificant.
We should note that we have not searched the comparison stars for the presence of planets. However, most of them should be on the target lists of the various planet search teams, given their brightness, spectral types and activity levels. Still, we cannot discount the possibility that one or two of our comparison stars might host an undiscovered Dopplerdetectable planet.
Lithium abundance and vsini
We determined Li abundances and vsini for each star using spectrum synthesis with MOOG. We adopted the linelist for the Li feature near 6707Å and surrounding lines (covering about 12Å) from Ghezzi et al. (2009) , but we left out the 6 Li components, as we are not analyzing the 6 Li/ 7 Li ratio in the present study. We adjusted the gf -values of some of the lines (but not Li) to produce a good match to our solar spectra. We obtained the best match for a solar Li abundance of 0.96, which is the same value obtained by Ghezzi et al. (2009) .
To estimate vsini, we modeled the profiles of lines in the Li line region, including macroturbulence, υmac, instrumental broadening and limb-darkening. We adopted the same procedure as Valenti & Fischer (2005) for setting the value of υmac; it depends only on T eff according to:
We calibrated this equation with our solar spectra by setting vsini equal to 1.6 km s −1 ; from this, we determined υmac(sun) = 4.1 km s −1 . We estimate the uncertainty of υmac calculated from this equation to be ± 0.1 km s −1 .
7 One star, HD 114710, is in common with our April 2002 sample and our S 4 N subsample. Our analysis results for the two spectra were nearly identical. We determined vsini for each star by comparing the observed spectrum to synthetic spectra over the region 6703 to 6706Å. Specifically, after setting the values of the instrumental broadening and υmac and choosing initial values of vsini, Fe abundance and continuum level, we compared the synthetic and observed spectra in the wavelength regions 6703.4 to 6703.8Å and 6704.9 to 6705.3Å. We adjusted (manually) vsini, Fe abundance and continuum level until the differences between the observed and synthetic spectra in these regions were comparable to the unmodeled variations in the surrounding spectrum. The typical uncertainty of our vsini estimates is about ± 0.5 km s −1 ; uncertainty estimates are based on the uncertainty of υmac quoted above and on the size of the residuals of the fit compared to the observed spectrum. We show sample syntheses of the 6700 A spectral region in Figure 1 .
We estimate the uncertainty of the Li abundance due to noise and unmodelled lines in a typical observed spectrum to be about ± 0.05 dex (see Figure 1b) . The total uncertainty of the Li abundance is based on the quadrature sum of this estimate and the uncertainty of Li due to the uncertainty of T eff . The results of our spectroscopic analyses of the 53 new SWPs are listed in Table 1 . The new results for the previously analyzed SWPs are listed in Table 2 , and the results for the comparison stars are in Table 3 . We will present our abundance results for elements other than Li and Fe in a separate paper.
For the 31 SWPs in common between the present SWP sample and our previous studies, the mean difference in T eff is only 15 K, while the mean σ for T eff is reduced from 43 K to 35 K. This demonstrates that our revised procedure for measuring EWs gives more precise T eff values than the Figure 2 . Differences between the spectroscopic and photometric log g values for all the stars analyzed in the present work.
manual procedure we had employed in our previous studies, and it doesn't introduce significant systematic error.
Originally, the SWP sample in the present study consisted of 90 stars. However, for 5 of these stars (HD 33564, HD 114762, HD 136118, HD 141937 and HD 168443) the minimum masses of the plants are close to the brown dwarf limit (11 MJ), and in some cases there is additional evidence that the true planet masses are beyond this limit. For these reasons, we transferred these stars to the comparison sample, leaving 85 stars in the SWPs sample.
We also determined age, mass and log g for each star from stellar isochrones. In particular, we employed our T eff and [Fe/H] values with Mv calculated from the new reduction of the Hipparcos parallaxes (van Leeuwen 2007) with a Bayesian parameter estimation method (da Silva et al.
2006).
8 The mean difference between our spectroscopic log g values and the parallax derived (photometric) values is -0.02 ± 0.12 dex. However, as can be seen in Figure 2 there is a significant trend present among the SWPs in the sense that the spectroscopic values are smaller than the isochrone ones; the trend is not significant if we exclude the cooler stars. If we restrict the comparison to T eff > 5650 K, then the difference is 0.00 ± 0.10 dex. This gives us confidence that the analysis results do not have systematic errors more than a few hundredths of a dex for this temperature range.
We show the Li abundances in Figure 3 . The dividing/cutoff line between upper limits and detections of Li is about half a dex lower in the present sample compared to that in our previous study (Gonzalez 2008) . We positioned the dividing line such that most stars with upper limits fall below it, and most stars with detections fall above it.
The number of comparison stars is very limited below about T eff = 5650 K, and the hottest SWP has a T eff value just under 6350 K. Given this, we limit our comparison of Li abundances between SWPs and stars without planets to T eff = 5650 to 6350 K. This compares to a T eff range of 5550 to 6250 K in Gonzalez (2008) . In addition, for this choice of T eff all the SWP and comparison stars fall above the Li dividing/cutoff line.
We plot our vsini estimates against T eff in Figure 4 . In this case, the stars with detected vsini are mixed over a large range in vsini with stars that have upper limits. For this reason, we set our vsini cutoff line rather high for the next step in the analysis. We also prepared a separate dataset with the vsini estimates of Valenti & Fischer (2005) in place of our vsini estimates; we plot these data in Figure  5 . We do the same in the present work with their data. In addition, we set the minimum value of our vsini estimates to 0.5 km s −1 . For the 71 stars in the present study with vsini detections that overlap with the sample of Valenti & Fischer (2005) , the mean difference in vsini is 0.1 ± 0.5 km s −1 .
COMPARISON OF SAMPLES
In Gonzalez (2008) we introduced a new index, ∆1, which is a measure of the distance between two stars in T eff -[Fe/H]-log g-Mv space. We calculated a weighted average Li abundance difference between a given SWP and all the comparison stars with (∆1) −2 as the weight. We employ the same analysis here with our new samples.
One star in our SWP sample, HD 70573, lacks a Hipparcos parallax. Since the ∆1 index weighting scheme requires Mv, we removed this star from our sample at this stage of our analysis. The number of retained SWPs in the range T eff = 5650 to 6350 K is 50. In our comparison sample, 50 stars fall in this T eff range, but one star has an upper limit on its Li abundance. We removed this star, leaving 49 stars in our comparison sample. This compares to 37 SWPs and 147 comparison stars over the range T eff = 5550 to 6250 K in Gonzalez (2008) . We show the resulting weighted average Li abundance differences between the SWPs and comparison stars in Figure 6 .
Correcting for bias in Li
In order to test for possible bias in our method of sample comparison, we will revisit the Li abundance data from Gonzalez (2008) . If the Li abundance deficits we have detected among the SWPs near solar temperature are real, then there should be no trend with temperature when the comparison stars are analyzed in the same way. To realize this test, we selected every other star from the 147 comparison stars in Gonzalez (2008) and treated them as if they were SWPs ("fake SWPs"), and we treated the remaining stars as comparison stars. We then calculated the weighted Li abundance differences as before (Figure 7a ). Next, we exchanged the roles of the stars and repeated the analysis (Figure 7b ). There is a clear trend evident in these results; the slopes of least-squares fits to the two datasets in Figure  7 are 6.4×10 −4 and 8.9×10 −4 dex K −1 , respectively. We adopt an average "bias slope" value of 7.7×10 −4 dex K −1 . We plot in Figure 8a the weighted Li abundance differences for the SWPs from Gonzalez (2008) , which differ from the data plotted in Figure 3b of that paper only in that the newly revised Hipparcos parallaxes have been used to calculate the ∆1 index instead of the outdated 1997 values. Next, we corrected these data for bias by subtracting the average bias slope value quoted above. The resulting data (Figure 8b ) no longer display Li abundance excesses above ∼ 6000 K, but the Li abundance deficits are still present between about 5800 and 5900 K; there are not enough SWP data below 5800 K to reach a conclusion in this temperature range.
We repeated these tests with the datasets in the present study and show the results in Figures 9 and 10 . The slopes of the data in Figure 9 are 1.3×10 −3 and 4.4×10 −4 dex K −1 . We adopt an average bias slope value of 8.7×10
−4 dex K −1 . After applying this bias correction, we find that stars near the solar temperature still display the largest Li abundance deficits, but stars at intermediate temperatures also display modest Li abundance excesses.
There are 12 SWPs and 7 comparison stars between 5700 and 5800 K in the present study. If we apply a simple statistical t hypothesis test to the Li abundances from these samples (keeping in mind that we are not correcting for differences in the parameters here), we find that we can reject the hypothesis that these two samples are drawn from the same parent population with about 93% confidence.
Correcting for bias in vsini
We applied an analysis to the vsini data very similar to our analysis of the Li abundances in the last section. First, we show in Figure 11 the weighted vsini differences for the 596 comparison stars with vsini measurements in Valenti & Fischer (2005) . As for the Li abundance differences, there is a trend present in the vsini differences; the slopes are 0.0055 and 0.0026 km s −1 K −1 , respectively. We adopt an average value of 0.0041 km s −1 K −1 . The corrected SWP weighted vsini differences are shown in Figure 12 . The vsini deficits among the SWPs are evident in the plot between about 5700 and 5900 K.
Due to the small number of comparison stars with vsini determinations in the present study (33), we are not confident that we can derive a reliable bias trend from them. For this reason, we have adopted the mean bias trend from Figure 11 and applied it to the 40 SWP vsini differences based on the new vsini determinations in the present study (Figure 13a) . In applying the bias correction to the vsini differences, we shifted the temperature scale of the Valenti & Figure 13b . vsini deficits are evident in both plots for temperatures between about 5700 and 5900 K. Figure 10 . Same data as shown in Figure 6 but corrected for bias using average trend determined from data in Figure 9 . Figure 11 . Weighted average vsini differences between two sets of comparison stars (like Figure 7) . The vsini estimates are from Valenti & Fischer (2005) .
DISCUSSION
Despite the presence of an unrecognized bias in the results presented in Gonzalez (2008) , the general trend of weighted Li abundance differences with T eff we determine is similar to the trend we presented in Figure 3b of that study. However, the data used in the present study show a rapid rise in Li abundance for SWPs with T eff > 5850, which is about 50 K cooler than the data in Gonzalez (2008) . This is due to the fact that the T eff scale adopted in Gonzalez (2008) is about 50 K higher than that adopted here. We consider the T eff scale in the present study to be more accurate.
The trends of weighted vsini differences with T eff are also similar to the trend we described in Gonzalez (2008) . In that study, we found that vsini transitions between deficits and excesses just below T eff = 6100. In the present study we find that the transition occurs near 6000 K according to our vsini estimates and near 6100 K from the data of Valenti & Fischer (2005) . This transition is not well constrained by the small number of SWPs with vsini estimates in the present study. Note, also, that the vsini values include a random component due to our ignorance of the inclination of a star's rotation axis. For this reason, we need a larger sample to study the trend with vsini than we employed for the Li abundance analysis.
One side benefit of the samples prepared for this study is that we can now fairly compare the Sun's Li abundance (= 0.96 dex) to other stars. The Li abundance cutoff employed in Gonzalez (2008) was such that the Sun would have been excluded from the SWP sample due to its low Li abundance. Now we are prepared to answer the question, "Does the Sun's Li abundance better fit the classification of a SWP or of a star without a planet, according to the distribution in Figure 10 ?" Applying the same analysis of the previous section to the Sun, we calculate a weighted solar Li abundance deficit of 0.70 dex relative to the 50 comparison stars. The average deficit for SWPs between 5700 and 5800 K This places the Sun squarely in the SWP category. Only 3 SWPs in Figure 10 have greater Li deficits than the Sun: HD 6434, HD 20782 and HD 165401.
The weighted solar vsini deficit is 1.25 km s −1 relative to the larger Valenti & Fischer (2005) vsini comparison star dataset.
10 The average vsini deficit for the SWPs with T eff between 5700 and 6000 K is 0.9 ± 1.1 km s −1 . This also places the Sun squarely in the SWP category.
CONCLUSIONS
We confirm our previous findings from Gonzalez (2008) that the Li abundances of SWPs with T eff 5800 K are smaller than those of stars without detected planets; we also confirm that SWPs near ∼ 6000 K have excess Li abundances. In addition, we confirm that SWPs have smaller vsini values than stars without detected planets for T eff less than ∼ 6000 K. These trends are robust, given that we employed different samples of SWPs and comparison stars in the two studies.
For the first time, we are able to compare the Sun's Li abundance in a fair way to a sample of comparison stars. We find that its Li abundance is low compared to our sample of comparison stars, and it is comparable to the Li abundances of SWPs with similar T eff values.
To improve on our analysis, it is important to determine Li abundances and vsini values for more SWPs and comparison stars with T eff > 5500 K. To be most useful, spectra should have S/N ratios > 300 near 6700Å.
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