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We present the zero-temperature superconducting (SC) ground states of the two-orbital asymmet-
ric t− J model on a square lattice by means of the auxiliary-boson approach. Besides the two-gap
SC phase, we find an orbital selective SC (OSSC) phase, which is simultaneously SC in one orbit
and normal in another orbit. The novel OSSC phase is stable only for sufficient asymmetric degree
in orbital space and doping concentration. The pairing symmetry of the SC phase is s-wave-like in
most doping regime, against the d-wave symmetry of the single-orbital t−J model in a square lattice.
The implication of the present scenario on the iron-based and other multi-orbital superconductors
is also discussed.
PACS numbers: 74.20.Mn, 74.25.Dw, 71.70.Ej
I. INTRODUCTION
Searching high-Tc superconducting states in correlated
electron systems has been one of the central topics in
condensed matter physics for several decades1. With the
development of synthesis technique, more and more new
superconducting (SC) compounds have been discovered,
such as UGe2
2,3 and URhGe4 with the coexistence of
ferromagnetism and SC, and LaO0.9F0.1FeAs with the
anomalous Hall coefficient and magnetoresistance in the
SC5,18, etc. Among the fantastic properties of these com-
pounds, the multi-gap SC nature is one of the most inter-
ested. The multi-gap SC characters have been found in
a number of compounds, for example, in nodal structure
Sr2RuO4
6,7, in s-wave SC NbSe2
8,9 and MgB2
10,11,12, in
heavy-fermion SC Ce1−xLaxCoIn5
13,14, and in d-wave SC
PbBi2Sr2CuO6+x
15 and Bi221216. Recently, a generic
two-gap hypothesis is also proposed for the cuprate SC17.
Further, in the iron-based SC discovered recently18, some
experiments also showed that LaO1−xFxFeAs is two-gap
SC19,20. On the other hand, in the heavy-fermion SC
Ce1−xLaxCoIn5
13,14, it is found recently that there co-
exist uncondensed carriers and the SC carriers, and a
fraction of electrons on the Fermi surfaces does not par-
ticipate in SC, displaying unusual SC characteristics in
Ce1−xLaxCoIn5. Since these compounds share the same
properties in the electronic structures, i.e., the multi-
orbital or multi-band character21,22,23, it naturally arises
the question that whether the condensed and the uncon-
densed phases generally coexist in the multi-orbital SC
compounds ?
In the past decade, it has been found that numer-
ous correlated electron compounds are multi-orbital, and
many unique features are contributed from the orbital de-
gree of freedom, such as colossal magnetoresistance and
∗Correspondence author, Electronic mail: zou@theory.issp.ac.cn
complex orbital ordered phases in doped manganites29,
the exotic magnetism in the f -electron systems30, and
the debated orbital selective Mott transition (OSMT)
in Sr2−xCaxRuO4
24,25,26,27,28, etc. The orbital degree of
freedom on the SC plays an important role in the SC
pairing symmetry of the multi-orbital systems32,33,34,35.
On the other hand, Liu et al.31 proposed that there may
exist an interior gap superfluidity in a two-orbital system,
in which the pairing interaction carves out a gap within
the interior of a large Fermi ball, while the exterior sur-
face remains gapless; and it is a simultaneously SC and
normal state at zero temperature. Nevertheless, the role
of orbital degree of freedom on the pairing symmetry and
SC condensation is far from well understood. So, much
effort is still needed to uncover the SC nature in strongly
correlated multi-orbital compounds.
With this motivation, and stimulated by searching for
a new state of matter, we study the SC properties of
the strongly correlated multi-orbital systems in this pa-
per. We extend the single-orbital t − J model to the
two-orbital t − J model, and utilize the auxiliary-boson
method44 to obtain the phase diagram of the system on a
square lattice. We find that for given strong interactions
between electrons, the electrons may bind as many paired
quasiparticles as possible in one orbit due to the symme-
try breaking in the orbital space. These quasiparticles
condense into a coherent state at low temperature, and
the residual unpaired electrons in the other orbit consti-
tute a separated normal fluid, forming the orbital selec-
tive SC (OSSC) phase. The OSSC phase is the stablest,
against to the normal phase and the full-gapped SC ones,
in proper parametric and doping regime. We also obtain
the critical points of the formation of OSSC phase for var-
ious parameters of the two-orbital t−J model, which may
shed light on finding this phase in the strongly correlated
compounds. The possible application of the present the-
ory on the Fe-based SC LaO1−xFxFeAs is also discussed.
The rest of this paper is organized as follows. In Sec.II,
we describe the two-orbital t − J model and the frame-
2work of the auxiliary-boson mean field approach. And
then we present the detailed formulation of the two-
orbital SC. In Sec.III, we present the phase diagram of
the SC in the two-orbital system. The conditions for the
formation of the OSSC phase and its possible application
on Ce1−xLaxCoIn5 and Fe-based SC are discussed. The
last part is devoted to the summary.
II. HAMILTONIAN AND METHOD
The Hubbard model effectively describes the elec-
tronic correlations in the strongly interacting systems.
In the single-orbital situation and in the strong corre-
lation limit, the Hubbard model is reduced to an effec-
tive model describing the low-energy processes, i.e. the
single-orbital t−J model36,37. In the strongly correlated
multi-orbital system38, we naturally extend the single-
orbital t − J model to the multi-orbital t-J model de-
scribed by the Hamiltonian
H = P [Ht +HJ ]P.
(1)
with a kinetic energy part Ht
Ht =
∑
<ij>mm′σ
tmm
′
ij (c
†
imσcjmσ + h.c) +
∑
iσ
Emnimσ
(2)
and a general superexchange coupling HJ
38.
HJ = −
∑
<ij>σ
∑
nn′m
c†inσcin′σ[J
nmn′m
1 (njmσ¯ + c
†
jmσ¯cjmσ)
+(Jnmn
′m
2 njm¯σ¯ + J
nmn′m¯
2 c
†
jm¯σ¯cjmσ)
+(Jnmn
′m
3 njm¯σ + J
nmn′m¯
3 c
†
jm¯σcjmσ)
−(Jnmn
′m
4 c
†
jm¯σ¯cjm¯σ − J
nmn′m¯
4 c
†
jm¯σ¯cjmσ¯)
+(Jnmn
′m¯
5 c
†
jmσ¯cjm¯σ¯ − J
nmn′m¯
5 c
†
jmσ¯cjm¯σ)],
(3)
where c†imσ(cimσ) is the creation (annihilation) oper-
ator of the electron at site i with orbit-m and spin
σ(=↑, ↓); and m¯ (σ¯) denotes the orbit (spin) other than
m (σ). nimσ(= c
†
imσcimσ) is the electron number oper-
ator. Em denotes the crystalline field level of the orbit-
m. The operator P projects out the states of multi-
ple occupancy at each site. Therefore, every site is ei-
ther spin 1/2 or a vacancy. tnmij denotes the hopping
integral from the m orbit at site j to the n orbit at
site i, and only the nearest-neighbor hopping is taken
into account. In this paper, we define t11ij = t = 1
as the energy unit. The parameter Jnmn
′m′ is associ-
ated with the hopping integrals tnm, the on-site and
inter-orbital Coulomb interactions U and U ′, and the
Hund’s coupling via, Jnmn
′m′
1 = t
nm
ij t
n′m′
ij U/(U
2 − J2),
Jnmn
′m′
2 = t
nm
ij t
n′m′
ij U
′/(U ′
2
− J2), Jnmn
′m′
3 =
tnmij t
n′m′
ij /(U
′ − J), Jnmn
′m′
4 = t
nm
ij t
n′m′
ij J/(U
′2 − J2),
Jnmn
′m′
5 = t
nm
ij t
n′m′
ij J/(U
2 − J2). In what follows, con-
sidering the spin rotational symmetry, we adopt the re-
lationship U = U ′ + 2J38, and the system is on a square
lattice.
Eq.(1) is a general multi-orbital t−J Hamiltonian with
the electron/hole filling not far from 1/4. In the absence
of the Hund’s coupling and let the hopping integrals be
isotropic for all of the orbits, Eq.(1) reduces to a su-
persymmetric SU(4) t − J model41,42. If the crystalline
field splitting, E∆=E2 − E1, is sufficiently large, only
the orbit/band m=1 is occupied, and Eq.(1) reduces to
the traditional single-orbital t− J model. For clarify, we
concentrate on the two-orbital situation (m=1,2) without
only the off-diagonal hoppings (t12=0) and the Hund’s
coupling (J = 0). Thus the effective Hamiltonian Heff
in Eq.(1) becomes,
Ht =
∑
<ij>mσ
tmmij (c
†
imσcjmσ + h.c) + E∆
∑
iσ
(ni1σ − ni2σ)
HJ = −
∑
<ij>σ
[J1ni1σnj1σ¯ + J2ni2σnj2σ¯ + (J1 + J2)
(ni1σnj2σ¯ + ni1σnj2σ)− J1c
†
i1σci1σ¯c
†
j1σ¯cj1σ
−J2c
†
i2σci2σ¯c
†
j2σ¯cj2σ − 2J3(c
†
i1σci2σc
†
j2σcj1σ
−c†i1σci2σ¯c
†
j2σ¯cj1σ)], (4)
with J1 = (t
11)2/U , J2 = (t
22)2/U and J3 =
t11t22/U . To enforce the single occupation constraint
at each site, we employ the auxiliary-boson mean-field
approximation43 on Eq.(4).
Within the slave-boson representation, the Hamilto-
nian (4) is rewritten in terms of the projected fermion
operators Pc†imσP and PcimσP , which rule out the dou-
ble and multiple fermion occupancies at every site, as well
as the slave boson operators. The constrained Hilbert
space (S) of each site i is
Si = {| 1, ↑>, | 1, ↓>, | 2, ↑>, | 2, ↓>, | 0, 0 >}, (5)
including the states of spin-up, spin-down in the orbit-
1, and those in the orbit-2, together with vacancy state,
respectively. The present constrained spin-orbital formu-
lation resembles to the 4-fold degenerate state of pseudo-
angular momentum j=3/2 proposed by Coleman44, if
we define | f0 >=| 0, 0 >, | f1 : 3/2,−3/2 >=| 1, ↑>,
| f1 : 3/2,−1/2 >=| 1, ↓>, | f1 : 3/2, 1/2 >=| 2, ↑>, and
| f1 : 3/2, 3/2 >=| 2, ↓>. One obtains Pc†imσP = f
†
imσ.
The boson operator b†i creates an empty occupation state
at the ith site, and the fermion operator f †imσ(fimσ) cre-
ates (annihilates) a slaved electron at site i with orbit-m
and spin σ(=↑, ↓).
In the present situation, we define the SC order pa-
rameters as
∆σ,mx/y = < f
†
imσf
†
jmσ¯ − f
†
imσ¯f
†
jmσ >, (j = i± xˆ/yˆ)
Pmσ = < f
†
imσfjmσ >, n¯imσ =< f
†
imσfimσ > (6)
3Considering the asymmetry of the orbital space and the
Fermi surface topology, the p-wave SC order parameters
vanish. In the mean-field or saddle-point approximation,
we have < b†ibj >=| b |
2= δ, and the electron filling n=1-
δ. Thus, we obtain the slave-boson mean-field Hamilto-
nian
H = E0 +
∑
kσ
ǫk1σf
†
k1σfk1σ −
∑
kσ
(∆σ1k f
†
k1σf
†
−k1σ¯ + h.c)
+
∑
kσ
ǫk2σf
†
k2σfk2σ −
∑
kσ
(∆σ2
k
f †
k2σf
†
−k2σ¯ + h.c) (7)
with the constant energy
E0 = N
∑
σ
[2J1n¯1σn¯1σ¯ +
J1
2
(| ∆σ1x |
2 + | ∆σ1y |
2)
+2J1P1σP1σ¯ + 2J2n¯2σn¯2σ¯ +
J2
2
(| ∆σ2x |
2 + | ∆σ2y |
2)
+2J2P2σP2σ¯ + 2(J1 + J2)(n¯1σn¯2σ + n¯1σn¯2σ¯)
+4J3(P1σP2σ + P1σP2σ¯)] (8)
and the notations
ǫkmσ = −2[tmδ + (JmPmσ¯ + J3Pm¯σ + J3Pm¯σ¯)]γk − µ
−2[2Jmn¯mσ¯ + (J1 + J2)(n¯m¯σ + n¯m¯σ¯)] + E∆,
∆σmk = Jm[∆
σm
x cos(kxa) + ∆
σm
y cos(kya)],
γk = cos(kxa) + cos(kya). (9)
Diagonalizing Eq.(8) through the Valatin
transformation45,46.
fkm↑ = Ukmαkm + Vkmβ
†
km,
f−km↓ = Ukmβkm − Vkmα
†
km, (10)
with U2
km+V
2
km = 1, here Ukm and Vkm (m=1,2) are real
and positive. The slave-boson mean-field Hamiltonian
becomes
H =
∑
k
[ξk1(α
†
k1αk1 + β
†
k1βk1) + ξk2(α
†
k2αk2 + β
†
k2βk2)]
+E0 +
∑
k
[(ǫk1 − ξk1) + (ǫk2 − ξk2)], (11)
with the quasiparticle excitation spectrum,
ξkmσ =
√
ǫ2
kmσ + 4 | ∆
σm
k
|2, (12)
and the chemical potential µ is determined by 1 − δ =
1/N
∑
imσ < f
†
imσfimσ >. The order parameters Pmσ
and ∆σm satisfy the self-consistent equations:
1 =
t2m
UN
∑
k
(cos(kxa) + cos(kya))
2
ξkm
Pmσ =
1
4N
∑
k
(1−
ǫkmσ
ξkmσ
)γk (13)
for the s-wave SC. In the d-wave SC situation, these equa-
tions are slightly different.
III. RESULTS AND DISCUSSION
In this section, we present the essential properties of
the SC and the phase diagram of the two-orbital t − J
model. Provided the two-orbital model is SU(2) sym-
metric in the spin space, we would have the relations for
the single occupation amplitude Pm↑ = Pm↓ = Pm and
for the SC order parameters, ∆↑,mx = −∆
↓,m
x = ∆m, and
∆↑,my = −∆
↓,m
y (m=1,2). This will greatly simplify our
discussion in what follows.
A. Stable SC Phase and its Pairing Symmetry
We firstly determine the stablest ground state of the
two-orbital t − J model with n=1-δ in a square lattice
through comparing the groundstate energy of the possi-
ble GS candidates: the normal state with ∆m=0, the
d-wave symmetric SC phase with ∆↑,mx = −∆
↑,m
y , or
the s-wave-like symmetric SC phase with ∆↑,mx = ∆
↑,m
y .
Throughout this paper, we adopt the relationship J1 =
0.1, J2 = J1R
2 and J1 = J3R, unless specific explana-
tion. Here the ratio of the hopping integrals is defined as
R = t22/t11. The larger R deviates from the unity, the
larger asymmetry degree of the orbital space is. By min-
imizing the GS energy, we obtain phase diagrams of the
systems for various parameters, such as the doping con-
centration δ, the exchange parameters J1 and the asym-
metric ratio of the hopping integrals, R, and the orbital
level splitting, E∆. Our numerical results show that the
energy of the s-wave-like SC state is lower than that of
the d-wave state for all the situations we investigated.
Out of this reason, we focus on the s-wave like symmetric
order parameters of the multi-orbital t− J model in the
following. The ground state strongly depends on the dop-
ing, the orbital asymmetry ratio, the level splitting and
the the superexchange coupling strength, as shown the
following phase diagrams. These phase diagrams demon-
strate that there exists a new SC phase that is simulta-
neously SC and normal at zero temperature, analogous
to the interior gap superfluidity proposed by Liu et al.31.
B. Doping Dependence
We first present the evolution of the SC order param-
eters with the doping concentration. The order param-
eters ∆m as the functions of doping δ in different para-
metric region are distinctly different, as shown in Fig. 1.
When the system is SU(4) symmetric with R = 1 and
E∆ = 0, it is clearly seen that the SC order parame-
ters of the two orbits, ∆1 and ∆2, are equal. With the
increase of doping δ, the SC order parameters ∆1 and
∆2 simultaneously decrease and become zero at a crit-
ical value δc = 0.09, which is smaller than the critical
value δc = 0.32 of the single-orbital t − J model for SC
phase. So, in the two-gap SC (TGSC) phase with SU(4)
40.0
0.1
0.2
0.00 0.05 0.10 0.15 0.20
0.0
0.1
0.2
0.3
0.0
0.2
0.4
 
 
 
TGSC NS
a
TG
SC  
 
 
OSSC NS
c
m  
 
 
OSSC NS
TG
SC
b
FIG. 1: (Color online) The order parameters ∆m (m=1,2) as
functions of doping concentration δ for different situations,
(a).R = 1 and ∆ = 0, (b).R = 0.3 and ∆ = 0, and (c).R = 1
and ∆ = 0.1, respectively.
symmetry, the SC energy gaps of the two orbits are iden-
tical.
When the nearest-neighbor hoppings of the two orbits
become asymmetric, such as, in the situation of R = 0.3
and E∆ = 0, we find that the order parameter of the
orbit-1, ∆1, deviates from that of the orbit-2, ∆2. With
the increase of δ, the SC order parameter ∆2 in the nar-
row band firstly vanishes at a critical value, δc = 0.025.
On the contrast, the SC order parameter ∆1 gradually
decreases and becomes zero at δc = 0.035. Thus in the
doping region δ < 0.025, the system is in the TGSC
phase that both orbits/bands are SC. While in the re-
gion 0.025 < δ < 0.035, a novel phase appears, in which
the wide orbit is SC, while the narrow orbit is in the
normal phase. This new phase is called the orbital selec-
tive superconductive (OSSC) phase, as seen the shaded
region in Fig. 1b. Since the degree of the broken symme-
try is not large, such a phase, analogous to the interior
gap superfluidity31, occurs only in a very narrow region
in the phase diagram.
The symmetry breaking arising from the crystal field
splitting E∆ also leads to the stable OSSC phase. As
shown in Fig.1c, the OSSC phase in the situation R = 1
and E∆ = 0.1 is more robust. In this situation, with the
increase of δ, both the SC order parameters ∆mσ decrease
asynchronously, as seen in Fig. 1c. ∆2 vanishes at δc =
0.035, and ∆1 vanishes at δc = 0.14. There also exist
three different phases, the TGSC phase, the OSSC phase
and the normal ones. Among these phases, the presence
of crystalline field splitting favors the formation of the
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FIG. 2: (Color online) The order parameters ∆m (m=1,2)
vs ratio of hopping integrals R for different situations (a).
δ = 0.01 and∆ = 0, and (b). δ = 0.02 and∆ = 0, respectively.
OSSC phase. We notice that in Fig.1, when the orbital
rotational symmetry is broken, the SC order parameters
at δ → 0 are considerably larger than those with orbital
rotational symmetry, demonstrating that the SC pairing
strength may be enhanced by the orbital asymmetry, as
we seen in next subsection.
C. Orbital Asymmetry Dependence
In fact, whether there exists the OSSC phase reflects
the orbital symmetry of the systems. For R = 1 and
E∆ = 0, the system has the SU(2) symmetry in the or-
bital space. In other words, there is no difference between
the two orbits, their order parameters simultaneously de-
crease and vanish. Therefore, the TGSC and the normal
phases are the stablest in this situation. Whilst, in the
situations of R = 0.3, E∆ = 0 and R = 1, E∆ = 0.1,
the rotation symmetry in the orbital space is broken be-
cause of the inequivalence of the two orbits for the case
with R = 0.3 and E∆ = 0 or the case with R = 0 and
E∆ = 0.1. The asymmetry of the two orbits leads to that
the SC gaps of the two orbits are out of synchronization
when approaching the critical points. For example, in
the situation with R = 0.3 and E∆ = 0, due to the
asymmetry of the two hopping integrals, the electrons in
the narrow orbit feel weaker attractive interaction than
those in the wide orbit, and forming a small SC gap.
Thus, with the increasing of δ, the electrons in the nar-
row orbit will first enter the normal state; at the same
time, the electrons in the wide orbit may be still SC, as
seen in Fig.1b and 1c.
To get more insight to the behavior of the OSSC phase,
we study how the phase diagram evolves with R, and the
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FIG. 3: (Color online) Dependence of the SC order parame-
ters ∆m (m=1,2) on the level splitting E∆ for (a). R = 1 and
δ = 0.02, and (b). R = 0.3 and δ = 0.02, respectively.
numerical result is shown in Fig. 2. In the system with
δ = 0.01 and E∆ = 0, it is clearly seen in Fig.2a that the
difference between ∆1 and ∆2 increases with the devia-
tion of R from the unity. The SC order parameters ex-
hibit different behavior: ∆2 monotonously increases and
saturates at Rc = 0.08; however, ∆1 monotonously de-
creases and vanishes at Rc, indicating the appearance of
the OSSC phase. As the doping concentration increases
to δ = 0.02 in Fig.2b, the two SC order parameters be-
have similar to the first situation. Finally, the TGSC-
OSSC phase transition occurs at Rc = 0.22. The critical
value of the TGSC-OSSC phase transition becomes larger
with the increase of δ, in agreement with the results in
Fig. 1. The asymmetric behavior of the SC order param-
eters arises from the symmetry breaking of the system in
orbital space. Again, the asymmetry of the electron ki-
netic energy in two orbits favors the lift of the SC gap
in the TGSC phase. When the hopping integral ratio
R is greater than the unity, the behavior of ∆1 is inter-
changed with that of ∆2.
D. Crystal Field Splitting Dependence of SC
Phases
Not only the asymmetric hopping integrals, but also
the crystalline field splitting E∆ can break the orbital
SU(2) symmetry of the system, leading to the formation
of the OSSC phase, as seen in Fig.3. For the situation
with R = 1 and δ = 0.02 shown in Fig.3a, the posi-
tive crystalline field splitting E∆ enhances the SC order
parameter in orbit-1, ∆1, however, suppresses that in
orbit-2, ∆2. The system is in the TGSC phase when E∆
is lower than the critical value, Ec∆=0.125. When the
crystalline field splitting is greater than a critical value,
Ec∆=0.125, the order parameter ∆2 vanishes. The system
enters the OSSC regime. For the situation with R = 0.3,
the phase diagram is shown in Fig.3b. Compared with
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FIG. 4: (Color online) The SC order parameters ∆m (m=1,2)
vs the superexchange coupling J1 for different situations with
R = 1 and ∆ = 0 (a), and R = 1 and∆ = 0.05 (b), respec-
tively, at δ = 0.02.
the situation in Fig.3a, the difference between the SC or-
der parameters ∆1 and ∆2 is so significant that ∆2 is
negligible as E∆ > 0.042, implying that the OSSC phase
is more robust in the presence of the large level splitting
and the orbital-rotational symmetry breaking.
For the situation with R=1, the negative crystalline
field splitting E∆ reverse the behavior of ∆1 and ∆2. We
find that similar to the role of the rotation symmetry
breaking in orbital space, the remove of the orbital level
degeneracy by the crystalline field splitting also enhances
the occurrence of the OSSC phase. Obviously, both of the
cases break the symmetry of the orbital space. Therefore,
the asymmetry of the two orbits favors the OSSC phase.
E. Superexchange Coupling Dependence
Similar to the single-orbital t−J model43, when two su-
perexchange pairing interactions J1 and J2 are too small,
the normal state is stable against the SC phase, as shown
in Fig.4a and Fig.4b. In the orbital SU(4) system with
R = 1 and E∆ = 0, the SC order parameter of the
orbit-1, ∆1, is equal to that of the orbit-2, ∆2, due to
the symmetry in the orbital space. With the increase
of the interaction strength J1, the order parameters ∆m
(m=1,2) become finite at J1c = 0.013. The system lies
in the TGSC regime. Under the situation of R = 1 and
E∆ = 0.05, the order parameter ∆1 in the orbit-1 de-
viates from that in the orbit-2 due to the breaking of
the orbital SU(2) symmetry. Compared with the case of
the orbital SU(2) symmetry, a small crystal field splitting
drives the narrow-band SC order parameter ∆2 to zero
rapidly, and induces the occurrence of the OSSC-normal
phase transition near the critical value J1c = 0.05.
From the discussion above, we have demonstrated that
in proper parametric and doping regions, the OSSC phase
is stablest, in comparison with the TGSC phase and
6the normal state in the multi-orbital t − J model. The
requirement condition for the occurrence of the OSSC
phase is that the orbital SU(2) symmetry of the sys-
tem is broken in the orbital space. Generally speaking,
the larger the hopping integral ratio R deviates from
the unity, the larger the difference between two gaps
is; so does the crystalline field splitting E∆. Further,
only in the proper doping and the interaction J1 re-
gion, where the spin-fluctuation mediated pairing glue
is strong enough, the system is stable in the OSSC state.
One should recall that the present s-wave pairing symme-
try is cos(kx) + cos(ky)-type, which exhibits nodes along
the kx=ky ± π/2, rather than the full-gapped BCS-type
s-wave SC. Such a singlet pairing symmetry is also in
agreement with Kubo’s result35
The novelty of OSSC phase is the coexistence of the
low-energy ”normal state” excitations and superconduc-
tivity. Such character could be manifested directly in the
tunneling experiments, i.e., the tunneling spectra may
consist of those of the Cooper pairs and the normal elec-
trons. To a certain extent, the OSSC phase is similar
to the conventional SC with nodes, such as the d-wave
SC cuprate, or the p-wave SC Sr2RuO4, et al. However,
the OSSC phase differs from these states both quanti-
tatively and qualitatively. Quantitatively, the DOS of
OSSC phase is larger than those of the gapless modes;
and qualitatively, the OSSC phase does not have the
pairing symmetry of the d-wave or the p-wave SC. Al-
though the OSSC state bears the resemblance to the in-
terior gap superfluidity31, there is qualitative difference
between these two states. Firstly, the microcosmic mech-
anisms of the superconductivity are different, since the
present SC phases are mediated through the spin fluc-
tuations, while the interior superfluid forms through the
Bose-Einstein condensation. Secondly, the precondition
of the interior gap superfluidity requires that the effective
masses of the quasiparticle in the two branches is differ-
ent; whilst, our theory predicts that the OSSC phase can
exist even if the effective masses in both orbits are iden-
tical, providing that crystalline field splitting is large.
To date, no direct experimental observation about the
novel OSSC phase is available. Nevertheless, we could
find some hints in the anomalous properties of some
unconventional SC. Recently, by measuring the thermal
conductivity and the specific heat in the heavy-fermion
SC Ce1−xLaxCoIn5
13, Tanatar et al. proposed that in
the doped compound, there coexist uncondensed elec-
trons and nodal quasiparticles. And more recent thermal
measurement14 demonstrated that in undoped CeCoIn5,
there exists the multigap structure in the SC phase. From
the present OSSC scenario, these two behaviors are con-
sistent with each other, rather than contradict with each
other. Since the number of orbits and the dispersion
relation in CeCoIn5 are different from the present sim-
ple model, more effort is needed to directly compare the
present theory and experimental results in CeCoIn5.
Furthermore, the Fe-based SC discovered recently may
be another candidate of the OSSC phase. Some recent
studies suggested that in undoped LaOFeAs, the elec-
tron correlation between Fe 3d electrons is strong and
plays an important role in the ground state47,48, and the
first-principles electronic structure calculations suggest
that two or more orbits are involved in the supercon-
ductivity, implying that the multi-orbital t − J model
is appropriate for describing the low-energy physics of
the iron-based SC. With the increase of F-doping con-
centration, the system undergoes from the normal to the
SC states. The two-gap character in sufficient F-doped
LaOFeAs19,20 suggests that in the some doping region,
these may exist the unconventional SC phase. Surely,
we expect that more elaborate experiments and the com-
parisons between the theory and the experiment can be
performed to uncover the unconventional SC phase.
IV. CONCLUSIONS
In summary, by using the extended auxiliary-boson ap-
proach, we have demonstrated that in the multi-orbital
t−J models, besides the two-gap superconducting phase,
an orbital selective superconducting ground state may be
stable, when the orbital SU(2) symmetry is broken in the
correlated electronic systems. Such a new phase is s-wave
like. The superconducting order parameters strongly de-
pend on the asymmetry of the hopping R and the crys-
tal field splitting E∆. The more the deviation from the
orbital SU(2) symmetry is, the more robust the orbital
selective superconducting phase is. Of course, the com-
plicated dispersions relation of the multi-orbital systems
in realistic compounds may lead to more interesting phe-
nomena, and deserve further extensive investigation.
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