Abstract-We address the persistent monitoring problem in two-dimensional mission spaces where the objective is to control the trajectories of multiple cooperating agents to minimize an uncertainty metric. In a one-dimensional mission space, we have shown that the optimal solution is for each agent to move at maximal speed and switch direction at specific points, possibly waiting some time at each such point before switching. In a twodimensional mission space, such simple solutions can no longer be derived. An alternative is to optimally assign each agent a linear trajectory, motivated by the one-dimensional analysis. We prove, however, that elliptical trajectories outperform linear ones. With this motivation, we formulate a parametric optimization problem in which we seek to determine such trajectories. We show that the problem can be solved using Infinitesimal Perturbation Analysis (IPA) to obtain performance gradients on line and obtain a complete and scalable solution. Since the solutions obtained are generally locally optimal, we incorporate a stochastic comparison algorithm for deriving globally optimal elliptical trajectories. Numerical examples are included to illustrate the main result, allow for uncertainties modeled as stochastic processes, and compare our proposed scalable approach to trajectories obtained through off-line computationally intensive solutions.
I. INTRODUCTION
Autonomous cooperating agents may be used to perform tasks such as coverage control [1] , [2] , surveillance [3] and environmental sampling [4] - [6] . Persistent monitoring (also called "persistent surveillance" or "persistent search") arises in a large dynamically changing environment which cannot be fully covered by a stationary team of available agents. Thus, persistent monitoring differs from traditional coverage tasks due to the perpetual need to cover a changing environment, i.e., all areas of the mission space must be sensed infinitely often. The main challenge in designing control strategies in this case is in balancing the presence of agents in the changing environment so that it is covered over time optimally (in some welldefined sense) while still satisfying sensing and motion constraints.
Control and motion planning for agents performing persistent monitoring tasks have been studied in the literature, e.g., see [7] - [13] . In [14] , we addressed the persistent monitoring problem by proposing an optimal control framework to drive multiple cooperating agents so as to minimize a metric of uncertainty over the environment. This metric is a function of both space and time such that uncertainty at a point grows if it is not covered by any agent sensors. It was shown in [14] that the optimal control problem can be reduced to a parametric optimization problem. In particular, each agent's optimal trajectory is fully described by a set of switching points {θ 1 , . . . , θ K } and associated waiting times at these points, {w 1 , . . . , w K }. This allows us to make use of Infinitesimal Perturbation Analysis (IPA) [15] to determine gradients of the objective function with respect to these parameters and subsequently obtain optimal switching locations and waiting times that fully characterize an optimal solution. It also allows us to exploit robustness properties of IPA to readily extend this solution approach to a stochastic uncertainty model.
In this paper, we address the same persistent monitoring problem in a two-dimensional (2D) mission space. Using an analysis similar to the one-dimensional (1D) case, we find that we can no longer identify a parametric representation of optimal agent trajectories. Motivated by the simple structure of the 1D problem, it has been suggested to assign each agent a linear trajectory for which the explicit 1D solution can be used. However, in a 2D space it is not obvious that a linear trajectory is a desirable choice. Indeed, a key contribution of this paper is to formally prove that an elliptical agent trajectory outperforms a linear one in terms of the uncertainty metric we are using. Motivated by this result, we formulate a 2D persistent monitoring problem as one of determining optimal elliptical trajectories for a given number of agents, noting that this includes the possibility that one or more agents share the same trajectory. We show that this problem can be explicitly solved using similar IPA techniques as in our 1D analysis. In particular, we use IPA to determine on line the gradient of the objective function with respect to the parameters that fully define each elliptical trajectory (center, orientation and length of the minor and major axes). This approach is scalable in the number of observed events, not states, of the underlying hybrid system characterizing the persistent monitoring process, so that it is suitable for on-line implementation. However, the standard gradient-based optimization process we use is generally limited to local, rather than global optimal solutions. Thus, we adopt a stochastic comparison algorithm from the literature [16] to overcome this problem.
Section II formulates the optimal control problem for 2D mission spaces and Section III presents the solution approach. In Section IV we establish our key result that elliptical agent trajectories outperform linear ones in terms of minimizing an uncertainty metric per unit area. In Section V we formulate and solve the problem of determining optimal elliptical agent trajectories using an algorithm driven by gradients evaluated through IPA. In Section VI we incorporate a stochastic comparison algorithm for obtaining globally optimal solutions and in Section VII we provide numerical results to illustrate our approach and compare it to computationally intensive solutions based on a Two-Point-Boundary-Value-Problem (TPBVP) solver. Section VIII concludes the paper.
II. PERSISTENT MONITORING PROBLEM FORMULATION
We consider N mobile agents in a 2D rectangular mission space
Let the position of the agents at time
where 0 ≤ u n (t) ≤ 1 is the normalized scalar speed of the nth agent and θ n (t) is the angle relative to the positive direction that satisfies 0 ≤ θ n (t) < 2π. Each agent is represented as a particle in the 2D space, thus we ignore the case of two or more agents colliding with each other. We associate with every point [x, y] ∈ Ω a function p n (x, y, s n ) that measures the probability that an event at location [x, y] is detected by agent n. We also assume that p n (x, y, 
In order to avoid the uninteresting case where there is a large number of agents who can adequately cover the mission space, we assume that for any s(t) = [s 1 (t), . . . , s N (t)] T , there exists some point [x, y] ∈ Ω (the discretized mission space) with P (x, y, s(t)) = 0. This means that for any assignment of N agents at time t, there is always at least one point in the mission space that cannot be sensed by any agent. Similar to the 1D analysis in [14] , we define uncertainty functions R i (t) associated with the rectangles Ω i , i = 1, . . . , M, so that they have the following properties: (i) R i (t) increases with a rate
It is then natural to model uncertainty so that its decrease is proportional to the probability of detection. In particular, we model the dynamics of R i (t), i = 1, . . . , M, as follows:
where we assume that initial conditions R i (0), i = 1, . . . , M, are given and that B > A i > 0 for all i = 1, . . . , M; thus, the uncertainty strictly decreases when there is perfect sensing P i (s(t)) = 1. The goal of the optimal persistent monitoring problem we consider is to control through u n (t), θ n (t) in (1) the movement of the N agents so that the cumulative uncertainty over all sensing points {[α 1 
we aim to solve the following optimal control problem P1:
subject to the agent dynamics (1), uncertainty dynamics (
III. OPTIMAL CONTROL SOLUTION
We first characterize the optimal control solution of problem P1. We define the state vector x(t)= [s
T and the associated costate vector
T . In view of the discontinuity in the dynamics of R i (t) in (3), the optimal state trajectory may contain a boundary arc when R i (t) = 0 for any i; otherwise, the state evolves in an interior arc [17] . This follows from the fact, proved in [14] and [18] , that it is never optimal for agents to reach the mission space boundary. We analyze the system operating in such an interior arc and omit the state constraint
Using (1) and (3), the Hamiltonian is
Combining the trigonometric function terms, after some algebra, we obtain
where sgn(·) is the sign function and ψ n (t) is defined so that
In what follows, we exclude the case where μ x n (t) = 0 and μ y n (t) = 0 at the same time for any given n over any finite "singular interval." Applying the Pontryagin minimum principle to (6) with u * n (t), θ * n (t), t ∈ [0, T ), denoting optimal controls, we have
and it is immediately obvious that it is necessary for an optimal control to satisfy
and
We are only left with the task of determining θ * n (t), n = 1, . . . , N. This can be accomplished by solving a standard TPBVP involving forward and backward integrations of the state and costate equations to evaluate ∂H/∂θ n after each such iteration and using a gradient descent approach until the objective function converges to a (local) minimum.
Clearly, this is a computationally intensive process which scales poorly with the number of agents and the size of the mission space. In addition, it requires discretizing the mission time T and calculating every control at each time step which adds to the computational complexity.
IV. LINEAR VERSUS ELLIPTICAL AGENT TRAJECTORIES
Given the complexity of the TPBVP required to obtain an optimal solution of problem P 1, we seek alternative approaches which may be suboptimal but are tractable and scalable. The first such effort is motivated by the results obtained in our 1D analysis, where we found that on a mission space defined by a line segment [0, L] the optimal trajectory for each agent is to move at full speed until it reaches some switching point, dwell on the switching point for some time (possibly zero), and then switch directions. Thus, each agent's optimal trajectory is fully described by a set of switching points {θ 1 , . . . , θ K } and associated waiting times at these points, {w 1 , . . . , w K }. The values of these parameters can then be efficiently determined using a gradient-based algorithm; in particular, we used Infinitesimal Perturbation Analysis (IPA) to evaluate the objective function gradient as shown in [14] .
Thus, a reasonable approach that has been suggested is to assign each agent a linear trajectory. However, there is no reason to believe that a linear trajectory is a good choice in a 2D setting. A broader choice is provided by the set of elliptical trajectories which in fact encompass linear ones when the minor axis of the ellipse becomes zero. The main result of this section is to formally show that an elliptical trajectory outperforms a linear one using the average uncertainty metric in (4) as the basis for such comparison.
To simplify notation, let ω = [x, y] ∈ R 2 and, for a single agent s(t), define
In view of the uncertainty dynamics in (3), it should be clear that Ξ defines the effective coverage region for the agent, i.e., the region where R(ω, t) is strictly reduced given B and a specific sensing model p(ω, s). Clearly, Ξ depends on the values of s(t) which are dependent on the single agent trajectory. Let us define an elliptical trajectory so that the agent position s n (t) = [s x n (t), s y n (t)] follows the general parametric form of an ellipse:
where [X n , Y n ] is the center of the ellipse, a n , b n are its major and minor axes respectively, ϕ n ∈ [0, π) is the ellipse orientation (the angle between the x axis and the major ellipse axis) and ρ n (t) ∈ [0, 2π) is the eccentric anomaly of the ellipse. Assuming the agent moves with constant maximal speed 1 on this trajectory (based on (7)), we have (
In order to make a fair comparison between a linear and an elliptical trajectory, we normalize the objective function in (4) with respect to the coverage area in (9) and consider all points in Ξ (rather than discretizing it or limiting ourselves to a finite set of sampling points). Thus, we define
where Ψ Ξ = Ξ dω is the area of the effective coverage region. We drop the subscript here to indicate we are now considering the single agent case. Note that we view this normalized metric as a function of b ≥ 0, so that when b = 0 we obtain the uncertainty corresponding to a linear trajectory. For simplicity, the trajectory is selected so that [X, Y ] coincides with the origin and ϕ = 0, the major axis a is assumed fixed. Regarding the range of b, we will only be interested in values which are limited to a neighborhood of zero that we will denote by B. Given a, this set dictates the values that s(t) ∈ Ξ is allowed to take. Finally, we make the following assumptions.
Assumption 2: Let ω, ω be symmetric points in Ξ with respect to the center point of the ellipse. Then, A(ω) = A(ω ).
The following result establishes the fact that an elliptical trajectory with some b > 0 can achieve a lower cost than a linear trajectory (i.e., b = 0) in terms of a long-term average uncertainty per unit area. The proof may be found in [19] .
Proposition IV.1: Under Assumptions 1-2 and b ∈ B,
i.e., switching from a linear to an elliptical trajectory reduces the cost in (12) . In other words, Prop. IV.1 shows that elliptical trajectories are more suitable for a 2D mission space in terms of achieving near-optimal results in solving problem P1. We should point out that if Assumption 2 is violated, i.e., a mission space is inhomogeneous in terms of how uncertainties arise, then this result does not hold in general (there are counterexamples).
V. OPTIMAL ELLIPTICAL TRAJECTORIES
Based on our analysis thus far, the approach is to associate with each agent an elliptical trajectory, parameterize each such trajectory by its center, orientation and major and minor axes, and then solve P1 as a parametric optimization problem. Note that this includes the possibility that two agents share the same trajectory if the solution to this problem results in identical parameters for the associated ellipses. Choosing elliptical trajectories, offers several practical advantages in addition to reduced computational complexity. Elliptical trajectories induce a periodic structure to the agent movements which provides predictability. As a result, it is also easier to handle issues related to collision avoidance. Therefore, we replace problem P1 by the determination of optimal parameter vectors Υ n ≡ [X n , Y n , a n , b n , ϕ n ] T , n = 1, . . . , N, and formulate the following problem P2:
Observe that the behavior of each agent under the optimal ellipse control policy is that of a hybrid system whose dynamics undergo switches when R i (t) reaches or leaves the boundary value R i = 0 (the "events" causing the switches). As a result, we are faced with a parametric optimization problem for a system with hybrid dynamics. We solve this hybrid system problem using a gradient-based approach in which we apply IPA to determine the gradients ∇R i (Υ 1 , . . . , Υ N , t) on line (hence, ∇J), i.e., directly using information from the agent trajectories and iterate upon them.
A. Infinitesimal Perturbation Analysis (IPA)
We begin with a brief review of the IPA framework for general stochastic hybrid systems as presented in [15] . The purpose of IPA is to study the behavior of a hybrid system state as a function of a parameter vector θ ∈ Θ for a given compact, convex set Θ ⊂ R l . Let {τ k (θ)}, k = 1, . . . , K, denote the occurrence times of all events in the state trajectory. For convenience, we set τ 0 = 0 and τ K+1 = T . Over an interval [τ k (θ), τ k+1 (θ)), the system is at some mode during which the time-driven state satisfiesẋ = f k (x, θ, t). An event at τ k is classified as (i) Exogenous if it causes a discrete state transition independent of θ and satisfies dτ k /dθ = 0; (ii) Endogenous, if there exists a continuously differentiable function g k : , t) , θ) = 0}; and (iii) Induced if it is triggered by the occurrence of another event at time τ m ≤ τ k . IPA specifies how changes in θ influence the state x(θ, t) and the event times τ k (θ) and, ultimately, how they influence interesting performance metrics which are generally expressed in terms of these variables.
We define
for all state and event time derivatives. It is shown in [15] that x (t) satisfies
for t ∈ [τ k , τ k+1 ) with boundary condition
for k = 0, . . . , K, where τ − k is the left limit of τ k . In addition, in (15), the gradient vector for each τ k is τ k = 0 if the event at τ k is exogenous and
if the event at τ k is endogenous (i.e., g k (x(θ, τ k ), θ) = 0) and defined as long as
as defined earlier, and we seek to determine optimal vectors Υ * n , n = 1, . . . , N. We will use IPA to evaluate
T . From (13) , this gradient clearly depends on
T . In turn, this gradient depends on whether the dynamics of R i (t) in (3) are given bẏ
The dynamics switch at event times τ k , k = 1, . . . , K, when R i (t) reaches or escapes from 0 which are observed on a trajectory over [0, T ] based on a given Υ n , n = 1, . . . , N.
IPA Equations: We begin by recalling the dynamics of R i (t) in (3) which depend on the relative positions of all agents with respect to [α i , β i ] and change at time instants τ k such that either R i (τ k ) = 0 with
. . , N, on an elliptical trajectory are expressed using (10) . Viewed as a hybrid system, we can now concentrate on all events causing transitions in the dynamics of R i (t), i = 1, . . . , M, since any other event has no effect on the values
For notational simplicity, we define s(t) ) ≤ 0, applying (14) to R i (t) and using (3) gives
where T . From (10), for ∂s x n /∂Υ n , we obtain ∂s
Similarly, for ∂s y n /∂Υ n , we get ∂s y n /∂X n = 0, ∂s y n /∂Y n = 1, ∂s y n /∂a n = cos ρ n (t) sin ϕ n , ∂s y n /∂b n = sin ρ n (t) cos ϕ n and ∂s y n / ∂ϕ n = a n cos ρ n (t) cos ϕ n − b sin ρ n (t) sin ϕ n . Using ∂s x n /∂Υ n and ∂s y n /∂Υ n in (20) and then (19) and back into (18), we can finally obtain
where the integral above is obtained from (17)- (19) . Thus, it remains to determine the components ∇R i (τ + k ) in (21) using (15) . This involves the event time gradient vectors ∇τ k = ∂τ k /∂Υ n for k = 1, . . . , K, which will be determined through (16) . There are two possible cases regarding the events that cause switches in the dynamics of R i (t).
). In this case, it is easy to see that the dynamics of R i (t) are continuous, so that (15) applied to R i (t) and we get
In this case, we need to first evaluate ∇τ k from (16) in order to determine ∇R i (τ + k ) through (15) . Observing that this event is endogenous, (16) applies with g k = R i = 0 and we get
is always reset to 0 regardless of
Objective Function Gradient Evaluation: Based on our analysis, we first rewrite J in (13) as
and (omitting some function arguments), we get
Observing the cancellation of all terms of the form R i (τ k )∇τ k for all k (with τ 0 = 0, τ K+1 = T fixed), we finally get
This depends entirely on ∇R i (t), which is obtained from (21) and the event times τ k , k = 1, . . . , K, given initial conditions s n (0) for n = 1, . . . , N, and
Remark 1: Observe that the evaluation of ∇R i (t), hence ∇J, is independent of A i , i = 1, . . . , M, i.e., the values in our uncertainty model. Thus, the IPA approach possesses an inherent robustness property: there is no need to explicitly model how uncertainty affects R i (t) in (3). Consequently, we may treat A i as unknown without affecting the solution approach (the values of ∇R i (t) are obviously affected). We may also allow this uncertainty to be modeled through random processes {A i (t)}, i = 1, . . . , M; in this case, however, the result of Proposition IV.1 no longer applies without some conditions on the statistical characteristics of {A i (t)} and the resulting ∇J is an estimate of a stochastic gradient.
Remark 2: Note that the complexity of ∇J(Υ 1 , . . . , Υ N ) in (24) grows linearly in the number of agents N as well as in T . In other words, solving the problem using IPA is scalable with respect to the number of agents and the operation time.
B. Objective Function Optimization
We now seek to obtain [Υ * 
VI. STOCHASTIC COMPARISON ALGORITHM FOR GLOBAL OPTIMALITY
Gradient-based optimization algorithms are generally efficient and effective in finding the global optimum when one is uniquely specified by the point where the gradient is zero. When this is not the case, to seek a global optimum one must resort to several alternatives which include a variety of random search algorithms. In this section, we use the Stochastic Comparison algorithm in [16] to find the global optimum. As shown in [16] , for a stochastic system, if (i), the cost function J(Υ ) is continuous in Υ and (ii), for each estimateĴ(Υ ) of J(Υ ) the error W (Υ ) =Ĵ(Υ ) − J(Υ ) has a symmetric pdf, then the Markov process {Υ k } generated by the Stochastic Comparison algorithm will converge to an -optimal interval of the global optimum for arbitrarily small > 0. In short,
Using the Continuous Stochastic Comparison (CSC) Algorithm developed in [16] for a general continuous optimization problem, consider Υ ∈ Φ to be a controllable vector, where Φ is the bounded feasible controllable parameter space. The detailed CSC algorithm is included in [19] . Note that in the deterministic case, the CSC algorithm reduces to a comparison algorithm with multi-starts over the 6-dimensional controllable vector
T , for each ellipse associated with agent n = 1, . . . , N.
VII. NUMERICAL RESULTS
We begin with a two-agent example in which we solve P2 by assigning elliptical trajectories using the gradient-based approach. The environment setting parameters used are: r = 4 for the sensing range of agents; L 1 = 20, L 2 = 10, for the mission space dimensions; and
Initial values for the uncertainty functions are R i (0) = 2 and B = 6, A i = 0.2 for all i = 1, . . . , M in (3). We applied the TPBVP algorithm for P1. The results are shown in Fig. 1 . It is computationally expensive and time consuming (about 800,000 steps to converge). Interestingly, the solution corresponds to a cost J TPBVP = 7.15 × 10 4 , which is higher than that of Fig. 2 , which is an elliptical trajectory case discussed next. This is an indication of the presence of locally optimal trajectories.
We then solve the same two-agent example with the same environment setting using the CSC algorithm. For simplicity, we select the ellipse center location [X n , Y n ] as the only two (out of six) multi-start components: for a given number of comparisons Q, we sample the ellipse center [X n , Y n ] ∈ L 1 × L 2 , n = 1, . . . , N, using a uniform distribution while a n = 5, b n = 2, ϕ n = π/4, ρ n = 0, for n = 1, 2 are randomly assigned but initially fixed parameters during the number of comparisons Q (thus, it is still possible that there are local minima with respect to the remaining four components [a n , b n , ϕ n , ρ n ], but, clearly, all six components in Υ n can be used at the expense of some additional computational cost.) In Fig. 2 , the red elliptical trajectories on the left show the initial ellipses and the blue trajectories represent the corresponding resulting ellipses the CSC algorithm converges to. Fig. 2(b) shows the cost versus number of iterations of the CSC algorithm. The resulting cost for Q = 300 is J Det CSC = 6.57 × 10 4 , where "Det" stands for a deterministic environment. It is clear from Fig. 2(b) that the cost of the worst local minimum is much higher than that of the best local minimum. Note also that the CSC algorithm does improve the original pure gradient-based algorithm performance J e = 6.93 × 10 4 in [19] . Additional numerical results can be found in [19] , including cases where the uncertainty term A i in (3) is stochastic.
VIII. CONCLUSION
We have shown that an optimal control solution to the 1D persistent monitoring problem does not easily extend to the 2D case. In particular, we have proved that elliptical trajectories outperform linear ones in a 2D mission space. Therefore, we have sought to solve a parametric optimization problem to determine optimal elliptical trajectories. Numerical examples indicate that this scalable approach (which can be used on line) provides solutions that approximate those obtained through a computationally intensive TPBVP solver. Moreover, since the solutions obtained are generally locally optimal, we have incorporated a stochastic comparison algorithm for deriving globally optimal elliptical trajectories. Ongoing work aims at alternative approaches for near-optimal solutions and at distributed implementations.
