Abstract. The augmented Lagrangian method (ALM) is a benchmark for solving a convex minimization model with linear constraints. We consider the special case where the objective is the sum of m functions without coupled variables. For solving this separable convex minimization model, it is usually required to decompose the ALM subproblem at each iteration into m smaller subproblems, each of which only involves one function in the original objective. Easier subproblems capable of taking full advantage of the functions' properties individually could thus be generated. In this paper, we focus on the case where full Jacobian decomposition is applied to ALM subproblems, i.e., all the decomposed ALM subproblems are eligible for parallel computation at each iteration. For the first time, we show by an example that the ALM with full Jacobian decomposition could be divergent. To guarantee the convergence, we suggest combining an under-relaxation step and the output of the ALM with full Jacobian decomposition. A novel analysis is presented to illustrate how to choose refined step sizes for this under-relaxation step. Accordingly, a new splitting version of the ALM with full Jacobian decomposition is proposed. We derive the worst-case O(1/k) convergence rate measured by the iteration complexity (where k represents the iteration counter) in both the ergodic and a nonergodic senses for the new algorithm. Finally, an assignment problem is tested to illustrate the efficiency of the new algorithm.
Introduction
A canonical optimization model is the convex minimization problem with linear constraints: min{θ(x) | Ax = b, x ∈ X }, (1.1)
where A ∈ l×n , b ∈ l , X ⊆ n is a closed convex set, θ : n → is a convex function (could be nonsmooth). To solve (1.1), the augmented Lagrangian method (ALM) in [21, 30] turns out to be a benchmark in both theoretical and algorithmic aspects. Starting from λ 0 ∈ l , the ALM generates a sequence {(x k , λ k )} via the following scheme
where
dimensions. In [31] , it was analyzed that the ALM is indeed an application of the proximal point algorithm (PPA) in [25] to the dual of (1.1). Throughout our discussion, the penalty matrix H is assumed to be fixed. When specific applications of (1.1) are considered, the abstract model (1.1) can often be specified as concrete forms with favorable structures. One typical example is the case where the objective function can be expressed as the sum of m (m ≥ 2) functions without coupled variables, each function referring to a particular objective of modeling. We thus consider the following special form of the canonical convex minimization model (1.1):
where θ i : n i → (i = 1, . . . , m) are closed proper convex functions and they are not necessarily smooth; X i ⊆ n i (i = 1, . . . , m) are closed convex sets; A i ∈ l×n i (i = 1, . . . , m) are given matrices; b ∈ l is a given vector; and m i=1 n i = n. Note that the variable x is also partitioned into m subvectors, i.e., x = (x 1 , x 2 · · · , x m ), each x i ∈ n i can be explained as the decision variable of the i-th objective θ i . The coefficient matrix A is partitioned accordingly as (A 1 , A 2 , · · · , A m ) in (1.3). Throughout, the solution set of (1.3) is assumed to be nonempty.
Let the Lagrange function of (1. with λ ∈ l the Lagrange multiplier and H ∈ l×l the penalty matrix. Applying the generic ALM scheme (1.2) straightforwardly to the well-structured form (1.3), the iterative scheme is This is an exact execution of the ALM; thus the sequence generated by (1.5) has the known convergence of the ALM such as those in [21, 30, 32] . But, for the separable case with m ≥ 2, the implementation of (1.5) may have the difficulty that all the sub-vectors x i 's are required to solve simultaneously and all θ i 's are considered aggregately. Even though each θ i is simple in the sense that the resolvent operator of ∂θ i has a closed-form expression (e.g., θ i (x i ) = x i 1 or 1 2 x i 2 ), the x-subproblem in (1.5) might not be easy. Therefore, the straightforward implementation (1.5) of the ALM could be inefficient for the particularly structured model (1.3). One strategy for effectively taking advantage of θ i 's properties individually is to decompose the x-subproblem in (1.5) into m smaller ones. Accordingly, the objective function of the i-th decomposed subproblem involves only θ i (x i ) and a simple quadratic term. This treatment thus results in subproblems that are easy enough to have closed-form solutions for many applications arising in diversifying areas such as image processing, statistical learning and compressive sensing. Therefore, splitting versions of the ALM have received wide attention for solving the separable convex programming model (1.3) .
A fundamental splitting version of the ALM is the Douglas-Rachford alternating direction method of multipliers (ADMM for short) proposed in [11] (see also [8] ) for the special case of (1.3) with m = 2. At each iteration, the ADMM splits the ALM subproblem into two smaller subproblems in Gauss-Seidel order, and generates the next iterate (x k+1 1 , x k+1 2 , λ k+1 ) via the following scheme:
(1.6)
We refer to, e.g. [4, 5, 7, 9, 10, 12, 17, 24, 34] , for some earlier articles in the areas of partial differential equations, convex programming and variational inequalities. In the review paper on the ADMM [2] , the authors complimented that "ADMM is at least comparable to very specialized algorithms (even in the serial setting), and in most cases, the simple ADMM algorithm will be efficient enough to be useful". One may immediately want to extend the idea of (1.6) to the generic case of (1.3) with m ≥ 3, and propose the following splitting version of ALM with full Gauss-Seidel decomposition:
Despite that the efficiency of (1.7) has been verified empirically in various contexts (e.g. [29, 33] ), it was recently shown in [3] that the scheme (1.7) is not necessarily convergent. We refer to [3, 13, 18, 22] for some techniques to ensure the convergence of (1.7) under some additional assumptions. In addition to (1.7), an equally important splitting version for solving (1.3) is the ALM with full Jacobian decomposition whose decomposed subproblems are as follows:
Different from (1.7), the splitting version of ALM with full Jacobian decomposition (1.8) enjoys the feature that all the x i -subproblems can be solved in parallel, and this is an important feature when large-or huge-scale data is under consideration and when parallel computing infrastructures are available. Given the divergence of the Gauss-Seidel splitting scheme (1.7), it seems natural to conjecture that the Jacobian splitting scheme (1.8) should not be convergent as it is even a less accurate approximation to the ALM step (1.5) than (1.7). We will give an example to show that this conjecture is indeed true, see the Appendix. The output of (1.8) thus can not be used as the next iterate directly. This is the first contribution of this paper.
To tackle the divergence of (1.8), one strategy is to combine the output of (1.8) with an underrelaxation step. In [14, 16, 23] , some such steps were proposed for the special cases of m = 2, m = 3 and m ≥ 3, respectively. In [14] (for the case m ≥ 3) and [16] (for the case m = 3), it was suggested to further adjust the output of (1.8) via the step
where α > 0 is a chosen step size,
andw k denotes the output of (1.8) with the input w k . The step (1.9) is indeed very simple; we thus stick to this scheme to investigate how to combine an underrelaxation step with the splitting ALM step (1.8) to ensure convergence. Intuitively, we can understand the underrelaxation step (1.9) in this way: Since the outputw k of (1.8) is a Jacobian decomposition of the real ALM step (1.5) and it might be too inaccurate to be the new iterate (especially when m is large), we compensate this loss of accuracy by combining the last iterate w k withw k approximately (i.e., seeking an appropriate step size α). Technically, as Theorem 4.7 shows in Section 4, this underrelaxation step with an appropriate step size α can ensure the strict contraction of the iterative sequence and thus the global convergence becomes provable by following standard analytic framework of contraction methods in [1] . With the given moving direction (w k − w k ), the emphasis of designing (1.9) is thus to refine the step size α for (1.9); or more specifically, to enlarge the range of possible step size. In [16] , for the case of (1.3) with m = 3, it was shown that the upper-bound of the range of step size is 2 − √ 3; and in [14] , for the case of (1.3) with m ≥ 3, the upper-bound is 1/(3m + 1). We shall show that the upper-bound of the range of step size in (1.9) can be enlarged to 2 1 − m m+1 , i.e., α ∈ 0, 2 1 − m m+1
ensures the convergence of the combination of (1.8) with (1.9). In particular, because it holds
for any integer m > 0, we can simply take a constant step size in (1.9) as 10) see Remark 3.3 for details. With a constant step size, the underrelaxation step (1.10) is extremely easy to implement and the additional computation is negligible in comparison with the splitting ALM step (1.8) . Note that in (1.10) the constant step size is nearly three times larger than the lower-bound 1/(3m + 1) derived in [14] . With this refined step size in (1.9), a new splitting version of ALM with full Jacobian decomposition is thus derived. This is the second contribution of this paper. Our third contribution is to establish the worst-case O(1/k) convergence rate measured by the iteration complexity (where k represents the iteration counter) in both the ergodic and a nonergodic senses for the new splitting version of ALM with full Jacobian decomposition. Note that we follow the work [26, 27] and many others, where a worst-case O(1/k) convergence rate measured by the iteration complexity means the accuracy to a solution under certain criteria is of the order O(1/k) after k iterations of an iterative scheme; or equivalently, it requires at most O(1/ ) iterations to achieve an approximate solution with an accuracy of . This line of analysis is mainly motivated by our recent work of convergence analysis for the ADMM in [19, 20] .
The rest of the paper is organized as follows. In Section 2, we provide some preliminaries which are useful for further discussions and summarize some notations for the convenience of discussion. In Section 3, we proposed two algorithms based on the new splitting version of ALM with full Jacobian decomposition. Then, we prove the global convergence for the algorithms in Section 4 by using the technique of contraction methods in [1] . The rationale of choosing a refined step size in (1.9) is also explained in this section. In Sections 5 and 6, we establish the worst-case O(1/k) convergence rate for Algorithms 1 and 2 in the ergodic and a nonergodic senses, respectively. In Section 7, we test the efficiency of the proposed algorithms for solving the assignment problem, and compare them with CPLEX. Finally, we make some conclusions in Section 8.
Preliminaries
In this section, we summarize some preliminaries which are useful for further discussions and then give some notations to be used.
A variational characterization of (1.3)
We first reformulate (1.3) as a variational form, which is useful when we establish the global convergence and worst-case convergence rates for the proposed splitting version of ALM with full Jacobian decomposition.
Recall that L(
Thus, finding a saddle point of L(x 1 , x 2 , . . . , x m , λ) is equivalent to finding a vector
More compactly, (2.1) can be rewritten as the following variational inequality (VI):
Note that the operator F (w) defined in (2.2b) is monotone because it is affine with a skew-symmetric matrix. Since we have assumed that the solution set of (1.3) is nonempty, the solution set of VI(W, F, θ), denoted by W * , is also nonempty.
A characterization of W *
We recall a characterization of W * , which is the basis of our discussion for establishing the worst-case convergence rate in the ergodic sense in Section 5. We refer to Theorem 2.3.5 in [6] and Theorem 2.1 in [19] for the proof of the following theorem.
Theorem 2.1
The solution set of VI(W, F, θ) is convex and it can be characterized as
According to Theorem 2.1, for a given > 0, we sayw is a -approximate solution when
We refer to [28] for similar definition of the -approximate solution.
Some matrices
To present our analysis with succinct notation, we need to define some symmetric matrices. More specifically, let
and
In addition, we let 8) and thus have
Remark 2.2 The matrix M in [16] (see (4.5) in Page 206 of [16] ) is just the matrix G here with m = 3. In addition, if A 1 , . . . , A m are full column rank matrices, then G is positive definite.
A proposition
The following proposition can be proved by elementary technique, and it will be used in later analysis.
For any non-zero vectors p, q ∈ l , positive definite matrix H ∈ l×l and τ > 0, it holds that
Proof. The first assertion is trivial. Note that H is positive definite, by a manipulation, we get
, and the proof is complete. 2
Algorithms
In the introduction, we have explained that the new splitting version of ALM with full Jacobian decomposition is a combination of the splitting step (1.8) with the underrelaxation step (1.9). In this section, we delineate the detail of choosing the step size α in (1.9) and derive two concrete algorithms. One has dynamically updated step sizes and the other has a constant step size.
Algorithm 1 with dynamically updated step sizes
We first show that the step size in (1.9) can be chosen judiciously at each iteration and it is updated dynamically. Recall the output of (1.8) needs to be further adjusted. We thus relabel it asw
That is, we can rewrite the splitting ALM step (1.8) as
Algorithm 1: A splitting version of ALM with full Jacobian decomposition and dynamically updated step sizes.
Step 1: Generatew k via (3.1).
Step 2: Adjustw k and generate the new iterate w k+1 via:
G is defined in (2.7) and
Remark 3.1 We will show that the specific strategy determining α * k in (3.2b) comes from the purpose of maximizing certain quadratic function which is beneficial for making more progress of proximity to the solution set W * (or more intuitively, making the iterative sequence more "contractive"). This is a standard technique for contraction type methods. The parameter γ is a relaxation factor, and its restriction γ ∈ (0, 2) is also for the purpose of ensuring the contraction of the iterative sequence (see (4.21) in Theorem 4.7).
Remark 3.2
The strategy of choosing the step size α k in (3.2b) can be regarded as an extension of that in [16] for the special case where m = 3. More specifically, in Section 4, we will prove that α * k defined in (3.2b) is uniformly lower bounded by 1 − m m+1 for all k's. Note that
holds when m = 3. Our lower bound for general m includes as a special case the upper-bound of the range of step size derived in [16] for the special case of m = 3. As we have mentioned, the matrix G defined in (2.7) reduces to the matrix M in [16] when m = 3. Also, the function ϕ(w k ,w k ) defined in (3.2c) reduces to the function in [16] (see (4.13)) when m = 3.
Algorithm 2 with a constant step size
For Algorithm 1, the step size α k is calculated by (3.2b) and it is updated at each iteration. The advantage of doing so is that some beneficial step size at each iteration could be found towards the purpose of maximizing the contraction of the sequence. At the same time, this chosen step size requires additional computation and it might be computationally demanding (e.g., some large-scale cases where large matrix variables are considered). We are thus also interested in the case where the step size of the underrelaxation step is fixed as a constant throughout the iteration. This can be done by choosing a uniform lower-bound of the sequence {α k } determined in (3.2b) as the constant step size.
As we have mentioned, we will prove later that
for all k's. We can thus take 1 − m m+1 as a constant step size and a splitting version of ALM with full Jacobian decomposition and a constant step size is ready to be presented. This treatment is certainly more conservative than the strategy of dynamically updating the step size in Algorithm 1 and thus it is expected to require more iterations to achieve the same level of solution accuracy. But it enjoys cheaper computation at each iteration. Thus it is not conclusive which one is more preferable because it really depends on the specific problem setting of (1.3).
Algorithm 2:
A splitting version of ALM with full Jacobian decomposition and a constant step size.
and γ ∈ (0, 2). (3.3b)
Remark 3.3 Note it holds
for any integer m > 0. The constant step size defined in (3.3b) thus satisfies
If γ is taken as 1 + m m+1
. This means the underrelaxation step (3.3) reduces to
Global convergence
In this section, we prove the global convergence for Algorithms 1 and 2. As we have mentioned, the proof follows the standard analytic framework of contraction methods in [1] (see also [15] ). We first try to quantity the difference between the outputw k of the splitting step (3.1) and a solution point in W * by means of the characterization of W * in (2.3). The result is shown in the following lemma.
Lemma 4.1 Letw k be the output of the splitting step (3.1) with given w k . Then, we havẽ
where S is defined in (2.6).
Proof. It follows from (3.1) that for i = 1, 2, . . . , m, it holds
into the above inequality, we obtaiñ
Summing the above inequalities over i = 1, . . . , m, we obtainw k ∈ W and
. .
The last equation in (3.1) can be rewritten as
and in variational form
Combining (4.4) and (4.5) together, we getw k ∈ W and
for all w ∈ W. Using the notations of F (see (2.2b)) and S (see (2.6)), the above inequality can be rewritten asw
The assertion (4.1) thus is proved. 2
Recall the VI characterization (2.2) of the optimization problem (1.3). Then, the assertion (4.1) inspires us to investigate the term (w k − w * ) T S(w k −w k ).
Lemma 4.2 Letw k be the output of the splitting step (3.1) with given w k . Then, we have
Proof. The proof is an immediate conclusion based on the assertion (4.1) and the monotonicity of F . In fact, for an arbitrarily fixed w * ∈ W * , it follows from (4.1) that
Using the monotonicity of F and the optimality of w * , we have
The above two inequalities imply that the assertion (4.6) is true. 2 Lemma 4.3 Letw k be the output of the splitting step (3.1) with given w k . Then, we have
where G is defined in (2.7) and ϕ(w k ,w k ) is defined in (3.2c).
Proof. Since G = S + 2P (see (2.9)), we first show that
The assertion (4.8) follows from the above equations directly. Adding
to both sides of (4.6) and using G = S + 2P , we get
The assertion (4.7) follows from the above inequality and the definition of ϕ(
Following the analytic framework of convergence analysis for contraction methods in [1, 15] , we now need to prove that
for certain constant δ > 0 which is only dependent on m. We show this fact in Lemma 4.4 by using Proposition 2.3.
Lemma 4.4 Letw k be the output of the splitting step (3.1) with given w k . Then, we have
Proof. Using the notation of G (see (2.7)), we get
Substituting it into the expression of ϕ(w k ,w k ) (see (3.2c)) we obtain
Therefore, we have
Note that we need only to prove the assertion with the assumption
and (4.9) is true. By using
We denote
Thus, we have a 1 ≥ a 2 ≥ 0. Then, using (4.11) and (2.10), we obtain 12) and consequently,
To the right hand side of the last inequality, by setting τ =
) and q = λ k −λ k , and using (2.11), we obtain
and thus the assertion (4.9) is proved. 2 Remark 4.5 When m = 3, the assertion (4.9) reduces to
Since the matrix G defined in (2.7) reduces to the matrix M in [16] , the relation (4.15) in [16] is a special result of the assertion (4. 
This means,w k − w k is a descent direction of the distance function w − w * 2 G at the point w k , even if w * is unknown. Along the directionw k − w k , by choosing a suitable step size α, we can reduce the unknown distance function w − w * 2 G . In order to explain how to determine the step size α k in (3.2a) (resp. in (3.3a) ), we define the step-size-dependent new iterate by
(4.14)
Lemma 4.6 Letw k be the output of the splitting step (3.1) with given w k and w k+1 (α) be given by (4.14). Then we have ϑ(α) ≥ q(α), (4.15)
Proof. By using (4.7) and the definition of q(α), we get
The lemma is proved. 2
Ideally we want to maximize ϑ(α). However, it is impossible due to the lack of the unknown solution point w * . We thus turn to the second best choice: Maximizing the quadratic function q(α) which is a lower bound of ϑ(α). This promotes us to take the value of α as
According to (4.9), α * k is positive and
It follows from (3.4) that α * k > 1 2(m+1) and
The 'optimal' step size in the underrelaxation step (3.2) is bounded away from zero and only dependent on m. By using the step (3.3), we need only to chose a constant α to guarantee q(α) > 0 in each iteration. Now, we are at the stage to prove the global convergence of Algorithms 1 and 2. The following theorem is the main theorem regarding convergence.
Theorem 4.7 Let {w k } be the sequence generated by either Algorithm 1 or Algorithm 2 with an arbitrary initial iterate w 0 . Then, it holds
Proof. For any step size α > 0 in the underrelaxation step (3.2a) of Algorithm 1 (resp. (3.3a) of Algorithm 2), according to Lemma 4.6, we have that
For Algorithm 1, α = γα * k . Then, it follows from (4.17) and (4.18) that
Using the fact (4.19) in (4.23), we obtain
and the first assertion (4.21) is proved. For Algorithm 2, α = γ 1 − m m+1 . Substituting it into (4.17), we get
Using the fact (4.9) we obtain 24) and the assertion (4.21) is proved. The proof is complete. 2
The assertion (4.21) still involvesw k . We can easily remove it and refine (4.21) as a recursive inequality between two consecutive iterates. 
Proof. For Algorithm 1, it follows from (3.2a) that
and thus the assertion follows from (4.15)-(4.17) and (4.23). For Algorithm 2, it follows from (3.3a) that
Thus, the assertion (4.25) follows from (4.15)-(4.17) and (4.24) immediately. 2
By using the following notations
the convergence of Algorithm 1 or 2 can be shown by either w k → w * with w * ∈ W * or v k → v * with v * ∈ V * under different assumptions. In the following theorem, we only list the sketch of proof and omit the detail.
Theorem 4.9 Let {w k } be the sequence generated by either Algorithm 1 or 2 with an arbitrary initial iterate w 0 .
1). If all
3) are assumed to be full column rank, then {w k } converges to a point w * which is a solution point of VI(W, F, θ);
2). Otherwise, the sequence {v k } converges to a point v * in V * .
Proof. 1). We first prove the first assertion. If all A i , i = 1, . . . , m are full column rank matrices, then the matrix G defined in (2.7) is positive definite. Following the standard analytic framework of contraction methods in [1, 15] , the assertion (4.21) or (4.25) immediately indicates that {w k } converges to a point w * in W * . For the second assertion, it follows from (4.25) that
Obviously, the matrix H defined above is positive definite because H is assumed to be positive definite. Hence, the sequence {v k } converges to a point v * in V * . The proof is completed. 2
Convergence rate in the ergodic sense
In this section, we establish the worst-case O(1/k) convergence rate in the ergodic sense for Algorithms 1 and 2. The technique of analysis is motivated by our recent result in [19] . More specifically, our goal is to show that Algorithm 1 or 2 needs at most O(1/ ) iterations to findw ∈ W, an approximate solution of VI(W, F, θ) with an accuracy of in the sense that 
2)
is generated by the splitting step (3.1). This is to be used in the convergence rate analysis. Note that forw k andw k , only their λ-parts are different. By using x i =x i (i = 1, . . . , m) and (5.2), we have
In addition, we define the following two matrices:
Note that
Thus, the matrix Q T + Q is positive semi-definite. In fact, Q T + Q is positive definite when all the matrices A i 's in (1.3) are full column rank. To establish the convergence rate, we need to use the relations of the matrices Q, L and G, and the vectors (w k −w k ) and (w k −w k ). The assertion in Lemma 5.1 follows from the definitions directly and thus the proof is omitted.
Lemma 5.1 For the above defined matrices Q and L, we have
where G is defined in (2.7).
Lemma 5.2 Letw k be the output of the splitting step (3.1) with given w k and the vectorw k be defined by (5.2). Then we have
where matrix L is defined in (5.5).
Proof. It follows directly from (5.2), (5.3) and the definition of the matrix L. 2
As will be shown later in Theorem 5.6, we find thew ∈ W satisfying (5.26) based on the sequence {w k }. Now, we translate the assertion (4.1) in Lemma 4.1 in form ofw k .
Lemma 5.3 Letw k be the output of the splitting step (3.1) with given w k and the vectorw k be defined by (5.2). Then, we havē
where Q is defined in (5.4).
Proof. By using (5.2), we havex i =x i , i = 1, . . . , m, and
Substituting it into the variational inequality (4.3), we get
for all x i ∈ X i . Summing the above inequality over i = 1, . . . , m, we obtainw k ∈ W and
and (due to (3.1) usingx i =x i , i = 1, . . . , m)
The above equation can be written in variational form
Combining (5.11) and (5.12) together, using the notations of F (see (2.2b)) and Q (see (5.4) ), we get a compact form
The assertion (5.9) thus is proved. 2
The assertion of the next lemma will be used in the proof of Lemma 5.5 which is essential for establishing the worst-case O(1/k) convergence rate in the ergodic sense.
Lemma 5.4 Letw k be the output of the splitting step (3.1) with given w k and the vectorw k be defined by (5.2). Then we have
Proof. By using w k+1 = w k − α(w k −w k ), we obtain
Since
, from the above equation follows that
By a manipulation (see L in (5.5) and G in (2.7)), we have
and thus
Substituting (5.16) into (5.14) and using (4.17), we get
By using each update form, we always have q(α k ) > 0 and thus (5.13) is proved. 2
To establish the worst-case O(1/k) convergence rate in the ergodic sense, we need to prove one more lemma.
Lemma 5.5 Letw k be the output of the splitting step (3.1) with given w k and the vectorw k be defined by (5.2). Then, we have
Proof. The assertions (5.17) can be obtained based on the following facts.
(1). Using Lemma 5.3 and the fact (w −w k ) T F (w) = (w −w k ) T F (w k ), we have
(2). For the right-hand side of (5.18), using Lemma 5.1 and Lemma 5.2 , we have
Together with α k (w k −w k ) = (w k − w k+1 ), we obtain
the right-hand side of (5.19) becomes 
The assertion (5.17) follows from (5.21) and (5.13) immediately. The proof is complete 2
Now, we are ready to show a worst-case O(1/k) convergence rate in the ergodic sense for the proposed algorithms.
Theorem 5.6 Let {w k } be the sequence generated by Algorithm 1 or 2, and the accompanying sequence {w k } be defined by (5.2). For any integer k > 0, let
Then, we havew k ∈ W and
Proof. Note that the the inequality (5.17) holds for i = 0, 1, . . . , k. Summarizing these inequalities, we obtain
which implies that
(5.24)
is a convex combination of the vectors (x 0 ,x 1 , . . . ,x k ) and θ(x) is convex, we have
Substituting it into (5.24), we obtain
Recall that we have shown (see (3.5) and (4.20) ) that
holds for any integer i. Using this fact in (5.22), we get
Substituting it into (5.25), we obtain the assertion (5.23). The proof is complete. 2
For given substantial compact set D W (w k ) ⊂ W, we define
where w 0 is the initial point. Based on Theorem 5.6, after k iterations of Algorithm 1 or 2, we can
Recall (5.26). The proposed Algorithm 1 or 2 is able to generate an approximate solution (i.e.,w t ) with the accuracy O(1/k) after k iterations. That is, a worst-case O(1/k) convergence rate in the ergodic sense is established for Algorithms 1 and 2.
6 Convergence rate in a nonergodic sense
In Section 5, a worst-case O(1/k) convergence rate in the ergodic sense is established for Algorithms 1 and 2. One may ask if we can establish the same convergence rate in some nonergodic sense, i.e, directly for the sequence {w k } generated by the proposed algorithms. This section answers this question affirmatively. The technique of analysis is motivated by our work [20] . As stated in [20] , a necessary fact for conducting this analysis is that the quantity w k − w k+1 2 G can be used to measure the accuracy of the iterate w k+1 to a solution point of VI(W, F, θ) (see the VI characterization (2.2) and Lemma 4.1), and it is reasonable to seek an upper bound of w k −w k+1 2 G in term of the quantity O(1/k) to investigate the worst-case convergence rate for Algorithm 2.
Recall we have shown that the sequence generated by either Algorithm 1 or 2 is strictly contractive with respect to the set W * (see (4.21)):
with γ ∈ (0, 2). To establish the worst-case O(1/k) convergence rate in a nonergodic sense, we need to show that the sequence { w k −w k G } is monotonically non-increasing. The basis of the analysis in this section is the assertion of Lemma 5.3.
Lemma 6.1 Let {w k } be the sequence generated by Algorithm 1 or 2, and the accompanying sequence {w k } be defined by (5.2). Then we have
Proof. First, it follows from (5.9) that
This inequality is also true for k := k + 1, and thus we havē
Setting w =w k+1 and w =w k in (6.4) and (6.5), respectively, and then adding these two resulting inequalities, we obtain
Using the monotonicity of F , we have
Adding the identity
to both sides of (6.6) and by a simple manipulation, we get (6.3) and the lemma is proved. 2
Using the assertion (6.3) in Lemma 6.1, it is now possible to make an estimate for the difference
Lemma 6.2 Let {w k } be the sequence generated by Algorithm 1 or 2 with a constant step size α k ≡ α > 0. Then we have
Proof. By using (
Using the relations (see (3.3) and (5.7))
On the other hand, by setting a = (w k −w k ) and b = (w k+1 −w k+1 ) in the identity
we have
Substituting (6.9) into the right-hand side of (6.10), the assertion (6.7) is proved. 2
In order to show the monotonicity of { w k −w k G }, we need only to show the right-hand side of (6.7) is nonnegative. Thus, we prove the following lemma. 
Proof. Since QL = G (see (5.7) ) and G is symmetric, we have
Using the above equation and the expression of L T G (see (5.15)), it yields
Furthermore, using the notation
and the expression of G (see (2.7)), we have
A. (6.13)
In this way, in order to show (6.11), we need only to prove that the (m + 1) × (m + 1) symmetric matrix
where e is an m-vector whose each element equals 1. Let T z = νz, where ν is the eigenvalue of T and z is the related eigenvector. In the following we show that all the eigenvalue of T are non-negative. Note that
Without loss of generality, we assume that the eigenvectors of T have forms
where y ∈ m . In the first case, z T = (y T , 0), it follows from T z = νz and (6.14) that (2 − α)y + (2 − α)(e T y)e = νy,
Therefore, we have (m − 1) linear independent vectors, y i , i = 1, . . . , m − 1, in the orthogonal subspace to e, and
are eigenvectors of T and the related eigenvalues are
In the second case, z T = (y T , 1), from T z = νz and (6.14) we have (2 − α)y + ((2 − α)e T y + 2)e = νy,
Left-multiplying the first equation of (6.15) by e T and then using the second equation of (6.15) and e T e = m, we derive that
Numerical results
As we have mentioned, we shall apply the proposed algorithms to solve an assignment problem which can be formulated as a linear programming (LP) model and thus a special case of (1.3). By comparison with the very efficient LP solver "CPLEX", we demonstrate the efficiency of our proposed algorithms numerically. Note that splitting versions of ALM with full Jacobian decomposition have been well tested in the literature [14, 23] , especially in [14] by a number of applications in image processing. The efficiency of the proposed new splitting version of ALM with a refined step size thus can be easily demonstrated by this type of example. In this paper, we further illustrate the efficiency of the new splitting version of ALM with full Jacobian decomposition, but from a different perspective. Note that an extreme case of (1.3) is the LP model where n i = 1 for all i's and each θ i is a linear function defined on 1 . We thus can artificially treat a LP as a very special case of (1.3) and apply the proposed splitting version of ALM with full Jacobian decomposition. We shall focus on the assignment problem which is a structured LP with specific coefficient matrices in its constraint (In fact, these matrices result in extremely easy subproblems when the proposed scheme is applied). We will show that when the new splitting version of ALM with full Jacobian decomposition developed in generic setting is applied to solve the particular LP problem, it is even competitive with the well commercialized specific LP solver "IBM ILOG CPLEX Optimization Studio" (CPLEX for short). The efficiency of new splitting versions of ALM with full Jacobian decomposition is thus further demonstrated.
Implementation of Algorithms 1 and 2 in LP context
We first show the implementation of the proposed algorithms to LPs. As we have mentioned, instead of aiming at the specific LPs, the proposed algorithms are proposed for the general setting of (1.3) and they are applicable to many other cases such as the image processing applications already tested in [14] . But we want to show that they are still efficient even when they are used to solve some LPs, Let us consider the following LP model with box constraints:
where A ∈ l×m , c ∈ m , b ∈ l (l < m), x l ∈ m and x u ∈ m with x l i ≤ x u i for i = 1, 2, · · · , m. This LP model (7.1) is a special case of (1.3) where
To implement the proposed algorithms, we throughout set H = βI l where β > 0 is a scalar and I l is the identity matrix with dimensionality l. We first look at the i-th subproblem of the splitting step (3.1), which is a 1-dimensional minimization problem. For solving (7.1), the x i -subproblem in (3.1) reduces tõ
which, by its first-order optimality condition, can be further expressed as
Recall A i ∈ l for i = 1, 2, · · · , m. Thus, βA T i A i is a positive scalar and the above inequality can also be written as
which can be characterized by a projection equation:
where P X i denotes the projection under Euclidean norm onto X i . Note
] is a given interval. We thus have
Then, based on the analysis above, all the x i -subproblems can be written compactly asx
In addition, the λ-subproblem in (3.1) is specified asλ
To compute the step size of the under-relaxation step (3.2b) in Algorithm 1, we have
where "diag" denotes the Matlab script. Thus, it can be easily computed. For the constant step size of the under-relaxation step (3.3b) in Algorithm 2, it is also easy.
Application to the assignment problem
We cite from Wikipedia "The assignment problem is one of the fundamental combinatorial optimization problems in the branch of optimization or operations research in mathematics. It consists of finding a maximum weight matching in a weighted bipartite graph". Let us consider the LP model
The classical assignment problem is recovered if we replace 0 ≤ x ij ≤ 1 by x ij ∈ {0, 1} in (7.5) . This is a special case of (7.1), and thus (1.3) with l = 2n and m = n 2 . We choose this model for simulation because it is a well structured problem (see the matrix A in (7.6)). Thus, splitting versions of ALM are easily implementable because the subproblems can be solved trivially.
For simulation, we use the standard Matlab script rand('state',0); C=rand(n,n)*10;
to produce the assignment matrix C for (7.5)
Thus, entries of C are randomly generated in the interval (0, 10).
To cast (7.5) into the setting of (7.1), we have an n 2 -dimensional vector
Moreover, the matrix A and the vector b in (7.1) are specified as
Thus, the Lagrangian multiplier λ is an 2n-vector λ = (y, z), and diag(A T A) = 2I n 2 . For convenience, we regroup the n 2 -vector x in the matrix form
where e is an n-vector whose each element equals 1.
For given x k and
where the n-vectors p k and q k are given by
Finally, the predictor (7.2) is computed bỹ
where P X (Ξ) is element-wise given by max{min{ξ, 1}, 0}. To calculate the under-relaxation step (3.2b) in Algorithm 1, we need to calculate w k −w k 2 G and ϕ(w k ,w k ), which are available respectively by
Numerical results
Now, we report some numerical results when Algorithms 1 and 2 are applied to solve the model (7.5). Our code was written by Matlab and all the numerical experiments were conducted on a laptop computer with a 2.53GHz processor and 4GB memory. Throughout, we choose β = 5/n (recall H = βI l ) and the initial iterate is taken as 0. The stopping criterion is min{
and we take the finalw k as the output solution.
We first use some small-scale cases of (7.5) to compare Algorithms 1 and 2. More specifically, we test the cases where n = 3, 5 and 10 in (7.5). Recall l = 2n and m = n 2 in the setting of (7.1). For Algorithm 1, we fix γ = 1 and thus α k = α * k . Recall Algorithm 1 requires to choose an "optimal" step size in the sense of maximizing the quadratic function defined in (4.17) at each iteration, while Algorithm 2 simply chooses a constant step size for all iterations. According to (3.3), the constant step size for Algorithm 2 should be in the interval 0, 2 1 − n 1/(n 2 + 1) . Nevertheless, this choice is too conservative and it can hardly be good to result in fast convergence. For example, 2 1 − n 1/(n 2 + 1) ≈ 0.0099 when n = 10, which is extremely small. We thus test other constant step sizes including the n-dependent value 1/(n 2 +1) and some more aggressive values n-independent values (even though these values exceed already the theoretical upper bound of the range of step size). All the number of iterations of Algorithms 1 and 2 with different step sizes are reported in Table 1 .
Data in Table 1 shows that Algorithm 1 significantly outperforms Algorithm 2 with a constant step size determined by (3.3b). As we have mentioned, this is mainly because an "optimal" step size is sought judiciously for Algorithm 1 at each iteration and the cost of finding this step size is low for the assignment problem (7.5). Algorithm 2 with conservative constant step size converges very slowly, despite its proved theoretical convergence. On the other hand, Algorithm 2 with some selective excessive step sizes could be fast even though the convergence cannot be established rigorously with such an excessive step size. This discrepancy is in fact quite common in optimization. But there is no general rule of how to choose an appropriate excessive step size for Algorithm 2. Last, we would reiterate that Algorithm 2 is still useful when the calculation of the iteration-dependant "optimal" step size α * k is too computationally expensive for Algorithm 1. Then we compare the proposed algorithms with CPLEX for solving some medium-scale cases of the assignment problem (7.5) . We test the cases where n = 50, 100 and 200. Note for these cases, the values 2 1 − n 1/(n 2 + 1) are extremely tiny (e.g., it is 3.9988e − 04 when n = 50). Thus Algorithm 2 is by no way efficient with such a tiny step size. We thus only compare Algorithm 1 with CPLEX. We report the comparison of Algorithm 1 and CPLEX in Table 2 . Note that we compare the number of iterations and computing time (in seconds) when these two methods achieve the same optimal objective function value. According to Table 2, Algorithm 2 is even faster than CPLEX for solving medium-scale cases of (7.5) .
For large-scale cases of (7.5), the proposed algorithms are usually slower than CPLEX. For example, when n = 300, Algorithm 1 requires about 1.6 times more computation time than CPLEX to achieve the same optimal objective function value 2984.198323. One reason is that the exact ALM step (1.5) is decomposed into too many subproblems (n 2 ones), making the loss of accuracy too much. In any case, CPLEX is a well commercialized package that is particularly efficient for LPs while our proposed algorithms are for the generic setting of (1.3). Its superiority to CPLEX for small-and medium-scale cases of (7.5) is interesting. 
Conclusions
We consider embedding a full Jacobian decomposition into the augmented Lagrangian method (ALM) for solving a convex minimization model with linear constraints and an objective function in form of the sum of m functions without coupled variables. We find an example showing that the straightforward splitting version of ALM with full Jacobian decomposition could be divergent. We propose to adjust the output of the splitting version of ALM with full Jacobian decomposition by an under-relaxation step. Furthermore, we show that the range of the step size of the under-relaxation step in existing methods for special m can be significantly enlarged for generic m. Two algorithms with different strategies of step size are thus derived. The refined splitting version of ALM with full Jacobian decomposition is then proved to have the worst-case O(1/k) convergence rate, in both the ergodic and a nonergodic senses. We finally test an assignment problem and show that the proposed algorithms designed in generic setting are even competitive with the well-developed specific software "IBM ILOG CPLEX Optimization Studio". This prompts the promising possibility of further optimizing the implementation of the proposed algorithms (e.g., coding in C++ with more proficiency) and then finally towards a publicized or commercialized version.
Appendix: An example showing (1.8)'s divergence
In the appendix we show by a simple linear equation that the straightforward splitting version of ALM (1.8) with full Jacobian decomposition is divergent.
We consider the linear equation
which is a special problem of the LP model (7.1) with c = 0, x l = −∞, x u = +∞, l = 1, m = 2, A 1 = A 2 = 1 and b = 0. For this linear equation, the VI characterization (2.1) reduces to
Since X 1 = X 2 = , the above VI is a system of linear equations According to (7.2) , the predictorw k = (x k ,λ k ) is given bỹ
Substituting (8.9a) into the above equation and using AA T = 2, we get Using the formula (8.10) and w k+1 =w k , we obtain by induction that
Sign(x In other words, the splitting version of ALM (1.8) with full Jacobian decomposition is divergent and certain under-relaxation step is a must to ensure its convergence.
