We introduce, for the first time, a class of Birnbaum-Saunders nonlinear regression models. The new class of models generalizes the regression model described by Rieck and Nedelman [1991, A log-linear model for the Birnbaum-Saunders distribution, Technometrics, 33, 51-60]. We discuss maximum likelihood estimation for the parameters of the model, and derive closed-form expressions for the secondorder biases of these estimates. Our formulae are easily computed as ordinary linear regressions. The bias expressions are then used to define bias-corrected maximum likelihood estimates. Some simulation results show that the bias correction scheme yields nearly unbiased estimates. We also give an application to a real data set.
Introduction
Different regression models have been proposed for lifetime data such as those based on the gamma, lognormal and Weibull distributions. These models typically provide a satisfactory fit in the middle portion of the data, but very often fail to deliver a good fit at the tails, where only a few observations are generally available. The family of distributions proposed by Birnbaum and Saunders (1969) can also be used to model lifetime data. It has the appealing feature of providing satisfactory tail fitting. This family of distributions was originally obtained from a model for which failure follows from the development and growth of a dominant crack. It was later derived by Desmond (1985) using a biological model which followed from relaxing some of the assumptions originally made by Birnbaum and Saunders (1969) .
The random variable T is said to be Birnbaum-Saunders distributed with parameters α, η > 0, say B-S(α, η), if its cumulative distribution function (cdf) is given by
where Φ(·) is the standard normal distribution function and α and η are shape and scale parameters, respectively. It is easy to show that η is the median of the distribution: F T (η) = Φ(0) = 1/2. For any k > 0, it follows that kT ∼ B-S(α, kη).
McCarter (1999) considered parameter estimation under type II data censoring for the B-S(α, η) distribution. Lemonte et al. (2007) derived the secondorder biases of the maximum likelihood estimates (MLEs) of α and η, and obtained a corrected likelihood ratio statistic for testing the parameter α. Lemonte et al. (2008) proposed several bootstrap bias-corrected estimates of α and η. Further details on the Birnbaum-Saunders distribution can be found in Johnson et al. (1995) .
Rieck and Nedelman (1991) proposed a log-linear regression model based on the Birnbaum-Saunders distribution. They showed that if T ∼ B-S(α, η), then Y = log(T ) is sinh-normal distributed, say Y ∼ SN (α, µ, σ), with shape, location and scale parameters given by α, µ = log(η) and σ = 2, respectively. Their model has been widely used as an alternative model to the gamma, lognormal and Weibull regression models; see Rieck and Nedelman (1991, § 7) . Diagnostic tools for the Birnbaum-Saunders regression model were developed by Galea et al. (2004) , Leiva et al. (2007) and Xie and Wei (2007) , and Bayesian inference was considered by Tisionas (2001) .
In this paper we propose a class of Birnbaum-Saunders nonlinear regression models which generalizes the regression model introduced by Rieck and Nedelman (1991). We discuss maximum likelihood estimation of the regression parameters and obtain the Fisher information matrix. As is well known, however, the MLEs, although consistent, are typically biased in finite samples. In order to overcome this shortcoming, we derive a closed-form expression for the bias of the MLE in these models which is used to define a bias-corrected estimate.
Bias adjustment has been extensively studied in the statistical literature. For example, Cordeiro and McCullagh (1991) give general matrix formulae for bias correction in generalized linear models. The rest of the paper is as follows. Section 2 introduces the class of BirnbaumSaunders nonlinear regression models and discusses maximum likelihood estimation. Using general results from Cox and Snell (1968) , we derive in Section 3 the second-order biases of the MLEs of the nonlinear parameters in our class of models. The result is used to define bias-corrected estimates. Monte Carlo simulation results are presented and discussed in Section 5. The numerical results show that the bias correction is effective in small samples and leads to estimates that are nearly unbiased and display superior finite-sample behavior. Section 6 gives an application of the proposed regression model. Finally, Section 7 concludes the paper.
Model specification
Let T ∼ B-S(α, η). The density function of Y = log(T ) ∼ SN (α, µ, σ) has the form (Rieck and Nedelman, 1991)
This distribution has a number of interesting properties (Rieck, 1989) We define the nonlinear regression model
where y i is the logarithm of the ith observed lifetime, x i is an m × 1 vector of known explanatory variables associated with the ith observable response
⊤ is a vector of unknown nonlinear parameters, and ε i ∼ SN (α, 0, 2). We assume a nonlinear structure for the location parameter µ i in model (1) , say µ i = f i (x i ; β), where f i is assumed to be a known and twice continuously differentiable function with respect to β. For the linear regression µ i = x ⊤ i β, the model (1) reduces to Rieck and Nedelman's (1991) model.
The log-likelihood function for the vector parameter θ = (β ⊤ , α) ⊤ from a random sample y = (y 1 , . . . , y n ) ⊤ obtained from (1), except for constants, can be expressed as
where
The function ℓ(θ) is assumed to be regular (Cox and Hinkley, 1974 , Ch. 9) with respect to all β and α derivatives up to third order. Further, the n × p matrix D = D(β) = ∂µ/∂β of partial derivatives of µ = (µ 1 , . . . , µ n )
⊤ with respect to β is assumed to be of full rank, i.e., rank(D) = p for all β. The nonlinear predictors x 1 , . . . , x n are embedded in an infinite sequence of m × 1 vectors that must satisfy these regularity conditions for the asymptotics to be valid. Under these assumptions, the MLEs have good asymptotic properties such as consistency, sufficiency and normality.
The derivatives with respect to the components of β and α are denoted by:
Further, we use the following notation for joint cumulants of log-likelihood derivatives:
rs = ∂κ rs /∂β t , etc. All κ's and their derivatives are assumed to be of order O(n). Also, we adopt the notation d ir = ∂µ i /∂β r and g irs = ∂ 2 µ i /∂β r ∂β s for the first and second partial derivatives of µ i with respect to the elements of β.
It is easy to see by differentiating (2) that
The score function for β is
It is well-known that, under general regularity conditions (Cox and Hinkley, 1974, Ch. 9), the MLEs are consistent, asymptotically efficient and asymptotically normal.
θ ) for n large, where a ∼ denotes approximately distributed, K θ is the block-diagonal Fisher information matrix given by
is the information for β and κ α,α = 2n/α 2 is the information for α. Also,
where erf(·) is the error function given by
Details on erf(·) can be found in Gradshteyn and Ryzhik (2007) . Since K θ is block-diagonal, the vector β and the scalar α are globally orthogonal (Cox and Reid, 1987 ) and β and α are asymptotically independent. It can be shown (Rieck, 1989 ) that ψ 1 (α) ≈ 1 + 4/α 2 for α small and ψ 1 (α) ≈ 2 for α large.
The MLE θ satisfies p + 1 equations U r = U α = 0 for the components of β and α. The Fisher scoring method can be used to estimate β and α simultaneously by iteratively solving the equations
The above equations show that any software with a weighted linear regression routine can be used to calculate the MLEs of β and α iteratively. Initial approximations β (0) and α (0) for the iterative algorithm are used to evaluate
2 from which these equations can be used to obtain the next estimates β (1) and α (1) . These new values can update D, ζ andξ 2 and so the iterations continue until convergence is achieved.
Biases of estimates of β and α
We now obtain some joint cumulants of log-likelihood derivatives and their derivatives:
Let B( β a ) and B( α) be the n −1 biases of β a (a = 1, . . . , p) and α, respectively. The use of Cox and Snell's (1968) formula to obtain these biases is greatly simplified, since β and α are globally orthogonal and the cumulants corresponding to the parameters in β are invariant under permutation of these parameters. From now on we use Einstein summation convention with the indices varying over the corresponding parameters. We have
and
where κ r,s is the (r, s)th element of the inverse K First, we consider equation (3) from which we readily have that the second sum is zero since κ sαα = κ
By rearranging the summation terms we obtain
be vectors containing the first and second partial derivatives of the mean µ i with respect to the β's. We can write the above equation in matrix notation as
where ρ ⊤ a is the ath row of the p × p identity matrix and vec(·) is the operator which transforms a matrix into a vector by stacking the columns of the matrix one underneath the other. It is straightforward to check that
are n × p and n × p 2 matrices of the first and second partial derivatives of the mean vector µ with respect to β, respectively. The n −1 bias vector B( β) of β can then be written as
where d is an n × 1 vector defined
We now calculate the n −1 bias of α. Using (4), we obtain
where tr(·) denotes the trace operator. Now, making use of the fact that tr(DK
, we can rewrite the n −1 bias B( α) of α as
Equations (5) and (6) represent the main results of the paper. The bias vector B( β) can be obtained from a simple ordinary least-squares regression of d on the columns of D. It depends on the nonlinearity of the regression function f and the parameter α. The bias vector B( β) will be small when d is orthogonal to the columns of D. Also, it can be large when ψ 1 (α) and n are both small. Equation (5) is easily handled algebraically for any type of nonlinear regression, since it involves simple operations on matrices and vectors. For special models with closed-form information matrix for β, it is possible to obtain closed-form expressions for B( β). For linear models, the matrix G and the vector d vanish and hence B( β) = 0, which is in agreement with the result due to Rieck and Nedelman (1991, p. 54). Expression (6) depends directly on the nonlinear structure of the regression model only through the rank p of D. It shows that the bias is always a linear function of the dimension p of β.
In the right-hand sides of expressions (5) and (6), which are both of order n −1 , consistent estimates of the parameters β and α can be inserted to define biascorrected estimates β = β − B( β) and α = α − B( α), where B( β) and B( α) are the values of B( β) and B( α), respectively, at θ = ( β ⊤ , α) ⊤ . The biascorrected estimates β and α are expected to have better sampling properties than the classical MLEs β and α. In fact, we present some simulations in Section 5 to show that β and α have smaller biases than their corresponding MLEs, thus suggesting that these bias corrections have the effect of shrinking the modified estimates toward to the true parameter values.
It is worth emphasizing that there are other methods to obtain bias-corrected estimates. In regular parametric problems, Firth (1993) developed the so-called "preventive" method, which also allows for the removal of the secondorder bias. His method consists of modifying the original score function to remove the first-order term from the asymptotic bias of these estimates. In exponential families with canonical parameterization, his correction scheme consists in penalizing the likelihood by the Jeffreys invariant priors. This is a preventive approach to bias adjustment which has its merits, but the connections between our results and his work are not pursued in this paper since they could be developed in future research. Additionally, we should also stress that it is possible to avoid cumbersome and tedious algebra on cumulant calculations by using Efron's bootstrap (Efron and Tibshirani, 1993) . We use the analytical approach here since this leads to a nice formula. Moreover, the application of the analytical bias approximation seems to generally be the most feasible procedure to use and it continues to receive attention in the literature.
We now calculate the second-order bias B( µ i ) of the MLE µ i of the ith mean µ i = f i (x i ; β). We can easily show by Taylor series expansion that
where M i is a p × p matrix of second partial derivatives
β is the asymptotic covariance matrix of β and the vectors d i and B( β) were defined before. All quantities in the above equation should be evaluated at β.
The asymptotic variance of µ i can also be expressed explicitly in terms of the covariance of β by
Special models
Equation (5) is easily handled algebraically for any type of nonlinear model, since it involves simple operations on matrices and vectors. This equation, in conjunction with a computer algebra system such as MAPLE (Abell and Braselton, 1994) will compute B( β) algebraically with minimal effort. In particular, (5) may simplify considerably if the number of nonlinear parameters is small. Moreover, for any nonlinear special model, we can calculate the bias B( β) numerically via a software with numerical linear algebra facilities such as Ox (Doornik, 2001 ) and R (R Development Core Team, 2006).
First, we consider a nonlinear regression model which depends on a single nonlinear parameter. Equation (5) gives
. The constants κ 1 and κ 2 are evaluated at β and α to yield B( β) and the corrected estimate β = β − B( β). For example, the simple exponential model f i = exp(βx i ) leads to
As a second application, we consider a partially nonlinear regression model defined by µ = Zλ + ηg(γ),
where Z is a known n × (p − 2) matrix of full rank, g(γ) is an n × 1 vector,
⊤ and η and γ are scalar parameters. This class of models occurs very often in statistical modeling; see Cook et al. (1986) and Cordeiro et al. (2000) . For example, µ = λ 1 z 1 + λ 2 z 2 + η exp(γx) (Gallant, 1975) , µ = λ − η log(x 1 + γx 2 ) (Darby and Ellis, 1976) and µ = λ+η log(x 1 /(γ +x 2 )) (Stone, 1980) . Ratkowsky (1983, Ch. 5) discusses several models of the form (7) which include the asymptotic regression and Weibulltype models given by µ = λ − ηγ x and µ = λ − η exp(−γx), respectively.
and, after some algebra, we can obtain from (5)
where τ p is a p × 1 vector with a one in the last position and zeros elsewhere,
is simply the set of coefficients from the ordinary regression of the vector d 2 g(γ)/dγ 2 on the matrix D, and Var( γ) and Cov( η, γ) are the large-sample second moments obtained from the appropriate elements of the asymptotic covariance matrix Cov( β) = K
It is clear from (8) that B( β) does not depend explicitly on the linear parameters in λ and it is proportional to 4/ψ 1 (α). Further, the covariance term Cov( η, γ) contributes only to the bias of γ.
Numerical results
We now use Monte Carlo simulation to evaluate the finite-sample performance of the MLEs of the model parameters and of their corrected versions. We consider the nonlinear regression model
where ε i ∼ SN (α, 0, 2) for i = 1, . . . , n. The covariate values were selected as random draws from the uniform U(0, 1) distribution and for fixed n those values were kept constant throughout the experiment. All simulations were performed using the Ox matrix programming language (Doornik, 2001 ). The sample sizes were n = 15, 30 and 45 and the number of Monte Carlo replications was 10,000. Without loss of generality, the true values of the regression parameters were taken as λ 1 = 4, λ 2 = 5, η = 3, γ = 1.5 and α = 0.5 and 1.5. The MLEs of the parameters were obtained by maximizing the log-likelihood function using the BFGS quasi-Newton method with analytical derivatives. This method is generally regarded as the best-performing nonlinear optimization method (Mittelhammer et al., 2000, p. 199) .
In order to analyze the performance of the estimates, we computed, for each sample size and for each estimate: the relative bias (the relative bias of an estimate θ, defined as {E( θ) − θ}/θ, is obtained by estimating E( θ) by Monte Carlo) and the root mean square error ( √ MSE), where MSE is the estimated mean square error from the 10,000 Monte Carlo replications. Table 1 gives the relative biases of both uncorrected and corrected estimates to show that the bias-corrected estimates are much closer to the true parameters than the unadjusted estimates. For instance, when n = 15 and α = 1.5, the average of the estimated relative biases for the estimates of the model parameters is −0.03224, whereas the average of the estimated relative biases for the corrected estimates is −0.0086. Hence, the average bias (in absolute value) of the MLEs is almost four times greater than the average bias of the corrected estimates. This fact suggests that the second-order bias of the MLEs should not be ignored in samples of small to moderate size since they can be non-negligible.
When the parameter α increases, the finite-sample performance of the MLEs deteriorates (see Tables 1 and 2 ). For instance, when n = 15, the relative biases of γ (MLE) and γ (BCE) were 0.0020 and 0.0008 (for α = 0.5) and 0.0197 and 0.0056 (for α = 1.5), which indicate an increase in the relative biases of nearly 10 and 7 times, respectively. Also, the root mean square errors in the same order were 0.0924 and 0.0922 (for α = 0.5) and 0.3235 and 0.3152 (for α = 1.5). In addition, all estimates have similar root mean square errors (see Table 2 ).
Application
We now consider an application to a biaxial fatigue data set reported by Rieck and Nedelman (1991) on the life of a metal piece in cycles to failure. The response N is the number of cycles to failure and the explanatory variable Table 1 Relative biases of the uncorrected and corrected estimates. Table 2 Root mean square errors of the uncorrected and corrected estimates. w is the work per cycle (mJ/m 3 ). The data of forty six observations were taken from Table 1 Rieck and Nedelman (1991) proposed the following model for the biaxial fatigue data: Figure  1 ). However, Figure 1 suggests a nonlinear relationship between the response variable and the covariate w.
We proposed the nonlinear regression model Figure 2 shows that the nonlinear model (10) (unlike the linear model) fits satisfactorily to the data.
Following Xie and Wei (2007) , we obtain the residual ε i = y i − µ i and R i = 2 α −1 sinh( ε i /2). Figure 3 gives the scatter-plot of R i versus predicted values µ i for both fitted models: (i) y i = β 1 +β 2 w i +ε i ; and (ii) y i = β 1 +β 2 exp(β 3 /w i )+ ε i . Figure 3 shows that the distribution of R i is approximately normal for model (ii) but this is not true for model (i). Based on the result that U ∼ SN (α, µ, σ) if 2α −1 sinh{(U − µ)/σ} ∼ N (0, 1), then the residual ε i should follow approximately a sinh-normal distribution.
Conclusions
The purpose of the paper was twofold. First, we propose a new class of Birnbaum-Saunders nonlinear regression models which generalizes the regression model described in Rieck and Nedelman (1991) . Second, we derive a bias-adjustment scheme to eliminate the second-order biases of the maximum likelihood estimates. The simulation results presented show that the bias correction derived is very effective, even when the sample size is large. Indeed, the bias correction mechanism adopted yields modified maximum likelihood estimates which are nearly unbiased. We also present an application to a real data set that illustrates the usefulness of the proposed model. 
