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Abstract
Objectivity is often considered as an ideal for scientific description of nature. When we de-
scribe physical phenomena, thus, we have exclusively taken an objective viewpoint by excluding
a subject. Here we consider how nature can be described from a subjective viewpoint and how
it is related to the objective description. To this end, we introduce a viewpoint-shift operation
that sets perspective within a system, and subject the system to the laws of thermodynamics. We
consider a situation in which the activation of an active part of the system starts to influence an
objective part at t = 0, bringing the system into non-equilibrium. We find that the perspective
alters physical state functions of the system, or leaves a viewpoint-dependent physical trace that is
detectable. In the system-internal viewpoint, a system in the heat bath self-organizes to maximize
the free energy, creating order. The active part keeps increasing a gap from an initial equilibrium
state as long as the energy is available, forming a memory in the form of organized matter. This
outcome of a system-internal viewpoint in physics matches our intuition coming from our daily-life
experience that our subjective action leads to a change of our environment. This suggests that
this system-internal viewpoint may provide a clue to understand a long-standing problem on the
physical meaning to be subjective.
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I. INTRODUCTION
Since Descartes we have differentiated a subject and an object, and excluded the former
from the physical description of a system under consideration, defining an objective view-
point [1]. Thus, an objective viewpoint for classical systems has been synonymous with
a system-external perspective. This may be a reason why it has taken a very long time
to identify information, which has been thought to belong to a system-internal aspect, as
an objective correlation between two systems [2–6]. This raises an interesting question of
whether such an objective viewpoint is a unique way to physically describe nature. Below
we introduce a viewpoint-shift operation that sets perspective within a system, and subject
the system to the laws of thermodynamics [7–9].
Let us consider a case where a system in an environment is composed of two subsystems,
an agent that performs an action and an object that is affected by the action, without exter-
nal perturbation (Wext = 0) (see Fig. 1 and Section V A). The first law of thermodynamics
in this case reads as follows:
Wext = 0 = ∆E +Qb, (1)
where ∆E is the change of the internal energy of the composite system, whose phase-space
point is denoted by z, and Qb is heat dissipated into the environment. We assume that
before time τ0 the agent and object are both in a state of inert equilibrium with passive
energy Epass(z), and then, at time τ0, active energy Eact(z) of the agent is activated such
that
E(z) = Eact(z) + Epass(z). (2)
Since there is no external perturbation, the description by considering the Hamiltonian of
the system with Hamilton’s equations or the Schro¨dinger equation is observer-independent.
Let us call this system-external perspective ‘view I’.
In the modern context [7–9], work has always been defined as a system-external pertur-
bation and thus a perspective is set in the outside of the system. However, if we observe a
composite system from the inside, a subsystem can affect another subsystem in a systematic
way; e.g. a system composed of an electric apparatus and a dielectric material (see Fig.
1a and b). This interaction between the agent and object shall not be treated as heat,
with good reason, but as work so that a viewpoint could be attached to the active action.
Performing an action Wact from the point of view of an agent corresponds to a systematic
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FIG. 1. Two different perspectives. The dotted blue line indicates the boundary of systems.
The systems in the left panels are being described objectively without external perturbation. In
the right panels, a viewpoint schematically depicted as an arrow in red is set to an agent which
(who) perturbs an object. a, b An agent is an apparatus that applies an electric field to a dielectric
material. c, d A human agent is interacting with an object.
consumption of agent’s self-energy so that
Wact = −∆Eact. (3)
We may say that an agent converts some of its internal energy into work. Now we combine
equations (1), (2), and (3) to obtain the following form of the first law of thermodynamics:
Wact = −∆Eact = ∆Epass +Qb, (4)
where the viewpoint is set to the agent which (who) perturbs an object. Let us call this
system-internal perspective ‘view II’ when Eact(z) 6= 0 in equation (2).
II. THEORETICAL FRAMEWORK
Now we investigate the laws of thermodynamics in the two different perspectives, views I
and II. We are considering a finite classical system in the heat bath of inverse temperature β.
We keep in mind that the dynamics of the system plus the bath is governed by Hamilton’s
equations [4, 10–12]. Let z denote the phase-space point of the system only, not containing
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the degrees of freedom of the bath. We also exclude momentum variables of the system for
simplicity since it is straightforward to include them.
Since our interest includes interactions between different scales, we decompose the phase
space into a partition {χj|j = 1, · · · , J}, allowing mixed scales. We will also partition
the time axis {τk|k = 0, · · · , K} with τ0 = 0, depending on the time resolution (δτk) of
an experiment. A state χj at time τk is, if considered thermodynamically, not defined by
itself, but an ensemble, more specifically, an ensemble of paths to the state from an initial
probability distribution [13]. Thus, whenever we mention states {χj} at time τk, we are
assuming a well-defined initial distribution which should be specified in order to be precise.
We define a new quantity Ψ for each χj at coarse-grained time τk as follows:
Ψ(χj, τk) := − 1
β
ln
〈
e−βψ(z,t)
〉
z∈χj ,t∈τk , (5)
where ψ(z, t) is the free energy of microstate z at time t [13], and the bracket indicates
average over all z ∈ χj and t ∈ τk. Since the free energy of microstate z references the
internal energy of the system, ψ and Ψ are dependent on the perspective. We will indicate
it by subscripts I and II for view I (equation (1)) and view II (equation (4)), respectively,
so that we have ψI(z, t) = E(z)− Tσ(z, t) and ψII(z, t) = Epass(z)− Tσ(z, t), where σ(z, t)
is the stochastic entropy [14, 15], and T is the temperature of the heat bath. ΨI and ΨII
are also defined accordingly. We remark that Ψ is an original quantity that is different from
the average free energy and generalizes it without requiring a local equilibrium assumption
within χj since we have Ψ(χj, τk) ≤ 〈ψ(z, t)〉z∈χj ,t∈τk , where equality holds only when local
equilibrium holds.
Finally, we define thermodynamic time in terms of Ψ. If the value of Ψ(χj) (or the
average of it over {χj}) decreases/increases during an experiment from an initial ensemble,
we will say that Ψ-time has flowed forwards/backwards (on average), respectively. We will
see that Ψ-time also depends on the perspective, and thus call it external time for view I
and internal time for view II.
III. RESULTS
As an explicit example, we consider a case depicted in Fig. 1a and b (see also Fig. 1c and
d for a case involving a human), in which an object is a dielectric material and an agent is
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an apparatus that applies an electric field to it. Before time τ0, they are in a state of inert
equilibrium, being the switch turned-off so that the initial distribution of states χj may be
described as
p0(χj) =
e−βGpass(χj)
Z0
, (6)
where Gpass(χj) = − 1β ln
∫
z∈χj e
−βEpass(z)dz and Z0 is the corresponding partition function.
At time τ0, the switch turns on, activating Eact(z). We will analyze the behaviour of the
system for τ ≥ τ0. We remark that the inclusion of a human subject as an active agent may
be allowed since we could set all life-maintaining activity as Eact(z) that is to be activated
at time τ0, which is impossible in practice but possible in thought experiment.
First we take view I, and let Z1 be the corresponding partition function, i.e. Z1 =∫
e−βE(z)dz. The Jarzynski equality [16] tells us that the equilibrium free energy difference
between τ0 and the final state at τ∞ should be zero since Wext = 0. It is analyzed as follows:
the Helmholtz free energy difference ∆A(= A1−A0) between before (A0) and after (A1) the
activation of the agent would be − ln(Z1/Z0)/β, which is
∆A = − 1
β
ln
〈
e−βEact
〉
p0
, (7)
where 〈·〉p0 denotes ensemble average with respect to p0 [17]. This free energy change from
A0 to A1 occurs instantly, and set the free energy at time τ0 to A1 = − ln(Z1)/β, which
makes the initial distribution p0 be non-equilibrium. We assume 〈Eact〉p0 < 0 without loss
of generality, which guarantees ∆A < 0 by Jensen’s inequality [18] (see Section V B for the
reverse process where ∆A > 0).
After τ0, the system would relax, eventually reaching the equilibrium distribution:
p1(χj) =
e−βG(χj)
Z1
, (8)
where G(χj) = − 1β ln
∫
z∈χj e
−βE(z)dz. The relaxation period could be specified further by
ΨI. It is linked to Z1 that is a forward quantity to which the system is approaching as
follows (see Section V C): 〈
e−βΨI(χj ,τk)
〉
j=1,··· ,J = Z1, (9)
where the bracket indicates average over j = 1, · · · , J . Whatever the systems are, since
there is no external work, 〈ΨI〉 decreases until ΨI(χj, ·) = A1 holds for all j [13], producing
more disorder than order. This is because the apparatus consumes more energy than an
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FIG. 2. The temporal change in the average Ψ for views I and II. We have simulated
the behavior of a system under the activation of a bistable potential by solving the overdamped
Langevin equation (see Section VI). The solid lines indicate 〈Ψ〉 from views I and II for the forward
process. We have also plotted 〈Ψ〉 for the reverse process in dashed lines (see Section V B). Note
that 〈ΨII〉 for the forward and 〈Ψ′I〉 for the reverse form a closed loop (provided that the maximum τ
is large enough), which is an experimental reproduction of the loop that is represented schematically
in Fig. 3. Similarly, 〈Ψ′II〉 for the reverse and 〈ΨI〉 for the forward also form another loop.
amount of order created in the dielectric material. In summary, the time evolution of the
system from view I is constrained from the future, and the process is a typical relaxation
from an initial non-equilibrium state that is induced by the action of the agent, to a final
equilibrium. We remark that (see Section V D and Fig. 2)
A0 > 〈ΨI(χj, τk)〉j=1,··· ,J . (10)
This analysis is entirely changed if we take the viewpoint of the agent. Now we take view
II. Before time τ0, the system is in an inert equilibrium where the Helmholtz free energy is
A0, and then, at time t = 0, the agent starts to interact with the object. Then we have the
following relation (see Section V E):
ΨII(χj, τk) = A0 − 1
β
ln
〈
e−βWact
〉
χj
, (11)
where the bracket indicates average over all paths to χj at time τk. In this case of view
II, nothing changes abruptly across t = 0 unlike in the case of view I. As the agent acts
(Wact), the system is driven out of equilibrium from A0 continuously, and ΨII(χj, ·) records an
amount of work which has been consumed in forming χj. The free energy of the whole system
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becomes higher as the apparatus aligns dipole moments, creating order, while simultaneously
dissipating heat. It is important to notice that equation (4) does not allow any interpretation
other than this. This situation is essentially different from a conventional setting where the
apparatus is placed outside the system. The average of ΨII over states {χj} is linked to
A0 = − ln(Z0)/β that is a backward quantity from which the system left, as follows:〈
e−βΨII(χj ,τk)
〉
j=1,··· ,J = Z0, (12)
implying
〈ΨII(χj, τk)〉j=1,··· ,J ≥ A0, (13)
which is different from equation (10) (see also Fig. 2). In summary, the process from view
II is work-accumulating (value-adding), non-equilibrium evolution of the system driven by
the agent.
Here we remark that Ψ values differ between views I and II even for the same χj at τk,
and the overall tendency, i.e. whether the process is towards equilibrium (View I) or non-
equilibrium (View II), splits for a classical fluctuating system, dependent on which viewpoint
we take (see Fig. 2). If an intrinsic aspect did exist just in an appearance, the viewpoint
attachment should have no physical influence: It is like that since a half-moon, for example,
exists as an appearance, it does not have physical influence as a half-moon, but has influence
as the moon which exists in itself. We will investigate further implications of the difference
in the interpretations between the two views later.
Now we investigate what extremal principle the agent obeys (see Section V F). To this
end, we need the following relation that makes a link between ΨI and ΨII for any τ :
Eact(χj) = ΨI(χj, τ)−ΨII(χj, τ), (14)
where Eact(χj) = − ln
〈
e−βEact(z)
〉
z∈χj /β. Here the average is taken with respect to
p0(z)/p0(χj). Then, we have the following relation for the change between time τ and
τ ′: 〈
W act
〉
= ∆ 〈ΨII〉 −∆ 〈ΨI〉 . (15)
Here
〈
W act
〉 ≡ 〈−∆Eact〉, which is −〈Eact(χj)〉p(χj ,τ ′) + 〈Eact(χj)〉p(χj ,τ), the average of a
coarse-grained version of equation (3), and ∆ 〈Ψ〉 = 〈Ψ(χj, τ ′)〉j−〈Ψ(χj, τ)〉j for any τ ′ > τ .
We remark that 〈Wact〉 ≥
〈
W act
〉
and −∆ 〈ΨI〉 ≥ 0 provided τ ′ = τ∞ and τ = τ0, where
−∆ 〈ΨI〉 forms the lower bound of the irreversible entropy production (see Section V G).
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Now we take view I, then, we have
p(χj, τk) =
e−βG(χj)
e−βΨI(χj ,τk)
, (16)
which implies
〈ΨI(χj, τk)〉j = A1 +D(p(χj, τk) ‖ p1(χj)), (17)
where D(p ‖ p1) is the Kullback-Leibler divergence between p and p1 [18]. Note that there is
no agent which stops Ψ-time flowing forwards or keeps the information contained in p from
being degraded. Since D is positive and goes to zero as p approaches p1, the second law of
thermodynamics and the orientation of time from view I read as follows:
〈ΨI〉j tends to be minimized,
and thus the external time flows forwards on average.
In view II, on the other hand, we have
p(χj, τk) =
e−βGpass(χj)
e−βΨII(χj ,τk)
, (18)
which implies
〈ΨII(χj, τk)〉j = A0 +D(p(χj, τk) ‖ p0(χj)), (19)
where D(p ‖ p0) becomes larger as p continues to deviate from p0, as
〈
W act
〉
accumulates.
The amount of
〈
W act
〉
during the whole process is−〈Eact(χj)〉p1(χj)+〈Eact(χj)〉p0(χj). During
the process the lower bound of the irreversible entropy production is −∆ 〈ΨI〉 = D(p0 ‖
p1) = A0 − A1 + 〈Eact(χj)〉p0(χj) so that the maximally attainable value of 〈ΨII〉j becomes
A1 − 〈Eact(χj)〉p1(χj) from equation (15) with τ = τ0 and τ ′ = τ∞, which is identical to
〈ΨII(χj, τ∞)〉j = A0 +D(p1 ‖ p0) (see Fig. 2). Thus, the second law of thermodynamics and
the orientation of time from view II read as follows:
〈ΨII〉j tends to be maximized,
and thus the internal time flows backwards on average. (See Fig. 3 and its caption for an
interpretation of Ψ-time flowing backwards.)
The exponent Gpass(χj) in equation (18) does not imply that the object is in local equi-
librium. We have the following non-equilibrium equality for any t (see Section V C):
Gpass(χj) = − 1
β
ln
〈
e−βΨII(z,t)δχj(z)
〉
z
, (20)
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FIG. 3. The interpretation of Ψ-time. Let us distinguish parametric time t and thermody-
namic Ψ-time. The former is symmetric due to the time-reversible physical laws. The latter is,
however, time-asymmetric due to the second law of thermodynamics, and flows in one-way (say,
to the future) irreversibly in an objective viewpoint (View I). Thus, Ψ-time has the concept of “an
end of time” since, when the equilibrium reaches, there is nothing left for Ψ-time to flow. Although
a bit counter-intuitive in View I, this concept tells us that in View II, i.e. agent’s point of view,
the system is in the state of “an end of time” at time t = 0. When an agent increases the free
energy, it corresponds to creating time by elongating a gap from “the end of time” (a gap of the
loop increases with parametric time as depicted by the two loops). Since the forward direction
is to the end of time, the action of the agent makes the Ψ-time flow backwards. Thus, we may
refer a specific moment of Ψ-time to Ψ-past. Since Ψ-time flows backwards cumulatively whenever
an agent acts upon, we could mark the corresponding parametric-time at which an increase of Ψ
occurs with different colours as shown in the figure. When an action of an agent ends, the value
of Ψ of the system stops increasing. Then, Ψ-time could either stop flowing (e.g. frozen matter)
or flow forwards being degraded until it reaches the end of time (or, equilibrium). We can depict
the whole span of Ψ-time as a loop as shown here (see also, for example, the upper loop in Fig. 2
composed of 〈ΨII〉j and 〈Ψ′I〉j as an experimental reproduction of the loop). Note that the Ψ-past
is composed of accumulation of various parametric pasts, and thus we could call organized matter
memories.
where the bracket indicates average over all z, and δχj(z) = 1 if z ∈ χj and 0 otherwise. In
capturing the essence of Gpass(χj), it is instructive to take view II fully from the start, i.e.
Eact(z) = E(z), so that equation (4) is modified to be W
′
act = −∆E = Qb, and the initial
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probability density becomes a uniform distribution p′0(z) = 1/Z
′
0 where Z
′
0 =
∫
dz. Then,
equation (18) reduces to p′(χj, τk) = |χj|eβΨII′ (χj ,τk), where |χj| =
∫
z∈χj 1dz, the log of which
is the entropy of χj. Thus, we see two conflicting tendencies; the spontaneous degradation
indicated by |χj| and the tendency of fighting back against it indicated by ΨII′(χj, τk).
This value-adding process may be continued upon the existing state as other agents
join, being formulated by replacing the initial equilibrium condition (6) by non-equilibrium
p(z, 0) = e−βEpass(z)+βψII(z,0) so that equation (11) is modified to ΨII(χj, τk) = ln
〈
e−βW
total
act
〉
χj
/β,
where W totalact = ψII(·, 0) +Wact. Then, equation (18) provides a natural explanation for the
following fundamental question: why complex structures, which are built from a series of
work-accumulation by many agents’ actions (resulting in higher Ψ) with many objects that
are combined stably (minimizing Gpass), tend to exist.
IV. DISCUSSION
Finally we discuss the implication of our work. Historically, the physical description of
phenomena has been made from an objective viewpoint. It has remained completely unclear
whether we can set a subjective viewpoint in making a scientific description of nature. Here
we address this fundamental problem and successfully introduce a subjective viewpoint in a
novel theoretical framework of non-equilibrium thermodynamics. This problem is particu-
larly important in human-related science, e.g., neuroscience [19], since all the properties that
we have proved are shared by both human and non-human (e.g. molecular) agents, charac-
terizing the subjective aspect of nature. In particular, we have showed that the internal-state
of a system does not exist in an appearance but does exist in itself, and thus it cannot be
reduced to the objective description of the system since they are different physical states.
We hope that our framework will not only contribute to the physical understanding of self-
organization in nature from a subjective perspective but also shed a scientific light on a
mind-body problem.
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V. PROOF AND ANALYSIS
A. Notation
We will consider a classical finite system in the heat bath of inverse temperature β without
external control. Let z denote the phase-space point of the system, excluding momentum
variables for simplicity, and E(z) be internal energy. Let a partition of the phase space
be {χj|j = 1, · · · , J} and a partition of time axis be {τk|k = 0, · · · , K} with τ0 = 0.
We decompose the internal energy E(z) of the system into two parts such that E(z) =
Eα(z) + Eα′(z) with α, α
′ being indexes. Then, we have the first law of thermodynamics
depending on the decomposition as follows:
Wα′ = −∆Eα′ = ∆Eα +Qb. (21)
We will consider three cases for assigning indexes.
1. If α = pass, then we set α′ = act.
2. If α = all, then we set α′ = ext, Eα(z) = E(z) and Eα′(z) = 0.
We set the initial probability distribution for α = pass as follows:
pα(z, 0) =
e−βEα(z)
Zα
, (22)
where Zα is the corresponding partition function. A trajectory of the system during 0 ≤ t ≤
τ is denoted as l with lt being the phase space point along l at time t. As a reverse process,
we consider that agent’s action Eact is deactivated at t = τ , and we denote the time-reversed
conjugate of l as l′ so that l′t = lτ−t. We assume microscopic reversibility which has been
proved in various frameworks [11, 14] and is acknowledged to be universal:
p(l|l0)
p′(l′|l′0)
= eβQb , (23)
where Qb is energy transferred to the heat bath, and p(l|l0) is the conditional probability of
path l given l0 and p
′(l′|l′0) is that for the reverse process.
Let ψα(z, t) = Eα(z)−Tσ(z, t), where σ(z, t) is stochastic entropy [14, 15]. Then, ψI and
ψII corresponds to ψα with α = all and α = pass respectively. Now, we have the following
[13]:
p(z, t) =
e−βEα(z)
e−βψα(z,t)
(24)
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with
ψα(z, t) = − 1
β
ln
〈
e−βWα′
〉
z,t
+ Aα, (25)
provided that p(z, 0) is the equilibrium distribution given in equation (22), where the bracket
indicates average over all paths that reach z at time t, and Aα = − ln(Zα)/β. We note that
equation (24) holds for both α, but equation (25) holds only for α = pass due to the initial
equilibrium condition.
We treat a partition of time in the following sense:
∫
p(z, t)dz = 1 for any time t, and
〈f(z, t)〉z∈χj ,t∈τk := 1δτk
∫
z∈χj ,t∈τk f(z, t)p(z, t|χj, τk)dzdt, where p(a|b) indicates conditional
probability, and δτk is the length of interval, so that equation (5) reads as follows:
e−βΨ(χj ,τk) :=
∫
z∈χj ,t∈τk
e−βψ(z,t)
p(z, t|χj, τk)
δτk
dzdt. (26)
We remark that if δτk = 0, then, 1/δτk should be interpreted as the Dirac delta function of
t at τk. We also note that p(χj, τk) =
1
δτk
∫
z∈χj ,τ∈τk p(z, τ)dzdτ , for probability density p.
B. Analysis of the reverse process
Here we analyse the reverse process where ∆A > 0. At time t = τ∞, the system is in
equilibrium with p1(χj) = e
−βG(χj)/e−βA1 . Now we turn off agent’s action Eact(z), and take
view I. Then, the new equilibrium distribution instantly becomes p0(χj) = e
−βGpass(χj)/e−βA0 .
Since p(χj, τk) = e
−βGpass(χj)/e−βΨ
′
I(χj ,τk), we have 〈Ψ′I(χj, τk)〉j = A0 +D(p(χj, τk) ‖ p0(χj)).
If we take view II, then the situation is equivalent to activating−Eact(z). Since p(χj, τk) =
e−βG(χj)/e−βΨ
′
II(χj ,τk), we have 〈Ψ′II(χj, τk)〉j = A1 + D(p(χj, τk) ‖ p1(χj)). We have plotted
〈Ψ′I(χj, τk)〉j and 〈Ψ′II(χj, τk)〉j in Fig. 2.
C. Proof of Equations (9), (12), (16), (17), (18), (19), and (20)
From the definition of Ψ in equation (26) we have
e−βΨα(χj ,τk) =
1
p(χj, τk)δτk
∫
z∈χj ,τ∈τk
e−βψα(z,τ)p(z, τ)dzdτ. (27)
From equation (24), the integrand becomes e−βEα(z), thus by rearranging with respect to
p(χj, τk), we have
p(χj, τk) =
e−βGα(χj)
e−βΨα(χj ,τk)
, (28)
12
where Gα(χj) = − 1β ln
∫
z∈χj e
−βEα(z)dz. This proves equation (16) with α = all, and equa-
tion (18) with α = pass. Using (16) with τk and τ∞ to explicitly calculate D(p(χj, τk) ‖
p1(χj)) by taking average of ln[p(χj, τk)/p1(χj)] with respect to p(χj, τk) shows equation (17).
Similarly using (18) with τk and τ0 to calculate D(p(χj, τk) ‖ p0(χj)) proves equation (19).
We remark that no local equilibrium assumption has been made in deriving these equalities.
Now we multiply the denominator of equation (28) on both sides, and take integral over
j, we have the following:
〈
e−βΨα(χj ,τk)
〉
j=1,··· ,J =
∫
j
∫
z∈χj
e−βEα(z)dzdj = Zα,
which proves equation (9) with α = all and equation (12) with α = pass.
Finally, from equation (24) we multiply e−βψα(z,t) and take integral over all z, we obtain
equation (20).
D. Proof of equation (10)
Since ψII(z, 0) = A0 for all z, we have the following from equation (43)
〈ψI(z, 0)〉z = A0 + 〈Eact(z)〉p0(z) . (29)
Noting 〈Eact(z)〉p0(z) < 0 and −∆ 〈ψI〉z ≥ 0, we have the following:
A0 > 〈ψI(z, 0)〉z ≥ 〈ψI(z, τk)〉z ≥ 〈ΨI(χj, τk)〉j , (30)
where the last inequality holds from equation (39).
E. Proof of equation (11)
When we consider time-reversed conjugate, we set the corresponding initial probability
distribution to p(z, τ). Here we note that τ is not fixed so that τ ∈ τk. Now, using
p(l) = p(l|l0)p(l0, τ0), equations (21), (23), and (24), we have the following:
p(l)
p′(l′)
= eβ(Qb+∆Eα−∆ψα) = eβ(Wα′−∆ψα)
p(l)e−βWα′ = p′(l′)e−β∆ψα , (31)
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where ∆Eα = Eα(lτ ) − Eα(l0), and ∆ψα = ψ(lτ , τ) − Aα. Let Λχj be all paths to χj at
τk. Dividing both sides of equation (31) by p(χj, τk)δτk and taking integral over all paths in
Λχj , we have
〈
e−βWα′
〉
χj ,τk
=
1
δτk
∫
l′∈Λχj
e−β∆ψαp′(l′)/p(χj, τk)dl′
=
eβAα
δτk
∫
l′0∈χj ,τ∈τk
e−βψα(l
′
0,τ)p′(l′0, τ |χj, τk)dl′0dτ,
= eβAαe−βΨα(χj ,τk).
To obtain the second last line from the first, we considered discrete approximation for each
path l′ ≈ (l′0, l′1, · · · , l′τ−1, l′τ ) and took integral over all dl′τdl′τ−1, · · · , dl′1 so that p′(l′) =
p′(l′0, τ). The last line holds from the definition of Ψα(χj, τk). Taking logarithm on both
sides, and considering the case α = pass, we obtain equation (11).
F. Proof of equations (14), (15), and an inequality on
〈
Wact
〉
Dividing equation (18) by equation (16) we have
ΨII(χj, τk)−ΨI(χj, τk) = −G(χj) +Gpass(χj) = −Eact(χj), (32)
where the last equality holds from the following:
e−βG(χj)
e−βGpass(χj)
=
∫
χj
e−βE(z)dz∫
χj
e−βEpass(z)dz
=
∫
χj
p0χj(z)e
−βEact(z)dz := e−βEact(χj), (33)
where p0χj = p0(z)/p0(χj) and := denotes ‘is defined by’, which proves equation (14). Equa-
tion (15) can be obtained by taking averages of equation (14) with respect to p(χj, τ
′) and
p(χj, τ), and calculating the difference of them.
Now we prove 〈Wact〉 ≥
〈
Wact
〉
for τ ′ = τ∞ and τ = τ0. Applying Jensen’s inequality to
the last equality of equation (33), and taking average with respect to p0(χj) result in
〈Eact(z)〉p0(z) ≥ 〈Eact(χj)〉p0(χj) . (34)
Next we calculate the reciprocal of equation (33) to have
〈
eβEact(z)
〉
p1χj
= eβEact(χj), (35)
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where the average is taken with respect to p1(z)/p1(χj), from which we have
〈−Eact(z)〉p1(z) ≥ 〈−Eact(χj)〉p1(χj) . (36)
Combining equations (34) and (36) we have
〈Wact〉 = 〈−Eact(z)〉p1(z) + 〈Eact(z)〉p0(z) (37)
≥ 〈−Eact(χj)〉p1(χj) + 〈Eact(χj)〉p0(χj) =
〈
Wact
〉
.
G. Relation between different scales
The relation that holds between non-equilibrium free energy and equilibrium free energy
[20–24] can be generalized to the relation between ψ(z, t) and Ψ(χj, τk). Firstly, we have
the following:
〈ψ(z, t)〉z∈χj ,t∈τk = Ψ(χj, τk) +D(pχj(z, τk) ‖ peqχj(z)), (38)
where pχj(z, τk) = p(z, τk)/p(χj, τk) for z ∈ χj, and peqχj(z) is the local equilibrium distribu-
tion within χj, which is e
−βE(z)/e−βG(χj) for view I and e−βEpass(z)/e−βGpass(χj) for view II.
Taking average of equation (38) with respect to p(χj, τk) we have the following
〈ψ(z, τk)〉z = 〈Ψ(χj, τk)〉j +D(p(z, τk) ‖ peqloc(z, τk)), (39)
where peqloc(z, τk) is obtained from p
eq
χj
(z) multiplied by p(χj, τk), and 〈·〉 with subscripts z
and j denote averages with respect to p(z, τk) and p(χj, τk), respectively. Secondly, using
equation (39) and the fact 〈Wact〉 −∆ 〈ψII〉z = ∆ 〈ψI〉z (see the next subsection), we obtain
the following
〈Wact〉 −∆ 〈ΨII〉j = −∆ 〈ΨI(z, t)〉z + ∆I, (40)
where ∆I is the difference of D(p(z, ·) ‖ peqloc(z, ·)) during the period concerned. Here the
local equilibrium is with respect to view II. Thus, some of applied work increases 〈ΨII〉j, some
dissipate, resulting in irreversible entropy production −∆ 〈ΨI(z, t)〉z, and the rest develops
local details away from local equilibrium D(p(z, ·) ‖ peqloc(z, ·)).
H. Proof of equations (38), (39), and (40)
Since we have p(z, τk) = e
−βE(z)/e−βψI(z,τk) and p(χj, τk) = e−βG(χj)/e−βΨI(χj ,τk), we obtain
pχj(z, τk) =
e−βE(z)
e−βG(χj)
e−βΨI(χj ,τk)
e−βψI(z,τk)
. (41)
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If local equilibrium holds, ψI(z, τk) = ΨI(χj, τk) for all z ∈ χj. Thus we have
peqχj(z) =
e−βE(z)
e−βG(χj)
. (42)
Using equations (41) and (42), we calculate ln pχj(z, τk)/p
eq
χj
(z), and take average with respect
to pχj(z, τk) over z ∈ χj to obtain equation (38). Noting that there is a common factor
p(χj, τk) in both pχj(z, τk) and p
eq
χj
(z), we can obtain equation (39) by taking average of
equation (38) with respect to p(χj, τk) over all j.
Since we have p(z, t) = e−βE(z)/e−βψI(z,t) and p(z, t) = e−βEpass(z)/e−βψII(z,t), we obtain
Eact(z) = ψI(z, t)− ψII(z, t). (43)
Noting Wact = −∆Eact during the period concerned, we calculate 〈Wact〉 over all paths from
say τ to τ ′ to obtain the following:
〈Wact〉 −∆ 〈ψII〉z = −∆ 〈ψI〉z . (44)
Since there is no external perturbation (Wext = 0), we have −∆ 〈ψI〉 ≥ 0 [13], which forms
the irreversible entropy production. Now we use equation (39) to rewrite the left-hand side
of equation (44), resulting in
〈Wact〉 − (∆ 〈ΨII〉j + ∆I) = −∆ 〈ψI〉z , (45)
where ∆I is the difference of D(p(z, ·) ‖ peqloc(z, ·)) during the period concerned, and the local
equilibrium is with respect to view II. Rearranging equation (45) we obtain equation (40).
Finally, we remark that we have the following from equation (39) using the positivity of
the Kullback-Leibler divergence:
−∆ 〈ΨI〉j −D(τ ′) ≤ −∆ 〈ψI〉z ≤ −∆ 〈ΨI〉j +D(τ) (46)
for τ ′ > τ , where D(τ) = D(p(z, τ) ‖ peqloc(z, τ)) with local equilibrium with respect to view
I. Therefore −∆ 〈ΨI〉j forms the lower bound of the irreversible entropy production −∆ 〈ψI〉z
provided D(τ ′) = 0, which holds, for example, τ ′ = τ∞.
VI. SIMULATION DETAILS
The initial distribution p0 is set to the uniform distribution, and at time τ0, we activated
Eact(z) which is a bistable potential that has been used in [13] (we have shifted it to make
16
〈Eact〉p0 < 0). We solved numerically the overdamped Langevin equation:
ζz˙ = −∇Eact(z, t) + ξ,
where thermal fluctuation ξ satisfies the fluctuation-dissipation relation 〈ξ(t)ξ(t′)〉 =
2kBTζδ(t − t′), and ζ = 1. The one dimensional domain is partitioned into 20 bins to
form {χj|j = 1, · · · , 20}, and counted the number of particles for each bin at each time to
obtain the average free energy. After integrating over 4000 steps using 0.01 discretization
interval, we deactivated Eact(z) to simulate the reverse process.
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