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Introducción. 
El estudio de la fractura de materiales tiene, desde el punto de vista tecnológico, una 
innegable utilidad, sin embargo, todavía estamos lejos de comprender de una manera sencilla 
porqué y cómo un determinado material, bajo acciones externas, pierde su cohesión y se 
rompe. Se sabe que el número de factores que entran en juego puede ser muy grande, y que 
una variación en uno de ellos puede variar el comportamiento del sistema: temperatura, 
humedad, elementos químicos que atacan el material, cristalografia del sistema y defectos 
en la misma ... 
Por otro lado, y desde principios de los años 80, han aparecido multitud de modelo8 
teóricas simples de crecimiento que pretenden estudiar, de una manera unificada, diversos 
fenómenos morfológicos que aparecen en la Naturaleza, como rayos, dendritas, copos de 
nieve, coliflores, nubes y arrecifes de coral. Cada uno de ellos caracterizado por una medida 
de su complejidad o forma en que aparecen las ramificaciones en su estructura. 
Este último campo de trabajo es lo que se conoce genéricamente con el nombre de 
fractales. En principio, a primera vista, pareciera que los elementos que se tratan y se 
analizan tuvieran más que ver con el mundo artístico y el diseño de formas que con el 
estudio de la Naturaleza. Un juego que pasa por explorar el Universo de Mandelbrot 
(divulgador y propulsor del "paradigma fractalirno'), en el que, cada vez que se reduce 
la escala y se mira más en detalle, se descubren formas nuevas, junto con reproducciones 
exactas de zonas encontradas anteriormente en escalas mayores IDew85). Cuatro conceptas 
pseud*matemáticosl que permiten generar costas, paises, montañas e incluso planetas con 
apariencia asombrosa de realidad. Figuras ramificadas, que coloreadas con un poco de ima- 
ginación, podrían aparecer en una exposición de art-deco. Y estudios sobre la distribución 
de galaxias o de lca capilares sanguíneos en la retina del ojo humano; todo (o al menos casi 
todo) en la Naturaleza parece admitir el apellido fractal. 
Es la sencillez del concepto de fractal y la aplicabilidad a las formas que se estudian lo 
que hace de esta, más que teoría, fenomenología, una herramienta de gran utilidad a la hora 
de comparar las predicciones teóricas con la realidad. No se tratará por tanto, por lo menos 
en este trabajo, de deducir el porqué de este comportamiento fractal, sino de desarrollar 
(principalmente en los capítulos 3 y 4) determinados modelos estadkticca en los cuales un 
posible análisis de los resultados es via el concepto de fractalidad. 
Otro tema que ha atraido recientemente la atención en el campo de la Física Estadistica 
es el de procesos que evolucionan de forma natural a un estado crítico (procesos a u t e  
organizados). En este estado crítico se observa que se producen reorganizaciones del sistema 
'Pseudo, debido a que no poseen rigor ni iormalismo matembtico. Los matemdticos estudian los fractales 
desde un punto de vista máa formal y menos aplicado. 
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o avalanchas en todas las escalas de magnitud. Estas avalanchas son tanto espaciales como 
temporales, y permiten relacionar el que la distribución espacial sea fractal, con el que la 
distribución temporal sea de tipo ruido l/ f O .  'Este tipo de procesos temporales también 
está presente en la Naturaleza, y se ha detectado en multitud de fenómenos de transporte 
como en resistencias, en la luminosidad de estrellas, en los cambios en el cauce del rio Nilo, 
en el ritmo de paso de vehículos por una autopista, e incluso en el tipo de música que resulta 
m& agradable al oido humano. Todos estos fenómenos corresponden al caso de ruido l/ f 
o ruido parpadeante (flicker noise). Otros casos de ruido con apellido son el ruido blanco 
(white noise) o ruido l/ f O, y el ruido marron (brown noise) o ruido l/ f z  . 
La estructura de esta memoria es la siguiente: En el capítulo 1 se darán algunas nociones 
básicas y conceptos que se utilizarán más adelante en el desarrollo de los distintos temas que 
se tratan. El capítulo 2 está dedicado a la percolación elástica como primera aproximación 
para llevar a cabo el estudio de la fractura de materiales, y en el capítulo 3 se estudiarán 
distintos modelos estadísticos de propagación de la fractura, haciendo especial hincapié en el 
modelo de Fractura Mecánica (Mechanical Breakdown, MB), y en sus posibles variantes que 
puedan mejorarlo para reproducir situaciones reales. El capitulo 4 es el trabajo más reciente 
de los que aquí se exponen y trata sobre la aut+organización en fenómenos de crecimiento, 
incluyendo una introducción al tema. Por último se han añadido varios apéndices que se 
dedican a cuestiones que no están directamente relacionad& con el objetivo de este trabajo, 
pero que su consulta puede ser útil. 
Generalidades 
i 
En este capítulo se estudian de manera sencilla ciertos conceptos que serán necesarios m& 
adelante como base al trabajo que se desarrolle. Sin embargo, no pueden considerarse 
estas notas como revisión exahustiva a los distintos temas. He procurado por ello que la 
bibliografía en este capítulo sea escasa y dirigida sobre todo a distintos artículos y libros 
que hacen revisiones o tratados sobre estos temas. 
I 1.1 Teoría de la elasticidad en dos dimensiones. 
La teoría de la elasticidad, trata, según la definición de [LL70], de la mecánica de los cuerpos 
sólidos, considerados como medios contínuos. Bajo la ación de fuerzas externas dichos 
medios cambian su forma y su volumen, cambiando la posición espacial de la mayoria de sus 
puntos. Un punto de coordenadas x, depués de la deformación, pasa a tener por coordenadas 
x', estando dicha deformación caracterizada por el vector u = x - x', donde tanto u como x' 
dependen de las coordenadas de x, zi,i = 1,2 '. Generalmente loa problemas que se tratan 
inducen pequeñas deformaciones en el material, por lo que se pueden tratar linealmente: 
du = cdx, donde E . .  - 
El tensor simétrico r se denomina tensor de deformaciones del material, y tiene dos inva- 
riantes (cantidades que no dependen del sistema de coordenadas elegido para representarlo): 
Tr(c) = EL, cii y Tr(ca) = E,?,.=l E& Tr(c) representa la variación de superficie depués 
de aplicar la deformación: S' = S(1 + Tr(c)). Si Tr(c) = O, al aplicar la deformación, la 
superficie del cuerpo en cuestión no cabia, solamente su forma. Esta deformación se de- 
nomina cizalla. El casn opuesto es que el material experimente una deformación sin cambio 
de forma, pero cambiando su superficie (compresión); entonces el tensor de deformaciones 
viene dado por c = constante x 1, donde 1 es el tenaor identidad Iij = 6,. 
Para determinar el estado del sistema, y derivar las ecuaciones de equilibrio es necesario 
conocer la energia libre del sistema, F, en función de c. La expresión se obtiene usando el 
'La borla de la elasticidad se duarrolla en la mayorla de loa tratados p a a  materiales tridimeniionales, 
reduciendo !uego Inca dimanai6n para obtener el caso plano. Aqul. para simplificar ha scuacionea y las 
deducciones, la tratar5 de deamoliar duectamente el caw plano, remitiendola en algunas deducciones en 
las que la elasticidsd tridimenaional en necesaria, a la bibliografla 
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compresión cizalla 
Figura 1.1: Deformaciones de compresión y cizaila en un cuadrado. 
hecho de que la deformación es pequeña y por tanto F se puede expresar como suma de 
potencias de los invariantes de 6: 
Esta es la expresión general para la energía libre de un cuerpo isótropo deformado. En ella 
no aparece el término lineal en T r ( c )  debido a que la energía Libre no depende del signo de 
la deformación. Los parámetros X y p son los coeficientes Lamé característicos del material. 
Atendiendo a las dos posibles deformaciones independientes que pueden existir, compresión 
y cizalla, F se puede expresar como suma de dos contribuciones independientes: 
Donde IC = X+p es el módulo de compresibilidad y p es el módulo de cizalla. En esta última 
ecuación loa aubíndices de c son las coordenadas convencionales z e y en dos dimensiones, 
notación que ae mantendrá en lo siguiente. 
Las fuerzas de reacción del sistema frente a las deformaciones externas se denomina 
tensor de esfuerzos del material, y se obtiene mediante la relación termodinámica 
de donde las componentes de o, que a su vez es un tenaor simétrico por ser simétrico el 
tensor de desplazamientos, se pueden poner en función de las componentes de c de la forma2: 
u=. = ( A  + 2p)~. .  + X E ~ , , ,  
'a,, = c.., por tanto aparece dos vecai en F ,  mientras que para deriw u.. 8-510 hay que tener en cuenta 
una de ellaa. 
1.1, Teorfa d e  la elasticidad e n  dos dimensiones. 5 
'Jzy = 2P~zy, 
u,, = AE.. + ( A  + 2/1)eyy 
Es conveniente introducir ahora dos nuevas constantes elásticas, que son dependientes 
de las anteriores, pero que, en ciertos problemas, dan una descripción más sencilla de las 
características del material. Si se aplica al material una dilatación uniaxial: u., = T, 
u., = O,  u,, = O,  se define el cocciente de Poisson como 7 = -u.,/u,,, y  el módulo de 
Young E = T/u,,. La relación entre estos nuevos parámetros y  los módulos anteriores es: 
y  la relación inversa: 
E y s =  E 
= 2(1+ 7 )  2(1 - 7 ) '  
Una vez conocidas las caracter~sticas del material, se quieren conocer las ecuaciones de 
equilibrio, que, dadas unas deformaciones o unas fuerzas actuando sobre el mismo, permitan 
conocer lm esfuerzos y  los desplazamientos en cada uno de sus puntos. En el equilibno[LL70] 
E, ¿3uv/azj = O, de donde las ecuaciones de equilibrio se pueden expresar como: ' 
donde V es el vector gradiente V= (a,,a,). 
Eiasticidaa rie Cosserai. 
Se puede hacer una descripción de la elasticidad de forma que aparezcan rotaciones locales 
del sistema: 
du = ndx, donde fl.. - 1 a<4. - 2 
- 2 ( azj  ") 
En este caso el sistema responde, no sólo a las fuerzas aplicadas, sino también a loa momentos 
[Now86]. Aparecerían también nuevas constantes elásticas relacionando los momentos con 
las rotaciones y  con lm desplazamientos, hasta tener un total de 6 constantes elásticas 
para el caso isótropo. En lo sucesivo se supondrá siempre que las rotaciones locales no son 
importantes, y  por tanto no se adoptará esta formulación. La elasticidad d e  Cosserat se 
aplica a materiales con una longitud de eseala característica, materiales magnéticos, cristales 
líquidos, etc. 
l .  Solución al problema de un anillo circular. 
Un problema sencillo de resolver y  que, como se verá más adelante, puede dar bastante 
intuición sobre problemas máa complicados, es el de un anillo circular de radioa Ri y Re, 
en el que su parte externa se encuentra sometida a deformaciones o fuerzas constantes, y  
sobre su parte interna no actúa ninguna fuerza. 
Por la simetría del problema, el sistema de coordenadas más adecuado para tratarlo es 
el de coordenadas polares S r y  B. Para resolver Iaa ecuaciones de equilibrio existen varim 
'Los distint~w parámetm y relacionqentre cooganadaa se dan en al ap(ndice B. 
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Figura 1.2: Anillo circular considerado en el texto. 
métodos: series de potencias, integrales de Cauchy[Mus53], o, para problemas más sencillos, 
como es nuestro c m ,  simplemente probar con un ansatz de la forma: 
que tiene cuatro soluciones para la ecuación 1.8: 
Donde si se hubiera escogido 
U, = arnsen(mO), 
u0 = brncos(mO), 
las soluciones hubieran sido las mismas pero cambiando a por -a. 
Una vez que se tienen las soluciones para los desplazamientos en forma general, hay 
que aplicar las condicionw de contorno. Se estudian dos c m ,  ambos para compresión 
poniendo m = O en la ecuaci6n 1.10. Estos c m  dependen de la condición de contorno 
en R. (fuerzas o desplazamientos constantes). La condición de contorno en R, es siempre 
~r , (R i )  = o. 
Para una deformación de cizalla, se puede encontrar una solución para los desplaza- 
mientoa u, y ue con m = 2 imponiendo la expresión 1.15, sin embargo, las expresiones son 
'bastante más complicadas y largas. 
l . .  Elasticidad bidimensional en sistemas anis6tropos. 
Hasta aquí se han tratado medios elásticos isótropos, que se describen con s610 dos con- 
stantes elásticas; sin embargo, los materiales que se encuentran en la Naturaleza no todos 
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Compresión uniforme Desplazamientos uniformes 
o,,(R.) = a C.C. en el borde u,(&) = a& 
Tabla 1.1: Resultados de compresión para un anillo elástico. 
tienen todas las simetrías. Una deformación cualquiera, en principio, puede inducir respues- 
tas del material (tensiones) en todas las direcciones, y viceversa, una fuerza externa puede. 
deformar el material de forma no simétrica. Esto se expresa diciendo que oij = CU Cijucu, 
donde i ,  j, k y 1 pueden tomar los valores z 6 y. Estas constantes eikticas convencionai- 
mente se escriben en notaciónde Voigt usando subíndices enteros: z z  = 1, yy E 2 y zy E 3 
La energía libre más general que se puede escribir en dos dimensiones en función de todas 
las posibles constantes elásticas, es: 
donde usando las simetrjas del problema particular se puede reducir el número de constantes 
elásticas(LL70]. Por ejemplo, para el caso anisótropo en que la dirección z no es equivalente 
a la y, pero hay una invariancia de rotación de 180°, al hacer el cambio z -r -z ó y + -y, 
entonces e,# + -ezy Imponiendo la invariancia (la energia elástica no puede depender 
del cambio de signo), se obtiene que Cls = Czs = O. E n  el caso de que se tengan todas 
las posibles simetrías, se reduce al caso isótropo, obteniéndose de nuevo loa coeficientes de 
LamB: 
Ci, = A, Cu = p y Gil = Czz = X + 2p. (1.17) 
De esta forma, dado un cristal regular, se pueden usar sus simetrías para deducir el 
número de constantes elásticas que le caracterizan. 
1.1.3 Vibraciones armónicas y modos normales. 
Tambi6n, conociendo las propiedades elásticas de un material cristalino (sus constantes 
elásticas), se pueden deducir sus modos normales de vibración, la relación de dispeniión de 
dichos modos, velocidad del sonido en el material, etc.[LL7O,AM81] 
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Las ecuaciones del movimiento son: 
donde p es la densidad del material por unidad de superficie y 6 indica la derivada temporal 
dos veces del desplazamiento u¡. En estas ecuaciones se toman como solución prueba ondas 
planas de la forma u = ukei(kR-w') (la solución final es combinación lineal de todas las 
soluciones expresadas en forma de ondas planas). Entonces las ecuaciones del movimiento 
se reducen a resolver 
Crik: + 2Cisktk, + Csski - pw2 Cisk: + (Cit + Css)krkU + Cz8kZ 
Cisk: + (Ciz  + Css)kzku + Czsk: Cssk: + 2Cz~k.k~ + C Z Z ~ ~  - p I ) ( ) = ( : )  
(1.19) 
de donde de pueden obtener la relación de dispersión, w(k), y la velocidad del sonido 
u = aw(k)/ak. 
1.2 Percolación. 
El problema matemático de la percolación es sencillo de definir. Sea una serie de elementos 
regularmente dispuestos en el espacio, en el plano, o en general en cualquier d i e S i ó n .  
Cada uno de estos elementos está p r k n t e  con probabilidad p, y ausente con probabilidad 
1 - p. Para p = 1 el sistema está completo y se puede recorrer pasando de un elemento a 
otro, mientras que para p = O el sistema esta vacío. Entre medias hay algunos valores de p 
para los cuales se puede ir, elemento a elemento, visitando todo el sistema, y otros en los 
que la zona del sistema que se puede alcanzar partiendo de un punto es limitada. Entonces 
se dice que hay una probabilidad crítica p, a partir de la cual ya el sistema no se encuentra 
totalmente conectado y sus elementos forman cluster8 o islas de distintos tamaños. 
Este simple planteamiento se aplica en Física y en Estadística para estudiar proble- 
mas tales como: flujo de fluidos en medios porosos (permeabilidad de filtros), variación 
de la conductividad en una peiícula delgada producida por evaporación de un metal y de 
un compuesto cerámica, mantenimiento de redes de comunicaciones (teléfonos, carreteras, 
ferrocarriles, . . . ), transición ferromagnetiam*paramagnetismo en aleaciones, transición 
conductor-aislante en semiconductores dopados, propagación de incendios y epidemias (en 
bosques, en cultivos, en poblaciones, . . . ), propagación de noticias y rumores, formación de 
geles polim6ricos, transición de estados localizados a no localizados en siatemas desordena- 
dos: localización de Anderson, flujo de nutrientes a través de conducciones en organismos 
vivos, etc. 
Ee por esta gran cantidad de temas a los que se puede aplicar que hay cientos de articulos 
y publicaciones que se refieren directamente a la percolación. Como primera introducción 
al tema, incluso con conocimentm minixnos de Física, es recomendable el libro de Efrm 
[Efr87], y, como roducción más avanzada y con una completa bibliografía, el de Stauffer 
[Sta85]. . 
1.2.1 Percolación y conductividad. 
Dentro de los problemas ííícoa a los que se aplica la percolación son los relacionados con el 
transporte de alguna maginitud los que tienen mayor interés por sus posibles aplicaciones 
prácticas. Por ello plantearemos como modelo el problema de la conductividad, cuyas 
propiedades y parárnetros se pueden aplicar mediante analogías para el estudio de otros 
problemas. 
Probabilidad crítica. 
El problema consiste en una red en la que los puntos se unen por resistencias eléctricas 
y se aplica una diferencia de potencial (una pila) entre los extremw de dicha red. Al ir 
eliminando resistencias, la intensidad total que pasa por el circuito va disminuyendo hasta 
que Uega un punto en el cual la corriente no puede pasar de un extremo a otro de la red 
porque ésta se encuentra desconectada. La relación entre el número de resistencias que 
quedan en ese momento y las que había con la red completa se denomina probabilidad 
critica p, y depende del tipo de red que se trate. Para dimensión 1 el problema es trivial, 
ya que basta con quitar una sola resistencia para que no pase corriente (p,=l). 
También esta p, depende de si los elementos que se quitan son resistencias (enlaces) o 
nodos (quitar un nodo equivale a quitar todas las resistencias que confluyen en ese nodo). 
Red Dimensión p, (nodos) p, (enlaces) 
Kanom6 2 0.6527 0.435 
" 
Hexagonal 2 0.6962 0.6527 
Cuadrada 2 0.59275 0.5 
Triangular 2 0.5 0.34729 
Diamante 3 0.428 0.388 
Cúbica simple 3 0.3117 0.2492 
b. c. c. 3 0.245 0.1785 
f. c. c. 3 0.198 O. 119 
h. c. p. 3 0.204, 0.124 
Tabla 1.2: Probabilidades críticas para distintas redes. 
Magnitudes y exponentes críticos. 
Además de la conductividad eléctrica u (intensidad / potencial entre extremos), se pueden 
definir otras magnitudes que tarnbi6n cambian su valor al Uegar la transición: 
Probabilidad de percolación P(p): probabilidad de que un elemento del sistema per- 
tenezca al cluster infinito. (Para p < p, P(p)=O). 
Longitud de correlación ( (p ) :  distancia media entre dos elementos cualesquiera del 
mismo cluster. (Se.hace oo justo en la transición). 
Tamaño medio de los clustera finitos N(p): es el número medio de elementos a los que 
se puede acceder desde uno dado. (Es w para p > p,). 
Cada una de las magnitides se caracterizan por su comportamiento cerca de la transición, 
definiéndose para cada una un exponente con el que cambian suavemente su valor. 
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Valor del exponente 
Magnitud Comportamiento 2D 3D 
o (P - P.)' 1.3 2.0 
Tabla 1.3: Distintos exponentes críticos para la percolación. 
Los exponentes en las transiciones de fase de segundo orden definen su universalidad. 
Si en dos problemas distintos, al acercarse la transición, dos magnitudes tienen el mismo 
exponente crítico se dice que pertenecen a la misma universalidad. Esto sucede en la 
percolación, donde los exponentes de la tabla 1.3 son independientes del tipo de red que se 
trate y de si la percolación es de nodos o de enlaces, tan solo varían con la dimensión del 
sistema. 
Esqueleto (backbone). 
Cuando se produce el proceso de ir quitando resistencias de la malla, la intensidad que 
pasa por cada una de las que quedan no es la misma en todas ellas. Hay algunas que 
contribuyen más que otras a que la corriente pase a través del sistema. De hecho hay 
algunas por las cuales no pasa ninguna corriente. La estructura que queda después de quitar 
estas resistencias inútiles para la corriente es lo que se denomina esqueleto o backbone que 
mantiene la estructura. Justo en la transición el backbone tiene estructura en todas las 
escalas de magnitud y por tanto es un fractal (ver más abajo). 
Un problema análogo (dual) al de la conductividad es el de la superpercolación o super- 
conductividad en el cual en vez de quitar las resistencias lo que se hace es unir los nodos o 
poner un elemento superconductor entre ellos. El comportamiento de la conductividad es 
ahora: 
U(P) - (PC - P)-*r (1.20) - 
donde el sistema es superconductor para p < p,. Para dimensión 2 s = t, mientras que para 
dimensión 3 8 =0.75 [HDV84]. 
1.3 Fractales en Fisica. 
En la introducción comenté ya algunos puntos y problemas que se estudian desde el punto 
de vista de los fractales. Utilizar6 esta sección para ahondar un poco más en el concepto 
de fractal y sus distintas variaptes, procurando exponer algunos métodos sencillos de cómo 
generar fractales y de cómo medir la dimensión fractal. Sobre este tema han ido apareciendo 
distintos Libros [Man82,JB87,Fed88,Wic89] y multitud de proceedings, de entre los cuales 
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I uno de los más recientes es [AFBS]. Por esto no pretendo ser exhaustivo, ya que el campo ha llegado a hacerse bastante amplio, y simplemente trataré de recoger la filosofía general, dejando otros puntos más especializados para el capítulo 3, que tiene más relación con el 
1 tema. 
1.3.1 Auto-s imi l i tud  y auto-af in idad .  
Uno de los ejemploa más típicos para explicar en qué consiste un íractal es el de la medida de 
la distancia entre dos puntos de una costa. Sea una costa, el borde de un lago, una frontera 
sinuosa entre dos paises o un rio; y se quiere medir la distancia, a lo largo de nuestro 
elemento geográfico, entre dos puntos del mismo. Para hacerlo tomemos en principio una 
unidad de medida cualquiera, por ejemplo una regla de lkm.. A continuación volvamos 
a repetir la medición con una regla más pequeña (100 m.). El resultado será una medida 
mayor que la realizada en primer lugar, ya que existen irregularidades (cabos, golfos, etc.) 
que la regla grande no puede detectar y se las salta. Si existieran irregularidades a todas las 
escalas, la longitud total medida crecería conforme se disminuye la regla, y llegaríamos a la 
conclusión de que la distancia entre dos puntos a través de la costa es infinita. Este hecho 
se puede reinterpretar diciendo que existe una relación entre nuestra regla r y la longitud 
medida por la misma I(r), de h rma  que l(r) oc rD.  Si D -1 la costa es casi una línea recta. 
D (la dimensión fractal o dimensión de Hausdorñ) es por tanto una caracteristica de cuánto 
irregular es el objeto que se está midiendo. 
Figura 1.3: Generación de la alfombra de Sierpinski (Sierpinski Gasket). 
El ejemplo anterior muestra cómo loa fractales aparecen de manera expontánea en la 
I Naturaleza. Para imitarla se pueden crear fractales de forma matemática mediante la 
utilización de modelos recursivos, repitiendo estructuras en ciertos patrones en los cuales 
cada paso de la generación del fractal es similar al anterior. La figura 1.3 muestra uno 
12 Generalidades 
de dichos modelos. En cada paso el número de lados de triángulos4 se multiplica por 3 
mientras que el lado del triángulo mayor se multiplica por 2, de donde la dimensión fractal 
es D =ln3/ln2=1.58. Este tipo de comportamiento, parecido al del párrafo anterior al 
hablar de las costas, se denomina auto-similitud, ya que una generación es similar en el 
aspecto a las demás y a partes más pequeñas dentro de su misma estructura. Además hay 
un solo parámetro D que los relaciona. 
En la muchos casos se pueden aplicar las hipótesis de auto-similitud, intentando describir 
el sistema midiendo sus dimensiones y el número de objetos cuya posible distribución fractal 
Figura 1.4: Generación de un fractal auto-afín. 
nos interesa, y obteniendo una dimensión. Sin embargo las-cosas no son siempre tan senci- 
llas. En la figura 1.4 se da un ejemplo de construcción matemática claramente anisótropo 
en el cual cada dirección juega un papel distinto y el análisis expuesto anteriormente carece 
de sentido. En cada paso de la generación la masa (longitud de rectas, número de puntos) se 
multiplica por 7 y la dimensión se multiplica por 5 en el eje horizontal ( D ,  =ln7/ln5=1.21) y 
por 3 en el vertical (Dy =In7/ln3=1.77). Ahora la masa escala como rn(l,,I,) = AI? +BI? 
y el sistema se dice que tiene estructura auto-añn. 
1.3.2 Fenómenos de crecimiento. 
Un problema de gran interéa en física, no solo a nivel teórico, sino que también tiene 
importantes aplicaciones tecnológicas, es el de formación y crecimiento de materiales a partir 
de sus constituyentes [LanSO]. En este proceso de crecimiento se producen inestabilidades 
que pueden alterar la estructura final del material tomando formas variadas. Esto es simi- 
lar a lo que ocurre en las llamadas células de Hele-Shaw, compuestas por dos superficies 
separadas una pequeña distancia y entre en las cuales un fluido viscoso es desplazado por 
otro de menor viscosidad (aceite por agua) [BKLa86]. Se observa entonces que se producen 
ramiücaciones en el desplazamiento del fluido de forma dendrítica. 
Dlfission-LMted-Aggregatlon (DLA). 
Dentro del campo de la üsica uno de los primeros modelos con éxito que logró describir 
fenómenos fractales del tipo de loa que ocurren en la Naturaleza fué el de Agregación 
Limitada por Difusión [WS81,WS83] (Difhiasion-Limited-Aggregation, DLA). Este modelo, 
en su variante más sencilla, consiste en difundir particulas en forma de camino libre aleatorio 
'Cualquier otra medida de la densidad como número de triángulos o de intersecciones de b e =  daría el 
mismo resultado. 
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(random walk6) en una determinada red. Cuando una particula llega a las proximidades de 
una semilla (es decir, una posición en la red que es primer vecino de una posición ocupada 
por otra se para quedando asociada al agregado. Si por el contrario la particula 
en su recorrido aleatorio se aleja del agregado, ésta se suprime, lanzando otra nueva partícula 
y repitiendo el procedimiento. El resultado es una estructura bastante ramificada parecida 
a la de la figura 1.5, en la cual se pueden observar ramas y agujeros grandes y pequeños, en 
todos los órdenes de magnitud, lo cual hace que la estructura, como se verá máa adelante, 
pueda considerarse fractal. 
Dielectric Breakdown (DB). 
Figura 1.5: Fractal generado por el mhtodo de DB. 
El modelo anterior ea equivalente al modelo de Rotura Dieléctrica (Dielectric Breakdown, 
DB) [NPW84], en el cual el recorrido Libre aleatorio se sustituye por un potencial eléctrico. 
En el modelo DLA, la propagación aleatoria de las particulas tiene la forma de una ecuación 
de difusión DV1u = aulat, donde u es la probabilidad de que la partfcula se encuentre 
en el punto x en el paso k, y D es la constante de difusión. Si se considera que se lanzan 
partículas de forma suficientemente lenta, la ecuación se convierte en la ecuación de Laplace. 
'En cada punto de La red la partlcuh elige entre loa primeros vecinos de asa punto, dirigidndose en ,el 
PMO siguiente a uno de elios con probabilidad 112, siendo z la coordinacibn de la red 
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Siguiendo la analogía el campo de probabilidades se reemplaza por un potencial eléctrico, 
con lo cual queda la ecuación de equilibrio de un campo eléctrico en ausencia de cargas 
externas V2b = O. Las condiciones de contorno se obtienen también del modelo DLA 
imponiendo potencial nulo en el agregado (las partículas no pasan al agregado por lo que 
la probabilidad allí es cero), y constante a una cierta distancia del mismo. 
La agregación de una nueva partícula a la estructura se produce de forma aleatoria y 
con probabilidad proporcional al campo eléctrico E = -V+ en la frontera del agregado 
p; = IEil/ C. /E;/. El resultado se muestra en la figura 1.5 y contiene 4010 partículas. El 
círculo exterior tiene de radio 100 en unidades de la distancia entre primeros vecinos de la 
red, y es allí donde se aplica el potencial constante. 
El resolver la ecuación de Laplace resulta mucho más costoso en tiempo de ordenador 
que el difundir partículas de forma aleatoria; sin embargo, el modelo DB resulta mucho más 
versátil para estudiar problemas relacionados. Uno de ellos es el que surge al considerar 
pi de la forma p; = lE,l"/Ci IEil'J el cual permite variar la estructura resultante desde 
agregados muy compactos (q =O) a muy ramificados y casi lineales (q grande). 
Resultados idénticos a los obtenidos mediante DLA y DB se pueden obtener de forma 
experimental mediante el crecimiento de cristales a partir de partículas y geles poliméricos 
en suspensión, o mediante deposición electrolítica. 
Medidas d e  la dimensión fractal. 
El cuantificar la dimensión iractal de un determinado sistema puede resultar un problema 
complicado y para hacerlo hay gran variedad de métodoa [DQR*89]. Sin embargo, para 
muchos propósitos prácticos es suficiente un análisis sencillo basado en suponer que el 
sistema, por lo menos en alguna escala, se comporta de forma auto-similar (o auto-afín 
dependiendo del problema). Esto implica que M(R) a RD, donde nos interesa conocer 
D. En la figura 1.6 se muestra la obtención de D por dos formas distintas de considerar 
R. La más corriente en la literatura consiste en, para cada nueva partícula que se adhiere 
al agregado, determinar el radio de giro definido como Rj = ( l /M)C?,  R:. El origen 
de coordenadas se puede poner en el punto en donde se comenzó el crecimiento o bien 
calcular el centro de masas del sistema; esto no tiene gran influencia en los resultados. El 
comportamiento cuando el agregado es pequeño se puede observar que es bastante errático, 
tendiendo a una línea recta según se produce el crecimiento (la pendiente de la figura es 
D =1.72 para R,). Otra forma de llegar a un resultado parecido consiste en ver cuántas 
partículas se encuentran dentro de distintos círculos de radios R. una vez el crecimiento ha 
llegado a su h. El comportamien& es el opuesto que para %, ya que para R. grande el 
agregado no está completo, hay zonas que se llenarían en un crecimiento posterior, y por 
ello lo curva tiende a ser horizontal. La recta que ajusta M en función de R, tiene pendiente 
D = 1.70, ligéramente inferior al ajuste para Ro, lo cual parece ser un efecto de la medida 
[FHMJ86]. 
Loa resultados anteriores para la dimensión fractal del DB concuerdan bastante bien 
con loa que se referencian normalmente en la literatura (D =1.71), pero puede ser coinci- 
dencia. Para dar un resultado fiable hay que promediar sobre el mayor número posible de 
configuraciones, de forma que el error estadístico disminuya. 
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Figura 1.6: Ajustes del radio de giro y del radio dimensional para el fractal de la figura 1.5. 
1.3.3 Multifractalidad. 
Hace unos pocos años la interpretación de ias estructuras se ampiió meiiuuic :i~ ;:SO :e 
multifractalidad. En este contexto se pueden definir una serie de exponentes [HJK*86] que 
dan cuenta del comportamiento de los distintos momentos de una determinada distribución: 
donde ~ ( q )  = Do es la dimensión fractal, Di la dimensión de información y D2 la 
de correlación. 
El anáiisis proviene de definir singularidades, cada una de ellas caracterizada por una 
potencia a(q) (p: - Iaq) y que posee su propia dimensión (o extensión espacial) f (a). Es 
por medio de esta función que ae suele caracterizar el problema ya que 
&te m6todo se puede aplicar para caracterizar las distribuciones de fractales genera- 
dos matemáticamente [HJK*86], o bien para sistemas aleatonos como DLA [MCSW86, 
ACdL861. 
Capítulo 2 
Percolación elástica. 
En este capítulo se abordará el problema de la percolación elástica, y de los distintos com- 
portamientos que se encuentran al variar las constantes elásticas del medio. La percolación 
elástica se aplica para estudiar varios fenómenos de interéa tecnológico, como pueden ser 
la corrosión de materiales, redes aleatorias en materiales covalentes, cristales polimkricos o 
sólidos amorfos. 
Se comenzará por definir el modelo que se va a utilizar, y ver cómo este modelo se 
relaciona con la teoría de la elasticidad expuesta en el capítulo 1, para pasar a continuación 
a estudiar los mktodos de cálculo utilizados y algunos de los trabajos y Uneaa que se han 
seguido para estudiar el problema', comentando los resultados y algunas aproximaciones 
analíticas. 
2.1 Discretización del medio continuo. 
2.1.1 Modelo de fuerzas centrales. 
La teoría de la elasticidad expuesta en el capítulo 1 trata a los medios de manera continua, 
sin embargo, a la hora de elaborar modelos teóricos de materiales, es más sencillo pensar 
en ellos como compuestos de unidades fundamentales (&tomos o monocristales), unidos por 
fuerzas que dan cohesión a la estructura. 
Son estas fuerzas, o loa potenciales de las que éatas se derivan, las que dan lugar a los 
distintm modelos para deducir las propiedades del m-erial. De las aproximaciones sencillas 
que se pueden encontrar una de las más utilizadas es el harniltoniano de Born[BH54]: 
1 
donde vi y vi son los desplazamientos de los puntos i y j de su posición de equilibrio, Tij 
el vector de m6dulo unidad que une estos puntos, y a y j3 dos parhet ros  que ajustan las 
contribuciones central y angular a la energía del sistema. Otra aproximación que sigue una 
1 
'La bibliograíía de la percolación elástica es bastante abundanta y, por supuesto, no pratendo citar todo. 
los trabajo.; ~ l a m a n t e  cita16 los que a mi juicio non más repreaentativcd, otrcd trabajo. se ancueniran en la 
bibiiograíía da Icd que aqul se comentan. 
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filosofia parecida a la anterior es el hamiltoniano de Keating[Kea66]: 
que también se descompone en dos contribuciones: una central moderada por la constante 
a, y otra angular de parámetro B,  en la que la suma i j k  se extiende a puntos tales que j y 
k son distintos vecinos de i (ángulos con vértice en el punto i). La diferencia entre los dos 
modelos consiste en que, mientras que 2.2 es rotacionalmente invariante (una rotación del 
sistema de referencia no produce cambio de energía), 2.1 no lo es. 
La característica común de las dos aproximaciones anteriores es el potencial cuadrático 
que une los puntos i y j .  Es esta contribución de fuerzas centrales (B = O) la que se estudiará 
detalladamente en este capitulo. 
2.1.2 Red triangular y recons t rucc i6n  4 x &. 
Con este modelo de fuerzas centrales la conexión entre nodos de la red se realiza mediante 
muelles (potenciales centrales armónicos) que conectan estoa puntos. Ahora hace falta 
definir la red bidimensional de puntos entre los que dichos muelles actúan. De.laa redes 
cuadrada triangular 
hexagonal kagomé 
Figura 2.1: Redes bidiiensionales simples. 
bidimensionales regulares simples, bajo la interacción de 8610 fuerzas centrales, las redes 
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hexagonal y cuadrada son inestables bajo fuerzas externas de cizalla ( p  = O) (al aplicar 
fuerzas tales como en la figura 1.1 el sistema se puede reducir a una línea sin costo de 
energía). Por eUo, y para poder mantener la interacción de fuerzas centrales, se ha elegido 
trabajar con la red triangular con distintas reconstrucciones para poder simular medios con 
distintas constantes elásticas. La red kagomé, como se verá mas adelante, al considerarla 
como una red triangular diluida, también resulta dar una descripción trivial de los módulos 
elásticas. 
nodos 0 . -Ommrmm>Amrmmm>O 
Figura 2.2: Variantes de la red triangular consideradas. 
La figura 2.2 contiene todas las variantes de la red triangular que se v i  a considerar 
aquí. Estas son: 
k. = ks = k, = kd red triangular, 
kb = k, 1 red triangular anisótropa, y k, = kd 
k, = k, 
kb = kd 1 reconstrucción 4 x h. 
Para las das primeras hay ;n solo nodo por celda unidad, y para la reconstrucción 
x fi (red hexagonal o de panal de abeja superpuesta a la triangular), son tres loa nodos 
por celda unidad (modelo que repetido periódicamente Uena el plano). 
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2.1.3 Conexi6n entre el modelo discreto y el modelo elástico continuo. 
Para relacionar este modelo con la teoría de la elasticidad del capitulo 1 hay que encontrar 
la relación entre los parámetroe macroscópicos del material (constantes elásticas) y lce mi- 
croscópicos (constantes de recuperación de los muelles). Para ello se aplica una deformación 
determinada a la red, se relaja ésta, y se calcula la energía acumulada por celda unidad2, 
comparándola luego con la energía por unidad de superficie F que se obtiene en el contínuo 
(fórmula 1.16) (ver tabla 2.1). 
R e c o n s t ~ c c i ó n  \/3 x \/3 
Deformación F continua F e n  la r e d  
u, = 62 Compresión 
uv = 6y 2x6' q ( k ,  + 2kb)6' 
2 
Cizalla U= = ~ J Q Y  $p62 
u, = o %2$v2 
Anisotropla 
Deformación F continua F e n  la r e d  ' 
u. = 6z Eje horizontal 
u, = O 4C116' g ( k s  + ~ k , ) 6 ~  
u* = o Eje vertical 
u, = 6y f C226' q k 0 6 ~  
- 2 
Cizalla uz = 6 7 5 ~  
U, = o 
dkb6' 6 
Tabla 2.1: Relación entre constantes elástica4 y constantes de la red. 
Otra forma mucho máa elegante de obtener estas relaciones conaiste en comparar la - 
relación de dispersión w(k) que se obtiene de la4 ecuaciones de equilibrio 
(sección 1.1.3), donde D(k) se denomina matriz dinámica del problema, con las que se ob- 
tienen para la red triangular en el limite de longitud de onda larga (k pequeño). Esta matriz 
dinámica para la reconstrucción más general de la figura 2.2, y para cualquier longitud de 
'Para ver cómo calcular energiar y dapkramiento. en la red de mueiia ir al ap6ndice C. 
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onda, tiene la forma: 
(-icos($k,)w; - e-':*.w;)e-'+~ 
-+isen($h)e-i9k.wt 
(-+C~($k, ,)Wj - ei!k=wj)e-i$kr 
$ i ~ e n ( d k ~ ) e - ~ $ ~ * w ;  -gcos( S kv)e - i&k  2 *w b 2 3 o wb + 2 4  
ü 
Como se vé, esta matriz tiene dimensión 6 debido a que hay tres nodos por celda unidad; 
mientras que la definida en la fórmula 1.19 tiene dimensión 2, por lo cual las matrices no 
se pueden comparar directamente, y habría que comparar la relación de dispersión que 
se obtiene al resolver el sistema en cada caso. El problema reside en que el calcular esta 
relación es un proceso algebraico tedioso y complicado. Si se puede calcular para el caso 
anisótropo, en el que al tener un solo nodo por celda unidad, la matriz dinámica se reduce 
a (Per871: 
D[k) = ( + - cce(~)cos($kv)w~ - 2cos(k,)w: 
\ r= , .A# , - - , k  -1.. 1 - V J = = ' = \ ? . ~ v / ~ ~ \ ~ I " ' o  
(2.5) 
Se torna la masa de cada nodo uno: w: k,  p = 1 para el caso de la red triangular 
y p = 2 1 4  para el continuo. La aproximación de longitud de onda larga implica hacer 
sen(z) u z, =os(=) u 1 - $, y despreciar términos de orden superior a z2. De esta forma 
se obtienen, via la relación de dispersión, los mismos resultadoa de la tabla 2.1 para la 
anisotropia. 
2.2 Métodos de cálculo. 
A la hora de resolver el problema de forma numérica se plantea :a relajación de !S ccu> 
ciones de equilibrio cuando en el sistema faltan una serie de enlaces. En este aparatado 
discutiré d i s t i n t ~  procedimientos que se han ido utilizando para resolverlo, aaí como detalles 
concretos de las simulaciones que hemos realizado. 
Al estar estudiando un problema de transición de fase de segundo orden, cerca de la 
transición, se observa el fenómeno de critical slowing down o amortiguamiento critico como 
consecuencia de que las longitudes de correlación se hacen muy grandes. Esto hace que al 
introducir una perturbación en el sistema tal como quitar un enlace más a la estructura, el 
proceso dinámico de relajación ae haga enormente lento (de hecho justo en la transición es in- 
finitamente lento). Por ello los métodos numéricos usados y su precisión, sobre todo cerca de 
la transición, son esenciales para poder abordar el problema con hxito. Dos tipos de métodos 
se pueden distinguir: métodos iterativos y de matriz de transferencia. Estos Últimos usan 
muestras en forma de banda de longitud grande y anchura variable característica L. Son 
exactos para cada muestra particular, por lo cual dan mejores resultados para calcular 
parámetros críticos; sin embrgo no dan información local sobre la estructura (tensiones y 
deformaciones locales) que puede ser interesante conocer para estudiar el problema. Son 
los métodos iterativos los que dan dicha información ya que lo que hacen es, partiendo de 
una soluci6n prueba inicial de todos los desplazamientos en la muestra, aplicar un cierto 
procedimiento hasta que se cumple un determinado criterio de convergencia. Además, en 
estos métodos las muestras pueden ser de formas variadas, no necesariamente bandas. 
Ncsotroa empleamos muestras hexagonales de la red triangular caracterizadas por la 
longitud del lado del hexágono L, expresada en unidades de la distancia entre primeros 
vecinos. Las condiciones de contorno (dilatación o cizalla) se imponen fijando loa desplaz* 
mientos en el borde de la muestra y dejando al resto del sistema relajar al equilibrio. Las 
mismas ecuaciones de equilibrio (apéndice C) se aplican tras quitar una fracción 1 - p de 
loa enlaces presentes (cada muestra tiene en total 3L(3L - 1) enlaces). Hemos probado dos 
métodos iterativos para resolver estas ecuaciones: método de gradientes conjugados (MGC) 
y método de relajación (MR) (Jacobi o Gauss-Siedel) y hemos contrastado la bondad de 
cada uno de dos formas: La primera y más sencilla consiste en ver cuanta fuerza se acumula 
en los nodos de la red (las ecuaciones de equilibrio tratan de hacer nula esta fuerza). Según 
este criterio el MGC da mucho mejores resultados (fuerzas en los nodos menores) para el 
mismo número de iteraciones que el MR. La otra forma de ver66car que el MGC es mucho 
más potente que el MR en el problema de la percolación elástica consiste en analizar la dis- 
tribución de tensiones de los muelles de la estmctura. Tal como se discutirá más adelante, 
existen dos tipos de muelles: unos que mantienen la estructura y por tant i  acumulan mucha 
tensión (backbone), y o t m  que no acumulan casi tensión y si se quitaran no variarían los 
módulos elásticos macroecópicoa de la red. Estos dos tipos de muelles forman los dos pi- 
cos en la distribución de tensiones (figura 2.9), que deben aparecer para que los resultados 
sean fiables. Eeto no sucede para el MR incluao después de un gran número de iteraciones 
(aparece solamente un pico más ancho), por lo que la fiabilidad del método es bastante 
baja. S610 serían relevantes los resultados obtenidos por este método para p -. 1 donde hay 
muy pocoa enlaces en el pico de tensiones nulas. Para el MGC sin embargo aparecen los 
dos picos, dependiendo la distancia entre los mismos del error elegido. De esta forma se 
puede variar el error para que la distancia entre los picos no sea muy grande y por tanto la 
convergencia se obtenga para un número de iteraciones menor. 
El error del MCC (ver apéndice A) se fijó en 10-e para la mayoria de los cálculos 
expuestos aqul y en para los cálculos referentes al backbone. El número de pasoa 
necesario (iteraciones) para obtener el error iímite anterior aumenta conforme se aproxima 
la transici6n, siendo también bastante mayor para k. # ks que para k, = kb. 
2.2.1 Medida de los módulos eiásticos. 
Una vea que se ha conseguido el equilibrio de la forma mejor posible para una cierta pro- 
porción 1 - p de enlaces rotos, loa módulos elásticoa se calculan evaluando la energía que 
acumulan todos loa enlaces que se encuentran en la red 
de forma que, debido a que la energía libre es proporcional a los módulm elásticos para las 
deformaciones que se consideran: 
m " 
P Lnm 
- = -
FO . C:,' 
donde F O  es la energía de la red completa. Cmn se puede obtener de los parhet ros  de la 
red en la tabla 2.1, pero aqui hemos preferido usar Cnm/C, que toma el valor 1 para p = 1. 
Promedios. 
Y ' -
Para calcular las propiedades generales del sistema (exponentes y parámetros críticas) se 
toman en consideración varias medidas de las móduloe elásticos para un tamaño dado y en 
función de p. En concreto, en loa resultados que se presentarán m8s adelante se han usado 
hexágonos de lado (L) comprendido entre 6 y 48 en unidades de la distancia entre nodw 
. . para ia rea sin deformar, y auite iG y 2% rsd~ó¿.üiies dMi=?= (m& :t&z.rinzoo p s a  !^ a - 
tamaños más pequeños) para cada L y p. De todos estos d a t a  se hace un promedio para ,a 
obtener 
rn&r*mrntn , r ~ ~ a n t n  mnynr sea el número de realizaciones [n"d), los promedios serán más 
próximos las magnitudes que se buscan; sin embargo, sobre todo para tamaños grandes, no 
. 
ea posible obtener muchas muestras debido a que el tiempo de ordenador requerido se hace 
bastante grande. 
a 
2.2.2 Escalamiento flnito y renormalicación fenomenológica. 
Los exponentea y parámetroa críticas son propiedades del sistema en el limite termodinámico 
(L + m), el cual no es posible alcanzar mediante la simulación numhrica. La manera usual 
de tratar el problema es mediante hipótesis de escala (Bar831, dehiendo una nueva variable 
9 = L/€@), donde €@) es la longitud de correlación que tiene el comportamiento de la tabla 
1.3. De esta forma se tienen ir& comportamientos pata sisiemffi con longitud carwtrrltica 
L: si y > 1 el sistema finito ea equivalente al límite termodinámico; para y - 1 se produce 
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en el sistema finita un cambio de comportamiento de forma similar a la transición de fase 
en el sistema infinito, lo que implica que aparentemente la transición se produzca para 
p.(L) # Pc(w) = pC; y finalmente, si y < 1 predominan los efectas de tamaño finito y de 
superficie inducidos por las fronteras de la muestra. 
Desarrollando estas hipótesis de escala se puede ver que en la mayoría de los casos 
pc(L) - pc - L'I" y que (para el caso de la conductividad del capítulo 1) u@,) - L ' I ~  para 
L grande (escalamiento finito), obteniendo los exponentes críticos de la representación de 
Log(u@,)) frente a Log(L). 
En las expresiones anteriores se presupone conocido p,, que se ha de obtener por otros 
métodos (por ejemplo extrapolando en la representación de 1/L frente ap,(L) para L -r oo), 
con lo que hay que realizar dos cálculos con la propagación de errores que ello conlleva. Para 
poder obtener los parámetros críticos de una .lola tirada, se puede interpretar el problema 
de una manera análoga al grupo de renormaiización en el cual l is  magnitudes para los 
distintos tamaños se reescalan según ul(p) = btl"u@), con b = L1/L. El punta fijo de esta 
transformación resulta ser p,. Representando 
Los (W) frente a p 
Lag (T )  
para dos o más valores distintos.de L y L', existe un punto de corte cuya ordenada es p, y 
de abcisa t / v .  Este método M denomina renormalización fenomenológica, aplicándoas con 
bastante éxito al problema de la conductividad (Sah851. 
2.3 Fenomenologia. 
Si en la red triangular de muelles se van quitando enlaces al azar en proporción 1 - p 
con respecto al número total de enlaces al mismo tiempo que se relaja la red, para una 
probabilidad p,,, > p, (p, es la probabilidad crítica para la red triangular y el problema de 
la conexión p, = 0.34729), la red pierde todas sus propiedades elásticas, anulándose todos 
sus módulos. Esto es debido a la libertad rotacional de los enlaces alrededor de los nodos 
en el modelo de fuerzas centrales. Si en el modelo se introdujera una interacción angular 
2.1 o 2.2 el punto en que el material deja de tener módulos elásticos sería justamente p,. En 
particular, para las redes cuadrada y hexagonal con el modelo de fuerzas centrales p,,, = 1, 
ya que pueden plegarse sin cmto de energía. 
Otro problema análogo consiste, en vez de quitar los enlaces (hacer la constante de 
recuperación de los muelles nula), en hacer la uni6n entre nodos rígida (constante de recu- 
peración infinita). Este caso, por ser el análogo a la euperconductividad en la percolación 
escalar se denomina superelástico. Ahora los módulos elásticos divergen cuando se aproxima 
Pcsn por abajo @ 2 pmn). 
2.3.1 Universalidad. 
El interés por la percolación elástica5 se originó en un trabajo de Feng y Sen [FS84] en el 
cual mantenían que, contrariamente a la hipótesis aventurada anteriormente por de Gennes, 
'Una revisión del tema en cateliano se puede encontrar en [Mo188]. 
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la percolacióo elástica pertenecía a una universalidad diitinta a la percolación normal o 
escalar. Esto quiere decir que el exponente con el que los módulos elásticos van a cero cerca 
de la transición es distinto (en este caso además es mayor) que el que se encuentra en el 
problema de la conductividad discutido en el capítulo 1. En este mismo artículo también se 
establecían diferencias de universalidad entre percolación en el modelo de fuerzas centrales 
y en el modelo de Born (fuerzas centrales y angulares): 
con f=2.4 y F=1.2. Casi simultáneamente aparecieron dos trabajos relacionados. En el 
primero Kantor y Webman [KW84] con un modelo similar al de Keating sugirieron una cota 
mínima al valor de F: F = dv + 1, donde d es la dimensión del sistema y v el exponente 
crítico de la longitud de correlación f .  Por otro lado Bergman y Kantor [BK84] obtuvieron 
resultados analíticos exactos con fuerzas centrales en la alfombra de Sierpinski (Sierpinski 
gasket), que, dentro de la aproximación, indicaban que f = d - 1 y rc/p = 4/d en la 
transición. Posteriormente fueron apareciendo más trabajos teóricos aplicando matriz de 
transferencia [Ber85], para el problema superelástico [Ber86,SG85,BL88], o un modelo de 
discos [Fen85]. 
Experimentalmente tambikn se han obtenido resultados, en todos ellos el umbral de 
percolación coincidía-con el escalar, por lo que el exponente que dan ha de tomarse como 
el relacionado con modelos que incluyen fuerzas angulares. Para hojas finas de cobre y, 
aluminio [Be11841 F=3.5, para polvo de plata compactado [DHZ85] F=3.8, y para polimeros 
mot&!k^ a [S'.M87! F - 5. 
Resumiendo, hasta el momento, loa mejores resultados apuntaban a p,.,=0.65, f -1 
y F -3, con lo que parecía claro que a pesar de su similitud la universalidad de los doa 
problemas era distinta. Este hecho se comenzó a cuestionar con el trabajo de Roux y Hansen 
[RH88], en el cual, mediante matriz de transferencia, determinaban que p,,=0.642 y en ese 
punto, usando escalamiento finito, obtenían f -3, coincidiendo pues la universalidad de los 
dos problemas. Por otro lado Arbabi y Sahimi mostraban resultados [AS881 en los cuales los 
exponentes críticos dependían de cómo se produjera la percolación, ya fuera de enlaces como 
en los demás trabajos comentados, de nodos, o de enlaces correlacionados. Este efecto, que 
no ocurre en la percolación escalar, hace pensar en una nueva fuente de no-universalidad. 
Seguidamente se sud ie ron  varios trabajos: de Hansen y Roux en los cuales calculaban 
. ,-...--, . .  L .  r . " l  -,, a*, A_-  ia distribuci6n iraciai ~nnatcl y tIIUibiir<w;b¿U I~~~~~~ pcan-~.~=, -*' ez;?to!ofc 6o <E!=- 
que mantiene la estructura en el modelo de fuerzas centrales, coincidiendo la primera con 
los d a t a  referentes a los modelos de fuerzas angulares; y de Sahimi y Arbabi en el cual 
calculan la diatribución multifractal para ambos modelos, coincidiendo sólo el momento O 
(fractal) y el segundo [SA89]. 
2.4 Aproximaciones simples. 
Discutir6 ahora algunas aproximaciones simples en las que hemos trabajado para intentar 
describir el comportamiento de 16s sistemas elásticos al eliminar sus elementos de forma 
aleatoria. Estas aproximaciones analíticas tienen la desventaja de aer de tipa campo medic, 
con lo cual no reproducen correctamente el comportamiento cerca de la transición, aunque 
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para zonas alejadas de la misma se ajustan bastante bien a loa resultados obtenidos mediante 
simulación. 
2.4.1 Grados de libertad. 
La forma más sencilla de estimar el umbral de percolación consiste en emplear un argumento 
de ligaduras [FTGES]. Cuando p es pequeño el sistema está compuesto de muchos modos 
de frecuencia nula, cuya fracción está dada por el número de gradm de libertad (Nd) menos 
el número de ligaduras (fzNp): 
De esta forma f se anula para p, = 2d/z (z es la coordinación de la red). 
En particular para la red kagomk que tiene coordinaci6n 4 p,,, = 1.. Esto tambien se 
puede ver si consideramos la red como la triangular a la que se han quitado la tercera parte 
de sus enlaces, pero para la red triangular p,., = 213, con lo que tambikn resulta que la 
red kagom6 es inestable bajo deformación de cizalla, aunque ksto sea más difícil de ver de 
forma gráüca que para las redes hexagonal y cuadrada. 
2.4.2 Aproximación de agujeros perfectos. 
Otra aproximación de tipo campo medio consiste en considerar el sistema como compuesto 
de agujeroa en un medio elástico que no interactúan entre si, de donde fa energía será la 
acumulada en el medio elástico que queda despuéa de relajarse al equilibrio. Esto se puede 
calcular analíticamente considerando anillos perfectm cuy- resultados para Ft,w se dan en 
la tabla 1.1. Si se toma = 1 - p, se obtiene que para el módulo de compresiblilidad 
(ecuación 2.7): 
resultado que es independiente de que las condiciones de contorno sean de fuerzas o des- 
plazamientm constantes. Para obtener el comportamiento del módulo de cizalla, en las 
simulaciones se observa que para el módulo de Young4: 
que es independiente de Xo/lro. Como 8610 hay d- p a r h t r o a  elbtieos diferentes, entonces 
En la figura 2.3 se muestran en líneas continuas lm resultad- de laa ecuaciónes ante- 
riores, y con puntoa discretos los obtenidos mediante simulación numkrica en un hexágono 
'Este resultado podrla habene obtenido de forma iimilar al del módulo de compresibilidad del capltulo 
1,  pero el cáicuio, tal y como M coment6 allí. a m& complicado que el iimple ajuste de unos dato#. 
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de L = 24 eliminando banda hexagonales concéntricas. En ella se ve que el sistema de 
red triangular con fuerzas centrales y geometría hexagonal se ajusta bastante bien a los 
resultados elásticos analítica para sistemas circulares. 
Volviendo a la aproximaci6n de agujeros no interactuantes, esto equivale a extrapolar 
el comportamiento en p = 1, para todo el rango de p's, es decir: 
que para X'J/IiO = 1 coincide con el resultado de contar el número de grados de libertad, 
F i w a  2.3: Comportamiento de los módulos de compresibilidad y cizalla para agujeros 
perfectos. 
y también con el del Medio Etectivo que m expondrá posteriormente. Sin embargo resulta 
peligroso extrapolar este resultado para todo Xo/po [GGL88a], lo que implicada que p,, de- 
O o pende de X /p  @,. = 1 - (2 +,(XO/pO))-'). Un argumento sencillo [nv88,RHG88,DT88] 
pmeba que esta dependencia no es cierta Se tienen tres redes distintas, una compuesta 
Únicamente por muelies de constante de recuperaci6n k,, otra por muelles kp con kp > k,, 
y la última compuesta por una mezcla cualquiera de los d a  tipos de muelles. Independi- 
entemente de las condiciones de contorno se cumplirá que F,(p) 5 Fa#@) 5 F g @ )  En 
concreto, para deformaciones simples que dan l a  constante^ el&tica, F, y Fp se anulan 
en p,, con lo que la probabilidad critica para cualquier mezcla, y en particular p a z  !S 
o o reconstrucción \/3 x 6, también es p,, y por lo tanto es independiente de X / p  . 
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Constantes microscópicas y módulos macroacópicos. 
De la tabla 2.1 se deduce que 
con lo que hay dos formas distintas de representar un mismo medio elástico ya que 2.17 
es invariante si se toma z o z-l. En la figura 2.3 se comprueba esta equivalencia de 
representaciones, aunque, como se verá más adelante, para la percolación el comportamiento 
es distinto si se considera z o su inverso. 
En la ecuación anterior también se observa que los límites de la red cuadrada (k.  = 0)  
y la red hexagonal (kb = O )  producen divergencias en la expresión, indicando que en ambos 
casos /r = 0.  - 
2.4.3 Teorfa de Medio Efect ivo.  
En las aproximaciones expuestas más arriba se ha estimado de forma campo medio el 
valor de p,. Ahora se pretende determinar el comportamiento del sistema en la zona 
p > p,., mediante un argumento usado anteriormente para otros problemas. La aplic+ción 
al problema de la percolación elástica se debe a Feng, Thorpe y Garboczi [FTG85). 
El procedimiento consiste en considerar que un muelle de constante de recuperación 
a ve el resto de la red como si de una red completa se tratara, todos sus elernentoa de 
constante aef. Al aplicar una deformación uniforme 6 0 ~ u  aparece un desplazamiento extra 
6u entre los puntoa 1 y 2 debido al muelle extraño a. Para anular esta deformación es preciso 
introducir dos fuerzas de módulo f aplicadas en ambos extremos 1 y 2 de u de forma que 
Figura 2.4: Sustitución de la red que rodea un enlace por el medio efectivo. 
f = bdu(ad - a ) .  Al quitar la deformación externa sdu  el desplazamiento extra 6u vuelve 
a aparecer puedo que no hemos quitado f .  Para calcularlo se introduce e'n paralelo con a 
una constante de fuerza a;* = ad/a' - ad que da cuenta de todas las conexiones entre 1 y 
2 exceptuando a ,  y donde O < o' < 1 es una constante que se calculará máa tarde. De esta 
forma se obtiene que f = 6u(aff + a) y por tanto 
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La aproximación de campo medio consiste en considerar que la esperanza matemática (valor 
medio de Su) < Su > es O, y que por tanto en promedio la red no siente los cambios en a: 
a* (aef - a') 
ad - a'(ad - al) da' = 0. 
1 
Para nuestro caso en que a' toma valores a con probabilidad p y O con probabilidad 1 - p 
P(al) = p6(u - a') -t (1 - p)6(a1), dando como resultado final 
que se anula cuando p,, = a*. 
La constante a' es la que da cuenta de todas las conexiones entre 1 y 2 cuando la red . 
tiene todas sus constantes de fuerza aef, de forma que fa* = aCf(uz -ui)i12, donde ilr es 
el vector unitario que une los puntos 1 y 2.  En espacio Fourier uk = -D-'(k)Fk, siendo 
D(k) la matriz dinámica para la red de Bravais del problema. Como en espacio real el par 
de fuerzas se puede expresar como E', = fi12(6ii - bjZ) se encuentra que : 
Introduciendo aquí el valor de D(k) se llega a que [FTG85] a* = 2 d f z  = p,.,, que es el 
mismo resultado obtenido por los otros métodos. 
La teoría de Medio Efectivo que se ha expuesto aquí ha demostrado'dar resultados muy 
1 proximos a los obtenidos en simulaciones numéricas, no S O ~ O  para redes simpies sino ianhitii 
en sistemas con interacciones a segundos vecinos [GT85], para el problema superelástico 
l [GT86], en redes cuya composición es aleatoria [Gar88], o para tratar el problema de la percolación de nodos [TG87]. 
l l Caso is6tropo. 
Vamos ahora a aplicar las ideas anteriores para estudiar la percolación en la reconstrucción 
'&x f i q u e  permite describir medios elásticos idtropos tales que [PGGLW] 1 2 Allr 5 m. 
El mismo razonamiento de Medio Efectivo se puede aplicar ahora para cada constante de 
fuerza separadamente, obteniendo que 
Para estimar el comportamiento se pueden calcular loa modos de frecuencia nula del sistema, 
considerando ahora que el número de ligaduras es $(gpb + 3pa). De esta forma se obtiene 
que 2&,, + pC,, = 2 .  Como las relaciones de Medio Efectivo han de anularse para p:, = a* 
y p:, = b' parece razonable que entre a* y b* haya ;na relación equivalente 26' + a' = 2.  
Esta relación se puede comprobar que se cumpie calculando a' y V de la forma qre se 
expone más abajo. 
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La forma m& simple de considerar el material diluido consiste en quitar enlaces sin 
mirar de qué tipo de enlace se trata, es decir pa = pb = p, de forma que el cálculo de las 
constantes de fuerza efectiva en función de p se hace autoconsistentemente de las ecuaciones 
2.22 y 2.23. 
k" k. a0(p - a') o=- 
k  kb (1 - a0)(2p - 2 + a*) ' 
donde también a* depende de k f / k g f .  Loa módulos elásticos c, , /C~,  se obtienen ahora 
sustituyendo el valor de las constantes efectivas en la tabla 2.1. 
Para calcular a* hay que tener en cuenta que la celda unidad tiene tres nodos y que por 
tanto la matriz dinámica 2.4 tiene dimensión seis mientras el espacio en que se tienen los 
muelles es de dimensión dos. La fuerza aplicada en los puntos 1 y 2 de la malla tiene la 
forma en espacio Fourier: 
donde iI2 es el vector usual de dimensión dos que une los puntos 1 y 2, y se usa la matriz 
vi de dimensión 6 x 2  para convertirlo en dimensión seia y colocarlo según que tipo de nodo 
(ver figura 2.2) sea el nodo ib.  Ri representa la posición de'la celda a la que pertenece el 
nodo i .  
Figura 2.5: a* y c* en función de las constantea de fuerza efectivas. 
%a matrh 2.4 estd conatmlda con sus Elaa y colnmnaa siguiendo el orden en que se expresan los nodos 
en la Ggura 2.2. 
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Al aplicar dicha fuerza obtendremos los desplazamientos que se producen en los tres 
! puntos de la celda unidad, pero sólo nos interesan estos desplazamientos de forma indepen- 
diente por lo que hay que proyectar al subespacio correspondiente al tipo de nodo que sea 
el nodo i (pi) 
1 
l Con todo esto se puede obtener la constante o* aplicando un nuevo truco de proyección: 
Debido a la forma de la matriz dinámica ésta no es fácil de invertir por lo que todo 
el proceso se realiza numéricamente mediante un método de integración de dar pesos en 
recintos triangulares [AS54]. 
La forma de a* se puede ver en la figura 2.5 donde se observa que el comportamiento 
es diferente cuando la red tiende a la hexagonal y o' tiende a 1 que cuando es hacia la 
cuadrada y o' a O. 
En la figura 2.6 se muestran los resultados de medio efectivo para los distintos módulos 
junto con simulaciones numéricas con L=24 que ajustan bastante bien a la teoría. Son 
notables las diferencias de comportamiento dependiendo de la descripción microscópica 
elesida para obtener las constantes macroscópicas. Estas diferencias existen desde p proximo 
a 1, justo donde la teoría de Medio Efectivo está mejor fundamentada. En esta zona 
Ahora ya k / k b  y kb/ka no tienen el mismo comportamiento tal y como ocurría en el 
ecuación 2.13 al estudiar el caso de agujeros perfectos. Sin embargo, y según la teoría de 
Medio Efectivo, estas diferencias desaparecen cerca de la transición. En esta zona o* -+ 213 
y kif/kgf -+ 1, con lo que se comportan como k:f/kgf - 1 + 6 y 30' -. 2 + 6 con 6 -+ O, 
obteniéndose que 
t Los resultados anteriores son tipicos de campo medio dando exponente crítico 1, el cual no 
tiene porqué ser el real que define la universalidad. Sin embargo, y a pesar de ser campo 
medio, el valor al que tiende el cocciente de los módulos elásticos parece bastante exacto y 
coincide con el que predicen otros modelos [BK84]. 
En los resultadm recientemente expuestos resulta en cierta medida sorprendente que 
dos representaciones de los mismos módulos elásticos puedan tener comportamientas tan 
distintos al eliminiar elementos de su estructura, sobre todo teniendo en cuenta que al 
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Figura 2.6: Evolución de los distintos módulos como funci6n de p para el caso isótropo 
(x=k. /kb) .  
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analizar el problema de agujeros perfectos no se observaban estas diferencias. La cuestión 
es pues si es posible eliminar material de alguna manera que mantenga a lo largo del proceso 
el mismo comportamiento para las dos descripciones microscópicas. Esto puede abordarse 
de dos maneras, ambas con respuesta negativa a la cuestión. Se pueden hacer distintas 
la probabilidad de romper enlaces k,  (pO) de la de romper kb (pb) mediante p" = apb, 
donde a puede ser función de k./kb. Ahora la ecuación autoconsistente es ligeramente 
distinta pero los valores de a* y 6' no cambian. Como anterirmente se discutió a* tiene 
una cierta asimetría dependiendo de los valores de k t / k i f  que provoca que la diferencia 
de comportamientos se mantenga para cualquier forma que se quiera dar a a .  La otra 
posibilidad consiste en correlacionar la eliminación de muelles de forma que por ejemplo 
cada vez que se elimina uno de tipo k. se retiren también dos de tipo kb. Esto acerca las 
comportamientos, pero no los hace iguales. Sólo son iguales en el límite de correlación muy 
grande equivalente al modelo de agujeros perfectos, pero en este caso p,,,=O. 
Caso anis6tropo. 
Figura 2.7: Evolución de los distintos módulos como función de p para el caso anisótropo. 
Para el caso anisótropo se puede aplicar el mismo procedimiento que para el caso isótropo 
sin más que cambiar a por c en todos los razonamientos. La diferencia estriba en que ia 
matriz 2.5 es mucho más simple y resulta sencillo invertirla, pudiendo facilmente llegar a 
una expresión de e' (ver gráfica 2.5) de la forma: 
donde 
k (cos* - COS+k,,)Z f (km kv) = (2.33) 
1 + c o s k , c o s ~ c o s ~ k , ,  - cosk, - cos~cos$k,,' 
P 
Figura 2.8: Desviaciones típicas en el mód ,lo de compresibilidad. 
Los resultados se muestran en la gráíica 2.7 donde el tamaño de las simulaciones es 
L=40. Aunque los valores de éstas no son muy fiables debido a que aquí sólo se considera 
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una muestra y además se utiliza el MR, se puede observar que la teoría de Medio Efectivo 
sigue funcionando bastante bien. En la misma gráfica se representan solamente dos módulos 
ya que el módulo de cizalla al poseer el sistema sólo dos tipos de muelles distintos es 
proporcional al de compresión según el eje vertical Czz (ver tabla 2.1). 
l 
l 2.5 Renormalización Fenomenolólgica. 
Anteriormente, en la sección 2.2.2, se discutieron procedimientos para calcular de forma 
bastante exacta exponentes y probabilidades críticos. En concreto el método de la renor- 
malización fenomenológica se ha aplicado ya a la percolación superelástica [SG85]. 'Por qué 
entonces no aplicarlo nosotros para muestras hexagonales?, y poder comparar así con otros 
resultados en que utilizan bandas y método de matriz de transferencia. El error estadístico 
al aplicar el método (expresión 2.10) es 
que influencia directamente el error en el exponente crítico e indirectamente en p,,,. En 
la figura 2.8 se tratan estos errores para el módulo de compresibilidad K ,  siendo similar 
el comportamiento para otras constantes elásticase. En ésta se puede ver que el error 
disminuye conforme aumenta L, pero de todas formas este es del orden de 1/21n(L1/L), 
que no es suficiente para dar un valor fiable del exponente, ni tampoco para determinar pc,,, 
dinde es neceozin En irrnr mennr de 0.008 (0.65-0.642): que son los valores que se barajan 
en la literatura. Esta es una de las razones por las cuales se llegó al resultado erróneo de 
que p,, dependía de X O / ~ O  (GGL88a1, conjuntamente con que también contribuyen efectos 
de superficiales de las muestras [GGLEEb]. 
Para poder aplicar el método con fiabilidad son necesarios tamaños más grandes con el 
incremento de tiempo de ordenador que ello conlleva. De momento el problema es inabor- 
dable de esta forma hasta que haya computadores varias veces más rápidos que los que hoy 
en día poseemos. 
2.6 Esqueleto que mantiene la estructura. 
Otra forma de llevar a cabo el análisis del problema de la percolación elástica consiste en 
ver para cada valor de p cuántos muelles hay con una tensión determinada (backbone). 
En concreto tiene interés el ver cerca de la percolación cómo pasa el sistema de soportar 
tensiones a que no haya respuesta a acciones externas [DTT86]. Las figuras 2.9 y 2.10 
muestran este proceso. En la primera de ellas se estudia el caso más sencillo en el que sólo 
1 hay un tipo de muelles en la red (k, = kb). Conforme p disminuye aumenta el número 
de muelles que soportan una tensión menor que lo-'' (marcado en la figura con A), que 
a efectos prácticos se puede considerar nula, a la vez que se diversifican los valores de las 
'El que AK/K se haga grande p a n  p pequeño no implica que haya errores num6ricos, simplemente lo que 
ocurre ez que, debidc !E g~nie tr ía  de la deformar.i6n, localmente hay zonas con módulos muy pequeños 
mientas que glohalmente los módulos se anulan. Esto no ocurre para deformaciones uniaxiales en que al 
Uegar la percolaci6n la estructura se desconecta totalmente 
tensiones de los que aguantan la estructura. En la segunda figura aparecen ya dos tipos 
distintos de muelles en la reconstrucción \/3 x \/3. El comportamiento de cada uno de 
Figura 2.9: Distribución de tensiones para Xo = po. 
ellos separadamente es muy similar a cuando hay un &lo tipo de muelles, sin embargo 
ahora hay dos picm para p próximo a 1, indicando que para deformaciones homogénas cada 
tipo de enlace acumula diitiita tensión, lo cual da lugar a los distintos comportamientos - 
dependientes de k . / b  estudiados más arriba. Al acercarse el umbral de penolación las 
tensiones se distribuyen más homogéneamente y los dos picos se van juntando con lo que la 
estructura se hace independiente del valor de k./ks de partida como cabría esperar. 
2.7 Medios inhomogéneos. 
Una forma de realizar la percolación elástica de forma no homogénea y similar a lo que 
ocurre en problemas de corrosión y en cierto tipo de materiales aglomerados, conaiste en 
asignar una probabilidad de rotura distinta a los muelles dependiendo de la distancia a 
la que se encuentren del centro del sistema (foco de la corrosión). Esta probabilidad será 
menor para muelles alejados del centro que para aquellm próximos al mismo, con lo que el 
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problema es similar al de agujeros perfectas en el que p,,=O. Durante el proceso de rotura 
habrá zonas que localmente se encuentren cerca de la percolación y por tanto a su alrededor . 
Figura 2.10: Distribución de tensiones para k./kb = 0.05 (*kb,+k.) .  
comenzarán a aparecer wrrelaciones que, debido a la geometría circular del problema y a 
la condición de contorno libre en el centro de la muestra, no Uegan a tener alcance infinito 
sino que se restringen a la zona en que se produce la transición. Las constantes elásticas 
ahora varían localmente con lo cual el comportamiento, aunque es parecido al de agujercls 
perfectos, tiene ciertas particularidades que pueden ser útiles para estudiar problemas de 
corrosión. 
Capítulo 3 
Fractura Mecánica. 
Desde principios de siglo la fractura de materiales ha sido objeto deextensivos estudios 
debido a la gran importancia tecnológica de este proceso. Sobre este tema se publican 
continuamente libros y artículos en revistas especializadas (p.e. Engineering Fracture Me- 
chanics) y de carácter más general. La fenomenología de los procesm que provocan la 
fractura, tal y como se comentó.en la introducción, es muy amplia; por ello los puntos de 
vista desde los que se aborda el proceso y loa métodos usados para hacerlo son muy vari- 
ados. Entre estos procesos destacan por su importancia en aplicaciones prácticas a nivel 
industrial y de diseño y fabricación de materiales, la fragilización por hidrógeno (hidro- 
gen embrittlement) y la corrosión por esfuerzos (stress corrossion). Por lo que respecta a 
ii,&tüdoa t i6-i~-  &re Y= desdo !o ? e ~ ! ? ? c i 6 ~  ?nnlftica de las ecuaciones de equilibrio 
elásticas, hasta teorías fenomenolgicas, pasando por métodos de simulación y de elementos 
finitos. En [LP83] se analizan detalladamente estos temas, discutiendo además su impor- 
tancia tecnológica. 
En este capítulo estudiaremos la fractura de supuestos materiales bajo el punto de vista 
de la Mecánica Estadistica. Los modelos que se van a revisar pretenden dar una versión 
bastante simpliñcada de cómo se produce la fractura en un material bidimensional. Su apli- 
cación por tanto (aunque se puede hacer una extensión de los modelos a tres dimensiones) 
está limitada a láminas delgadas y películas de materiales de pequeño grosor. Desafortu- 
nadamente, hasta el momento, no existe ningún resultado experimental que haya sido hecho 
bajo las condiciones un tanto peculiares que se utilizan en las simulaciones. La comparación 
con la realidad se basa pues en decir que las fracturas que se obtienen en ambos casos tienea- 
el mismo aspecto. Por otro lado, el estudio de la fractura con modelos sencillos no ha hecho 
máa que comenzar, y lo que se pretende es comprender y depurar los modelos para que se 
aproximen lo más posible a la realidad. Ya en la introdución se comentó la complejidad 
del problema que se pretende abordar y en el que el número de variables que influyen es 
bastante grande (temperatura, humedad, defectos, etc.), por ello simplificarlo no es fácil y 
puede requerir todavía algunos años el llegar a describir la fractura de la forma adecuada. 
Al igual que en los capítulos anteriores la bibliografia no pretende ser exhaustiva, sino 
simplemente ampliación y aclaración de lo aquí expuesto. Describir6 de forma breve algunos 
de los modelos que han aparecido recientemente para abordar el problema, para pasar 
seguidamente al estudio del modelo de Fractura Mechica (Mechanical Breakdown, DB), 
análogo, como se verá más adelante, del modelo de Dielectric Breakdown para sistemas 
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vectoriales. 
3.1 Modelos estadisticos en la fractura de materiales. 
Debido a que el empeño inicial es tratar de simplificar lo más posible el problema, los 
primera intentos para atacarlo fueron (todavía se continúa trabajando en esta línea) sim- 
plificando el medio elástico (vectorial) por un medio eléctrico (escalar); en concreto con un 
modelo de fusibles aleatorios. En la figura 3.1 se muestran las características de un fusible y 
Figura 3.1: Curva característica de muelles y fusibles. 
de un muelle, las cuales resultan ser identicas. La deformación (voltaje) es lineal con fuerza 
acumulada (intensidad) hasta que se produce la rotura. A partir de este punto el desplazar 
los extremos del elemento no produce ninguna fuerza (el elemento se rompe)'. En principio 
los modelos estaban basados en la percolación discutida en el capltulo anterior. El punto de 
partida es una red de fusibles en la cual falta una fracción 1 - p de los mismos [dARH85]. 
Una vez relajado el sistema, se fija un umbral en el voltaje, eliminando todos los fusibles 
que soporten un voltaje superior al umbral y volviendo a relajar el sistema, repitiendo el 
proceso hasta que la red queda desconectada. Este mismo procedimiento se puede aplicar 
para muelles (fuerzas centrales) en la red triangular [SG86,BS88] o para el modelo de Born 
(ecuación 2.1) [HS89], en donde ahora la condición de contorno es de tracción uniaxial. La 
fractura resultante en esta modelos depende de la concentración de material presente p. 
Si ésta es alta la fractura de produce de forma frágil (brittle fracture), de forma lineal y 
muy rápida; mientras que si p es pequeña los defectos hacen que se formen muchas fracturas 
pequeñas antes que el sistema se disgregue, resultando una fractura dúctil. Otra posibilidad 
consiste en, partiendo de la red de fusibles completa, asignar un umbral de fusión aleatorio 
a cada elemento [KBR*88], obteniendo resultados parecidos. 
Mención a parte merece el modelo de varillas (beam model). En este modelo los ele- 
mentos que constituyen el material se comportan como muelles en la dirección paralela a 
'Un efecto aimiiar ocurre en diektricos (ver los trabaja de Duxbury citados p.%. en [dAHHR891) y 
superconductores, en Ion que inicialmente la inteniidad (voltaje) es constante e independiente del voltaje 
(intensidad), para a partir de un voltaje (intensidad) de ruptura comportame de manera Lineal. 
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los mismos, y, al doblarse, también ofrecen resistencia como si de una varilla se tratara. De 
esta forma los elementos se pueden colocar en una red cuadrada sin anular el módulo de 
cizalla. La fractura puede provenir de estiramiento o bien de flexión, como al romper un 
lápiz o una rama. Los primeros estudios en este modelo lHHR89aI se basan, al igual que 
la mayoría de los trabajos citados anteriormente, en calcular la distribución de tensiones 
a lo largo del proceso y en el momento de la ruptura total del sistema. En tres de los 
modelos: fusibles, muelles (fuerzas centrales) y varillas estas distribuciones son exponen- 
ciales del tamaño de las muestras con exponente común a todos los modelos (dAHHR89l. 
Posteriormente, y mediante la introducción de efectos de memoria en la fractura [HKdA89], 
el modelo de varillas permite la obtención de fracturas no lineales y con forma de fractal, 
que desaparece al introducir plasticidad en el modelo (Her891. 
Todos los modelos citados hasta ahora son deterministas, en el sentido de que la forma y 
aspecto final de la fractura dependen tan solo de las condiciones iniciales. En lo siguiente se 
verá otro tipo de mecanismos que permiten mayor 1ibertad.a la propagación de la fractura. 
La variedad y complejidad de las fracturas reales permite que modelos dispares puedan 
coexistir y aplicarse con 6xito a problemas parecidos dependiendo de los materiales. 
3.2 El modelo de Fractura Mecánica. 
En el capitulo 1 se estudió brevemente el modelo DLA como análogo al DB [NPW84] y 
cómo estos modelos reproducían la fenomenologia de procesos de agregación. El caso de la 
fractura puede estudiarse de forma similar. Ahora se trata de un medio elástico vectorial 
en el cual el campo de desplazamientos se relaja según la ecuación 1.8'. Microscópicamente 
(capitulo 2) una red triangular de muelles reproduce en sistemas grandes estas ecuaciones 
elbticas del continuo, por tanto usaremos estas redes estudiadas con detalle en el capitulo 
anterior para sobre ellas introducir el proceso de fractura. Para definir el modelo [LG87], 
una vea que tiene el medio, hay que concretar las condiciones de codtorno externas, lorr 
criterios y leyes para producir la fractura, y la forma de llevar al equilibrio el sistema cada 
vez que ocurre un suceso de fractura. Este último punto se analizará más adelante junto 
con los detalles de las simulaciones llevadas a cabo. 
El caso más simple de fractura es cuando esta se propaga en un medio libre de defectos. 
Entonces la velocidad con que lo hace es proporcional a la tensión a la que se encuentran 
los bordes de la fractura En la red de muelles esta tensión es la acumulada en los distintos 
' ----11- : -. - L.1.. 
- . va l  Annrle n y f i  son los nodos que conecta eiemeniapi. ?iü& ii iiAUriir ., - ..
el muelle i. La probabilidad de propagarse la fractura (quitar el muelle i) es entonces 
proporcional a la tensión a la que está sometido ese muelle. De forma algo más general a 
una potencia de dicha tensión: 
- 
Tomando un número aleatorio, uno de los muelles del conjunto i se elimina, devolviendo 
a continuación el sistema al equilibrio y repitiendo de nuevo el proceso de fractura con las 
tensiones y el conjunto i correspondientes a la nueva situación. 
Falta por definir qué se considera la superficie de la fractura en la red triangular (el 
conjunio de ¡-es). De las r;;uchas elecciones psibles estudiaremos tres, todas ellas basadas en 
'Lan analoglaa entre electroatbtica (ecnaci6n de Laplace) y elaticidad oe poden ver en el ap6ndice D. 
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Modelo 1 Modelo 11 Modelo 111 
Figura 3.2: Distintas elecciones para la rotura aleatoria de muelles. 
criterios de vecindad a muelles que han fallado anteriormente [MLS*89]. Estas posibilidades 
se denominarán modelo 1 (los cuatro muelles más próximos), modelo 11 (los diez que se 
relacionan con los nodos que conectaba el roto), y modelo 111 (dieciocho, los diez anteriores 
más los que pertenecen a los nodos m& próximos al muelle roto). 
Como deformaciones externas se considerarán en principio las de la tabla 2.1 para el caso 
idtropo: dilatación y cizalla uniaxial según el eje z. El aspecto de los resultados usando 
los distintos modelos se muestra en la figura 3.3. En ella destaca, para el caso de la cizalla, 
la aparente falta de aleatoriedad y la forma de x que se obtiene independientemente del 
modelo. Análogo resultado se observa si la cizalla se aplica en el eje y (u. = O, u" = 62) o 
en ambos ejes (u, = 6y, u" = 62). La forma de cada una de las dos aspas es muy parecida 
a cómo se produce la fractura bajo deformación externa uniaxial. En este caso la forma es 
lineal a lo largo del eje ortogonal a donde se aplica la deformación. En [HHR89b] se estudia 
este problema sobre el modelo 1, analizando para caracterizar la distribución de la fractura 
generada, no sólo el radio de giro R,, sino también el comportamiento del tensor de inercia 
Iij =< zizj  > - < zi >< z, >, llegando a la conclusión de que la cizalla es equivalente a 
dos deformaciones uniaxiales superpuestas. Esto se puede ver haciendo una rotación de 45' 
del sistema de coordenadas3 para la c izda  uniaxial (u: = 6y', u: = O), obteniéndose que 
.Esta deformación corresponde a una dilatación uniaxial en el eje 2, más una compresión 
(que se comporta exactamente igual que la dilatación al ser el sistema lineal) en el eje y, 
más una rotación del sistema que no genera tensiones. 
En este mismo trabajo se estudia un modelo escalar (i fusibles ?), el cual resulta ser 
independiente de la coordinación elegida para definir la superficie de la fractura. Esto no 
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Figura 3.3: Resultados para compresión y cizalla usando distintos modelos y q=l .  
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ocurre con el caso elástico en donde se observa que si la coordinación es mayor las ramas 
tienden a ser más densas, lo cual incrementa la dimensión fractal4 que se obtiene. 
modelo modelo 
q = l  1 11 111 q=2 1 11 111 
dilatación 1.35 1.51 1.66 dilatación 1.12 1.16 1.45 
cizalla 1.42 1.62 1.65 cizalla 1.17 1.49 1.40 
Tabla 3.1: Dimensiones fractales para compresión y cizalla con los distintas modelos y 
distintos q según [MLS'SS] ajustando el radio de giro Ro en función del número de muelles 
rotos. 
El efecto del exponente q es anáiogo al que se produce en el modelo DB, recuperándose 
el modelo de Eden para q=0, y obteniendo evolución completamente lineal D=1 para q=m. 
Se pueden también componer deformaciones obteniendo resultados tales como los de la 
figura 3.4. En ella la primera deformación corresponde a una dilatación uniaxial en el eje 
y combinada con cizalla en el eje z.  El aspecto ea similar al de una deformación uniaxial 
inclinada 30° respecto de la horizontal, pero con una cierta componente ortogonal algo 
menor que se aprecia mejor en el modelo 1. Si se hace un giro de -30° queda que 
De nuevo se tiene una dilatación, una compresión y una rotación, marcando el carácter de 
la fractura la dilatación que es la que tiene mayor peso. 
En la parte derecha de la misma figura se muestra que, al menos para el tamaño 
mostrado, el incluir una pequeña (-1% ) anisotropía en forma de cizalla no varía apre  
ciablemente el aspecto de la fractura. 
La parte más importante (por lo menos la que mayor tiempo de ordenador consume) es la 
de relajar la red de muelles cada vea que uno de ellos se rompe. De hecho las figuras que 
se han visto anteriormente representan a610 de forma esquemática la fractura. El material 
queda (con una deformación de dilatación de 6=0.1) como muestra la parte superior de la 
figura 3.5. El sistema de resolver las ecuaciones de potenciales armónicos que conectan las 
puntos es siempre lineal (ver apéndice C). Por ello, el resultado es siempre independiente del 
valor que se toma para 6 en la deformación. Las tensiones siguen también esta Linealidad 
por lo que en realidad la ley de probabilidad ve los muelles como si sus tensiones fueran las 
de la parte inferior de la citada figura. 
'En el capltulo 1 sa comenta c6mo medir esta dimensi6n como relaci6n entre e1 ndrnero da muelles rotos 
y la distancia del centro a la que se encuentran. 
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Figura 3.4: Aspecto de las fracturas para dos combinaciones distintas de dilatación y cizalla 
con los modelos 1 y 11. 
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Figura 3.5: Redes re1ajadaa.h la parte superior las posiciones tal y como aparecen despub 
de la relajación. La inferior muestra cómo ve el sistema las tensiones de los distinta muelles. 
- - 
- 
3.2. El modelo de Fractura M e c b i c a .  47 
Figura 3.6: Enlaces rotos en la fractura de la figura 3.5. 
El problema de la relajación de la red, aunque importante, no es tan crucial como 
en el caso de la percolación.. Ahora hay un número aleatorio que entra en juego, y no 
es necesario obtener la distribución de tensiones con tanta precisión como anteriormente. 
Precisiones altas muestran, a la hora de promediar sobre varias fracturas realizadas en las 
1. . . . mismas conaiciuiiw, :S cisziz Ykpcrric=ee -,-e pr_co?cnes mnrleradas cuando se pretende 
estimar la dimensión fractal. Sin embargo la operación sigue siendo costosa, y por ello se 
han ideado varias métodas para reducir en lo posible el tiempo de cálculo, sobre todo en 
un primer paso, en el estudio de distintos fenómenos, cuando se está interesado sólo en 
resultados cualitativos. Se puede relajar la red de forma selectiva moviendo la zona que 
se encuentra con desplazamiento fijo (el bastidor en donde se imponen las condiciones de 
contorno), o prestando mayor atención (m& iteraciones) a la zona en que se ha producido la 
última fractura. Se puede también fijar un número de iteraciones (método de Gauss-Siedel) 
aunque esto incluye efectos de plasticidad [Her89]. 
Las simulaciones mostradas aqui están realizadas con condiciones de contorno fijas (no 
móviles) situadas en una circunferencia de r-io 87 (74 para el c m  no lineal) en unidades 
de la distancia entre primeros vecinos de la red, centrada en ei deiecto (se eiimina un uodu 
con sus seis muelles) que sirve de punto de partida a la fractura. La fractura se para cuando 
llega a 10 unidades de la condición de contorno. La relajación se realiza mediante Gauss- 
Siedel hasta que el error máximo en cualquiera de los nodos en inferior a 0.026. En estas 
condiciones se necesitó una media de 10 horas de CPU de DEC station 3100 para obtener 
cada una de las fracturas. 
A pesar de no ser un problema tan complicado numéricamente como el de la percolación, 
por lo expuesto anteriormente, se ve que los tamaños que se pueden tratar son bastante 
limitados. Es impensable poder llegar a romper, con las métodos que conocemos, más de 
5000 6 6000 muelles. Para el model8 DLA que usa caminos aleatorio8 si es posible llegar 
más lejos. Para la elasticidad también exiate una formu:ación en términos de rendom walk 
[Rou87], pero en su forma actual no es aplicable al problema de la fractura. Muchas de las 
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cuestiones relacionadas directamente con la aplicabilidad del modelo a fracturas reales pasan 
por poder tratar sistemas más grandes, ya sea con otros métodos iterativos más rápidos, o 
mediante un procedimiento parecido al camino libre aleatorio, que permita recorrer en cada 
paso una fracción limitada del medio, y no su totalidad. 
3.2.2 Cálculos analfticos de la dimensi6n fractal. 
En el contexd del DB es posible el análisis simplificado de la dimensión fractal viendo la 
singularidad que crea una cuña de dngulo (p a potencial fijo O y potencial 1 en el infinito. Este 
problema se puede resolver analíticamente [BBRT85,TS85], obteniéndose de la ecuación de 
Laplace, mediante separación de variables o aplicación conforme, que sobre la superficie de 
la cuña 
Esto lleva a que el campo se comporta como re-' con c = r / ( 2 r  - (p), y D = 1+c. El mismo 
problema se puede resolver para la cuña en un medio elástico [ABM88] en donde opa y u,, 
se comportan con r de la misma forma que el campo eléctrico en el problema electrostático, 
pero ahora c viene dado por la solución de la ecuación 
sen[c(~r  - (p)] = -c sen(2x - 9). (3.7) 
Esto permite una estimación analltica [LG89] bastante aproximada de la dimensión fractal 
Tabla 3.2: Dimensiones fractales obtenidas mediante la aproximación de las cuñas para DB 
y MB. 
en función del ángulo de la singularidad tal como muestra la tabla anterior. 
3.2.3 Modelo de peliculas delgadas. 
Recientemente ha  aparecido un modelo muy similar al MB para estudiar la fractura en 
películas de pintura y capas finas de polímeros adheridas sobre materiales [MeaNa]. El 
modelo parte de una red triangular de muelles de constante de fuerza k y con sus nodos 
conectados por un muelle adicional k, (k, < k) a puntoa fijos del sustrato, dispuestos 
también sobre una red triangular. Para simplificar el modelo la fractura actúa solamente 
sobre los muelles duros que conectan la capa de pintura. Ahora no hay criterio de vecindad 
y los muelles pueden romperse en cualquier lugar de la muestra con probabilidad 
donde k~ es la constante de Boltzman y T la temperatura. Los resultados dependen ahora 
de k/T, obteniendose que para valores grandes del cocciente anterior se observan fracturas 
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lineales por todo el material formando una especie de pavimento, de forma similar a como se 
descascarilla la pintura. Si el cocciente no es grande aparecen multitud de defectos pequeños 
que terminarán por disgregar el material en forma más parecida a la corrosión (el material 
se pulveriza). 
! 3.3 Variaciones y ampliaciones del modelo. 
En la sección anterior se planteó el modelo como análogo al DB y se estudiaron distintas 
variantes dependientes de cómo asignar la probabilidad de rotura. Ahora lo que se p r e  
tenderá es, partiendo del modelo 11, estudiar qué mejoras o variaciones se pueden introducir 
para aplicarlo a problemas concretos o bien ajustarlo a problemas reales. 
l 3.3.1 F r a c t u r a  en medios  is6tropos. 
En el capítulo 2 se vi6 que para la reconstrucción fi x a el comportamiento en la perco- 
lación elástica dependía no solamente de los módulos elásticos, sino también de cómo estos 
módulos se implementaban en el sistema por medio de dos posibilidades para la elección de 
las constantes microscópicas. En el modelo MB, y para deformaciones simples, no aparecen 
diferencias notables en la estructira (dimensión fractal) dependiendo de X / p  ni de la r e p  
resentación elegida para r) = 1,2. No existen resultados sobre deformaciones compuestas 
(compresión + cizalla), pero, por lo expuesto anteriormente, puede ocurrir que los pesos de 
una deformación sobre otra dependan de X / p  y por tanto tener para la misma deformación 
compuesta distintos aspectos en función de los parámetrog elásticos. 
. 
3.3.2 F r a c t u r a  en medios anisótropos. ! 
Existen varios métodos para hacer anisótropa (unidireccional) la fractura. El primero de 
ellos, consistente en hacer que la dilatación o la compresión sea uniaxial, ya se comentó 
anteriormente. Otra pmibilidad reside en que el material en cuestión tenga naturaleza 
anisótropa. Al comienzo del capítulo anterior en la figura 2.2, se citaron las posibilidades 
de la red triangular. Ahora usaremos la red anisótropa con muelles de dos constantes de 
fuerza distintas k,  y [Per87]. Para poder ver con claridad el efecto de la misotropía 
se usan condiciones de contorno de dilatación uniforme (E compresión uniforme), ya que, 
;S-= rr vi6 -..?orhrmonto, defnrmar.iones uniaxiales o de cizalla pueden enmascarar los 
resultados. La ley probabilfstica de rotura es la misma que anteriormente, donde el efectó 
de la anisotropia se encuentra ya incluido en oi. Aspectos para distintos valores de kJks  
se muestran en la figura 3.7. En ella se observa que debido a la coordinación de la red y al 
valor de lm parámetroa elhticos macroscópicos (ver tabla 2.1) 
C,, 3 
- - 
c z 2  - 9 '  
l 
l el intercamcambio k ,  por kb cambia la dirección de la fractura pero también su aspecto: 
valores extremos de ko/ks  tienden a hacer las ramas mQ gordas, lo que quiere decir que las 
l tensiones en las puntas son 'menores que cuando k , /ks  tiende a i. Habría que estuZiai qué 
sucede en el problema elástico de una cuña cuando el medio es anisótropo. 
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Figura 3.7: Resultado8 de dilatación para distintas anisotropías y distintos v. 
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' Para estudiar el comportamiento de escala de los objetos generados ahora ya no sirven las hipoótesis de auto-similitud, sino que debido a la anisotropía hay que considerar sepa- 
radamente las direcciones z e y de forma auto-afín. El procedimiento es el mismo que para 
el radio de giro expuesto en el capítulo 1, solo que ahora se hace separadamente para z y 
para y. Se obtienen de esta forma dos dimensiones de Hausdorff distintas, una moviéndonos 
sobre el eje z, D., y otra sobre el y, Dv. El caso de la anisotropía ya ha sido estudiado en el 
contexto del DLA mediante la asignación de probabilidades de incorparar o no una partícula 
que llegua al agregado dependiendo de la dirección por donde llegue [BBRT85]. Allí, y en 
simulaciones hechas con 50000 partículas en la red cuadrada se comprueba que las dimen- 
Pig?ir~ 3.8: Variación de las dimensiones fractales aparentes en función del número de 
muelles rotoe y del grado de anisotropla: 
siones fractales son independientes del grado de anisotropía, valiendo 1.5 en la dirección en 
que se produce el crecimiento y 3 en la ortogonal. En la figura 3.8 se observa la evolución 
de las dimensiones fractales con el número de muelles rotos M, habiendo promediado tres 
muestras para cada uno de los casos. Debido a que los tamaños que se pueden obtener 
son mucho m& limitada, que para el DLA, las grfficas no dan información concluyente. 
Sin embargo se pueden observar las tendencias. Para q=1 parece ser buena D,=1.5, pero 
Dr -2 debido posiblemente a la coordinación. Para q=2 no se posee información sobre 
el DLA con la que comparar, simplemente observar en la grffica que tanto D. como Dv 
tienden a disminuir; igual que ocurre en el caso isótropo, pero ahora en las dos direcciones. 
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3.3.3 Plasticidad. 
Al hablar en este mismo capítulo de los métodos de cálculo se comentó una de las posibil- 
idades para introducir la plasticidad en el modelo consiste en hacer pequefio el tiempo de 
relajación de la red. Otra forma de obtener resultados parecidos [LGL88] consiste en, al 
producirse el fallo de un elemento, dejar que a partir de ese momento el muelle mantenga 
constantemente una fracción a ( 0 1  a 51) de la tensión con que rompió (ver figura 3.1). 
De esta forma cada muelle roto ejerce una fuerza aoi sobre el resto de la red. Si a=O nos 
Figura 3.9: Aspecto de ditintas fracturas al variar el contador s. 
encontramos en el caso general discutido anteriormente, y conforme a aumenta el agregado 
se va haciendo m& denso. Recuperando en parte el esquema de agujeros perfectos, lo que 
ocurre es que los muelles que ya han faliado están ejerciendo una presión de sentido con- 
trario a la deformación externa que impide que se formen puntas en donde la tensión pueda 
crecer. En concreto, cuando se llega a a=l el crecimiento es en forma de expansión radial 
tal y como sucede en el modelo de Eden. 
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3.3.4 Reducción del ruido y dendritas. 
Para investigar la naturaleza fractal y la forma asintótica de las leyes de crecimiento de 
distintos agregados se puede estudiar lo que sucede cuando en las mismas se eliminan parte 
de las fluctuaciones [Mea87b]. Esto se hace mediante la introducción de contadores. No 
se aüade una nueva partícula hasta que (en el modelo DLA) llegan a caminos aleatorios 
distintos al mismo punto de la frontera del agregado. Se produce entonces, para a sufi- 
cientemente grande una transición (con a) desde agregados fractales a formas dendríticas 
que poseen la misma anisotropia de la red y ramificaciones regulares. El mismo proceso 
se observa para sistemas elásticos con condiciones de contorno móviles [NGLEE]. El pro- 
ceso es similar a cuando se varia el exponente r) en la ley de probabilidad expuesta más 
arriba. Ahora pi -. (u;/ u¡)' (la figura 3.9 contiene algunos casos de a con condiciones 
de contorno fijas). La forma es parecida pero la dependencia es más fuerte en r) que en a. 
Las  dos leyes pesan más los muelles con mayor tensión a la hora de romper, con lo que es 
mucho más probable que la fractura se propague por las puntas. Por otro lado es mucho 
menos probable que dentro de la zona apantallada (lejos de las puntas) se pueda formar 
alguna estructura que acumule tensión. El caso límite se puede ver para s=50 en donde el 
crecimiento es completamente lineal. 
l 3.3.5 Distintos regímenes en leyes de fractura no lineales. 
Como ya se comentó en la introducción y al comienzo de este capitulo, en la fractura de 
materiales reales entran en juego muchos factores tales como temperatura, dislocaciones,. . . 
que provocan que el proceso no sea necesariamente lineal con las tensiones acumuladas 
iocaimente. En estas fracturas reales la piubñLviL&d di fo!!ü !eco! v r  2 re: :"a C:nciAn, en 
principio indeterminada y dependiente del material que se trate, de dichas fuerzas. Dicha 
función puede ser descompuesta en tkrminos de potencias de u, dando lugar cada uno 
de estos términos a un régimen distinto (parecido a los distintos casca en función de r) 
estudiados más arriba) en la propagación de la fractura. 
Para ver esta competencia entre varios exponentes estudiaremos aqui, para el caso en 
que sólo dos de ellos son responsables de la fractura, cómo y en qué condiciones se produce 
el paso entre regímenes dominados por uno u otro exponente. Para ello se trabaja con leyes 
l de~probabilidad e la forma 
1 
- 
donde u0 ñja la escala de la preponderancia de uno u otro régimen [PGL'Wb]. En principio 
cabe esperar que la tensión en las puntas crezca indefinidamente si la muestra ea infinita, 
por lo que al final predominará el efecto del exponente r) y de las tensiones altas. Sin 
embargo para las simulaciones que se pueden realizar no es tan fácil obtener ese régimen. 
La tensión máxima o, (ver figura 3.10), para condiciones de contorno de desplazamientos 
uniformes, crece muy rápidamente, para después disminuir conforme avanza la fractura. 
Esto ocurre también en el caso de anillos elásticos discutido en el capítulo 1, en donde para 
dilatación uniforme (ver tabla 1.1) so(&) disminuyes al aumentar &. Si para acelerar los 
'En la mbma tabla se observa que o,, aumenta para C.C. de fuena en los bordes, y quuáa &as sean máa 
adecuadas. Sin embargo aqul hemos considerado mds reaiista para apücacbnca práctics Uüa deformxiOn 
uniforme que la de fuenas constantei. ademáa de que en el límite de siatamas suEcientemente grandes lar 
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cálculos se pretendiera usar condiciones de contorno móviles (R,/R.=constante) el máximo 
se alcanza antes todavfa ya que su posición viene fijada por la distancia a la que se colocan 
4 
I 
f ronteras móviles 
- - - fronteras f i jas 
O 500  1 O00 1500 2000 2500 
número de enlaces 
Figura 3.10: Evolución de a, durante la fractura para pi or al. 
los desplazamientoa fijoe. En la figura 3.11 se muestra el aspecto de una fractura obtenida 
con q=10 y uo=0.45. En su perte inferior se hace el ajuste del número de muelles rotos 
M frente al radio de giro promediado a 5 muestras distintas. El resultado es reproducible 
produciéndose el cambio de régimen en todos Ice casos para aproximadamente el mismo 
M. En la grffica 3.10 8e muestra con Unea de trazos el valor promedio de la evolución de 
u,, (se han suavizado laa oscilaciones que varían en una anchura de f 0.1 alrededor de la 
línea). Cuando la fractura llega a las proximidades de la frontera se produce el cambio de 
régimen inverso debido al decrecimiento de las tensiones en las puntas, de ahí el grosor que 
se observa en las puntas del agregado de la figura 3.11. 
Si el exponente q no es lo suficientemente grande como para atraer al sistema rápid* 
mente a tensioneg altas entonces la fenomenología es más rica y no siempre se obtiene el 
mismo re3ultado tal y como muestra la figura 3.12 para q=2 y el mismo ao. En la parte 
derecha se estudia un caso en donde se suceden los cambia de régimen de forma sucesiva, 
dando lugar a una dimensión fractal intermedia. En el otro caso de la misma figura el 
dos condiciones da contorno son equivaientes. 
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Figura 3.11: Una de las fracturas generadas con p o< o(1 + (o/0.45)') y ajuste del radio de 
giro promediado sobre 5 muestras. 
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aspecto es parecido, pero el ajuste indica que ha habido un cambio de régimen definido. 
Figura 3.12: Dos distintos comportamientos para p a o(1 + (~10.45)). 
La combinación de dos leyes de potencias hace que ahora el resultado dependa del valor 
de l a  deformación externa aplicada 6, siendo el cambio de comportamiento definindo por 
g0/6, donde u0 es una caracteriatica del material. Cabe eaperar que experimentalmente 
se observen en materiales reales este tipo de fenómenos donde son las puntas (zonas con 
tensiones altas) de la fractura las que tienden a dominar la forma en que se produce el crec- 
imiento haciendo que su aspecto según se produce la propagación tienda a ser prácticamente 
lineal. En estos materiales, como ya se comentó anteriormente, la probabilidad de fractura 
como función de la tensión puede ser m& complicada, sin embargo, localmente, siempre se 
estd cerca de la situación d e ~ r i t a  en esta sección. Puede ocurrir ahora, como se ha visto 
para las simulaciones, que se produzca un cambio de régimen de forma abmpta o bien que 
el sistema no sepa en cuál quedame, produci6ndose cambios continuamente. 
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Leyes de probabilidad que saturan.  
Dentro del mismo contexto de fenómenos no lineales se puede pensar en materiales en los 
cuales hay un cierto límite relativo en los esfuerzos que puede soportar el mismo, pero la 
fractura no es lo suficientemente rápida (p.e. corrosión por esfuerzos (stress corrossion)) y el 
material vuelve a su posición de equilibrio cada vez que una porción microscópica del mismo 
falla. En tales procesos, una vez superado un cierto umbral de tensiones no, la probabilidad 
de fallar será independiente de la tensión local acumulada. A este tipo de fenómenos pueden 
ser aplicadas leyes de crecimiento de la forma 
'Jo pi 0: exp(--), 'Ji 
3.3.6 Fractura en modelos con fuerzas angulares. 
Si se incluyen fuerzas angulares en la relajación puede ocurrir lo mismo que para la perco- 
lación elástica: que el problema'se converta en el DB escalar. Esto ocurre, a pesar de que 
la relajación del sistema es distinta, para el modelo de Born (ec. 2.1) y la red cuadrada 
[YLS89] en donde la dimensión fractal de las agregados se hace próxima a 1.7. Sin embargo 
para la red triangular esta dimensión tiende a 1.8 en el modelo de Born [YLS89], y a 2 
en el modelo de Keating (ec. 2.2) [LGG*88], que tiene la ventaja sobre el de Born de ser 
.-6--:n...lmo"t~ - i"~.~i~,,t,, 
3.3.7 Fragilieacidn y fractura. 
Un problema interesante y de gran actualidad en el campo tecnológico desde hace tiempo 
es el de la corrosión de materiales por medio de otros agente8 (por ejemplo hidrógeno) que 
se van difundiendo en su estructura. Esta corrosión produce que el material se haga más 
frágil y que incluso en ausencia de otras perturbaciones externas se produzca su fractura. 
Dentro del marco de este trabajo, se puede introducir este efecto ,en la energía libre 
elástica F mediante un campo de difusión que tiende a dilatar la celda unidad bidimensional: 
donde c es la constante de acoplo entre los dos campos: el de difusión, w, y el de desplaza- 
mientos u. Esta ecuación es la misma que resulta cuando se consideran influencias térmicas 
en los sistemas elásticos [LL70], con lo que el mismo planteamiento teórico sirve para apli- 
carlo en problemas prácticos de fragilización por calentamiento (los sietes que aparecen en 
carreteras, aceras y superficies de cemento tienen cierto parecido con muchas de las figuras 
expuestas anteriormente en este mismo capítulo). 
Como w satisface la ecuación de Laplace (V2w = O), hay que primero aplicar la difusión, 
y luego dejar relajar el sistema elástlco. Se crea pues un nuevo tiempo en el sistema, la 
reiajación del campo de difusión, con e; que se puede j ü g x  dcpendiendc de! problema qr?e 
se quiera tratar. 
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Las condiciones de contorno pueden ser muy variadas: se puede dejar difundir partículas 
por entre las grietas que se formen o bien aplicar un campo de difusión constante. Para el 
campo elástico se pueden poner condiciones de contorno de compresión, de cizalla, fijas (sin 
ninguna deformación externa, ya que el propio campo de difusión se encarga de deformar 
localmente el sistema y de crear las tensiones necesarias para que se pueda romper con 
arreglo a las leyes expuestas más arriba), o bien otras cualquiera. 
Solución radial. 
Si se supone que la solución es simplemente radial como para el caso de agujeros perfectos 
del capítulo 1 (ver también apéndice B), las soluciones se pueden expresar analíticamente 
como: 
w(r) = A +  BLnr Y 
donde A, B, C y D son constantes que se determinan mediante las condiciones de contorno. 
A partir de este plantemiento teórico es fácil obtener una versión discreta, para la red 
triangular y el modelo de fuerzas centrales, de la energía libre F, y derivar las ecuaciones 
de equilibrio. 
De momento todavía no hay resultados sobre este problema en el plano teórico, pero 
sí es posible predecir que en sistemas de este tipo será más fácil la comparación entre las 
simulaciones y resultados experimentales. Es posible llevar a cabo experimentos (quizás 
incluso ya estan realizados y publicados) sin necesidad de aplicar ninguna fuerza externa, 
simplemente calentando de forma controlada un material, o bien difundiendo en el mismo 
otra sustancia (hidrógeno, ácidai, etc.). 
Capítulo 4 
Procesos dinámicos en fenómenos 
de crecimiento. 
La motivación de este capitulo es doble: por un lado se trata de estudiar fenómenos en los 
cuales hay una invariancia genérica de escala (criticalidad auteorganizada), y por otro el de 
fenómenos de crecimiento, aplicando la experiencia adquirida al tratar los temas del capítulo 
anterior. Interconectar estos dos problemas es pues el propósito del presente capítulo. 
Por ser el tema de los procesos auto-organizados bastante reciente es posible hacer una 
revisión de los trabajos motivados por este tipo de procesos y de los problemas a los que 
se ha aplicado. Intentaré pues, en la primera parte de este capítulo, realizar dicha revisión, 
aún a sabiendas que muchos trabajos no estarán reflejados en la misma. De todas formas 
puede ser una guía de introducción a un tema que atrae uitimanience ei interés de bueua 
parte de los investigadores dentro de la Física Estadística. 
En la segunda parte se analizarán las dos aproximaciones que hasta el momento, y 
que yo conozca, han aparecido para estudiar los fenómenos de crecimiento fractal bajo las 
hipótesis de auto-organización. 
4.1 Procesos auto-organizados. 
Ya en la introducción de este trabajo se dedicó un párrafo a los fenómenos auto-organizados, 
en los cuales se relacionan entre sí los procesos espaciales fractales con los procesos tem- 
porales y de generación de ruido l/ f .  Parecido tipo de interreiación existe eu ei püüh 
crítico de una transición de fase de segundo orden. En este punto se tiene, por un lado, el 
fenómeno de opalescencia crítica (las funciones de correlación espaciales decaen en forma de 
potencia), que se observa, por ejemplo, en materiales transparentes, que, al sufrir un cambio 
de fase de aegundo orden, se vuelven opacos. Y por otro lado se tiene el amortiguamiento 
crítico (critical slowing down), en el cual no hay una escala de tiempos característica del 
sistema. La diferencia fundamental entre loa dos sistemas, au¿o-organización y transición de 
fase de segundo orden, consiste en que en este último hace falta un parámetro que de lugar 
a la transición (temperatura, probabilid'ad ...), mientras que en el primero no es necesario 
dicho parámetro, sino que el estado crítico es intrínseto al problema o al modelo. Reciente- 
mente se ha sugerido (CCGSSOJ que los fenómenua auteorgmizedos se deben a efectos de 
tamaño finito, perdiéndose el comportamiento en forma de ley de potencia para el límite 
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termodinámico, cosa que no ocurre en las transiciones de fase de segundo orden. 
La actualidad de los fenómenos de auteorganización es debida a los recientes trabajos 
de Bak, Tang y Wisenfeld (BTW87,BTW88,WTB89] (BTW) en los que estudian varios 
modelos discretos similares al movimiento de arena en una duna. 
Aunque parece ser que los movimientos de arena reales no siguen las reglas de auto- 
organización1 [JLN89] la relevancia del modelo reside en su sencillez y, a la vez, en la 
cantidad de repercusiones físicas que contienen las hipótesis básicas. Son muchos los pro- 
blemas de interés físico en los cuales nos encontrarnos con sistemas marginalmente estables, 
en los cuales una pequeña perturbación puede inducir cambios generales en la estructura del 
sistema. Esto parece suceder en materiales magnéticos [BWSO,CSSO], en los cuales, el que los 
sistemas tengan una cierta frustración (distintos niveles energéticos equivalentes cercanas a 
la energía del estado fundamental), puede estar relacionado con que se manifiesten de forma 
auto-organizada. 
Para concretar más en estoa modelos intentaré exponer de manera simplificada algunos 
de ellos, donde, aunque no sean compatibles con la arena real, el hablar de granos y avalan- 
chas de arena puede ser útil para tratar de entender cómo funcionan. 
4.1.1 Modelos sencillos. 
Comenzaremos por estudiar los modelos iniciales propuestos por BTW, para más adelante 
considerar distintas variaciones posteriores. 
En una dimensión se considera un sistema discreto de sitios, a cada uno de los cuales se 
le asocia un entero hi que puede representar la altura de la capa de arena en dicho punto. 
Además, en cada uno de estos puntoa se define la pendiente en el punto como y = hi - hi-1. 
El añadir un grano de arena en un punto equivale a hacer 
Si la pendiente excede un cierto valor crítico, entonces entra en funcionamiento el proceso 
dinámico de un grano de arena.que cae al lugar siguiente: 
z i - q - 2  
z i i ~  + qil + 1, para q > z,. 
Se usan condición de contorno cenada para la parta izquierda de la duna, y condición de 
contorno abierta en la parte derecha (la arena desaparece del sistema): 
zo + o, 
ZN * Z N -  1, 
ZN-1 ZN-I + 1, para z~ > zc. 
Si partiendo del sistema vacío, se añaden partículas en puntos aleatorios del sistema, y se van 
aplicando las reglas de relajación dinámica anteriores, se llega a una situación marginalmente 
estable, independientemente de las condiciones de contorno, en la que q = z; en todos sus 
puntos. En este estado, un grano de arena añadido en el punto n, va saltando de sitio en 
'Un trabajo reciente [HSK890] muestra que apilamiantoi de pequeño tamaño si M comportan según ian 
hipótesl de ante-organiaaci6n, desapareciendo esto8 efecto8 para tamañoi mayores. 
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Figura 4.1: Modelo de avalanchas en una dimensión. 
sitio hasta llegar al sitio N, abandonando el sistema y dejándolo como estaba. Entonces, el 
número de saltos necesarios para que la perturbación desaparezca es un número aleatorio 
comprendido entre 1 y N ,  no habiendo correiación entre i o ~  aúcesia, pür :ü q ~ e  ar ubticur 
un ruido blanco o l /  f O. 
Al aumentar la dimensi6n la trivialidad del problema desaparece. En dos dimensiones, 
las reglas 4.1 y 4.2 se convierten en 
donde lm puntos se encuentran en una red cuadrada 1 5 i ,  j 5 N. Para ver que ahora el 
estado minimamente estable en que todas las pendientes son iguales a z,, no es un atractor 
de la dinámica, se considera que se lanzan dos granos de arena, y se aplican las reglas 
dinámicas. Los sitios vecinos se harán inestables ( z  > z ~ ) ,  y los vecinos de los vecinos, y 
así, en forma de caaeada, la perturbación se expande por todo el sistema, cambiando el 
estado de éste. El estado estacionario es ahora lo que se denomina estado auto-organizado, 
en el cual, una pequeña perturbaci6n en un punto puede provocar, desde sólo la caida de 
un grano de un nivel a otro, hasta una reorganización general del sistema. 
BTW introducen la perturbación de dos formas ditintaa: una consiate eii elegir Una 
situación aleatoria lejos del equilibrio con q j  > z,, y dejar evolucionar el sistema hasta 
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que no se producen más saltos de arena; entonces se perturba el sistema aplicando la regla 
dinámica a un sitio con a = z,. Repitiendo el proceso varias veces, se obtiene la distribución 
de granos de arena que cambian su posición2 (D(s)) y la distribución de tiempos como 
número de veces que es necesario aplicar las reglas 4.5 a todo el sistema hasta Uegar al 
equilibrio (D(t)). La otra posibilidad consiste en partir de una superficie plana ( z  < E,) 
e ir añadiendo unidades de arena de forma aleatoria. Cada grano que se añade provoca, 
cuando se llega a un estado en el que hay algunos z tales que z > z,, reorganizaciones del 
sistema en forma de avalanchas, de las cuales se puede obtener D(a) y D(t) sin tener que 
reinicializar el sistema tan a menudo como en el método anterior. El resultado es que para 
ambos procedimientos tanto D(a) como D(t) se comportan en forma de potencias: 
Y además el exponente es independiente del método utilizado para obtener D(a) y D(t). 
Tabla 4.1: Exponentes del modelo BTW para dimensión 2 y 3. 
El valor concreto de a, es una variable irrelevante del problema. Puede tomar cualquier 
valor entero siempre que z, 2 2d, donde d es la dimensión en la que se encuentra el autómata, 
sin que se altere la dinámica del problema. 
Para estudiar el ruido BTW introducen la función F ( t )  que representa el número de 
saltoa que se producen en el instante t después de haber htroducido la perturbación. Como 
la perturbación no vuelve al sitio de donde ha partido, F(t) representa la disipación de 
energía en el tiempo t. La densidad espectral de potencia S ( f )  que se obtiene a partir de 
formar una sucesión aleatoria de los distintos F(t) es la que se comporta como f -l.'' para 
d=2 y como f-'."' para d=3. 
Hay una versión vectorial del modelo BTW [MW90] en la cual los exponentes que se 
obtienen son ligeramente distintos. La ventaja que tiene este modelo vectorial, es que se 
puede relacionar directamente las z con pendientes reales (diferencias entre alturas), no 
como en los modelos anteriores en que esta relación a610 se cumple para d=l ,  y en loa 
d e m b  cama se explica como una pendiente promedio. 
Los misma, Tang y Bak desarrollaron una teoría de campo medio [TB88a,TB88b] alrede- 
dor de la pendiente critica z,, en la cual se definen, a parte de los exponentes anteriores u 
y r, otros relacionados con la teoría de transiciones de fase de segundo orden; obteniendo 
resultados bastante compatibles con la, de sus autómatas celulares. 
A continuación mencionaré, de forma mucho m& breve que para el modelo BTW, al- 
gunos otros cálculos y modelos que han ido apareciendo motivados por la idea de la auto- 
' 0 ,  lo que m la mismo, de sitios perturbados; ya que, con laa reglai de evolucibn anterioras, la perturbación 
no puede ir hacia atrás. 
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organización,que ha llegado a aplicarse con éxito hasta al juego de la vida[BCC89], precursor 
de los aut6matas celulares y de los procesoa de organización. 
4.1.2 A u t ó m a t a s  ce lu lares  y avalanchas .  
Escalamiento y univeraaiidad e n  avalanchas. 
Kadanoñ et al. [KNWZ89] han estudiado recientemente distintas variantes del modelo 
BTW para d=l  y d=2. Introducen en una dimensión modelos no triviales en los cuales, en 
la relajación del sistema (ecuación 4.2), el número de partículas que saltan de un sitio a otro 
es variable y depende del modelo escogido, evitando asl el estado marginalmente estable. 
Las distintas distribuciones resultantes se analizan desde el punto de vista multifractal y 
desde el punto de vista de escalamiento finito, buscando con ello la dependencia de l a  
distribuciones con el tamaño de las muestras. Las conclusiones non que para d= l  el análisis 
multifractal ajusta mejor a los datos, mientras que para d=2 los dos análisis dan resultada 
satisfactorios. Por otro lado, encuentran distintas universalidades (distintos exponentes en 
las distribuciones) dependiendo de los modelos usados. 
Avalanchas sin auto-organisacl6n. 
La imagen de granos de arena cayendo en una duna es parecida a la de gotas de agua 
que resbalan en un cristal. Cuando una gota adquiere dimensión suficiente he, ésta cae, 
arrastrando con ella todas las que se encontraban por debajo en el cristal, provocando una 
avalancha que limpia parcialmente el cristal. Experimenta y simulación numérica [JH89] 
parecen indicar que el fenómeno ea de tipo l/ f '. Otras simuiaciones más ampiias para d=i  
y d=2 [CRMF89] muestran que las diitribucionea de tiempos entre avalanchas dependen de 
he, contrariamente a lo que ocurre en loa sistemas auteorganizados. 
Modelo BTW continuo. 
Este modelo es esencialmente el mismo que el de BTW, pero en el cual la pendiente puede 
tomar valores continuos [Zha89] y se le asocia el significado de energía. Las leyes dinámicas y 
de adición de energía non las mismas que para BTW. La novedad más importante del trabajo 
de Zhang ea que, cuando se alcanza el estado auto-organizado, la energía en cada punto de 
la red se concentra al rededor de determinados valorea, como si estuviera cuantizada. Cada 
uno de esas valores representa un atractor dinámico del sistema. La forma y distribución 
de los picos (densidad de energfa. frente a energía) depende del grado de aniaotropfa del 
sistema [JangO], mientras que el resto de propiedades (exponentes a y r), parecen no ser 
tan sensibles a variaciones en la anisotropía del modelo. 
4.1.3 Modelos exactos. 
Hasta aqut la mayoría de los trabajos citados son simulaciones numéricas, pero también 
ha habido intentos de describir los procesai auto-organizados de forma analítica. Hwa 
y Kardar [HK89] han estudiado por medio de técnicas de renormalización dinámica la 
evolución de un modelo continuo no lineal en presencia de ruido %yo dimensión cr i t ic~  es 
4. Una de laa características de este modelo es la aninotropfa del sistema, que determina 
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de alguna forma la dinámica, junto con las leyes de conservación implícitas en el modelo. 
Esta combinación anisotropía-conservación ha motivado otros trabajos, estudiando bajo qué 
condiciones modelos con unas determinadas características poseeen auto-organización o no 
[GLSSO]. 
Dhar y Ramaswamy estudian una variante del modelo BTW que resulta ser equivalente 
para d=2 a un modelo de percolación dirigida resuelto exactamente [DR89], y para d=3 (la 
dimensión crítica) la solución también es exacta. Los exponentes también difieren con los 
del modelo anterior y con las simulaciones, y no parece claro cual de ellos compagina mejor 
con estas últimas. 
Finalmente reseñar otro trabajo reciente [DhaSO], que aunque 5610 está resuelto exacta- 
mente para la red de Bethe, plantea de forma elegante las bases algebraicas para tratar los 
modelos BTW de forma genérica. 
4.1.4 Terremotos 
La distribución de magnitudes de los terremotos detectados se conoce desde hace tiempo 
que sigue una ley de potencia[GR56]. Es por tanto una buena medida experimental para 
contrastar los resultados de modelos surgidos a la luz de los procesoa auto-organizados y 
que pretenden explicar estos fenómenos. 
Citaré brevemente dos trabajos. En el primero [SS891 se desarrolla una teoria de campo 
medio basada en la energía disipada en cada proceso independiente y discute la naturaleza 
auto-organizada del fenómeno, en el que no sólo las distintas fallas producen los terremotos, 
sino que éstos también influyen en la futura distribución de defectos, y por tanto en los ter- 
remotos posteriores. En el segundo [CL89] se estudia un modelo continuo determinista, en 
contraposición con los modelos de avalanchas en los que la aleatoriedad marca la dinámica. 
En este último modelo la aleatoriedad se encuentra en las condiciones iniciales, evolucio- 
nando sin embargo igualmente que los modelos de avalanchas al estado auborganizado. 
De este último modelo existe una reciente versión en forma de autómata celular [NakW]. 
4.2 Leyes de escala en fenómenos de crecimiento. 
Teniendo en cuenta las ideas expuestas en la sección anterior nos proponemos ahora el ver 
cómo se pueden aplicar éstas en el marco de los fenómenos de crecimiento. El punto de 
partida que inicialmente se podría tomar, pensando en el he-cho de que en muchos modelos 
de crecimiento (DLA, DB y MB) el resultado tiene aspecto fractal (ver capítulos 1 y 3), 
es que ya tenemos medio camino andado, 5610 resta encontrar la secuencia temporal cuya 
densidad se comporte en forma de potencia y su relación con la distribución espacial. El 
problema reside en que para los fenómenos de crecimiento esta última relación resulta ser 
trivial: masa = tiempo. Cada vez que se añade una nueva partícula corre el reloj una 
unidad. Hay, por tanto que cambiar el enfoque del problema, buscando una masa, en 
principio distinta de la que define la dimensión fractal, y un tiempo que se relacione con la 
m-, por lo me& a priori, de manera no trivial. 
Existen dos aproximaciones para solucionar este problema, la primera se basa en la 
existencia de zonas apantalladas y zonas en las que se realiza el crecimiento. La segunda 
se centra en las reorganizaciones o avalanchas que se producen cada vez que se añade una 
nueva partícula al agregado. 
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4.2.1 Crecimiento, apantallamiento y aut-organizaci6n. 
El modelo apareció en un reciente trabajo de Alstrfim, Trunfio y Stanley[ATSSO], en el 
que estudian, bajo el mismo punto de vista, el problema de percolación por invasión y el 
DB. Se basa en clasificar las partículas que componen el agregado en dos fases dinámicas 
distintas: una fase extinta o completamente apantallada, alrededor de la cual no se va a 
producir crecimiento; y una fase superviviente o activa, a partir de la cual el agregado 
continúa evolucionando. La identificación de cada una de las fases se hace en función de la 
probabilidad que tiene cada partícula de tener un nuevo vecino. Dejando un poco de lado 
la percolación por invasión, en la cual la probabilidad característica p' que divide las fases, 
se toma de diferente manera; para el DB, esta p' se define como: 
Inp' = pilnpi, 
i 
donde i se extiende sobre todos los sitios que se encuentran en la frontera del agregado. 
La elección de p* se hace a traves de las propiedades multifractales (ver capítulo 1) de 
la distribución de probabilidades D(pi), y representa la probabilidad dominante en dicha 
distribución. 
Una vez definida esta probabilidad caracteristica, se identifican los sitios supervivientes 
como aquellos que tienemuna probabilidad de crecer p 2 p.. A continuación, empezando 
por estos sitios supervivientes, y siguiendo el orden en que los nodos se unieron al agregado, 
se van eliminando nodos hasta llegar a la semilla inicial. El resultado es el conjunto de 
,. 
ramas muertas (lugares en ioa cualea no se vidre a piüdü¿ii ¿rs¿iricut=, r pi: !c . $ r ? ~  
la probabilidad de producirse es casi despreciable) del agregado inicial. La distribución del 
número de nodos que pertenecen a cada una de las ramas se comporta en forma de ley 
de potencia D(a) U a-0 con u = 1.5. Para introducir el tiempo, se asocia con cada nodo 
un número que da el orden en que ese nodo entró a formar parte del agregado. El tiempo 
asociado para cada rama, se define entonces como la diferencia entre el orden del último 
nodo que se adhirió a la rama y el del primero. La distribución de los tiempos así definidos 
es aproximadamente constante, lo que implica que el ruido asociado es l/ f a .  
4.2.2 Avalanchas en el modelo de DB. 
El otro modelo[PGLWa] consiste en pensar en términos de avalanchas. Cada vez que se 
añade una nueva partícula al agregado o se rompe un nuevo muelle, se reorganizan los 
o las tensiones. Estas reorganizaciones pueden ser pequeñas, cuando el nuevo 
elemento se encuentra dentro de la zona apantallada del agregado, o muy grandes, si este 
nuevo elemento hace que las puntas se hagan más finas, o genera una nueva punta a partir 
de otra zona externa del agregado. De esta forma, en el proceso de crecimiento habrá 
reorganizaciones (avalanchas) en todos los órdenes de magnitud, si bien limitado por el 
tamaño finito del agregado. 
Para realizar el estudio nos concentraremos en el modelo de DB con r) = 1 [NPW84], ya 
que como se vi6 (capítulo 1) es equivalente ai DLA, y en los eáku:oa. as más sencil!~ qse el 
MB al tener una sola variable sobre la que iterar. 
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Autómata  celular para el modelo d e  DB. 
Los ingredientes principales del modelo son la ley de crecimiento elegida y la ecuación de 
Laplace que da el comportamiento del potencial electrostático va+ = O con las condiciones 
de contorno C$ = O en el agregado y 4 = 1 en el electrodo externo. Para resolverla aproxi- 
madamente en su forma discreta se pueden elegir gran variedad de métodos. El más sencillo 
puede ser el método de Jacobi (ver apéndice A), que llamaremos método 1, y consiste en 
resolver de forma iterativa el sistema de ecuaciones. Esto se puede interpretar como la 
relajación del sistema de potenciales de forma difusiva: 
donde z es la coordinación de la red (en nuestro caso en que usaremos la red cuadrada z=4), 
y la suma en j se extiende a los primeros vecinos del nodo i .  La relajación parará cuando 
para todos los nodos se obtenga que I+:+' - +il < c, siendo r una medida del error. 
Otra forma de abordar el problema, de manera más parecida que el anterior a los 
autómatas celulares expuestos máa arriba en este mismo capitulo, consiste en que r tome 
el significado de la pendiente crítica en el sistema y ajustar los potenciales con arreglo a un 
criterio parecido. Éste será el método 11. 
+:+' = +:, en otro caso. (4.10) 
Ambos modelos tienen el mismo comportamiento para valores extremos de c (O e 00). 
Para c=O es necesario un número infinito de pasoa para relajar el sistema y conforme c 
aumenta el número de iteraciones necesario disminuye, no siendo necesario relajar el sistema 
cuando c toma el valor del potencial en el electrodo externo. 
La ley de crecimiento será de forma aleatoria con probabilidad proporcional al campo 
eléctrico Eij = I+i  - bjl, donde i y j son nodm primeros vecinos de los cuales uno de ellos 
ya pertenece a agregado (+ = 0). 
c modelo num. muestras 
lo-' 11 4 - 
Tabla 4.2: Número de muestras distintas consideradas. 
Procesos estáticos. 
El crecimiento se comienza poniendo un punto de la red a potencial nulo y el electrodo 
externo se coloca en un circulo de radio 1M) en unidades de la distancia entre primeros 
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vecinos alrededor de dicho punto. Se considera terminada la muestra cuando hay 5000 
partículas o bien cuando el agregado llega a una distancia de 10 unidades de la red del 
electrodo externo. 
Para 3000 partículas se analiza todo el perímetro (enlaces susceptibles de romperse), 
viendo en cada caso el tiempo (número de iteraciones) necesario para que la perturbación 
desaparezca. En la gráfica 4.2 se muestra que las distribuciones se ajustan bastante bien 
(por lo menos en un cierto rango) a un comportamiento exponencial D(t) o< t-' con r -1.4, 
independientemente del modelo y de c. Cuando c se hace grande la distribución tiende a 
una delta centrada en el origen, ya que ninguno de loa cambios posibles perturba el sistema. 
Esto es en cierta medida lo que ocurre para é = lo-' en donde el número de pssos necesario 
para reestablecer el equilibrio es siempre muy pequeño. 
1 1 O 10' 
t 
Figura 4.2: Distribuci6n de tiempos de relajación D(t) para el caso estático 
c. 
y para distintds 
Antes de continuar exponiendo resultados conviene comentar algo sobre la suavizacidn 
de las distribuciones. Estas se obtienen en principio simplemente contando el número de 
veces que en el conjunto de muestras consideradas se produjo un determinado número 
de iteraciones. El resultado suele tener bastante ruido y ser muy irregular debido a que 
desgraciadamente no se pueden tener muchas muestras que suavicen loa resultadoa, por ello 
se recurre a promediar sobre puntos vecinos (D1(i) = (1/(2n+ 1)) E;=_, D(i+ j ) ) .  Para las 
distribuciones de tiempos preeentadas aquí n = 2 y para la de sitios perturbados se aplicó 
dos veces el procedimiento, una con n = 2 y otra con n = 1. Para r = lo-' no fu6 necesario 
aplicar la suavización en ningún caso. Las distribuciones de E que se verán más adelante, 
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al ser cantidades continuas, no necesitan suavizarse; lo que se hace es determinar el número 
de puntos de que se quiere conste la distribución. Las aquí expuestas tienen 200 puntos. 
Para determinar el alcance espacial de la perturbación hay que tener en cuenta el modelo 
que se usa. El modelo 1 es equivalente a la ecuación de difusión con constante de difusión 
unidad V2+ = a+/&, donde siempre hay difusión y siempre hay cambios en el potencial. 
Figura 4.3: Distribución de número de sitios perturbados D(e) para el caso estático y para 
distintos c. 
Por ello dimensionalrnente se obtiene que hay que ver cuántos nodos cambian su valor por 
encima de tc, donde t es el tiempo en que se amortigua la perturbación. Es conocido que en' 
este tipo de sistemas el alcance de la perturbación se comporta como un random walk, de 
donde r 4 y e - t, lo cual a su vea implica que D(8) -. D(t), tambihn en forma de ley de 
potencia D(e) a e-O. El resultado se puede ver en la grffica 4.3, en la. cual se observa que 
r - 1.6, lo cual parece que no se ajusta a lo expuesto anteriormente. Para que todo resulte 
consistente hay que estimar una cota mínima de error en 10.1, que resulta razonable, dado 
que el número de datos, aunque es del orden de lo4, no resulta suficiente para suavizar las 
distribuciones. 
Para el modelo 11 basta con ver en cada caso variaciones en el potencial por encima de 
c debido a que por la forma particular de relajar hay muchos nodos en los que el potencial 
no cambia. Si se hiciera de esta forma para el modelo 1 resultaría que una perturbación por 
pequeña que fuera afectaría a gran cantidad de los nodos de la red debido al proceso contínuo 
de difusión. En este modelo también el comportamiento es de la forma D(8) a e-" con 
u -1.2. Si se supone que e a ta (ahora a # 1 ya que la propagación de la perturbación no 
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tiene que ser de tipo random walk), la consistencia de los resultados implica que (u - 1)a = 
r - 1 con lo que se otendria o -2. En la figura 4.4 se muestra el resultado de ajustar una 
1 
Figura 4.4: Relación entre tiempos de relajación y número de sitios perturbados en el modelo 
11 y € = lo-" 
recta a todos los valores de a y t. El resultado (a -1.6) está bastante de acuerdo con lo 
anterior si consideramos que la ecuación que relaciona a, o y r ea muy sensible a cambias 
pequeños en los órdenes de magnitud que se manejan. Esta misma representación tiene 
mucha más dispersión conforme aumenta a, esperando que para pequeño la correlación de 
los resultados aumente. 
Procesos dinámicas. 
Hasta aqui se han analizado los procesos en equilibrio, que si bien son importantes a la hora 
de poder definir cómo es la estructura, son los procesos dinámicas durante el crecimiento 
las que en realidad dan lugar a la miama. Durante el proceso de crecimiento se recogen el 
mismo tipo de datos que anteriormente para el caso estático, observando, como se verá más 
adelante, que también el comportamiento es en forma de leyes de potencias con exponentes 
distintos al caso anterior. Para evitar posibles efectos de frontera y de formación inical del 
agregado se considerarán para realizar la estadística los punta, que entran a formar parte 
del mismo desde que &te tiene 500 partículas hasta 3000. La distribución de tiempos para la 
amortiguación de las perturbaciones se puede ver en la grá6ca 4.5. Esta ea aproximadamente 
constante (exponente muy próximo a 0) con bastantes oscilaciones para el modelo 11. 
En el modelo 11 la difusión se para siempre que el posible campo de potenciales es menor 
que E por lo que c viene a ser una cota mínima a los pasibies vaiores cie E (gráiica 4.8j. Sstü 
hace que los huecos que normalmente quedan en la estructura no se apantallen, aumentando 
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Figura 4.5: Distribución de tiempos de relajación D ( t )  para el caso diámico y para distintos 
Figura 4.6: Distribución de campos de rotura D(E)  para el caso estático y para distintos c. 
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la dimensión fractal. Por ejemplo, para E = lo-', lo-', lo-', las dimensiones fractales son 
2, 1.9 y 1.8 respectivamente. Esto no ocurre en el modelo 11 en el cual al producirse siempre 
difusión los potenciales dentro de los fiordos de la estructura (ver por ejemplo la figura 1.5) 
pueden disminuir su valor. 
La relación entre el comportamiento dinámico y el estático se hace a través de la ley 
de probabilidad de crecimiento que es en nuestro caso proporcional al campo E. En la 
gráfica 4.6 la recta representada es D(E) cx E-'." con lo cual la distribución dinámica es 
aproximadamente constante para los valores de E. que producen una estructura tipo DLA 
(gráfica 4.7). 
104 l o  -' 10 -' 
E 
Figura 4.7: Distribución decampos de rotura D(E)  para el caso dinámico y para distintos 
E. 
Se puede ver ahora la correlación existente entre la rotura dieléctrica que se produce 
E p o! tiempn qon tarda el sistema en reestablecerse t. De la parte inferior de la figura 
4.8, cuyos datos son en el modelo 11 y 6 = lo-', y dentro de la dispersión que hay, parece 
que esta correlación existe: E o< tT'. Eato, unido al comportamiento dinámico del campo 
eléctricn permite suponer que Ddin(t) o< t -~+?' .  Una forma m& precisa de determinar r' es 
representar Ddin(t)/D(t) frente a t (parte superior de la figura 4.8). En esta misma figura 
se ve que conforme E. aumenta, sobre todo en el modelo 11, el ruido en las medidas de las 
distribuciones aumenta. En estos casos ya no está tan claro que la correlación entre E y t 
sea mediante una ley de potencia sencilla como la expuesta anteriormente pudiéndose dar 
comportamientos m& complicados debido a la forma de relajar del modelo. 
Las relaciones dinámicas y comportamientos aqui obtenidos para t se pueden aplicar de 
forma análoga al número de sitios perturbados e, dando resultados razonables dentro de 
que para estimar bien las medida8 espaciales serían necesarias más realizaciones. También 
es posible estimar l a  exponentes de forma indirecta via el exponente a. 
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Figura 4.8: Relación entre campo eléctrico E y tiempoe de relajación por dos métodos 
distintos. 
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Numero de D ~ ~ I ~ c u I ~ s  
Figi?r= 4 2  Qisipsi4n en !a ew!uci¿n del DB y su densidad espectral de potencia para una 
de las realizaciones con el modelo 1 y r = lo-'. 
74 Procesos dinámicos e n  fendmenos d e  crecimiento. 
Otros  modeloe y geometrias. 
Hemos hecho algún intento de extender estos cálculos a sistemas tridimensionales, sin em- 
bargo los resultados parecen ser muy sensibles al tamaño de la célula utilizado (los sistemas 
más grandes razonables son del orden de 5Ox50x50), resultando distribuciones de forma 
exponencial que enmascaran el posible comportamiento en forma de ley de potencia. 
Otra posiblidad interesante consiste en estudiar la dependencia con la ley de rotura 
utilizada (dependencia con q), lo cual se puede llevar a cabo en el futuro, si bien debido a 
que para q 2 2 el número de puntos en la frontera es mucho menor son necesarias muchas 
más muestras para poder conseguir estadísticas razonables. 
4.2.3 Ruido y disipación.  
Una magnitud que en principio es independiente del método utilizado para relajar el sistema 
(siempre que se haga suficientemente bien), es la disipación producida en todo el sistema al 
añadir una nueva partícula al agregado. Ahora el tiempo vuelve a recuperar su significado 
original asociado al proceso de crecimiento y no de difusión. En la figura 4.9(a) se muestra 
este proceso para una de las muestras crecidas con el modelo 1 y c = lo-'. De ésta se 
puede obtener mediante el mdtodo de máxima entropia [PFTV86] la densidad espectral de 
potencia S ( f )  tal y como se muestra en la gráfica 4.9. El comportamiento resultante es en 
forma de ley de potencia, de donde nuestro ruido es aproximadamente de tipo l/ f l.'. 
Figura 4.10: Relación entre campo eléctrico y disipación. 
Este resultado muestra que de alguna manera es posible conectar la perturbación espa- 
cial, que está relacionada con la disipación, con el que se observe un tipo de ruido determi- 
nado. Una de las múltiples maneras puede ser el tratar de correlacionar el campo eléctrico 
con la variación de energía que se produce en el sistema (disipación) al eliminarlo. De la 
4.2. Leyes de escala e n  fenómenos de crecimiento. 75 
figura 4.10 parece ser que la relación es aproximadamente cuadrática, de la misma manera 
que se esperaría en sistema mucho m& sencillos, por ejemplo en el caso en que no se relaja 
el sistema al equilibrio cada vez que se añade una nueva partícula. 
Según lo expuesto anteriormente todavía hay un monton de cuestiones por resolver, pero 
los resultados son prometedores para poder encontrar en el futuro una relación entre los 
procesos fractales y loa de ruido l /  f ,  ya sea por la vía de la relación entre E y disipación o 
por otra relacionando otras distribuciones expuestas más arriba. 
Conclusiones. 
En los capítulos anteriores se han estudiado tres tipos de fenómenos distintos: percolación 
elástica, fractura en medios elásticos y auto-organización en fenómenos dinámicos de crec- 
imiento. Esto ha sido posible debido a que los mismos procedimientos numéricos son apli- 
cables a los tres problemas. 
En el capítulo 2 se vió cómo de la descripción micrascópica de la red surge un nuevo 
tipo de diferenciación en el problema de la percolación. La universalidad (en el sentido 
del comportamiento de los distintos módulos elásticos, no del exponente crítico) no es la 
misma dependiendo de cómo se implementen las constantes elásticas, características del 
medio elástico continuo, en la red de muelles discreta que lo simula. El efecto es corroborado 
independientemente por métodos analíticos de campo medio (Teoría de Medio Efectivo) que 
muestran dar resultados bastante exactos. Este tipo fenomenología no ha sido observado 
en la percolación clásica o escalar, añadiendo mayor riqueza al problema vectorial. 
En el capítulo 3 se ha estudiado con cierto detalle el modelo de Louis y Guinea para tratar 
. . . - . . . ., . problemas de fractura meaiance una d e ~ c r i ~ ~ i u r i  siii pk di :üs mediw c!&ticar. .A.ha3d~ndi 
en el modelo, se han visto distintas variantes, acercándose cada vez más a los materiales 
reales. En concreto, cuando un material se rompe hay multitud de efectos que entran en 
juego, lo que hace que la probabilidad que tiene un elemento micoscópico de fallar sea una 
función, en general complicada, de la tensión local. Entonces se tienen varios regímenes 
de tractura que el sistema elige en función de las condiciones locales. En particular, para 
medios suficientemente grandes las mayores tensiones en la superficie de la fractura van a 
dominar en la función antes mencionada, dando lugar a estructuras que tienen forma casi 
lineal y se propaganmuy rápidamente. 
Finalmente, en el capítulo anterior se ha mostrado que fenómenos dinámicos que evolu- 
cionan fuera del equilibrio responden también a las hipótesis de auto-organización. Den- 
tro de este marco es posible relacionar de forma sencilla distribuciones de perturbaciones 
estáticas y dinámicas debido a su comportamiento genérico en forma de ley de potencia. 
Es resaltable también el que la disipación de energia en el sistema durante el proceso de 
crecimiento posea un ruido característico que estará relacionado con su evolución y por 
tanto de alguna manera con la dimensión fractal observada. 
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Apéndice A 
Métodos numéricos de cálculo. 
En este apéndice se describen Ice métodos de cálculo que se han utilizado para obtener la 
mayor parte de loa resultados que se presentan en este trabajo. En concreto se trata aquí 
de cómo resolver de forma aproximada un sistema de ecuaciones lineales con un número 
grande de incognitas: 
A x =  b. ( A 4  
Este problema es análogo a muchos problemas de optimización en los que se busca 
encontrar el mínimo de una cierta función f (x) de n variables donde x (zi,. . .,z.). 
Puesto que f (x) se puede poner como: 
a/  1 az f f(x)  = f ( P ) + C , z i + ñ C x z i z , + . .  U', 
* . . V I , V I ,  
' .J 
la condición de que haya un punto extremo ( V f = O ) implica la ecuación A.1. 
La elección de loa métodos se ha hecho teniendo en cuenta criterios principalmente de 
fiabilidad, pero también, $y esto se discute más adelante, de relevancia del cálculo que se 
pretendía realizar. El orden en que se exponen no es el mismo del de los capítulos, si no 
que va de menor a mayor complejidad del método. En cada uno se comenta en qué parte 
del trabajo ae us6, así como en el trabajo ae hacen constantes referencias a este apéndice. 
La exposición de loa métodce de cálculo no es matemáticamente rigurosa, sino que más 
" 8 ...-:.---- -..-A-- --*..-,--* + -.a-am bien esta p e n d a  para ñnes prácticos. fin ia uiuuullrtuio ás pu.;uru rrii.l...- 
y demostraciones formales que conducen a loa rnismm resultados que aquí se obtienen de 
forma más intuitiva. 
Aquelloa métodos que no se han usado en el trabajo no se describen en detalle, r e  
mitiéndose a las referencias para una mayor explicación. Loa métodos no se comparan entre 
si (en lo que a este apéndice se refiere).' Para una comparación de loa métodos y también 
para su aplicación al cálculo de densidades de estados ver [LTS?]. 
A.l  Métodos exactos. 
Algoritmos que dan la solución exacta de la expresión A.i se conocen y se asan desde hzce 
tiempo. Se basan en su mayoría en transformar la matriz A operando sobre sus elementos, 
para convertirla en una matriz semejante de solución má9 sencilla, o en un producto de 
matrices ([PFTV86], capítulo 1). Los procedimientos para estas trandormaciones requieren 
un número grande de operaciones entre los elementos de matriz, por lo que si A es de 
dimensión elevada, la precisón necesaria para que al final del proceso el resultado sea de 
verdad equivalente a la matriz de partida ha de ser bastante grande. Este hecho, unido a 
que algunas veces la matriz A está cerca de ser singular (det(A) u O) y del gran número 
de operaciones que requiere el proceso, hace que en la práctica sea prohibitivo y arriesgado 
aplicar estos métodos en sistemas grandes. 
En algunos casos, y para sistemas en los cuales, o bien el problema inicial se plantea 
en una red, o las ecuaciones se pueden implementar en una red, ea posible encontrar ex- 
actamente algunas magnitudes que se obtienen a partir de la solución exacta propiamente 
dicha. Por ejemplo, para el problema de la percolación y la conductividad discutido en el 
capítulo 1 se puede, tomando una cadena de longitud finita L ir añadiendo cadenas de la 
misma longitud en paralelo como si se formara una bufanda. En cada paso una matriz de 
dimensión L x L da las variaciones al añadir el nuevo elemento. Así hasta que la cinta tiene 
una longitud mucho mayor que L, pudiéndose deducir de la Matriz de Transferencia, que 
es cómo se denomina el método, la intensidad elhctrica total que atraviesa el sistema sin 
conocer la que existe en cada resistencia en concreto [DV82,DZVS84]. 
A.2 Métodos iterativos. 
Los métodos iterativos permiten tratar matrices de mayor dimensión que los métodos exac- 
tos, aunque la solución sea aproximada. Un metodo iterativo consiste en repetir un deter- 
minado procedimiento un número finito de veces (iteraciones), hasta que el error cometido 
es menor que un determinado valor, el cual determina la precisión que se desea alcanzar. 
Tienen la ventaja sobre los métodos exactos que en cada iteración utilizan siempre la misma 
matriz A, y por tanto, aunque el número de operaciones que se realizan pueda ser grande, 
no existe casi propagación de errores. 
A.2.1 Jacobi y Gauss-Siedel. 
Dentro de loa métodos de relajación el método de Jacobi es el más sencillo y con 61 se com- 
paran y derivan muchos de los usados actualmente [PFTV86,dGA54]. El método consiste 
en plantear el sistema de la forma: 
aplicándose hasta que una cierta función de x' - x, que puede ser el módulo o el cuadrado 
del módulo, el máximo de los componentes del vector, o cualquier otro criterio, es menor que 
un c13rto valor que determina la precisión del cálculo. Se puede ver cómo si en cada paso un 
pu.-.:o se da cuenta de lo que ocurrió en los puntos que con el se relacionan (generalmente 
sus primeros vecinos) en el paso anterior. A pesar que este método ya casi no se usa debido 
a que su convergencia es bastante lenta (en la mayoría de los cama lógicamente se requiere 
que el error sea bastate pequeño), es bastante sencillo de programar y en c a s a  en que 
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no es necesario resolver el sistema con gran precisión (ver capitulo 3) puede resultar más 
conveniente que otros métodos mucho más exactos. 
A veces resulta que el sistema tiene inestabilidades o que en determinados puntos zi ,la 
solución oscila debido a que el método de Jacobi no tiene en cuenta el valor que se obtuvo 
en el punto en el paso anterior1. Por esto se puede introducir la solución encontrada en el 
paso anterior con un peso w que hace que el sistema converja. Esta convergencia se puede 
acelerar utilizando los valores de x que se han calculado en el mismo paso de iteración, 
dando lugar al método de sobrerelajación: 
donde O < w < 2, existiendo métodos que determinan el valor óptimo de w [PFTV86]. Si 
w = O el método se denomina de GauskSiedel, análogo al de Jacobi, pero usando los valores 
ya calculados del nuevo vector. Aquí el orden en que se plantean las ecuaciones puede en 
algunos casos mejorar algo la convergencia, sin embargo el resolver las ecuaciones de forma 
aleatoria, o en varios subvectores generalmente trae problemas adicionales a la hora de 
programar. La estimación de la,convergencia para la sobrerelajación se realiza de manera 
.. 
análoga al método de Jacobi. 
I A.2.2 Gradientes Conjugados. 
El método de Gradientes Conjugados (GC) es menos intuitivo que 1. expuestoa anteri- 
ormente. sin embargo es mucho m& eficaa a la hora de resolver aproximadamente cierto - 
tipo de sistemas que, usando los métodos descritos en el punto anterior, presentan una . .. 
convergencia muy lenta hacia la solución del sistema. Este puede ser el caso de la perc* 
lación expuesto en el capítulo 2: cerca de la transición de fase, el critica1 s1ounng:down o 
amortiguamiento crítico intrínseco al problema plantea serias dificultades. La exposición 
que sigue está sacada de [Her88], pero se pueden encontrar variaciones y ampliaciones en . . 
[PFTV86,VF89] y tambihn, aunque de forma más matemAtica, en [Pie86]. 
Partiendo de la ecuación A.l, y de una solución prueba de la misma, xo, se puede 
expresar el error cometido como combinación lineal de una cierta base v de vectores n- 
dimensionales, donde n es la dimensión de la matria A. 
w, pero x es precisamente nuestra Si los vectores v fueran ortogonales entre si, a& = 
incógnita, para que ésta desaparezca de la expresión de a, es preciso que la base v sea A 
conjugada: 
viAvj  = 0 con i # j, (A.6) 
y entonces: 
- %) - vr(b - Axo) - v k g o  
ab = - vkAvk ' (A.7) 
vkAv6 vrAvk 
'Esto ocurre en el problema de la Ractura Mecánica del capltulo 3, en el cuai, ai cabo de unos pocos 
enlacw mtos el m6todo de Jacobi w incapas de encontrar una mlucMn eatabls y diverge 
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El vector go E b - A- es el gradiente de A.2 con signo negativo en el punto m, es decir, 
da la dirección de la máxima variación de la función cuadrática A.2 hacia el mínimo. Los 
vectores v se pueden escoger a partir de los g siguiendo un procedimiento de ortogonalización 
parecido al de Grarnm-Schmidt de la siguiente manera: 
Donde partiendo de una solución prueba m, se generan los siguientes de forma consecutiva, 
cumpliéndose A.6 y además gigj = O para i # j .  
Con estas definiciones el proceso se puede resumir de la siguiente manera: 
Se repiten los pasos del proceso anterior hasta que el error, que se define por medio de 
gkgr, sea menor que un determinado valor previamente fijado. Este método asegura que 
como máximo en n pasos se alcanza la solución del sistema, ya que el espacio en que se 
mueven los vectores es de dimensión n; pero en la práctica la solución alcanza mucho 
más rápidamente. 
Cuando la matriz A define las ecuaciones de equilibrio en una malla, como es el caso de 
este trabajo, la evaluación de la expresión b - Ax consiste simplemente en aplicar una vez 
un procedimiento parecido al de Jacobi a toda la malla. Para evaluar Ax, es exactamente 
igual, cambiando de signo, y quitando los elementos fijos de los bordes (se puede ver cómo 
si se pusieran condiciones de contorno libres b = 0). 
A.3 Otros métodos 
Recientemente han aparecido mhtodos nuevos, o aplicaciones de métodos ya conocidos con 
anterioridad, para tratar de resolver principalmente problemas complejos como es el caso - 
de la percolación y el criticd slowing down característico, y poder acceder a zonas lo más 
cercanas posibles a la transición. 
Mencionaré dos métodos, en los cuales no soy ni mucho menos un experto, ni conozco a 
fondo su funcionamiento, pero por los resultadoe que parecen obtener puede que en muchos 
problemas merezca la pena probar, a pesar de au aparente complejidad. El primero consiste 
en la aceleración por transformadas de Fourier [BHN86,BH88]. Se transforma Fourier la 
ecuación de partida y se aplica el método iterativo favorito: Jacobi, Gaues-Siedel, gradientes 
conjugados ... El hacer transformada Fourier hace que los valores en los puntos se mezclen, 
no sólo con sus primeros vecinos sino'con toda la red, dando cuenta de interacciones a 
más larga distancia, con lo que se acelera bastante la convergencia para sistemas sobre 
todo escalares. Para sistemas vectoriales (por ejemplo el caso elástico) no parece haber 
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gran mejora en la convergencia debido a que la transformada no puede hacerse de manera 
sencilla. 
El otro método es el de multireja o mulitgrid [KDR*88,EGS88], en el cual se discretiza 
el problema en enrejados o redes de distintos tamaños. Los problemas de amortiguamiento 
critico aparecen para tamaños grandes, no en loa pequeños, por lo que si se tiene el mismo 
problema con distintos enrejado8 se puede pasar de un enrejado a otro equivalente más 
grande, volviendo a la primera en caso de problemas y asi, hasta Negar a la solución (para 
más información ver la referencia). 
Apéndice B 
l Ecuaciones de la elasticidad en 
l coordenadas polares. 
~ 
Relaciones entre coordenadas cartesianas y polares. 
Coordenadas: 
Desplazamientos: 
Esfuerzos: 
o,, = u,.cos28 + o,,sen28 + 2oZ,cos8sen8, 
o,# = (ovv - uZ,)cos8sen8 + uZ,,(~osZ8 - sen28), 
oeo = u,,sede + o,,cos28 - 2uz,cos8sen8. 
03.3) 
Expresiones en coordenadas polares. 
Energía Ubre. 
Tenaor de esfuerzos. 
3 0 ~ .  
o,, = ,' (avU# + -- 3) 
r r '  
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Ecuaciones de equilibrio. 
Apéndice C 
Ecuaciones de equilibrio en la red 
I triangular. 
En este apéndice se pretende explicar cómo implementar de una manera sencilla el hamilto- 
niano de fuerzas centrales en la red triangular, y cómo expresar las ecuaciones de equilibrio 
que siguen los nodos de una manera lineal. Este hamiltoniano es: 
donde i y j son nodos primeros vecinoa de la red triangular, ki, la constantede fuerza que 
. . .  
une ios noaos t y 3, vi ei Yesy>:azoiiieiitü Us! zoUo i U= S:: pe=ici^~ do ecpilihrio, y f - 2  ., el 
vector unitario que une dichos nodos. 
Las posiciones de equilibrio son aquellas que hacen mínimo el hamiltoniano, o lo que 
es lo mismo, las que hacen nula la fuerza neta en cada nodo. Para que las ecuaciones que 
definen estas posiciones de equilibrio sean lineales, se aproxima iij de forma que pueda 
tener únicamente tres valores: (1,0), ( f , $ )  y (-4, q), dependiendo de la orientación 
del enlace que une los nodos. Por esta simetría de la red triangular conviene expresar los 
desplazamientos en dos de las tres direcciones principales de la red1: 
De esta forma las ecuaciones de equilibrio quedan (ver figura C.l): 
'Hay que tener en cuenta aqul que esta cambio de basa ss redere 0.510 a loa vectorea desplasamiento, no 
a coordenadan de puntos. El cambio de coordenadan z e g a i y j ea: 
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Figura C.1: Desplazamientos, coordenadas y nodos considerados en la red triangular. 
O = ks(i ,  j )  * (%(i, j  + 1) - u,,(;, j ) )  + ks(i, j  - 1) * (uu( i ,  j - 1) - u"(i ,  j ) )  + 
k ~ ( i , j ) * ( u u ( i + l , j + l ) + u ~ ( i + l , j + l )  -u . ( i , j ) -u" ( i , j ) )+  
2 -  1 ,  l ) ( u ( i - 1 - u -  1 -  1 - u U ( i ) - u ( i j ) )  (C.4) 
Resolviendo el sistema de ecuaciones anterior se pueden expresar los desplazamientos u. y 
u,  de un punto en función de los de sus primeros vecinos: 
D = ( k ~ ( i ,  j )  + k l ( i  - 1 , j ) )  * (ks( i ,  j )  + ks(i ,  j  - 1) )  + 
( k z ( i , j ) +  k2(i-  1 , j -  1)) * 
( k i ( i , j )  + k l ( i  - 1 , j )  + ks(i ,  j )  + ks( i , j  - l ) ) ,  (c .5)  
u.(;, j )  * D = ( k z ( i -  1, j -  1) + kz ( i , j )  + k s ( i , j -  1 )+ k s ( i , j ) )  * 
( k l ( i  - 1 , j )  * u u ( ; -  l , j ) +  k ~ ( i , j )  *uu ( ;+  l , j ) ) +  
( k s ( i , j  - 1) + ks( i , j ) )  * 
( k z ( i -  1 , j -  1) * (uu(;-  1 , j  - 1) +u,,(¡ - 1 , j -  1))  + 
k 2 ( i r j ) *  (U.(;+ l , j +  1) +uv( ;+ l , j +  1 ) ) )  - 
(kz( i  - 1, j  - 1) + k2(i, j ) )  * 
(ks( i ,  j  - 1) * u,,(i, j  - 1) + ks(i ,  j )  * u,,(;, j  + l ) ) ,  (c.6) 
u.(;, j )  * D = ( k ~ ( i  - 1, j )  + k ~ ( i ,  j )  + kz(i - 1, j  - 1) + kz(i ,  j ) )  * 
( k s ( i , j -  l ) * u " ( i , j -  1) + k s ( i , j )  * u,,(i,j+ l ) ) +  
(h(i - 1 , j )  + k ~ ( i , j ) )  * 
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Donde D puede anularse en dos casos: sólo queda un enlace presente, por lo que se hacen los 
desplazamientoa del nodo igual a los del nodo al que se conecta por el único enlace restante; 
l 
l o bien quedan dos enlaces formando entre ellos ángulo de 180°, en cuyo caso se resuelven las ecuaciones unidimensionales en esa dirección. 
l 
I C . l  Subrutinas FORTRAN. 
Para ilustrar cómo se pueden implementar estas ecuaciones se dan a continuación dos sub- 
rutinas FORTRAN, con distinta eficiencia y complejidad. 
La primera consiste en escribir directamente las ecuaciones de equilibrio anteriores: 
1 subroutine equil (error) 
, C ............................................................. 
Sub~tina que calcula las posiciones de equilibrio u y v en 
una red triangular.usando las posiciones ya calculadas 
(metodo de Gauss) 
las variables ua y va son adliares 
la variable mb contiene todas las constantes de recuperacion 
de los muelles de la red. Para agilizar el calculo en el 
programa principal hay que hacer 
mb(4.1, j)=mb(l.i,j)+mb(l,i-l,j)+nb(2,i,j)+mb(2,i-l,j-l) 
mb(6.i. j)=mb(3.i.j)+mb(3.i. j-l)+mb(2.i. j)+mb(l.i-1, j-1) 
mb(6.i.j) indica que ese nodo no hay que relajarlo, o bien 
que ese nodo esta aislado 
la subrntina devuelve el error como el maximo dei moduio 
del vector de entrada y de salida en cualquiera de los 
c nodos 
C 
C ............................................................. 
implicit real*8(a-h,o-z) 
parameter (nd181) 
common/des/u(nd,nd) .v(nd,nd) 
common/anx/ua(nd.nd) . va(nd .nd) 
common/eme/mb(6 .nd .nd) 
do 80 j=l.nd 
do 80 l=l.nd 
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if (mb(6.i.j) .eq.O)go to 70 
mbl2=mb(2,i-l. j-1) 
mbl3=mb(3.i. j-1) 
mbll=mb(l,i-l.]) 
mbl=mb(l.i. j) 
mb2=mb(2.i. j) 
mb3=mb(3.1. j) 
mb4=mb(4.i. j 
mb6=mb(6.i. j) 
if(mb4.eq.O)go to 20 
if (mb6.eq.O)go to 40 
idet=mb4*mb6-(mb2+mb11)+*2 
if(idet.eq.0)go to 60 
ua(i.j)=(mb6*(mbll*na(i-l.j)+mbl*u(i+l.j))-(mb2+mbl2)* 
# (mbl3*va(i.j-l)+mb3*v(i,j+l))+(mb3+mbl3)* 
# (mbl2*(ua(i-l. j-l)+va(i-l. j-l))+mb2*(u(i+l, j+l)+ 
# v(i+l. j+l))))/idet 
va(i. j)=(mb4*(mbl3*va(i. j-l)+mb3*v(i. j+l))-(mb2+mbl2)* 
# (mbll*ua(i-l.j)+mbl*u(i+l.j))+(mbl+mbll)* 
# (mbl2*(ua(i-1, j-l)+va(i-l. j-l))+mb2*(u(i+l. j+l)+ 
# v(i+l.j+l)))~/idet 
go to 80 
20 if(mb6.eq.O)go to 80 
ua(i, j)-(mbl3*ua(i. j-l)+mb3*u(i, j+l))/(mbl3+mb3) 
va(i. j)=(mbl3*va(i. j-l)+mb3*v(i. j+l))/(mb13+mb3) 
go to 80 
40 ua(i. j)=(mbll*ua(i-1, j)+mbl*u(i+l. j))/(mbll+mbl) 
va(i.j)=(mbll*va(i-l.j)+mbl*v(i+l,j))/(mbll+mbl) 
go to 80 
80 ua(i. j)=(mbl2*ua(i-l. j-l)+mb2*u(i+l. j+l))/(mbl2+mb2) 
va(i, j)=(mbl2*va(i-l. j-l)+mb2*v(i+l. j+l))/(mbl2+mb2) 
80 continue 
error-0. do 
do 100 j=l.nd 
do 100 i=l.nd 
if (mb(1. j .e) .eq.O)go to 100 
error-dmaxl (error. (ua(1. j ) -u(i. 1) **2+ 
#0.33333333333d0*(2*(va(ls j)-v(1, j))+ua(i, j)-u(1, j))**2) 
100 continue 
do 120 j=l.nd 
do 120 i=l.nd 
if(mb(6.i.j) .eq.O)go to 120 
c u(i.j)=(~(i.j)+u(i.j))*0.6dO I sobrerelajacion 
c v(i.j)=(va(i. j)+v(i,j))*0.6dO 
u(i,j)=ua(i,j) 
v(i,j)=va(i,j) 
120 continue 
error-dsqrt (error) 
return 
end 
El problema que tiene esta subrutina es que emplea excesivo tiempo al pasar de un 
punto a otro evaluando todca los if necesarios para determinar qué tipo de nodo es el que 
está tratando. Esto se puede solucionar añadiendo una nueva variable que diga el tipo de 
nodo, y aunque hay 64 posibilidades, el esfuerzo puede valer la pena si con ello se ahorra 
tiempo de CPU. 
I subroutine equi2(error) C ............................................................. 
c subrutina que calcula las posiciones de equilibrio u y v en 
. c una red triangular con todas las constantes de recnperacion 
c de los muelles iguales usando las posiciones ya calculadas 
c (metodo de Cause) 
C 
C 
c las variables ua y va son auxiliares 
C 
c la variable muv indica que tipo de nodo es el que se trata 
C 
c la subrutina devuelve el error como el maximo del modnl'o 
c del vector de entraaa y ae saiida en cuaiq~iáiñ Gü IüS 
c nodos 
C 
C ............................................................. 
implicit real*8(a-h.0-z) 
parameter (nd=81) 
common/des/u(nd.nd).v(nd,nd) 
common/aux/ua(nd.nd) .va(nd.nd) 
common/eme/muv(nd .nd) 
do 04 j-l.nd 
l do 04 iml.nd - 
go to (1.2.3.4.6.6.7.8,0.10,11,12,13,14,15,16,17,18,10,20,11, 
X ~1.~3,24~26.16.27.28~20~30~31~31,33.34.36,36,37,38,3~, 
# 40.41.41.43.44.46.48.47,48,40,60,51,62.63,64,66,66,67, 
1 # 68.60.00.61,61 .03 . & Q ) m t i v ( i .  j) 
I C 
l c n i n p  enlace roto 
C 
l 1 ua(i, j)-(l*(ua(i-1, j)+u(i+l, j))+u(i+l. j+l)+v(i+l, j+l)+ 
l X ua(i-l. j-l)+va(i-l. j-1)-va(i, j-1)-v(i. j+1))*0.160666667dO 
va(i. j)=(2*(va(i, j-i)+v(i; j+l))+n(i+l, j+l)+v(i+l. j+l)+ 
# ua(i-1.j-l)+va(i-l.~-i)-ua(i-l.j)-nil+l.j))*O.i~6~667d0 
go to 04 
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C 
c 1 enlace roto 
C 
2 ua(i.j)=(ua(i-l.j)+O.SdO*(u(i+1,j+1)+v(i+l, j+l)+ 
# ua(i-l. j-l)+va(i-1.1-1)-va(i, j-1)-v(1, j+l)))*O.SdO 
va(i. j)=(3*(va(i, j-l)+v(i,j+l))+u(i+l, j+l)+v(i+l,j+l)+ 
# ua(i-l.j-1)+~a(i-l.j-l)-2*~a(i-l.j))*O.l26d0 
go to 64 
3 ua(i, j)=(3*(ua(i-1, j)+u(i+l, j))+ 
X 2*(ua(i-l.j-l)+va(i-l.j-l))-va(i.j-l)-v(i.j+l))*0.126d0 
va(i. j)-(3*(va(i, j-l)+v(i, j+l))+ 
# 2*(ua(i-l.j-l)+va(i-l.j-l))-~a(i-l.j)-~(i+l,j))*O.i2SdO 
go to 84 
4 ua(i. j)=(3*(ua(i-l,j)+u(i+l, j))+u(i+l,j+l)+v(i+l,j+l)~ 
X ua(1-l. j-l)+va(i-l. j-1)-2*va(i, j-l))*O.l2SdO 
va(i, j)=(va(i. j-l)+O.6d0*(u(i+l,j+l)+v(i+l, j+l)+ 
# ua(i-l. j-l)+va(i-1, j-1)-ua(i-l. 1)-u(i+l, j)))*O.SdO 
go to 84 
6 ua(i. ))=(u(i+l. j)+0.6d&(u(i+li j+l)+v(i+l, j+l)+ 
# ua(1-l. j-l)+va(i-l. j-1)-va(i,j-1)-v(1, j+l)))*O.üdO 
va(i. j)=(3*(va(i. j-l)+v(i, j+l))+n(i+l, j+l)+v(i+l, j+l)+ 
# ua(i-1.1-l)+va(i-1.j-1)-2*n(i+l,j))*O.l2SdO 
go to 84 
6 ua(i.j)=(3*(ua(i-l,j)+u(i+l,j))+ 
X 2*(u(i+l. j+l)+v(i+l, j+l))-va(1, j-1)-di. j+l))*O.l25dO 
va(i, j)=(3*(va(i, j-l)+v(i.j+l))+ 
# 2*(u(i+l,j+l)+v(i+l,j+l))-ua~i-l,j~-u(i+l,j~~*O.l2SdO 
go to 84 
7 ua(i, j)=(3*(ua(i-l. j)+u(i+l, j))+u(i+i.)+l)+v(i+l.j+l)+ 
# ua(i-l. j-l)+va(i-l. j-1)-2*v(i, j+l))*O.l26dO 
va(1. j)=(v(i. j+1)+0.6dO*(n(i+l. j+l)+v(i+l. j+i)+ 
# ua(i-l. j-l)+va(i-l. j-1)-uaci-l. jl-n(i+l, j)))*O.SdO 
go to  64 
C 
c 2 enlaces rotos 
C 
8 ua(i. j)=(3*na(i-l. j)+ 
X 2*(ua(i-1, j-l)+va(i-l. j-l))-va(i, j-1)-~(1, j+l))*O.2dO 
va(i. j)=(2*(va(i, j-l)+v(i, j+l))+ 
# ua(i-1, j-l)+va(i-l. j-1)-ua(1-l. j))*O.2dO 
go to 64 
Q ua(i. j)=(3*na(i-1, j)+u(i+l, j+l)+v(i+l, j+l)+ 
1 ua(i-l,j-l)+va(i-l,j-l~-2*va~i,j-l~~*O.2dO 
va(i. j)-(3*va(i. j-i)+~~l+1,~j+l~+v~l+l, j+ )+ 
# ua(i-l. j-l)+va(i-l. j-1)-2*na(i-l. j))*0.2d0 
go to 84 
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20 ua(i. j)-(3*u(i+l. j)+ 
# Z*(u(i+l, j+l)+v(l+l, j+l))-va(i, j-1)-v(i, j+l))*O.ZdO 
va(i. j)=(Z*(va(i. j-l)+v(i.j+l))+ ' 
# u(i+l, j+l)+v(i+l, j+l)-u(i+l, j))*O.ZdO 
go t o  64 
21 ua(i. j)=(3*u(i+l, j)+u(i+l, j+l)+v(i+l, j+l)+ 
# ua(i-l. j-l)+va(i-1, j-l)-2*v(i.l+i))*O.2dO 
va(i. j)=(3*v(i. j+l)+u(i+l, j+l)+v(i+l.l+i)+ 
# ua(i-1.1-l)+va(i-1, j-l)-2*u(i+l,j))*O.2dO 
go to  64 
22 ua(i. j)=(Z*(ua(i-l,j)+u(i+l,j))+ 
# u(i+l.j+l)+v(i+l.j+l)-v(i,j+l))*O.ZdO 
va(i.j)=(3*v(i,j+l)+ 
# 2*(u(i+l.j+l)+v(i+l,j+l))-ua(i-l,j)-u(i+l,j~~*O.2dO 
go t o  64 
C 
c 3 enlaces rotos 
C 
23 ua(i. j)=(2*ua(i-1, j)+ . 
# ua(i-l. j-l)+va(i-1.j-1)-va(i,j-1))*0.333333333dO 
va(i. j)=(Z*va(i, j-l)+ 
# ua(i-l. j-l)+va(i-1, j-1)-ua(i-l. j))*O.333333333dO 
go t o  64 
24 ua(i.j)=(2*(ua(i-l,j-l)+va(i-l,j-l))-va(i,j-l~-v~i,j+l~~*O.5dO 
va(i.j)=(va(i,j-l)+v(i,j+l))*O.6dO 
go t o  64 
26 ua(i. j)=ua(i-1. j) 
va(i.j)=(va(i.j-l)+v(i,j+l))*O.5dO 
go t o  64 
26 ua(i. j)=(Z*na(i-1, j)+ 
# ua(i-l. j-l)+va(i-1, j-1)-v(i, j+l))*O.333333333dO 
va(i, j)=(Z*v(i. j+i)+ 
# ua(i-l. j-l)+va(i-1, j-1)-ua(i-l. j))*O.333333333dO 
go t o  64 
27 ua(i, j)=(u(i+l, j+l)+v(i+l, j+l)+ 
# ~ ( i - l .  j-l)+va(i-1, j-1)-2*va(i,j-i))*O.SdO 
va(i, j)=va(i, j-1) 
go t o  64 
28 ua(i. j)=(Z*ua(i-l. j)+ 
# u(i+l. j+l)+v(i+l. j+l)-va(1. j-1))*0.333333333dO 
va(i. j)=(2*va(i, j-l)+ 
# u(i+l. j+l)+v(i+l. j+l)-ua(i-l. j))*O.333333333dO 
go t o  64 
29 ua(i. j)=ua(i-l. j) 
va(i, j)=(u(l+l, j+l)+v(i+l, j+l)+ 
# ua(i-l. j-l)+va(i-l. j-1)-2*ua(i-l. j))*O.6dO 
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go to 64 
42 ua(1, j)=(2*u(I+i. j)+ 
# u(i+l, j+l)+v(l+l. j+l)-v(i, j+l))*O.333333333dO 
va(i. j)=(2*v(i. j+l)+ 
a u(l+l. j+i)+v(i+i. j+l)-u(i+l. j))*0.333333333dO 
go to 64 
C 
c 4 enlaces rotoa 
C 
43 ua(1, j)=u(I+l, j) 
va(1, j)-u(l+l, j+l)+v(i+l, j+l)-u(l+l, j) 
go to 64 
44 ua(1. j)=u(l+l. j) 
va(l,j)=v(l, j+l) 
go to 64 
46 ua(1, j)=(ua(i-1, j)+u(I+l, j))*O.6dO 
va(i.j)=(va(l-1,j)+v(l+lij))*0.6d0 
go to 64 
46 ua(1, j )=u(l+l, j 1 
va(1. j)=ua(l-l. j-l)+va(l-1.j-1)-u(I+í.j) 
go to 64 
47 ua(i. j)=u(l+l.j) 
va(1. j)=va(l, j-1) 
go to 64 
48 ua(i. j)=u(i+i. j+l)+v(i+l,j+l)-v(1, j+i) 
va(1. j)=v(l. j+1) 
go to 64 
40 ua(i.j)=ua(i-1.j) 
va(1. j)=u(l+l. j+i)+v(l+l. j+l)-ua(1-1.j) 
go to 64 
60 ua(1. j)=(ua(l-1, j-l)+u(l+l, j+l))*0.6d0 
va(1. j)=(va(i-1, j-l)+v(i+l, j+l))*O.SdO 
go to e4 
61 ua(1, j)-u(l+l, j+l)+v(l+l, j+1)-va(1, j-1) 
va(1, j)=va(l, j-1) 
go to 04 
62 ua(l.j)=ua(l-l.j) 
va(1, j)=v(l, j+l) 
go to 64 
63 ua(1, j)=ua(l-l. j-l)+va(I-l. j-1)-v(1, j+l) 
va(1, j)=v(l, j+l) 
go to 64 
64 ua(l.j)=(ua(l.j-l)+u~l,j+1))*O.6dO 
va(1. j)=(va(l. j-l)+v(l, j+l))*O.6dO 
go to 64 
66 ua(1, j)-ua(1-1, j) 
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va(i.j)=ua(i-i.j-i)+~a(i-1,j-1)-ua(i-l,j~ 
go to 64 
66 ua(i, j)-ua(i-1. j) 
va(i,j)-va(i,j-1) 
go to 64 
67 ua(i, j)=ua(i-1, j-l)+va(i-1, j-1)-va(i, j-1) 
va(i, j)=va(i, 1-11 
go to 64 
C 
c 6 enlaces rotos 
C 
68 ua(i. j)=u(i+i. j) 
va(i, j)-v(i+l, j) 
go to 64 
69 ua(i, j)=u(i+l. j+1) 
va(i, j)=v(i+l, j+l) 
go to 64 
ua(i, j)=u(i. j+l) 
va(i, j)=v(i, j+1) 
go to 64 
61 ua(i, j)-ua(i-1, j )  
va(i, j)=va(i-1, j) 
go to 64 
ea ua(i.j)=ua(i-1.j-1) 
va(i, j)=va(i-1, j-1) 
go to 64 
63 ua(i. j)=ua(i. j-1) 
va(i, j)=va(i, j-1) 
64 continue 
error=O.dO 
do 100 j=i,nd 
do 100 i-l.nd 
if(muv(i.j).eq.64)go to 100 
o n n r = i n ~ l  (error: (ua(i. j)-u(i. 1) )**a* 
#0.33333333333d0*(2*(va(i. j)-v(1. j))+ua(i. j)-u(i. j))**2) 
100 continue 
do 120 j=l.nd 
do 120 i=l.nd 
I if(muv(i.j).eq.64)go to 120 
c u(i,j)=(ua(i, j)+u(i.j))*O.6dO I sobrerelajacion 
c v(i.j)=(va(i. j)+v(i. j))*0.6dO 
u(i,j)=ua(i,j) 
v(i,j)=va(i,j) 
120 continue 
error-dsqrt (error) 
return 
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end . 
Como se ve esta subrutina es mucho mas complicada que la anterior, pero se han eliminado 
la mayoría de los i t .  Si se quisiera hacer para el caso anisótopo sería algo más complicada 
pero no más larga; y para la reconstrucción & X  &, además de más complicada, tres veces 
más larga (habría que pasar por cada una de las tres subredes de nodos de distinto tipo). 
Apéndice D 
Analogías entre electrostática y 
elasticidad. 
ELECTROSTATICA ELASTICIDAD 
Campo potencial Vector desplazamiento 
&(x) 4.1 
Campo el6ctrico Campo desplazamientos 
E = -vm e = i(vtut - + (vtut)') 
Energía libre Energía libre 
F = 'kE' 2 F = f (XTr2(c) + 2 j ~ ~ r ( c ' ) )  
Corriente Tensor de esfuerzos 
j = kE a = XTr(c)I + 2pc 
Eeuaciones de equilibrio Eeuaciones de equilibrio 
V f + w = O  V a + f  = O  
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