Let Mc = M (2, 0, c) be the moduli space of O(1)-semistable rank 2 torsion-free sheaves with Chern classes c1 = 0 and c2 = c on a K3 surface X where O(1) is a generic ample line bundle on X. When c = 2n ≥ 4 is even, Mc is a singular projective variety equipped with a symplectic structure on the smooth locus. In particular, Mc has trivial canonical divisor. In [14] , O'Grady asks if there is any symplectic desingularization of M2n for n ≥ 3. In this paper, we show that there is no crepant resolution of M2n for n ≥ 3. This obviously implies that there is no symplectic desingularization.
Introduction
Let X be a projective K3 surface with generic polarization H = O X (1). Let M (r, c 1 , c 2 ) be the moduli space of rank r H-semistable torsion-free sheaves on X with Chern classes (c 1 , c 2 ). Let M s (r, c 1 , c 2 ) be the moduli space of H-stable sheaves in M (r, c 1 , c 2 ). In [11] , Mukai shows that M s (r, c 1 , c 2 ) is smooth and has a symplectic structure. By [4] , if either (c 1 .H) or c 2 is an odd number, then M (2, c 1 , c 2 ) is equal to M s (2, c 1 , c 2 ) and thus M (2, c 1 , c 2 ) is a smooth symplectic variety. However if both (c 1 .H) and c 2 are even numbers then generally M (2, c 1 , c 2 ) admits singularities. Since M (2, c 1 , c 2 ) contains the smooth open subset M s (2, c 1 , c 2 ), there arises a natural question: does there exist a resolution of M (2, c 1 , c 2 ) such that the Mukai form on M s (2, c 1 , c 2 ) extends to the resolution without degeneration? We restrict our interest to the trivial determinant case i.e. c 1 = 0 and let M c = M (2, 0, c). When c = 4, O'Grady successfully extends the Mukai form on M s (2, 0, 4) to some resolution without degeneration ( [12, 14] ). At the same time, he conjectures the nonexistence of symplectic desingularization of M 2n for n ≥ 3 ( [14] , (0.1)). Our main result in this paper is the following.
By [12] (1.1.5), the singular locus of M 2n has codimension ≥ 2 in M 2n so that the highest exterior power of a symplectic form gives a non-vanishing section of the canonical sheaf on M 2n . Likewise any symplectic desingularization of M 2n has trivial canonical divisor and hence it must be a crepant resolution. Therefore, O'Grady's conjecture is a consequence of Theorem 1.1.
The idea of the proof of Theorem 1.1 is as follows. If there is a crepant resolution M c of M c , then the stringy E-function of M c is equal to the Hodge-Deligne polynomial (E-polynomial) of M c (Theorem 2.1). In particular, we deduce that the stringy E-function E st (M c ; u, v) must be a polynomial. Therefore, Theorem 1.1 is a consequence of the following.
To prove that E st (M 2n ; u, v) is not a polynomial for n ≥ 3, we show that E st (M 2n ; z, z) is not a polynomial in z. Thanks to the detailed analysis of Kirwan's desingularization in [12] and [14] , we can find an expression for E st (M 2n ; z, z) and then with some efforts on the combinatorics of rational functions we show that E st (M 2n ; z, z) is not a polynomial in section 3.
There are two prospects on symplectic desingularization of a moduli space of semistable sheaves on a K3 surface. The first one arises from finding nontrivial examples of symplectic varieties. In [14] , O'Grady analyzes Kirwan's desingularization M c of M c ( [10] ) and proves that M c can be blown down twice. As a result he gets a symplectic desingularization M c of M c in the case when c = 4. This turns out to be a new irreducible symplectic variety, which means that it does not come from a generalized Kummer variety nor from a Hilbert scheme parameterizing 0-dimensional subschemes on a K3 surface ( [13] [15] and [2] ).
Another prospect is to find a mathematical interpretation of Vafa-Witten's formula ( [16] 
where e n is the Euler number of the Hilbert scheme X [n] of n points in X.
In [8] it is shown that the stringy Euler number is not Vafa-Witten's Euler characteristic.
Preliminaries
In this section we collect some facts that we shall use later. For a topological space V , the Poincaré polynomial of V is defined as
It is well-known from [5] that the Betti numbers of the Hilbert scheme of points X [n] in X are given by the following:
Next we recall the definition and basic facts about stringy E-functions from [1, 3] . Let W be a variety with at worst log-terminal singularities, i.e.
(1) W is Q-Gorenstein;
(2) for a resolution of singularities ρ : V → W such that the exceptional locus of ρ is a divisor D whose irreducible components D 1 , · · · , D r are smooth divisors with only normal crossings, we have
Then the stringy E-function of W is defined by
is the Hodge-Deligne polynomial for a variety Z. Note that the Hodge-Deligne polynomials have (1) the additive property:
When Z is nonsingular projective, we have P (Z; z) = E(Z; z, z). The change of variable formula (Theorem 6.27 in [1] or Lemma 3.3 in [3] ) implies that the function E st is independent of the choice of a resolution and the following holds.
Proof of Proposition 1.3
In this section we first find an expression for the stringy E-function of the moduli space M 2n by using the detailed analysis of Kirwan's desingularization in [12, 14] and then we show that it cannot be a polynomial.
We fix a generic polarization of X as in [14] . The moduli space M 2n has a stratification
is obtained by blowing up M 2n first along Ω, next along the proper transform of Σ and finally along the proper transform of a subvariety ∆ in the exceptional divisor of the first blow-up ( [10] ). This is indeed a desingularization by [14] Proposition 1.8.3.
Let D 1 =Ω, D 2 =Σ and D 3 =∆ be the (proper transforms of the) exceptional divisors of the three blow-ups. Then they are smooth divisors with only normal crossings and the discrepancy divisor of ρ :
Therefore the singularities are log-terminal for n ≥ 2, from (2.3) the stringy E-function of M 2n is given by
We need to compute the Hodge-Deligne polynomials of D 0 J for J ⊂ {1, 2, 3}. Let (C 2n , ω) be a symplectic vector space. Let Gr ω (k, 2n) be the Grassmannian of k-dimensional subspaces of C 2n , isotropic with respect to the symplectic form ω (i.e. the restriction of ω to the subspace is zero). 
Proof. Consider the incidence variety
This is a P 2n−2k+1 -bundle over Gr ω (k − 1, 2n) and a P k−1 -bundle over Gr ω (k, 2n). We have the following equalities between Hodge-Deligne polynomials:
Therefore, we obtain recursive relations for k and the desired formula follows from them. In particular, the Poincaré polynomial of Gr ω (k, 2n) is
LetP 5 be the blow-up of P 5 (projectivization of the space of 3×3 symmetric matrices) along P 2 (the locus of rank 1 matrices). We have the following from [14] §6 and [12] §3.
From Lemma 3.1 and Proposition 3.2, we have the following by the additive and multiplicative properties of the Hodge-Deligne polynomial.
By the definition of D 0 J in §2, we have
. Now, let us prove that (3.1) cannot be a polynomial. Let
Express the rational function S(z) as
.
All we need to show is that the numerator N (z) is not divisible by the denominator (1 − (z 2 ) 2n−3 )(1 − (z 2 ) 4n−5 )(1 − (z 2 ) 6n−6 ). From (2.2) and
; u, v)) we see immediately that all the nonzero terms of E(X [n] ; z, z) and E(X [n] × X [n] − X [n] /Z 2 ; z, z) are of even degree. Hence, we can write S(z) = s(z 2 ) = s(t) for some rational function s(t) in t = z 2 . The numerator N (z) = n(z 2 ) = n(t) is not divisible by 1− (z 2 ) 2n−3 if and only if n(t) is not divisible by 1 − t 2n−3 . By direct computation using (3.1), (3.2) and Lemma 3.3, n(t)
where p(X [n] ; t) = P (X [n] ; z) with t = z 2 . We write (3.3) as a product s(t) · p(X [n] ; t) for some polynomials(t). For the proof of our claim in n ≥ 4, it suffices to prove the following:
(1) if n is not divisible by 3, then 1 − t is the GCD of 1 − t 2n−3 ands(t), and 1−t 2n−3 1−t does not divide p(X [n] ; t); (2) if n is divisible by 3, then 1 − t 3 is the GCD of 1 − t 2n−3 ands(t), and 1−t 2n−3
does not divide p(X [n] ; t).
For (1), suppose n is not divisible by 3. From (3.3),s(t) is divisible by 1 − t. We claim thats(t) is not divisible by any irreducible factor of 1−t 2n−3 1−t . Showing this amounts to that for any root α of 1 − t 2n−3 which is not 1, s(α) = 0. Using the relation α 2n−3 = 1, we compute directly that
, which is not 0 because 3 does not divide 2n − 3.
Next we check that 1−t 2n−3
is a palindromic polynomial of degree 2n by Poincaré duality. Let p(X [n] ; t) = 0≤i≤2n c i t i .
We modify p(X [n] ; t) as follows:
Therefore, the divisibility of p(X [n] ; t) by 1−t 2n−3
By Table 1 , we can check that this is impossible. Table 1 is the list of c i (1 ≤ i ≤ 4) for n ≥ 3, which comes from direct computation using the generating functions (2.2) for the Betti numbers of X [n] . Indeed, for n ≥ 6, c 0 = 1, c 1 = 23, c 2 = 300 and c 3 = 2876, which implies c 2n−3 = 2876, c 2n−2 = 300, c 2n−1 = 23 and c 2n−2 = 1 by reciprocity. Thus c 0 + c 2n−3 = 2877 while c 1 + c 2n−2 = 323. For 4 ≤ n ≤ 5, the proof is also direct computation using Table 1 . n = 3 n = 4 n = 5 n = 6 n = 7 n ≥ 8 c 1  23  23  23  23  23 For (2), suppose 3 divides n and n = 3. Then from (3.4), (1 − t 3 ) divides s(t). More precisely, for a third root of unity α,s(α) = 0. On the other hand, if α is not a 3rd root of unity then we can observe thats(α) = 0 by (3.4) . Therefore, since every root of 1−t 2n−3 is a simple root, any irreducible factor of 1−t 2n−3
1−t 3
does not divides(t).
We next check that the polynomial 1−t 2n−3 1−t 3 does not divide p(X [n] ; t). For the purpose, we write p(X [n] ; t) = Table 1 . This proves the case that 3 divides n and n = 3. Hence the proof of Proposition 1.3 is complete for n ≥ 4. The case of n = 3 can be shown by checking the divisibility of the numerator of the reduced form of s(t) by 1−t 6n−6 1−t instead of 1−t 2n−3 1−t . The proof is almost identical with the previous cases, which we omit. Alternatively, we can compute s(t) directly, which also shows that s(t) is an infinite power series. This finishes the proof of Proposition 1.3.
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