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Abstract
A novel interactive approach is presented for finding multiple objects in an image se-
quence. The segmentation technique requires only a small number of training samples
from a user in order to model the multidimensional probability distribution function
(PDF) of the image characteristics at each region. The user-supplied training samples
are tracked over time, and the PDF of each region can be updated at every frame.
All the unlabeled data points are classified to the most likely region, based on the
distance between the PDF of each region, and the multidimensional feature value. A
certainty of that classification is computed and stored at each sample for additional
post-processing and analysis of the segmentation. The usefulness of such a system
has immediate applications in the fields of image processing and computer vision.
Image attributes such as color, texture, motion, and position are used to charac-
terize the different regions, and constitute the basis of our multidimensional feature
vector at every sample location in the image sequence . A detailed explanation of
a PDF estimation technique known as expectation maximization (EM) explains the
basis of how the PDF of each feature is calculated. Improvements to the basic EM
algorithm including deterministic annealing are also tested. Varying the feature cal-
culation methods, feature combinations, PDF estimation techniques, and tracking of
user-supplied training for several sequences establish the basis of our experiments and
results. The experiments presented in this thesis show how the segmentation result is
usually robust with respect to the method of calculating the features, and the result
is typically better when using all features instead of any one feature exclusively.
Thesis Supervisor: V. Michael Bove, Jr.
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Chapter 1
Introduction
People have an innate ability to decompose a natural image scene into objects that
constitute the scene. This innate ability is not restricted to a specific type of scene,
and it can also be used to recognize objects never seen before. Computers, on the
other hand, are still at a primitive level whenit comes to understanding a wide
range of natural image scenes or image sequences. Most of the progress in automatic
image analysis over the years has been either in detecting specific objects/widgets,
or in solving a specific task. Both of these analysis require a good prior model or
expectation of the input image to be analyzed. The term image segmentation refers
to decomposing a scene into regions corresponding to objects. Thus in a segmented
image, every pixel is labeled as belonging to a region.
One reason why a general image segmentation process can be extremely difficult
to realize is because for a given natural scene there can oftenbe two different percep-
tions on what the "true"decomposition should be. These differences usually depend
on the observer and on what the decomposition will be used for. In this thesis we will
demonstrate a design that is useful for decomposing image sequences into regions cor-
responding to real objects. The design process is robust enough to handle almost any
natural image sequence, and it is flexible enough to allow for different decomposition,
based on a user's definition of what the objects are in the scene.
The goal of our research is to gain a semantic understanding of natural image
scenes, and to be able to decompose a general image sequence into regions correspond-
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ing to natural objects. In order to meet these goals, we need to answer questions like:
What objects are in the scene? Where are these objects in the current frame? And
how are the objects imoving over time?
Figure 1-1 illustrates frames 1 and 10 from an example image sequence as well as
one possible desired segmentation of those frames. The current method of performing
this kind of segmentation is quite time consuming and requires detailed manual labor.
Our goal is to create a tool that would eliminate most of the manual labor yet also
capture the objects sought by the user using minimal user interaction. Figure 1-2
illustrates the location of representative sample points for each region provided by
the user. These user-provided points are called training points and they are useful
in determining statistically how similar the regions are to each other and to each
sample point in the image sequence. Based on numerous experiments on several
image sequences we have discovered that, although we do not get exactly the same
segmentation in our automatic process as the manual segmentation, we do get a
surprisingly good segmentation considering we only employ a statistical analysis of
simple estimates of image attributes (such as color, motion, texture, and position) at
each region of the training data to determine the classification of each pixel in the
entire image sequence.
There is both a theoretical and practical motivation for designing and automatic
or semi-automatic image segmentation algorithm. Current image compression tech-
niques tile images into arbitrary squares or regions that often do not correspond to
real-world objects. The experimental research presented in this thesis will hopefully
begin to help determine theoretical bounds on how well we can distinguish objects
from each other while preserving their natural structure, based on information con-
tained in the image sequence and based on a minimal amount of user training. The
practical side for seeking a solution to our problem is fueled by widespread applica-
tions in machine vision and image processing. Applications such as object-oriented
video editing, region-based image compression, autonomous vehicle navigation, tele-
shopping, and more all share a fundamental principle that they must all be able to
work on a general class of images, They can not be limited to work on images that
15
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fit one prior model describing what the expected input image will look like.
There are several novel concepts introduced in our approach to finding an image
segmentation solution. First and foremost, regions are user specified, specifically by
means of acquiring training data. The benefits of allowing the user to provide training
data include: the algorithm is designed to work on a general class of images. We are
not limited to detecting widgets, or measuring how similar two faces are, etc. A
second advantage is that no prior model is needed for the algorithm to work. The
training data in a sense serves as a substitute to the prior model, and therefore no
major pre-processing is required. A third advantage is that the segmentation result
is adaptive based on the user training. So different users can decide to segment
out the same scene in different manners simply by providing the appropriate training
data. A fourth advantage of the training data is that it allows for quick minimal user-
interaction. So segmentation from the training data is much less time consuming from
the user's perspective, compared to the manual segmentation shown in Figure 1-1.
A second novel concept introduced in our image segmentation process is that
every sample point in the image sequence is labeled to a region. Other image labeling
routines work by tiling an image data base into block-based regions. Selected blocks
are labeled by a user as car, grass, sky, etc. And the remaining blocks in the data
base are compared to the user-labeled blocks and classified to the most similar type.
As a result of employing a block based algorithm, a synthetic block boundary is
imposed, and he natural boundary of the object is lost. Finally, a third concept in
our segmentation approach is that we can apply the algorithm to image sequences,
not just to still images.
Some of our main advantages are also are biggest liabilities. Specifically, since the
algorithm is designed to work on a general class of images, there is no prior model,
and as a result, the quality of the segmentation depends heavily on the training and
how much variance there is between regions. Also, because the algorithm is designed
to segment an entire sequence, given only training points in the first frame, there is
an incumbent burden on our tracking process. The tracking process refers to how
the location of the. training points is determined from frame to frame.
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Other major challenges in our approach include the fact that our goal is not de-
fined quantitatively. There is no good quantitative metric that measures how well
structure of an object has been preserved. One reason why this metric is lacking is
because the performance evaluation can be subjective. This subjectivity is precisely
one of the features our segmentation process exacerbates. Namely. the process allows
for different users to segment out the same scene in different manners. While explore
the problem predominantly from an experimental approach. there is an ominous re-
alization that the problem is both under constrained and ill posed from a theoretical
approach. Despite these challenges there are many contributions that our segmenta-
tion experiments offer. even for sake of learning what these shortcomings are to such
an open ended approach of the image understanding problem.
1.1 Implementation Overview and Related Papers
I would like to give a very brief overview of the implementation strategy of our
segmentati)n procedure. We are given a video sequence as our input. along with
training data points from the first frame in the image sequence. The training data
is supplied by the user and corresponds to representative samples from each region.
Given only these two input signals. the segmentation implementation can be broken
down into four stages.
In the first stage. the input video sequence is used to extract multidimensional
characteristics or attributes everywhere in the image sequence. These image at-
tributes sometimes called features describe the sequence in terms of its motion.
color. texture. and position at each sample point in the image sequence. In the sec-
ond stage. we use motion information to trv to estimate the location of the training
data at each successive frame. This process is referred to as tracking. and is useful
because the training data is only supplied in the first frame. Since we are trying to
segment multiple frames of an image sequence. the tracking data can be used to deter-
mine the location of representative samples from each region at future frames. In the
third stage of our segmentation implementation. we use the location of the training
18
and tracking data, combined with the values of the multidimensional image features
to estimate a probability density function (PDF) at each region, for each feature,
treating the features as a random variable. Finally, in the fourth stage we use the
PDF estimates of all features per each region, to determine which region each sample
point in the image space belongs to. Since we have already computed the value of all
the features at every pixel in the first stage, we can use this multidimensional feature
value to determine the most likely region that each sample point belongs to given the
PDF estimation of each region calculated in the third stage. A block diagram of the
implementation, as well as more details, is found in Chapter 3.
The research presented in this thesis builds upon many other previous works in
the fields of image processing and pattern recognition. Rather than go through a
description of other works, I refer you to papers that will hopefully give you some
breadth and depth in several categories. References related to segmentation include
[49], [82], [68], [1], [4], [5], [27], [23], [52], [57], [40], [85], [86], [2], [3], [51], [21], [47],
[22], [96], [11], [61], [19], [39], [28], [29], [98], [15], and [41]. References related to
probability estimation and pattern recognition include [87], [60], [92], [93], [37], [54],
[75], [32], [58],[33], [59], [43], [83], [100], [95], [31], [46], and [45]. References related to
motion estimation include [10], [16], [9], [84], [68], [17], [18], [5], [53], [62], [34], [12],
[36], [48], [73], [26], [56], [14], [76], [2], [74], [24], [25], [69], [64], and [63]. References
related to texture analysis include [88], [80], [89], [66], [81], [38], [7], [79], and [44].
References related to compression include [53], [50], [73], [30], [97], [26], [72], [77], [6],
[71], [74], [21], [61], and [91]. Finally, references related to other image analysis topics
include [67], [14], [13], [70], [42], [90], [20], [78], [35], [99], and [63].
1.2 Thesis Overview
Chapter 1 (* you are here *) provides an introduction to the problem, and gives an
overview of references to related works. Chapter 2 provides a theoretical basis for un-
derstanding probability theory, and probability density function estimation, as well
as a brief introduction to pattern recognition and an outline of various classification
19
methods. Chapter 3 discusses in greater detail each of the stages of the segmentation
process introduced in Section 1.1. A theoretical basis and mathematical model is
established to support the implementation of the different components of the system.
Chapter 4 examines the practical issues of implementing the systerr. The programs
that implement the algorithms are described in detail, and the parameter options of
running these programs are discussed. Chapter 5 displays a list of experiments and
tests that were done on sequences for which we have manually generated a "ground
truth" corresponding to the true or desired segmentation result. Quantitative and
qualitative results are shown for these sequences. Also, results were shown on se-
quences for which the true segmentation is not known. Chapter 6 discusses a few
possible applications (such as object editing, interactive video authoring, and corn-
pression) for which our images segmentation toolbox could be used. Note that the
applications shown are a by product of the global design of the image segmentation
process. It was not the main focus of the thesis to solve any one of the applications
discussed in Chapter 6, but rather, the main purpose of the research was to experi-
mentally design a general solution to the image segmentation problem. The general
segmentation process would require additional details catered to the specific needs in
order to implement a fully robust solution to each of those applications.
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Chaptel 2
Probability Estimation and
Classification
An understanding of the key issues in the fields of probability estimation and classifi-
cation is necessary for one to gain a deeper appreciation for the segmentation process
described in Chapters 4 and 5. This chapter will review basic probability theory,
as well as elementary tools of probability density estimation, and classification algo-
rithms. These two fields form the foundation of pattern recognition, applicable to
many areas of study, including image segmentation discussed in this thesis.
This chapter serves as an overview of important topics pertaining to probability
theory, and the reader is encouraged to refer to relevant textbooks for a more in
depth review. For a review of basic probability and probability theory, refer to books
by Drake, 1988, or Shanmugan and Breipohl, 1988. For a review of classification
algorithms and estimation, refer to Therrien, 1989, or Duda and Hart, 1973.
2.1 Basic Probability Theory
The study of probability and probability theory offers useful tools to analyze and
understand nondeterministic processes. A nondeterministic process (also known
as a random experiment) is one in which the outcome of a particular measurement
or experiment is unknown to an observer. The set of possible outcome values of the
21
random experiment is called a sample space. An event refers to a collection of
points (or areas) that are a subset of the sample space. A random variable (RV)
is a variable whose precise value is not known a priori to the observer, and is defined
by a function which assigns a value of the random variable. Each value of of the
RV corresponds to each sample point in the sample space of possible outcomes of
performing the random experiment. Each trial of the random experiment is said to
generate an experimental value of a random variable.
If our experiment is flipping a coin N times (N > 0), the sample space of this
nondeterministic process does not explicitly have a numeric value. For example,
if N = 1 there are two possible outcomes; "heads" or "tails", neither of which is a
numeric value. We generally define a random variable corresponding to some numeric
calculation generated by the sample space. For example we can define h as the total
number of heads resulting from the N coin tosses. While there are 2 N possible
outcomes of the experiment, there are only N + 1 possible values for h. The RV, h,
is said to take on experimental values, ho, where ho is in the range {0, 1, ..., N).
If the range of experimental values comes from a set of discrete numbers (as in the
example of the coin toss experiment), the RV is called a discrete random variable.
Otherwise, if the range of experimental values comes from a continuous set, the RV is
called a continuous random variable. A function describing the likelihood of values
of a discrete random variable x is called a probability mass function (PMF),
and is written as px(xo). In the coin toss example, the RV is discrete, since h lies
in the range of integers 0 to N. When N = 3, h is defined at ho = 0, 1, 2, 3}, and
ph (ho) = {8, , , ' .
A roll of a six sided die is another example of a random experiment with a discrete
random variable. In this case, however, the outcome of the dice roll is a number.
Generally, we express the probability that an event xi can occur from the set of
possible outcomes Q, as either P(x = xi), P(xi), P(x), or P(x). In the dice
roll experiment we can avoid explicitly defining the event space and implicitly make
the connection that the event xi corresponds to the outcome that x takes on the
experimental value x0 = i. The range of x is {1, 2, 3, 4, 5, 6}, and the PMF, px(xo) =
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{( I I 1 , }, in that range.
Before we begin to explore continuous random variables, let us take a look at two
basic properties of discrete random variables and probability distributions.
O < Px(xi) < 1 (2.1)
p.(Xo)=l (2.2)
Equation 2.1 states that the likelihood of any event occurring must be bound by 0 and
1. Equation 2.2 states that the sum of the probabilities for all possible experimental
values x0 must be equal to 1. The value of the probability of a discrete value can
be obtained either from a physical model or it can be estimated experimentally. In
our earlier example of a coin flip, assuming the coin is a fair coin, the physical model
tells us that heads is equally likely as tails, and therefore (assuming no other possible
outcome) each event outcome has a probability value of 0.5. Alternatively, we can flip
the coin N times and define Px(x = heads) = -, where H is the total number of heads
out of the N tosses. It follows from Equation 2.1 that Px(x = tails) = 1 - N-= 
In the continuous domain, the concept of a likelihood value at a particular ex-
perimental value x0 is not as concrete as in the discrete domain. For example, if we
describe the experiment of choosing a real number anywhere in the range between
zero and one, there are an infinite number of possible outcomes. The likelihood that
the experimental value is exactly equal to x0 is zero. Therefore, in the continuous
domain, an event (or outcome) is said to occur if the experimental value lies in the
range Xa < x < Xb, for Xa < Xb. The likelihood of such an event is defined by
P(xa < X < b) = px(x)dx, (2.3)
where
Px(x) = lim P(x < X < + (2.4)
The likelihood of the continuous random variable x is described by its likelihood
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function px(x). This likelihood function is known as a probability distribution
function or PDF, and it is the continuous analog to the PMF. The property described
in Equation 2.2 extends to the following equation in continuous time:
px(x)dx = 1 (2.5)
"=-00
And the property described in Equation 2.1 is modified as
0 < px(zo) < 00 (2.6)
The remaining discussion in this thesis will deal almost exclusively with real-
number continuous random variables. Section 2.2 discusses in detail how to estimate
P(x) given observation data or experimental outcomes of the random variable x.
Section 2.3 discusses how to classify the observation data into clusters or regions,
where all (or most) of the data from each region correlates well to one probability
distribution function estimate.
A joint probability density, or multidimensional probability density function, is
a function of two or more variables. We write pA,B(a, b) to denote that the probability
is a function of two random variables, A, and B. Either of the unconditional one
dimensional PDF, pA (a) or PB(b) can be'calculated from the joint probability function
by integrating over the other variable. Thus
pA(a) = _ pA,B(a,b)db (2.7)
J b=-oo
psB(b) = i PA,B(a, b)da (2.8)fa=- 
The conditional probability of a two random variable system, is a one dimen-
sional function of one variable, given the known value of the other random variable.
We write PAIB(alb) to refer to the probability of random variable a given that the
value of B is known. Mathematically, a conditional probability is related to the joint
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probability as follows:
pAIB(alb) = PA,B(a, b) (2.9)
pB(b)
PslA(bla) = pA(a) (2.10)PA(a)
Combining the two pairs of equations above, we get the following relations:
PAIB(alb) = PAB(a ) (2.11)
J=_ pA,B (a, b)da
= PBIA(bla)pA(a) (2.12)
pB (b)
= PBIA(bla)PA(a) (2.13)
PBIA (bla)pA (a)dafa=-oo
Equations 2.12 and 2.13 are known as Bayes' Rule, in two slightly different forms.
2.2 Probability Function Estimation
This section explores how one would begin to estimate the underlying probability
density function (PDF) of a random variable. Statistics deals with methods for
making decisions based on measurements or observations collected from the results of
experiments. The coin toss example showed us that we can have an a priori model and
a PMF estimate describing the behavior of the random variable, namely that heads
and tails are equally likely for a fair coin. Alternatively, if we don't know whether the
coin is fair (or if we simply don't have an underlying model of the random variable,
due to a more complex scenario), we can examine empirical or statistical evidence
from numerous trials of the experiment measuring the experimental value of the RV
at each trial to help decide between different models, and/or to determine the best
PDF estimate given a specific model.
There are two classes of PDF estimation techniques: parametric and nonpara-
metric. For parametric estimation of px(x), we assume we have a model for the
25
shape of the PDF, and we use the experimental outcome to determine the best pa-
rameters to fit that assumed shape. For example, the shape of the density could
be uniform, Gaussian, or multimodal Gaussian. The observation data samples are
used to find the "optimal" values of the parameters that quantitatively describe the
model. A uniform distribution has a constant height and is characterized simply by
its range. The height of the distribution is solved for by imposing the constraint in
Equation 2.5. A Gaussian distribution is fully described by its mean and variance.
Finally, a multimodal Gaussian distribution is by the weight, mean, and variance of
each mode, as well as the number of modes. Equations 2.14 and eqn:multimodal-
Gaussian describe the PDF of a Gaussian and multimodal Gaussian distribution. In
general, for nonparametric estimation of px(x), we assume we do not know the un-
derlying shape of the PDF, thus we let the "data speak for itself." Specifically, the
relative frequency of the raw values of the data is used to calculate a PDF estimate.
2.2.1 Nonparametric Estimators
Nonparametric estimators are used when the underlying shape of the probability den-
sity function is not known. In the context of supervised segmentation problems,
(discussed in further detail in Section 2.3) nonparametric estimators typically fall
into two categories: In the first category the PDF estimation of each region is cal-
culated explicitly based on the model and the values of the training samples from
each region. Section 3.4.2 discusses in greater detail how this estimation is done.
In the second category of nonparametric estimators, a segmentation boundary is ap-
plied directly by classifying each sample of the observation data set based upon
its "proximity" to each region of the training data. An example method from this
second category is known as K Nearest Neighbor and is described in [95].
2.2.2 Parametric Estimators
A parametric estimator is used if the shape, though not the parameters, of the under-
lying distribution is known or assumed. For example, if the PDF shape is assumed
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(or known) to be uniform, then there are only two parameters to estimate, namely
the minimum and maximum value the observation data can take on. If the distri-
bution shape is assumed to be unimpdal Gaussian (or normal), then only the mean
and variance needs to be estimated. If the underlying distribution is assumed to be
a sum of Gaussians, (also known as a mixture density of Gaussians or a multi-
modal Gaussian distribution) then there is a vector of parameters that must be
estimated. Namely, the number of modes (M) the mixture density is comprised of,
as well as the mean, variance and weight (mi, ai, wi) of each mode (1 < i < M) in
the mixture density. It turns out that for many of the image attributes calculated
in Chapter 3, a mixture density model is an appropriate estimate of the underlying
distribution. The next section describes in detail one specific algorithm to estimate
the parameters of a mixture density, for a given value of M, corresponding to the
number of modes in the model.
Expectation Maximization for a Mixture Density
This section will examine a method known as the Expectation Maximization or
EM algorithm, which is used to estimate the parameters of a PDF. In particular, we
will assume the shape of the PDF is a mixture of Gaussians, and that we have N data
samples chosen arbitrarily from the distribution. Section 2.2.3 discusses in detail a
numerical example programmed in Matlab, that simulates the basic EM algorithm as
well as some additional practical modifications.
The expectation maximization or EM algorithm is an iterative solution which can
be used to find the "optimal" parameters of a mixture density, for a specific value of
M, the number of modes in the mixture density. The basic outline for the algorithm
is as follows.
1. Begin with an estimate of the parameters (e.g. the mean, variance, and weight
of each mode) of the mixture density.
2. For each data sample point, calculate the Conditional class probability or the
likelihood that a sample belongs to mode i, (for 1 < i < M), given the data, and
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the parameters of the mixture density. This step is known as the expectation
or E-step, since we are calculating the expectation that each sample belongs to
each mode.
3. Given the conditional class probability, we. can update our estimate of the mean,
variance and weight of each mode of the mixture density. This step is known as
the maximization or M-step, since we are calculating the maximum likelihood
values of the parameter vector.
4. Repeat steps 2 and 3 until there is little or no change in the mixture density
estimate.
Since the EM algorithm gives us the optimal PDF for a particular value of Ml,
we generally repeat the EM algorithm with a different value of M at each iteration.
Thus, by varying M from 1 through 8, for example, we have 8 different "optimal"
PDF estimates. Each one is optimal for an M mode mixture density PDF model. A
second step described later is used to decide which of the models is most likely.
Let us first look closer at the EM algorithm to estimate a one dimensional PDF
P(x) for a fixed (assumed known) number of modes M. We define the observation
data x as a vector of N one dimensional sample points. If we define 0 as our parameter
vector containing the mean, weight, and variance of each Gaussian component in the
mixture density, then we need to solve for 3M parameters, assuming the data is one
dimensional. We solve for the parameter vector by introducing an intermediate
variable i that represents which mode an observation data sample x belongs to.
Recall that a one dimensional Gaussian or normal PDF has the form
P(x) = / exp (2( 2 (2.14)
where x and ao2 represent the mean and variance. As a shorthand notation sometimes
we simply write P(x) = N(x; , a2), and the PDF of a mixture of Gaussians has the
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form
P(x)= _ (· ex (2.15)
where wi, mi, 2 represent the weight, mean, and variance of the ith component.
Starting with an initial estimate of 0, we wish to compute the likelihood that a
random variable x would be drawn from a Gaussian PDF corresponding to the, it h
mode of the mixture density. Using Bayes' Rule (see Equation 2.12), this can be
expressed as
P(i,x;9)P(ilx; ) = P( 0) (2.16)
Sometimes P(ilx; 9) is written simply as P(ilx) and the 0 parameter is inferred. Other
times it can also be written as P(xEwilx), meaning the likelihood that a sample x is an
element of the ith mode or class (wi) given the observation data (and the parameter
estimate).
For a given value of 0, the numerator of Equation 2.16 reverts to
P(i,x) = P(xli)· P(i). (2.17)
P(i) is simply wi (one of the parameter values contained in ) and represents the
weighting coefficient of the ith mode. P(xli) is simply the value of a Gaussian PDF
with mean mi and variance a (also parameter values contained in 0) evaluated at
each data sample x.
The denominator of Equation 2.16 is simply a multimodal Gaussian PDF, and
conceptually it can be thought of as a normalizing function. P(ilx) measures the
likelihood a particular observation sample would be drawn from a Gaussian PDF
with parameters mi and oa/, for each 1 < i < M. The numerator ensures that
MZ P(ilx) = 1. We can also describe the denominator of Equation 2.16 by the follow-
i=l
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ing relationship:
M
P(x; ) =E P(x; mj, a]) P(j) (2.18)
j=1
which is exactly the PDF for a mixture of Gaussians described in Equation 2.15.
In the first half of each iteration of the EM algorithm we solve Equations 2.15
through 2.16 to get a better estimate of our PDF based on the current estimate of
our parameter vector This is known as the E-step, or the expectation each sample
belongs to each mode. In the second half of each iteration we use the current estimate
of the PDF to get a better estimate of our parameters which will in turn be used at
the next iteration. This is known as the M-step, or finding the maximum likelihood
parameters of each mode. To solve for the M-step given N observations of x and
assuming the number of modes M is known, then for 1 < i < M
1 N
wi = E P(ijx)l=., (2.19)
mi = k=l (2.20)
E P(ilx) =k xk=l
0.2 _ k=l - 2 (2.21)
N - m i (2.21)
k=l
The new parameter values calculated from Equations 2.19 through 2.21 are used
in the next iteration to determine a better estimate of P(ilx). Eventually when there
is little or no difference between the parameters from one iteration to the next, the
algorithm comes to an end and the best estimate of the underlying multimodai PDF
is given by Equation 2.15 using the appropriate parameters calculated from the EM
algorithm.
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Entropy and Kullback Liebler Distance
A proof that the EM algorithm converges is found in [43, 92] Rather than go into
the details of the proof, I want to show how the entropy calculation (useful in the
proof) measures the "quality" of the PDF estimation. In a physical system, entropy
refers to the amount of disorder in a system. In a probabilistic system, the entropy
is defined as
Hp = - j p(x) log(p(x)) (2.22)
-0
and qualitatively it measures the state of disorder or uncertainty in the system. Often
times the entropy of a system is said to be inversely proportional to the information
in the system. Thus by minimizing the entropy we gain more certainty or more
information.
Given N observations on a random variable x, suppose we wish to implement the
EM algorithm on our observation data to estimate the true underlying PDF that
could have generated these sample points. At each iteration of the EM algorithm,
the effective Kullback Liebler distance or entropy distance between the PDF
estimate (based on the observation) and the true (unknown) underlying PDF is im-
plicitly minimized with respect to the parameter vector . Let us define Hp as the
effective distance that is minimized in each EM step, where
1 NH = -N E lo°g(p(x))lJ=.k' (2.23)
Nk=l
Hp is not quite the entropy of f(x) (where entropy is defined by Equation 2.22), but
rather it is effectively a cross entropy, or entropy distance between p(x) and p(x).
(Note that in Equations 2.23 through 2.28 p(x) refers to the true underlying PDF
of the RV x and p(x) refers to the PDF estimate.) We can derive Equation 2.23
beginning with the Kullback Liebler (KL) distance or entropy distance between p(x)
and fi(x).
D(p(x)llP(x)) = log p(X) p(x)dx (2.24)kP00 X)/
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- o p(x) log(p(x)) - p() log(P()) (2.25)
= -Hp - F p(x) lg((z)) (2.26)
-oo
= -Hp - E[log(P(x))] (2.27)
k- 1og(i())IS=Z (2.28)
k=1
The approximation listed in Equation 2.28 comes from
o00
E[f(z)l = ] p(x)f(x)dx (2.29)
= la N ( f() 2.30)k=
E[f(x)] corresponds to the mean or average value of f(x), where x is a random
variable, f(x) is any well behaved function of x, and Xk is the kth (of N observations)
of the RV. If N is a finite number of observations then we don't know the true mean
of f(x), so the best' estimate for the mean of f(x) is
1 N
[f (x)] = 1 Z f(x)l = , (2.31)
k=l
As a quick example suppose f(x) = x, then E[f(x)] = E[x], which corresponds to
both the best estimate of the mean of f(x) as well as the best estimate of the mean
of x. And the best estimate of the mean is simply,
1 N
E[x] = - EXk (2.32)
Nk=l
This is sometimes known as the statistical mean of x, namely the sum of the
observations divided by the number of observations. Often times the statistical mean
is not exactly equal to the true mean, since the true underlying PDF of x is unknown.
However, the statistical mean is the "best" estimate of the true mean given the N
finite observation samples.
In Equation 2.28, Hp corresponds to the entropy of p(x) (as defined by Equa-
32
0.1
0.12
0.1
0.0O
0,06
0.04
0.02
/'AA
- WKW"V-Pdg
0 fONIM 8Wpq*
-20 -1S -10 -5 0 10 15 20
(a) (b)
Figure 2-1: (a) Three slightly overlapping Gaussians, with means {(-5, 2, 6}, standard
deviations 2,0.5,1}, and weights , 1, 2}. (b) The mixture of Gaussian PDF is
shown, as well as 300 observation points selected at random from the above PDF.
tion 2.22) and it is a constant, so minimizing the Kullback Liebler distance in Equa-
tion 2.24 reverts to minimizing the second term in Equation 2.28. And this second
term in Equation 2.28 that we minimize is identical to Equation 2.23.
2.2.3 Numeric Implementation of the EM Algorithm
This section will show the results of the basic EM algorithm implementation de-
scribed in Section 2.2.2, and we will also examine two modifications that should lead
to improved estimates. All three methods will use the same set of random data.
Figure 2-la shows three normal distributions, with means {-5, 2, 6}, standard devi-
ations {2, 0.5, 1}, and a scaling of {2, 9, 2}. Figure 2-lb shows the sum of these three
Gaussians, (i.e. the true underlying PDF) as well as 300 sample observations points
chosen randomly from the prescribed underlying mixture density. For demonstration
purposes, each random sample is depicted by a stem, with a constant height chosen
arbitrarily. The task is to recover the true underlying PDF shape, or the parameters
that describe the true PDF, given only the data sample values at the N observation
points. The solution has two parts: in the first part, we run the EM algorithm with
M = 1,2,..., 8 modes, thereby ending up with 8 possible PDF estimates. In the
second part of the solution, we use a discriminating calculation to find which of the
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Figure 2-2: (a)-(d) Multimodal PDF estimation using basic EM algorithm; number
of modes, M, varies from 1 through 4.
8 possible estimates is the "best" estimate.
Basic EM Algorithm
Using Matlab, the basic EM algorithm described in Section 2.2.2 was imple-
mented. The resulting PDF estimate for M = 1,2,...,8 modes is shown in Fig-
ure 2-2a-h. Table 2.1 shows the parameter estimates using the basic EM algorithm
for M = 1, 2,..., 8. Two adjustments to the basic EM algorithm are described later in
the section. The resulting estimate based on those implementations are shown in Fig-
ures 2-3 and 2-4, and the corresponding parameter estimates are shown in Tables 2.2
and 2.3,
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Figure 2-2: (e)-(h) Multimodal PDF estimation using basic EM algorithm; number
of modes, M, varies from 5 through 8.
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Table 2.1: Estimated parameters of multimodal PDF estimation using the basic EM
algorithm; number of modes, M varies from 1 through 8.
Initializing EM Parameters
Examining the PDF estimation example of Figure 2-2, we notice that the estimate
when M = 3 modes does not produce a good fit to the true underlying PDF. It is not
until M = 4 modes that the estimated PDF shape begins to take on the shape of the
true PDF. In fact, if we used 200 instead of 300 observation points (though not shown
here), it would require M = 5 modes, to get the correct underlying PDF shape. One
reason for this sub-optimal estimation is because the EM algorithm does not perform
a global search over the parameter space, but instead uses a gradient descent method
given the initial guess of the parameter vector. This creates a possibility for the
resulting PDF estimate to land at a local minimum rather than a global minimum.
Therefore, the first adjustment that is made to the basic EM algorithm is refining
the initial guess of the parameter vector . In the basic EM algorithm implemen-
tation (result shown in Figure 2-2), the means in the initial iteration are equally
spaced between ml - al to ml + ao, for M > 1, where ml and al are the mean
and standard deviation of the PDF estimate for M = 1 mode. In our example,
m - -1.57 and al = 5.04, so when M = 2 the initial estimate of the mean is
{(-1.57 - 5.04), (-1.57 + 5.04)}. When M = 5 for example, the initial guess of the
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M Mean Std. Dev. Weight
1 -1.57 5.04 1.00
2 -5.16 4.22 1.92 2.49 0.62 0.38
3 -5.27 -4.87 4.42 2.32 1.60 2.29 0.31 0.32 0.37
4 -5.60 -4.53 1.94 6.11 2.11 1.69 0.49 0.99 0.32 0.32 0.14 0.22
5 -5.97 -5.72 -3.52 1.94 2.19 1.22 1.37 0.49 0.21 0.21 0.21 0.14
6.11 0.99 0.22
6 -6.25 -6.17 -3.94 -3.92 2.25 1.06 1.47 1.47 0.16 0.16 0.16 0.16
1.94 6.11 0.49 0.99 0.14 0.22
7 -7.06 -5.80 -4.15 -3.11 0.99 0.51 0.48 1.17 0.14 0.14 0.14 0.13
-1.68 1.93 6.10 5.51 0.46 0.86 0.13 0.13 0.20
8 -6.68 -6.53 -5.60 -4.03 2.15 0.98 0.68 0.45 0.13 0.13 0.13 0.13
-2.52 1.94 5.78 6.44 1.01 0.49 0.73 1.10 0.12 0.14 0.11 0.11
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Figure 2-3: (a)-(d) Multimodal PDF estimation using EM algorithm, and parameter
initialization modification; varying number of modes between 1 through 4.
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Figure 2-3: (e)-(h) Multimodal PDF estimation using EM algorithm and parameter
initialization modification; varying number of modes between 5 through 8.
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Table 2.2: Estimated parameters of multimodal PDF estimation using the EM algo-
rithm with parameter initialization modification; number of modes, M varies from 1
through 8.
mean is {(-1.57 - 5.04), (-1.57- 5.04), (-1.57), (-1.57 + 5-4), (-1.57- 5.04)}. The
initial guess of the weight of each mode in the basic algorithm is 1/M, and the initial
guess of the standard deviation of each mode is o1.
In Figure 2-3, we use the initialization scheme of the basic algorithm only for
M = 2 modes. However for M = 3 modes we perform the basic EM algorithm search
twice, each time with a different set of initialization parameters. In the first search,
our estimate for the mean is {(m(2) - a(2)) (m2) + C(2)), (m 2) )}; the estimate of the
weight is {(w(2) /2), (w2)/2), (w(2))} and the estimate of the standard deviation is
{(a 2 )), (2)), (2))}. In the second search (for M = 3 modes), we split the second
mean and weight parameters. Namely, our estimate for the mean is {(m 2)), (m 2 )-
or2)), (m2) + 5(2))}; the estimate of the weight is {(w(2)), (w2)/2), (w2)/2)} and the
estimate of the standard deviation is {(a(2)), ( a?2 )) ( 2))}- The notation m( ) repre-
sents the mean of kth mode (k < j) resulting from the PDF estimate when M = j
modes.
More generally, for each M > 1 modes we run the EM algorithm M- 1 times,
each time starting with a different initial estimate of the parameters. Specifically,
we use the resulting PDF estimate from the M- 1 mode model as our initial guess
39
M Mean Std. Dev. Weight
1 -1.57 5.04 1.00
2 -5.16 4.22 1.92 2.49 0.62 0.38
3 -5.40 -1.69 6.14 1.50 3.96 0.94 0.40 0.39 0.21
4 -5.59 -4.54 1.94 6.11 2.11 1.69 0.49 0.99 0.32 0.32 0.14 0.22
5 -5.61 -4.52 1.58 2.30 2.10 1.69 0.30 0.38 0.32 0.32 0.07 0.07
6.11 0.98 0.22
6 -5.62 -4.52 1.58 2.30 2.10 1.69 0.30 0.38 0.32 0.32 0.07 0.07
5.73 6.50 0.73 1.05 0.11 0.11
7 -6.00 -5.71 -3.50 1.58 2.17 1.22 1.36 0.30 0.21 0.21 0.21 0.07
2.30 5.73 6.50 0.38 0.73 1.06 0.07 0.11 0.11
8 -7.08 -5.96 -4.15 -2.74 1.64 0.65 0.51 1.13 0.17 0.17 0.15 0.15
1.58 2.30 5.73 6.50 0.30 0.38 0.73 1.06 C.07 0.07 0.11 0.11
for the M mode model, except we split the r(MMl) mean into m(M - M -1), and
mjM-l) + a(ML), for j = 1,..., M - 1. The corresponding initial estimate of the
(M- ~, and ( 5M- /2, and (M-l)weight and standard deviation is W(M-)/2, and (-/2, and( ), and M-
Thus, the basic EM algorithm is run M- 1 times, and we need to compare the
performance of the M - 1 resulting PDF estimates. This comparison is done by
observing which of the estimates best fit the N observation samples, which is the
same as minimizing the Kullback Liebler distance in Equation 2.23.
For example, if M = 3 modes, we would run the EM algorithm 2 times. Using
the values from Table 2.2, the first time the initial parameter estimate of the mean
would be {(-5.16-1.92), (-5.16-1.92), (4.22)}; on the weight, {0.31, 0.31, 0.38} and
on the standard deviation, {1.92, 1.92, 2.49}. The second time, the initial parameter
estimate of the mean would be {(-5.16), (4.22 - 2.49), (4.22 + 2.49)}; on the weight,
{0.62, 0.19, 0.19} and on the standard deviation, {1.92, 2.49, 2.49}.
Deterministic Annealing
Even with the improvement of using a more robust search of initial parameters,
we notice from Figure 2-3 that the PDF estimate resulting from M = 3 modes is still
not accurate enough. Therefore a modification known as deterministic annealing,
(abbreviated as DA or EMDA) introduces a hidden temperature variable which is
used to avoid local minima of the Kullback Liebler distance defined in Equation 2.23.
The term "annealing" comes from statistical physics, where materials, such as
glass or metal, are first heated to very high temperatures and then slowly cooled. as
the temperature is gradually lowered, the material is maintained at thermal equilib-
rium. In our EMDA implementation we modify Equation 2.16 to include a tempera-
ture parameter, T, as follows:
P(ijx) - im (N(x; m, a2))T (2.33)
1j wj (N(x; mj, oj]))T'
T is an implicit temperature parameter, and N(x; mi, a?) represents a Gaussian with
mean mi and variance a2. In the basic EM algorithm, as well as the robust search of
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Figure 2-4: (a)-(d) Multimodal PDF estimation using EM algorithm, with parameter
initialization modification, and deterministic annealing; varying number of modes
between 1 through 4.
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Figure 2-4: (e)-(h) Multimodal PDF estimation using EM algorithm, with parameter
initialization modification, and deterministic annealing; varying number of modes
between 5 through 8.
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initialization parameters modification, we implicitly set T = 1, and so the equation is
exactly that of Equation 2.16. However, with the deterministic annealing approach,
ate begin with a high temperature estimate and find the optimal EM parameters
for that temperature. As we gradually decrease the temperature level, our initial
estimate of the PDF parameter is taken from the result of the EM algorithm at
the previous temperature level; we also add a small random offset to the means mi
in order to keep the algorithm from remaining "trapped" at the same parameters at
each temperature level.
An alternate way of thinking about the deterministic annealing process is by mini-
mizing the free energy equation (F in Equation 2.34) with respect to the conditional
class likelihood variable in our expectation step of EM . Recall that the E-step is where
we calculate the conditional class likelihood for each sample and determine how likely
a sample belongs to each mode of the multimodal PDF.
F = E-TH (2.34)
where E corresponds to the energy component, H corresponds to the entropy of
the conditional class probability, and T is the temperature parameter, that starts
large and is gradually decreased. Minimizing the free energy is the same as jointly
maximizing the entropy, H, and minimizing the energy, E.
First let us define the energy component characterized by E as:
N M (Xk _ rn) 2
E = E E 9i(k) - 2 (2.35)
k=l i=l1 i
where gi(xk) is the conditional class likelihood (similar to P(ilx)l defined in Equa-
tion 2.16) that the kth data point belongs to the ith mode or class. M is the number
of modes of our multimodal Gaussian, N is the number of data points, Xk is the kth
data point, mi is the mean of the ith mode, and ai is the standard deviation of the
ith mode. In statistical physics, the ai is often set to a constant among all M modes,
and the term is often dropped. (As a side note, if the gi(xk) coefficients are restricted
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to be either 0 or 1, then we are in effect solving the K-means algorithm described in
Section 2.3.1 and in [95].) Minimizing the energy will find only a local
Next let us define the entropy component characterized by H as:
N M
H = - j Egi(xk) ln(gi (x)) (2.36)
k=l i=1
H measures the entropy of the conditional class probability function g, it does not
measure the entropy of our multimodal PDF estimation. By starting with a high T
parameter and gradually decreasing it we are not restricted to a local minimum of the
energy component described in Equation 2.35. More detailed explanation of solving
EM and deterministic annealing via a free energy equation can be found in [58], [59],
and [100]. Note that in our implementation, we don't assume equal variances in all
modes, and instead we approach EMDA as described in eqn:da-cond-class-prob. If
we assume a constant variance of ak = 1 for all modes, both methods should produce
the same EM solution provided they follow the same temperature schedule.
The result of applying the deterministic annealing modification to the basic EM
algorithm is shown in Figure 2-4, and the corresponding parameter values are shown
in Table 2.3. With this modification, we now have a very good estimate for M = 3
modes.
Cross Validation
We have shown how deterministic annealing combined with the EM algorithm
can result in a good PDF estimate. However, we have run the estimation procedure
for 1 through 8 modes, and we now need to decide between the different models.
Table 2.4 shows the entropy of the best PDF estimate for all 8 models from each
of the 3 methods discussed. Information theory tells us that as we increase M (the
number of modes in our model), the entropy of our best PDF estimate decreases. So
if we have have N data observations, the PDF estimate which minimizes the Kullback
Liebler distance between the data and the PDF estimate is one where we have M = N
modes, with the mean at each mode exactly at the data value, the weight equal to
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Table 2.3: Estimated parameters of multimodal PDF estimation using the EM algo-
rithm with parameter initialization modification, and deterministic annealing; number
of modes, M varies from 1 through 8.
Modes Method I Method2 Method 3
1 3.0371 3.0371 3.0371
2 2.7913 2.7913 2.7895
3 2.7872 2.7644 2.6473
4 2.6453 2.6453 2.6439
5 2.6433 2.6420 2.6413
6 2.6428 2.6395 2.6395
7 2.6478 2.6375 2.6375
8 2.6277 2.6286 2.6286
Table 2.4: Performance comparison of entropy.
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M Mean Std. Dev. Weight
1 -1.57 5.04 1.00
2 -5.11 4.38 1.95 2.30 0.63 0.37
3 -5.07 1.94 6.11 1.98 0.50 0.98 0.63 0.14 0.22
4 -5.07 1.59 2.30 6.11 1.98 0.30 0.38 0.98 0.63 0.07 0.07 0.22
5 -5.07 1.58 2.30 5.73 1.98 0.30 0.38 0.73 0.63 0.07 0.07 0.11
6.50 1.05 0.11
6 -5.62 -4.51 1.58 2.30 2.09 1.69 0.30 0.38 0.32 0.32 0.07 0.07
5.73 6.50 0.73 1.06 0.11 0.11
7 -6.00 -5.71 -3.50 1.58 2.17 1.22 1.36 0.30 0.21 0.21 0.21 0.07
2.30 5.73 6.50 0.38 0.73 1.06 0.07 0.11 0.11
8 -7.08 -5.96 -4.15 -2.74 1.64 0.65 0.51 1.13 0.17 0.17 0.15 0.15
1.58 2.30 5.73 6.50 0.30 0.38 0.73 1.06 0.07 0.07 0.11 0.11
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Figure 2-5: (a) 85% of total observation data shown in Figure 2-1 used for training
data to calculate PDF parameters. (b) 15% of observation points used as test data
for cross validation entropy measurement to find best model between M = 1 through
8 modes.
Table 2.5: Estimated parameters of multimodal PDF estimation based only on train-
ing data (0.85N sample points) using the basic EM algorithm and deterministic an-
nealing; number of modes, M, varies from 1 through 8.
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M Mean Std. Dev. Weight
1 -1.43 5.21 1.00
2 -5.24 4.51 2.02 2.30 0.61 0.39
3 -5.20 1.90 6.11 2.05 0.52 1.00 0.62 0.14 0.25
4 -5.20 1.52 2.27 6.11 2.05 0.28 0.42 1.00 0.62 0.07 0.07 0.25
5 -5.20 1.52 2.27 5.69 2.05 0.28 0.42 0.72 0.62 0.07 0.07 0.12
6.54 1.06 0.12
6 i -5.72 -4.68 1.52 2.27 2.15 1.81 0.28 0.42 0.31 0.31 0.07 0.07
5.69 6.53 0.72 1.06 0.12 0.12
7 -6.19 -5.90 -3.51 1.52 2.20 1.20 1.43 0.28 0.20 0.21 0.21 0.07
2.27 5.69 6.53 0.42 0.72 1.06 0.07 0.12 0.12
8 -7.39 -5.97 -4.18 -2.68 1.52 0.56 0.48 1.15 0.17 0.17 0.14 0.14
1.52 2.27 5.69 6.53 0.28 0.42 0.72 1.06 0.07 0.07 0.12 0.12
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Figure 2-6: (a)-(d) Multimodal PDF estimation based on training data (0.85N sample
points) using the basic EM algorithm and deterministic annealing; number of modes,
M, varies from 1 through 4.
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Figure 2-6: (e)-(h) Multimodal PDF estimation based on training data (0.85N sample
points) using the basic EM algorithm and deterministic annealing; number of modes,
M, varies from 5 through 8.
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Modes Training Data Cross Validation
1 3.0704 2.8577
2 2.8215 2.6293
3 2.6852 2.4608
4 2.6796 2.4759
5 2.6765 2.4777
6 2.6757 2.4699
7 2.6732 2.4724
8 2.6623 2.4873
Table 2.6: Kullback Liebler distance or entropy measurement of training data points,
as well as the cross validation entropy measurement made with the remaining test
data points for M = 1 through 8 modes. Minimum cross validation entropy occurs
at M = 3 modes. N = 300 total observation samples; 0.15N = 45 test data points;
0.85N = 255 training data points.
k± and the standard deviation of 0. However, that extreme over fit would certainly
not be a good estimate for the true underlying PDF from which those N data points
were arbitrarily chosen. Therefore choosing the minimum KL distance is not the best
criterion to choose between the 8 models, as it will lead to an estimate that over fits
the observation data.
One possible method for avoiding over fitting the data, is examining the change
in KL distance as the number of modes increases and choosing the estimate that
coincides with the greatest change in KL distance. However, when this method was
tested, it was found to work best only when the true underlying PDF had M = 2
modes. An alternate solution is known as cross validation. Cross validation is a
method where a fraction of the original observation data samples is kept aside to be
used as test data, and the remaining data points are used as training data. The
fraction, F, is typically chosen to be between 10% and 20%. The best PDF estimate
for M = 1 through 8 modes is calculated from the remaining training data points.
The KL distance between the test data points and the estimated PDF for each M = 1
through 8 is calculated, and the model with the minimum distance is chosen as the
best PDF estimate of the entire observation data.
Figure 2-5(a) shows the training data which came from randomly selecting 85% of
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the total data from Figure 2-1(b). Figure 2-5(b) shows the test data points, namely
the remaining 15% of the total data points that are not used to estimate the PDF
parameters, but rather are used in the cross validation testing process. Figure 2-
6 shows the resulting PDF estimates for all 8 multimodal models, using only the
training data. Note how similar the results are to Figure 2-4 which used all the
training data to obtain the PDF parameter estimates. Table 2.5 shows the values of
the parameters for each of the models. Finally, Table 2.6 shows the entropy of the
training data for each model, i, e. the Kullback Liebler distance between the training
data and the PDF estimate. It also shows the cross validation entropy, or the KL
distance between the test data and the PDF estimate. Notice that the distance is a
minimum at M = 3, which is the number of modes in the true underlying PDF.
More Examples
Here are four more examples of estimating the PDF of several different true underlying
multimodal Gaussians. In all four examples, we use the EM algorithm with deter-
ministic annealing to estimate the best fit to models with M = 1 through 8 modes,
and we use the cross validation techniques to select between the 8 models. In each
example, N = 300 total observation points, and we use 0.85N = 255 of those points
for training, and the remaining 0.15N = 45 of the data points for cross validation.
Figures 2-7(a),(d),(g),(j) show the true underlying PDF vs. the 255 training data
samples for each of the four examples. Figures 2-7(b),(e),(h),(k) show the true un-
derlying PDF vs. the 45 training data samples. And Figures 2-7(c),(f),(i),(1) show
the true underlying vs. the best PDF estimate, where best implies the minimum cross
validation entropy.
2.3 Classification Algorithms
In Chapter 3 we will discuss how the PDF estimation techniques described in the
previous section are a fundamental step in our image segmentation process. In an
image segmentation process, we begin with the assumption that each pixel in the
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Figure 2-7: (a)-(d) More PDF estimation examples using EM, deterministic anneal-
ing, and cross validation.
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Figure 2-7: (e)-(h) More PDF estimation examples using EM, deterministic anneal-
ing, and cross validation.
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Fig ref M Mean Std. Dev. Weight
(a-c) True 3| -3.00, 0.00, 3.00 0.50, 5.00, 0.50 0.33, 0.33, 0.33
(a-c) Est. 3 -3.03, 0.21, 3.06 0.55, 5.68, 0.44 0.32, 0.33, 0.35
(d-f) True 4 -4.00, -2.00, 0.00, 0.50, 1.00, 3.00, 0.27, 0.36, 0.09,
6.00 0.50 0.27
(d-f) Est. 4 -4.00,-2.01,-1.40, 0.40, 0.69, 2.38, 0.26, 0.21, 0.23,
6.04 0.55 0.30
(g-i) True 3 -3.00, 2.00, 2.00 0.50, 2.00, 0.30 0.20, 0.40, 0.40
(g-i) Est. 5 -3.00, 0.71, 1.82, 0.58, 2.12, 0.22, 0.20 0.20 0.20
2.22, 3.35 0.22, 1.78 0.20, 0.20
(j-) True 2 0.00, 0.00 2.00, 0.30 0.30, 0.70
(j-l) Est. 2 0.06, 0.02 2.07, 0.28 0.38, 0.62
Table 2.7: True and estimated parameters of each of the four examples of Figure 2-7
53
.8
0.5
0.4
0.3
0.2
0.1
C
0
O0
O0
O0
0
0
0
0
-20 -15 -10 -5 0 5
(k)
Figure 2-7: (i)-(l)More
and cross validation.
PDF estimation examples using EM, deterministic annealing,
-2
n7_
lal
G
O
O
O
0
I0
CLASSIFICATION ALGORITHMS
Training Data
LABELLE ULABELLED
Known Unkown Known Unkown
PDF PDF PDF PDF
Shape Shape Shape Shape
MAP, ML, Parzen, Parameter K-means,
LSE, cost KNN estimation split/merge
Figure 2-8: This chart shows several examples of both supervised and unsupervised
segmentation techniques.
image sequence belongs to a large class or region or group of pixels, usually corre-
sponding to a object, and the goal is to segment or identify these regions, by labeling
each pixel. Before describing in detail the classification algorithm used specifically
for image segmentation, let us take a look at some general properties of classification
or pattern recognition problems.
Figure 2-8 shows a chart naming different parameters in a classification system.
Any problem in which we have a large number of data points that need to be labeled
or categorized or grouped or classified is called a classification problem. Typically
the points that make up a group have an aspect of similarity, and the problem is
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usually in recognizing or detecting a pattern. Therefore, this class of problems is
often referred to as pattern recognition.
In designing a classification algorithm, for a given problem, the different param-
eters (or branches) in the chart are tested. Therefore, we refer to the top node of
the chart as the training data. Once the classification procedure is designed, the
training data is substituted with actual data. If the classification of some of the data
is labeled, the classification is known as a supervised learning algorithm. Otherwise,
if none of the data is pre-classified, the classification algorithm is an unsupervised
one. Sections 2.3.1 and 2.3.2 will discuss in a bit more detail some general strategies
for designing an unsupervised and supervised segmentation algorithms.
2.3.1 Unsupervised Classification
We will talk about unsupervised algorithms first, since in the remainder of the thesis
we will be discussing a supervised algorithm for our image segmentation toolbox. In
an unsupervised algorithm, recall that none of the data is labeled, all the data points
must be categorized into one of R regions.
First, assume that the shape of the PDF for each region of the observation data
is known. If the number of regions, R, is known, then the only variables that need to
be solved for are the parameters that describe the PDF. For example, if we have data
for four regions, and we know that the observed data at each region can be described
by a Gaussian PDF, then we only need to solve for the mean and variance describing
the PDF of each region. In such a case, an iterative process very similar to the EM
algorithm (described in Section 2.2.2) could be used. The only difference is that the
EM algorithm described was to solve for one multimodal PDF with four modes, and
in our unsupervised segmentation example, we are looking for four Gaussian PDF's,
each being unimodal. The problem becomes more involved if R is not known, and/or
if the PDF shape is more complex than a unimodal Gaussian.
Now assume that the shape of the PDF for each region is not known. If the num-
ber of regions, R, is known, then an algorithm such as K-means (similar to vector
quantization), can be used. In this method, an initial estimate of the mean and vari-
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ance for each class is chosen. Each data point is classified to the "nearest" region,
based on some distance metric, usually Mahalanobis. A new estimate for the mean
and variance of each region is calculated based on the current classification. The
algorithm iterates at each step refining the classification based on the new mean and
variance, followed by updating the mean and variance based on the modified classifi-
cation. The algorithm ends when there is no change from iteration to iteration. Minor
variations on initialization conditions include a randomization of the classification to
get an initial mean and variance estimate. Also there may be some minor differences
in ending the iteration process.
If the number of regions is not known, (and the shape of the PDF is not known),
the K-means algorithm is modified to allow for split and merge conditions. Basically,
at each iteration a split condition is tested based on heuristics, such as if the number
of samples in a region is too high and/or the variance in that region is too high. A
merge condition tests whether the mean between two regions is too low, and/or if
the number of samples or the variance is too low. ISODATA [95] is an example of
such a split and merge algorithm. Problems with these split and merge algorithms
are that they are not guaranteed to converge, the final segmentation is extremely
sensitive to the initialization parameters, and the number of regions varies greatly
from frame to frame when applied to image segmentation. We have previously tested
an unsupervised image segmentation algorithm, and the results are discussed in [26].
2.3.2 Supervised Classification
The left side of Figure 2-8 shows the branches associated with labeled or supervised
classification algorithms. In each region, there exists a subset of test or labeled
training data from the entire data set of which we know the labeling for that test
data. Typically, the subset of labeled data can be anywhere from 1 - 10% of the
entire data, and the task is to label the remaining unlabeled data as best as possible.
One main advantage of using a supervised classification method, is that we implicitly
know the number of regions or classes in the data. Another major advantage, is that
the labeled data in each region can serve as a model to either explicitly or implicitly
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estimate the PDF of each region, and thereby classify the remaining unlabeled data.
Unknown PDF Shape
In the case when the PDF shape for the underlying data is not known, we use methods
such as: histograms, Parzen estimators, and K-nearest neighbor (KNN) algorithms.
In a histogram method, the PDF of each region is estimated numerically, based on
the values of the observed training data, in each region. Histogram methods can often
be sensitive to the number of bins, thereby causing inconsistent PDF estimates as the
number of bins varies. Often, they are not very robust when the sample size is low,
since the raw data may contain "holes" in the observation.
Parzen estimators are a smoothed version of the histogram. Basically, a kernel
with a specific shape (uniform, triangular, Gaussian) and width is applied to the data,
as an attempt to intelligently fill the "holes" in the raw data. The main difficulty
with Parzen estimators is in deciding the width of the kernel. Often a regressive
technique is used to calculate the kernel width (as a function of the training data) to
"optimally" smooth the data, or minimize its entropy. In theory, a Parzen estimate
with a Gaussian kernel should produce the same PDF as the EM algorithm applied
to the test data, assum!ing a multimodal Gaussian PDF model.
A third supervised classification algorithm that is used when the shape of the
PDF is not known, is called K-Nearest Neighbor or KNN. The KNN algorithm differs
from the histogram and Parzen estimator in that no PDF estimation is required
in the KNN method. At each unlabeled data point, we look at the data points
within some neighborhood of our feature space, and assign the current point to the
same region that the majority of the neighbors are assigned to. Two variations of
KNN are the pooled method and the grouped method. In the pooled version of
KNN, the neighborhood size around the unlabeled sample is fixed, and the point
as classified to the region corresponding with the largest number of samples within
that fixed neighborhood size. In the grouped version of KNN, we begin with a small
neighborhood size, and slowly increment the neighborhood size until any one of the
classes contains a fixed, predetermined number of samples within the neighborhood.
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The unlabeled point is classified to that (first) region encountered.
Here is a quick example of the KNN algorithm: Suppose the observation data
points are heights of (adult) people, and the classification consists of two classes,
W = Women, and M = Men. Suppose the training data values, in inches, are,
D = {62, 63, 64, 65, 67, 68, 69, 70, 71,72, 73, 74}. And the corresponding classification
for the training data is, Q = {W, W, W, W, M, W, M, W, M, M, M, M}. (Note: These
numbers are completely fabricated, to make a point only. They are not indicative of
a true distribution.) Now suppose one of our unlabeled data points is d = 69. Using
the KNN algorithm pooled method, with a neighborhood size of 1 inch, the result
would be to classify the point as class W, since 2 labeled points belong to class W,
and 1 labeled point belongs to class M within a 1 inch neighborhood. If we increase
the neighborhood size to 4 inches, the result would be to classify the point to class
M. If we use the KNN algorithm grouped method, and our predetermined number
of "votes" for a region is 4, the algorithm would reach a conclusion of classifying the
sample to class M since after a neighborhood size of 3 inches, 4 of the neighbors
belong to class M. On the other hand, a neighborhood size of 5 inches would be
required to encounter 4 neighbors in the W class.
Known PDF Shape
Next we will discuss classification in the case where we know or assume the PDF
to be parametric, that is, we assume (or know that) the shape of the PDF can
be characterized by a set of parameters. There are two components to solving a
parametric supervised classification. The first component is solving for the parameters
of the PDF of each region from the training data. The second component is deciding
which region each of unlabeled data points belongs to, given the PDF of each region.
This second component is often referred to as Hypothesis Testing, since we test
to see which class each sample observation point (or vector, in the case of multidi-
mensional observation data) belongs. We define y as an observation measurement
vector, and we say that belongs to class wi. If we maximize P[wily], then we label
the observation point as belonging to class wi. From Bayes' rule in Equation 2.16,
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maximizing P[wil] with respect to i, is the same as maximizing PfV i(l1w0'P[w. Since
the denominator is not a function of i, and is always greater than zero, we only need
to maximize the numerator above. If we assume we know the PDF at each region,
which is denoted as pglwi(Vlwi), and is the same as the first term in the numerator
above. The term P[wi] refers to the a priori probability that a sample belongs to
class i. Often the prior class distribution is unknown, so these values are all set to be
equal (namely to 1/R, where R is the number of regions).
One can also apply a cost function in such a way that would place a higher penalty
on one type of error over another type. For example, if there are two regions, one can
measure the total error as
E = P[wl w2] + P[w2lI1] (2.37)
where P[wl 1w2] means the probability a point is labeled as belonging to wl when it
really belongs to w2. By applying a penalty or cost function to each error term in
Equation 2.37, we are left with minimizing a risk function. The details of which can
be found in chapter 3 of [95]. In our segmentation application, we do not apply a
non-uniform cost function, so the risk function does not come into play. Section 3.5
reviews this hypothesis testing calculation for our image segmentation application
with a little more detail.
The hypothesis testing component works, provided we know the PDF of each
region, and optionally, the a priori likelihood and cost function associated with the
various types of errors. Let us now discuss two methods of estimating the parameters
of the PDF.
Let us define px;o(x; 9) to describe the distribution of a random variable, x, given
the parameter . If we have n observations of this random variable, x1,x 2,... ,x,,
then we say that pxI,x 2,...,xn,;O(Xl, 2,..., xn; 0) is the joint PDF of xl-x,, assuming
the observations are independent, identically distributed (i.i.d.) measurements. We
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define a likelihood function L(O) as:
n
L(9) = pX1,X2 ,...,Xn;O(X1 X2 * X n;0) = pi;e(xi; ) (2.38)
i=1
The value 9 that maxinlizes L(#) is called a maximum likelihood (ML) estimator.
Because many PDF have exponential form, and because the In function is a monotonic
function, then we can find that maximizes ln(L(9)), and often it is easier to do so.
A second method for parameter estimation is known as maximum a posteriori
or MAP. Here we try to find that maximizes
POIx1 ,x2 ... ,x (IXIX2,... xn) Pxl,X 2,...,Xnl(Xl,, Xn9)1) P(8) (2.39)
Pxi2,.. .Xn (xl, x2, * ... ,xn)
Maximizing the numerator of Equation 2.39 with respect to is equivalent to max-
imizing Equation 2.39, since the denominator is not a function of . Again, as with
the ML estimation, we assume that the observations are i.i.d. Thus, maximizing
Equation 2.39 with respect to is the same as maximizing M(9)
n
M(O) = pe() llpXile(xil0) (2.40)
i=1l
Note that in order to calculate the MAP estimate, we need to know (or assume) a
prior distribution on our parameter . A cost function can be applied in the MAP
estimate, analogous to the cost function in the hypothesis testing method, that assigns
a penalty as a function of , our parameter estimate and , our true, yet unknown
parameter. A common cost function is C(O, ) = I- 012, and the resulting estimator
which minimizes E[C(O, 0)] is called the least square estimate or LSE. Again, more
detailed mathematic description of parametric estimation can be found in chapter 7
of [95].
In the remainder of the thesis, our image segmentation problem will focus almost
exclusively on a supervised classification algorithm where the shape of the PDF is
assumed to be a multimodal Gaussian shape. The classification component of our
solution implements the hypothesis testing method described above. And the PDF
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estimation component of our solution implements the EM algorithm described in
Section 2.2.2.
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Chapter 3
Segmentation Parameters
In the previous chapter we gave some examples of general purpose classification algo-
rithms. In fact, the classification algorithm is one stage of a broader class of problems
in pattern recognition. A block diagram showing the basic "pattern" or template of
a general pattern-recognition system is shown in Figure 3-1.
This chapter will explore in detail the feature transformation and classification
algorithm stages for our specific problem. Recall that the objective of our research is
to find a novel approach to segment images or image sequences into regions which cor-
respond to objects. This organization of the image data should be done in a way that
is useful for both representation applications (such as compression) and segmenta-
tion applications (such as object-based editing). By extracting or "filtering" relevant
characteristics from an observed image sequence we are effectively transforming the
observation data into useful image features or attributes.
Some of the major challenges with regard to the image attributes addressed in
Observations
X
Output
Decision
Figure 3-1: Basic template of a pattern recognition system.
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this chapter involve: deciding qualitatively which image attributes are most useful,
figuring out how to quantitatively calculate those image attributes, engineering an
algorithm that analyzes the multiple (potentially conflicting) attributes, and conclud-
ing with one classification decision. I.e. we need to find a way to "compare apples
and oranges".
3.1 Statistical Image Segmentation Framework
Figure 3-2 shows the overall block diagram of the segmentation process. The entire
process can be separated into four separate stages. The first stage deals with acquiring
and calculating the observation of feature data. The second stage deals with acquiring
the training data and tracking or predicting the location of the training data at future
frames. The third stage deals with estimating the probability density function of each
of the features. Finally, the fourth stage deals with the actual segmentation/decision
rule used to classify all the data points into the most likely class.
The objective of our design is to label all the pixels into regions corresponding to
"real world" objects or groups of objects. We will measure the performance or success
of our segmentation algorithm in Chapter 5 by comparing the results we get from our
automated process to a manual segmentation. Chapter 6 will describe how our tool
can be used for tasks such as compression, object-oriented editing, and surveillance,
among others.
There are several novel concepts in our segmentation design. First, in our approach
we wish to be able to segment a broad range of input image sequences with no a
priori model describing any of the objects or regions we expect to find. Instead, our
approach uses a "supervised" segmentation process whereby a user-interface allows
the user to provide some labeled training data. A model describing the image statistics
of each region is calculated on the fly based on the user training. In contrast to our
approach, many existing segmentation schemes are designed with an application in
mind that would be useful for finding a specific object or solving a specific task.
As a result, the design is extremely restrictive on the types of input images it can
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Figure 3-2: General block diagram of segmentation algorithm.
process. These approaches generally have a well developed pre-existing model based
on a large accumulation of training data, and are often referred to as a model driven
system. The main process in a model driven algorithm is generally based on some
kind of template matching, either in the image space or some kind of feature space
(e.g. characteristic texture features or Hough Transform). The input data (or some
portions of the input data) is compared to the template/model and decision results
are based on the similarity between the data and the model. However, the model
driven approach has a much more limited application than our segmentation design
and will only work on the task for which it is designed. For example, face recognition
or handwriting recognition systems will only detect the features they have been built
to recognize. It does not make sense to expect a face recognition system to work
on a scanned image of written text, nor does it make sense to expect a handwriting
recognition system to work on an image of a person's face. This is because each
recognition system works based on a finely-tuned prior model regarding the type of
input it expects. In our segmentation design we would like to be able to handle a
wide range of input images or image sequences.
A second advantage in our approach is that the object definitions are driven by user
training data. As a result, different users can obtain different segmentation results by
providing training data accordingly. Typically, approaches that are designed to work
on a general class of images use an unsupervised segmentation scheme. The separation
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of objects depends on how correlated the data is to itself, and as a result it is difficult
to provide control to the user to allow for different segmentation outputs. These
unsupervised schemes are also referred to as data driven segmentation systems.
A third advantage in our approach is that our decision criterion uses multiple
image descriptors including color, motion, texture, and position. By combining mul-
tiple cues simultaneously, the segmentation generally performs better than when only
one feature is used, such as motion or texture. Also, by using multiple features si-
multaneously, the exact method of calculating each of the color or motion or texture
attributes is not as critical to the segmentation output as it would be if only one
attribute were used.
Another novelty in our segmentation framework is that every sample in the im-
age scquence is classified. Other segmentation approaches label an entire block as
belonging to a particular region In a block-based classification scheme, each image in
an image sequence or data base is arbitrarily broken up into tiles or blocks. A set of
features is used to characterize each tile, and these features serve as a metric that de-
termines the proximity or similarity between the blocks. The supervision or training
comes from a user who labels sample blocks and the algorithm finds the best matching
blocks in the remaining image sequence or data base. As a result of this paradigm,
only blocks are labeled and it is difficult to extract regions which correspond to "real
world" objects, which is one of the goals of our segmentation design.
Finally, by using a more robust PDF estimation technique (modeling the dis-
tribution of pixel membership as a multimodal Gaussian curve instead of a simple
unimodal Gaussian) we are able to describe more complicated behaviors of the image
characteristics. For example, if one object is spatially disjoint and has components
on both the left and right side of the image, then by using a multimodal distribution
model to estimate the likelihood of the position of the object we get a much more
accurate estimate than one with likelihood modeled by a unimodal Gaussian curve.
As an example, refer to the top image of Figure 6-1(b) and notice that a "plants"
object lies on both the bottom right and left corner of the image. The multimodal
modeling benefit holds true for all of the image features, which means we can more
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accurately handle heterogeneous objects.
We mentioned earlier that our segmentation algorithm has the ability to produce
different segmentations based on two different sets of training data, and that it is
difficult for an unsupervised segmentation to do the same. Let us take a closer look at
segmentation approaches that attempt to label or cluster groups of pixels completely
autonomously. Typically, a statistical decision criterion such as ISODATA is used.
Image characteristics are calculated from the observation data, or the image itself is
used as the feature space. Pixels are initially assigned at random (or quasi-randomly)
to one of R classes, where R is an initial estimate of the total number of regions. The
mean and variance of each cluster is computed, clusters with close means are merged,
and any cluster with a large variance is split into two clusters. At each iteration,
points are individually reassigned to the most "similar" region, thereby shifting the
mean and variance. The split and merge decision, as well as the reclassification
decision, is iteratively recomputed until there is little or no change in classification
between iterations.
However, this class of unsupervised segmentation approaches generally runs into
a fundamental problem related to scale or the number of regions in an image. Specifi-
cally, the resulting segmentation depends critically on the choice of parameter, R, and
it is not always clear what value this parameter should take on. Objects or regions
in natural images are often composed of multiple and typically differing components.
Thus it is very difficult (even for people!) to convene on: a) what the different
objects or regions are in the image; and even b) how many different objects exist
in the image. For example, a city building can be considered as one object, or all
of the windows from the building can be considered as one region (and the rest of
the building a second region), or perhaps each window might be considered to be
separate objects, etc. The desired segmentation is therefore a function of the user or
specific task at hand. Moreover, it is difficult for an automatic image segmentation
process to succeed without a pre-existing model or template, or without some kind
of user-supplied points.
Our approach is quite unique in that we use a supervised segmentation algorithm,
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yet we do not use pre-existing models or templates of specific objects. Instead, our
approach is more statistical in nature and is in that respect similar to the unsuper-
vised scheme. Training points are supplied by the user who highlights representative
points from each of the user-defined regions. Thus a statistical model of each region
can be created on-the-fly for each region from the user-supplied training points. The
remaining unlabeled pixels are assigned to the region with highest statistical simi-
larity. Using this approach, we can successfully form several varying segmentations
of the same image sequence, depending on the user's needs. Since there is a very
high correlation between the user's training points and the underlying regions these
training points represent, it is simple enough to steer the algorithm to a different
segmentation by simply changing the training samples accordingly.
Our approach seems to have the characteristics of both a model driven segmen-
tation procedure and one that is data-driven, since there is no fixed model or set of
models typically found in template-matching segmentation algorithms, yet the seg-
mentation is not produced entirely autonomously either. Technically, ours is a model
driven approach, where the model varies adaptively based upon the user training.
The model is statistical in nature because we analyze the distribution of the image
attributes for each region of the user training. By estimating multiple models simulta-
neously (one for each region), we are not limited to recognizing one object exclusively
(which is typical of model-driven systems) but rather we have developed a general
tool that can be used for a broad variety of tasks.
3.2 Image Attributes
Much of the research in image processing and image understanding has focused on
extracting qualitative information from an image or image sequence using quantitative
methods. These qualitative attributes tend to capture image properties such as color,
texture, motion, shape, position (both local and global) and depth, among others. In
our segmentation process we use a combination of many of these image attributes.
However, we do not incorporate knowledge-based attributes. For example, we are
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not trying to extract an information metric that assimilates an image of the Empire
State Building with an image of the Statue of Liberty because they are both famous
landmarks associated with New York City.
One major advantage of using multiple features simultaneously to produce one
decision is that the burden of having the "perfectly calculated" feature is diminished.
Specifically, if the features were used individually, there would be a greater need to
ensure that the optimal feature calculation is used. In actuality, the features tend
to serve more as a qualitative estimate than an exact measurement. Consequently,
sometimes "Method A" of estimating a feature serves better than "Method B" of
estimating the same feature, and other times, vice versa. The motion estimation
feature, for example, is one that is known to be an ill-posed problem. Namely, there
is no guarantee that the estimation will be a precise measurement at every single
pixel, but rather it serves as more of a qualitative measurement, over a larger area.
A statistical classifier using only motion information will generally not perform as
well as one which uses multiple features, regardless of the accuracy (within practical
limits) of the motion estimator.
3.2.1 Motion Estimation
There are several methods of estimating the motion in an image, including correlation
methods such as block matching, constant brightness constraint methods such as
optical flow, and rigid motion body constraints such as affine motion estimation. In
this section we will take a look at these three methods of motion estimation. In
our segmentation experiments, however, we use two different methods of computing
optical flow as our motion attribute.
We have found that our segmentation results do not depend on which motion
estimation technique is used, even though there may be a noticeable difference at the
estimation stage. One major reason why there is not a great difference between the
segmentation results is that motion is only one of our image attributes. Thus, chang-
ing the computation of only one of the attributes while keeping the other attributes
unchanged does not considerably change the segmentation result. This shows that
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the segmentation process is actually quite stable, as minor changes in the input stage
do not seriously affect the output stage. A second reason for this stability effect is
because in segmentation we are not concerned with the exact motion calculation of
each pixel, but rather we are more concerned with the similarity between the motion
estimation at each pixel and the PDF estimation calculated from the training points.
So to determine the effectiveness of a motion estimation technique when applied to
segmentation, we are interested in how well the difference in motion of distinct re-
gions is captured. The difference in motion between regions could be captured by
different motion estimation techniques independent of the fact that there might even
be a major difference between these motion estimation techniques.
Block Matching
The first motion estimation method we discuss is one based on searching, where a
block in one frame correlates most with a block in the next (or previous) frame. Such
a technique is known as block matching. At each pixel location {x, y} we want to
find the motion vector {v,, vy} over a predetermined search range S such that the
error (or difference) E(v,, vy) between two successive frames in an image sequence is
minimized within a specified block region R.
E(vZ,v y) = , (I(x + v,y+vy, tl) -I(x,y, t2))2 (3.1)
(x,y)ER
I(x,y, tl) and I(x,y, t2) represent the luminance at frames tl and t2 where tl <
t 2. The {vx,vy} pair, which corresponds to a minimum error or difference E(vx, vy),
represents our block-matching motion vector estimate at the position x, y. Note that
the search range extends in the tl frame, and that the position at frame t2 is kept
constant. This search is often called a reverse block matching algorithm (as opposed
to a forward one) because for each block in frame t2 we search the previous frame
tl for a block with the highest correlation.
The summation is two-dimensional over a block range R. Typically the block size
is anywhere from 8x8 to 16x16 pixels, though the horizontal and vertical dimensions
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of the block size are not required to be the same size. The v. and vy parameters vary
over a search range S. The number of pixels in the search range generally depends
on how much motion is in the sequence, as well as the spatial size (number of pixels
per row and column) of the image sequence. Typically, S stretches from about -12
to +12 pixels to as high a range as -30 to 30, for each of v, and vy. Again, the
horizontal and vertical parameters are not required to have the same value, and for
many sequences it makes sense for the horizontal search range to be larger than the
vertical one.
If non-overlapping blocks are used, the block matching algorithm results in a
coarse motion estimation. Overlapping blocks are used to generate a motion estima-
tion vector at each pixel. While this second method is much more computationally
intensive, it is necessary for our segmentation process, since all pixels must be labeled
in the end. Overall, block matching algorithms are quite useful because they are not
too complex to be practically implemented, and because they provide a good "statis-
tical" estimate of each pixel's motion, on average providing a close approximation to
each pixel's true motion. The main disadvantage is that the underlying motion model
assumed in block matching is too simple. Specifically, the method can only model
translational motion, which is not always typical of natural motion. A secondary dis-
advantage is that there is no coherency stipulation between blocks. Thus the motion
estimation between neighboring blocks have no effect on each other, when in reality
these two neighboring blocks may actually be a part of the same object or region.
Optical Flow
An alternative method to block matching is called optical flow. Introduced by Horn
and Schunck [64], optical flow estimates the apparent motion of regions between two
successive frames in an image sequence by measuring the change in the brightness
pattern between those frames. Although there are many methods for measuring these
changes in brightness and how these changes directly or indirectly affect the estimated
motion, in this section we will focus primarily on two basic approaches. One approach,
introduced by Lucas and Kanade [69], uses a local smoothing constraint, while the
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other approach by Horn and Schunck [64] uses a global smoothing constraint.
Both approaches assume that changes in intensity over time are due mostly to
motion. Thus we can say:
f(x, y, t) z f(x + dx, y + dy, t + dt) (3.2)
where f() represents the image intensity, and dx, dy, and dt represent small changes
in position x,y and time t respectively. Though the optical flow motion estimate is
not exactly equal to the true motion field, it is a good approximation when the first
order Taylor series approximation of f(x, y, t) holds:
f(x + dx, y + dy, t + dt) = f(x, y, t) + adx + dy + f dt. (3.3)
aox 9y at
By subtracting both sides of the equation from f(x, y, t), dividing by dt, and using
the approximation in Equation 3.2 we get:
f af af+af -u+Iafv +0 af °(3.4)
ax ay at
where (u, v) = (d d ) is the optical flow motion estimation vector, and gets calculated
at each pixel x, y, t in the image sequence. Equation 3.4 is known as the Brightness
Change Constraint Equation or BCCE.
The Lucas and Kanade solution for the optical flow vector implements a least
squares error (LSE) calculation over a local region. First we rewrite the optical flow
equation as -ft fu + fv where (u, v) is the optical flow vector, and fC, fy,, and
ft are the partial derivatives with respect to x, y, and t. Next, we want to minimize
the mean square error with respect to (u, v) over a local region R, where the error e
is defined by:
e = ft + fxU + fyv (3.5)
By taking the derivative of the local mean square error with respect to u and v, we
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get:
a e2= 2Eef, =0 (3.6)
UR R
9 E e2 = 2E ef = (3.7)
R R
(3.8)
This pair of equations can be expressed in matrix form as:
f Effy] [u] [EMftfx 1 (3.9)
EfZfy Ef2 v J [zftfyJ
Notice that with this LSE approach, the under-constrained problem prescribed by
Equation 3.4, which has two unknowns to solve for and one equation, is converted to
an over-constrained set of equations. Recall that we can model an over-constrained
system as Ax = b, where A is a matrix, x is a vector of unknowns, and b is a (known)
vector. (Note that x does not mean the average value of x in this case.) The number of
rows and columns in A specifies the number of equations and unknowns, respectively,
in the system. In our example, A has two columns, since our unknown vector x has
two elements (u, v). The number of rows in A is equivalent to the size of the local
region R over which we minimize the error. Each row of A contains two elements
(f, fy) evaluated at different positions of x and y in our local region R. Similarly,
the b vector contains values of (-ft) at different positions. Equation 3.9 corresponds
to what are known as the "normal equations," namely:
ATAR = ATb (3.10)
and of course the solution to the normal equations is
= (ATA)-'ATb (3.11)
The Lucas and Kanade method described above uses a local constraint to solve
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for Equation 3.4. Another approach, introduced by Horn and Schunck, uses a global
constraint: that the motion vector (u, v) is relatively smooth between neighboring
pixels. Thus, a second constraint is to choose a solution that minimizes the magnitude
of the gradient of the optical flow. Namely:
2 2 2 + 2 2esmooth - Uz + U + V + (3.12)
The complete solution is to find (u, v) that minimizes a combined error function:
etotal = Z ebcce + aesmooth (3.13)
where esmooth is defined as Equation 3.12, ebcce corresponds to the error term defined
in Equation 3.5, and a is a weighting factor that determines the relative importance
of the two constraints.
The full details of the solution to these equations can be found in [64]. Stated
briefly, it involves an iterative approach, where at each iteration the (u, v) estimate is
a function of a local average of the previous iteration, plus or minus a correction term
which is a function of the ebece variable. Because of the global smoothing constraint,
there is an implicit image intensity model which likens the image to a "rubber sheet"
that distorts over time.
In general, optical flow motion estimation tends to give a better estimate to the
true motion of regions than block-matching estimates. However, there are problems
in the optical flow estimates as well. First, the underlying assumptions of the BCCE
equation does not take into account areas in the image where occlusion occurs (i.e.
it assumes that regions do not disappear from view). Second, because the problem is
under-constrained, there is no guarantee that a unique solution exists, as in the case
of an aperture problem, or areas of flat surfaces. Third, even though the motion field
is dense, the resulting motion estimate is simple translational motion at each pixel.
The sense that each pixel belongs to a larger object or region is still absent.
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Affine Parameter
An affine motion model is more general than a translational model as it allows for the
representation of more complicated motions such as rotation, zooming, shears, and
translations, as well as linear combinations of these movements. Given an estimate
of a dense motion field (u, v) we can use a 2-dimensional affine model to solve for
the parameter vector (a, b, c, d, e, f) which approximates the motion vector as per the
equations:
u(x, y) =a + bx + cy (3.14)
v(x, y) = d + ex + fy (3.15)
A LSE method is utilized to solve these two equations with a total of six unknown
parameters (a, b, c, d, e, f). The affine motion model parameters can be solved for in
one of three manners: A) A sparse block-based approach, B) A dense block-based
approach, or C) A region-based approach.
In method A, the dense optical flow velocity vector values within a block are used
to determine the best (in a least squares sense) affine parameter vector for that entire
block. Thus if one frame of the image is 512 by 512 pixels, and the region block
size is 16 by 16 pixels, a total of 32 by 32 affine parameter vectors are found; this is
referred to as a sparse affine parameter model. In method B, the approach is similar
to method A, except overlapping block regions are used in order to get a dense affine
parameter estimation. Method C differs in that the values of the optical flow estimate
vector used for the LSE solution are not drawn from a block or regular pattern, but
are instead taken from a region. However, since segmentation is our desired goal,
given the image attributes we find ourselves in a boot-strap problem if the image
attribute calculation depends on the segmentation result.
Because of this dependency complexity, the motion feature used for our segmen-
tation experiments was calculated using the optical flow calculation described in Sec-
tion 3.2.1. The reason why the affine parameter motion estimation method was not
used as per methods A and B, is 'because the first, method A, does not result in
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Figure 3-3: Example two-dimensional feature space, (G1, G2), producing a desirable
partition vs. two-dimensional feature space, (B1, B 2), producing an undesirable par-
tition.
a dense affine parameter estimation, which is necessary for our framework in which
each pixel must be labeled. The main problem with affine estimation using method
B is that the estimation is too sensitive to the choice of block size.
3.2.2 Texture
in much the same way that there are many techniques to estimate motion through-
out an image sequence, there are also many different methods to compute texture
information from an image. We are interested in calculating texture information or
features that will be used for segmentation and not for representation. These texture
analysis methods generally fall into two categories: structural methods or statisti-
cal methods. In our experiments we are not quite so interested in finding primitive
components which describe structural patterns, since these are typically useful for
representing objects with a regular geometrical pattern (such as bricks, wire fences,
reptile skin, etc.). Rather, we are looking for texture variations that are better de-
scribed by statistical models. This section will focus on these statistical models.
Recall that in our pattern recognition (or image segmentation) framework we use
training samples from our feature vector to partition the feature space into regions
which correspond to training classes. Therefore, we need to calculate attributes from
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the image which serve as distinguishing characteristics. Figure 3-3 shows a two-
dimensional feature space which corresponds to features that produce a desired space
partition.
Although texture measurements exist that which are based upon motion, in our
experiments, we focused only on intra-frame texture parameters. One main reason
why we decided to restrict the computation of texture to an intra-frame paradigm
is that we combine motion information with the other features (including texture)
in our segmentation stage, so there is no need to do the combination at the feature
calculation stage. A second reason is that while there are some texture estimates
which use motion, most of the traditional texture measurements are intra-frame,
thereby allowing us to have a greater number of methods of texture computation to
choose from.
Below we describe three methods of computing texture information. The first
method, which is called local statistics is a very simple texture calculation which
estimates a local mean and variance at each pixel. The second, called simultaneous
autoregressive model or SAR, uses a linear prediction method to try to estimate
the current pixel as a function of its neighbors. The weighting coefficients of each
of the neighbors, along with an error term, serve as the texture features. The third
method, called frequency analysis, uses a combination of horizontal, vertical, and
diagonal filters, or a Fourier transform at multiple scales of the image.
Local Statistics
When we first started to implement our segmentation algorithms, we used motion
information only. When we added texture information, the simplest texture calcula-
tions were local statistics on the image intensity channel. Specifically, at each point in
the image (x, y) we compute the local mean M(x, y) and the local standard deviation
S(x, y) of the image intensity I(x, y) in a local region R. In the equations below, W
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represents the size of the region R.
M(x,y) = 1 ] I(x,y) (3.16)
(x,y)eR
-1 - 1/2
S(x,y) = [(W I12(x,y) - M2(x,y) (3.17)
(x,y)eR
For our experiments, the shape of the region was chosen to be a block, and the
size varied from 3 to 15 pixels in width and height. The local statistics texture
measurement produces two parameters at each point in the image.
Since the result of the texture measurement depends on our choice of block size,
and as we don't know in advance what the best choice of block size should be, we
decided to use the local statistics at a multiscale level. In the multiscale version we
compute multiple estimates of the mean and standard deviation using multiple values
of the window block size. Initially we experimented with two values of window size,
producing a total of four texture features: two for the mean and two for the standard
deviation at each block size level. We then tried the multiscale method using three
separate values of the window size, producing six texture features. However, two levels
presented too much of a spread between block sizes, and three levels produced too
many texture parameters. Finally, we tried a cross between the multiscale statistics
and the uni-scale method. In particular, the mean was calculated at three block size
levels while the standard deviation was calculated only at the middle block size level.
Typical values were three-, nine- and fifteen-pixel blocks for the mean, and a block
size of nine pixels for the standard deviation feature.
The main advantage of the local statistics texture feature is that it is a very
quick and easy way to get an approximation of the texture characteristics. Figure 3-4
shows how our two-feature local statistics estimates would serve as good features for
a statistical segmentation task. In our example, we show how the local mean and
local standard deviation texture calculation serve as a desirable choice of two features
and how they could represent six texture classes.
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Figure 3-4: Possible texture class partitions from a local mean and standard deviation
feature space.
Simultaneous Auto Regressive Model
The basic Simultaneous Autoregressive (SAR) model for texture classification and
segmentation is described by Mao and Jain in [66], along with variations of the basic
model. SAR is a statistical method which assumes texture can be characterized by
measuring spatial interactions among neighboring pixels. Specifically, the texture of
a region can be understood by first expressing each pixel as a weighted sum of its
neighbors and then analyzing the respective weights. This idea is consistent with the
notion that texture is essentially a description of the difference or similarity between
neighboring pixels.
In our SAR model, we use the the weighted sum of eight neighboring pixels to
represent a given pixel. The process is repeated for every pixel in an NxN region
R with the intent of averaging the weights gathered at each pixel to create the best
possible weights of the immediate neighbors of the pixel at the center of the region.
Let I(x, y) represent the image intensity at every point in the image. Let us define
fo (i, j) to represent the intensity at each pixel location (i, j)eR, where R is defined by
an NxN block within the image that is centered around the pixel located at I(x, y).
By moving this 3x3 window throughout the NxN block, we can compute the weights
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Figure 3-5: Neighbor labels for a one level SAR texture model at one sample point
in the image (x = i, y = j). fi to f8 are the neighbors centered around point fo.
c(x, y) and error term e(x, y) which form the best solution to the equation:
I(x,y) = cI(x-1, y-1)+c 2I(x,y- 1)+c3I(x+ l, y-1)+c 4I(x- 1, 3.18)
+c5 I(x + 1, y) + c6I(x - 1, y + 1) + c7I(x, y) + c8I(x, y + 1) + e(t$y)9)
We define fk(i, j), for 1 < k < 8, as the eight neighboring pixels of fo(i, j). The index
k moves in raster scan order from the top left neighbor of pixel (i, j) to its neighbor
on the lower right (see Figure 3-5).
fo(i,j) = I(i,j)
fi(i,j) = I(i- 1,j- 1)
f2(i, j) = I(i- 1,j)
f3(i,j) = I(i- ,j + l)
f4 (i,j) = I(i,j- 1)
f5(i,j) = I(i,j + 1)
f6(i,j) = I(i + 1,j - 1)
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f7(i,j) = I(i + 1,j)
fs('i,j) = I(i+1,j+l)
Note that when the center pixel of our 3x3 neighborhood is the center pixel of our
NxN region, fo(i,j) = I(x, j), which is the value of the pixel we wish to represent
as a function of its neighbors. We use the following equation to model our estimate
fo(i, j)
8
fo(i, j) = ck(i, j)fk(i, j) + e(ij) (3.20)
k=1
The ck(i,j) parameters are our coefficients for each of the neighbors, where (i,j)
represent the pixel location for which we are computing the texture parameters, and
e(i,j) represents the error or offset of an estimate from just the neighbors. For
symmetry reasons, we assume a priori that the Ck and cg-k coefficients (corresponding
to the fk and fg-k values) will equally contribute to our estimate of fo (i.e. the left
neighbor of a pixel contributes as a much as the right neighbor). Thus we can reduce
the eight coefficients Ck(X, y) to four new coefficients ak(x, y). We also for convenience
define gk(i, j) = fk(i, j) + f9-k(i, j) for 1 < k < 4. Thus our model from Equation 3.20
can be rewritten as
4
fo(i, j) = ak(x, y)gk(i, j) + e(x, y) (3.21)
k=l
This still leaves us with five unknowns, and only one equation. A common solution
is to find an LSE estimate in much the same way we solved for the optical flow
coefficients described in Section 3.2.1. The LSE solution for coefficients ak(x, y) and
error e(x,y) is calculated over the NxN region centered around the point (x, y).
Thus we would evaluate Equation 3.21 at N2 different values of (i, j) resulting in
N2 equations and five unknowns (ai(x, y),... ,a4 (x, y), and e(x, y)). These five values
serve as our texture features or attributes. Since we need to compute these attributes
at each sample in the image, we simply move the NxN region over which we apply
the least squares error estimate. Suppose our LSE region is 15x15 pixels and our
image is 512x512 pixels. To compute the five texture parameters at (x, y) = (27, 61)
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for example, we can generate the following matrix equation:
A b
g91(2 0,54) g2 (20,54) 3(20,54) g4(20,54) 1
g91(21,54) 92(21,54) 93(21,54) g4(21,54) 1
91(34,54) g2(34,54) g93(34,54) g4(34,54) 1
g91(20,55) 92(20,55) g93(20,55) 94(20,55) 1
91(21,55) g2(21,55) g3(21,55) 94(21,55) 1
91(34,68) g2(34,68) 93(34,68) 4(34, 68) 1
f(20, 54) 1
_________ f(21, 54) 
al(x,y)
a2(x,y) f(34, 54)
a3(x, y) = f(20,55)
a4(x,y) f(21, 55)
e(x,y)
f(34, 68)
(3.22)
We solve this in the same way we solved Equation 3.10.
Loosely speaking, the components show the direction of the general orientation,
on average, for each NxN region. Specifically, if the al coefficient contributes most,
the general orientation is diagonal (up-left to down-right), if a 2 contributes most, the
orientation is vertical, if a 3, the orientation is diagonal (up-right to down-left), and
a4 corresponds to a horizontal orientation. The e term represents how much error or
variance there is in our estimate of the center pixel using just the four coefficients.
The SAR texture feature calculation depends on the choice of how large we choose
our NxN region over which we find the LSE, and also depends on the choice of
neighbors and size of the neighborhood over which we do our current pixel prediction.
Two variations to the standard SAR model are called Multiresolution SAR (MSAR)
and Rotational Invariance SAR (RISAR).
In the MSAR method, the neighborhood region is done at multiscales, and at each
scale the five texture features are computed. Specifically, at each computation level p
of the texture coefficients, Equation 3.20 is modified so that the ii 1 and j i 1 indices
become i p and j ±p, so that at each level you represent a given pixel as a function of
increasingly distant neighbors. In the RISAR method, the shape of the neighborhood
region is circular, instead of square. As a result, the diagonal neighbors are often not
81
aligned exactly with the image pixel grid. A bilinear interpolation scheme is used
to estimate the value of these off-axis neighbors, based on the four nearest on-axis
points.
For the purpose of our experiments, the SAR texture features were calculated
using the standard SAR model. This was mostly due to the fact that standard SAR
is straightforward to calculate, the MRSAR model produces too many parameters,
and the RISAR did not produce a much different result than standard SAR.
Spectral Frequency Analysis
The final statistical texture feature estimate we will discuss is known as spatial fre-
quency analysis, and is also referred to as steerable filters, oriented filters, or direc-
tional derivatives. We will not get into too much specifics of how these textures are
calculated; we instead refer the reader to [15], and [7].
The basic calculation for most of these spatial frequency texture methods is that
the energy in the filtered image is treated as the feature. The difference between some
of these methods is in how the image filter space is partitioned, the directionality of the
filters, and whether or not a multiscale method is used. For example, some methods
use a polar coordinate system and partition the frequency space into different classes
of frequency magnitude and angle for each feature. Other methods use a rectangular
coordinate system along with a set of oriented filters. The different feature values
would come from the horizontal, vertical and diagonal directions, and for each of
these directions there could be both a low pass and high pass filter applied. Both
methods could also be applied in a multiscale manner.
In our segmentation experiments discussion, we only implement the local statis-
tics method and the SAR method of computing texture features described in Sec-
tions 3.2.2, and 3.2.2, respectively. We omit the oriented filters method because
experimentally we found that the number of dimensions in the feature space which
resulted from using this method was too high. A second reason is because the cal-
culation does not lend itself well to calculating texture parameters at every point in
the image due to its multiscale nature. Third, the local statistics method is actually
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a special case of the oriented filters method, with the low pass and high pass filters
corresponding to the local mean and standard deviation calculations. Finally, prelim-
inary tests showed that the final segmentation results did not vary much depending
on which texture calculation was used. Again, as with the motion features, the crucial
step is to include all the attributes (texture, motion, and color) in the segmentation
stage, and the method used to calculate each of these attributes is not critical. For
some images, one feature calculation method will yield a slightly better segmentation,
and for other images another method will yield a slightly better segmentation result.
3.2.3 Color and Position
Little or no calculation is required for both the color feature and the position feature.
Recall that a "feature" is a transformation of observed data. Since in this case our
observed data is a color image sequence, we already have the color information at
each pixel. Likewise, we already have the position information at each pixel, since
it is a two-dimensional feature containing the horizontal and vertical image index of
each pixel location.
Color Spaces
Color space is three dimensional, and a single color value can be represented by
any one of many color coordinate systems. We will focus on three primary color
spaces, namely RGB, YIQ, and LAB. Most computer displays use the RGB format,
corresponding to the red, green, and blue value of each pixel. The raw image sequence
data is also generally stored in RGB format. The YIQ format evolved from the
National Television Standards Committee (NTSC). Specifically, the color television
system was to be backward compatible with the existing black and white system, so
that people with black and white television sets could view color broadcasts. Thus,
one of three dimensions of the color space was constrained to be the luminance, or
Y signal. The other two components were selected as the in-phase (or I component)
and the quadrature-phase (or Q component): The I component falls closely on the
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red-cyan axis and the Q component on the green-magenta axis.
To convert from RGB to YIQ (and vice versa) there is a pair of simple matrix
conversion equations. Equations 3.23 and 3.24 show the conversion matrices from
RGB to YIQ and YIQ to RGB respectively.
Y 0.2986 0.5872 0.1142 R
I 0.5953 -0.2737 -0.3216 G (3.23)
Q 0.2108 -0.5219 0.3111 B
R 1.0000 0.9577 0.6229 Y
G = 1.0000 -0.2721 -0.6483 I (3.24)
B 1.0000 -1.1052 1.7046 Q
There is often quite a bit of variation between displays, even when they are dis-
playing the same RGB or YIQ values. To offset this potential problem, in 1931 the
CIE (Commission International de l'Eclairage) developed a color space based on the
notion of a "standard observer" [55], and defined a linear transformation such that the
color of an object can be specified by a set of values (X, Y, Z) known as the tristim-
ulus values. Although colors are hardly ever referred to by their XYZ values, they
do have the advantage that the perceived color in XYZ space is device independent.
To convert the RGB values of a monitor to the CIE standard of XYZ tristimulus
values, usually a factory-aligned specification standard (e.g. D6500) for the monitor
is known. The standard has reference chromaticity values (easily calculated from the
tristimulus values) for each of red, green, blue, and white. Based on these reference
values, a conversion matrix M, shown in Equation 3.25 can be calculated to convert
from RGB to CIE-XYZ. The details of how to solve for the matrix M are found in
Appendix A.
M
X 0.4782 0.2986 0.1746 R
Y = 0.2635 0.6550 0.0815 G (3.25)
Z 0.0198 0.1604 0.9079 B
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While the use of the CIE-XYZ color space allows for colors to be device indepen-
dent, there is yet another problem: the color space is sampled in a highly non-uniform
manner. In an attempt to solve this problem, in 1976 the CIE introduced two uniform
color spaces, one of which is known as CIE-LAB [55] or just LAB. Once the values
are converted from RGB to the CIE-XYZ standard, a second step which applies a
non-linear transformation is required to convert each pixel value from CIE-XYZ space
to LAB space. The L values represent luminance and the A and B values are the
red/blue and yellow/blue chrominance signals. The equations which describe this
conversion are:
L 116(Y) - 16, > 0.008856 (3.26)L = Yn (3.26)
903.3( x), x < 0.008856
A = 500 fX )f (Y)] (3.27)
B = 200 [f( Y ) (Z)] (3.28)
where the function f is defined as:
t½, t > 0.008856f(t) = (3.29)
7.787t + 6, t < 0.008856
where the values X, Y, Z correspond to the tristimulus pixel value, and the X,,
Yn, and Z, correspond to the tristimulus values of the reference white color. See
Appendix A for a more detailed explanation.
Experimentally, the image data in the LAB and YIQ spaces usually helped to
produce a better segmentation, although the difference was generally quite small. As
noted in the sections discussing motion and texture, the largest contributions to the
segmentation results do not depend critically on exactly how the feature is calculated
(e.g. RGB, YIQ or LAB) but rather that a collection of features are being used
simultaneously.
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3.3 Tracking Method
Stage II of Figure 3-2 concerns the estimation of the predicted location of the training
points identified in the first frame. This problem is practically identical to the motion
estimation problem discussed in Section 3.2.1. The main difference in our tracking
algorithm, however, is that we do not need to estimate the motion of every sample
and instead track the position of the points corresponding to the training points
acquired in the first frame. In tracking the training points from frame to frame, we
assume that if a training sample is labeled to a particular class wi in the first frame,
its classification will not change over time.
Section 3.3.1 discusses a point-based tracking scheme where training points be-
longing to the same region are not constrained to have similar motion. The motion
of each training point is calculated independently using a type of block matching al-
gorithm. Section 3.3.2 discusses a region-based tracking scheme in which all of the
training points belonging to the same region are constrained to fit an affine motion
model. Thus all of the training points in one region are used collectively to estimate
the one rigid-body motion for that region. Each region is described by a motion
estimate in the region-based method, while in the point-based method each point is
described by a motion estimate.
3.3.1 Point-Based Tracking
Our point-based method of tracking is very similar to the block matching method
described in Section 3.2.1. For our region tracking experiments, we first convert
the RGB image to YIQ, as defined by Equation 3.23. (Note: we can alternatively
convert the image into YBR space. Y, the luminance signal is the same as the Y in
YIQ space, but the color components BR are proportional to Blue - Y and Red - Y
and have the advantage that they are restricted to positive values because a gain
and offset are applied.) Once the image is converted to YIQ space, we perform the
block matching search at the full resolution level on the luminance (Y) channel, but
at half the resolution level in the color (IQ) channels. (Half resolution implies the IQ
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channels are low-pass-filtered and dowlsampled by a factor of 2, effectively reducing
our search range and block size by a factor of 2.) The result is a faster implementation,
using color at half the resolution with almost no loss of quality than when using color
at the full resolution.
One major difference between block matching for motion estimation purposes and
block matching for tracking purposes is that for tracking there is the possibility of
propagation of error. Suppose we define Po as one of our reference training points
(selected by the user) whose spatio-temporal position is denoted by (o, yo, to). Let
us further use the notation Pi as our best estimate of where P0 has moved to in the
ith frame. The task therefore is to solve for the location (xi, yi, ti) of Pi at each frame
ti, where i > 0. By using the block matching algorithm, we can estimate (xl, yl,tl )
by comparing the MSE between a block around P0 and a series of blocks within a
search range neighborhood of (o, yo0, tl). For i = 1, (xl, Yl) = (x0 + vx, Yo + vy) where
(vX, vy) is solved as per Equation 3.1. For frames i > 1, one could either: A) compare
the MSE between a block around Pil and a series of blocks within a search range
neighborhood of (xi- 1, Yi-I, ti), B) compare the MSE between a block around Po and
a series of blocks within a search range neighborhood of (xi-1, Yi-1, ti), or C) compare
the MSE between a block around P0 and a series of blocks within a search range
neighborhood of (o, Yo, t i ). Note that at i = 1 the three comparison methods A.B,
and C are identical. Also, if the error in the best match is extremely low (or zero),
effective comparison methods are also quite similar. However, let us look at cases
when there are differences between these three methods. Method A will tend to cause
propagation errors because Pi is never compared directly to Po in the i th frame. It is
therefore possible that at each of the intermediate frames k where (0 < k < i), the best
guess for Pk deviates further and further from the reference training point P0 while
still remaining close enough to its immediate temporal neighbor Pk-l. The reason
why we need to avoid propagation error is because we assume our reference point
P0 and Pi belong to the same region or class. Thus with an increase in propagation
error, there is an increased risk that our assumption is not valid. In methods B and
C the risk of propagation error has been diminished, specifically because we compare
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our best match to our reference point P0. The difference between these two methods
is the location of the center of the search range in the ith frame. Method B places the
center around (xi-_, yi-1, ti) and Method C around (x0o, Yo, ti). If the search range is
large enough, at the cost of increasing the amount of computation, the two methods
perform similarly.
3.3.2 Region-Based Tracking
An alternative tracking approach to point-based tracking, in which the underlying
motion model estimation is block matching, is region-based tracking. In the region
tracking method we assume a rigid body motion for an entire region. We combine
the optical flow motion information for all of the training points in each region wi and
apply an affine motion estimate. All of the training points at each region are warped
according to their prescribed affine motion estimate in order to predict the location of
the training points at future frames. However, in practice we found that user defined
regions often do not exhibit rigid body motion and therefore the tracking method used
in our segmentation experiments was limited primarily to the point-based method.
3.4 PDF Estimation
Recall in Section 2.2 we provided a general background on two types of probabil-
ity density function (PDF) estimators. Parametric estimation assumes the shape of
the PDF is known, and we solve for parameters that describe the assumed shape.
Non-parametric estimation does not assume the shape of the PDF, and we solve for
the PDF using numeric methods. Sections 3.4.1 and 3.4.2 discuss how these para-
metric and non-parametric PDF estimation techniques can be applied to our image
segmentation framework.
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3.4.1 Parametric
In our segmentation problem, we choose to use a parametric estimation method in
which the assumed shape of the PDF for each attribute is a multimodal Gaussian
distribution. Equation 2.15 (repeated here) shows the multimodal Gaussian equation.
P(x) - /aiexp( (ai) 2 (3.30)
i=l1 V7ra 2o,?
where x is the random variable we are trying to characterize, M refers to the number
of modes, and (wi, mi, ai) (for 1 < i < M) represent the weight, mean and standard
deviation of each mode within the rmultimodal PDF. In stage III of Figure 3-2 our
input is the sample training values of each image attribute for each region. If there are
a total of F dimensions for all our image attributes and R regions or classes defined
by the user, then for the training samples of each attribute (per each region) we solve
for the multimodal PDF parameters as described by Equation 3.30 (producing a total
of FxR sets of parameters to solve for). Each set of parameters is solved separately,
thus we are implicitly assuming an independent set of features. We implement the
EM algorithm both with deterministic annealing and cross validation as described in
Section 2.2.3.
The PDF estimation is made from the training samples provided by the user in
the first frame. The PDF estimate is updated at each successive frame by using
the result of the tracking process to determine the location (and thereby the image
attribute values) for the training points. Alternatively, we can simply allow for the
PDF estimate (of each feature in each region) to remain unchanged for the duration
of the sequence. However, some of these attributes (specifically motion and position
information) can change significantly over the span of a sequence regardless if its
length. A process that tests whether or not the PDF estimate should be updated
would be most useful. This would require that the segmentation be solved before
the PDF estimation, whereas in our process sequence these steps are indeed reversed.
The next best alternative to designing an automatic process that decides when the
PDF estimate should be updated is a middle ground between updating all the PDF
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estimates at every frame and not updating any of them at all. Namely, those at-
tributes that have a tendency to change more often are updated more frequently. In
our experiments, for example, we update motion and position information at each
frame, but texture and color PDF estimates are based only on the training points
from the initial frame.
Multimodal Gaussian PDF estimation is not the only parametric model that can
be used. Initially, a unimodal Gaussian model was implemented, thereby removing the
need for any EM algorithm. The only parameters that were calculated were the mean
and standard deviation for each feature at each region. However, many of the features
in different regions would often exhibit heterogeneous behavior. So, while in theory
any "well behaved" PDF can be expressed as a sum of Gaussian PDF's, in practice
we found that since the regions were both small enough and similar enough, generally
their PDF could be modeled with a sum of one to five Gaussians. Figure 5-1 in
Section 5.1 shows the "actual" PDF for a variety of features and image sequences. The
actual PDF is based on what is referred to as ground truth: a manual segmentation
used to evaluate the performance of the machine-driven segmentation. While some
features (position, for example) tend not to be multimodal Gaussian, there is no other
a priori assumption that would work well unless a non-parametric model is used (See
Section 3.4.2).
3.4.2 Non Parametric
Most non-parametric PDF estimators typically use a histogram method or some vari-
ation thereof. Direct histogram methods classify each data point into one of N bins,
where the bins are uniformly spaced along the domain of the possible values of the
random variable. There are many potential problems which arise in direct histogram
methods, especially for our application in which the data samples we have are sparse
relative to the entire population of data points remaining to be labeled.
One problem is that there is a sparse number of data samples. As a result, there is
a strong likelihood that either many of bins in the histogram distribution will remain
empty, or the bin size will be extremely wide and the histogram distribution will
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be sparsely sampled. Another problem is that the dynamic range of the training
data samples might not be completely indicative of the dynamic range of the true
underlying data set; thus it is difficult to set the bounds on the histogram estimation.
A common non-parametric alternative to direct histogram estimation is one that
applies a filter-like kernel centered around each data sample value. Parzen estimators
(discussed in [95]) estimate a PDF as:
Py() - 7(Y -y')) (3.31)
py(=) = lim Ei,(v)] (3.32)N-inf
where N is the number of training samples, y(y) is the filter kernel function, y(i) is
the set of observed training sample values (1 i N), E[] is the expectation or
mean value function, py(y) is the true underlying PDF, and Py(y) is the estimated
PDF. One problem with the Parzen estimation method is that the equality between
Py(y) and py(y) only holds if N is large, whereas in our case this will not always be
true. Another problem lies in deciding the kernel function ?y(y). The kernel function
typically has a Gaussian shape and is sometimes triangular or rectangular. The main
difficulty is deciding the characteristic width of the kernel. (This implicitly sets the
height of the kernel, because we constrain the kernel function to integrate to 1.) For
a Gaussian kernel the variance corresponds to the characteristic width. The narrower
the width, the more emphasis we are placing on each training sample value to estimate
the true underlying PDF. While a wider kernel results in a "spreading out" of the PDF
estimate and potential "smearing" of true peaks. So the resulting PDF estimation is
very sensitive to the choice of width of the kernel. In our segmentation experiments
we focus only on a parametric PDF estimation and thereby avoid the sensitivity of a
non-parametric estimation.
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3.5 Classification From PDF Estimation
The final stage in the segmentation process (as per Figure 3-2) is the labeling or
classification of all of the remaining unlabeled pixels given a PDF estimation for each
feature at each region and given a multi-dimensional feature value f(x, y) at each
pixel location (x, y). This type of problem is often referred to as M-ary detection
or hypothesis testing, because in the system we need to choose one of M hypothe-
ses. In our case, M corresponds to the number of user-defined regions and each
hypothesis Hi where (1 i < M) refers to'the hypothesis that pixel (x, y) belongs to
region Ri. We define the conditional probability that hypothesis Hi is trte given the
multi-dimensional feature observation as P(Hilf (x, y)). This is called an a posteri-
ori conditional probability. For shorthand notation, we will rewrite this conditional
probability as P(Rilf), referring to the probability that a pixel belongs to region i,
given the feature vector.
The common solution to hypothesis testing is called the Maximum a posteriori
(MAP) criterion, or the likelihood ratio test (LRT) [95], [31]. At each pixel loca-
tion, we want to find i corresponding to region R such that PRIf is a maximum (i.e.
the conditional probability that the current pixel belongs to region i given feature
vector f must be maximized.) This estimate is correspondingly called the maximum a
posteriori or MAP estimate, since i maximizes the posterior probability PRif!. Using
Bayes' rule:
P(RilfY) = PPJR (f R ) P(Ri) (3.33)
pp(f)
where pPFRi (f R) represents the multi-dimensional PDF estimate of the image at-
tributes of region i, P(R) is the a priori probability that a pixel belongs to region i,
and pp(f) represents the unconditional joint distribution of the image attribute space,
though there is no need to calculate this directly. From Equation 3.33, maximizing
PRpwl with respect to i is the same as maximizing:
PplR, (f Ri), (3.34)
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since we assume the priors P(R) are all equal, and since the denominator of Equa-
tion 3.33 does not depend on i. If we further assume that the features are uncorrelated
since they each represent different aspects of the image (e.g. motion, texture, color,
and position) the calculation of Equation 3.34 becomes a joint product of the one-
dimensional PDF estimates of each feature for each region R. Each one dimensional
PDF estimate is evaluated at the experimental value of the random variable fj(x, y).
That is, for the jth feature we look at the PDF estimate for that particular feature
and evaluate what the PDF value is which corresponds to the value of the feature
at the pixel location (x, y). Finally, the pixel sample is assigned to the region which
corresponds to the largest product.
Let us further explore Equation 3.34 in the specific case where the PDF estimates
for each region is an n-dimensional jointly unimodal Gaussian, with n-dimensional
mean fi and nxn covariance matrix Af, (where i is an index variable over the number
of regions).
exp (-I(f - fi)TA-I(f - N))PFP!R, (fl Ri) = 2 f ) (3.35)
(27r) /2 IAfi 1/2
We can maximize Equation 3.35 with respect to i by taking the log, since the log
function is a monotonically increasing function. The result is:
-2 [n(log(27r)) + log(lAf, ) + (f - fi)T A-i(f - t)] (3.36)
The first term of Equation 3.36 (nlog(27r)) is the same for all hypotheses. If we
include the additional assumption that the features are independent, Equation 3.36
can be further reduced to
21halanobi2 (3.37)
2 =1 j=1 a]
M ahalanobis Distanc
where fj is the value of feature j at a particular pixel location, 11fi and aj2i are
the mean and variance of feature j in region i, and n is the number of dimensions
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of the feature space. Note the second term in Equation 3.37 is known as the Ma-
halanobis distance. So when the minimum Mahalanobis distance is used as the
decision criterion, the 2 E log(aj,) = log( IIl term is effectively ignored.
j=1 j=l
Associated with the classification of each sample is a certainty measurement for
that classification. The certainty measurement used is a function of the ratio between
the likelihood of the second-most likely region and the most likely region. Accordingly,
if the likelihood of the most likely region is very close to the likelihood of the next
most likely region, then there is a low certainty, since it is difficult to discern between
the two multi-dimensional distributions. Similarly, if the likelihoods of the most likely
and second-most likely regions are widespread, the certainty is high. The following
equation is used to calculate a numeric value for the certainty:
c(x, y) = 1 (3.38)
LI
where c is the certainty evaluated at each pixel in the image sequence. L2 is the likeli-
hood (or log likelihood) which corresponds to the joint product of the one-dimensional
PDF evaluated at the feature value for the region corresponding to the second most
likely region. L1 is the likelihood (or log likelihood) which corresponds to the joint
product of the one-dimensional PDF evaluated at the feature value for the region
corresponding to the most likely region. Note that L 2/L1 <= 1 since L2 <= L1,
which means the certainty c is always Setween 0 and 1.
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Chapter 4
Segmentation Implementation
This chapter describes in detail the C program specifications that have been compiled
and tested on DEC alpha (and a DEC 5000) series processors, in an X/Unix envi-
ronment and system configuration. Image data files are stored in a "datfile" format
which is essentially a directory containing a data file, a descriptor file, and in some
cases, a lut file. The data file contains only the raw image data. The descriptor file
contains header information including the number of rows, columns, channels, frames
(also referred to as data sets), data type (e.g. integer, float, double, etc.), and often
some history or comment which describes what the data file is and/or how it was
created. The lut file is optional and contains look up table information in the event
one would want to map index values (such as region numbers) to varying colors or
gray scale values. In this chapter I refer to a mask file as a type of data file that
when displayed, shows each region as a separate color. In actuality, the mask file
contains a lut file, and has a pixel value in the range of 0 and N, where N is the
number of regions in the image. The value of 0 is displayed as black, and corresponds
to an unclassified pixel. The values of regions 1 through 10 are displayed with the
following RGB values. (Note: these LUT values are for video monitor medium. For
print medium, black and white are reversed.)
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Region # Color Name Red value Green value Blue value
0 (unlabeled) black 0 0 0
1 white 255 255 255
2 red 255 0 0
3 green 0 255 0
4 blue 0 0 255
5 yellow 255- 255 0
6 magenta 255 0 255
7 cyan 0 255 255
8 grey 128 128 128
9 salmon 255 128 128
10 light green 128 255 128
Table 4.1: LUT values for mask files, up to 10 regions.
4.1 Block Diagram
Figure 4-1 shows the entire block diagram of the segmentation process. (Note this is
identical as Figure 3-2, but simply re-shown here.) Recall that the overall process can
be broken down into four stages. The first, labeled "Feature Calculation" deals with
acquiring and calculating the feature space from the image sequence. The second
stage, labeled "Training and Tracking" deals with acquiring the training data and
tracking the position of the training data over time. The third stage, labeled "PDF
Estimation" deals with estimating the probability density function of every feature
in each region. Finally, the fourth and final stage, labeled "Classifier" deals with the
decision rule used to classify all the data points into the most likely class, given the
multidimensional feature calculations and PDF estimations.
Thus the "input" for the entire system is simply an RGB image sequence (where
the R, G, and B values are defined at each pixel sample location) as well as a set of
user-defined training points. These training points label representative samples from
each of the regions which are defined by the user. Thus, the number of regions as
well as the number of training samples are not predetermined amounts Typically the
system has been run with three to ten regions, with 100 to 3000 training samples per
region on an image size of about 300 rows by 300 columns by 20 frames. Given only
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Figure 4-1: General block diagram of segmentation algorithm.
about 0.5% of the image as training, we'd like to classify up to 100% of the image
sequence as accurately as possible.
4.2 Feature Calculation
The first stage of the block diagram above deals with extracting the "feature" or
image attribute information (such as motion, texture, color and position) given the
information contained in the input RGB image sequence. The feature transformation
step can sometimes be computed in a simple direct method as in the case of color
and position attributes, or it can require a more complicated computation method,
as in the case of texture and motion attributes.
4.2.1 Texture
For the experiments described in Chapter 5, we used three different methods to calcu-
late texture characteristics. These three methods are local statistics, multiresolution
statistics and simultaneous auto regressive (SAR) parameters.
In the local statistics method we compute the mean and standard deviation of the
luminance channel only (or optionally of each channel in a color format). The number
of dimensions this feature produces is two if the input is luminance only, or six if the
input is color. One parameter of the local statistics program is the window size over
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which to compute these local statistics. Typical values range between 3 pixels to 15
pixels.
In the multiresolution statistics method we compute the mean and standard devi-
ation typically of the luminance channel (optionally of each channel in a color format)
and typically at three local window sizes (such as 3,9, and 15 pixels). This method
produces two dimensions of texture per window size when the input is the luminance
channel, and it produces six dimensions of texture per window size when the input is
the luminance channel. Since we typically calculate the texture statistics at 3 levels
we do not compute multiresolution statistics for color because that would produce
too many (18) dimensions of the texture feature. In fact, because the texture values
at different levels are correlated we only use the standard deviation component of the
texture corresponding at one window size (typically the middle window size) along
with the luminance component at all three window sizes. Thus in our experiments,
the multiresolution texture feature is a four dimensional feature.
The simultaneous autoregressive SAR method produces a five dimensional feature.
Four dimensions correspond to the weighting coefficients of the immediate neighbor
values. The other dimension corresponds to the error in representing a pixel value
by the weighted sum of its neighbors' values. Recall that the best estimate of these
parameters comes from finding a LSE over a N by N region. In the SAR program,
this parameter N can be specified upon executing the program. Typical values of N
were between 3 and 13.
4.2.2 Color
The color formats that have been experimented include RGB, YIQ, and LAB. Each
of the color features we estimate produce a three dimensional feature vector and
are calculated using a straightforward conversion program. To produce RGB data
no transformation program is required since the original input image sequence is
typically in RGB format. To calculate the YIQ feature vector a simple linear trans-
formation program is applied to convert RGB to YIQ. To calculate the LAB feature
vector a transformation program is applied. The program applies an intermediate
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CIE transformation that applies the appropriate reference chromaticity coefficients
stored internally.
4.2.3 Motion
Of the motion estimation techniques described in Section 3.2.1, the optical flow Lucas
and Kanade method, and the optical flow Horn and Schunck methods were imple-
mented. In both cases, the programs calculate only one motion field, consisting of
a horizontal and vertical component, for a pair of input frames. These input frames
typically correspond to two sequential frames, luminance channel only.
The Lucas and Kanade method produces two dimensions corresponding to the
horizontal and vertical motion. The program takes as input the luminance channel
of two consecutive frames of an image sequence. Two optional parameters can be
supplied to the algorithm: the first parameter controls if the spatial derivative should
be calculated using 2 or 4 local pixel values, and the second parameter specifies if
a Gaussian spatial prefilter (the width of the Gaussian filter can also be specified)
should be applied to the image when calculating the optical flow.
The Horn and Schunck method also produces two dimensions corresponding to the
horizontal and vertical motion. The program has the same parameter format as the
Lucas and Kanade program plus it contains two additional optional parameters. One
optional parameter of the Horn and Schunck (not found in Lucas and Kanade) method
controls how much weighting (the coefficient of Equation 3.13) is applied to the
global smoothness constraint The other optional parameter specifies the maximum
number of iterations the program should go through before halting.
4.3 Training and Tracking
Stage II of the block diagram in Figure 4-1 deals with acquiring "supervised" or
"training" samples for each of the regions in the image sequence. This stage has a
training component and a tracking component. The first deals with acquiring the
training points from the user, and the second deals with tracking the training points
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or estimating the position of those training points in future frames. The tracked
position at each frame is used as the training points to estimate the PDF of each of
feature in each region. In most of the segmentation experiments, the tracking method
used was a block matching, because using the region matching method seemed to have
caused propagation errors, due to inaccurate affine parameters.
4.3.1 Training
The training program is quite simple to understand conceptually. It uses an X-
interface to allow the user to highlight representative points from each region. By
dragging the mouse, the user controls which points accumulate into the training set
of the current region. And by clicking a mouse button the user indicates the points
should be accumulated into the next region. The optional parameters control the
format of the potential output files, and indicate some display characteristics so the
algorithm could work on different types of displays. The two formats of the output are
useful depending on whether or not the location of the training data will be displayed.
A mask datfile format is used if the the training data will be displayed. In this case,
the format of storing the training data is to use the value of 1 to R, corresponding
to the region number, (where R is the total number of regions defined by the user)
at every sample point that is a training data point, and a value of 0 where there is
not a training data point. A look up table as described in Table 4.1 is helpful for
viewing the training data by transforming each of the values 0 to R to a distinct color.
An index datfile format is used if the the training data will not displayed. In this
case, the format of storing the location of the training data is in a columnar format.
Since a majority of the image sample points are not training points. we only need to
record the column, row, and region information of each training data point in this
index format. As a side note, I've also written utility programs to convert between
the mask datfile format and the index datfile format. See the end of Section B.3 for
a more detailed description of these utilities.
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4.3.2 Tracking
Once the training points from the first frame of an image sequence have been acquired,
the next step is to estimate the location of these training points at future frames.
Conceptually there are two different approaches, given our training points. The first
approach, a region-based method, relies on the fact that the training points are already
classified by the user, and assumes that all the points in a region have similar motion.
Thus the motion estimation information is used from all of the training samples which
belong to the same region (for each region), and an affine estimation algorithm is then
applied to the motion information, resulting in a 6-parameter affine motion model for
each region. The second approach; a block matching algorithm, estimates the motion
for each sample individually. Therefore it does not apply a rigid-body constraint
implicit in the affine model.
In our experiments, it has been found that the region-based tracking approach
(that uses an affine motion model) described in Section 3.3.2 did not perform as well
as the point-based tracking approach, (that uses a block-matching motion estimation)
so I will describe the point-based tracking program only. The input and output
parameter specifications of the program are straightforward. The program takes as
input an image sequence file and an index datfile containing the pixel location and
region number of the training data. The program produces as output a mask datfile
containing the estimated location of the training data at each frame in the sequence.
Internal parameters of the algorithm include the block size and search range used in
correlating a block in one frame to a block (whose spatial offset is within the bounds
of the search range) in the next frame.
4.4 PDF Estimation and Segmentation
The third and fourth stages from Figure 4-1 which deal with the PDF estimation and
the labeling (or segmentation) procedures, have been combined into one program.
This program takes as input a index datfile and at least one feature datfile or row or
column position, and produces as output a mask datfile. The index datfile is provided
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at each frame and contains the pixel location and region label of the training data
(in the first frame) and the tracking data. (in successive frames) The feature datfile
contains the image attribute values, and the program internally estimates the PDF
of each feature at each region. The program classifies all of the unlabeled samples
to the region corresponding with the maximum likelihood given the PDF estimation,
and the feature data.
Some optional parameters of this program include: whether or not to save the
certainty measurements associated with the classification at each sample point; a
parameter that controls if all points should be labeled or only those that have a
certainty measurement above a specified certainty threshold; whether or not to save
PDF estimates (calculated as an intermediate step) of each feature in each region; and
finally, an optional parameter is used to indicate whether the training and tracking
samples should be assumed that they are correctly labeled, (usually the case with the
training data, but not necessarily the case with the tracking data) or if they should
be relabeled based on the PDF estimation and segmentation process.
There are actually two versions of a program that combines the PDF estimation
and segmentation processes. Both versions have the identical parameter specifica-
tion, but they differ in the way the PDF estimation is implemented. One version
implements the basic EM algorithm as described in Section 2.2.2, and the other
version implements the EM algorithm with deterministic annealing as described in
Section 2.2.3.
4.4.1 PDF Estimation Only
Sometimes it makes sense to breakdown the probability estimation and segmentation
process into two pieces. Since the tracking algorithm may have errors in the prediction
of locating the training points, then building a PDF estimate from those erroneous
training points will disturb the PDF estimation and ultimately cause errors in the
segmentation. Better results might be obtained if the PDF estimation is calculated
based exclusively on the training points of the first frame. The segmentation can
be calculated at any future frame, given the PDF of the first frame. A combination
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of these two methods is to update the PDF estimate of only some of the attributes
(such as position and motion) and to assume that the other attributes (texture and
color) are quasi-stationary. When calculating the segmentation one can therefore pick
and choose which PDF estimates are to be used at each frame of the sequence if a
PDF estimation program calculates this information separately form the segmentation
program.
A program was designed specifically for this purpose. It takes as input a index
datfile, and a minimum of one image feature. It produces as output a datfile (or text
file) that contains the PDF estimate of each feature in each region. The PDF estimate
is stored in a columnar format. One colum corresponding to the domain (or feature)
values and one column corresponding to the range (or likelihood) values. There
are two versions of the PDF estimation program for the same reasons (described in
Section 4.4) there are two versions of the program that computes the PDF estimation
and the segmentation.
4.4.2 Segmentation from PDF Files
There is a program that produces a segmentation mask datfile given a PDF datfile
or set of PDF datfiles, and corresponding feature files. In this segmentation pro-
gram, an index datfile is completely optional because the classification at each picel
depends only on the value of the multidimensional feature and the multidimensional
PDF estimate of each region. The index datfile is optional also because it may be
that the PDF estimate was calculated based on training or tarcking points at one
frame, and these PDF estimates will be used to calculate the segmentation at a dif-
ferent frame. Other optional parameters to this segmentation program are similar to
the optional parameters to the program described in Section 4.4. These parameters
include whether to save the certainty measurments, what (if any) is the va't;- of the
certainty threshold, and whether to save the PDF estimates.
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4.5 Post-Processing
There are a pair of post-processing programs (usually executed together) that can
apply an alternate classification rule. The first program unassigns points that have
been classified with a certainty measurement below a specific certainty threshold. The
certainty measurement is a coefficient between 0 and 1 that estimates how certain
we are of our classification decision. By systematically removing samples with low
certainty values, we have designed experiments that measure the tradeoff between
percentage of points labeled vs. the percentage of accurately labeled points. We ex-
pect to notice that as more of the uncertain points are unlabeled, a greater percentage
of the remaining labeled points are correctly labeled.
The second program usually takes as input the mask datfile that was produced by
the declassification program above. More generally, the program may take as input a
mask datfile with almost all of the points labeled (but some of them unlabeled) and
assigns the remaining unlabeled points to the region corresponding with the most
popular region amongst its neighbors. The method of classifying these unlabeled
points is known as a "K-nearest neighbor" method (using the pooled method of
KNN) and is described in a bit more detail in Section 2.3.2. The parameters to the
program are quite straightforward, an input mask datfile is required, and an output
mask datfile is produced. The output datfile contains a labels at every point, where
as the input may have points that are not labeled. An optional paramater to the
program specifies what the neighborhood size the KNN algorithm should search in
order to label the unlabeled points.
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Chapter 5
Segmentation Experiments and
Results
Now that we have discussed the "backbone" of tile segmentation algorithm, and
have explained the parameter -variations on the different "modules", let us take a
look at a variety of experiments and results. In this chapter, we will show example
image sequences, as well as the user-supplied training points, the location of tracked
training points, the PDF estimation of the multi-dimensional feature space, and the
final segmentation.
We will focus on three short sequences, "Gymnast" (GYM), "Good Morning Viet-
namn" (GMV), and "A Fish Called Wanda" (FISH). For these three sequences, we have
computed a ground truth based upon a manual pixel by pixel labeling for 10 frames.
We therefore can compute the accuracy of the many parameter variations relative
to the ground truth. We also give some examples of our segmentation scheme for
sequences in which no ground truth has been calculated, and therefore we must use
a subjective measurement to evaluate the performance of the segmentation.
5.1 PDF Estimation
Before we demonstrate the segmentation results, let us examine the performance of
the probability density function estimation module. Because the multi-dimensional
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features are treated separately, there are typically about eleven PDF estimations for
each user-defined region, at each frame. And since there are many possible ways
of calculating each of the features, it would be impossible to show all these PDF
estimations.
Let us look at the actual statistics of one entire frame of an image sequence, for
each feature. In Figure 5-1 we look at the "actual" PDF of one frame of the GYM
sequence (frames of the original image sequence are shown in Figure 5-6). The image
size is 232 rows by 348 columns, and thus contains 80736 samples. Before examining
the statistics of the attributes in the image on a region by region basis, let us first
examine the statistics of each of the color, motion, texture, and position attributes
over the entire first frame. The features presented are: color, LAB format; texture,
multiresolution statistics. Namely LM1, LM2, LM3 correspond to the local mean
at resolution size 3x3, 9x9, and 15x15, respectively, and LSD1 corresponds to the
local standard deviation at 9x9 resolution; motion, optical flow using the Lucas and
Kanade method; and finally position is simply row and column location. With the
exception of the row and column position features, the remaining features fit well to
a multimodal Gaussian PDF, with few (up to 5) modes. In theory, any PDF can be
described by a weighted sum of Gaussian PDF's, given enough of them. However,
in our experiments we want to keep that number of Gaussian modes low, though we
don't want to explicitly restrict to be one Gaussian.
In Figures 5-2 through 5-4, we examine the performance of the multimodal PDF
estimation using the EM algorithm as described in Section 2.2.3. We examine the
PDF estimation of all the features, for one region in one frame of the GYM sequence.
Specifically, we look at Region 7, which corresponds to the main gymnast in the
foreground of the image. The three figures compare pairwise, the true PDF, the
estimated PDF, and the training data. The "true" PDF is based on the statistics
of Region 7 from the manual segmentation (shown in Figure 5-6). The "estimated"
PDF is based on the estimation using the EM algorithm. and the "training" data is
a histogram based on the user supplied training sample points. (The training data
mask file is shown in Figure 5-7).
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Figure 5-2 compares the true PDF vs. the estimated PDF. Note that the estimated
PDF is typically smoother, since we are limiting it to a small number of modes.
Figure 5-3 compares the true PDF to a histogram of the training data. There were
415 training data sample points, so inlstead of showing the exact value of all 415
points, a histogram (of 10 bins) is used to demonstrate the relative frequency of
occurrence of the different values. Finally, Figure 5-4 compares the estimated PDF
to the histogram of the trainiig data.
Figure 5-5 compares the estimated PDF vs the true PDF. But instead of looking
at all 11 features for one particular region, as in Figure 5-2, here we look at one
particular feature, LM1, or local mean 3x3 resolution, over all 7 regions of the first
frame of the GYM sequence. In this examnple, most of the estimated PDF's compare
rather closely to the true PDF except for Regions 1 and 2, corresponding to the light in
the top left corner and the balance beam. The discrepancy in the estimate of Region
1 is mostly due to the fact that the entire region corresponding to the light contains
very few samples, and the training for that region contains even fewer samples. A
second discrepancy stems from the fact that the particular feature being estimated is
the local mean, and the training samples for region 1 were chosen predominantly from
the center of the region. Now the light" region (Region 1) has very high luminance
values, and the pixels on the border outside the light are very dark. The values of the
local mean feature along the border of the light region are therefore predominantly
lower than the values of the local mean feature in the center of the light region.
Note that in Figure 5-2, the true PDF plot corresponding to Region I has a large
contribution of values in the lower range, (50-100) but the estimated PDF does not
catch these values because few or no training samples were chosen with values of the
local mean in that lower range. The discrepancy in Region 2 (the balance beam) is
also due mostly to the fact that the user training data was not exactly representative
of the true region, though that is a little less evident by looking at the location of the
training data samples shown in Figure 5-7.
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5.2 Test Images
For each of the 3 sequences, GYM, GMV, and FISH, selected frames of the original
sequence as well as the manually segmented mask file are shown. I will also show
several tables that show the "objective" performance, relative to ground truth (man-
ual segmentation), of about 18 different combinations of parameter options for the
segmentation process. Tables 5.2 and 5.3 show an index of these parameter choices,
and a list of experiments for which the performance is evaluated.
5.2.1 GYM Sequence
The Gymnast sequence is a relatively fast moving sequence, that zooms into the
gymnast (in the foreground) in about 20 frames. In our experiment we only focus on
the first 10 frames of that sequence, which still contains quite a bit of motion from
the gymnast herself.
Figure 5-6 shows frames 1,4,7, and 10 of the original sequence, as well as frames 1
and 10 of the mask file of the manual segmentation. Recall that Table 4.1 shows the
values of up to 10 regions (with the minor exception that black and white, regions 0
and 1 are reversed in print medium vs monitor display medium). The user selected a
total of 7 regions. Region 1 (black) corresponds to the light in the top right corner,
visible only frames 1-4. Region 2 (red) corresponds to the balance beam. Region
3 (green) corresponds to gymnasts in the background. Region 4 (blue) corresponds
to the mats. Region 5 (yellow) corresponds to the lower audience seats. Region 6
(magenta) corresponds to the upper audience seats and most of the gymnasium back-
ground/ceiling. And Region 7 (cyan) corresponds to the gymnast in the foreground.
Figure 5-7 shows frames 1,4,7, and 10 of the training and tracked data points.
The first frame shows the location of the points selected by the user as representative
points from each user-defined region. All the, remaining future frames (shown in the
figure are only frames 4,7, and 10) use the tracking process, as described in Sections 3.3
and 3.3.1 to estimate the location of "training" data at each successive frame.
Table 5.1 shows the number of training points per frame, and also what percentage
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Figure -6: Original and manually segmented frames from GYM sequence.
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of those training points are accurate with respect to the ground truth data. Note that
the user provides training points only for the first frame. So that over a 10 frame
sequence, the segmentation scheme attempts to label 807360 samples (10 frames by
232 rows/frame by 348 columns/frame). In the gymnast example, the user provides
4743 samples as training points or roughly 0.587% of the total number of points.
A second point to note is that, even though the accuracy of the training and
tracking information is not 100%, we are probably getting a decent PDF estimate
of the features for each region. Since the PDF estimation depends more on the
representative values for that image attribute, not on-the number of "correct" training
points vs. "incorrect" training points. So for the first frame, the very small amount of
error occurs at portions of the image where the attributes have similar values anyway.
So switching those region boundary points in the training data will probably not
cause in great impact in the PDF estimation. At future frames, the PDF estimation
training data is based on the tracking algorithm, which uses a statistical correlation
to determine the new location of samples. Thus even in future frames, errors in
training data typically swap values that are statistically similar enough not to create
a huge impact in the PDF estimation. Ideally we'd like to minimize or even eliminate
error in the training altogether. But in practice there is no guarantee that a user will
not provide corrupted training data, probably inadvertently. So for the purposes of
the experiment and we performed the the PDF estimation and segmentation using
slightly corrupted data.
Let us now discuss the some of the variations of experiments. Table 5.2 shows
an index of the many different options for the segmentation experiment parameters,
such as how to compute the attributes and which ones to use, as well'as how to
compute PDF estimation and tracking procedure. Since it would be too numerous
to try out every combination of these options, we have selected to discuss the results
"objectively" for about 18 experiments, listed in Table 5.3. Objectively means we
look at the accuracy of the segmentation relative to ground truth. From those 18
experiments we select only one or two to show sample frames of the mask segmentation
output. It would require too much space to show all these results, and since many of
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Figure 5-7: Training Data points in Frame 1 of GYM, and tracked location of those
points at Frames 4,7 and 10.
Frame #Train Pts. |% Correct ]
1 4743 93.612
2 3594 95.604
3 3638 95.547
4 3533 95.754
5 3119 91.632
6 2749 89.851
7 2416 87.666
8 2191 83.341
9 2035 78.231
10 1898 74.131
ALL 29916 90.273
Table 5.1: Accuracy
is 80736 samples.
of training and tracking data points per frame, each frame size
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Color Index Texture Index
key represents key represents
A RGB A Local Stats
B YIQ B Multi Level Stats
C LAB C SAR
D None D None
Motion Index Position Index
key represents key represents
A Horn & Schunck A Row and Column Location
B Lucas & Kanade B None
C None
Tracking Index PDF Estimation Index
key represents key represents
A Block-Matching A EM1 Basic Method
B Region Growing B EM Deterministic Annealing
C Tracking from Segmentation
Table .2: Parameter index key of feature (Color, Texture, Motion, Position) calcu-
lation method, tracking method, and PDF estimation method.
them are very similar qualitatively, we select only a couple.
Note that in addition to all the segmentation parameters listed in Table 5.2, there
are also sub-pararneters for many of the individual programs. For exarnple, if the tex-
ture attribute is computed using local statistics, the sub-parameter would be deciding
the window size over which to compute the local statistics of the image sequence.
There are similar sub-paralneters in computing the SAR texture feature. as well as
both the optical flow motion features, and the 'point based tracking algorithm. The
sub-parameter that seemed to have the greatest (though not all that large, anyway)
impact is the window size on the local statistics texture feature. Typical values of
the block size are 5 or 7 pixels. The corresponding window size is indicated in the
list of experiments in Table .3.
Table .4 shows the performance, measured in terms of percentage of points la-
beled correctly, with respect to ground truth (manual segmentation), for all 18 experi-
ments. The first column corresponds to one of the experiments described in Table 5.3.
The second column shows the percentage of points that are labeled. This value varies
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Method Color Texture [Motion Position Tracking PDF Est.
I C A,5 A A A A
II C B A A A A
III C A,5 B A A A
IV C B B A A A
V A A,5 A A A A
VI B A,5 A A A A
VII B A,5 B A A A
VIII B A,7 B A A A
IX B B B A A A
X B C B A A A
XI C A,5 A A C A
XII C A,5 A A B A
XIII C B A A A B
XIV C B B A A B
XV B D C B A A
XVI B D C A A A
XVII D A,5 C A A A
XVIII D D B A A A
Table 5.3: List of experiments and the
See parameter index key in Table 5.2.
corresponding selection of parameter settings.
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depending on what the certainty threshold value is. You will see later in Table 5.8
that as the certainty threshold parameter is increased, a smaller percentage of points
in the image sequence are classified, but of the samples that are labeled, a higher per-
centage of the points are labeled correctly. 100% labeled corresponds to a certainty
threshold of 0.0. The third column shows what percentage of points were labeled
correctly. This percentage reflects a conglomerate total percentage over all 7 regions
and all 10 frames. Thus a percentage of 85%, for example means that 686256 pixels
out of 807360 were labeled correctly. Recall from Table 5.1 that we start with 4743
user-labeled pixels in our training data.
We can look at the segmentation performance on a region by region basis, and
also on a frame by frame basis (or both). Again, though, to do this for each one of the
18 experiments would take too much effort, and space. Instead we will focus on the
performance of two of these experiments, Method XIV and Method XVI. Before we
do though, it would be worthwhile to note the performance of Method XI and XV, the
only two with a percentage less than 80 percent. In Method XI, we choose a different
tracking method, where at each frame we select points to track into the next frame
based on the segmentation of the current frame. Though this method seems sound in
concept, in practice it result in a propagation of error. Specifically, points that were
labeled as belonging to the light region in actuality should have been labeled as the
background. This number of erroneously labeled points grew from frame to frame,
as more and more points from the background region fit the statistics of what was
erroneously labeled as the light region. In Method XV, we omit the position, motion,
and Texture information all together, and make use of only the color feature. This
indicates that combining the appropriate features usually outperforms the use of any
single feature by itself.
In Table 5.5 and, 5.6 we examine the performance of Methods XIV, and XVI
respectively on a region by region basis over all 10 frames. This means that even
though both of these two methods received overall performance ratings of 88.4% and
89.4% respectively, some of the regions were more accurately segmented than others.
Also the size of the regions varied drastically. Region 6, the background/ upper
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Method % Labeled % Correct |[ Method % Labeled % Correct 
I 100 87.348 X 100 80.558
II 100 86.134 XI 100 77.540
III 100 87.443 XII 100 86.441
IV 100 86.243 XIII 100 88.358
V 100 84.099 XIV 100 88.414
VI 100 88.313 XV 100 78.931
VII 100 88.378 XVI 100 89.410
VIII 100 88.129 XVII 100 84.878
IX 100 87.371 XVIII 100 82.314
Table 5.4: Overall Performance Statistics for GYM Sequence Frames 1-10, see Ta-
ble 5.3 for description of each experiment method.
audience comprised of more than half the scene. Regions 4 and 5, the mats and
lower audience, comprised of about an eighth each. Region 3, the gymnasts in the
background, comprised of about a tenth. Regions 2 and 7, the balance beam and the
gymnast in the foreground, comprised of just over and under 5%. And finally the
light, which is only present in the first 3-4 frames, comprised of 0.1% of the entire
sequence.
Figures 5-8 and 5-9 show select frames of the mask file segmentation, and cor-
responding error signal of Methods XIV and XVI respectively. Figures 5-10 and
.5-11 show similar segmentation results, with the only exception that a higher cer-
tainty threshold (of 0.09) was used, thus not all the pixels were labeled. Even though
Method XIV has a lower objective performance rating, it could be argued that it has
a better subjective performance. Specifically, both objectively and by looking at the
mask segmentation, Method XIV does a better job of capturing the gymnast in the
foreground, Region 7. Note that Method XVI does not use motion information, and
that Method XIV uses a more robust PDF estimation process, namely, EM algorithm
with deterministic annealing.
In addition to comparing the performance on a region by region basis, as in Ta-
bles 5.5 and 5.6 we can also compare the performance on a frame by frame basis.
Table 5.7 shows the frame by frame performance over all 7 regions for the segmen-
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Table 5.5: Each entry (r, c) (corresponding to row r, column c) in the table shows the
percentage of pixels (over total of frames 1-10 of GYM sequence) that were labeled as
region r, and actually belong to region c, based on Method XIV. The actual total
raw number of points of each region is also shown, where the image size is 232 rows
by 348 columns by 10 frames = 807360 total points.
Labeled Ground Truth Region
Region 1 l 2 3 4 5 6 7
1 83.59 0.19 0.03 0.60 0.00 0.71 0.00
2 1.10 94.71 5.66 0.32 3.23 0.10 4.53
3 4.13 1.25 72.25 12.65 7.52' 0.03 0.01
4 1.10 0.15 11.92 84.68 5.22 0.12 0.00
5 2.58 1.78 9.74 1.45 74.50 0.33 0.22
6 7.49 0.12 0.21 0.26 8.55 97.52 7.38
7 0.00 1.81 0.18 0.05 0.99 1.20 87.87
Table 5.6: Each entry (r, c) (corresponding to row r, column c) in the table shows the
percentage of pixels (over total of frames 1-10 of GYM sequence) that were labeled
as region r, and actually belong to region c, based on Method XVI.
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Labeled Ground Truth Region
Region 1 2 3 4 5 6 7
1 51.23 0.00 0.00 0.52 0.00 0.11 0.00
2 0.39 89.23 2.32 0.80 1.48 0.19 4.99
3 15.83 6.86 78.49 11.61 9.23 0.52 1.72
4 3.94 1.11 14.75 84.60 11.83 0.04 0.00
5 17.38 0.54 4.42 2.47 70.15 1.39 2.06
6 11.24 0.01 0.01 0.00 6.05 96.21 1.89
7 0.00 2.26 0.01 0.00 1.27 1.53 89.33
Total
Points 1548 43931 80038 107798 115456 423733 34856
Method XIV Method XVI
Frame % Labeled ] % Correct Frame %Labeled o Correct
1 100 91.430 1 100 91.690
2 100 92.385 2 100 91.545
3 100 88.997 3 100 91.164
4 100 91.704 4 100 89.965
5 100 90.907 5 100 91.903
6 100 87.912 6 100 88.710
7 100 85.054 7 100 89.005
8 100 85.990 8 100 87.024
9 100 84.976 9 100 87.585
10 100 84.781 10 100 85.510
|| Total 100 88.414 Total 100 89.410 ||
Table 5.7: Frame by frame performance comparison of two methods of GYM sequence.
tation of each Method XIV and XVI. Recall from Table 5.1 that the training and
tracking points were not at 100%. Notice in the accuracy of the training data, that
even though the percentage in frame 3 is at 95% and in frame 6 it drops to 89%,
the segmentation accuracy of Method XIV remains at almost 89% and 88% for the
two frames, respectively. This exemplifies how incorrect points in the training data
does not necessarily create a large error in the segmentation. Although by frames 9
and 10, the tracking starts to diminish more drastically, and the segmentation error
follows.
Table 5.8 shows how the segmentation results vary as the certainty threshold
is increased (from 0.0 to 0.25) for segmentation Methods XIV and XVI. A greater
certainty threshold value signifies that we wish to retain those labels with a certainty
greater than the threshold value, which means we are stricter about which points are
labeled. That is we want to make sure that points with a very low certainty are left
unlabeled. It follows that as the certainty threshold value increases, the percentage of
points labeled decreases, but the percentage of accurately labeled points (with respect
to the labeled points only) increases.
The certainty threshold control option is useful for a post-processing step that
might use a labeling decision criteria other than the MAP rule we use. For example
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Method XIV Method XVI
Cert% Labeled % Correct Cert % Labeled % Correct
Thresh of labeled Thresh of labeled
0.00 100.00 88.414 0.00 100.00 89.410
0.05 88.178 93.326 0.05 90.143 93.385
0.08 81.480 95.370 0.08 84.328 95.174
0.09 79.306 95.912 0.09 82.385 95.652
0.10 77.163 96.388 0.10 80.412 96.075
0.11 75.048 96.787 0.11 78.456 96.455
0.12 73.035 97.121 0.12 76.544 96.766
0.14 69.034 97.682 0.14 72.991 97.246
0.16 65.198 98.077 0.16 69.493 97.614
0.18 61.538 98.351 0.18 65.848 97.891
0.20 58.058 98.518 0.20 61.785 98.087
0.22 54.601 98.629 0.22 57.645 98.219
0.25 49.352 98.714 0.25 51.123 98.117
Table 5.8: Performance analysis of two segmentation methods of GYM sequence,
frames 1-10, as certainty threshold is varied.
a K-nearest neighbor (or KNN) algorithm looks at the label values around the neigh-
borhood of an unclassified sample, and assigns a labe. value to the class with the
most number of neighbors in that region. Variations of KNN involve whether to keep
the neighborhood size constant, or to keep constant the required number of "votes"
needed to label an unlabeled sample. The declassification and neighbor fill programs
procedures are discussed in more detail in Section 4.5.
Table 5.9 shows the performance by region of the KNN post processing step applied 
to the segmentation result of experiment Method XIV with a certainty threshold of
0.09. So after the KNN procedure, the final segmentation contains 100% of the points
labeled. The table included shows the results on a region basis (compare to Table 5.5.
Over all 10 frames and all the regions, the total accuracy was at 90.087% compared
to 88.414% for experiment XIV directly (see Table 5.4). The frame by frame analysis
for this KNN post-processing method is not shown, but it is roughly 2% better than
the method XIV with no certainty threshold (see Table 5.7 ).
Figures 5-9 through 5-12 show selected frames of the segmentation as well as the
123
Labeled Ground Truth Region
Region 11 2 3 1 4 5 6 7
1 54.97 0.00 0.00 0.44 0.00 0.21 0.00
2 0.58 94.57 2.45 0.89 2.14 0.32 3.65
3 12.47 2.79 82.42 9.29 8.66 0.47 0.82
4 4.07 0.40 10.63 87.23 11.39 0.00 0.00
5 7.69 0.54 4.38 2.16 70.52 0.46 0.83
6 20.22 0.05 0.13 0.00 5.97 97.13 3.12
7 0.00 1.65 0.00 0.00 1.31 1.41 91.59
Table 5.9: Each entry (r, c) (corresponding to row r, column c) in the table shows the
percentage of pixels (over total of frames 1-10 of GYM sequence) that were labeled
as region r, and actually belong to region c, based on K-nearest neighbor algorithm
applied to mask segmentation output using Method XVI and certainty threshold
of 0.09.
error of methods whose results have been discussed objectively. We include the irn-
ages themselves since the "subjective" evaluation is often different than the objective
measurements included in the tables above. Ideally we would have like to have shown
all the frames displayed as a video sequence, of course that is not possible on print
medium. Instead, we have selected several frames of some of the experiments.
Figure 5-8 shows the segmentation mask file and error of experiment XIV with no
certainty threshold applied, i. e. all points labeled. Figure 5-9 shows the segmentation
mask file and error of experiment XVI with no certainty threshold applied. Figure 5-
10 shows the segmentation mask file and error of experiment XIV with a certainty
threshold value of 0.09, corresponding to about 79.3% labeled. Figure 5-11 shows the
segmentation mask file and error of experiment XVI with a certainty threshold value
of 0.09, corresponding to about 82.4% labeled. Figure 5-12 shows the segmentation
mask file and error resulting from the KNN post-process applied to experiment XIV
with a certainty threshold value of 0.09. Thus i00%'7 of the points were labeled. 79.3%
(corresponding to the points with the highest certainty) using the MAP criterion, and
the remaining 20.7% using the K-nearest neighbor algorithm.
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Frame 1 Segmentation
Frame 1 Error Frame 10 Error
Figure 5-8: Selected frames of segmentation of GYI\I and error signal, using Method
XIV
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Frame 4 Segmentation
Frame 7 Segmentation
Frame 1 Error Frame 10 Error
Figure 5-9: Selected frames of segmentation of GYI and error signal, using Method
XVI126
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Figure -10: Selected frames of segmentation of GYM and error signal, using Method
XIV and certainty threshold of 0.09
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Frame 7 Segmentation
Frame 1 Error Frame 10 Error
Figure 5-11: Selected frames of segmentation of GYM and error signal, using Method
XVI and certainty threshold of 0.09
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Figure .5-12: Selected frames of segmentation of GYlI and error signal. using the
KNN algorithm on the mn-ask file shown in Figure 5-10.
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5.2.2 GMV Sequence
As with the GYM sequence, in the Good Morning Vietnam (GMV) sequence, we will
show selected frames of the original, manual segmentation, tracking and a couple of
variations of segmentation experiments. We will again display tables of "objective"
comparisons of different methods. Figure 5-13 shows selected franmes of the original
segmentation, as wvell as the malual segmentation. Notice how there is less motion
in the GMV sequence compared to the GYM sequence.
Figure 5-14 shows selected frames of the tracking points of GNIV. The first frame
are the points supplied directly by the user. The renaining frames are the result of
the tracking program. At each franme the tracked points are used as "training" to
estimate the PDF of each feature at each region. In the GNIV sequence the accuracy
of the training and tracking points was about 99.5% accurate relative to the ground
truth, which is much higher than the GYMV sequence where the accuracy of the
tracking points fell very quickly from frame to frame. Of the 3047 samples provided
as training points in the first frame, there were only about 2300 points remaining
in each successive frame. The lost points are a result of image boundary artifacts
caused by the tracking process. Specifically, the size of the image boundary artifacts
are function of the search range and block size.
Table 5.10 shows the objective segmentation results of about 14 of the 18 exper-
iments listed in 5.3. The ones omitted were either because the performance was
obviously going to be low, or because they would be too similar to an experiment al-
ready described. In fact, of thel4 experiment results shown, the lowest accuracy is at
85.3%, and the highest at 89.8%, which shows the tightness of the results. Notice that
even though GMV has less motion and "better" training data compared to GYM, its
segmentation results are surprisingly about par with the results from GYM. A look
closer at the results on a region by region analysis make give a better understanding.
Tables 5.11 and 5.12 show the segmentation results over all ten frames of GMV
sequence, on a region by region performance, for methods VII and XIII, respectively.
Both results perform qualitatively similar, about 95% in regions 1, 3 and 4 (the
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Frame 1 orig.
Frame 1 man. seg. Frame 10 man. seg.
Figure -13: Original and manually segmented frames from GMIV sequence.
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Frame 4 orig.
I 'I
Frame 10
Figure 5-14: Training Data points in Frame
points at Frames 4,7 and 10.
1 of GMV, and tracked location of those
Method % Labeled % Correct Method % Labeled % Correct
I 100 87.893 IX 100 86.179
II 100 86.371 X 100 88.483
III 100 88.873 XI 100 85.331
IV 100 86.633 XII 100 88.129
VI 100 88.936 XIII 100 89.853
VII 100 89.351 XIV 100 89.049
VIII 100 88.543 XVI 100 89.215
Table 5.10: Overall Performance Statistics
ble 5.3 for description of each experiment rr
for GMV Sequence Frames 1-10, see Ta-
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Table 5. 11: Each entry (r, c) (corresponding to row r, column c) in the table shows the
percenlltage of pixels (over total of frames 1-10 of GMV sequence) that were labeled
as region r', anllld actually belong to region c, based on Method VII. The actual total
raw number of points of each region is also shown, where the image size is 240 rows
lby 360 columns by 10 frames = 864000 total points.
mnicrophone, shirt, and face regions) but low to imid 80 percentile in region 2 (tihe
background). Method XIII performs slightly better in regions 1,3, anld 4 and slightly
worse in region 2. Compared to the GYMiv sequence, the total performance is about
equal. The difference is the performance on a region by region basis. The GCYM se-
quence performed well in detecting its background region and not as well in detecting
some of the other regions. The reverse is true of the GMV sequence. The background
in GMV is difficult to detect, because it has one or two sections, the horizontal line
for example, that are different from the rest of the background section, and at the
same time, actually quite similar to the statistics of one of the other regions. The
fact that a small portion of the background image is different from the rest of the
background means that in the PDF estimation the statistics that represent that small
portion don't generate a high enough likelihood. By itself, that would not be so bad,
but when added in conjunction that another region has similar statistics to the small
portion of the background, then selecting the other region will usually "win" over
selecting the background.
Table 5.13 shows the frame by frame analysis of the performance of methods VII
and XIII over all regions. Since motion is not much of a factor, and the integrity of
the training/tracking points remain intact, the performance is about the same over
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Labeled Ground Truth Region
Region 1 2 3 
1 96.31 6.21 0.30 0.00-
2 3.17 84.66 2.50 4.32
3 0.05 1.60 93.56 0.59
4 1 0.47 7.53 3.65 95.09
Total 59446 456524 174184 173546
Points
Labeled Ground Truth Region
Region 1 2 3 4
1 97.43 7.34 0.00 0.00
2 2.56 83.56 1.90 1.25
3 0.00 1.89 95.23 0.34
4 . 0.00 7.20 2.87 98.411
Table 5.12: Each entry (r, c) (corresponding to row r, columrn c) in the table shows the
percentage of pixels (over total of frames 1-10 of GNIV sequence) that were labeled
as region r, and actually belong to region c, based on Method XIII.
Method VII C Method XIII
Frame % Labeled % Correct Frame % Labeled % Correct
I 100 89.054 1 100 90.641
2 100 89.142 2 100 90.571
3 100 89.728 3 100 90.205
4 100 89.347 4 100 88.700
5 100 89.141 5 100 89.679
6 100 89.044 6 100 89.862
7 100 89.126 -7 100 89.229
8 100 89.405 8 100 90.046
9 100 89.568 9 100 89.764
10 100 89.955 10 100 89.833
Total 100 89.351 11 Total 100 89.853
Table 5.13:
quence.
Frame by frame performance comparison of two methods of GMV se-
all 10 frames. In fact, the performance would continue to remain the same for frames
even past the first 10, until major motion or change is introduced to the sequence.
Manual segmentation data was only made available for the first 10 frames, which is
why we stop the analysis there too.
Table 5.14 shows how the performance increases (relative to the labeled points)
as the certainty threshold increases. Qualitatively these results are very similar to
GYMV sequence, and if one were to plot performance as a function of percentage of
points labeled, the shapes of the plots for any of the GYM experiments would be very
similar to the shapes of the plots for any of the GMV sequences.
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Method VII Method XIII
Cert % Labeled % Correct Cert % Labeled % Correct
Thresh of labeled Thresh of labeled
0.00 1()0.00 89.351 0.00 )1(00.00()() 89.853
(0.05 88.807 93.297 0.05 9. 784 91.972
0.08 80().866 94.871 0.08 91.372 93.139
0.09() 77.932 95.310 0.09 90.196 93.501
. ().10 71.885 95.704 0 .10 88.992 93.8 55
(.11 71.815 96.055 0.11 87.766 94.196
0.12 68.785 96.386 0.12 86.492 94.5-19
0.14 62.718 96.953 0.14 83.821 95.219
0.16 56.634 97.406 0.16 80.909 95.885
0.18 50.346 97.714 0.18 77.787 96.491
0.20 43.818 97.9:34 0.20 74.361 97.081
0.22 37.242 98.114 0.22 70.733 97.641
0.23 27.335 98.288 0.25 64.679 98.505
Table 5.14: Performance analysis of two segmentation methods of GIlV sequence,
frames 1-10, as certailty threshold is varied.
Figures 5-15 through 5-18 show selected frames of methods VII and XIII each using
a certainty threshold of 0.0 ( i.e. 100% of the points labeled) and 0.09. Interestingly,
with the same certainty threshold provided for both Methods VII and XIII, they
produce quite a difference with regard to the percentage of samples labeled. Method
VII has .just under 78% labeled, and Method XIII has just over 90% labeled. In fact
from Table 5.14, that trend continues. Which implies that overall, method XIII not
only performs slightly better than Method VII, but it also has a higher certainty.
We omitted displaying the result of the neighbor fill program (see Figure 5-12 and
Table 5.9) in the GMV sequence because it only gave about a 0.5% advantage over
all 10 frames, when comparing Method XIII certainty threshold 0.00 to the result of
the KNN algorithm on Method XIII certainty threshold 0.09.
5.2.3 FISH Sequence
The last of our three test image sequences comes from A Fish Called Wanda, (FISH).
The camera pans left to follow the actors in the foreground, keeping them in the
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Frame 1 Segmentation
Frame 1 Error
Figure 5-15:
VII
Frame 10 Error
Selected frames of segmrentation of GIV and error signal, using Method
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Frame 10 Segmentation
Frame 1 Error Frame 10 Error
Figure 5-16: Selected frames of segmentation of GMV and error signal, using Method
VII and certainty threshold of 0.09
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Frame 1 Error
Figure -17:
XIII
Frame 10 Error
Selected frames of segmentation of GMV and error signal, using Method
138
Frame 1 Error
Frame 10 Segmentation
Frame 10 Error
Figure 5-18: Selected frames of segmentation of GNIV and error signal, using Method
XIII and certainty threshold of 0.09
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{ Method % Labeled % Correct || Method % Labeled % Correct D
I 100 86.296 VII 100 85.729
II 100 83.372 VIII 100 85.418
III 100 85.603 IX 100 82.481
IV 100 82.283 XII 100 85.193
VI 100 86.293
Table 5.15: Overall Performance Statistics for FISH Sequence Frames 1-10, see Ta-
ble 5.3 for description of each experiment method.
center of the frame. Figure 5-19 shows selected frames of the original sequence as
well as from the manual segmentation mask file. The user has decided to label 6
regions: Region 1 is the actress on the left; Region 2 is the actor on the right; Region
3 corresponds to the two cars in the background; Region 4 is the sky (upper left
portion); Region 5 is the buildings, and Region 6 is the ground.
Figure 5-20 shows selected frames resulting from the user training, and point
tracking process. The-user supplies 2581 training samples points in the first frame,
of which 31 of them or 1.2% differ from the first frame of the manual segmentation
mask file. The remaining nine frames contain an average of 1730 tracked training
points per frame, of which about 73 or 4.2% of them differ from the ground truth.
Table 5.15 shows the list of 9 segmentation experiments performed on the FISH
sequence. Again, we have shortened the list slightly, compared to the list of experi-
ments performed on the GMV sequence shown in Table 5.10. We have omitted the
variations on the tracking and PDF estimation algorithms completely. The remaining
segmentation experiments seem to have similar enough characteristics.
Tables 5.16 and 5.17 focus in on Method I, showing a region by region analysis,
and a frame by frame analysis, respectively. Note that Method I has about 86.3%
accuracy or 13.7% error. If we take a deeper look at Table 5.16, we can calculate that
about 43% of the errors is due to between regions 5 and 6, (26.8% region 6 labeled
as 5, and 16.7% region 5 labeled as 6). Suppose that we combine these two regions a
posteriori, our error would drop from 13.7% to about 7.8%. In other words, suppose
we originally considered the image to have 5 regions, instead of 6, where regions 1-4
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Frame 7 orig.
Frame 1 man. seg. Frame 10 man. seg.
Figure 5-19: Original and manually segmented frames from FISH sequence.
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Frame 1
Frame 7 Frame 10
Figure 5-20: Training Data points in Frame 1 of FISH, and tracked
points at Frames 4,7 and 10.
location of those
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Frame 4
Table 5.16: Each entry (r, c) (corresponding to row r, column c) in the table shows
the percentage of pixels (over total of frames 1-10 of FISH sequence) that were labeled
as region r, and actually belong to region c, based on Method I. The actual total
raw number of points of each region is also shown, where the image size is 240 rows
by 360 columns by 10 frames = 864000 total points.
were the same, and the new 5th region were a union of regions 5 and 6. Then if we
were to run the segmentation process using all 6 regions (using Method I for example),
we would obtain the result described above. But as an additional step in the process,
we would need to combine the segmentation of regions 5 and 6, in order to produce
a final segmentation with 5 regions. In this manner, we would have an error of 7.8%
Table 5.18 shows how the accuracy increases (with respect to the number of la-
beled points) as the certainty threshold increases (or the percentage of labeled points
decreases). This result is very similar to the results obtained with the GYM and
GMV sequences shown in Tables 5.8, and 5.14.
Figures 5-21 and 5-22 show selected frames of segmentation experiment method I,
with a certainty threshold of 0.00 and 0.09 respectively, along with the corresponding
error signal for each segmentation result. Again, note that the error signal, corre-
sponding to the segmentation using a certainty threshold of 0.09, is only with respect
to the labeled samples. Thus an unlabeled sample does not show up in the error
signal.
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Labeled Ground Truth Region
Region 1 2 3 4 5 6
1 83.05 2.06 0.01 0.64 5.02 1.36
2 8.84 92.45 1.24 0.73 0.81 1.56
3 0.05 0.43 90.33 0.01 0.17 1.95
4 0.00 0.00 0.00 83.95 0.12 0.00
5 7.75 4.98 8.35 14.33 89.76 28.44
6 0.31 0.08 0.07 0.33 4.12 66.69
Total 85272 126291 27572 35016 478356 111493
Points
... I Method I
Frame % Labeled % Correct
1 100 89.063
2 100 86.323
3 100 85.259
4 100 84.924
5 100 86.032
6 100 86.175
7 100 87.338
8 100 86.863
9 100 85.138
10 100 85.848
Total 100 86.296
Table 5.17: Frame by frame performance of FISH sequence.
Method I
Cert % Labeled %o Correct
Thresh of labeled
0.00 100.00 86.296
0.05 90.614 90.294
0.08 84.998 92.519
0.09 83.060 93.229
0.10 81.072 93.894
0.11 79.033 94.518
0.12 76.953 95.096
0.14 72.501 96.133
0.16 67.560 97.014
0.18 62.301 97.739
0.20 56.719 98.381
0.22 50.991 98.841
0.25 42.641 99.216
Table 5.18: Performance analysis of two segmentation methods of FISH sequence,
frames 1-10, as certainty threshold is varied.
144
Frame 1 Error Frame 10 Error
Figure 5-21: Selected frames of segmentation of FISH and error signal, using Method
I
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Frame 1 Segmentation
Frame 10 Segmentation
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Frame 1 Error Frame 10 Error
Figure 5-22: Selected frames of segmentation of FISH and error signal, using Method
I and certainty threshold of 0.09
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Frame 4 S entation
5.3 More Images
In this section we will show selected frames of original, tracking, and segmentation
on image sequences for which no manual segmentation (or ground truth) was made
available. The DANCE sequence is 59 frames, and shows 3 people dancing in front of
a camera. The JEANINE sequence is 30 frames, it is a quasi-static image of a woman
holding an advertisement box. And The SKIPPER sequence is 30 frames, and was
shot on a boat so there is a lot of camera motion.
Figures 5-23, 5-24, and 5-25 show six frames of each of the DANCE, JEANINE,
and SKIPPER sequence. Figure 5-26 shows the training of all three sequences, and
also shows the TRACKING of selected frames from each of DANCE and SKIPPER.
The tracking of the JEANINE sequence was not computed. Rather, the segmentation
of JEANINE was done using the PDF estimate of the first frame only, as the basis
for all remaining frames since the sequence is quasi-static. Therefore, no tracking
algorithm was computed. However, a motion vector was computed as one of the
features for the JEANINE sequence. For all three sequences, experiment method IX,
as described in Table 5.3, was used. The only exception is the tracking niethod used
for Jeanine was not method A, as described in Table 5.2, but instead no tracking was
computed.
Figures 5-27 and 5-28 show the segmentation results of the DANCE sequence
using experiment method IX, with a certainty threshold of 0.0 and 0.09, respectively.
Since there is no ground truth or manual segmentation data available, there is no
objective calculation that calculates the accuracy of these methods. We can calculate
the percentage of labeled points as a function of certainty threshold. In Figure 5-28,
the certainty threshold is 0.09, and the percentage of unlabeled points over all 59
frames is 19.0%, while over the first frame it is 14.1% unlabeled. Subjectively, we
can note that the portion of the image corresponding to the ground does not segment
out very well: The reason for this is due to the fact that there is no training data for
the ground (since the tracking algorithm has edge boundary effects). Other factors,
such as lighting, and the fact that the column position PDF is pretty tight around
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Frame 12 orig.
Frame 24 orig. Frame 36 orig.
Frame 48 orig. Frame 59 orig.
Figure 5-23: Original frames from DANCE sequence.
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each actor, also play a role. A second thing to note about the sequence (though it
is not easy to note based on the still frames, one needs to see the entire sequence at
a natural speed), is that the person on the right, begins facing sideways, and by the
13th frame faces forward. As a result, the tracking algorithm does not track the right
side of her body (left as we are looking at it), creating big gaps in the tracking data.
These gaps are the reason for the high uncertainty in Figure 5-28.
Figure 5-29 shows the segmentation results of the JEANINE sequence. And Fig-
ure 5-30 shows the segmentation results of the SKIPPER sequence. The JEANINE
sequence segments out quite well, with a little bit of error in the advertisement box,
between her left shoulder (on the right as we see it) and the background, and in the
bottom left and right corners of the image. The SKIPPER sequence is a bit noisier,
partly because of the motion in the sequence, and partly because there is quite a bit
of occlusion of objects. As a result of this occlusion, even people would probably
not segment out the sequence consistently between different users. For example, it is
difficult to tell if the man in the background is standing in front of or behind the ban-
ister of the boat. As a result, the training data labeled the man's neck as belonging
to the boat. The steering wheel of the boat also proved slightly difficult to segment,
not primarily due to the motion, but rather because it is situated in the bottom right
hand corner of the image, and the tracking algorithm has a boundary artifact that it
can not track points in the bottom and right side of the image (as a function of the
search range and block size).
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Frame 48 Segmentation
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Figure 5-29: Segnentation of .lEANiNE sequence using Method IX.
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Figure 5-30: Segmentation of SKIPPER sequence using Method IX.
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Chapter 6
Conclusion
This chapter will focus on a few applications that could be built with the segmen-
tation toolbox discussed so far. Let us first reiterate some of the novel concepts in
our study. Four major contributions include: the ability for our segmentation to de-
tect user-defined regions, the study of the effectiveness of combining multiple image
characteristics measured on different scales, the effectiveness of using a parametric
multimodal Gaussian model to estimate the PDF, and a flexible overall modular de-
sign that allows methodology changes to easily be incorporated into the segmentation
process.
First, because the regions are user-defined, different users can segment the same
scene with different selection regions. Image segmentation schemes that use an un-
supervised approach typically produce a fixed result per scene. Even for the schemes
that provide adaptive initialization settings, they do not produce a segmentation
that coincides with the user's definition of the objects in the scene. A second major
contribution in our algorithm is that it utilizes conglomeration of many features si-
multaneously. When only one image attribute (e.g. color, texture or motion) is used
to compute the segmentation there is a greater importance on how the feature is cal-
culated, compared to the case when multiple features are used conjointly to compute
the segmentation. By combining the features, the segmentation no longer depends
exclusively on one attribute, so even simple feature calculations can produce a good
segmentation. In our approach we are able to make use of a statistical framework
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to combine the PDF estimation of many features to get a multidimensional estimate
of each region. Moreover, because the features are calculated at every point in the
image sequence, we are able to produce a densely labeled segmentation mask file
with information about every pixel in the image. A third contribution is that we use
a robust algorithm to estimate the PDF of each region. By using EM to solve for
several multimodal Gaussian models (each with a different guess on the number of
modes), and using cross validation to c:ompare the performance of each model we can
select a robust estimate of the PDF of each feature. The segmentation performance
using this PDF estimation is considerably better than the segmentation performance
using only a single Gaussian model. The last contribution discussed is that the seg-
mentation algorithm is designed modularly, (see Figure 3-2) and therefore any of
the stages can be improved upon separately. Specifically, if we want to use different
methods to calculate the image attributes, or even add more features such as depth
or 3-d shape, for example, we need only make simple changes to stage I. If we wish
to change the tracking method, we would change Stage II. Stage III incorporates the
PDF estimation technique, so if we want to compare how a non-parametric histogram
or Parzen estimate would affect the segmentation, we would make the appropriate
changes there. Finally, Stage IV takes as input the feature calculation along with
the nultidimensional PDF estimates from each region, and uses a hypothesis testing
(Likelihood Ratio Test) to determine the segmentation. We could change this stage
separately to perform a different classification operation, such as fuzzy logic or other
non-Bayesian approaches.
6.1 Applications
Let us examine in detail some applications that can be built with our segmentation
toolbox. Three applications on which we focus in detail include: special editing
effects that enable the placement of objects from one scene into another; interactive
authoring that allows video (or multimedia) to be displayed in a user-tailored order as
opposed to the conventional linear frame by frame order; data compression where the
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boundaries are prescribed by regions corresponding to objects, as opposed to current
methods that use tile or block based regions. Other applications that could benefit
from this research include problems related to machine vision such as surveillance,
':litonomous navigation, and medical imaging analysis.
6.1.1 Personalized Postcards / Object Editing
A great asset of having the image decomposed into regions, is the ability to
edit, cut, and paste objects within an image or even from one image to another.
A small project I developed to demonstrate some application of my image segmenta-
tion toolbox is called Personalized Postcards. The idea is that a user can choose a
postcard-like image from a list of cities (target), as well as a personal image (source),
and extract out objects from the source image and overlay them on the target image.
The application was built using Isis, a multi-level scripting environment that al-
lows the programmer to manipulate complex multimedia compositions and behaviors
using high-level constructs. [8] The interactive editing application allows the user
some basic tools to create a composition based on one or more regions, or entire
images from many images. For example, a user can scale or crop selected objects, or
they can reload a new target or source image, to create composites that incorporate
images or objects from multiple sources.
Figures 6-1(a) and 6-1(b) show some example original images, and their cor-
responding segmentation mask files. Selected objects from these images were used
to create the composites shown in Figures 6-2(a) and 6-2(b). The first composite
shown is called DOUBLETAKE, (Figure 6-2(a), top). It was created mostly for fun
purposes, and as its name suggests, one needs to take a double look to notice the in-
dividual in the foreground was swapped with the statue in the center. Alternatively,
the name DOUBLETAKE is because the image is shown twice. Only one original was
used for this, but the ordering of the "layers" of the objects was important in creating
the composite. The second composite, TUILERIES, was created from a background
postcard like image (not shown) of the Tuileries Garden (Jardin de Tuileries) in Paris.
Added to the scene are the GYMNAST (from Figure 5-6), as well as objects from
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Figure 6-1: (a) Original and Segmentation of LOUVRE, JOE, and ERE from top to
bottom
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Figure 6-1: (b) Original and Segmentation of ADO, ME, and MAYER
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EDDIE and MAYER images shown (2nd and 4th from top) in Figure 6-2(a). The
sky writing is one of the features of the postcard application, the user can scale an
object to a relatively small size, and use it like a paint brush. Aside from the writing,
the image from MAYER is pasted 3 times in the pond. The two composite images in
Figure 6-2(b) (ECET on the left, and EREJOE on the right) use the original ERE
image (Figure 6-1(a) on the bottom) as its background, and they use objects taken
from the ADO and JOE images, (Figure 6-1(a), top and Figure 6-1(b), middle) to
edit the foreground.
The LAFAYETTE image of Figure 6-3, though not included in any of the com-
posite images, is shown to demonstrate the quality of the segmentation. In the
LAFAYETTE image specifically, there were very few training points supplied, 1290
training sample points, and an original image size of 491 rows by 703 columns, which
is roughly 0.37% training points. In all of the segmentation processes, the features
used were YIQ for color and local mean and variance (window size 5 by 5) for texture.
Since only one frame of the original was provided, no motion information was used.
Also, the KNN algorithm was used to relabel samples with low certainty.
The BALLOONS image in Figure 6-4 demonstrates how different users can provide
different training points in order to obtain different segmentations. The training
provided by the user would presumably extract objects of interest. In Method 1,
all the balloons are treated as one object, while in Method 2 the center balloon
is considered as a separate object. The resulting segmentation of both Methods
perform equally well. This example truly demonstrates the benefit of allowing the
user to provide training points in order to have the ability of obtaining different sets of
segmentation given different sets of training. And yet, in both segmentation results,
the regions still correspond well to real world objects.
6.1.2 Interactive Video Authoring
A second application known as interactive multimedia (or video) authoring, also re-
ferred to as hyper-linked video, is one that allows users to view a movie in an interac-
tive and non-linear fashion. So instead of viewing a movie in a conventional manner,
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from beginning to end, imagine that objects within the movie serve as "clickable"
hyper-links to allow the user to "jump" or cut to another related scene containing
the same or inilar objects in both scenes.
The computer graphics approach to this problem is a bottoms up approach, in
that objects introduced into the scene are typically synthetic or computer generated.
With our semi-automatic image segmentation approach, these objects can be parts of
already existing movie scenes. So multimedia authors (or directors or programmers)
can present already existing multimedia in an order catered to the user.
In the personalized postcards example the generated segmentation mask files were
used to edit objects. In our interactive video authoring example, the segmentation
mask files can be used to help create boundaries (either as a transparent layer, or per-
haps by making an object flash temporarily) in order to inform the user the location
of the hyper-links.
6.1.3 Compression
The third application we will discuss here is compression. Specifically, we are con-
sidering compression applications that preserve the semantic or structural content of
a video scene. Most coders historically use a block based compression technique by
applying fewer bits to the higher frequency components within each block. These
methods do not offer any additional semantic information provided by region based
coders, and can often create block based artifacts giving synthetic boundaries between
blocks.
With a region based coder, there are several advantages of having the image
segmented at the encoder. For example, suppose the mask file were sent to the
user/client with very low resolution (or even at full resolution) as a representation
of the video sequence. Since the mask file information costs very few bits per pixel
to transmit one could reduce the amount of image data transmitted by allowing the
user to preview the content of a scene based on the mask file, and then allow the user
to select between different image sequences. There would therefore be a great data
reduction in transmitting many mask files and one "correct" image file rather than
166
transmitting the actual image data for all the image sequences. As an added feature
of representing the image sequence in terms of objects, the user could alternatively
select just an object or region of interest within an image scene based on previewing
the segmented mask file. In this application too, the amount of data transmitted
would be much less in transmitting the image content of one object, compared to
transmitting the entire image content of frame of the image sequence.
Even without the extra pre-selection feature, the mask file can be sent with little
overhead in one of the following manners: Typically it is enough to transmit the
border or edge between regions, especially if the regions form closed contours. These
region boundaries typically cover less than 10% of the image scene. So if they are sent
directly as an integer between 1, 2,. ., R, then it would take log(R) bits at the border,log(2)
or an extra 0.1 og(R) bits per pixel per frame, to transmit the mask file information.
In this method, we asume a fill function could be used at the receiver to fill in the
region labels between the borders. A second approach to transmitting the mask file
information assumes the video corresponding to each region will also be transmitted.
If that's the case, one can send the video content of each region (one region at a time)
with zero values filled in for all the samples not belonging to that current region. In
addition, a bounding box or crop could be used to include only the necessary portion
of the frame that bounds the region of interest. In theory, this would add very little
energy to each transmitted region, except perhaps a little bit of high frequency energy
at the border of the region. Therefore, very few additional bits per pixel would be
required to encode these additional zeros. And thus each region's mask could be
decoded at the receiver by finding the non zero values, bne region at a time.
6.2 Future Research / Improvements
With an experimental topic such is this, there is always more research to be done.
Here are a few specific examples of modifications that can be made. First, at the
feature calculation stage, it would be great if some kind of preliminary detection
could be made on the input image and/or the training data, to automatically decide
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which combination of image attributes and the method of calculating them would
result in the best image segmentation. One quick way to do this is to perform a first
order PDF estimation, such as a histogram, and define some kind of distance metric
between the PDF of each region. The combination of features with the maximum
distance between PDF estimates would be a good candidate for the choice of features
in the segmentation.
At the tracking and training stage, it would be extremely useful to have a bi-
directional tracking algorithm, or alternatively a feedback mechanism to allow the
user to correct the tracking points. Currently, a multi-dimensional PDF estimate is
required for each user-defined region. The base frame estimate is created from the
user supplied training data, and the estimate can be updated based on the tracking
algorithm. For long term sequences, say on the order of a thousand frames instead of
a hundred, the user should be able to provide training data for the any of the regions
at any point in the one long sequence, especially since there could be some regions
that are only visible in part of the sequence. The difficulty is in deciding how often or
uniformly the user provides training data points for each regions. Allowing for training
at multiple frames would also certainly affect the tracking procedure. Specifically,
if training for a region is provided at both frames 1 and 100, then a bidirectional
tracking algorithm should use the training information from both frames to estimate
the location of these training samples at intermediate frames. Additionally, perhaps
there could be some kind of feedback in the training/tracking process. Specifically,
after tracking the regions the user can scan through the tracked points over time,
perhaps as a transparent layer overlaid on the original sequence, and edit the training
data where necessary.
Another improvement for the system could be in reducing the computational time.
The biggest bottle neck of the system is by far at the PDF estimation stage. This
is because the EM algorithm in itself is an iterative algorithm. Add to that the
fact that the EM algorithm is used to compute the best multimodal fit for each of
M = 2, 3....,8 modes in order to compare them all and find the best model. A more
computationally effective model, at the cost of quality, would be to use a unimodal
168
Gaussian estimate or a histogram method. More research is necessary to determine
the quality of a Parzen estimate.
Yet another aspect of the segmentation scheme that could use more research is
the decision criterion used for labeling, given the PDF estimations of each region.
Currently we apply the "standard" hypothesis testing method which uses a likelihood
ratio test to decide which region a pixel belongs to, give the PDF estimates of each
region. However, this method does not take full advantage of the multi-dimensional
information available. Specifically in a small percentage of data points, a sample
point may have a very high likelihood of belonging to a region (relative to the other
regions) given the PDF estimate of only one attribute (color, for example), but that
same sample may have an almost impossible likelihood to fit that same region given
another attribute (position, for example). A rule based method can allow very unlikely
values to, in effect, veto that region from being selected as the most likely region.
Though in our current method, the likelihood values of each attribute are combined
(multiplied), and the region with the maximum combined likelihood is selected. So
in some instances, the most likely region is selected despite the fact that it has an
almost impossible likelihood along one dimension of the feature space.
In the long term, it is fairly certain that any robust image analysis system of nat-
ural video scenes must decompose the scene into regions or objects in order to extract
semantic information. Our research can serve as a preliminary building block along
that path. In particular, these machine vision systems should not depend exclusively
on statistical methods. Rather, a higher order knowledge data base could be used in
conjunction with our lower order building blocks. This higher order data base can
be built upon a large variety of objects segmented from a large data base of image
sequences. The data base could perhaps store inferential information, or properties
about these regions, and in turn provide useful information back to segmentation
process. Or it can provide key information for performing image-based searches or
indexing of data bases. With more experimentation and research, we will hopefully
gain a deeper understanding of autonomous image understanding.
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Appendix A
RGB to CIE-XYZ conversion
We want to solve for the coefficients of the matrix M, mij, 1 < (i, j) < 3, that converts
a set of RGB values to a set of XYZ values that represent the 1931 CIE-XYZ primary
color system. The Y value represents the luminance information, and the X and Z
values represent the color information. The XYZ values are sometimes referred to as
tristimulus values.
M
C
13
23
m33
IR X
G = Y
B Z
(A.1)
Let us define
Y
T
Z
T
(A.2)
(A.3)
(A.4)
where, T = X+Y+Z, is a normalization factor, and the (x, y, z) values are referred to
chromaticity coordinates and they represent the amounts of the XYZ primaries.
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Because we have normalized the (x, y, z) values, they are constrained to x + y+ z = 1.
We use this normalization constraint along with Equations A.2 and A.4 to show that:
X = -Y (A.5)
Y
Z = -x Y (A.6)
Y Y
Thus, we only need the (x, y, Y) triplet to uniquely define (X, Y, Z). (A chromaticity
diagram plots the luminance Y, as a function of the chromaticity coordinates (x, y).)
For a given display, we are always told the chromaticity coordinates of white
(balance), and red, green, and blue. In RGB space, we also know the (R, G, B) values
of these four colors. Namely (R, G, B) = (1, 0, 0), (R, G, B) = (0, 1, O0), (R, G, B) =
(0, 0, 1), and (R, G, B) = (1, 1, 1) for each of red, green, blue, and white respectively.
And we know the luminance value, Y = 1 for white. Let us define the (x, y, Y) triplet
values for each of red, green, blue, and white as (r, r, Yr), ( 9, y, Yg ), (b, Yb, Yb),
and (, yw, Yw),
By using the above RGB values along with Equations A.5 and A.6, we can derive
the mi,j values from the matrix M in Equation A.1 as a function of the (x, y, Y)
triplet values for each of red, green, blue, as
X'- ay Yb
rYr ZY9 Yb Y
M Yr g Yb (A.7)
-xr Yr 1-xg-y 9 rg 1-Xb-Yb b
Recall that for a given display, we are only given the (x, y) values, but not the
Y values for red, green, blue and white. To solve the (Yr, Yg, Yb) values, we evaluate
Equation A.1 at reference white (R. G, B, Y) = (1, 1, 1, 1), using our matrix M, from
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Equation A.7, we write
M
_r 
1 1 1
7r ?Y 7Yb
Yr w
Y = 1 (A.8)
Yb Iw
where we define oa = f, y = ' Z and P is the matrix as shown in Equation A.8.
In our XYZ-RGB conversion, we use the following reference values: The white
balance comes from a standard known as D6500. The red, green, and blue values are
specified by the monitor (or some that standard to which the monitor prescribes).
The chromaticity values we use for white, red, green, and blue, respectively are:
(Xw, Yw) = (0.3130,0.3290)
(xr, yr) = (0.6280,0.3460)
(z9, y9) = (0.2680,0.5880)
(Xb, Yb) = (0.1500, 0.0700)
So we can now compute the values of the matrix P as well as the a,,, and yw coef-
ficients. Using our relation in Equation A.8 we can solve directly for the (Y, Yg, Yb)
vector simply by multiplying both sides by the p-1 matrix, which yields (Y, Yg, Yb) =
(0.2635, 0.6550, 0.0815). Thus we now know the (x, y, Y) for each of red, green, and
blue. Plugging these values into Equation A.7, we find that
0.4782 0.2986 0.1746
M = 0.2635 0.6550 0.0815 (A.9)
0.0198 0.1604 0.9079
which is the same as our value for M in Equation 3.25. The XYZ primary values can
easily be converted to other color spaces, such as LAB in our experiments.
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Appendix B
User's Manual
This appendix is intended to assist anyone who might need to execute the segmen-
tation programs installed on DEC Alpha workstation in the MIT Media Laboratory.
You may find it helpful to refer to
B.1 Block Diagram
The reader may find it helpful to refer to Figure 4-1, which contains a block diagram
of the segmentation process. Also, Chapter 4 provides a more general description of
what the programs are designed to do. Both this appendix and Chapter 4 have the
same section names to make it easier to follow both simultaneously.
B.2 Feature Calculation
The first stage of the block diagram in Figure 4-1 deals with calculating the feature
information of motion, texture, color and position.
B.2.1 Texture
The three methods we've implemented to calculate the texture feature are the lo-
cal statisitics method, the multiresolution statistics method, and the simultaneous
autoregressive method.
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Local Statistics
The program to compute local texture statistics is located in
/mas/garden/grad/echalom/src/texture/localstats
and it is run with the following parameters
local-stats <fin> <statout> <ywinsize> <x_win_size> [-rgby]
The <fin> parameter is the input file name, and the <statout> parameter is the
output file name. The <ywin_size> and <x_win_size> parameters specify the local
horizontal and vertical window size. Experiments were run with varying window sizes
which were usually between 3 and 15 pixels. The [-rgb-y] option signals the program
that the input file is an rgb file, while the output file shout be the local statistics of
the luminance value only. Otherwise, if the [-rgbyJ option is not used (which is
also the default), then the output file will contain the local mear. and variance for
each channel of the input file. For example, suppose the input file is an RGB file with
3 channels, then the output file will contain 6 channels, corresponding to the local
mean and standard deviation for each of the red, green and blue channels. However,
if the input file contains only the luminance information, then the output file will
be 2 channels, corresponding to the mean and standard deviation of the luminance
channel. The number of data sets (frames), as well as number of rows and columns
remains the unchanged between the input and output files. The output file values for
both the local mean and local standard deviation channels are in the 0 - 255 range.
Multiresolution Statistics
To compute the multi-resolution texture parameters, a shell script was written which
runs the localstats program with 3 different window sizes (typically 3, 9, and 15
pixels). Each execution of the local statistic program creates a 2-channel output
file. However, for the multiresolution statistics texture parameters, only 4 of the 6
channels were used. Specifically all 3 channels corresponding to the local mean (each
from a different window size) are included in the multiresolution texture parameters.
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Only 1 channel corresponds to the local standard deviation, specifically that of the
middle window size. Therefore the output texture file contains a total of 4 channels.
A sample shell script file that calculates the multiresolution texture parameters is
located in
/mas/garden/urop/spazzoid/ImageSeg/mktexturemulti.
The number of data sets, rows, and columns all remain the same between the input
and output files. The output file values for all channels are in the 0 - 255 range.
Simultaneous Auto Regressive Model
The program that computes the SAR texture parameters is located in
/mas/garden/grad/echalom/src/texture/sar/sar.
and it is run with the following parameters
sar <image> <sar_texturefile> [-xwin <size>] [-ywin <size>]
[-verbose]
The <image> parameter corresponds to the input image file name, and is a one channel
luminance signal. The <sar-texturefile> is the output data file which will contain
five channels, one channel for each of the SAR coefficients as described in section 3.2.2.
The first four channels correspond to the coefficients al through a 4, respectively, and
the last channel corresponds to the w, or error coefficient. The [-xwin <size>] and
[-ywin <size>] parameters are optional, and the default value is 10 for each. The
size, if specified must be an integer greater than 1 in order to avoid singular matrix
in the least squares fitting, when calculating the five SAR coefficients per window
block. The full window block size is one plus twice the specified parameter value, for
each of the horizontal and vertical directions. The output file values for the first four
channels are between -1 and 1, and the last channel is between -255 and 255. The
number of data sets, rows, and columns all remain the same between the input and
output files.
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B.2.2 Color
The three methods we've implemented to calculate the color information are RGB,
YIQ, and LAB.
RGB
The original image sequence is typically in an RGB format, so no transformation
program is required for this feature. The file is a 3 channel data set, the first channel
contains the red pixel values, the second corresponds to green, and the third channel
to blue. The values for all three channels are in the 0 - 255 range.
YIQ
To convert an RGB file to YIQ, there is a program called rgbyiq which has been
installed on the garden computer system, located at
/system/local/bin/$SYS/rgbyiq
and is run with the following parameters:
rgbyiq <infile> <outfile> [-y] -i] [-q] [-v] [-t abcdDfFuUzZ]
The <infile> is a 3-channel RGB file, and <outfile> is the name of the output file,
where the number of channels depends on which optional parameters are used. The
[-y] -i] -q] options specify which of the channel(s) to calculate. The default
setting, i.e. specifying none results in all three channels to be calculated. The -v
option means a verbose printout will be displayed as the program is executed. And
the -t] option with the appropriate choice specifies the file type to save the datfile.
In our experiments, the files were specified as float so the [-t f option was used
when running, and all three of the Y,I and Q channels were calculated and used as
features. The data file contains the Y, I, and Q channels in that order. The range of
values for the Y channel is 0 - 255, and the range for the I and Q channels are each
from -128 to 127. All of the input and output dimensions remain the same.
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LAB
To convert an RGB file to LAB, the program used is
/mas/garden/urop/spazzoid/ImageSeg/rgbtolab <dinrgb> <doutlab>
The <dinrgb> parameter specifies the input RGB datfile, and <doutlab> specifies the
output LAB datfile. The output data type is stored as floating points, and the range
of values of the LAB file are from 0 to 100 for the first channel, (L), and from -128
to 127 for the last two channels (A and B). All of the input and output dimensions
remain the same.
B.2.3 Motion
The two mostion estimation techniques we've implemented are the Lucas and Kanade
optical flow method, and the Horn and Schunck optical flow method.
Lucas and Kanade
The program that calculates the optical flow fields based on the Lucas and Kanade
method can be found at
/mas/garden/staff/dufaux/bin/alphaosf3/lucaskanade
and it is run in the following format:
lucas_kanade <infilel> <infile2> <speedfile> [-d <deriv> (2 or 4)]
[-p prefilter] [-s sigma] [-t abcdDfFuUzZ] [-v]
The input parameters specified by <infilel> and <infile2> must each be a single
frame datfile. The <speedfile> parameter is the name of the output file, which
contains the velocity estimation information. The optional parameter -d <deriv>],
where <deriv> is either 2 or 4, specifies how many spatial pixels should be used
when computing the horizontal and vertical derivatives. If not specified, the default
<deriv> value is 2. The -p] option applies a Gaussian prefilter to the image. The
same filter is applied separately in both the horizontal and vertical directions. If
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the [-p] option is specified, the [-s sigma] option can also be used to specify the
standard deviation of the Gaussian prefilter. Unless the prefilter option is specified,
the default is no prefiltering, and if it is specified, the default sigma value is 0.5. The
[-t] option specifies the data type of the output file, the default is float. The [-vJ
option gives a verbose printout of the settings that have been set. The output file has
the same number of rows, columns, and channels as the input file, but the number of
data sets for the output file is 2. The first frame corresponds to the horizontal motion
field estimate, and the second frame to the vertical motion field.
Since the program only finds one motion field per pair of frames, a shell script
is used to evaluate the motion field for an entire input image sequence. The output
data file sequence has the following dimensions: The number of frames in the motion
sequence is one frame less than the length of the original sequence. The motion
sequence consists of two channels, the first contains the horizontal motion field, and
the second contains the vertical motion field. The number of rows and columns
remains the same as the original image. In our experiments, the program was run
with the default settings, namely no prefilter, and a <deriv> value of 2. An example
of a shell script that generates a Lucas and Kanade optical flow motion field sequence
can be found at
/mas/garden/urop/spazzoid/ImageSeg/mkopflowlk
Hornl and Schunck
The Horn and Schunck optical flow algorithm can be found in
/mas/garden/staff/dufaux/bin/alpha_osf3/hornschunck
and is run with the following parameters:
horn_schunck <infilel> <infile2> <speedfile> [-i <itermax>]
[-a <alphasqr>] [-d <deriv> (2 or 4)] [-p prefilter] [-s sigma]
[-t abcdDfFuUzZ] -v]
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There are only two additional optional parameters in this algorithm compared to the
Lucas and Kanade motion estimation. The -a <alphasqr>] parameter is a coeffi-
cient that controls how much weight is applied to the global smoothness constraint,
and has a default value of 100. The [-i <itermax>] parameter specifies how many
iterations are to be used when calculating the motion estimation parameters, and
has a default value of 100. All the other parameters in the Lucas and Kanade pro-
gram are in the Horn and Schunck program, and are use the same way. The output
data file format and dimensions are the same for both programs as well, as are the
minimum and maximum legal values. A shell script was used to generate a motion
estimation sequence for the Horn and Schunck method, analogous to the Lucas and
Kanade method. An example shell script can be found at
/mas/garden/urop/spazzoid/ImageSeg/mkopflowhs.
B.3 Training and Tracking
There is one program for each the training and tracking procedures.
B.3.1 Training
The program used to acquire the training points is located in
/mas/garden/nick/echalom/XmDat24_withlasso/trainimage
and is run with the following parameters
train_image <datfile> [-oi <output .index file>]
[-om <output mask file>] [-bits <display bits>]
[-quality <of dithering>] [-install]
The program uses X-Motif toolkits, and receives keyboard and mouse commands to
execute the training acquisition. Specifically, a window pops up to display the input
image datfile, and the user selects training points by highlighting the points of interest
by dragging the mouse with the left mouse button depressed. A new region is specified
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by clicking on the right button. Thus, sample points from the same region may be
discontinuous. The user can drag the mouse (with the left button depressed) over
a series of points, release the left mouse button, move the mouse over to a different
area of the picture (but which still belongs to the same region) and continue to select
more points by dragging the mouse (while depressing the left button) over the points
of interest. A new region is introduces only by clicking on the right button. When
all the points are selected, the user presses the 'q' on the keyboard to quit. Column,
row and region information of all the selected points are stored into an index datfile,
and or a mask datfile, (explained below) or are printed to standard output.
The <datfile> parameter should be a single frame RGB datfile, If neither tile
[-oil or [-om] option is specified, the selected points are not saved, but rather are
printed out to standard output. This option was not used when running experiments,
but rather just for testing purposes.
The [-oi <output index file>] is an optional parameter that specifies the
name of the output index datfile. The index datfile contains the column, row, and
region information of all the user-selected points. It has one data set, one channel, 3
columns and P rows, where P is equal to the total number of training points selected
by the -user. The first column of the index datfile corresponds to the column position
of the training points (that was selected by the user). The second column of the index
datfile corresponds to the row position of the training points. And the last column
corresponds to the region number (with values (0,1,... ,R - 1)) of the training points.
The values of the 3rd column of the index datfile data range from 0 to R - 1, where
R is the total number of regions specified implicitly by the user. Thus all the selected
training points can be recovered from the index datfile.
The [-om <output mask file>) is an optional parameter that specifies the name
of the output mask datfile. The mask datfile and the index datfile are similar in that
they both contain the row, column, and region information of the training data.
But they differ in their format of storing the information. The index datfile is a
list containing the column, row, and region information from each training point.
The mask datfile, however, is a graphical representation of this information, with a
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different color for each of the selected regions. Black represents unlabeled points, or
points that were not selected in the training acquisition. (As an aside, black is used
to represent unlabeled points on a display monitor, but white is used if the image
is printed to paper.) The mask datfile therefore, has the same number of rows and
columns as the input datfile, and is one data set and one channel. The range of values
of the mask datfile is 0 to R, where R is the number of regions, and 0 corresponds
to an unlabeled sample. Thus the values in the mask datfile are offset by 1 when
compared to the corresponding data in the third column of the index datfile. In order
for the mask datfile to be displayed in color, a lut file, as described in Table 4.1 is
added (either in a shell script or at the command line) using standard datfile utility
library functions.
The last 3 parameters, [-bits], [-quality], and [-install] are optional pa-
rameters that specify the display settings. The appropriate values for these param-
eters depends on the display properties of the system on which the program is run.
However, almost always, it is enough, to omit specifying these parameters.
The [-bits] value must be between 1 and 8 if the input datfile is 1 channel, and
between 3 and 8 if the datfile is 3 channels. Or it may be set to 24 in the case of a
true 24 bit display is in use, and the datfile is 3 channels. The default value is set
to 8. The [-quality] value maybe set to either 0, 1, or 2, and specifies a different
type of dithering method: decimation, ordered dithering, and Floyd Steinberg Error
Diffusion, respectively. The default value is 2. The [-install] option specifies that
a new color map should be installed to display the datfile and generally displays the
datfile better, but takes slightly more time to load. Otherwise, a best match from
the currently loaded colors in the X-display will be used. The default is no color map
installation.
Again, note that the output index datfile and the output mask datfile, both contain
the same information. They differ in that the index datfile is useful as a list, to be
passed to other programs, while the mask datfile is useful to be displayed (with the use
of a lut file). Before we continue to describe the training program, let us take a break
to discuss two utility programs that convert a maskdatfile to an index datfile and
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vice versa. The utilities are useful in order to pass the resulting file from the tracking
program as an input file to the segmentation program described in Sections B.3.2
and B.4
The program that converts a mask datfile into an index datfile is located in
/mas/garden/grad/echalom/src/segment/datmask2indxmask
and has only two parameters
datmask2indxmask <maskin><maskout>
The <maskin> parameter is an input mask datfile. Values for the input mask datfile
range from 0 to R, where R is the number of regions, and 0 corresponds to samples
that are not labeled. The size of the input file must be one channel, one frame, and
the number of rows and columns corresponding to the size of the original image from
where the training points originated. The <maskout> is an index datfile format. As
described above, the index datfile has 3 columns (corresponding to the column, row,
and region information) and P rows, corresponding to the number of labeled points
in the mask datfile.
The inverse program that converts an index datfile to a mask datfile is located in
/mas/garden/grad/echalom/src/segment/ indxmask2datmask
and has the following parameters
indxmask2datmask <maskin><maskout>[-dims nrows ncols]
The <maskin> and <maskout> parameters are reversed from the previous program.
Namely, the <maskin> parameter specifies the index datfile name, and <maskout>
specifies the mask datfile. All the properties of the index and mask datfiles remain
the same as in the previous description. In this conversion we can also specify two
optional parameters, [-dims nrows ncols], which dictate the size of the output
mask datfile. Since the size of the original input image is not known, the size (of
the mask datfile) may be specified at the command line. If the dimensions are not
specified, the default is to set the number of columns to the maximum column value
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contained in the first (of three) column of the index datfile, and to set the number of
rows to the maximum row value found in the second (of three) column of the index
datfile.
B.3.2 Tracking
The program that estimates the location of the training data (from the first frame)
at successive frames is located in
/mas/garden/grad/echalom/src/tracking/feature-track
and has the following parameters
feature.track <tracked-mask-datfile> <inputimagefile> <maskindexfile>
The <trackedmask_datfile> is the name of the output datfile, and is a mask datfile
containing the predicted location of the training points over the length of the image
sequence. The first frame contains the location of the user-supplied training data.
The dimensions of this output mask datfile is the same number of rows, columns, and
frames as the input image file, but the number of channels in the output file is 1,
since it is a mask datfile.
The <inputimagefile> is the name of the input image file, and must be an
RGB sequence. The <inputmaskindexfile> is a one frame index datfile. and
its specifications are almost identical to the index datfile that is the output of the
trainimage program, except for one thing. The range of values in the third column
of the index datfile must be between 1 and R (where R is the number of regions) for
the tracking program input, but the range in the output to the training program is
from 0 to R- 1. Therefore, a bias of 1 needs to be applied to the third column of the
index datfile before it can be used by the tracking program.
The program internally converts the RGB input image sequence to YBR format,
and the correlation on the B and R channels is done at half resolution. Both the
window block size and the search range for the correlation is supplied internal to the
program (so a recompile is required if those need to be changed).
183
'j , il l II I 
B.4 PDF Estimation and Segmentation
A program that computes the segmentation directly from the training data and the
feature datfiles (and computes the PDF estimates of each feature internal to the
program) is located in
/mas/garden/grad/echalom/src/multimode/supbestfit2
and has the following parameters
supbestfit2 <maskin (index file)><maskout (datfile)>
[-certdat <certainty datfile>] [-certthresh <certainty threshold>]
[-txtfile <textfile-name>] -verbose] [-rlt (relable training points)]
[-rowpos] [-colpos] [-featurefiles ... (up to 10)]
The parameter <maskin> is an input parameter and contains the name of an index
datfile containing the training data information. This file must be in index file format,
e.g. 3 columns, by P (the number of training points) rows, as described in Section B.3.
The parameter <maskout> indicates the name of the output file that contains the
mask/segmented data. This file must be in mask datfile format e.g. it is a displayable
file with the same number of rows and columns as the original image.
The parameter [-certdat <certainty datfile>) is an optional output file
name. It contains floating point values between 0 and 1 that specify the certainty
of the decision classification at each sample. The size of the file is thus 1 channel
by 1 frame by the same number of rows and columns as the mask datfile (and the
original input image). The [-cert_thresh <certainty threshold>] parameter if
specified, applies a threshold level of the certainty to the classification process. If
the certainty value at an image pixel location is above the specified threshold, then
that pixel location is labeled (based upon the segmentation process) otherwise, if the
certainty value is below the threshold, the sample remains unlabeled. Valid certainty
values are in the interval of 0 and 1, so if the certainty threshold is set to 1 none of
the points will be labeled, and conversely, if the threshold is set to 0, all the points
will be labeled. If this parameter is not specified, the default is set to 0.
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The -txtfile <textf ilemame>] parameter specifies the name of an ascii text
file name that would store the calculate PDF values. Recall that there is one PDF
estimation for each feature at each region. Thus if there are 5 regions and 9 features,
there are a total of 45 density functions. For each feature, the value of the feature,
f, and the likelihood (based on the PDF estimate) that a sample will take on that
feature value, pf (f) are stored at 101 evenly spaced intervals. The number of intervals
was determined experimentally. The text file contains two columns: the first contains
the feature value, and the second contains the probability estimate of that feature
value. The number of rows in the text file is therefore R * F * 101, where R and F
correspond to the number of regions and features, respectively, and 101 refers to the
number of sampling intervals of the PDF estimate. The text file contains the entire
sampled PDF estimate for each feature for each region, in that order. So the first 101
text lines corresponds to the PDF estimate of the first feature in the first region, and
the next 101 text lines corresponds to the second feature of the first region, and so
on.
The [-verbose] option prints relevant output statistic information for each fea-
ture in each region as the PDF estimation is calculated. Specifically, it prints out the
mean and variance information, as well as the best EM fit for a multimodal Gaussian
fit to the data, where the number of modes varies from 1 to M, where M depends on
the length of the training data. It also prints out the entropy calculation applied to
the true (or all the) training data, the assumed (or training portion of the) training
data, and the test portion of the training data.
The [-rlt (relable training points)] parameter, if specified, indicates that
when the program computes the classification of each sample it should not assume
that the region labels in the input index datfile are correct. So the training data is
used only to estimate the PDF estimate, and once this estimate is established, the
training data are relabeled to the most likely region, according to the PDF estimates
of each region. This is useful if the data in the index datile came from a tracking
program, for example, and not directly from a user-supplied training program. Since
it's possible that the region label in the index datfile is not accurate when it was pro-
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duced by a tracking procedure, then specifying the [-rt] option flags the program
to recompute the region for all the samples both "prelabeled" and unlabeled. The de-
fault is to not relable the training points, so if the [-rt] parameter is not specified,
the program will label the samples specified by the index datfile to the corresponding
region information contained in the index datfile.
The [-rowpos] and [-col-pos] options indicate that the row position and col-
umn position information, respectively, should be considered as features in addition
to any of the files specified by the -featurefiles ... (up to 10 filenames)]
parameter, if any. Obviously, at least one feature is necessary in order to perform
the PDF estimation, so if neither of the row or column position flags are specified,
then at least one feature file needs to be specified. The datfile I/O library allows a
maximum of 10 files to be supplied. This does not mean that the number of features
is limited to 10. Rather, each feature comes from each channel of the specified fea-
turefiles. The total number of features is therefore the sum of the channels in the
supplied feature files, plus one feature for each of the row and/or column position
flags specified. Typically, the programs have been run with a 3-channel color feature
file (e.g. RGB, or YIQ or LAB), a 2,4 or 5-channel texture feature file, a 2-channel
motion feature file, and both row and column position.
The program requires that a "key" definition is contained in the header of each
feature file. (Note: A "key" is part of the datfile format that allows header infor-
mation about the datfiles to be indexed. For example, datfiles have a key definition
called "datasets" which contains the number of data sets in the datfile. Similarly
there are key definitions for the number of channels and the dimensions of each frame.
There are also optional header information tags, such as "comment" and "history."
The former describes the kind of information stored in that datfile and the latter
Ishows a history of commands that have been run to create the datfile.) The first is
called "minval" and the second is called "maxval." Both these tags are necessary
in the feature file header for the sup-bestfit2 program to run. The tags are each
a string of numbers and must contain the same number of values as the number of
channels passed in each of the featurefiles. The information contained in the minval
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and max-val tags corresponds to the minimum and maximum possible values for the
features in the feature file. For example, if the feature file is a YIQ color file, the
min.val key will contain the string "0 -128 -128" and the max.val key will contain
the string "255 127 127". These numbers correspond to the minimum and maximum
values of the Y, I, and Q channels respectively. The keys are generally defined in a
perl or shell script using a standard dat utility called setkey.
When the [-txtfile] option is specified, the order of the features is: column
position (if specified), followed by row position (if specified), followed by each channel
in each of the feature files, in the order the files are supplied.
B.4.1 PDF Estimation Only
Sometimes it might make sense to breakdown the probability estimation and segmen-
tation process into two procedures. One procedure calculates the PDF estimation
for each region and stores them to a file, and the second procedure calculates the
segmentation based on these files containing the PDF estimation information.
The program located in
/mas/garden/grad/echalom/src/multimode/bestfit-all-emda
calculates the PDF estimate given an index datfile and a list of feature files.
bestfitallemda <maskin (index file)> [-pdfdatfile <pdf_dat_file>]
[-pdftxtfile <textfile-name>] [-verbose]
[-row_pos] -colpos] [-featurefiles ... (up to 10)]
The <maskin> parameter is an input parameter that specifies the index datfile con-
taining the training data information. This parameter is identical to the input index
file in the supbestfit2 program. The [-pdfdatfile <pdfdatfile>] is an op-
tional parameter that specifies the name of the file to store the PDF estimation. The
format of the PDF file is as follows: There are R data sets (or frames) where R
corresponds to the number of regions; There are F channels, corresponding to the
number of features; There are 101 rows, corresponding to the resolution of the pdf
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estimate; And there are 2 columns, the first column contains the range of possible
feature values at 101 evenly separated intervals, and the second column contains the
relative likelihood the feature can take on such a value (at each of the 101 intervals).
The -pdftxtfile <textfile-name>] is an optional parameter that specifies
the name of a text file to store the PDF estimation information. The order of storage
is slightly different from the output of the sup_bestfit2 program however. In this
format, we store the PDF for the first region, first feature, followed by the second
region, first feature, and so on. In the sup_bestfit2 program, however, the storing
priority of the feature and region are reversed, so the PDF of the second feature, first
region comes immediately after the first region first feature. There is no particular
reason for the different standards, except that one can run the dat utility program
called ascii2dat directly on the text output file from the bestfit_all_emda program.
If neither the C-pdfdatfile] or [-pdftxtfile] parameters are specified, the
PDF information is printed to standard output. The [-verbose], -rowpos],
[-colpos] and [-featurefiles] optional parameters work exactly the same as
explained in the supbestfit2 program, except that content of what gets printed
varies slightly.
B.4.2 Segmentation from PDF Files
Given a PDF datfile or set of PDF datfiies, the program
/mas/garden/grad/echalom/src/multimode/supbestfitpdf
produces a segmentation output based upon a set of PDF datfiles and their corre-
sponding feature files. The specific usage parameters are as follows:
sup_bestfitpdf <maskout (dat file)> [-maskin <mask index file>]
[-pdf_dat <pdf_datfile>] [-pdf_txt <pdf textfile>]
[-cert_dat <certainty datfiile>] [-cortthresh <certainty threshold>]
[-colposi [-row.pos] [-infiles ... (up to 10)]
The <maskout> parameter specifies the name of the output mask datfile. At each
pixel in the image space, it contains a value between 0 and R corresponding to the
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most likely region for that pixel. 0 corresponds to an unlabeled sample in cases
where user requests that not all pixels need be labeled. The [-maskin] parameter
is an option that allows you to provide an index datfile name, usually containg the
location of training data or tracking data. Note that the index datfile is optional
since the training points that were used to estimate the PDF do not necessarily come
from the same frame we are trying to label.
The [-pdf dat] option and [-pdf_txt] options are outputs containing the PDF
information in datfile and text file formats, respectively. The datfile format is in
the same format as the PDF datfile output of the bestfit-all_emda program. And
the text file format is the same as the PDF text file output of the supbestfit2
program. There is almost no need whatsoever for the PDF datfile format, since it
is almost identical to the PDF datfile input, except that the input may be supplied
as multiple files, and the output PDF is stored as one file with F datasets and R
channels (where F and R represent the number of features and regions, respectively).
The [-certdat] and -certthresh] optional parameters are the same as ex-
plained in the supbestfit2 program, as are the -row_pos] and [-colpos]. The
[-infiles] parameter is used to specify both the names of the feature files and the
names of the PDF datfiles. The program internally checks if the number of columns
in the input file is equal to 2, then it considers the input file to be a PDF file, other
wise it considers the input file to be a feature file. The total sum of the number of
data sets in all the input PDF files, must be equal to the total sum of the number of
channels in all the input feature files plus the number of position features specified
(e.g. row position and column position). Also, the number of channels (correspond-
ing to the number of regions) in each of the input PDF files must reconcile with each
other. And the dimension (number of rows and columns) of each of the input feature
files must also reconcile with each other.
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B.5 Post-Processing
There are two post-processing programs that take advantage of the certainty datfile
information. The first program
/mas/garden/grad/echalom/src/multimode/declassify
is a rather simple program that unassigns all the points below a specific certainty
threshold. Thus experiments could be run to measure the tradeoff between percentage
of points labeled and the percentage of accurately labeled points. It has the following
usage:
declassify <maskin (mask dat file)><certdat (certainty
file)><certthresh (new certainty threshold)><maskout (dat file)>
The <maskin> parameter specifies the name of the input index datfile. To use
the mask output file from the segmentation program (supbestfit2 for example)
it must first be converted to an index datfile format using the conversion utility
datmask2indxmask, described at the end of Section B.3.1. The <certdat> param-
eter specifies the name of the input certainty datfile. This contains the certainty
values of the labeled pixels. The <cert_thresh> parameter contains the new thresh-
old value, which should obviously be higher than the threshold that was used to
calculate the datfile containing the certainty measurment, otherwise there will be no
change between input and output mask datfile. The <maskout> parameter specifies
the name of the output mask datfile.
A second program called
/mas/garden/grad/echalom/src/multimode/neighbor-fill2
takes as input a mask datfile with contains almost all of the points labeled, but some
of them unlabeled, and assigns the remaining points to the region corresponding with
the most popular region amongst its neighbors. The program has the following usage:
neighbor_fill2 <maskin (mask dat file)> <maskout (dat file)> [-pooled
neighborhood size]
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The <maskin> and <maskout> parameters represent the name of the input and output
mask datfile, respectively. And the -pooled neighborhood size] option sets the
starting radius of the neighborhood size. At every unlabeled point, each neighbor
(within a neighborhood size) counts as one vote towards the region it belongs to,
and the current unlabeled point is set to region with the most votes. If the entire
neighborhood is unlabeled, the radius of the region size is incremented slowly, until a
minimum of one neighbor is found. In the event of a tie, priority arbitrarily goes to
the lower region number.
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