Let σ ab (T ) = {λ ∈ C : T − λI is not an upper semi-Fredholm operator with finite ascent} be the Browder essential approximate point spectrum of T ∈ B(H ) and let σ d (T ) = {λ ∈ C : T − λI is not surjective} be the surjective spectrum of T. In this paper it is shown that if 
Introduction
The study of upper triangular operator matrices arises naturally from the following fact: if T is a Hilbert space operator and M is an invariant subspace for T , then T has the following 2 × 2 upper triangular operator matrix representation: σ ea (A) is called the essential approximate point spectrum of A and σ ab (A) = {λ ∈ C : A − λI is not an upper semi-Fredholm operator with finite ascent} is called Browder essential approximate point spectrum of A.
We say that a-Weyl's theorem holds for A if there is equality It is known [1, 2] that if A ∈ B(H ), then we have a-Weyl's theorem ⇒ Weyl's theorem ⇒ Browder's theorem; a-Weyl's theorem ⇒ a-Browder's theorem ⇒ Browder's theorem.
Recall that an operator A ∈ B(H ) is said to be bounded below if there is k > 0 for which x k Ax for each x ∈ H . A is bounded below if and only if 0 is not in σ a (A) . If G is a compact subset of C, we write int G for the interior points of G; iso G for the isolated points of G; acc G for the accumulation points of G; NG for the topological boundary of G.
A ∈ B(H ) is called approximate-isoloid (abbrev. a-isoloid) if every isolated point of σ a (A) is an eigenvalue of A and A is called isoloid if every isolated point of σ (A) is an eigenvalue of A. When A ∈ B(H )
and B ∈ B(K) are given, we denote by M C an operator acting on H ⊕ K of the form
where C ∈ B(K, H ). In Section 2, we characterize the Browder essential approximate point spectrum of M C . In Section 3, we explore how Weyl's theorem, Browder's theorem, a-Weyl's theorem and a-Browder's theorem survive for 2 × 2 upper triangular operator matrix M C .
The Browder essential approximate point spectrum for upper triangular operator matrices
In [4] , it is shown that the passage from σ (A) ∪ σ (B) to σ (M C ) is accomplished by removing certain open subsets of σ (A) ∩ σ (B) from the former, that is, there is equality
where W is the union of certain of the holes in σ (M C ) which happen to be subsets of σ (A) ∩ σ (B). However we need not expect the case for the Browder essential approximate point spectrum. The passage from σ ab (A) ∪ σ ab (B) to σ ab (M C ) is more delicate.
Suppose A is an upper semi-Fredholm operator, using the perturbation theorem of semi-Fredholm operator [7, Theorem 5 .31], A − λI is upper semi-Fredholm and n(A − λI ), d(A − λI ) are constant for sufficiently small |λ| > 0. In this case, we also have that 
Lemma 2.1. For a given pair (A, B) of operators, there is equality, for every
where σ w ∈ {σ b , σ ea , σ ab , σ SF + , σ e , σ SF − } and η(F ) denote the "polynomially convex hull" of the compact set F ⊆ C. Lemma 3.4] , which means that n(T − λ 1 I ) = 0. Thus T − λI is bounded below if 0 < |λ − λ 0 | < and hence T has single valued extension property in λ 0 . [3, Theorem 15 ] asserts that α(T − λ 0 I ) < ∞. Then λ 0 is not in σ ab (T ) . It is a contradiction. It induces that Nσ ab (T ) ⊆ σ ea (T ) and hence η(σ ab (T )) = η(σ ea (T )). Similarly, for every T 1 ∈ B(H ) and
Proof. We only prove that for every
Thus for every C ∈ B(K, H ),
In the proof of Lemma 2.1, the result η(σ ab (A)) = η(σ ea (A)) is known [11, Corollary 2.11]. For a seek of completeness, we prove the fact again.
We know α(M C ) < ∞ implies α(A) < ∞. But if both A and B have finite ascents, then:
Lemma 2.2. For a given pair (A, B) of operators, if both A and B have finite ascents, then for every C ∈ B(K, H ), M C has finite ascent.

Proof. Suppose α(A) = p and α(B)
, we get the result. So we only need to prove
then B 2n+1 y 0 = 0 and
and hence
Now we get that
, and hence M C has finite ascent.
Let σ d (A) = {λ ∈ C : A − λI is not surjective} be the surjective spectrum of A.
Theorem 2.3. Suppose that A ∈ B(H ) and B ∈ B(K), then for every C ∈ B(K, H ), there is equality
σ ab (A) ∪ σ ab (B) = σ ab (M C ) ∪ G,
where G is the union of the certain of the holes in σ ab (M C ) which happen to be subsets of σ d (A) ∩ σ ab (B).
Proof. Following from Lemma 2.2, for every
First we claim that 
Since σ d (A) ∩ σ ab (B) has no interior points, it follows that λ 0 is not in σ ab (B)
or
But then
which means that N(M C − λ 1 I ) is infinite dimensional, a contradiction. Second, we will prove that 
Now we have that
The proof is completed.
Remark 3.2. Theorem 3.1 may fail for "a-Weyl's theorem" even with the additional assumption that "a-Weyl's theorem holds for A and B and both A and B are all a-isoloid". For example, let A, B, C ∈ B( 2 ) are defined by 
, which means that a-Weyl's theorem holds for M C for every C ∈ B(K, H ).
In Remark 3.2, we know that Theorem 3.1 may fail for "a-Weyl's theorem" even with the additional assumption that A is a-isoloid and a-Weyl's theorem holds for A. But for Weyl's theorem, we have:
Theorem 3.4. Suppose that σ d (A) ∩ σ ab (B) has no interior points. If A is isoloid and Weyl's theorem holds for A, then for every C ∈ B(K, H ),
Weyl's theorem holds for
Proof. Theorem 3.1 tells us that for every 
