Perte d'information dans les transformations du jeu de pile ou face by Brossard, Jean & Leuridan, Christophe
ar
X
iv
:m
at
h/
04
05
40
7v
2 
 [m
ath
.PR
]  
26
 Se
p 2
00
6
The Annals of Probability
2006, Vol. 34, No. 4, 1550–1588
DOI: 10.1214/009117906000000124
c© Institute of Mathematical Statistics, 2006
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By Jean Brossard et Christophe Leuridan
Institut Fourier
Soit (εn)n∈Z un jeu de pile ou face, c’est-a`-dire une suite de vari-
ables ale´atoires inde´pendantes de loi (δ−1+δ1)/2, et (Hn)n∈Z un pro-
cessus a` valeurs dans {−1,1}, pre´visible dans la filtration naturelle de
(εn)n∈Z. Alors (Hnεn)n∈Z est encore un jeu de pile ou face, dont la fil-
tration naturelle est contenue dans celle de (εn)n∈Z. Le but de l’article
est d’obtenir des conditions pour que ces filtrations soient e´gales et de
de´crire l’e´cart entre ces filtrations lorsqu’elles sont diffe´rentes. Nous
nous inte´ressons plus particulie`rement au cas des transformations ho-
moge`nes, ou` le processus (Hnεn)n∈Z est une fonctionnelle de (εn)n∈Z
qui commute avec les translations. Nous e´tudions de fac¸on appro-
fondie les transformations homoge`nes de longueur finie, ou` Hn est de
la forme φ(εn−d, . . . , εn−1) avec d ∈N et φ :{−1; 1}
d→{−1; 1} fixe´s.
0. Introduction. Soit (εn)n∈Z un jeu de pile ou face, c’est-a`-dire une
suite de variables ale´atoires inde´pendantes de loi (δ−1 + δ1)/2, et (Hn)n∈Z
un processus a` valeurs dans {−1,1}, pre´visible dans la filtration naturelle
de (εn)n∈Z, note´e (F
ε
n)n∈Z. On ve´rifie facilement que (Hnεn)n∈Z est encore
un jeu de pile ou face, dont la filtration naturelle est contenue dans celle de
(εn)n∈Z. Plus pre´cise´ment, pour tout n ∈ Z,
• Hnεn a pour loi (δ−1 + δ1)/2;
• Hnεn est inde´pendante de F
ε
n−1;
• Fεn =F
ε
n−1 ∨ σ(Hnεn).
Comme la tribu asymptotique Fε−∞ est triviale (d’apre`s la loi du 0–1 de
Kolmogorov), on pourrait croire comme l’ont fait Kallianpur et Wiener en
1956 (voir [3] pour une discussion de ce point) que l’e´galite´ Fε∞ = F
Hε
∞ ∨
Fεn entraˆıne force´ment F
ε
∞ = F
Hε
∞ en faisant tendre n vers −∞. En fait, il
n’en n’est rien et la “proprie´te´ d’e´change” (de l’intersection sur n avec le
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supre´mum des tribus) n’a pas lieu en ge´ne´ral. La proprie´te´ d’e´change a e´te´
e´tudie´e de fac¸on ge´ne´rale par H. von Weizsa¨cker [6].
Pour certaines transformations, la suite d’innovations (Hnεn)n∈Z contient
moins d’information que la suite (εn)n∈Z. Le contre-exemple le plus simple
est celui ou` Hn = εn−1 pour tout n ∈ Z. En effet, la suite (εn−1εn)n∈Z est
une fonctionnelle paire de la suite (εn)n∈Z. La transformation Φ1 : (xn)n∈Z 7→
(xn−1xn)n∈Z de {−1; 1}
Z dans {−1; 1}Z perd donc au moins un bit d’information
puisque deux suites oppose´es ont meˆme image par Φ1. En fait, on ve´rifie
facilement que Φ1 perd exactement un bit d’information puisque pour tout
n ∈ Z, εn est inde´pendante de σ((εk−1εk)k≤n) et σ(εn) ∨ σ((εk−1εk)k≤n) =
σ((εk)k≤n).
Dans cet article, nous nous inte´ressons aux proble`mes suivants:
• A quelle condition la filtration (FHεn )n∈Z est-elle e´gale a` la filtration
(Fεn)n∈Z?
• Existe-t-il un comple´ment inde´pendant, c’est-a`-dire une variable ale´atoire
U inde´pendante de Fε∞ telle que F
Hε
∞ ∨ σ(U) =F
ε
∞?
• L’information contenue dans U est-elle e´quivalente a` l’information con-
tenue dans un nombre fini de bits inde´pendants?
Nous verrons dans la premie`re partie que la re´ponse a` la deuxie`me ques-
tion est positive, et que la variable ale´atoire U est soit uniforme sur un
ensemble fini, soit diffuse (et peut eˆtre alors choisie uniforme sur [0,1]). En
revanche, le nombre de valeurs de U n’est pas toujours une puissance de
2 et il peut eˆtre infini, sauf dans le cas d’une transformation homoge`ne de
longueur finie, c’est-a`-dire lorsque Hn est de la forme φ(εn−d, . . . , εn−1) avec
d ∈N et φ :{−1; 1}d→{−1; 1} fixe´s.
Ce cas particulier est bien e´lucide´. Nous disposons d’une condition ne´cessaire
et suffisante pour que la filtration (FHεn )n∈Z soit e´gale a` la filtration (F
ε
n)n∈Z.
Ce re´sultat recoupe en partie ceux de Rosenblatt [5] pour les chaˆınes de
Markov “uniformes” sur un ensemble fini. Mais notre e´tude va plus loin
puisque nous de´crivons comple`tement l’information perdue lorsqu’il y a perte
d’information, montrant en particulier que le nombre de valeurs que prend
la variable ale´atoire U est toujours une puissance de 2. Autrement dit, on
peut coder l’information perdue par un nombre fini de bits inde´pendants.
La condition de conservation de l’information que nous donnons pour
une transformation homoge`ne de longueur finie fournit un algorithme effec-
tif. Dans l’article [5], Rosenblatt avait propose´ une “proce´dure de calcul”
pour de´terminer s’il y a ou non perte d’information. Mais la me´thode pro-
pose´e est clairement tre`s couˆteuse en temps de calcul, et ne permettait gue`re
d’explorer un grand nombre de cas. Nous remercions Roland Bacher d’avoir
conc¸u un algorithme astucieux et de l’avoir fait tourner pour nous. Cet algo-
rithme a permis de re´soudre comple`tement le cas ou` d= 4 en donnant la liste
comple`te des 782 applications φ :{−1; 1}4 → {−1; 1} (parmi 216 = 65 536)
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pour lesquelles la transformation associe´e perd de l’information. A partir de
d= 5, il devient trop long de regarder les 232 = 4 294 967 296 applications
φ :{−1; 1}5 →{−1; 1}, mais il reste possible de de´terminer rapidement si la
transformation associe´e a` une application φ fait perdre de l’information. Ces
re´sultats obtenus par l’informatique nous ont e´te´ pre´cieux pour trouver des
exemples inte´ressants et guider nos recherches.
1. Re´sultats ge´ne´raux sur l’information perdue. Toutes les tribus que
nous conside´rons dans cet article sont suppose´es comple`tes. Nous utiliserons
la notation suivante: pour x = (xn)n∈Z ∈ {−1; 1}
Z, et n ∈ Z, on note xn]
(qu’on lit “x avant n”) la suite (xn+k)k∈−N.
Le but de cette partie est de de´crire l’e´cart entre les filtrations (εn)n∈Z
et (Hnεn)n∈Z lorsque (Hn)n∈Z est un processus pre´visible dans la filtration
naturelle de (εn)n∈Z.
1.1. Le re´sultat principal. Soit (Hn)n∈Z un processus pre´visible dans la
filtration naturelle de (εn)n∈Z. Pour tout n ∈ Z, Hn = hn(εn−1]) ou` hn est
une application mesurable de {−1; 1}−N dans {−1; 1}.
Notons Φ :{−1; 1}Z → {−1; 1}Z la transformation de´finie par Φ(x) =
(hn(xn−1])xn)n∈Z pour tout x= (xn)n∈Z ∈ {−1; 1}
Z. Autrement dit, Φ est
l’application qui fait passer du jeu de pile ou face (εn)n∈Z au jeu de pile ou
face (Hnεn)n∈Z.
Le re´sultat principal que nous allons de´montrer est le suivant:
The´ore`me 1. La loi de ε sachant Φ(ε) est soit presque suˆrement diffuse,
soit presque suˆrement uniforme sur un ensemble fini de cardinal constant.
La de´monstration du the´ore`me repose sur les deux faits suivants:
Lemme 2. Soit (Xn)n∈N∗ une suite de variables ale´atoires inde´pendantes
de meˆme loi µ. Alors la suite des probabilite´s P [X1 = · · · =Xd] de´termine
les masses des atomes de µ.
De´monstration. En effet, soient p1 ≥ p2 ≥ · · · les masses des atomes
de µ range´es dans l’ordre de´croissant (avec pn = 0 si µ a moins de n atomes)
et qd = P [X1 = · · ·=Xd]. Alors qd =
∑
n p
d
n pour tout d≥ 2. Quand d→+∞,
on a donc q
1/d
d → p1, (qd − p
d
1)
1/d→ p2. 
Lemme 3. Si deux suites x, y ∈ {−1; 1}Z ve´rifient Φ(x) = Φ(y) et co¨ıncident
jusqu’a` un certain rang, elles sont e´gales. Autrement dit, pour tout z ∈
{−1; 1}Z, la restriction a` Φ−1({z}) de l ’application x 7→ xn] est injective.
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De´monstration. En effet, si Φ(x) = Φ(y) = z et si xn] = yn], alors
xn+1 = yn+1 puisque hn+1(xn])xn+1 = zn+1 = hn+1(yn])yn+1. On en de´duit
le re´sultat par re´currence. 
Passons maintenant a` la de´monstration du the´ore`me.
De´monstration du The´ore`me 1. Soit µ =
⊗
n∈Z
δ−1+δ1
2 la loi uni-
forme {−1; 1}Z. Pour tout α ∈ {−1; 1}Z, on note ν(α, ·) la loi de ε sachant
que Φ(ε) = α. Pour tout n ∈ Z, on note νn(α, ·) l’image de ν(α, ·) par
l’application x 7→ xn], qui est donc la loi de εn] sachant que Φ(ε) = α. Enfin
pour tout β ∈ {−1; 1}−N, notons ν ′n(β, ·) la loi de εn] sachant que Φ(ε)n] = β.
La de´monstration du the´ore`me s’effectue en trois e´tapes.
E´tape 1. Pour µ-presque tout α ∈ {−1; 1}Z et pour tout n ∈ Z, les atomes
de νn(α, ·) sont les images par l’application x 7→ xn] des atomes de ν(α, ·),
et il y a conservation des masses. De plus, νn(α, ·) = ν
′
n(αn], ·).
En effet, pour µ-presque tout α ∈ {−1; 1}Z, la loi ν(α,·) est porte´e par
Φ−1({α}). Comme la restriction a` Φ−1({α}) de l’application x 7→ xn] est
injective, d’apre`s le lemme 3, les atomes de νn(α, ·) sont les images des
atomes de ν(α, ·), et il y a conservation des masses.
La dernie`re e´galite´ provient du fait que la loi de εn] sachant Hε est aussi
la loi de εn] sachant (Hε)n] par inde´pendance de (Hkεk)k≥n+1 et de F
ε
n.
E´tape 2. Les masses des atomes de ν(α, ·) sont presque suˆrement con-
stantes.
En effet, soit (ξn)n∈N une suite de jeux de pile ou face telle que condition-
nellement a` ξ0 = α, les variables ale´atoires (ξn)n∈N∗ soient inde´pendantes
de loi ν(α, ·). Soit d≥ 2. Alors presque suˆrement,
P [ξ1 = · · ·= ξd|ξ0] = P [ξ1n] = · · ·= ξ
d
n]|ξ
0]
= P [ξ1n] = · · ·= ξ
d
n]|ξ
0
n]],
la premie`re e´galite´ provenant du Lemme 3 et la seconde de l’e´galite´ νn(α, ·) =
ν ′n(αn], ·) pour µ-presque tout α. Par conse´quent, la variable ale´atoire P [ξ
1 =
· · · = ξd|ξ0] est mesurable pour la tribu asymptotique Fξ
0
−∞, donc presque
suˆrement constante. On conclut graˆce au Lemme 2.
E´tape 3. Les masses des atomes de ν(α, ·) sont presque suˆrement e´gales.
En effet, notons p1(α) la plus grande des masses des atomes de ν(α, ·).
On sait d’apre`s la deuxie`me e´tape que p1(α) est constant pour presque tout
α. Notons p1 cette constante. Notons A(α) l’ensemble des atomes de ν(α, ·)
de masse p1 et An(α) l’ensemble des atomes de νn(α, ·) de masse p1. On
sait d’apre`s la premie`re e´tape que pour µ-presque tout α ∈ {−1; 1}Z, la loi
ν(α, ·) est porte´e par Φ−1({α}) et les e´le´ments de An(α) sont les images des
e´le´ments de A(α) par l’application x 7→ xn]. De plus, d’apre`s le Lemme 3,
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la restriction a` Φ−1({α}) de l’application x 7→ xn] est injective. Donc pour
tout n ∈Z,
[ε ∈A(Φ(ε))] = [εn] ∈An(Φ(ε))] presque suˆrement.
Mais d’apre`s la premie`re e´tape, An(Φ(ε)) =A
′
n(Φ(ε)n]) presque suˆrement, en
notant A′n(β) l’ensemble des atomes de ν
′
n(β, ·) de masse p1. Donc l’e´ve´nement
[εn] ∈An(Φ(ε))] appartient a` F
ε
n, ce qui montre que l’e´ve´nement [ε ∈A(Φ(ε))]
appartient a` Fε−∞, ce qui entraˆıne que P [ε ∈ A(Φ(ε))] vaut 0 ou 1. Par
ailleurs, pour presque tout α ∈ {−1; 1}Z,
P [ε ∈A(Φ(ε))|Φ(ε) = α] = ν(α,A(α))
= p1Card(A(α)).
On a donc deux possibilite´s:
• Soit pour presque tout α, p1Card(A(α)) = 1: la loi ν(α, ·) est alors uni-
forme sur un ensemble de cardinal 1/p1.
• Soit pour presque tout α, p1Card(A(α)) = 0: la loi ν(α, ·) est alors diffuse.
Le the´ore`me est donc de´montre´. 
La de´monstration du the´ore`me 1 montre plus ge´ne´ralement que pour tout
n ∈ Z, la loi de εn] sachant Φ(ε)n] est soit presque suˆrement diffuse, soit
presque suˆrement uniforme sur un ensemble fini de cardinal constant. En
utilisant une injection bore´lienne de {−1; 1}−N dans [0,1], des fonctions
quantiles convenables et le fait que les atomes d’une probabilite´ sur [0,1]
de´pendent de fac¸on mesurable de la probabilite´, on en de´duit le re´sultat
suivant.
Corollaire 4. Pour tout n ∈ Z, il existe une variable ale´atoire Un
mesurable pour Fεn, inde´pendante de F
Hε
∞ et uniforme sur un ensemble fini
(de cardinal inde´pendant de n) ou sur [0,1] telle que FHεn ∨ σ(Un) = F
ε
n et
FHε∞ ∨ σ(Un) =F
ε
∞.
Remarque. Une conse´quence que nous utiliserons souvent est que l’infor-
mation perdue s’ajoute par composition des transformations: si Φ fait perdre
une information a` p valeurs et Ψ une information a` q valeurs, alors la com-
pose´e Ψ ◦Φ fait perdre une information a` pq valeurs.
Pour tout d ∈N∗ fixe´, il est facile de construire une transformation faisant
perdre d bits d’information. Il suffit par exemple de conside´rer Φ : (xn)n∈Z 7→
(xn−dxn)n∈Z. En effet, on ve´rifie facilement que pour tout n ∈ Z, le d-uplet
(εn−d+1, . . . , εn) est inde´pendant de σ((εk−dεk)k≤n) et σ(εn−d+1, . . . , εn) ∨
σ((εk−dεk)k≤n) = σ((εk)k≤n).
On peut se demander s’il est possible de perdre une information ayant un
nombre fini de valeurs qui ne soit pas une puissance de 2 ou de perdre une
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information infinie. Nous allons voir que la re´ponse est positive, meˆme dans
le cas de transformations homoge`nes. Mais nous verrons dans la quatrie`me
partie que la re´ponse est ne´gative pour les transformations homoge`nes de
longueur finie.
1.2. Exemple de perte d ’information ternaire. On prend Ω =R, muni
de la tribu A des bore´liens 1-pe´riodiques et de la probabilite´ P qui a` A ∈A
associe la mesure de Lebesgue de A ∩ [0,1[. A chaque ω ∈ Ω, on associe le
de´veloppement dyadique de sa partie fractionnaire:
Frac(ω) =
0∑
n=−∞
2n−1Dn(ω)
avec Dn(ω) ∈ {0,1} pour tout n ∈−N. Pour tout n ∈−N, on note εn(ω) =
2Dn(ω)−1. La suite (εn)n∈−N est alors un jeu de pile ou face. Signalons que
le fait que la suite soit indexe´e par −N au lieu de Z n’a pas d’importance
puisque le proble`me se situe en −∞.
Pour tout n ∈ −N, la tribu Fεn = σ((εk)k≤n) est la tribu des bore´liens
2n-pe´riodiques. Notons Gn la tribu des bore´liens
2n
3 -pe´riodiques et U la vari-
able ale´atoire U valant 0 sur [0, 13 [, 1 sur [
1
3 ,
2
3 [ et 2 sur [
2
3 ,1[. Alors U est
inde´pendante de G0, de loi uniforme sur {0,1,2} et ve´rifie G0 ∨ σ(U) =F0.
Par ailleurs, (Gn)n≤0 est la filtration naturelle de la suite (ηn)n≤0 de´finie
par ηn(ω) = εn(3ω) pour tout n ∈−N et pour tout ω ∈R.
Ecrivons ηn =Hnεn en posant Hn(ω) = εn(ω)εn(3ω) pour tout ω ∈R. On
voit que la variable ale´atoire Hn est mesurable pour F
ε
n−1 en remarquant
que pour tout ω ∈R,
Hn(ω +2
n−1) = εn(ω +2
n−1)εn(3ω +3 · 2
n−1)
= (−εn(ω))(−εn(3ω))
=Hn(ω).
Et comme
Hn(ω) = ε0(2
−nω)ε0(3 · 2
−nω)
=H0(2
−nω),
la transformation qui fait passer de la suite (εn)n∈−N a` la suite (ηn)n∈−N
est homoge`ne. Plus pre´cise´ment, on ve´rifie imme´diatement que pour tout
ω ∈ [0,1[,
H0(ω) =−1 ⇐⇒ ω ∈ [
1
6 ,
2
6 [∪ [
4
6 ,
5
6 [
⇐⇒ Frac(2ω) ∈ [13 ,
2
3 [
⇐⇒
−1∑
n=−∞
2n−1Dn−1(ω) ∈ [
1
3 ,
2
3 [.
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Par conse´quent, H0(ω) = h(ε−1](ω)) = h((εn−1)n∈−N), en notant
h((xn)n∈N) =
∣∣∣∣∣∣∣
−1, si
−1∑
n=−∞
2n−1
1 + xn
2
∈
[
1
3
,
2
3
[
,
1, sinon.
Par pe´riodicite´ cette dernie`re e´galite´ reste valable pour tout ω ∈ R. Plus
ge´ne´ralement on montre que Hn(ω) =H0(2
−nω) pour tout n ∈−N graˆce a`
l’e´galite´ Hn(ω) = h(εn−1](ω)).
Remarque. Dans ce qui pre´ce`de, le nombre 3 ne joue aucun roˆle par-
ticulier et peut eˆtre remplace´ par n’importe quel nombre impair. Par com-
position avec une transformation faisant perdre un nombre fini de bits, on
obtient donc un exemple de transformation ou` l’information perdue est uni-
forme sur un ensemble fini de cardinal quelconque.
1.3. Exemple de perte d ’information infinie. Un exemple simple de trans-
formation faisant perdre une information infinie est la transformation Φ :
(xn)n∈Z 7→ (yn)n∈Z, avec yn = x2nxn pour n ≤ −1 et yn = xn pour n ≥ 0.
En effet, pour tout entier impair ne´gatif m, la transformation Φ agit sur
la sous-suite (. . . , x4m, x2m, xm) comme la transformation Φ1 : (xn)n∈Z 7→
(xn−1xn)n∈Z. On perd donc un bit d’information pour chacune de ces sous-
suites, qui sont inde´pendantes et en nombre infini. Mais cette transformation
n’est pas homoge`ne. Voyons maintenant un exemple de transformation ho-
moge`ne faisant perdre une information infinie.
Pour tout k ∈ N∗ et pour toute suite x ∈ {−1; 1}−N, notons hk(x) le
signe de la dernie`re re´pe´tition de longueur k dans la suite x. Autrement dit,
hk(x) = x0 si x0 = · · ·= x−k+1, hk(x) = x−1 si x0 6= x−1 = · · ·= x−k, etc. . .
Soit Φk la transformation de´finie par Φk(x) = (hk(xn−1])xn)n∈Z pour tout
x ∈ {−1; 1}Z. Notons εk l’image de la suite ε = (εn)n∈Z par la compose´e
Φk ◦ · · · ◦Φ1. Alors pour tout n ∈Z,
εknε
k
n−1 = ε
k−1
n ε
k−1
n−1hk(ε
k−1
n−1])hk(ε
k−1
n−2]).
Or si x ∈ {−1; 1}−N, il faut que x0 = x−1 = · · ·= x−k+1 6= xk pour que hk(x)
diffe`re de hk(x−1]). Donc
P [hk(ε
k−1
n−1]) 6= hk(ε
k−1
n−2])]≤
1
2k
.
On a donc presque suˆrement hk(ε
k−1
n−1])hk(ε
k−1
n−2]) = 1 pour tout k assez grand,
si bien que le produit εknε
k
n−1 tend vers
ηn = εnεn−1
+∞∏
l=1
hl(ε
l−1
n−1])hl(ε
l−1
n−2]).
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La suite (ηn)n∈Z est bien l’image de la suite (εn)n∈Z par une transfor-
mation homoge`ne et cette transformation fait perdre une infinite´ de bits
inde´pendants, puisque pour tout k ∈N∗, la suite (ηn)n∈Z est une fonction
de la suite εk et la suite εk est une fonction paire de la suite εk−1.
1.4. Une condition ne´cessaire et suffisante de conservation de l ’information.
Soit Φ la transformation de´finie par Φ(x) = (hn(xn−1])xn)n ∈ Z pour tout
x ∈ {−1; 1}Z, ou` pour tout n ∈ Z, hn est une application mesurable de
{−1; 1}−N dans {−1; 1}. L’image par Φ de la suite (εn)n∈Z est donc la
suite (Hnεn)n∈Z ou` Hn = hn(εn−1]) pour tout n ∈ Z.
Notons E = {−1,1}−N. Pour tout n ∈ Z et pour tout α ∈ {−1,1} =
{−,+}, notons f
(n)
α l’application de E dans lui-meˆme de´finie par
f (n)α ((xk)k∈−N) = (yk)n∈−N avec
∣∣∣∣yk = xk+1, si n≤−1,y0 = αhn((xk)k∈−N)).
Par construction, les applications f
(n)
+ et f
(n)
− ve´rifient
εn] = f
(n)
Hnεn
(εn−1])
puisque εn = Hnεnhn(εn−1]). Conside´rons les noyaux de transition sur E
2
de´finis par
Nn((a, b), ·) =
1
2(δ(f(n)+ (a),f
(n)
+ (b))
+ δ
(f
(n)
− (a),f
(n)
− (b))
).
La forme des noyaux de transition entraˆıne la proprie´te´ suivante:
Proposition 5. Il y a e´quivalence entre:
(1) (Xn, Yn)n∈Z est une chaˆıne de Markov sur E
2 pour les noyaux de
transition (Nn)n∈Z;
(2) il existe deux jeux de pile ou face (ξn)n∈Z et (ηn)n∈Z ayant meˆme im-
age (ζn)n∈Z par Φ tels que pour tout n ∈ Z, ζn soit inde´pendant de (ξn−1], ηn−1])
et (Xn, Yn) = (ξn], ηn]) presque suˆrement.
De´monstration. L’implication (2)⇒ (1) est simple: il suffit de remar-
quer que si (ζn)n∈Z est l’image commune par Φ des jeux de pile ou face
(ξn)n∈Z et (ηn)n∈Z alors ξn] = f
(n)
ζn
(ξn−1]) et ηn] = f
(n)
ζn
(ηn−1]).
La re´ciproque est a` peine plus difficile: l’hypothe`se (1) et la forme des noy-
aux de transition montrent que pour tout n ∈Z, il existe presque suˆrement
un unique ζn ∈ {−1,1}, tel que Xn = f
(n)
ζn
(Xn−1) et Yn = f
(n)
ζn
(Yn−1) et
que la loi de ζn sachant F
(X,Y )
n−1 = σ((Xk, Yk)k≤n−1) est la loi uniforme sur
{−1,1}. Par conse´quent, (ζn)n∈Z est un jeu de pile ou face dans la filtration
(F
(X,Y )
n )n∈Z. Notons ξn et ηn les derniers termes des suites Xn et Yn. La
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forme des applications f
(n)
+ et f
(n)
− entraˆıne que presque suˆrement, pour tout
n ∈ Z, Xn = ξn], Yn = ηn]. Les e´galite´s ξn = hn(ξn−1])ζn et ηn = hn(ηn−1])ζn
montrent que (ξn)n∈Z et (ηn)n∈Z sont aussi des jeux de pile ou face dans la
filtration (F
(X,Y )
n )n∈Z, dont l’image par Φ est la suite (ζn)n∈Z. 
Nous pouvons donner une condition ne´cessaire et suffisante de conser-
vation de l’information. Cette condition, qui fait intervenir un couplage,
ressemble a` la condition de confort introduite par Emery et Schachermayer [1].
The´ore`me 6. Il y a e´quivalence entre:
(1) FHε∞ =F
ε
∞;
(2) pour tout n ∈Z, FHεn =F
ε
n;
(3) Les seules chaˆınes de Markov indexe´es par Z pour les noyaux de tran-
sition (Nn)n∈Z vivent sur la diagonale de E
2 ( presque suˆrement).
Remarque. Notons D la diagonale de E2. Bien que les noyaux de tran-
sition (Nn)n∈Z de´pendent du temps, D est une partie absorbante et les
noyaux de transition induits sur D ne de´pendent pas du temps. La Proposi-
tion 5 montre que la seule chaˆıne porte´e par D pour les noyaux de transition
(Nn)n∈Z est la chaˆıne stationnaire sur D.
De´monstration. L’implication (2)⇒ (1) est triviale.
L’implication (1)⇒ (2) de´coule de l’inclusion FHεn ⊂F
ε
n et de l’inde´pendance
de Fεn et de (Hkεk)k≥n+1. Si F
Hε
∞ = F
ε
∞, on peut en effet e´crire, pour tout
A ∈ Fεn,
P [A|FHεn ] = P [A|F
Hε
n ∨ σ((Hkεk)k≥n+1)]
= P [A|FHε∞ ] = P [A|F
ε
∞] = IA,
d’ou` A ∈ FHεn .
Montrons l’implication (1)⇒ (3). Si FHε∞ = F
ε
∞, il existe une applica-
tion mesurable F de {−1; 1}Z dans {−1; 1}Z telle que ε= F (Hε) = F (Φ(ε))
presque suˆrement, c’est-a`-dire F ◦ Φ = Id µ-presque partout. Soit alors
(Xn, Yn)n∈Z une chaˆıne de Markov sur E
2 pour les noyaux de transition
(Nn)n∈Z. D’apre`s la Proposition 5, il existe deux jeux de pile ou face (ξn)n∈Z
et (ηn)n∈Z ayant meˆme image par Φ tels que presque suˆrement, pour tout
n ∈Z, Xn = ξn] et Yn = ηn]. On en de´duit que les suites (ξn)n∈Z et (ηn)n∈Z
sont e´gales presque suˆrement en composant avec F . Par conse´quent, les
suites (Xn)n∈Z et (Yn)n∈Z sont e´gales presque suˆrement, ce qui montre que
la chaˆıne (Xn, Yn)n∈Z est a` valeurs dans D.
Montrons l’implication (3)⇒ (1). Notons a` nouveau ν(α, ·) et νn(α, ·) la
loi de ε et la loi de εn] sachant que Φ(ε) = α, et prenons trois jeux de pile ou
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face ξ, η, ζ tels que conditionnellement a` ζ = α, les variables ale´atoires ξ et η
soient inde´pendantes de loi ν(α, ·). Alors Φ(ξ) = Φ(η) = ζ presque suˆrement.
De plus, pour tout n ∈ Z, la variable ale´atoire ζn+1 est inde´pendante
de (ξn], ηn]). En effet, quelles que soient les parties mesurables A et B de
{−1,1}−N,
P [ξn] ∈A;ηn] ∈B; ζn+1 = 1|σ(ζ)] = I[ζn+1=1]νn(ζ,A)νn(ζ,B)
par inde´pendance conditionnelle de ξ et η sachant ζ . Mais l’e´tape 1 de la
de´monstration du Lemme 1 montre que νn(ζ,A)νn(ζ,B) est une fonction de
ζn], donc est inde´pendante de ζn+1. En passant aux espe´rances, on obtient
donc
P [ξn] ∈A;ηn] ∈B; ζn+1 = 1] =
1
2E[νn(ζ,A)νn(ζ,B)]
= 12P [ξn] ∈A;ηn] ∈B].
D’apre`s la Proposition 5, la suite (Xn, Yn)n∈Z de´finie parXn = ξn], Yn = ηn]
est une chaˆıne de Markov sur E2 pour les noyaux de transition (Nn)n∈Z.
L’hypothe`se (3) entraˆıne que les suites (Xn)n∈Z et (Yn)n∈Z sont e´gales
presque suˆrement, donc que ξ = η presque suˆrement. Par conse´quent, ν(α, ·)
est une masse de Dirac pour µ-presque tout α. Donc il existe une applica-
tion mesurable F de {−1; 1}Z dans {−1; 1}Z telle que ε= F (Hε) = F (Φ(ε))
presque suˆrement, ce qui entraˆıne l’e´galite´ FHε∞ =F
ε
∞. 
1.5. Cas d ’une transformation homoge`ne. Gardons les notations du para-
graphe pre´ce´dent. On dit que la transformation Φ est homoge`ne lorsque les
applications hn sont toutes e´gales a` une meˆme application h. Dans ce cas,
les applications f
(n)
+ , f
(n)
− et le noyau de transition Nn ne de´pendent pas de
n et on les note simplement f+, f− et N .
Proposition 7. Si la transformation Φ est homoge`ne, on peut rem-
placer la condition (3) du The´ore`me 6 par la condition suivante: “toute
chaˆıne de Markov stationnaire indexe´e par Z pour le noyau de transition N
vit sur la diagonale de E2 ( presque suˆrement).”
De´monstration. Il suffit de ve´rifier que la de´monstration de l’implication
(3)⇒ (1) reste valable lorsqu’on remplace la condition (3) par cette condi-
tion apparemment plus faible. Reprenons donc trois jeux de pile ou face
ξ, η, ζ tels que conditionnellement a` ζ = α, les variables ale´atoires ξ et η
soient inde´pendantes de loi ν(α, ·). Alors la loi des couples (ξ, ζ) et (η, ζ)
est e´gale a` la loi du couple (ε,Φ(ε)), qui est invariante par translation tem-
porelle, puisque la transformation Φ est homoge`ne. Si T est une translation
temporelle sur {−1,1}Z, alors σ(ζ) = σ(T (ζ)), donc l’inde´pendance condi-
tionnelle de ξ et η sachant ζ entraˆıne l’inde´pendance conditionnelle de T (ξ)
PERTE D’INFORMATION 11
et T (η) sachant T (ζ). On en de´duit facilement que la loi du triplet (ξ, η, ζ)
est elle aussi invariante par translation temporelle. Par conse´quent, la suite
(Xn, Yn)n∈Z de´finie par Xn = ξn], Yn = ηn] est une chaˆıne de Markov
stationnaire sur E2 pour le noyau de transition N . On peut donc affaiblir
l’hypothe`se (3) par la restriction “stationnaire.” 
L’inte´reˆt de cette condition affaiblie est qu’elle se reformule simplement en
terme de probabilite´s invariantes de la chaˆıne. Par ailleurs, l’e´nonce´ devient
plus simple si on transporte la chaˆıne de Markov de E2 a` [0,1]2 ou a` [0,1[2
a` l’aide des de´veloppements dyadiques.
En effet, notons E′ l’ensemble des suites x ∈ {−1,1}−N telles que xn =−1
pour une infinite´ d’entiers n. Comme tout jeu de pile ou face indexe´ par −N
appartient presque suˆrement a` E′, on peut remplacer E par E′ dans l’e´nonce´
de la Proposition 7.
Soit S la bijection de E′ dans [0,1[ de´finie par
S(x) =
0∑
n=−∞
2n−1
1 + xn
2
pour tout x= (xn)n∈−N ∈ {−1,1}
−N
et ξ : [0,1[→ E′ la bijection re´ciproque de S. Notons enfin A+ = {t ∈ [0,1[ :
h(ξ(t)) = 1} et A− = {t ∈ [0,1[ :h(ξ(t)) = −1}. Alors pour tout x ∈ E′ et
pour tout α ∈ {+,−},
S(fα(x)) =
−1∑
n=−∞
2n−1
1 + xn+1
2
+ 2−1
1 +αh(x)
2
=
S(x)
2
+
IAα(S(x))
2
.
Cette e´galite´ montre que si (Xn, Yn)n∈Z est une chaˆıne de Markov sta-
tionnaire sur E′2 pour le noyau de transition N , alors (S(Xn), S(Yn))n∈Z
est une chaˆıne de Markov stationnaire sur [0,1[2 pour le noyau de transition
M de´fini par
M((u, v), ·) = 12(δ((u+IA+ (u)/2,(v+IA+(v)))/2) + δ((u+IA− (u))/2,(v+IA− (v))/2)).
Remarquons qu’un pas pour cette chaˆıne correspond a` une homothe´tie de
rapport 12 , dont le centre est choisi au hasard parmi (0,0) et (1,1) si (u, v) ∈
(A+×A+)∪ (A−×A−), parmi (0,1) et (1,0) si (u, v) ∈ (A+×A−)∪ (A−×
A+).
Re´ciproquement, si (Un, Vn)n∈Z est une chaˆıne de Markov stationnaire sur
[0,1[2 pour le noyau de transition M , alors (ξ(Un), ξ(Vn))n∈Z est une chaˆıne
de Markov stationnaire sur E′2 pour le noyau de transition N . On en de´duit
la caracte´risation suivante:
Proposition 8. Pour que FHε∞ = F
ε
∞, il faut et il suffit que la seule
probabilite´ invariante pour le noyau de transition M soit la loi uniforme sur
la diagonale de [0,1[2.
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Retour sur l ’exemple du Paragraphe 1.2. Reprenons les notations du
Paragraphe 1.2. Alors tout t ∈ [0,1[, la suite ξ(t) n’est autre que la suite
(εn(t))n≤0. Par conse´quent,
−1∑
n=−∞
2n−1
1 + εn(t)
2
= S(ξ(t)) = t.
D’apre`s l’expression de h obtenue a` la fin du paragraphe 1.2, on a donc
h(ξ(t)) =
∣∣∣∣∣1, si t ∈ [0, 13 [∩ [23 ,1[,−1, si t ∈ [13 , 23 [.
Autrement dit, A+ = [0, 13 [∩[
2
3 ,1[ et A
− = [13 ,
2
3 [.
On voit donc (figure 1) que (A+×A+)∪ (A−×A−) est une re´union de 5
carre´s de coˆte´ 13 obtenus en divisant le carre´ [0,1[
2 en 9, et (A+×A−)∪(A−×
A+) la re´union des 4 autres. Figure 1 qui suit montre le comportement d’une
chaˆıne de Markov de noyau M sur [0,1[2. Si la chaˆıne a pour loi initiale la loi
uniforme sur [0,1[2, la loi apre`s un pas est la loi uniforme sur une re´union de
18 carre´s de coˆte´ 16 , la loi apre`s deux pas est la loi uniforme sur une re´union
de 36 carre´s de coˆte´ 112 . . . . On voit que la loi apre`s n pas tend vers la loi
uniforme sur {(u, v) ∈ [0,1[2 :v− u ∈ 13Z}, qui est une probabilite´ invariante
pour le noyau de transition M .
2. Transformations homoge`nes de longueur finie: principaux re´sultats.
Dans cette partie, on fixe d ∈ N∗ et une application φ de {−1; 1}d dans
{−1; 1}. On note Φ :{−1; 1}Z →{−1; 1}Z la transformation de´finie par
Φ(x) = (φ(xn−d, . . . , xn−1)xn)n∈Z pour tout x= (xn)n∈Z ∈ {−1; 1}
Z.
Pour tout α ∈ {−1; 1}, on note fα l’application de {−1; 1}
d dans {−1; 1}d
de´finie par
fα(x1, . . . , xd) = (x2, . . . , xd, αφ(x1, . . . , xd))
quel que soit (x1, . . . , xd) ∈ {−1; 1}
d. Par construction, les applications f+ et
f− ve´rifient
(εn−d+1, . . . , εn) = fHnεn(εn−d, . . . , εn−1),
avec Hn = φ(εn−d, . . . , εn−1).
2.1. La relation d ’accordabilite´. Adaptons l’e´nonce´ du The´ore`me 6 a`
notre situation, dans laquelle Hn ne de´pend que de (εn−d, . . . , εn−1) et les
noyaux de transition Nn ne de´pendent pas de n.
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Fig. 1. Le premier carre´ indique les parties (A+ ×A+) ∪ (A− ×A−) (carre´s hachure´s)
et (A+ ×A−)∪ (A− ×A+) (carre´s blancs). Les suivants indiquent (en noir) les positions
atteignables en un pas, en deux pas, en trois pas, et apre`s une infinite´ de pas.
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Proposition 9. Dans l ’e´nonce´ du The´ore`me 6, on peut remplacer l ’espace
E = {−1,1}−N par Ed = {−1; 1}
d et les noyaux de transition Nn par les
probabilite´s de transition de´finies par
p((a, b), (f+(a), f+(b))) = p((a, b), (f−(a), f−(b))) =
1
2
pour tout (a, b) ∈E2d .
En effet, la donne´e d’une chaˆıne de Markov indexe´e par Z sur Ed =
{−1; 1}d pour ces probabilite´s de transition p est e´quivalente a` la donne´e
d’une chaˆıne de Markov indexe´e par Z sur E = {−1,1}−N pour les noyaux
Nn.
L’avantage de cette formulation est de se ramener a` l’e´tude d’une chaˆıne de
Markov sur un espace fini, ce qui nous ame`ne a` de´finir la relation d’accordabilite´.
De´finition 10. Si a, b ∈ Ed, on dit que a et b sont accordables si et
seulement si il existe une suite finie de signes α1, . . . , αl tels que la compose´e
fαl ◦ · · · ◦ fα1 prenne la meˆme valeur en a et b. Plus ge´ne´ralement on dit que
des e´le´ments a1, . . . , am ∈Ed sont simultane´ment accordables si et seulement
si il existe une suite finie de signes α1, . . . , αl tels que la compose´e fαl ◦· · ·◦fα1
prenne la meˆme valeur en a1, . . . , am.
L’accordabilite´ simultane´e de tous les e´le´ments de Ed co¨ıncide avec la
notion de “point collapsing semigroup” (pour le semigroupe associe´ a` f+ et
f−) introduite par Rosenblatt [5].
Attention! La relation d’accordabilite´ n’est pas transitive en ge´ne´ral.
L’accordabilite´ simultane´e est donc plus forte que l’accordabilite´ deux-a`-
deux.
En termes de chaˆınes de Markov sur E2d , dire que a et b sont accordables
revient a` dire que la diagonale de E2d est atteignable depuis (a, b). Comme la
diagonale est une classe re´currente, tout couple (a, b) forme´ de deux e´le´ments
accordables distincts est un e´tat transitoire.
Ces remarques permettent d’obtenir une condition ne´cessaire et suffisante
de conservation de l’information plus ope´ratoire que celle de la Proposi-
tion 9. Le the´ore`me ci-dessous, du moins l’e´quivalence (1)⇔ (3), peut eˆtre
vu comme une conse´quence du The´ore`me 1 de Rosenblatt [5], meˆme si la
de´monstration de l’implication (1)⇒ (3) y est pour le moins elliptique. Nous
faisons le point sur les liens entre le The´ore`me 1 de Rosenblatt [5] et nos
re´sultats dans le paragraphe suivant.
The´ore`me 11. Il y a e´quivalence entre:
(1) FHε∞ =F
ε
∞;
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(2) tous les e´le´ments de Ed sont deux-a`-deux accordables;
(3) tous les e´le´ments de Ed sont simultane´ment accordables.
De´monstration. L’implication (1)⇒ (2) est une conse´quence de la
Proposition 9: si toute chaˆıne de Markov indexe´e par Z pour les proba-
bilite´s de transition p(·, ·) vit sur la diagonale, la diagonale est la seule classe
re´currente. Par conse´quent, toute chaˆıne de Markov (indexe´e par N) partant
de (a, b) ∈E2d atteint en un temps fini la diagonale, ce qui montre que a et
b sont accordables.
On prouve l’implication (2)⇒ (3) en de´montrant par re´currence sur m ∈
[2 . . .2d] que m points quelconques a1, . . . , am ∈ Ed sont simultane´ment ac-
cordables. En effet, si g = fαl ◦ · · · ◦ fα1 accorde am−1 et am, alors il y a
au plus m− 1 points distincts parmi g(a1), . . . , g(am). L’accordabilite´ simul-
tane´e de g(a1), . . . , g(am) entraˆıne celle de a1, . . . , am.
L’implication (3)⇒ (1) est une conse´quence imme´diate de la Proposition 9
et du fait qu’une chaˆıne de Markov indexe´e par Z sur un espace d’e´tats fini
vit sur la re´union des classes re´currentes. 
Une de´monstration directe et constructive de l ’implication (3)⇒ (1). Voyons
une autre de´monstration indiquant comment retrouver la suite (εn)n∈Z a`
partir de la suite (Hnεn)n∈Z. Cette de´monstration est semblable a` celle de
Rosenblatt [5].
Par hypothe`se, on peut trouver une suite finie de signes α1, . . . , αl tels que
la compose´e fαl ◦ · · · ◦ fα1 soit constante. Comme (Hnεn)n∈Z est un jeu de
pile ou face, il existe presque suˆrement une infinite´ d’instants n≤ 0 tels que
(Hn−l+1εn−l+1, . . . ,Hnεn) = (α1, . . . , αl). Cela impose la valeur du d-uplet
(εn−d+1, . . . , εn) a` ces instants, et donc a` tout instant, en vertu de la relation
de re´currence (εn−d+1, . . . , εn) = fHnεn(εn−d, . . . , εn−1).
Plus pre´cise´ment, si fαl ◦ · · · ◦ fα1 est constante e´gale a` a, alors pour tout
n ∈Z,
(εn−d+1, . . . , εn) = fHnεn ◦ · · · ◦ fHk+1εk+1(a),
d’ou`
εn =Hnεnφ(fHn−1εn−1 ◦ · · · ◦ fHk+1εk+1(a)),
ou` k est le dernier instant avant n tel que (Hk−l+1εk−l+1, . . . ,Hkεk) =
(α1, . . . , αl). Cette e´galite´ exprime la suite (εn)n∈Z comme l’image de la
suite Φ((εn)n∈Z) = (Hnεn)n∈Z par une transformation homoge`ne Ψ. En no-
tant µ la loi uniforme sur {−1,1}Z, on a donc Ψ ◦Φ= Id µ-presque partout.
Mais comme la transformation Φ pre´serve la loi µ, on a aussi Φ ◦ Ψ = Id
µ-presque partout. Les transformations Φ et Ψ sont donc inverses l’une de
l’autre.
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Exemple: prenons d= 2 et φ : (x1, x2) 7→max(x1, x2), d’ou`Hn =max(εn−2,
εn−1) pour tout n ∈Z. La figure 2 montre les graphes de f+ et f−.
On voit que f2+ ◦ f− ◦ f+ envoie tous les points de {−1,1}
2 sur (1,1). Par
conse´quent, la filtration naturelle de (Hnεn)n∈Z est e´gale a` celle de (εn)n∈Z.
Pour reconstituer la suite (εn)n∈Z connaissant (Hnεn)n∈Z, on cherche dans
la suite (Hnεn)n∈Z les instants ou` les quatre derniers bits sont 1,−1,1,1.
A ces instants, les deux derniers bits de la suite (εn)n∈Z sont 1,1, ce qui
permet de reconstituer toute la suite apre`s ces instants.
2.2. Pre´cisions sur les liens avec les travaux de M. Rosenblatt. Dans le
Paragraphe 3 de [5], Rosenblatt s’inte´resse aux chaˆınes de Markov uniformes
sur un espace d’e´tats de´nombrable, c’est-a`-dire aux chaˆınes de Markov dont
les probabilite´s de transition issues d’un e´tat et range´es par ordre de´croissant
ne de´pendent pas de l’e´tat conside´re´ (autrement dit, les lignes de la matrice
de transition se de´duisent les unes des autres par permutation de leur coef-
ficients).
Notons E = {1,2, . . .} l’espace d’e´tats et (pi,j)i,j∈E la matrice de transi-
tion. L’hypothe`se d’uniformite´ se traduit par le fait que pour chaque e´tat i,
la liste ordonne´e des valeurs pi,j est une suite q1 ≥ q2 ≥ · · · qui ne de´pend
pas de i.
Rosenblatt conside`re une chaˆıne de Markov stationnaire (Xn)n∈Z de ma-
trice de transition (pi,j)i,j∈E. Il suppose en outre que les valeurs qk non nulles
sont toutes diffe´rentes. Cela lui permet de construire (presque suˆrement) une
suite (ξn)n∈Z de variables ale´atoires inde´pendantes de meˆme loi
∑
qkδk en
posant pour tout n ∈ Z et pour tout couple (i, j) tel que pi,j = qk > 0
ξn = k sur l’e´ve´nement [Xn−1 = i;Xn = j].
Les variables ale´atoires (ξn)n∈Z ainsi obtenues sont des “innovations” de
la filtration (FXn )n∈Z au sens ou` pour tout n ∈ Z, ξn est inde´pendante de
FXn−1 et F
X
n = F
X
n−1 ∨ σ(ξn). De plus, la suite (Xn)n∈Z ve´rifie une relation
de re´currence de la forme Xn = f(Xn−1, ξn) = fξn(Xn−1).
Fig. 2. Les fle`ches pleines indiquent l ’image par f+, les fle`ches creuses l ’image par f−.
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Une question naturelle est alors de savoir si la suite d’innovations (ξn)n∈Z
engendre la meˆme filtration que la chaˆıne de Markov (Xn)n∈Z. Dans son
The´ore`me 1, Rosenblatt affirme qu’une condition ne´cessaire et suffisante est
que le semigroupe engendre´ par les applications fk :x 7→ f(x,k) soit “point
collapsing,” c’est-a`-dire qu’il existe une compose´e d’applications fk qui est
constante. En re´alite´, Rosenblatt regarde plutoˆt le semigroupe engendre´
par les matrices Mk = (I[pi,j=qk])i,j∈E = (I[j=f(i,k)])i,j∈E , mais cela revient
au meˆme.
Notre The´ore`me 11 peut eˆtre vu comme un cas particulier du the´ore`me
1 de Rosenblatt, avec E = {−1,1}d, q1 = q2 =
1
2 , f1 = f+ et f2 = f−, Xn =
(εn−d+1, . . . , εn), ξn = 1 ou 2 selon queHnεn = 1 ou −1. Bien suˆr, l’hypothe`se
que les valeurs qk non nulles sont toutes diffe´rentes n’est pas ve´rifie´e dans
notre situation, mais elle ne joue aucun roˆle dans le The´ore`me 1 de Rosen-
blatt: elle a seulement servi a` de´finir les variables ξn sans avoir a` choisir un
ordre entre deux transitions de meˆme probabilite´ partant d’un meˆme e´tat.
Cependant, Rosenblatt ne de´montre vraiment qu’une implication: s’il ex-
iste une compose´e d’applications fk qui est constante, alors la suite (ξn)n∈Z
engendre la meˆme filtration que la chaˆıne de Markov (Xn)n∈Z. Mais pour
la re´ciproque, l’argument de Rosenblatt revient a` admettre l’ide´e intuitive
suivante: si l’on connaˆıt la suite (ξn)n∈Z, la seule chose qu’on puisse dire
de Xn est que Xn appartient a` l’intersection des images des compose´es
fξn ◦ fξn−1 ◦ · · · ◦ fξn−l+1 pour l ∈N. Dans notre cas, le The´ore`me 20 donne
un sens pre´cis a` cette affirmation et la de´montre.
Pour de´montrer l’implication (1)⇒ (3) dans le the´ore`me 11 (qui est un cas
particulier de l’implication non de´montre´e de Rosenblatt), nous avons utilise´
un argument de couplage, en conside´rant une chaˆıne de Markov sur E2d dont
les deux composantes sont des chaˆınes de Markov sur Ed gouverne´es par
les meˆmes innovations. Dans la Proposition 9.3.3 de sa the`se [2], S. Laurent
de´montre l’implication non de´montre´e par Rosenblatt pour une chaˆıne de
Markov uniforme et stationnaire sur un espace d’e´tats fini. L’argument de
Laurent (obtenu inde´pendamment de nous) est un argument de couplage
diffe´rent du notre, utilisant un crite`re qu’il appelle crite`re de Doeblin.
Signalons enfin que l’obtention d’applications constantes par composition
d’applications de type fξn est une ide´e utilise´e e´galement dans d’autres buts:
c’est par exemple le coeur de l’algorithme de couplage depuis le passe´ de
Propp et Wilson [4] qui fournit une simulation “exacte” de la probabilite´
invariante d’une chaˆıne de Markov sur un espace d’e´tats fini.
2.3. L’algorithme de Roland Bacher. L’algorithme de Roland Bacher cal-
cule la matrice d’adjacence de la relation d’accordabilite´. Le principe con-
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siste a` calculer par re´currence la matrice (An[i, j]) ou` An[i, j] vaut 1 si i et
j sont accordables en au plus n e´tapes et 0 sinon. On part de A0 = I et
on passe de An a` An+1 en changeant An[i, j] de 0 en 1 si et seulement si
An[i, j] = 0 et si An[f+(i), f+(j)] = 1 ou An[f−(i), f−(j)] = 1. On s’arreˆte de`s
que An =An+1.
Remarque. En fait, l’algorithme de Roland Bacher est une variante
plus rapide et plus simple a` programmer de l’algorithme ci-dessus, dans
laquelle les coefficients sont modifie´s de fac¸on dynamique.
Lemme 12. Deux points accordables sont accordables en au plus 2d−1×
(2d − 1) e´tapes.
De´monstration. Il suffit de remarquer que le nombre de coefficients
e´gaux a` 1 dans la matrice An varie entre 2
d et 22d et qu’il croˆıt strictement
par multiples de 2 avant d’atteindre la valeur limite. Un autre argument
est que si a et b sont accordables, alors un chemin minimal de (a, b) a` la
diagonale pour la chaˆıne de Markov sur E2d visite au plus une fois chaque
paire de la forme {(c, d); (d, c)}. 
La borne ci-dessus est loin d’eˆtre optimale, et on peut l’ame´liorer facile-
ment en utilisant la structure du graphe associe´ aux applications f+ et f−.
Par de´finition de f+ et de f−, tout e´le´ment (y1, . . . , yd) ∈Ed posse`de exacte-
ment deux ante´ce´dents par f+ et f− re´unis: ce sont les d-uplets (1, y1, . . . , yd−1)
et (−1, y1, . . . , yd−1). De plus, les ante´ce´dents de (y1, . . . , yd−1, yd) par f+ et
f− sont aussi les ante´ce´dents de (y1, . . . , yd−1,−yd) par f− et f+. Cela nous
ame`ne a` poser la de´finition suivante.
De´finition 13 (Points de convergence).
(1) On appelle point de convergence positif tout e´le´ment de Ed ayant
deux ante´ce´dents par f+ (et donc aucun pour f−).
(2) On appelle point de convergence ne´gatif tout e´le´ment de Ed ayant
deux ante´ce´dents par f− (et donc aucun pour f+).
(3) On appelle point ordinaire tout e´le´ment de Ed ayant un ante´ce´dent
par f+ et un par f−.
Proposition 14. Deux points accordables sont accordables en au plus
22d−2 e´tapes.
De´monstration. Notons S l’ensemble des paires d’e´le´ments de Ed.
On ve´rifie imme´diatement que pour tout α ∈ {−1,1} et x, y ∈ Ed, l’e´galite´
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f+(x) = fα(y) e´quivaut a` f−(x) = f−α(y). Cette remarque permet de de´finir
une relation d’e´quivalence sur S par
{a, b} ∼ {c, d} ⇐⇒ ∃α∈ {−1,1} :{f+(a), f+(b)}= {fα(c), fα(d)}.
Il est clair que si a et b sont accordables, alors un chemin minimal de (a, b)
a` la diagonale pour la chaˆıne de Markov sur E2d visite au plus une fois une
classe d’e´quivalence. Le nombre minimum d’e´tapes est donc majore´ par le
nombre de classes d’e´quivalence.
Etudions la classe d’e´quivalence d’une paire {a, b} ∈ S quelconque, suivant
que f+(a) et f+(b) sont ou non des points de convergence. Pour tout x=
(x1, . . . , xd) ∈Ed, on notera x˜= (−x1, x2, . . . , xd). Soit N le nombre de points
de convergence positifs. Alors N est aussi le nombre de points de convergence
ne´gatifs, donc il y a exactement 2d − 2N points ordinaires.
Si f+(a) = f+(b), alors ce point est un point de convergence et la classe
de {a, b} est re´duite a` {a, b}. Il y a N classes de cette forme (soit N paires).
Si f+(a) 6= f+(b) et si f+(a) et f+(b) sont des points de convergence, alors
la classe de {a, b} contient quatre e´le´ments: {a, b}, {a˜, b} {a, b˜} et {a˜, b˜}. Il
y a N(N − 1)/2 classes de cette forme [soit 2N(N − 1) paires].
Si f+(a) 6= f+(b) et s’il n’y a qu’un point de convergence parmi f+(a) et
f+(b), alors la classe de {a, b} contient deux e´le´ments: {a, b} et {a˜, b} si f+(a)
est le point de convergence et f+(b) le point ordinaire. Il y a N(2
d − 2N)
classes de cette forme [soit 2N(2d − 2N) paires].
Si f+(a) 6= f+(b) et si f+(a) sont des points ordinaires, alors la classe de
{a, b} est re´duite a` {a, b} et {a˜, b˜}. Mais ces paires sont confondues lorsque
f+(a) = f−(b) et distinctes dans le cas contraire. On obtient donc (2
d −
2N)/2 classes a` un e´le´ment [soit (2d−2N)/2 paires] et (2d−2N)(2d−2N −
2)/4 classes a` deux e´le´ments [soit (2d − 2N)(2d − 2N)/2 paires].
On ve´rifie bien que le nombre total de paires est
N +2N(N − 1) + 2N(2d − 2N) +
2d − 2N
2
+
(2d − 2N)(2d − 2N − 2)
2
,
soit 2
d(2d−1)
2 . Le nombre total de classes est
N +
N(N − 1)
2
+N(2d − 2N) +
2d − 2N
2
+
(2d − 2N)(2d − 2N − 2)
4
,
soit 4
d−2N2+2N
4 . Il est donc majore´ par 4
d−1. 
Remarque. La borne 22d−2 sur le nombre d’e´tapes ne´cessaires pour
accorder deux e´le´ments de Ed est optimale si d= 2. En effet, dans l’exemple
du Paragraphe 2.1, on voit que (1,−1) et (−1,−1) ne peuvent pas s’accorder
en moins de quatre coups. Pour d= 3 et φ : (x1, x2, x3) 7→max(x1,−x2), neuf
coups sont ne´cessaires pour accorder les triplets (1,1,−1) et (−1,1,−1).
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2.4. Etude d ’une chaˆıne de Markov sur l ’ensemble des parties de Ed.
Pour de´crire l’information perdue par la transformation Φ, nous allons utiliser
une chaˆıne de Markov sur l’ensemble des parties de Ed, note´ P(Ed).
Soit (ηn)n∈N∗ une suite de variables inde´pendantes de loi (δ−1 + δ1)/2.
Pour A ∈P(Ed), notons (X
A
n )n∈N la suite de variables ale´atoires de´finie par
XA0 = A et la relation de re´currence X
A
n = fηn(X
A
n−1). Alors (X
A
n )n∈N est
une chaˆıne de Markov sur P(Ed) pour les probabilite´s de transition de´finies
par
q(A,f+(A)) = q(A,f−(A)) =
1
2 .
Bien entendu, la suite des cardinaux des parties (XAn )n∈N est de´croissante.
Par ailleurs, si deux parties de Ed ve´rifient A ⊂ B, alors X
A
n ⊂ X
B
n pour
tout n ∈N.
Lemme 15. Soit M le nombre maximum d ’e´le´ments deux a` deux non
accordables. Alors presque suˆrement, Card(XEdn ) =M a` partir d’un certain
rang.
De´monstration. La de´monstration comporte deux parties:
Si une partie A ne contient que des points deux-a`-deux non accordables,
alors pour toute suite finie de signes α1, . . . , αn, les images par fαn ◦ · · · ◦ fα1
des e´le´ments de A sont deux-a`-deux distinctes, donc Card(XAn ) = Card(A)
pour tout n ∈N. En prenant pour A un ensemble de M points deux-a`-deux
non accordables, on obtient Card(XEdn )≥Card(X
A
n ) =M .
Si une partie A est un e´tat re´current de la chaˆıne, alors la de´croissance de
Card(XAn ) impose que Card(X
A
n ) = Card(A) pour tout n ∈N. Par conse´quent,
A ne contient que des points deux-a`-deux non accordables (sinon, le cardi-
nal diminuerait avec probabilite´ strictement positive), d’ou` Card(A) ≤M .
Comme (XEdn )n∈N est une chaˆıne de Markov sur un espace d’e´tats fini, elle
finit presque suˆrement dans une composante re´currente d’ou` Card(XEdn )≤
M a` partir d’un certain rang. 
En choisissant un entier naturel l tel que P [Card(XEdl ) =M ] > 0, on
obtient:
Corollaire 16. Soit M le nombre maximum d ’e´le´ments deux a` deux
non accordables. Il existe une suite finie de signes α1, . . . , αl telle que fαl ◦
· · · ◦ fα1(Ed) soit un ensemble forme´ de M e´le´ments deux-a`-deux non ac-
cordables.
Corollaire 17. Soit M le nombre maximum d ’e´le´ments deux a` deux
non accordables et C l ’ensemble des e´tats re´currents de P(Ed) a`M e´le´ments.
Alors C est une classe re´currente.
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De´monstration. En effet, soient α1, . . . , αl ∈ {−1,1} tels que l’ensemble
A = fαl ◦ · · · ◦ fα1(Ed) soit forme´ de M e´le´ments deux-a`-deux non accord-
ables. Alors pour tout B ∈ C, fαl ◦ · · · ◦ fα1(B) ⊂ A et Card(fαl ◦ · · · ◦
fα1(B)) =M , d’ou` fαl ◦ · · · ◦ fα1(B) = A, ce qui montre que l’e´tat A est
accessible depuis tout e´tat B ∈ C. Par conse´quent, A communique avec tout
e´tat B ∈ C. 
Nous allons maintenant nous inte´resser aux chaˆınes de Markov indexe´es
par Z sur C (pour les probabilite´s de transition de´finies au de´but du para-
graphe):
Proposition 18. Soit (Xn)n∈Z une chaˆıne de Markov sur C, gouverne´e
par un jeu de pile ou face (ηn)n∈Z: pour tout n ∈ Z, Xn = fηn(Xn−1).
Alors il existe une application mesurable F :{−1,1}−N →C telle que presque
suˆrement Xn = F (ηn]) pour tout n ∈Z.
De´monstration. Soit α1, . . . , αl une suite finie de signes comme dans le
Corollaire 16 et A= fαl ◦ · · · ◦ fα1(Ed). Alors presque suˆrement (ηk−l+1, . . . ,
ηk) = (α1, . . . , αl) pour une infinite´ de k ∈ −N, d’ou` Xk = A a` ces instants
k. Pour tout n ∈Z et pour tout k ≤ n, on a donc Xn = fηn ◦ · · · ◦fηk+1(A) ou`
k est le dernier instant avant n tel que (ηk−l+1, . . . , ηk) = (α1, . . . , αl). Cette
e´criture fournit une application F (de´finie presque partout) telle que pour
tout n ∈Z, Xn = F (ηn]) presque suˆrement. 
2.5. Description de l ’information perdue. Nous allons voir que l’applica-
tion F fournie par la Proposition 18 joue un roˆle-cle´ dans la description de
l’information perdue. Enonc¸ons de´ja` un premier re´sultat dans ce sens:
Proposition 19. Soit F :{−1,1}−N → C l’application fournie par la
Proposition 18. Alors presque suˆrement, (εn−d+1, . . . , εn) ∈ F ((Hε)n]) pour
tout n ∈Z.
De´monstration. La de´monstration est semblable a` celle de la Propo-
sition 18, et utilise la relation de re´currence
(εn−d+1, . . . , εn) = fHnεn(εn−d, . . . , εn−1).
Presque suˆrement (Hk−l+1εk−l+1, . . . ,Hkεk) = (α1, . . . , αl) pour une infinite´
de k ∈ −N, d’ou` (εk−d+1, . . . , εk) ∈ A = F ((Hε)k]) a` ces instants k. On en
de´duit par re´currence le re´sultat pour les instants ulte´rieurs. 
The´ore`me 20. Soit F :{−1,1}−N →C l ’application fournie par la Propo-
sition 18. Alors presque suˆrement, la loi de (εn−d+1, . . . , εn) sachant Φ(ε) est
la loi uniforme sur F ((Hε)n]).
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Avant de de´montrer le the´ore`me, commenc¸ons par e´tablir un lemme sim-
ple:
Lemme 21. Pour tout α ∈ Z, Φ−1(α) est un ensemble fini de cardinal
≤ 2d.
De´monstration. En effet, soient x1, . . . , x2
d+1 des e´le´ments de Φ−1(α).
Pour tout n ≥ 0, il existe deux indices i < j dans [1 . . .2d + 1] tels que
(xin, . . . , x
i
n+d−1) = (x
j
n, . . . , x
j
n+d−1), puisque Card(Ed) = 2
d. Choisissons deux
tels indices et notons-les in et jn. Une re´currence imme´diate montre que pour
tout n ≥ 0, les suites xin et xjn co¨ıncident apre`s l’instant n. Mais la suite
(in, jn)n≤0 est a` valeurs dans un ensemble fini et prend donc une infinite´ de
fois une meˆme valeur (i, j). Les suites xi et xj correspondantes sont donc
e´gales. 
Passons maintenant a` la de´monstration du The´ore`me 20:
De´monstration du The´ore`me 20. Soit M le nombre maximum
d’e´le´ments deux a` deux non accordables. On sait d’apre`s le The´ore`me 1 et le
Lemme 21 que la loi de ε sachant Φ(ε) est presque suˆrement uniforme sur un
ensemble fini de cardinal constant. Notons N ce cardinal. La de´monstration
comprend trois e´tapes:
E´tape 1. Pour tout n ∈ Z, la loi de (εk)k≥n sachant Φ(ε) est presque
suˆrement une loi uniforme sur un ensemble a` N e´le´ments.
En effet, notons Nn le nombre d’atomes de la loi de (εk)k≥n sachant
Φ(ε). Comme cette loi est (presque suˆrement) l’image de la loi de ε sachant
Φ(ε) par la projection canonique de {−1,1}Z sur {−1,1}[n...∞[, on en de´duit
que Nn ≤N presque suˆrement, et il suffit de montrer que Nn =N presque
suˆrement.
Comme la loi du couple (ε,Φ(ε)) est invariante par translation temporelle,
la loi de Nn est inde´pendante de n. Et comme la suite (Nn)n∈Z est presque
suˆrement de´croissante [puisque la loi (εk)k≥n+1 sachant Φ(ε) est l’image de
la loi de (εk)k≥n sachant Φ(ε) par la projection canonique de {−1,1}
[n...∞[
sur {−1,1}[n+1...∞[], elle est presque suˆrement constante.
Notons a1(α), . . . , aN (α) les atomes de la loi de ε sachant que Φ(ε) = α,
nume´rote´s de sorte que les applications ak soient mesurables de {−1,1}
Z
dans {−1,1}Z. Alors pour tout n ∈ Z, l’e´ve´nement [Nn = N ] est presque
suˆrement e´gal a` l’e´ve´nement “les restrictions de a1(Φ(ε)), . . . , aN (Φ(ε)) a`
[n . . .∞[ sont deux-a`-deux distinctes.” Donc P [Nn = N ]→ 1 quand n→
−∞. Comme Nn ne de´pend pas de n (presque suˆrement), on a donc Nn =N
presque suˆrement.
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E´tape 2. Pour tout n ∈ Z, la loi de (εn, . . . , εn+d−1) sachant Φ(ε) est
presque suˆrement une loi uniforme sur un ensemble a` N e´le´ments.
Cela de´coule du fait que la loi de (εn, . . . , εn+d−1) sachant Φ(ε) est presque
suˆrement l’image de la loi de (εk)k≥n sachant Φ(ε) par l’application (xk)k≥n 7→
(xn, . . . , xn+d−1) et que la restriction de cette application a` Φ
−1(α) est in-
jective pour tout α ∈ {−1,1}Z.
E´tape 3. Pour tout n ∈ Z, la loi de (εn−d+1, . . . , εn) sachant Φ(ε) est la
loi uniforme sur F ((Hε)n]).
D’apre`s la Proposition 19, cette loi est porte´e (presque suˆrement) par
F ((Hε)n]), qui posse`de M e´le´ments. On a donc N ≤M presque suˆrement
et il reste a` montrer que M ≤N presque suˆrement, c’est-a`-dire que la loi de
ε sachant Φ(ε) posse`de au moins M atomes.
Pour cela, on conside`re une chaˆıne de Markov sur l’ensemble S desM -uplets
d’e´le´ments de Ed deux-a`-deux non accordables. Si (a1, . . . , aM ) ∈ S, alors
(f+(a1), . . . , f+(aM )) ∈ S et (f−(a1), . . . , f−(aM )) ∈ S, ce qui permet de de´finir
des probabilite´s de transition sur S par
p((a1, . . . , aM ), (f+(a1), . . . , f+(aM ))) =
1
2 ,
p((a1, . . . , aM ), (f−(a1), . . . , f−(aM ))) =
1
2 .
Soit C ⊂ S une classe re´currente, et soit (X1n, . . . ,X
M
n )n∈Z une chaˆıne de
Markov stationnaire sur C pour les probabilite´s de transition p. Les argu-
ments de la Proposition 5 montrent qu’il existe des jeux de pile ou face
(ξ1n)n∈Z, . . . , (ξ
M
n )n∈Z ayant meˆme image par Φ tels que presque suˆrement,
Xkn = (ξ
k
n−d+1, . . . , ξ
k
n) pour tout k ∈ [1 . . .M ] et pour tout n ∈ Z. Ces jeux
de pile ou face sont presque suˆrement distincts deux-a`-deux, puisque pour
tout n ∈Z, les d-uplets Xkn = (ξ
k
n−d+1, . . . , ξ
k
n) sont tous diffe´rents.
Notons µ la loi uniforme sur {−1,1}Z. Pour tout α ∈ {−1,1}Z, notons
ν(α, ·) la loi de ε sachant Φ(ε) = α. Soit ζ l’image commune par Φ des jeux
de pile ou face ξ1, . . . , ξM . Alors pour tout k ∈ [1 . . .M ] le couple (ζ, ξk) a
meˆme loi que (Φ(ε), ε). Comme la loi ν(α, ·) est atomique pour µ-presque
tout α ∈ {−1,1}Z, on en de´duit que presque suˆrement, ξ1, . . . , ξM sont des
atomes de la loi ν(ζ, ·). Donc ν(α, ·) posse`de au moins M atomes pour µ-
presque tout α. 
A partir du The´ore`me 20, il est tre`s facile d’obtenir un comple´ment
inde´pendant a` FHεn pour obtenir F
ε
n:
Corollaire 22. Soit F :{−1,1}−N → C l ’application fournie par la
Proposition 18. Pour tout A ∈ C, nume´rotons de 1 a` M les e´le´ments de A.
Pour tout n ∈Z, notons Nn le nume´ro de (εn−d+1, . . . , εn) dans F ((Hε)n]).
Alors presque suˆrement,
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• Nn suit la loi uniforme sur {1, . . . ,M};
• Nn est inde´pendante de F
Hε
∞ ;
• Fεn =F
Hε
n ∨ σ(Nn).
Remarque. Il est facile de reconstituer la suite εn] a` partir de la suite
(Hε)n] et de la variable ale´atoire Nn. En effet, (εn−d+1, . . . , εn) est l’e´le´ment
de nume´ro Nn dans l’ensemble F ((Hε)n]). Par ailleurs, pour toute partie
A ∈ C, f+ et f− induisent des bijections de A dans leur image, puisque A,
f+(A) et f−(A) sont de cardinal M . Connaissant εn−d+1, . . . , εn et (Hε)n],
la relation (εn−d+1, . . . , εn) = fHnεn(εn−d, . . . , εn−1) de´termine comple`tement
l’e´le´ment (εn−d, . . . , εn−1) dans l’ensemble F ((Hε)n−1]). On continue par
re´currence de´croissante.
2.6. L’information perdue est un nombre fini de bits inde´pendants. Nous
avons vu dans la de´monstration du The´ore`me 20 que la loi de ε sachant
Φ(ε) est (presque suˆrement) uniforme sur un ensemble a` M e´le´ments, ou`
M est le nombre maximum d’e´le´ments de Ed deux-a`-deux non accordables.
Nous allons voir que ce nombre M est ne´cessairement une puissance de
2. Par conse´quent, l’information perdue par la transformation Φ peut eˆtre
repre´sente´e par un nombre fini de bits inde´pendants.
The´ore`me 23. Il existe un entier k ∈ [0 . . . d] tel que 2k est le nombre
maximum d ’e´le´ments de Ed deux a` deux non accordables, et tel que pour
tout a ∈Ed, 2
d−k est le nombre maximum d ’e´le´ments de Ed simultane´ment
accordables avec a.
La de´monstration du The´ore`me 23 s’appuie sur les deux propositions ci-
dessous.
Proposition 24. Pour tout a ∈ Ed, soit N(a) le nombre maximum
d ’e´le´ments de Ed simultane´ment accordables avec a. Alors N(a) ne de´pend
pas de a.
De´monstration. Soit a0 ∈ Ed tel que N(a0) soit maximum. Soit F
un ensemble de N(a0) e´le´ments simultane´ment accordables avec a0. Comme
chaque e´le´ment de Ed a exactement deux ante´ce´dents par f+ et f− re´unis, on
a donc Card(f−1+ (F ))+Card(f
−1
− (F )) = 2Card(F ). Mais f
−1
+ (F ) et f
−1
− (F )
sont constitue´es chacune de points simultane´ment accordables et Card(F )
est le nombre maximum d’e´le´ments de Ed simultane´ment accordables. On
en de´duit que Card(f−1+ (F )) = Card(f
−1
− (F )) = Card(F ), ce qui montre que
N(a) = N(a0) pour les deux ante´ce´dents de a0 par f+ et f−. Comme on
peut atteindre a0 par d images directes par f+ ou f− depuis n’importe quel
point de Ed, on en de´duit que N(a) est inde´pendant de a. 
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Dans toute la suite, on notera N le nombre maximum d’e´le´ments simul-
tane´ment accordables de Ed, si bien que N =N(a) pour tout a ∈Ed.
Proposition 25. Soit α1, . . . , αl une suite finie de signes telle que la
compose´e fαl ◦ · · · ◦ fα1 accorde N e´le´ments en un e´le´ment a1 et telle que
l ’ensemble A= fαl ◦ · · · ◦fα1(Ed) soit forme´ de M e´le´ments deux-a`-deux non
accordables. Alors les images re´ciproques des e´le´ments de A par fαl ◦· · ·◦fα1
sont toutes de cardinal N .
L’existence d’une suite finie de signes ve´rifiant les conditions de la Propo-
sition 25 de´coule des arguments de la partie 2.3: on commence par accorder
simultane´ment N points, puis on compose au hasard par f+ et f−. Le
the´ore`me de´coule imme´diatement de la Proposition 25. En effet, comme
les images re´ciproques des e´le´ments de A par fαl ◦ · · · ◦ fα1 forment une
partition de Ed, on en de´duit imme´diatement la relation MN = 2
d.
De´monstration. Soient a1, . . . , aM les e´le´ments de A. Pour tout k ∈
[1 . . .M ], notons Fk = (fαl ◦· · · ◦fα1)
−1(ak) et Nk =Card(Fk). Alors Nk ≤N
puisque les e´le´ments de Fk sont simultane´ment accordables, ce qui entraˆıne
2d =N1 + · · ·+NM ≤MN .
Pour montrer que Nk =N pour tout k ∈ [1 . . .M ], il suffit de montrer que
2d =MN . Pour cela, on note Xn = (εn−d+1, . . . , εn) pour tout n ∈ Z et on
remarque que
Xl = (fHlεl ◦ · · · ◦ fH1ε1)(X0),
d’ou`, par inde´pendance de X0 et (H1ε1, . . . ,Hlεl),
P [Xl = a1|(H1ε1, . . . ,Hlεl) = (α1, . . . , αl)]
= P [X0 ∈ F1|(H1ε1, . . . ,Hlεl) = (α1, . . . , αl)] = P [X0 ∈ F1] =
N
2d
.
Donc P [(εl−d+1, . . . , εl) = a1|Hε]≥
N
2d
avec probabilite´ strictement positive.
Mais d’apre`s le The´ore`me 20 cette probabilite´ conditionnelle est (presque
suˆrement) a` valeurs dans {0, 1M }. Donc
1
M ≥
N
2d
, d’ou` 2d ≥MN , ce qui donne
l’e´galite´ voulue. 
Maintenant que la relation MN = 2d est e´tablie, on peut a posteriori
affaiblir les hypothe`ses de la Proposition 25.
Corollaire 26. Soit fαl ◦ · · · ◦ fα1 une compose´e de f+ et f− re´alisant
un accord maximal, c’est-a`-dire telle que l ’ensemble A= fαl ◦ · · · ◦ fα1(Ed)
soit forme´ de M e´le´ments deux-a`-deux non accordables. Alors les images
re´ciproques des e´le´ments de A par fαl ◦ · · · ◦ fα1 sont toutes de cardinal N .
26 J. BROSSARD ET C. LEURIDAN
De´monstration. Il suffit de reprendre le de´but de la de´monstration
de la Proposition 25 en remarquant que les ine´galite´s Nk ≤ N et l’e´galite´
N1 + · · ·+NM = 2
d =MN entraˆınent Nk =N pour tout k. 
Corollaire 27. Il existe une partition de Ed en M parties disjointes
forme´es chacune de N e´le´ments simultane´ment accordables.
Dans la de´monstration de l’e´galite´ MN = 2d que nous avons donne´e, la fin
(de´monstration de l’ine´galite´ MN ≤ 2d) utilise les arguments probabilistes
du The´ore`me 20. Nous proposons ci-dessous une de´monstration combinatoire
directe et constructive du Corollaire 27, et par la`-meˆme du The´ore`me 23.
La de´monstration repose sur les deux lemmes suivants:
Lemme 28. Soit F une partie de Ed forme´e de N e´le´ments simul-
tane´ment accordables. Alors l ’image re´ciproque de F par f+ et f− est forme´e
de N e´le´ments simultane´ment accordables.
De´monstration. Il suffit de reprendre le de´but la de´monstration de
Proposition 24 en remarquant que les ine´galite´s Card(f−1+ (F )) ≤ N et
Card(f−1− (F ))≤N , et l’e´galite´ Card(f
−1
+ (F )) + Card(f
−1
− (F )) = 2Card(F )
entraˆınent Card(f−1+ (F )) = Card(f
−1
− (F )) =N . 
Lemme 29. Soient F1, . . . , Fk des parties disjointes de Ed forme´e cha-
cune de N e´le´ments simultane´ment accordables, et g une compose´e de f+
et f− constante sur chacune de ces parties. Notons c1, . . . , ck la valeur prise
par g sur les parties F1, . . . , Fk. Alors:
• Les e´le´ments c1, . . . , ck sont deux-a`-deux non accordables, et donc k ≤M .
• Si F1 ∪ · · · ∪ Fk 6= E (en particulier si k <M), on peut construire k + 1
parties disjointes de Ed forme´e chacune de N e´le´ments simultane´ment
accordables, et une compose´e de f+ et f− constante sur chacune de ces
parties.
De´monstration. Le premier point est imme´diat: s’il existait deux in-
dices i < j tels que les points ci et cj soient accordables par une compose´e
h, alors la compose´e h ◦ g accorderait les 2M e´le´ments de Fi ∪ Fj .
Montrons le second point: soit donc a ∈Ed \ (F1∪ · · ·∪Fk) et ck+1 = g(a).
Alors ck+1 est diffe´rent de c1, . . . , ck (sinon, on obtiendrait N + 1 e´le´ments
simultane´ment accordables en ajoutant a a` l’une des parties F1, . . . , Fk). Soit
h une compose´e de f+ et f− envoyant c1 sur a. Alors les images re´ciproques
de c1, . . . , ck, ck+1 par g ◦ h ◦ g sont forme´es chacune de N e´le´ments simul-
tane´ment accordables. 
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Une application re´pe´te´e du Lemme 29 fournit une partition de Ed en
M parties disjointes forme´es chacune de N e´le´ments simultane´ment accord-
ables, ce qui de´montre le Corollaire 27 et le The´ore`me 23.
2.7. Majoration du nombre de bits perdus et condition suffisante de con-
servation de l ’information. A l’aide du Lemme 21 et du The´ore`me 23,
on voit imme´diatement que la transformation Φ : (xn)n∈Z 7→ (φ(xn−d, . . . ,
xn−1)xn)n∈Z fait perdre au plus d bits d’informations. On peut ame´liorer
cette borne en faisant quelques hypothe`ses simples sur la loi du processus
stationnaire (Hn)n∈Z de´fini par Hn = φ(εn−d, . . . , εn−1).
The´ore`me 30. Soit p ∈ [0 . . . d]. S ’il existe (h1, . . . , hd) ∈ {−1,1}
d tel
que P [(H1, . . . ,Hd) = (h1, . . . , hd)]>
1
2p+1 , la transformation Φ perd au plus p
bits d ’information. En particulier, si P [(H1, . . . ,Hd) = (1, . . . ,1)] >
1
2 ou si
P [(H1, . . . ,Hd) = (−1, . . . ,−1)]>
1
2 , la transformation Φ conserve l ’informa-
tion.
De´monstration. Supposons que P [(H1, . . . ,Hd) = (h1, . . . , hd)]>
1
2p+1 .
On sait d’apre`s le The´ore`me 20 que la loi de (ε1, . . . , εd) sachant Φ(ε) est la
loi uniforme sur un ensemble a` M e´le´ments. Par conse´quent,
P [(H1, . . . ,Hd) = (h1, . . . , hd)]
= P [(ε1, . . . , εd) = (h1H1ε1, . . . , hdHdεd)]≤
1
M
,
puisque (h1H1ε1, . . . , hdHdεd) est une fonction de Φ(ε). On a donc
1
2p+1
< 1M .
Comme M est une puissance de 2, cela entraˆıne M ≤ 2p. 
Remarque. Comme le d-uplet (H1, . . . ,Hd) peut prendre au plus 2
d
valeurs, on peut toujours appliquer le The´ore`me 30 avec p = d. Nous ver-
rons au paragraphe 3.2 une condition ne´cessaire et suffisante pour que la
transformation Φ perde exactement d bits d’information.
Le corollaire ci-dessous montre que si la variable H1 est trop proche d’une
variable ale´atoire de´terministe, la transformation Φ conserve l’information.
Corollaire 31. Si P [H1 6= 1] <
2p+1−1
2p+1d
, la transformation Φ perd au
plus p bits d ’information. En particulier, si P [H1 6= 1]<
1
2d , la transforma-
tion Φ conserve l ’information.
De´monstration. Il suffit d’e´crire, par e´quidistribution des variables
H1, . . . ,Hd,
P [(H1, . . . ,Hd) 6= (1, . . . ,1)]≤ dP [H1 6= 1]<
2p+1 − 1
2p+1
= 1−
1
2p+1
,
et d’appliquer le the´ore`me pre´ce´dent. 
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3. Transformations homoge`nes de longueur finie: exemples. Dans cette
partie, nous donnons des conditions suffisantes de perte ou de conservation
de l’information, ainsi que de nombreux exemples illustrant les re´sultats de
la deuxie`me partie.
3.1. Longueur des transformations.
De´finition 32. On appelle transformation homoge`ne de longueur finie
toute application Φ :{−1; 1}Z →{−1; 1}Z de la forme
Φ(x) = (φ(xn−d, . . . , xn−1)xn)n∈Z pour tout x= (xn)n∈Z ∈ {−1; 1}
Z
avec d ∈N et φ :{−1; 1}d→{−1; 1}. Dans ce cas, le plus petit entier naturel
d tel qu’on puisse e´crire Φ sous cette forme s’appelle longueur de Φ.
Exemples: les seules transformations de longueur 0 sont Id et − Id. Les
seules transformations de longueur 1 sont Φ1 : (xn)n∈Z → (xnxn−1)n∈Z et
−Φ1.
Proposition 33. Si Φ et Ψ sont des transformations homoge`nes de
longueur p et q, alors Ψ ◦Φ est une transformation homoge`ne de longueur
p+ q.
De´monstration. Par hypothe`se, il existe des applications φ :{−1; 1}p→
{−1; 1} et ψ :{−1; 1}q →{−1; 1} telles que pour tout x= (xn)n∈Z ∈ {−1; 1}
Z,
Φ(x) = (φ(xn−p, . . . , xn−1)xn)n∈Z,
Ψ(x) = (ψ(xn−q, . . . , xn−1)xn)n∈Z.
Soit x = (xn)n∈Z ∈ {−1; 1}
Z, y = (yn)n∈Z = Φ(x) et z = (zn)n∈Z = Ψ(y).
Alors pour tout n ∈ Z,
zn = ψ(yn−q, . . . , yn−1)yn
= ψ(φ(xn−p−q, . . . , xn−1−q)xn−q, . . . , φ(xn−p−1, . . . , xn−2)xn−1)
× φ(xn−p, . . . , xn−1)xn
= θ(xn−p−q, . . . , xn−1)xn,
en notant pour tout (t1, . . . , tp+q) ∈ {−1,1}
p+q:
θ(t1, . . . , tp+q)
= ψ(φ(t1, . . . , tp)tp+1, . . . , φ(tq, . . . , tp+q−1)tp+q)φ(t1+q, . . . , tp+q).
Donc la transformation Ψ ◦Φ est homoge`ne de longueur ≤ p+ q. Pour mon-
trer qu’elle est vraiment de longueur p+q, il reste a` ve´rifier que θ(t1, . . . , tp+q)
de´pend effectivement de t1.
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Par hypothe`se, les applications φ et ψ de´pendent effectivement de la
premie`re variable, autrement dit, il existe α2, . . . , αp, β2, . . . , βq ∈ {−1,1} tels
que
φ(−1, α2, . . . , αp) 6= φ(1, α2, . . . , αp),
ψ(−1, β2, . . . , βq) 6= ψ(1, β2, . . . , βq).
De´finissons γ2, . . . , γp+q en posant γk = αk pour tout k ∈ [2 . . . p], γp+1 =
φ(1, α2, . . . , αp), et γp+k = φ(γk, . . . , γp+k−1)βk pour tout k ∈ [2 . . . q]. Soit
c= φ(γ1+q, . . . , γp+q). Alors
θ(−1, γ2, . . . , γp+q) = cψ(−1, β2, . . . , βq)
6= cψ(1, β2, . . . , βq)
= θ(1, γ2, . . . , γp+q)
ce qui montre que θ de´pend effectivement de la premie`re variable. 
Nous avons vu dans la de´monstration directe et constructive de l’implication
(3)⇒ (1) du The´ore`me 11 que si Φ est une transformation homoge`ne de
longueur finie qui conserve l’information, elle posse`de un inverse Ψ qui est
e´galement une transformation homoge`ne. Mais par additivite´ des longueurs,
la transformation Ψ ne peut eˆtre de longueur finie, a` moins que Φ soit de
longueur 0.
Corollaire 34. L’inverse d ’une transformation homoge`ne de longueur
finie qui conserve l ’information, autre que ± Id, est une transformation ho-
moge`ne de longueur infinie.
3.2. Conditions suffisantes de perte d ’information. Nous allons voir trois
exemples simples de transformations faisant perdre de l’information: les
transformations paires, les transformations “dichotomiques” et les trans-
formations pour lesquelles f+ et f− sont bijectives.
Dans la suite, on conside`re une transformation Φ :{−1; 1}Z → {−1; 1}Z
de longueur d, associe´e a` φ :{−1; 1}d → {−1; 1}. On note Φ1 : (xn)n∈Z →
(xnxn−1)n∈Z. La transformation Φ1 est de longueur 1 et associe´e a` φ1 :x1 7→
x1. C’est l’exemple le plus simple de transformation faisant perdre de l’infor-
mation.
Nous allons voir que les transformations paires ou “dichotomiques” per-
dent de l’information simplement parce qu’elles s’e´crivent comme compose´es
(dans un sens ou dans l’autre) de Φ1 et d’une autre transformation.
Les transformations pour lesquelles f+ et f− sont bijectives, quant a` elles,
sont celles qui perdent le maximum d’information, soit un nombre de bits
e´gal a` leur longueur. Par la suite, nous les appelerons “transformations a`
perte maximum.”
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Les transformations paires.
Proposition 35. Il y a e´quivalence entre:
(1) Φ est paire;
(2) φ est impaire;
(3) il existe une application ψ :{−1; 1}d−1 → {−1; 1} telle que pour tout
(x1, . . . , xd) ∈ {−1; 1}
d, φ(x1, . . . , xd) = x1ψ(x1x2, . . . , xd−1xd);
(4) il existe une transformation Ψ de longueur d−1 telle que Φ=Ψ◦Φ1.
De´monstration. Les implications (1)⇒ (2)⇒ (3)⇒ (4) ⇒ (1) sont
imme´diates. 
Exemple: prenons d = 3 et φ(x1, x2, x3) = sgn(x1 + x2 + x3). Alors par
imparite´ de φ, pour tout (x1, x2, x3) ∈ {−1; 1}
3,
φ(x1, x2, x3) = x1 sgn(1 + x1x2 + x1x3)
= x1max(x1x2, x1x3)
= x1max(x1x2,−x2x3).
Donc Φ = Ψ ◦ Φ1, ou` Ψ est la transformation de longueur 2 associe´e a`
ψ : (y1, y2) 7→max(y1,−y2).
Les transformations dichotomiques.
Proposition 36. Soit γ ∈ {−1,1}. Il y a e´quivalence entre:
(1) Il existe une partition de {−1,1}d en deux parties A et B telle que
fγ(A)⊂A, fγ(B)⊂B, f−γ(A)⊂B et f−γ(B)⊂A;
(2) il existe une application ψ :{−1; 1}d−1 →{−1; 1} telle que pour tout
(x1, . . . , xd) ∈ {−1; 1}
d, φ(x1, . . . , xd) = γxdψ(x1, . . . , xd−1)ψ(x2, . . . , xd);
(3) il existe une transformation Ψ de longueur d−1 telle que Φ= γ(Φ1 ◦
Ψ).
Lorsque ces conditions sont ve´rifie´es, A et B sont les graphes de ψ et −ψ (ou
inversement) et γ = φ(−1, . . . ,−1) = φ(1, . . . ,1). De plus, si A est le graphe
de ψ, chaque variable ale´atoire Xn = IA(εn−d+1, . . . , εn)−IB(εn−d+1, . . . , εn) =
εnψ(εn−d+1, . . . , εn−1) est inde´pendante de Φ(ε).
De´monstration. On de´montre les implications (1)⇒ (2)⇒ (3)⇒ (1),
la seule implication non imme´diate e´tant (1)⇒ (2). Supposons que la con-
dition (1) soit ve´rifie´e. Alors pour tout (x1, . . . , xd−1) ∈ {−1; 1}
d−1, l’un
des d-uplets (x1, . . . , xd−1,1) et (x1, . . . , xd−1,−1) appartient a` A et l’autre
a` B, puisque ce sont les images par f+ et f− (ou inversement) du d-
uplet (1, x1, . . . , xd−1). Par conse´quent, A est le graphe d’une application
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ψ :{−1; 1}d−1 → {−1; 1} et B est le graphe de −ψ. Mais pour tout x =
(x1, . . . , xd) ∈ {−1; 1}
d,
(x2, . . . , xd, γφ(x1, . . . , xd)) = fγ(x1, . . . , xd)
et fγ(x) ∈A⇔ x ∈A. On en de´duit que
γφ(x1, . . . , xd) = ψ(x2, . . . , xd) ⇐⇒ xd = ψ(x1, . . . , xd−1).
Comme toutes les quantite´s implique´es valent −1 ou 1, on a donc
γφ(x1, . . . , xd)ψ(x2, . . . , xd) = xdψ(x1, . . . , xd−1),
ce qui montre la condition (2). 
Remarque. La condition (3) semble beaucoup plus simple que (1) et
explique en particulier pourquoi une transformation dichotomique perd de
l’information. Mais d’un point de vue pratique, il est souvent bien plus facile
de trouver la partition de {−1,1}d en A et B que de deviner la fonction ψ,
ou ce qui revient au meˆme la transformation Ψ.
Exemple: prenons d= 3 et φ(x1, x2, x3) = min(x1x3, x2). On voit imme´di-
atement que la transformation Φ est dichotomique puisque A= {(−,+,+),
(+,+,−), (+,−,−), (−,−,−)} et B = {(−,−,+), (−,+,−), (+,−,+),
(+,+,+)} sont stables par f+, tandis que f− envoie A dans B et B dans A.
La partie A est le graphe de ψ : (x1, x2) 7→min(−x1, x2). Pour tout (x1, x2,
x3) ∈ {−1; 1}
3, on a en effet φ(x1, x2, x3) = x3min(−x1, x2)min(−x2, x3).
La ve´rification de cette e´galite´ est imme´diate (en discutant sur la valeur de
x2), mais il n’e´tait pas e´vident de deviner cette de´composition a priori.
Fig. 3. Les fle`ches pleines indiquent l ’image par f+, les fle`ches creuses l ’image par f−.
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Les transformations a` perte maximum.
Proposition 37. Il y a e´quivalence entre:
(1) La transformation Φ fait perdre d bits d’information;
(2) Les e´le´ments de Ed sont deux-a`-deux non accordables;
(3) Les applications f+ et f− sont bijectives;
(4) il existe une application ψ :{−1; 1}d−1 → {−1; 1} telle que pour tout
(x1, . . . , xd) ∈ {−1; 1}
d, φ(x1, . . . , xd) = x1ψ(x2, . . . , xd);
Lorsque ces conditions sont ve´rifie´es, chaque d-uplet (εn−d+1, . . . , εn) est
inde´pendant de Φ(ε).
De´monstration. L’implication (1)⇒ (2) de´coule des re´sultats du Para-
graphe 2.6. Les implications (2)⇒ (3)⇒ (4) sont imme´diates.
Montrons l’implication (4)⇒ (1) et la dernie`re affirmation: supposons que
φ soit de la forme φ(x1, . . . , xd) = x1ψ(x2, . . . , xd). Soit n ∈ Z. Alors quelles
que soient les parties finies I de N et J non vide de [1 . . . d],
E
[∏
i∈I
(Hn−iεn−i)
∏
j∈J
εn−j
]
= 0,
par inde´pendance des variables εk. En effet, le re´sultat est e´vident si I
est vide. Et si I est non vide et si m =max I , la variable dont on calcule
l’espe´rance s’e´crit comme le produit de εn−m−d par une fonction des variables
εk pour n−m−d+1≤ k ≤ n. Par conse´quent, le d-uplet (εn−d+1, . . . , εn) est
inde´pendant de Φ(ε)n], et meˆme de Φ(ε) par inde´pendance de (Φ(ε)k)k≥n+1
et de Fεn. Il suffit alors d’utiliser les re´sultats du Paragraphe 2.4. 
On peut se demander si toute transformation de longueur finie perdant
de l’information est la compose´e d’une transformation a` perte maximum et
d’autres transformations. Il n’en n’est rien, et nous verrons au paragraphe
3.4 un exemple de transformation inde´composable perdant de l’information
mais qui n’est pas une transformation a` perte maximum.
3.3. Un peu de de´nombrement. Soit d ∈N∗. Le nombre de transforma-
tions de longueur ≤ d est le nombre d’applications de φ :{−1; 1}d→{−1; 1},
soit 22
d
. Parmi ces transformations, comptons le nombre de transformations
simples faisant perdre de l’information.
Il y a exactement 22
d−1
transformations paires: autant que d’applications
φ impaires de {−1; 1}d dans {−1; 1}.
Il y a exactement 22
d−1
transformations dichotomiques: autant que d’applica-
tions ψ de {−1; 1}d−1 dans {−1; 1}. En effet, notons T le morphisme de
groupes qui a` une application ψ de {−1; 1}d−1 dans {−1; 1} associe l’application
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T (ψ) :{−1; 1}d →{−1; 1} de´finie par T (ψ)(x1, . . . , xd) = ψ(x1, . . . , xd−1)ψ(x2,
. . . , xd). On ve´rifie facilement que le noyau de T est forme´ des applications
constantes e´gales a` 1 ou −1. Par conse´quent, a` deux applications oppose´es de
{−1; 1}d−1 dans {−1; 1} correspondent deux transformations dichotomiques,
obtenues en prenant γ = 1 ou γ =−1.
Il y a exactement 22
d−1
transformations de longueur d a` perte maximum:
autant que d’applications ψ de {−1; 1}d−1 dans {−1; 1}.
Certaines transformations peuvent appartenir a` plusieurs cate´gories a` la
fois. Par exemple, la transformation Φ1◦Φ1, de longueur 2, est a` la fois paire,
dichotomique et a` perte maximum. Donnons les cardinaux des diffe´rentes
intersections pour d≥ 3 (voir figure 4).
Fig. 4.
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Il y a exactement 22
d−2
transformations paires de longueur d a` perte maxi-
mum: autant que d’applications φ de la forme φ(x1, . . . , xd) = x1ψ(x2, . . . , xd)
avec ψ :{−1; 1}d−1 →{−1; 1} paire (pour que φ soit impaire).
Il y a exactement 2.22
d−2
transformations paires et dichotomiques: en effet,
une application φ de la forme φ(x1, . . . , xd) = γxdψ(x1, . . . , xd−1)ψ(x2, . . . , xd)
avec γ ∈ {−1,1} et ψ :{−1; 1}d−1 → {−1; 1} est paire si et seulement si ψ
est paire ou impaire: si on note ψ˜(x1, . . . , xd−1) = ψ(−x1, . . . ,−xd−1), alors
T (ψ˜) = T (ψ), e´quivaut a` ψ˜ = ψ ou ψ˜ =−ψ.
Il y a exactement 22
d−2
transformations dichotomiques de longueur d a`
perte maximum: en effet, si φ est de la forme φ(x1, . . . , xd) = γxdψ(x1, . . . , xd−1)×
ψ(x2, . . . , xd) avec γ ∈ {−1,1} et ψ :{−1; 1}
d−1→{−1; 1}, alors x1φ(x1, . . . ,
xd) ne de´pend pas de x1 si et seulement si x1ψ(x1, . . . , xd−1) ne de´pend pas
de x1, c’est-a`-dire si ψ est de la forme ψ(x1, . . . , xd−1) = x1θ(x2, . . . , xd−1)
avec θ :{−1; 1}d−2→{−1; 1}.
Parmi ces transformations, les transformations paires sont celles pour
lesquelles l’application θ est paire ou impaire. Si d≥ 3, il y en a 2.22
d−3
. Le
nombre de transformations qui sont paires, dichotomiques ou de longueur d
a` perte maximum est donc 3.22
d−1
− 4.22
d−2
+2.22
d−3
. Le nombre de trans-
formations de longueur d a` perte maximum qui ne sont ni paires ni impaires
est 22
d−1
− 2.22
d−2
+ 2.22
d−3
.
3.4. Etude pour les petites valeurs de d.
Le cas ou` d = 2. Il est facile de passer en revue les 16 transformations
de longueur ≤ 2, ce qui donne les re´sultats suivants en fonction de la forme
de l’application φ :{−1; 1}2 → {−1; 1}. Dans la liste ci-dessous α,β, γ sont
des constantes valant −1 ou 1.
Si φ : (x1, x2) 7→ α, alors Φ = α Id est de longueur 0 et conserve l’information.
Si φ : (x1, x2) 7→ αx2, alors Φ = αΦ1 est de longueur 1 et perd un bit
d’information.
Si φ : (x1, x2) 7→ αx1, alors Φ = αΦ1 ◦Φ1 est de longueur 2 et perd deux
bits d’information.
Si φ : (x1, x2) 7→ αx1x2, alors Φ est de longueur 2 et perd deux bits d’informa-
tion.
Si φ : (x1, x2) 7→ αmax(βx1, γx2), alors Φ est de longueur 2 et conserve
l’information.
Remarque. Cette liste montre qu’une transformation Φ de longueur ≤
2 perd de l’information si et seulement si l’application φ : {−1; 1}2 →{−1; 1}
est “centre´e,” c’est-a`-dire qu’elle prend autant de fois la valeur −1 que la
valeur 1. Mais cette proprie´te´ ne subsiste pas pour des longueurs supe´rieures
a` 2, comme le montre l’exemple de la transformation dichotomique donne´e
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au paragraphe pre´ce´dent. Dans cet exemple, l’application φ :{−1; 1}3 →
{−1; 1} prend 6 fois la valeur −1 et 2 fois la valeur 1.
Le cas ou` d= 3. L’algorithme de Roland Bacher applique´ aux 256 appli-
cations de {−1; 1}3 dans {−1; 1} fournit la liste des 38 transformations de
longueurs ≤ 3 qui perdent de l’information. Le de´nombrement effectue´ au
paragraphe pre´ce´dent montre que ces 38 transformations sont toutes paires,
dichotomiques ou a` perte maximum, en incluant les deux transformations
de longueur 2 a` perte maximum Φ2 : (xn)n∈Z → (xnxn−1xn−2)n∈Z et −Φ2,
qui ne sont ni paires, ni dichotomiques. Parmi ces 38 transformations, seules
quatre correspondent a` des applications φ “non centre´es”: la transformation
dichotomique de l’exemple du Paragraphe 3.2 et ses trois compose´es avec
− Id (a` gauche, a` droite et des deux coˆte´s).
Fig. 5. Graphe de f+ et f−, et relation d ’accordabilite´.
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Le cas ou` d= 4. L’algorithme de Roland Bacher applique´ aux 65 536 ap-
plications de {−1; 1}3 dans {−1; 1} fournit la liste des 782 transformations
de longueur ≤ 4 qui perdent de l’information. Le de´nombrement effectue´
au paragraphe pre´ce´dent montre qu’il y a 712 transformations paires, di-
chotomiques ou de longueur 4 a` perte maximum.
On peut ajouter 14 transformations a` perte maximum de longueur ≤
3 ni paires, ni dichotomiques: 2 de longueur 2 et 12 de longueur 3. On
peut encore ajouter les compose´es de Φ2 et d’une autre transformation de
longueur 2 qui n’ont pas encore e´te´ comptabilise´es. . . Mais cela ne suffit pas
a` atteindre 782. Il y a donc des exemples “complique´s” de transformations
qui perdent de l’information. Nous donnons ici un exemple de transformation
inde´composable de longueur 4 qui perd 3 bits d’information.
Pour la clarte´ de la figure 5, on nume´rote de 0 a` 15 les e´le´ments de
{−1; 1}4 en donnant au quadruplet (α,β, γ, δ) le nume´ro 81+α2 + 4
1+β
2 +
21+γ2 +
1+δ
2 . Dans le graphe de f+ et f−, les fle`ches issues du quadruplet
nume´ro x sont alors dirige´es vers les quadruplets nume´ro 2x et 2x+1 (mod-
ulo 16). L’application φ :{−1; 1}4 →{−1; 1} prend la valeur 1 aux quadru-
plets nume´ro 0, 2, 3, 5, 8, 9, 10, 11, et la valeur −1 sur les huit autres
quadruplets.
On ve´rifie facilement que la relation d’accordabilite´ est une relation d’e´quivalen-
ce comportant 8 classes a` 2 e´le´ments chacune, si bien que la transformation
Φ perd 3 bits d’information.
Comme φ(−1,−1,−1,1) 6= φ(1,−1,−1,1), la transformation Φ est de
longueur 4 donc elle n’est pas a` perte maximum. Elle n’est pas paire puisque φ
n’est pas impaire, et elle n’est pas dichotomique puisque φ(−1,1,−1,1) 6=
−φ(1,−1,1,−1), ce qui est incompatible avec une de´composition de la forme
φ(x1, . . . , xd) = γxdψ(x1, . . . , xd−1)ψ(x2, . . . , xd).
On ne peut donc pas e´crire Φ comme compose´e d’une application de
longueur 3 et d’une application de longueur 1, puisque les seules applications
de longueur 1 sont Φ1 et −Φ1. On ne peut pas non plus e´crire Φ comme
compose´e de deux applications de longueur 2, puisqu’une application de
longueur 2 perd 0 ou 2 bits. La transformation Φ est donc inde´composable.
3.5. Trois exemples de transformations conservant l ’information. Nous
pre´sentons ici trois exemples de transformations homoge`nes de longueur
finie, dont nous montrons qu’elle conservent l’information graˆce a` la relation
d’accordabilite´.
Premier exemple. Hn = max(εn−a1 , . . . , εn−am) avec m ≥ 2 et am >
· · ·> a1 ≥ 1.
La transformation est de longueur d= am et est associe´e a` l’application
φ :{−1,1}d→{−1,1} de´finie par φ(x0, . . . , xd−1) = max(xd−a1 , . . . , xd−am).
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On peut supposer que le PGCD de a1, . . . , am vaut 1 sans perte de ge´ne´ralite´.
En effet, si c est un diviseur commun de a1, . . . , am, et si ak = cbk pour tout
k ∈ [1 . . .m], appliquer la transformation
(xn)n∈Z 7→ (max(xn−a1 , . . . , xn−am)xn)n∈Z
a` la suite (εn)n∈Z revient a` appliquer la transformation
(xn)n∈Z 7→ (max(xn−b1 , . . . , xn−bm)xn)n∈Z
aux suites (εcn+r)n∈Z pour r ∈ [0 . . . c− 1].
On utilise alors le fait classique suivant: si une partie de N contient 0
et est stable pour les translations n 7→ n+ ak, elle contient tous les entiers
naturels a` partir d’un certain rang n0.
Notons f+ et f− sont les applications associe´es a` φ. Soit (x0, . . . , xd−1) ∈
{−1,1}d. De´finissons la suite (xn)n∈Z de´finie par la relation de re´currence
xn = φ(xn−d, . . . , xn−1), qui s’e´crit aussi (xn−d+1, . . . , xn) = f+(xn−d, . . . , xn−1).
Alors l’ensemble des entiers n ≥ d − 1 ve´rifiant xn = 1 est stable pour les
translations n 7→ n + ak. Si xi = 1 pour un certain i ∈ [0 . . . d − 1], alors
xj = 1 en notant j = i+ d si i < d− 1 et j = i si i= d− 1. Donc xj+n = 1
pour tout n ≥ n0, d’ou` xn = 1 pour tout n ≥ n0 + 2d− 2. Par conse´quent,
fn0+2d−2+ accorde sur (1, . . . ,1) tous les d-uplets autres que (−1, . . . ,−1).
Comme f− envoie (−1, . . . ,−1) sur (−1, . . . ,−1,1) et (1, . . . ,1) sur (1, . . . ,
1,−1), la compose´e fn0+2d−2+ ◦ f− ◦ f
n0+2d−2
+ accorde sur (1, . . . ,1) tous les
e´le´ments de Ed.
Deuxie`me exemple. Hn =max(εn−d,−εn−c, ψ(εn−d, . . . , εn−1)) ou` d >
c≥ 1 et ψ est une application quelconque de {−1,1}d dans {−1,1}.
La transformation est associe´e a` une application φ :{−1,1}d → {−1,1}
de la forme φ(x1, . . . , xd) = max(x1,−xe+1, ψ(x1, . . . , xd)) avec e = d − c.
Autrement dit, l’application φ ve´rifie la proprie´te´ suivante:
Si x1 = 1 ou xe+1 =−1, alors φ(x1, . . . , xd) = 1.
Montrons que pour n assez grand, la compose´e (f− ◦ f+)
n accorde tous
les e´lements de Ed. Pour cela, prenons (x1, . . . , xd) ∈ {−1,1}
d et de´finissons
une suite (xn)n≥1 en posant pour tout n> d
xn = αnφ(xn−d, . . . , xn−1)
avec
αn =
∣∣∣∣+, si (2k − 1)d < n≤ 2kd,−, si 2kd < n≤ (2k +1)d.
Cette relation de re´currence s’e´crit aussi (xn−d+1, . . . , xn) = fαn(xn−d, . . . , xn−1).
Remarquons que pour tout n≥ 1,
xn = 1 =⇒ xn+d = αn+d,
xn =−1 =⇒ xn+c = αn+c.
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On en de´duit imme´diatement que les e dernie`res composantes du d-uplet
(x2d+1, . . . , x3d) valent −1. En effet, pour tout k ∈ [1 . . . e]:
– si xk+d = 1, alors xk+2d = αk+2d =−1, d’ou` xk+2d+c = αk+2d+c =−1;
– si xk+d =−1, alors xk+d+c = αk+d+c = 1, d’ou` xk+2d+c = αk+2d+c =−1.
Le meˆme raisonnement montre plus ge´ne´ralement que pour tout n ∈N∗,
les e dernie`res composantes du d-uplet (x2nd+1, . . . , x(2n+1)d) valent −1.
On utilise ensuite le fait suivant: pour tout n ∈N et pour tout k ∈ [e+
1 . . . d],
x2nd+k =−1 =⇒ x(2n+1)d+k−e = α(2n+1)d+k−e = 1
=⇒ x(2n+2)d+k−e = α(2n+2)d+k−e =−1.
Une re´currence imme´diate montre alors que pour tout n ∈N∗, les min(ne, d)
dernie`res composantes du d-uplet (x2nd+1, . . . , x(2n+1)d) valent −1. Par con-
se´quent, si n≥ d/e, la compose´e (f−◦f+)
n est constante e´gale a` (−1, . . . ,−1).
Troisie`me exemple. Hn = φ(εn−d, . . . , εn−1) ou` φ :{−1,1}
d→{−1,1}
est une application diffe´rente de l’application (x1, . . . , xd) 7→ xd ve´rifiant
φ(x1, . . . , xd)≥ xd pour tout (x1, . . . , xd) ∈ {−1,1}
d. Autrement dit:
– pour tout (x1, . . . , xd−1) ∈ {−1,1}
d−1, φ(x1, . . . , xd−1,1) = 1;
– il existe (x1, . . . , xd−1) ∈ {−1,1}
d−1 tel que φ(x1, . . . , xd−1,−1) = 1.
On voit imme´diatement que sous ces hypothe`ses, l’ensemble des d-uplets
finissant par 1 est stable pour l’application f+, et que f
d
+ envoie tous ces
d-uplets sur (1, . . . ,1). Mais comme f+ envoie au moins un d-uplet finissant
par −1 sur un d-uplet finissant par 1, l’application fd+1+ envoie ce d-uplet sur
(1, . . . ,1), comme tous les d-uplets finissant par 1.
On a donc 2d−1+1 e´le´ments simultane´ment accordables par fd+1+ . Comme
le nombre maximum d’e´le´ments simultane´ment accordables divise 2d, il vaut
donc 2d.
3.6. Questions relatives au de´centrage. A la fin de la deuxie`me partie,
nous avons montre´ que si une transformation de la forme Φ : (εn)n∈Z →
(Hnεn)n∈Z avec Hn = φ(εn−d, . . . , εn−1) ve´rifie P [Hn 6= 1]<
1
2d , elle conserve
l’information.
De fac¸on plus ge´ne´rale, on s’attend a` ce qu’une transformation homoge`ne
pour laquelle le processus pre´visible (Hn)n∈Z est tre`s de´centre´ (autrement
dit E[Hn] tre`s proche de 1 ou de −1) conserve l’information, puisqu’une
telle transformation est “proche” de ± Id. Nous savons que pour une trans-
formation homoge`ne de longueur ≤ d, la condition |E[Hn]| > 1 −
1
d assure
la conservation de l’information. Une question naturelle est de savoir si on
peut remplacer 1− 1d par une borne r < 1 inde´pendante de la longueur.
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Nous ne connaissons pas la re´ponse a` cette question, mais nous savons
que si une telle borne existe, elle est au moins e´gale a` 23 . En effet, il est
facile de construire des transformations homoge`nes perdant de l’information
pour lesquelles |E[Hn]| est arbitrairement proche de
2
3 ; on peut meˆme at-
teindre |E[Hn]|=
2
3 avec une transformation homoge`ne de longueur infinie.
L’ide´e pour construire de telles transformations est de regarder parmi les
transformations “dichotomiques.”
Un exemple de longueur infinie. Pour x= (xn)n∈−N ∈ {−1; 1}
−N, notons
m(x) =min{k ∈N :x−k = 1} et h(x) = (−1)
m(x), en convenant quem(x) = 0
si la suite (xn)n∈−N est constante e´gale a` −1. Soit Ψ la transformation de´finie
par Ψ(x) = (h(xn−1])xn)n∈Z pour tout x= (xn)n∈Z ∈ {−1; 1}
Z.
La compose´e Φ = Φ1 ◦Ψ perd au moins un bit d’information et transforme
le jeu de pile ou face (εn)n∈Z en (Hnεn)n∈Z, avec
Hn = εn−1h(εn−1])h(εn−2]).
On ve´rifie imme´diatement que sur l’e´ve´nement [εn−1 = −1], m(εn−2]) =
m(εn−1]) − 1 presque suˆrement, d’ou` Hn = 1, tandis que sur l’e´ve´nement
[εn−1 = 1], Hn = h(εn−2]), d’ou`
P [Hn 6= 1] = P [εn−1 = 1;m(εn−2]) impair] =
1
6 .
Par conse´quent E[Hn] = P [Hn = 1]−P [Hn =−1] =
2
3 .
Un exemple de longueur finie. Soit d ≥ 2. Pour obtenir une transfor-
mation Φ de longueur d, il suffit de modifier le´ge`rement la de´finition de
m(x) en posant m(x) = min{k ∈ [0, . . . , d− 2] :x−k = 1}, avec la convention
m(x) = d− 1 si x−k =−1 pour tout k ∈ [0, . . . , d− 2]. De cette fac¸on, m(x)
est bien une fonction de (x−d+2, . . . , x0), donc Ψ est de longueur d− 1 et Φ
est de longueur d. Avec ce changement, le calcul devient
P [Hn 6= 1] = P [εn−1 = 1;m(εn−2]) impair]
+P [εn−1 =−1;m(εn−1]) =m(εn−2]) = d− 1]
= P [εn−1 = 1]P [m(εn−2]) impair] +P [εn−1 = · · ·= εn−d =−1].
Or P [m(εn−2]) = k] =
1
2k+1
pour tout k ∈ [0 . . . d − 2] et P [m(εn−2]) = d −
1] = 1
2d−1
.
Si d= 2q avec q ∈N∗, on a donc
P [Hn 6= 1] =
1
2
q−2∑
l=0
1
4l+1
+
1
2d
+
1
2d
=
1
2
4q−1 − 1
3.4q−1
+
2
2d
=
1
6
2d +8
2d
.
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Si d= 2q +1, avec q ∈N∗ on a donc
P [Hn 6= 1] =
1
2
q−1∑
k=0
1
4k+1
+
1
2d
=
1
2
4q − 1
3.4q
+
1
2d
=
1
6
2d + 4
2d
.
Donc P [Hn 6= 1] est aussi proche de
1
6 qu’on veut.
Autres questions. Une autre question naturelle est de savoir si pour
une transformation dichotomique, on a ne´cessairement |E[Hn]| ≤
2
3 . Si on
reprend le jeu de pile ou face associe´ au de´veloppement dyadique d’un re´el
de´fini au Paragraphe 1.2, on peut ramener cette question a` un proble`me
d’analyse: notons ε0(t) = −1 pour 0 ≤ t <
1
2 et ε0(t) = 1 pour
1
2 ≤ t < 1.
A-t-on pour toute application mesurable 1-pe´riodique f :R→{−1,1},∣∣∣∣∫ 1
0
f(t)f(2t)ε0(t)dt
∣∣∣∣≤ 23?
L’ine´galite´ ci-dessus est une e´galite´ lorsque f vaut 1 sur les intervalles
[ 1
22k+1
, 1
22k
[ pour tout k ∈N et −1 ailleurs sur [0,1[. Remarquons que la
valeur absolue n’apporte rien de plus a` l’ine´galite´ puisque changer f en
f˜ : t 7→ f(−t) transforme l’inte´grale en son oppose´e.
Une dernie`re question provient de l’observation des re´sultats obtenus par
l’informatique. Pour d≥ 1 et φ :{−1; 1}d→{−1; 1}, appellons de´centrage de
φ la quantite´ Card(φ−1(1))− 2d−1. Lorsque d≤ 4, nous avons constate´ que
toutes les applications φ pour lesquelles la transformation Φ associe´e perd
de l’information ont un de´centrage pair. Cela reste-il vrai pour toute valeur
de d?
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