We consider a finite element approximation of elliptic partial differential equations with random coefficients. Such equations arise, for example, in uncertainty quantification in subsurface flow modelling. Models for random coefficients frequently used in these applications, such as log-normal random fields with exponential covariance, have only very limited spatial regularity, and lead to variational problems that lack uniform coercivity and boundedness with respect to the random parameter. In our analysis we overcome these challenges by a careful treatment of the model problem almost surely in the random parameter, which then enables us to prove uniform bounds on the finite element error in standard Bochner spaces. These new bounds can then be used to perform a rigorous analysis of the multilevel Monte Carlo method for these elliptic problems that lack full regularity and uniform coercivity and boundedness. To conclude, we give some numerical results that confirm the new bounds.
Introduction
Partial differential equations (PDEs) with random coefficients are commonly used as models for physical processes in which the input data are subject to uncertainty. It is often of great importance to quantify the uncertainty in the outputs of the model, based on the information that is available on the uncertainty of the input data.
In this paper, we consider elliptic PDEs with random coefficients, as they arise for example in subsurface flow modelling (see e.g. [11] , [10] ). The classical equations governing a steady state, single phase subsurface flow consist of Darcy's law coupled with an imcompressibility condition. Taking into account the uncertainties in the source terms f and the permeability a of the medium, this leads to a linear, second-order elliptic PDE with random coefficient a(ω, x) and random right hand side f (ω, x), subject to appropriate boundary conditions. Solving equations like this numerically can be challenging for several reasons. Models typically used for the coefficient a(ω, x) in applications can vary on a fine scale and have relatively large variances, meaning that in many cases we only have very limited spatial regularity. In the context of subsurface flow modelling, for example, a model frequently used for the permeability a(ω, x) is a homogeneous log-normal random field. That is a(ω, x) = exp[g(ω, x)], where g is a Gaussian random field. We show in §2.3 that for common choices of mean and covariance functions, in particular an exponential covariance function for g, trajectories of this type of random field are only Hölder continuous with exponent less than 1/2. Another difficulty sometimes associated with PDEs with random coefficients, is that the coefficients cannot be bounded uniformly in the random parameter ω. In the worst case, this leads to elliptic differential operators which are not uniformly coercive or uniformly bounded. This is for example true for log-normal random fields a(ω, x). Due to the nature of Gaussian random variables, a(ω, x) can in this case not be bounded from above or away from zero uniformly in ω. It is, however, possible to bound a(ω, x) for each fixed ω.
In this paper, we consider a finite element approximation (in space) of elliptic PDEs with random coefficients as described above, with particular focus on the cases where the coefficient a(ω, x) can not be bounded from above or away from zero uniformly in ω, and trajectories of a(ω, x) are only Hölder continuous. Indeed, if one assumes that the random coefficient a(ω, x) is sufficiently regular and can be bounded from above and away from zero uniformly in ω, the resulting variational problem is uniformly coercive and bounded, and the well-posedness of the problem and the subsequent error analysis are classical, see eg. [2, 12, 1, 3] . We here derive bounds on the finite element error in the solution in both L p (H 1 0 (D)) and L p (L 2 (D)) norms. Our error estimate crucially makes use of the observation that for each fixed ω, we have a uniformly coercive and bounded problem (in x). The derivation of the error estimate is then based on an elliptic regularity result for coefficients supposed to be only Hölder continuous, making the dependence of all constants on a(ω, x) explicit. We emphasise that we work in standard Bochner spaces with the usual test and trial spaces as in the deterministic setting. As such, our work builds on and complements [13, 5, 17, 9] which all are concerned with the well-posedness and numerical approximation of elliptic PDEs with infinite dimensional stochastic coefficients that are not uniformly bounded from above and below (e.g. log-normal coefficients).
Finally, applying the new finite element error bounds, we quantify the error committed in the multilevel Monte Carlo (MLMC) method. The MLMC analysis is motivated by [7] , where the authors recently demonstrated numerically the effectiveness of MLMC estimators for computing moments of various quantities of interest related to the solution u(ω, x) of an elliptic PDE with log-normal random coefficients. The MLMC method is a very efficient variance reduction technique for classical Monte Carlo, especially in the context of differential equations with stochastic data and stochastic differential equations. It was first introduced by Heinrich [19] for the computation of high-dimensional, parameter-dependent integrals, and has been analysed extensively by Giles [16, 15] in the context of stochastic differential equations in mathematical finance. Under the assumptions of uniform coercivity and boundedness, as well as full regularity, convergence results for the MLMC estimator for elliptic PDEs with random coefficients have recently also been proved in [3] . Here we consider the problem without these assumptions which is of particular interest in subsurface flow applications, where log-normal coefficients are most commonly used.
The outline of the rest of this paper is as follows. In §2, we present our model problem and assumptions, and recall from [5] , the main results on the error resulting from truncating the Karhunen-Loéve expansion in the context of log-normal coefficients. §3 is devoted to the establishment of the finite element error bound. We first prove a regularity result for elliptic PDEs with Hölder continuous coefficients, making explicit the dependence of the bound on ω. The full proof is given in the appendix. From this regularity result we then deduce the finite element error bound in the H 1 -seminorm, before also treating the case of the L 2 -norm and the contribution of the quadrature error. We also improve the bound given in [5] for the finite element error in the case of truncated KL-expansions of log-normal random fields, ensuring uniformity in K (the number of terms of the truncated expansion). In §4, we use the finite element error analysis from §3 to furnish a complete error analysis of the multilevel Monte Carlo method. To begin with, we present briefly the multilevel Monte-Carlo method for elliptic PDEs with random coefficients proposed in [7] , before providing a rigorous bound for the ε-cost. Finally, in §5 we present some numerical experiments, illustrating the sharpness of some of the results.
Preliminaries 2.1 Notation
Given a probability space (Ω, A, P) and a bounded Lipschitz domain D ⊂ R d , we introduce the following notation. For any k ∈ N, we define on the Sobolev space H k (D) the following semi-norm and norm:
We recall that, since D is bounded, the semi-norm | · | H k (D) defines a norm equivalent to the norm
For any real r ≥ 0, with r / ∈ N, set r = k + s with k ∈ N and 0 < s < 1, and denote by | · | H r (D) and · H r (D) the Sobolev-Slobodetskii semi-norm and norm, respectively, defined for v ∈ H k (D) by
The Sobolev space H r (D) is then defined as the space of functions v in H k (D) such that the integral |v| 2 H r (D) is finite. For 0 < s ≤ 1, the space H −s (D) denotes the dual space to H s 0 (D) with the dual norm.
In addition to the above Sobolev spaces, we also make use of the Hölder spaces C t (D), with 0 < t < 1, on which we define the following semi-norm and norm
The spaces C 0 (D) and C 1 (D) are as usual the spaces of continuous and continuously differentiable functions with the standard norms. Finally, we will also require spaces of Bochner integrable functions. To this end, let B be a Banach space with norm · B , and v : Ω → B be strongly measurable. With the norm
is defined as the space of all strongly measurable functions on which this norm is finite. In particular, we denote by L p (Ω, H k 0 (D)) the Bochner space where the norm on
The key task in this paper is keeping track of how the constants in the bounds and estimates depend on the coefficient a(ω, x) and on the mesh size h. Hence, we will almost always be stating constants explicitly. To simplify this task we shall denote constants appearing in Theorem/Proposition/Corollary x.x by C x.x . Constants that do not depend on a(ω, x) or h will not be explicitly stated. Instead, we will write b c for two positive quantities b and c, if b/c is uniformly bounded by a constant independent of a(ω, x) and of h.
Problem Setting
We consider the following linear elliptic partial differential equation (PDE) with random coefficients:
for almost all ω ∈ Ω. The differential operators ∇· and ∇ are with respect to x ∈ D. Let us formally define, for all ω ∈ Ω,
We make the following assumptions on the input random field a and on the source term f :
A1. a min ≥ 0 almost surely and 1/a min ∈ L p (Ω), for all p ∈ (0, ∞).
A2. a ∈ L p (Ω, C t (D)), for some 0 < t ≤ 1 and for all p ∈ (0, ∞).
The Hölder continuity of the trajectories of a in Assumption A2 implies that both quantities in (2.2) are well defined, that a max ∈ L p (Ω) and (together with Assumption A1) that a min (ω) > 0 and a max (ω) < ∞, for almost all ω ∈ Ω. We will here not make the assumption that we can bound a min (ω) away from zero and a max (ω) away from infinity, uniformly in ω, as this is not true for log-normal fields a, for example. Many authors work with such assumptions of uniform ellipticity and boundedness. We shall instead work with the quantities a min (ω) and a max (ω) directly. Note also that our assumptions on the (spatial) regularity of the coefficient function a are significantly weaker than what is usually assumed in the literature. Most other analyses of this problem assume at least that a has a gradient that lies in L ∞ (D). As we will see below, we could even weaken Assumptions A1 and A2 and only assume that a C t (D) and 1/a min have a finite number of bounded moments, i.e. 0 < p ≤ p a , for some fixed p a > 0, but in order not to complicate the presentation we did not choose to do this.
As usual in finite element methods, we will study the PDE (2.1) in weak (or variational) form, for fixed ω ∈ Ω. This is not possible uniformly in Ω, but almost surely. In the following we will not explicitly write this each time. With f (ω, ·) ∈ H t−1 (D) and 0 < a min (ω) ≤ a(ω, x) ≤ a max (ω) < ∞, for all x ∈ D, the variational formulation of (2.1), parametrised by ω ∈ Ω, is
where the bilinear form b ω and the linear functional L ω (both parametrised by ω ∈ Ω) are defined as usual, for all u, v ∈ H 1 0 (D), by
We say that for any ω ∈ Ω, u(ω, ·) is a weak solution of (2.1) iff u(ω, ·) ∈ H 1 0 (D) and satisfies (2.3). The following result is classical. It is based on the Lax-Milgram Lemma [18] . Lemma 2.1. For almost all ω ∈ Ω, the bilinear form b ω (u, v) is bounded and coercive in H 1 0 (D) with respect to | · | H 1 (D) , with constants a max (ω) and a min (ω), respectively. Moreover, there exists a unique solution u(ω, ·) ∈ H 1 0 (D) to the variational problem (2.3) and
The following proposition is a direct consequence of Lemma 2.1.
Theorem 2.2. The weak solution u of (2.1) is unique and belongs to L p (Ω, H 1 0 (D)), for all p < p * . Proof. First note that u : Ω → H 1 0 (D) is measurable, since u is a continuous function of a. The result then follows directly from Lemma 2.1, Assumptions A1 and A3 and from the Hölder inequality.
However, as usual in finite element methods we will require more (spatial) regularity of the solution u to be able to show convergence. We will come back to this in Section 3.1. First let us look at some typical examples of input random fields used in applications.
Log-normal Random Fields
A coefficient a(ω, x) of particular interest in applications of (2.1) is a log-normal random field, where a(ω, x) = exp [g(ω, x)] with g : Ω × D → R denoting a Gaussian field. We consider only mean zero homogeneous Gaussian fields with Lipschitz continuous covariance kernel
and for some norm · in R d . In particular, this may be the usual modulus x = |x| := (
A typical example of a covariance function used in practice that is only Lipschitz continuous is the exponential covariance function given by 6) for some parameters σ 2 (variance) and λ (correlation length).
With this type of covariance function, it follows from Kolmogorov's Theorem [8] that, for all t < 1/2, the trajectories of g belong to C t (D) almost surely. More precisely, Kolmogorov's Theorem ensures the existence of a versiong of g (i.e. for any x ∈ D, we have g(·, x) =g(·, x) almost surely) such thatg(ω, ·) ∈ C t (D), for almost all ω ∈ Ω. In particular, we have for almost all ω, that g(ω, ·) =g(ω, ·) almost everywhere. We will identify g withg in what follows.
Built on the Hölder continuity of the trajectories of g and using Fernique's Theorem [8] , it was shown in [5] that Assumption A1 holds and that a ∈ L p (Ω, C 0 (D)), for all p ∈ (0, ∞).
Lemma 2.3. Let g be Gaussian with covariance (2.5). Then the trajectories of the log-normal field a = exp g belong to C t (D) almost surely, for all t < r, and
Proof. Fix ω ∈ Ω and t < 1/2. Since the trajectories of g belong to C t (D) almost surely, we have
for any x, y ∈ D. Now, a max (ω) |g(ω)| C t < ∞ almost surely, and so the result follows by taking the supremum over all x, y ∈ D.
Lemma 2.3 can in fact be generalised from the exponential function to any smooth function of g.
Proposition 2.4. Let g be a mean zero Gaussian field with covariance (2.5). Then Assumptions A1-A2 are satisfied for the log-normal field a = exp g with any t < 1 2 . Proof. Clearly by definition a min ≥ 0. The proof that 1/a min ∈ L p (Ω), for all p ∈ (0, ∞), is based on an application of Fernique's Theorem [8] and can be found in [5, Proposition 2.2]. To prove Assumption A2 note that, for all t < 1/2 and
. Thus the result follows from Lemma 2.3 and an application of Hölder's inequality.
Smoother covariance functions, such as the Gaussian covariance kernel
which is analytic on D × D, or more generally the covariance functions in the Matérn class with ν > 1, all lead to g ∈ C 1 (D) and thus Assumption A2 is satisfied for all t ≤ 1.
Remark 2.5. The results in this section can be extended to log-normal random fields for which the underlying Gaussian field g(ω, x) does not have mean zero, under the assumption that this mean is sufficiently regular. Adding a mean c(x) to g, we have a(ω, x) = exp[c(x)] exp[g(ω, x)], and assumptions A1-A2 can still be satisfied. In particular, the assumptions still hold if c(x) ∈ C 1/2 (D).
Truncated Karhunen-Loève Expansions
A starting point for many numerical schemes for PDEs with random coefficients is the approximation of the random field a(ω, x) as a function of a finite number of random variables, a(ω, x) ≈ a(ξ 1 (ω), ..., ξ K (ω), x). This is true, for example, for the stochastic collocation method discussed in Section 3.4. Sampling methods, such as Monte-Carlo type methods discussed in Section 4, do not rely on such a finite-dimensional approximation as such, but may make use of such approximations as a way of producing samples of the input random field. A popular choice to achieve good approximations of this kind for log-normal random fields is the truncated Karhunen-Loève (KL) expansion. For the random field g (as defined in Section 2.2), the KL-expansion is an expansion in terms of a countable set of independent, standard Gaussian random variables {ξ n } n∈N . It is given by
where {θ n } n∈N are the eigenvalues and {b n } n∈N the corresponding normalised eigenfunctions of the covariance operator with kernel function C(x, y) defined in (2.5). For more details on its derivation and properties, see e.g. [14] . We will here only mention that the eigenvalues {θ n } n∈N are all non-negative with n≥0 θ n < +∞.
We shall write a(ω, x) as
and denote the random fields resulting from truncated expansions by
The advantage of writing a(ω, x) in this way is that it gives an expression for a(ω, x) in terms of independent, standard Gaussian random variables. Finally, we denote by u K the solution to our model problem with the coefficient replaced by its truncated approximation, 8) subject to homogeneous Dirichlet boundary conditions u K = 0 on ∂D. Under certain additional assumptions on the eigenvalues and eigenfunctions of the covariance operator, it is possible to bound the truncation error
, for all p < p * , as shown in [5] . We make the following assumptions on (θ n , b n ) n≥0 :
B1. The eigenfunctions are continuously differentiable, i.e. b n ∈ C 1 (D) for any n ≥ 0.
B2. There exists an r ∈ (0, 1) such that,
Proposition 2.6. Let Assumptions B1-B2 be satisfied, for some r ∈ (0, 1). Then Assumptions A1-A2 are satisfied also for the truncated KL-expansion a K of a, for any K ∈ N and t < r.
Proof. This is essentially [5, Propositions 3.7 and 3.8] Theorem 2.7. Let Assumptions B1-B2 be satisfied, for some r ∈ (0, 1).
The hidden constant depends only on D, r, p.
Assumptions B1-B2 are fulfilled, among other cases, for the analytic covariance function (2.7) as well as for the exponential covariance function (2.6) with 1-norm
since then the eigenvalues and eigenvectors can be computed explicitly and we have explicit decay rates for the KL-eigenvalues. For details see [5, Section 7] . In the latter case, on non-rectangular domains D, we need to use a KL-expansion on a bounding box containing D to get again explicit formulae for the eigenvalues and eigenvectors. Strictly speaking this is not a KL-expansion on D.
Proposition 2.8. We have the following bound on the constant in Theorem 2.7:
for the 1-norm exponential covariance kernel,
for some constant c 1 > 0 and for any 0 < ρ < 1. The hidden constants depend only on D, ρ, p.
Finite Element Error Analysis
Let us now come to the central part of this paper. To carry out a finite element error analysis for (2.1) under Assumptions A1-A3, we will require first of all regularity results for trajectories of the weak solution u. However, since we did not assume uniform ellipticity or boundedness of b ω (·, ·), it is essential that we track exactly, how the constants in the regularity estimates depend on the input random field a. We were unable to find such a result in the literature, and we will therefore in Section 3.1 reiterate the steps in the usual regularity proof for the solution u(ω, ·) of (2.3) following the proof in Hackbusch [18] , but highlighting explicitly where and how constants depend on a. A detailed proof is given in Appendix A. We will need to assume that D ⊂ R d is a C 2 bounded domain for this proof. Regularity proofs that require only Lipschitz continuity for the boundary of D do exist (cf. Hackbusch [18, Theorems 9.1.21 and 9.1.22]), but we did not consider it instructive to complicate the presentation even further. We do not see any obstacles in also getting an explicit dependence of the constants in the case of Lipschitz continuous boundaries.
Having established the regularity of trajectories of u, we then carry out a classical finite element error analysis for each trajectory in Section 3.2 and deduce error estimates for the moments of the error in u. Since we only have a regularity result for C 2 bounded domains and since the integrals appearing in b ω (·, ·) can in general only be approximated by quadrature, we will also need to address variational crimes, such as the approximation of a C 2 bounded domain by a polygonal domain as well as quadrature errors (cf. Section 3.3).
Let us assume for the rest of this section that D ⊂ R d is a C 2 bounded domain.
Regularity of the Solution
Proposition 3.1. Let Assumptions A1-A3 hold with 0 < t < 1. Then, u(ω, ·) ∈ H 1+s (D), for all 0 < s < t except s = 1/2 almost surely in ω ∈ Ω, and
a min (ω) 3 .
If the assumptions hold with
We give here only the main elements of the proof and consider only the case t < 1 in detail. It follows the proof of [18, Theorem 9.1.16] and consists in three main steps. We formulate the first two steps as separate lemmas and then give the final step following the lemmas. We fix ω ∈ Ω and to simplify the notation we will not specify the dependence on ω anywhere in the proof.
In the first step of the proof we take D = R d and establish the regularity of a slightly more general elliptic PDE with tensor-valued coefficients.
with
where
is the Hölder seminorm on S d (R) using a suitable matrix norm.
Proof. This is essentially [18, Theorem 9.1.8] with the dependence on A made explicit, and it can be proved using the representation of the norm on H 1+s (R d ) via Fourier coefficients, as well as a fractional difference operator R i h , i = 1, . . . , d, on a Cartesian mesh with mesh size h > 0 (similar to the classical Nirenberg translation method for proving H 2 regularity).
It is shown in the proof of [18, Theorem 9.
is an upper bound for w H 1+s (R d ) and that it can itself be bounded from above in terms of w H 1 (R d ) and F H s−1 (R d ) using the weak form (2.3) of our problem. The dependence of this upper bound on A min stems from the fact that in order to use (2.3), we have to switch from |(R i h ) * w| H 1 (R d ) to the energy norm
comes from bounding the differences of A ij at two consecutive grid points in the translation step.
For a definition of R i h and more details see [18, Theorem 9.1.8] or Section A.1 in the appendix.
The second step consists in treating the case where
and
Proof. This is essentially [18, Theorem 9.1.11] with the dependence on A made explicit. It uses the fact that for any s > 0, s = 1/2, the norm
is equivalent to the usual norm on H s (R d + ). Then using the same approach as in the proof of Lemma 3.2, we can establish that, for 1
To establish a similar bound for j = d is technical. We use (3.1) and the following inequality, for any D ⊂ R d and 0 < s < t < 1:
We use (3.3) to bound the H s -norm of A ij Proof of Proposition 3.1. We are now ready to prove Proposition 3.1 using Lemmas 3.2 and 3.3. The third and last step consists in using a covering of D by m + 1 bounded regions (
Using a (non-negative) partition of unity {χ i } 0≤i≤m ⊂ C ∞ (R d ) subordinate to this cover, it is possible to reduce the proof to bounding χ i u H 1+s (D) , for all 0 ≤ i ≤ m.
For i = 0 this reduces to an application of Lemma 3.2 with w and F chosen to be extensions by 0 from D to R d of χ 0 u and of f χ 0 +a∇u·∇χ 0 +div(au∇χ 0 ), respectively. The tensor A degenerates to a(x)I d , where a is a smooth extension of a(x) on D 0 to a min on R d \D, and so A min = a min and
For 1 ≤ i ≤ m, the proof reduces to an application of Lemma 3.3. As for i = 0, we can see
To be able to apply Lemma 3.3 to the weak form of this PDE, we define now a twice continuously differentiable bijection α i (with α
to map all the functions defined above on
+ , and then extend them suitably to functions on R d + to finally apply Lemma 3.3. The tensor A in this case is a genuine tensor depending on the mapping α i . However, since ∂D was assumed to be C 2 , we get A min a min , A max a max and
, with hidden constants that only depend on α i , α Using Proposition 3.1 and Assumptions A1-A3, we can now conclude on the regularity of u.
, for all s < t, the result follows directly from Proposition 3.1 and Assumptions A1-A3 via Hölder's inequality.
Remark 3.5. Note that in order to establish u ∈ L p (Ω, H 1+s (D)), for some fixed p > 0, it would have been sufficient to assume that the constant C 3.1 in Proposition 3.1 is in L q (Ω) for q = p * p p * −p . In the case p * = ∞, q = p is sufficient. This in turn implies that we can weaken Assumption A1 to 1/a min ∈ L q (Ω) with q > 3p, or Assumption A2 to a ∈ L q (Ω, C t (D)) with q > 2p, or both assumptions to L q with q > 5p.
However, in the case of a log-normal field a and p * = ∞, we do have bounds on all moments p ∈ (0, ∞), but in general we only have the limited spatial regularity of 1 + s < 3/2.
Finite Element Approximation
We consider finite element approximations of our model problem (2.1) using standard, continuous, piecewise linear finite elements. The aim is to derive estimates of the finite element error in the
To remain completely rigorous, we keep the assumption that boundary of D is C 2 , so that we can apply the explicit regularity results from the previous section. However, this means that we will have to approximate our domain D by polygonal domains
We denote by {T h } h>0 a shape-regular family of simplicial triangulations of the domain D, parametrised by its mesh width h := max τ ∈T h diam(τ ), such that, for any h > 0,
e. the triangulation covers all of D, and
Let D h denote the union of all simplices that are interior to D and D h its interior, so that D h ⊂ D. Associated with each triangulation T h we define the space
of continuous, piecewise linear functions on D h that vanish on the boundary of D h and in D\D h . Let us recall the following standard interpolation result (see e.g. [4, Section 4.4]).
The hidden constant is independent of h and v.
This can easily be extended to an interpolation result for functions v ∈ H 1+s (D) ∩ H 1 0 (D), by estimating the residual over D\D h . However, when D is not convex it requires local mesh refinement in the vicinity of any non-convex parts of the boundary. We make the following assumption on T h :
, for some 0 < s ≤ 1, and let Assumption A4 hold. Then
Proof. This result is classical (for parts of the proof see [18, Section 8.6] or [20] ). Set D δ := D\D h where δ denotes the maximum width of D δ , and let first s = 1. Since v h = 0 on D δ it suffices to show that
The result then follows for s = 1 with Lemma 3.6. The result for s < 1 follows by interpolation, since trivially, |v|
To show (3.7), let w ∈ H 1 (D). Using a trace result we get
where S δ = {x ∈ D : dist(x, ∂D) ≤ δ} ⊂ D is the boundary layer of width δ. It follows from Assumption A4 that diam(τ ) h 2 wherever the boundary is not convex. In regions where D is convex it follows from the smoothness assumption on ∂D that the width of D δ is O(h 2 ). Hence δ h 2 , which completes the proof of (3.7). Now, for almost all ω ∈ Ω, the finite element approximation to (2.3), denoted by u h (ω, ·), is the unique function in V h that satisfies
Since b ω (·, ·) is coercive and bounded in H 1 0 (D) (cf. Lemma 2.1), we have
as well as the following classical quasi optimality result (cf. [4, 18] ).
Lemma 3.8 (Cea's Lemma). Let Assumptions A1-A3 hold. Then, for almost all ω ∈ Ω,
Combining this with the interpolation result above we get the following error estimates.
Theorem 3.9. Let Assumptions A1-A4 hold, for some 0 < t < 1 and p * ∈ (0, ∞]. Then, for all p < p * , s < t with s = 1/2 and h > 0, we have
with q = p * p p * −p . If Assumptions A2 and A3 hold with t = 1, then
Proof. Let 0 < t < 1 in Assumptions A2 and A3. It follows from Proposition 3.1 and Lemmas 3.7 and 3.8 that, for almost all ω ∈ Ω,
The result now follows by Hölder's inequality. The proof for t = 1 is analogous.
The usual duality (or Aubin-Nitsche) "trick" leads to a bound on the L 2 -error.
Corollary 3.10. Let Assumptions A1-A4 hold, for some 0 < t < 1 and p * ∈ (0, ∞]. Then, for all p < p * , s < t with s = 1/2 and h > 0, we have
Proof. We will use a duality argument. For almost all ω ∈ Ω, let e ω := u(ω, ·) − u h (ω, ·) and denote by w ω the solution to the adjoint problem
Using the boundedness of b ω (·, ·) and Lemma 3.7, we then get
Now it follows from Proposition 3.1 and Theorem 3.9 that
Dividing by e ω L 2 (D) , the result follows again by an application of Hölder's inequality.
Remark 3.11. As usual, the analysis can be extended in a straightforward way to other boundary conditions, to tensor coefficients, or to more complicated PDEs including low-order terms, provided the boundary data and the coefficients are sufficiently regular, see [18] for details.
Quadrature Error
The integrals appearing in the bilinear form
and in the linear functional L ω (v h ) involve realisations of random fields. It will in general be impossible to evaluate these integrals exactly, and so we will use quadrature instead. We will only explicitly analyse the quadrature error in b ω , but the quadrature error in approximating L ω (v h ) can be analysed analogously.
In our analysis, we use the midpoint rule, approximating the integrand by its value at the midpoint x τ of each simplex τ ∈ T h . The trapezoidal rule which we use in the numerical section can be analysed analogously. Let us denote the resulting bilinear form that approximates b ω on the grid T h byb
and letũ h (ω, ·) denote the corresponding solution tõ
Clearly the bilinear formb ω is bounded and coercive, with the same constants as the exact bilinear form b ω and so we can apply the following classical result [6] (with explicit dependence of the bound on the coefficients). 
Proposition 3.13. Let Assumptions A1-A4 hold, for some 0 < t < 1 and p * ∈ (0, ∞]. Then, for all p < p * , s < t with s = 1/2 and 0 < h < 1, we have
Proof. We first note that, for all w h ∈ V h ,
Hence, it follows from Lemma 3.12 that, for almost all ω ∈ Ω,
Let us now make the particular choice v h := u h (ω, ·) ∈ V h , i.e. the solution of (3.8). Then it follows from (3.9) and (3.10) and the fact that h t < h s , for any s < t ≤ 1 and h < 1, that
The result follows again via an application of Hölder's inequality.
Remark 3.14. To recover the O(h 2s ) convergence for the
) in the case of quadrature, we require additional regularity of the coefficient function a. If a(ω, ·) is at least C 2s , then we can again obtain O(h 2s ) convergence even with quadrature, using duality as in Corollary 3.10. This is for example the case in the context of lognormal random fields with Gaussian covariance kernel, where a(ω, ·) ∈ C ∞ (D). In the context of the exponential covariance kernel the L 2 -convergence rate is always bounded by O(h 1/2−δ ), due to the lack of regularity in a.
Truncated Fields
Combining the results from Sections 2.4 and 3.2 we can also estimate the error in the case of truncated KL-expansions of log-normal coefficients which we will use in the numerical experiments in Section 5. These results give an improvement of the error estimate given in [5] for log-normal coefficients that do not admit full regularity, e.g. those with exponential covariance kernel. The novelty with respect to [5] is the improvement of the bound for the finite element error, leading to a uniform bound with respect to the number of terms in the KL-expansion. We will assume here that f (ω, ·) ∈ L 2 (D). Let a be a log-normal field as defined in Section 2.4 via a KL expansion and let a K be the expansion truncated after K terms. Now, for almost all ω ∈ Ω, let u K,h (ω, ·) denote the unique function in V h that satisfies
Then we have the following result.
Then, in the Gaussian covariance case, there exists a c 1 > 0 such that, for any p < p * ,
In the case of the 1-norm exponential covariance, for any p < p * , 0 < ρ < 1 and 0 < s < 1/2,
where C 3.15 := min{η(K) h 1−s , C 3.9 } and η(K) is an exponential function of K given in [5, Proposition 6.3].
Proof. It follows from Proposition 2.6 that a K satisfies assumptions A1-A2. Therefore we can apply Theorem 3.9 to bound
. The result then follows from Theorem 2.7, Proposition 2.8 and the triangle inequality.
In contrast to [5, Proposition 6.3] this bound is uniform in K. Note that for small values of K, the constant C 3.15 will actually be of order O(h 1−s ) leading to a linear dependence on h also in the exponential covariance case (as stated in [5, Proposition 6.3] ). For larger values of K this will not be the case and the lower regularity of u K will affect the convergence rate with respect to h. Remark 3.16. As we will see in Section 5, in the exponential covariance case for correlation lengths that are smaller than the diameter of the domain, a relatively large number K of KLmodes is necessary to get even 10% accuracy. The new uniform error bound in Theorem 3.15 is therefore crucial also for the analysis of stochastic Galerkin and stochastic collocation methods, such as the one given in [5] .
Convergence Analysis of Multilevel Monte Carlo Methods
We will now apply this new finite element error analysis in Section 4, to give a rigorous bound on the cost of the multilevel Monte Carlo method applied to (2.1) for general random fields satisfying Assumptions A1-A3, and to establish its superiority over the classical Monte Carlo method. This builds on the recent paper [7] . We start by briefly recalling the classical Monte Carlo (MC) and multilevel Monte Carlo (MLMC) algorithms for PDEs with random coefficients, together with the main results on their performance. For a more detailed description of the methods, we refer the reader to [7] and the references therein.
In the Monte Carlo framework, we are usually interested in finding the expected value of some functional Q = G(u) of the solution u to our model problem (2.1). Since u is not easily accessible, Q is often approximated by the quantity Q h := G(u h ), where u h denotes the finite element solution on a sufficiently fine spatial grid T h . Thus, to estimate E [Q] := Q L 1 (Ω) , we compute approximations (or estimators) Q h to E [Q h ], and quantify the accuracy of our approximations via the root mean square error (RMSE)
The computational cost C ε ( Q h ) of our estimator is then quantified by the number of floating point operations that are needed to achieve a RMSE of e( Q h ) ≤ ε. This will be referred to as the ε-cost.
The classical Monte Carlo (MC) estimator for E [Q h ] is
where Q h (ω (i) ) is the ith sample of Q h and N independent samples are computed in total.
There are two sources of error in the estimator (4.1), the approximation of Q by Q h , which is related to the spatial discretisation, and the sampling error due to replacing the expected value by a finite sample average. This becomes clear when expanding the mean square error (MSE) and using the fact that for Monte Carlo 2 ] denotes the variance of the random variable X : Ω → R. We get
A sufficient condition to achieve a RMSE of ε with this estimator is that both of these terms are less than ε 2 /2. For the first term, this is achieved by choosing a large enough number of samples, N = O(ε −2 ). For the second term, we need to choose a fine enough finite element mesh
The main idea of the MLMC estimator is very simple. We sample not just from one approximation Q h of Q, but from several. Linearity of the expectation operator implies that
where {h } =0,...,L are the mesh widths of a sequence of increasingly fine triangulations T h with T h := T h L , the finest mesh, and h −1 /h ≤ M * , for all = 1, . . . , L. Hence, the expectation on the finest mesh is equal to the expectation on the coarsest mesh, plus a sum of corrections adding the difference in expectation between simulations on consecutive meshes. The multilevel idea is now to independently estimate each of these terms such that the overall variance is minimised for a fixed computational cost. Setting for convenience Y 0 := Q h 0 and Y := Q h − Q h −1 , for 1 ≤ ≤ L, we define the MLMC estimator simply as
), i.e. using the same sample on both meshes.
Since all the expectations E[Y ] are estimated independently in (4.3), the variance of the MLMC estimator is
and expanding as in (4.2) leads again to
As in the classical MC case before, we see that the MSE consists of two terms, the variance of the estimator and the error in mean between Q and Q h . Note that the second term is identical to the second term for the classical MC method in (4.2). A sufficient condition to achieve a RMSE of ε is again to make both terms less than ε 2 /2. This is easier to achieve with the MLMC estimator, as
• for sufficiently large h 0 , samples of Q h 0 are much cheaper to obtain than samples of Q h ;
• the variance Y tends to 0 as h → 0, meaning we need fewer samples on T h , for > 0.
Let now C denote the cost to obtain one sample of Q h . Then we have the following results on the ε-cost of the MLMC estimator (cf. [7, 16] ). 
Then, for any ε < e −1 , there exist a value L and a sequence {N } L =0 , such that e( Q ML h,{N } ) < ε and
For the classical MC estimator we have C ε ( Q MC h ) = O(ε −2−γ/α ). We can now use the results from Section 3.2 to verify Assumptions M1-M2 in Theorem 4.1 for some simple functionals G(u). More complicated functionals could then be tackled by duality arguments in a similar way.
, for some 1 ≤ q < p * /2. Suppose that D is a C 2 bounded domain and that Assumptions A1-A4 hold, for some 0 < t < 1. Then Assumptions M1-M2 in Theorem 4.1 hold for any α < t and β < 2t. For t = 1, we get α = 1 and β = 2.
Proof. We only give the proof for t < 1. The proof for t = 1 is analogous. Let
. Using the expansion a q − b q = (a − b) q−1 j=0 a j b q−1−j , for a, b ∈ R and q ∈ N, we get
, 1 , almost surely.
This also holds for non-integer values of q > 1. Now, it follows from Lemma 2.1 and Theorem 3.9 that, for any α < t, Taking expectation on both sides and applying Hölder's inequality, since q < p * , it follows from Assumptions A1-A3 that Assumption M1 holds with α < t.
To prove Assumption M2, let us consider Y h := Q h − Q h −1 . As above, it follows from Lemma 2.1 and Theorem 3.9 together with the triangle inequality that, for any s < t,
, 1
where the hidden constant depends on M * . It follows again from Assumptions A1-A3 and Hölder's inequality, since q < p * /2, that
, for some 1 ≤ q < p * /2. Suppose that D is a C 2 bounded domain and that Assumptions A1-A4 hold, for some 0 < t < 1. Then Assumptions M1-M2 in Theorem 4.1 hold for any α < 2t and β < 4t. For t = 1, we get α = 2 and β = 4.
Proof. This can be shown in the same way as Proposition 4.2 using Corollary 3.10 instead of Theorem 3.9.
Substituting these values into Theorem 4.1 we can get theoretical upper bounds for the ε-costs of classical and multilevel Monte Carlo in the case of log-normal fields a, as shown in Table 1 . We assume here that we can obtain individual samples in optimal cost C h −d log(h −1 ) via a multigrid solver, i.e. γ = d + δ for any δ > 0. We clearly see the advantages of the multilevel Monte Carlo method. More importantly, note that in the exponential covariance case in dimensions d > 1, the cost of MLMC is proportional to the cost of obtaining one sample on the finest grid, i.e. solving one deterministic PDE with the same regularity properties to accuracy ε. This implies that the method is optimal.
Numerical Results
In this section, we want to confirm numerically some of the results proved in earlier sections. All numerical results shown are for the case of a log-normal random coefficient a(ω, x) with exponential covariance function (2.6). All results are calculated for a model problem in 1D. The domain D is taken to be (0, 1), and f ≡ 1. The sampling from the random coefficient a(ω, x) is done using a truncated KL-expansion, and as in the analysis in Section 3.3, we use the midpoint rule to approximate the integrals in the stiffness matrix. As the quantities of interest we will just study the simple functionals Q := u L 2 (D) and Q := |u| H 1 (D) . 
for problem (2.8) with K * = 5000 and h * = 1/2048. The dotted line has a gradient of −1.
Convergence with Respect to K
We start with the results in Section 2.4. We want to show that in the exponential covariance case a relatively large number of KL-modes are necessary (even in 1D) to obtain acceptable accuracies especially when the correlation length is smaller than the diameter of the domain. In Figure 1 we study the decay of the eigenvalues corresponding to the KL-expansion, as well as the convergence
. Since we do not know the exact solution and cannot solve the differential equation explicitly, we approximate u by u K * ,h * with K * = 5000 and h * = 1/2048 and u K by u K,h * with h * = 1/2048.
In the left figure we plot n>K θ n , i.e. the sum of the remaining eigenvalues when truncating after K terms. We see that after a short pre-asymptotic phase (depending on the size of λ) this sum decays linearly in K −1 . On the right we plot
, the relative error. We see that the error decays roughly like n>K θ n and thus also linearly in K −1 . This is better than the bound for
in Proposition 2.8, which predicts at most O(K −1/2 ) convergence, and it is related to weak convergence. As shown in [5, Section 5] , the weak convergence order of the PDE solution with truncated KL-expansion can be O( n>K θ n ) for certain functionals. We believe that the faster convergence
can be shown using similar techniques.
Convergence with Respect to h
We now move on to the results in the main Section 3. For the reference solution we choose again h * = 1/2048 and K * = 5000. Figure 2 shows the convergence of
In the plots, a dash-dotted line indicates O(h 1/2 ) convergence and a dotted line indicates O(h) convergence.
In both cases, we can see a short pre-asymptotic phase, which is again related to the correlation length λ. We can see in the right plot that the H 1 -error converges with O(h 1/2 ), confirming the sharpness of the bound proven in Theorem 3.13. The L 2 -error converges linearly in h, and so the quadrature error does not seem to be dominant here. 
. The gradient of the dash-dotted (resp. dotted) line is −1/2 (resp. -1). 
. The gradient of the dotted (resp. dashed) line is −1 (resp. −2).
Multilevel Monte Carlo Convergence
We first want to confirm Assumptions M1 and M2 in Theorem 4.1, for Q = u L 2 (D) . In other words, we want to confirm the rate of decay for the quantities
. Again, we choose K * = 5000 and h * = 1/2048 and look at the model problem (2.8) for d = 1. The results are shown in Figure 3 . A dotted line indicates linear convergence, and a dashed line indicates quadratic convergence.
For the variance
, we observe the quadratic convergence predicted by Proposition 4.3. The expected value in the left plot seems to converge slightly faster than the predicted linear convergence. In our experience, this faster convergence depends on the choice of model problem and quantity of interest and will need to be investigated further, since it directly affects the cost of the multilevel Monte Carlo method through the size of the ratio β/α in the bound in Theorem 4.1.
The actual performance of the standard MC and MLMC estimators in estimating Q = u L 2 (D) is shown in Figure 4 . In the right plot the accuracy is scaled by the expected value of the quantity 
Conclusions and Further Work
One of the major bottlenecks in probabilistic uncertainty quantification is the efficient numerical solution of PDEs with random coefficients. A typical model problem that arises in subsurface flow is an elliptic PDE with log-normal coefficients. The resulting PDE is not uniformly elliptic or bounded with respect to the random variable ω and usually lacks also full regularity. In this paper, we carry out for the first time a careful finite element error analysis under these weaker assumptions and provide optimal error estimates -with respect to the given regularity of the coefficientsfor all finite moments of the finite element error (including quadrature errors). This then allows us to rigorously analyse the convergence and the cost of multilevel Monte Carlo methods, recently proposed for elliptic PDEs with random coefficients, in particular in the practically important case of log-normal coefficients with exponential covariance which has hitherto been unproved.
Via duality arguments, the results in this paper are readily applicable also to other functionals of the solution of more practical relevance. Other important aspects which we want to investigate in the future are the influence of the correlation length λ on the MLMC convergence, as well as the superconvergence in the expected value of certain model problems and quantities of interest (as highlighted in the discussion of Figure 2 ). Another issue which will require further research is the choice of quadrature rule. So far we have only used simple midpoint or trapezoidal rules. In future work we would like to also explore multiscale methods and model reduction on coarser grids.
A Detailed Regularity Proof
In this appendix, we give more detailed proofs of Proposition 3.1 and Lemmas 3.2 and 3.3. The proofs follow those of Hackbusch [18, Theorems 9.1.8, 9.1.11 and 9.1.16], making explicit the dependence of all the constants that appear on the PDE coefficient a. The proof follows the classical Nirenberg translation method and consists in three main steps.
A.1 Step 1 -The Case
Proof of Lemma 3.2. In this proof we will use the norm on H s (R d ) provided by the Fourier transform, u 2
, which is equivalent to the norm defined previously and defines the same space.
For any h > 0, we define the fractional difference operator (in direction i = 1, . . . , d) by
where e i is the ith unit vector in R d ,
Let us recall here some properties of R i h from [18, Proof of Theorem 9.1.8]:
• For any τ ∈ R and v ∈ H τ +s (R d ),
We define for u, v ∈ H 1 (R d ) the bilinear form
Hence,
where the hidden constant is proportional to
which is finite, since 
Gelfand triple, so that we can deduce, using (A.1), that
therefore we get
and finally, using (A.1) once more, 
Hence, for any 0 < h ≤ 1, we obtain
and so
A.2
Step 2 -The Case
In order to proof Lemma 3.3 we will need the following two lemmas.
Lemma A.1 ([18, Lemma 9.1.12]). Let s > 0, s = 1/2, then
The hidden constant depends only on t, s and d.
Proof. This is a classical result, but we require again the exact dependence of the bound on b.
First note that trivially bv
Continuing v by 0 on R d and denoting this extension byṽ, this implies
Proof of Lemma 3.3. First we continue the solution w by 0 on R d \ R d + and denote the extensioñ w ∈ H 1 (R d ). Take 1 ≤ i ≤ d − 1. Similarly to the previous section, we define for
* u∇v dx and deduce again that
We now note that,
We deduce, similarly to the proof in Section A.1 using (A.1), that
(Note that we added |w| H 1 (R d + ) to the bound to simplify the notation later.) Hence, by the same token as in the previous section, we get
In particular, this implies that, for 1
which means that
B(w). Using Lemma A.1 we deduce that
It remains to bound
, which is rather technical. To achieve it we will use the PDE (3.1), Lemma A.2 and the following result.
Proof. This follows from Fubini's theorem and Plancherel's formula, together with (A.2).
From this we deduce that
, for almost all x d ∈ R + , and that
. Therefore, since by definition
[18, Remark 6.3.14(b)]) we can deduce from this that
To see this take ϕ ∈ D(R d + ). Then
Using (A.3) and Lemma A.2, we deduce in a similar way that
We can now use the PDE (3.1) to get a similar bound for (i,
, it follows from (A.4) and (A.5) that
A max B(w) .
Analogously to (A.4) we can prove that
Hence, we can finally apply Lemma A.1 to get that A dd
By applying Lemma A. , we deduce that
To finish the proof we use this bound together with (A.3) and apply once more Lemma A.1 to show that w ∈ H 1+s (R d + ) and
A. 3 Step 3 -The Case D Bounded
We can now prove Proposition 3.1 using Lemmas 3.2 and 3.3 in two successive steps. We recall that D was assumed to be
be a partition of unity subordinate to this cover, i.e. we have
We denote by u the solution of (2.3) and split it into u = p i=0 u i , with u i = uχ i . We treat now separately u 0 and then u i , 1 ≤ i ≤ p, using Section A.1 and A.2, respectively.
Lemma A.4. u 0 belongs to H 1+s (D) and
Proof. Since supp(u 0 ) ⊂ D 0 , we have that u 0 ∈ H 1 0 (D) and it is the weak solution of the new equation −div(a∇u 0 ) = F on D, where
To apply Lemma 3.2 we will now extend all terms to R d , but continue to denote them the same. The terms u 0 and f χ 0 + a∇u · ∇χ 0 can both be extended by 0. Their extensions will belong to H 1 (R d ) and H s−1 (R d ), respectively. It follows from Lemma A.2 that au ∈ H s (D) and so if we continue au∇χ 0 by 0 on R d , the extension belongs to H s (R d ), since supp(χ 0 ) is compact in D. Using the fact that div is linear and continuous from H s (R d ) to H s−1 (R d ) (cf. [18, Remark 6.3.14(b)] and the proof of (A.4) above), we can deduce that the divergence of the extension of au∇χ 0 is in H s−1 (R d ), leading to an extension of F on R d , which belongs to H s−1 (R d ).
Let ψ ∈ C ∞ (R d This implies that a ∈ C t (R d ), and for any x ∈ R d , a min ≤ a(x) ≤ a(x) and |a| C t (R d ) a C t (D) . Using these extensions, we have that −div(a∇u 0 ) = F in D (R d ). Indeed, for any v ∈ D(R d ), . Therefore it follows from Lemma 2.1 that
Since χ 0 ∈ C ∞ (R d ), using Lemma A.2 and the linearity and continuity of div from H s (R d ) to H 1−s (R d ) we further get
We can now apply Lemma 3.2 with A = aI d and w = u 0 to show that u 0 ∈ H 1+s (R d ) and
The hidden constant depends on the choices of χ 0 and ψ and on the constant in Poincaré's inequality, which depends on the shape and size of D, but not on a.
Let us now treat the case of u i , 1 ≤ i ≤ m.
Lemma A.5. Indeed, since we assumed that α i and α In order to apply Lemma 3.3 we check first that A i ∈ C t (Q + , S d (R)) and that it is coercive, and then define an extension of A i to R d + . Recalling that α i is a C 2 -diffeomorphism from D i ∩ D to Q + , with α −1 i ∈ C 2 (Q + ), we have for any y ∈ Q + and ξ ∈ R d : • Coercivity: A i (y)ξ · ξ = a(α −1 i (y))|detJ i (y)| −1 |J t i (y)ξ| 2 a min |ξ| 2 . Hence A min a min .
• Boundedness:
a max .
• Regularity: A i ∈ C t (Q + , S d (R)) and
We now extend A i to R d + . Since we assumed that supp(χ i ) is compact in D i , we can choose Q i andQ i such that supp(v i ) ⊂ Q i ⊂ Q i ⊂ Q i ⊂ Q i ⊂ Q and consider ψ ∈ C ∞ (R d which enables us to apply Lemma 3.3 and to obtain that v i ∈ H 1+s (R d + ) and
Recalling that u i (x) = v i (α i (x)) for any x ∈ D ∩ D i and using the bounds in (A. 
