Macroeconomic time series often involve a threshold effect in their ARMA representation, and exhibit long memory features. In this paper we introduce a new class of threshold ARFIMA models to account for this. The threshold effect is introduced in the autoregressive and/or the fractional integration parameters, and can be tested for using LM tests. Monte Carlo experiments show the desirable finite sample size and power of the test with an exact maximum likelihood estimator of the long memory parameter. Simulations also show that a model selection strategy is available to discriminate between the competing threshold ARFIMA models. The methodology is applied to US unemployment rate data where we find a significant threshold effect in the ARFIMA representation and a better forecasting performance relative to TAR and symmetric ARFIMA models.
Introduction
In a recent paper van Dijk, Franses and Paap (2002) have proposed a new model which accounts simultaneously for long memory and regime switching of the smooth transition type. Their work is the first attempt to discriminate between the long memory and nonlinear properties of the US unemployment rate data, two key features as documented by their empirical results. In this paper we introduce three threshold models with long memory features. In the first model a threshold effect is introduced in the long memory parameter of the ARFIMA model only. In the second model a threshold effect is introduced in the short memory parameters only. In the third model the threshold affects the long memory and the short memory of the ARFIMA model jointly. Given previous results arguing in favour of the long memory and nonlinear properties of the US unemployment rate data it seems worthwhile to try to capture both properties into a single model. By the proposed model we hope to gain on forecasting accuracy for these data. The predictive ability is checked for in this paper later on.
Our work is further motivated by the possibility of confusing long memory and structural change (Hidalgo and Robinson (1996) , Lobato and Savin (1997) , Diebold and Inoue (2001) among others). This potential confusion comes from the common mechanisms generating long memory and structural change. Spurious long memory is often taken as a common property for US macroeconomic data such as unemployment, GNP and inflation. Through simulations we confirm this by showing that a spurious detection of a threshold effect in the short (long) memory dynamics of a series can be caused by the existence of a threshold effect in the long (short) memory dynamics. Additionally, spurious detection of a threshold effect in the autoregressive representation of a series may result from fitting a pure autoregressive model while the true DGP is an ARFIMA model without or with a light threshold effect in the long memory parameter.
Finally, following the recommendation of Baillie and Kapetanios (2008) , who have investigated different estimation methods of the ARFIMA parameters, we use a maximum likelihood estimator throughout the paper. These authors suggest that this estimator is superior to alternative procedures such as the semiparametric Whittle estimator and the estimator obtained via an approximation of the long memory and the short memory structure by high order linear autoregression.
The outline of the paper is as follows. In the next section, we discuss the representation of the three models, which we label the long memory threshold ARFIMA, the short memory threshold ARFIMA, and the joint (or double) threshold ARFIMA, respectively. Section 3 presents the Lagrange Multiplier (LM) procedure to test for threshold effects in the ARFIMA representation. Section 4 contains Monte Carlo experiments to assess the size and power properties of the LM test in finite samples. Via simulations we also study the possible confusion between long memory and nonlinearity induced by a threshold effect. Section 5 presents Monte Carlo evidence on the small sample performance of information criteria in selecting between the alternative threshold ARFIMA specifications. Section 6 is devoted to an application of the methodology to US unemployment rate data. There we also assess the forecasting performance of threshold ARFIMA representations relative to pure TAR representations, which model nonlinear properties only, and pure ARFIMA representations, which model long memory properties only. We conclude in Section 7.
2 Threshold ARFIMA models and framework
As already mentioned two key features of US macroeconomic data are well documented in the literature. The first feature is long memory (e.g., Diebold and Rudebusch (1989) , Sowell (1992) , Bharawaj and Swanson (2006) ). The ARFIMA model is most often used to account for this. The second feature is nonlinearity (e.g., Hamilton (1989) , van Dijk, Franses and Paap (2002) , Guay and Scaillet (2003) ). In the following we introduce three threshold ARFIMA models to investigate both features in a single framework.
Long memory threshold effect
The observed data are (x 1 , ..., x T ) with initial conditions (x 0 , ..., x −p+1 ). The usual symmetric ARF IM A(p, d, q) model is :
where Φ(L) and Θ(L) are polynomials of orders p and q in the lag operator 
where (x
is a known function of the noise terms, and the threshold parameter is γ. The fractional integration parameters are d − when z t−1 ≤ γ and d + when z t−1 > γ. The errors ε t are assumed to be i.i.d.
Our purpose in such a model is to test for asymmetry in the long range parameter of an ARFIMA model. Short range asymmetry has been studied on several occasions without being associated to long memory. Tong and Lim (1980) , Tong (1983) , Hansen (1996) have tested for threshold effect in the autoregressive parameters of a pure AR model while Guay and Scaillet (2003) and Bruneau and Lahiani (2006) have tested for threshold effect in the moving average parameters of a pure MA model and an integrated MA model, respectively.
Short memory threshold effect
Previous studies of threshold effects in the parameters of ARMA models have usually neglected the long memory feature of the data. Let us introduce a new model which captures this.
The short memory threshold
Here the threshold variable z t−1 can be x t−1 or any exogenous variable. The φ − j and φ + j parameters are the autoregressive slopes when z t−1 ≤ γ and z t−1 > γ, respectively.
Joint threshold effect
Finally let us introduce a threshold effect in the fractional integration parameter and the autoregressive parameters jointly.
The joint threshold
+ , q) model is written as follows:
The previous threshold ARFIMA models are special cases of the joint threshold ARFIMA model. When φ 
The LM test
To test for threshold effect in the parameters of ARFIMA models, we apply an LM principle. Under the null hypothesis of no threshold effects, a threshold ARFIMA model reduces to a symmetric ARFIMA model, and the test falls in the class of testing problems involving a nuisance parameter not identified under the null hypothesis (Hansen, 1996) .
Let us describe briefly the LM procedure to test for threshold effects in the fractional integration parameter and the autoregressive parameters jointly. It is easy to transpose the procedure to the case of a threshold effect only in the autoregressive parameters or only in the long memory parameter. The parameter vector β to be tested for is decomposed into β = (β 0 1 , β 0 2 ), where
The null hypothesis is H 0 : β 1 = β 2 , while the alternative hypothesis is H 1 : β 1 6 = β 2 . Under the null hypothesis, the parameter γ is not identified, and has to be treated as a nuisance parameter. As usually in that case we use the reparameterization: β = β 1 − β 2 , which amounts to test for β = 0. Then we can use the SupLM-statistic of Davies (1977 Davies ( , 1987 or the ExpLM-statistic of Andrews and Ploberger (1994) as described in Hansen (1996) under a local-to-null approach. To build the test statistic we rely on the explicit forms of the information matrix (McLeod, 1999) and of the derivatives of the loglikelihood function (Liberman, Rousseau & Zucker, 2002) for ARFIMA models with a Gaussian noise.
Monte Carlo experiments
In this section, we investigate the finite sample size and power of the LM test for the three types of nonlinearity induced by a long memory, short memory, and joint threshold effect. The errors ε t are independently drawn from a normal distribution with zero mean and unit variance, and μ − = μ + = 0 in all Monte Carlo experiments.
Results for long memory threshold effect
Consider the long memory threshold ARF IM A(0, d
To assess the finite sample size and power of the long memory threshold test we simulate 1000 series according to Equation (5) with a threshold γ fixed to zero and the lagged innovation ε t−1 as a threshold variable. We fix d + at 0.45 and allow d − to take values in {0.1, 0.2, 0.3, 0.4} in the power analysis. We consider sample sizes T in {100, 200}. The experiments are done for tests with an asymptotic size of 5%. We use the exact maximum likelihood estimator of Sowell (1992) . The choice of the EML estimator is recommended by Baillie and Kapetanios (2008) . In unreported results we have compared five estimation methods namely the GPH (Geweke and Porter-Hudak, 1983) method, the Modified Rescaled Range (MRR) method introduced by Hurst (1951) and modified later by Lo (1991) , the Whittle estimator (WHI) proposed by Krűnsch (1987) and analysed by Robinson (1995) , the modified profile likelihood estimator (MPL) of An and Bloomfield (1993) based on the procedure of Cox and Reid (1987) , and the Exact Maximum Likelihood estimator (EML) of Sowell (1992) . The simulations show that the GPH estimator presents a large bias compared to the EML and MPL estimators. The EML estimator is the least biased. The WHI estimator presents the highest root mean square error (RMSE). The RMSE of the GPH estimator is higher than those of the MRR, the EML and the MPL estimators. Again, the EML exhibits the best performance in terms of RMSE. Tables 1 and 2 show that the LM procedure with the EML estimator has good size and power properties for a sample size of 200 observations, but rejects too often for a sample size of 100 observations. Table 2 : Finite sample power of LM test at 5% level 
Results for short memory threshold effect
Let us consider the short memory threshold ARF IM A(φ
We fix φ + 1 at 0 in the first regime, and we consider two specifications to assess power using a slope shift in the second regime: φ
The finite sample size is again close to the nominal one for 200 observations in Table 3 . Table 4 shows, as expected, that the finite sample power increases in |φ − 1 | and in the sample size T . 
Results for joint threshold effect
Finally we consider the joint threshold ARF IM A(φ
(1 − φ
We use the same set of parameter values as previously. Tables 5 and 6 show that the test performance is again satisfying. For the sake of space we only show power results for Table 6 since performance is similar for Table 6 : Finite sample power of LM test at 5% level
Spurious detection
Now we conduct a simulation study to investigate the possibility of a spurious detection of a threshold effect. The simulation study consists in four independent experiments. In the first experiment we simulate a DGP including a threshold effect in the φ parameter and we test for threshold effect in the d parameter of an ARFIMA model using the same set of parameter values as previously.
Results of this experiment are reported in Table 7 . Only results for d = 0.4 are given since they remain qualitatively unchanged for d in {0.1, 0.2, 0.3} . In the second experiment we simulate a DGP including a threshold effect in the d parameter and we test for threshold effect in the φ parameter. Results concerning the finite sample rejection of the test are reported in Table 8 . For this experiment we set φ 
In the third experiment we simulate the symmetric ARF IM A(1, d, 0) model (without any threshold effect in its parameters), and we test for threshold effect in the φ parameter without estimating an ARFIMA model, but only estimating an AR(1) model. We fix φ at −0.6. Andersson et al. (1999) show that long memory leads to spurious rejection of the linearity hypothesis when a STAR specification constitutes the alternative. Simulation results in their paper suggest that the rejection frequencies are usually greater than the nominal level 5% and increase with sample size and with the fractional difference parameter. Results in Table 9 show that the finite sample rejection of the test is increasing with the long memory persistence. When the persistence of long memory is high, the possibility of making a wrong decision about the rejection of the null of no threshold effect in the autoregressive parameters of a pure autoregressive model is also high although the simulated DGP has no threshold effect in its autoregressive parameters. For T = 200, d = 0.1, we may reject spuriously the null in 7% and 11% of the time according to the SupLM and the ExpLM, respectively. While for d = 0.4 we may reject spuriously in 63% and 69% of the time. The four simulation experiments above reveal that when a threshold effect is present in the d or the φ parameters we obtain a spurious rejection of the null if we apply the wrong individual threshold test. According to these results we cannot really conclude because it is possible that the rejection results from a threshold effect in the d parameter even if φ This type of problem may also occur if the econometrician misses the right model and neglects the long memory feature in the observed time series, i.e., estimate an autoregressive model while the DGP is an ARFIMA model. Hansen (1996) has applied LM test statistics to test for threshold effect in the autoregressive parameters of a pure autoregressive model fitted to the US GNP growth rate over the period . Results of the GPH and Robinson methodologies show that the GNP data series has a long memory component that should not be neglected in the testing procedure (d GP H = 0.31 and d Robinson = 0.27, both significant at the 1% level). At the end of his paper the author cannot give a definite answer about the rejection of the null of no threshold effect. The reason may be a model misspecification of the kind we have just discussed.
Model selection
In this section we present a methodology to select the best threshold ARFIMA model. The methodology is based on information criteria in the context of nonlinear threshold models (Kapetanios, 2001 ). Table 11 . The experiments are carried out for samples of 400 observations. For each experiment 1000 paths are simulated. The percentage frequencies of models selected by each criterion are given in Table 12 . Under the long memory threshold ARFIMA DGP all criteria perform well choosing the true model most of the time. The SIC criterion performs best choosing the true model 94% of the time. The AIC criterion has the least convincing performance and chooses the long memory threshold ARFIMA 72.30% of the time. When a short memory ARFIMA DGP is considered the performance of the SIC and HQ criteria deteriorates. All criteria still pick up the short memory ARFIMA most of the time with the highest selection frequency obtained by the SIC criterion. Again the lowest frequency is obtained with the AIC criterion which selects DGPs in the same manner as in the case of the long memory threshold model, both with a frequency of 72%. Under the joint threshold ARFIMA DGP all criteria perform impressively. The highest selection frequency is by the AIC criterion which picks the joint threshold ARFIMA 99.5% of the time. The lowest frequency is by the SIC criterion which picks the true model 87.90% of the time. In view of the previous results we advocate the use of SIC and HQ over AIC since the former discriminate well across the three experiments. 6 Application to US unemployment rate data
We apply our methodology to monthly US unemployment rate data over the period 1948-2008 (727 observations). van Dijk, Franses and Paap (2002) reviews the main properties of this series over a shorter period. The data are seasonally adjusted and are transformed to growth rate by taking the first logarithmic difference before applying any estimation or test. It is widely documented that this series is subject to two regimes: a high one identifying a steep increase in the unemployment rate and a low one indicating stability or a decrease in the unemployment rate. Anas and Ferrera (2002) and Bellone and Saint-Martin (2003) have argued that the unemployment rate remains one of the most reliable indicators to detect recessions in business cycle analysis.
Output of the threshold ARFIMA tests
We first apply the GPH and Robinson methodologies to test for long memory in the data. Results in Table 13 show that the series presents a significant long memory parameter at the 1% level. We apply therefore our long memory threshold test to the data set using the EML estimator of Sowell (1992) . Results of an estimation of the best selected autoregressive order when fitting a symmetric ARFIMA model to the data, according the AIC and the SIC criteria are reported in column 2 of Table  14 . Results in the same table show that the ExpLM and SupLM statistics are significant at the 1% level. The threshold is a recession of -0.00841. Results in Table 15 show that all test statistics are significant, and short memory symmetry is rejected. The threshold is an expansion for the unemployment series. The delay parameter for the threshold variable is allowed to take values in {1, 2} , and the selected delay is 1. Finally we apply the joint threshold test to the same data series as previously. Results reported in Table 16 show that the unemployment series has a highly significant threshold effect in the long memory parameter and the short memory parameters, jointly. This is expected since both individual threshold effects are significant at the 1% significance level. Again we allow the threshold variable to be in {x t−1 , x t−2 } , and a delay of one is selected. Table 17 collects values of the information criteria AIC, SIC and HQ for the long memory, the short memory, and the joint threshold ARFIMA models, respectively. All criteria select the joint threshold ARFIMA model as the best model to fit the US unemployment rate series. Results of the estimation of the selected joint threshold ARFIMA model are detailed in Table 18 . Recall that the SupLM and ExpLM statistics are significant at the 1% level when testing for a joint threshold effect in the autoregressive parameters and the long memory parameter of the ARFIMA representation. The estimated threshold value is 0.00031 corresponding to an expansion. This small value is in line with the result obtained by van Dijk, Franses and Paap (2002) who have estimated a fractionally integrated threshold autoregressive model on the US unemployment rate data and found a value of the threshold which is close to zero. The US unemployment rate series is also well fitted by a short memory process which accounts for a threshold effect, namely a TAR, and by a symmetric ARFIMA model. The next subsection compares the predictive ability of the joint threshold ARFIMA model relative to the TAR and symmetric ARFIMA models. All estimation, threshold test, and model selection results for the TAR, ARFIMA, and threshold ARFIMA models are omitted but available on request from the authors. Rothman (1998) argued that improved forecasting performance can be achieved by using nonlinear models for the unemployment rate. In this section we investigate the forecasting ability of the long memory and threshold models by assessing their out-of-sample forecasting performance. The competing models are: TAR, ARFIMA, long memory threshold ARFIMA, short memory threshold ARFIMA, and joint threshold ARFIMA. The forecasting study is based on the parameter estimates obtained in the previous subsection. For the predictions out of the ARFIMA model we use the following infinite order autoregressive representation to forecast a future value x t+h : b
Output of forecasting performance assessment
, where
.. are the weights of the infinite autoregressive representation of the ARFIMA process. In practice a truncation is used according to the following formula : b for one-month-ahead forecast (h = 1). We also compute the mean and the standard deviation of the forecast error e t = x t+h − b x t+h . Results in Table 19 show that the joint threshold ARFIMA model outpreforms the ARFIMA and the TAR models according to the RMSE and error standard deviation criteria. The MAE and error mean criteria select the ARFIMA model and the TAR model, respectively, as the best models to forecast the US unemployment rate. The positive values of the DM statistic significant at the 5% level in Table 20 show that the joint threshold ARFIMA model beats the symmetric ARFIMA and TAR models in terms of forecasting ability. Unreported results show that all threshold models outperform significantly the symmetric ARFIMA model. In contrast, the TAR and long memory threshold ARFIMA models present an equal predictive ability. The threshold effect observed when fitting a TAR model to the data may be spurious and results from a neglected long memory component in the observed series. The remaining unreported results show that the short memory threshold ARFIMA model tops the TAR model. This result is expected since unlike the TAR model the short memory threshold ARFIMA model accounts for both short memory nonlinearity and long memory features of the data.
Conclusion
In this paper we have proposed three new time series models which can describe long memory and nonlinearity of a threshold type simultaneously. Upon fitting them to US unemployment rate data, we have found that they capture well the long memory and nonlinear properties of these data. When compared to the symmetric ARFIMA and TAR models we have found that the first could be improved upon by including threshold nonlinearity while the second could be improved upon by including long memory. A forecasting exercise has shown that the three models proposed in this paper outperform the symmetric ARFIMA and TAR models using the DM forecasting accuracy test. Information criteria show that the joint threshold ARFIMA model is preferred to the long memory and short memory threshold ARFIMA models to fit the unemployment rate series. This prefered choice is confirmed by the forecasting analysis. The DM forecasting accuracy test shows that the joint threshold ARFIMA model delivers the best overall predictive ability.
