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ABSTRACT: During the last decade, the rise of sensing technologies fostered the development of new
data-driven Structural Health Monitoring (SHM) techniques. Among them, Bayesian Dynamic Linear
Models (BDLMs) are capable of isolating the baseline responses of civil infrastructure from external
effects, thus allowing to interpret the intrinsic behavior of civil structure and to detect anomalies. The
generalization of BDLMs for SHM borrows tools from many fields, and there is currently no standalone
software allowing BDLMs to be used routinely by practioners. This study intends to bridge this gap by
introducing OpenBDLM, a Matlab open-source software specifically developed to use BDLMs for
SHM. In this paper, synthetic dataset is examinated to illustrate the functionalities of the software, from
data pre-processing to results visualization.
During the last decade, the rise of sensing tech-
nologies fostered the development of new data-
driven structural health monitoring (SHM) tech-
niques (Farrar and Worden, 2012). One challenge
in SHM is to separate the baseline response of a
structure (that carries irreversible change due to the
ageing of the structure) from the reversible changes
in the behavior due to external effects (tempera-
ture, traffic, etc.). The extraction of the baseline
is crucial for the detection of changes in the base-
line response (i.e. anomalies). In many cases, ex-
ternal effects variation might be greater than the
true damaged-induced variation, thus leading to
false anomaly detection. One approach is to de-
compose the observed structural responses into a
set of components, among them the baseline re-
sponse of the structure. Multiple linear regression
(Gamse and Oberguggenberger, 2017) and neural
network (Mata, 2011) were found to be effective
techniques for achieving such a purpose. How-
ever, without retraining, they are not capable to
self-adaptation due to changes in structural/envi-
ronmental conditions (i.e. non-stationarity). This
is a key limitation because an efficient and au-
tonomous anomaly detection tool requires analyz-
ing non-stationary time-series online. Bayesian
Dynamic Linear Model BDLM, is a class of state-
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space model that allows non-stationary components
to be learned online (West and Harrison, 1999). It
is interesting to note that BDLM have been mainly
used in econometrics so far. One possible reason
is that several open-source softwares for macroeco-
nomics and finance analysis based on state-space
models have been made available since the 80’s
(see Commandeur et al., 2011, for a review). In
contrast, only few studies have explored the use
of BDLM for SHM (Solhjell, 2009; Goulet, 2017).
Recently, Goulet and Koo (2018); Nguyen and
Goulet (2018b) and Nguyen and Goulet (2018a)
have shown that BDLM can be used to track
time-varying baseline structure response and de-
tect anomalies. The generalization of BDLM for
SHM borrows tools from many disciplines, includ-
ing data processing, applied statistics, and machine
learning. There is currently no standalone software
allowing BDLMs to be used routinely by SHM
practioners. This study intends to bridge this gap
by introducing OpenBDLM, a software specifically
developed to use BDLM for SHM. OpenBDLM is
written in Matlab to be fully cross platform. The
software is interactive and documented to facilitate
its use. It is open source and free with the aim of
spreading out the use of BDLMs for SHM, as well
as building a community of developers to further
improve the code. This paper is organized as fol-
lows. The first section briefly reviews the BDLM
theory. The second section summarizes the main
software functionalities. The third section presents
a case-study based on synthetic data to show how
the software is used in practice, and finally, the con-
clusion adresses some perspectives for further im-
provements of the software.
1. BAYESIAN DYNAMIC LINEAR MODELS
1.1. Linear gaussian state-space model
Bayesian dynamic linear models are a class of
linear gaussian state-space models which can be
described from the transition and the observation
equations (West and Harrison, 1999). The transi-
tion equation describes the dynamics of the system,
and is formulated as
xt = Atxt−1 +wt ,
{
xt ∼N (µt ,Σt)
wt ∼N (0,Qt),
(1)
where, for each each time t = 1, . . . ,T, the variables
xt follow a Gaussian distribution with mean µt and
covariance matrix Σt , At is the transition matrix,
and wt represents Gaussian model errors with zero
mean and covariance matrix Qt . The variables xt
are usually referred to as hidden states because they
are not directly observed. The relationship between
the observations yt and the hidden states xt is given
by the observation equation, such as
yt = Ctxt +vt ,
{
vt ∼N (0,Rt), (2)
where Ct is the observation matrix, and vt is the
Gaussian measurement error with zero mean and
covariance matrix Rt . BDLMs are capable of an-
alyzing multiple time series simultaneously. In
case of dependencies between multiple time se-
ries, regression coefficients are added in Ct (Goulet,
2017). One particularity of BDLMs is their capac-
ity to update the current estimated state with the
current observations, thus allowing to perform on-
line state inference of non-stationary time series.
1.2. Kalman filter
The analytical solutions for the prediction, obser-
vation and update step are available through the
Kalman filter (KF), which can be expressed in its
short form as:
(µt|t ,Σt|t ,Lt) = Filter(µt−1|t−1,Σt−1|t−1,yt ,
At ,Qt ,Ct ,Rt)
(3)
where Lt is the marginal likelihood describing the
probability of observing observations yt at time t
given all the observations up to time t−1. The stan-
dard Kalman filter expressed in Eq. 3 can process
stationary, trend stationary, and acceleration sta-
tionary time series, but it is not capable of handling
non-stationary time-series, which is a major limita-
tion when it comes to anomaly detection. The gen-
eralization of the Kalman Filter for non-stationary
time-series is found in the Switching Kalman filter
(SKF) equations.
1.3. Switching Kalman filter
In the context of SHM, we are interested in anomaly
detection, that is, modelling and detecting the
changes of behavior due to changes in the dynam-
ics of the baseline response of the structure. One
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way to model changing dynamics is to run in par-
allel a collection of S linear models, each having
their own system dynamics At and Qt . In such
approach, a discrete markovian switching variable
st = 1, .., j, ..,S with a transition probabilities ma-
trix Zt and probabilities πt is introduced to indicate
which dynamics is used at time t. The problem of
incorporating switching dynamics into the model is
that the state vector grows in a way that the dimen-
sion of the state vector at time t is St . Therefore, the
estimation quickly becomes intractable. One solu-
tion is to merge at each time t the states sharing the
same dynamics using gaussian mixture. This tech-
nique, known as the Switching Kalman filter (SKF,
Murphy, 1998), allows to keep the dimension of the
state vector equal to S at each time t. The SKF algo-
rithm can be divided into two successive steps, (i)
the “Filter” step and, (ii) the “Collapse” step. Fol-
lowing the notation used in Eq. 3 the first step can




















where the superscripts i( j) indicates that the current
state at time t is st = j given the state at time t− 1
is st−1 = i, and L
i( j)
t the marginal likelihood that
describes the probability of observing observations
yt at time t given all the observations up to time
t−1, and given the state at time t−1 was st−1 = i
and that it switches to st = j at time t. The state
probability π jt|t at each time t is computed from the
previous state probabilities πt−1|t−1, the likelihood
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W i( j)t|t−1 are required to perform the “Collapse” step,












where state switching probabilities W i( j)t|t−1 are used
as weighting factors for the gaussian mixture. From
Eq. 7, it is clear that the SKF algorithm provides a
set a S state vectors at each time t. However, for
the ease of interpretation, it is generally more con-
venient to have a single state vector at each time
t. Therefore, we hereafter introduce the “Merge”
step. Similarly to the “Collapse” step of the SKF
algorithm, the “Merge” step uses the gaussian mix-
ture technique, and it can be expressed in its short
form as:







where the state probabilities π jt|t is used as weight-
ing factors for the gaussian mixture.
1.4. Maximum Likelihood Estimation
The matrices At , Qt , Ct and Rt depend on a set
of static model parameters θ. In most cases, θ are
unknown, and they can be learned from a training
dataset y1:Tr. The Maximum (log-) Likelihood Es-
timation (MLE) is a technique often employed to
learn from the data the optimal set of model param-



























where implicit dependency on θ is considered in
the right side of the equation to simplify the nota-
tion. Note that LTr(θ) is directly computed from
the Switching Kalman filter, which provides the
values of L i( j)t and π it−1|t−1 (see Eq. 4 and Eq. 5);
the values of Zi( j)t are known from the current set of
model parameters.
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2. SOFTWARE FUNCTIONALITIES
In this section, the software functionalities are de-
scribed. The global software workflow is summa-
rized in Figure 1.
2.1. Data pre-processing
As mentioned in Section 1.1, BDLMs are capa-
ble to analyze simultaneously multiple time-series.
Multiple time-series analysis is useful to incor-
porate information from observed environmental
effects by creating dependencies between several
time-series. However, in most cases, the set of
available time-series is heterogeneous, in the sense
that each time-series does not originate from the
same system of acquisition. Therefore, the raw data
do not usually share the same timestamps. This is
an issue because BDLM techniques are not capable








µt|t , σt|t , π2t|t
Figure 1: OpenBDLM workflow
The data pre-processing in OpenBDLM is thus
dedicated to synchronize the time-series between
each others. By default, the time synchronization is
done by replacing the corresponding missing val-
ues in the time series with missing data. Custom
pre-processing is also possible to control the final
amount of missing data in the dataset, or to perform
resampling by data averaging over time-windows of
fixed length. Moreover, the data pre-processing in
OpenBDLM is also used to choose the time-series
to process, and to select the period of analysis.
The time synchronization is updated automatically
as time-series are added to (or removed from) the
dataset. The preprocessing in OpenBDLM is min-
imalist and focuses on time synchronization. Nei-
ther outlier removal nor normalization is done to
preserve the genuine information from the data.
2.2. Model construction
BDLMs are used to decompose time-series into
a set of hidden state variables. The choice of
the type of components associated with each time-
series is part of the model construction. Each sub-
component has its own model and parameter vec-
tor (i.e. a set of At , Qt , Ct , and Rt matrices)
which are then assembled to form the full model.
OpenBDLM supports three types of components:
(1) baseline, (2) periodic, and (3) autoregressive.
(1) The baseline component models the local mean
of the time series. For the the time series directly
related to the structural behavior (displacement, fre-
quency), the baseline component is of main interest
because it carries the baseline response of the struc-
ture. There are three types of baseline proposed in
the software: (i) level only model, (ii) trend model,
(iii) acceleration model. (2) The periodic compo-
nent models harmonic periodic phenomena, which
are most often related to external effects (tempera-
ture for instance). (3) The autoregressive compo-
nent models the time dependent model error. Note
that each component can be replicated, each having
its own set of model parameters. For instance, two
periodic components with periods of 365 days and
1 day can be used to model seasonal and daily vari-
ations, respectively. OpenBDLM enables to build
complex models easily, while automatically assign-
ing default values for the model parameters in the
corresponding matrices.
2.3. Model parameters learning
The default values for the model parameters as-
signed during model construction are typically
poor guesses estimated from heuristic knowledge,
and a better estimation must be learned from the
data using the MLE procedure presented in Sec-
tion 1.4. OpenBDLM implements the Newton-
Raphson (NR, Gelman et al., 2004) and Stochas-
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Figure 2: Simulated displacement (DISP.) and temperature (TEMP.) time series. From top to bottom, the graphs
represent the amplitude, the time steps and the working period as well as the position of the missing data in each
time series, respectively. (This figure and the following ones are graphical outputs of OpenBDLM).
tic Gradient Descent (SGD, Goodfellow et al.,
2016) iterative gradient-based optimization tech-
niques to achieve this task. The NR and SGD
algorithms involve the computations of the first
and second order derivatives of the log-likelihood.
The derivatives are approximated using the finite-
difference method, and OpenBDLM takes advan-
tages of the CPU parallel computing (when avail-
able) to speedup the computations. Defaults val-
ues for the starting model parameters, learning rate,
stopping criterion, and number of iterations are pro-
vided by OpenBDLM, but custom setting is possi-
ble. Note that the NR and SGD algorithm are likely
to be trapped in a local maxima if the starting ini-
tial values of the models parameters are far from the
true values of parameters. Therefore, it is advised
to repeat the algorithm several times with different
initial starting model parameters values to evaluate
the robustness of the results.
2.4. Hidden states estimation
The mean µt|t and the standard deviation σt|t =√
diag(Σt|t) of each estimated hidden component
are computed at each time t using the Switching
Kalman filter algorithm and the “Merge” step (see
Eq. 4-8). OpenBDLM creates one figure for each
component. The plots can be exported in PNG,
PDF and LATEX format for publication and report-
ing.
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Figure 3: Effects of the data pre-processing. Same legend as Figure 2. In the bottom graph, the crosses indicate
missing data.
2.5. Anomaly detection
The Switching Kalman filter presented in Sec-
tion 1.3 enables to run multiple model dynamics
in parallel, and to compute the probability of each
model πt|t at each time t. In OpenBDLM, a two-
models Switching Kalman filter (i.e. S = 2) can
be implemented to detect anomalies. The first and
second model dynamics are assumed to be related
to the normal and abnormal behavior expected for
a given structure, respectively. The detection of an
anomaly occurs when the probability of the second
model is close to 1. OpenBDLM aims at detecting
changes of behavior due to changes in dynamics in
the baseline response of the structure. Therefore,
the software handles model switching between the
three types of baseline dynamics described in Sec-
tion. 2.2, that is, local level, local trend, and lo-
cal acceleration models. Considering a maximum
of two model dynamics, the software supports six
types of model switch: (1) from local level model to
local trend model (and reverse), (2) from local level
model to acceleration model (and reverse), (3) from
local trend to acceleration model (and reverse). The
model probability of the abnormal model π2t|t is
plotted at each time t to visualize the presence of
anomalies in the time-series.
3. CASE STUDY
The software functionalities are illustrated on a
case-study that involves a simulated displacement
and a simulated temperature time-series (labelled
DISP. and TEMP. respectively, see Fig. 2, top).
Both time series span a period of 4 years between
May 2008 and April 2012. This simulated dataset
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1 %% A − Project name
2 misc.ProjectName='DISPTEMP_ICASP13';
3






10 %% C − Model structure
11 % Model components
12 model.components.block{1}={[23 41 ] ...
13 [21 31]}; % Model 1
14 model.components.block{2}={[13 41 ] ...
15 [21 31]}; % Model 2
16
17 % Model component constrains
18 model.components.const{2}={[0 1 ] [1 1] };
19
20 % Model inter−components dependence
21 model.components.ic={[2 ] [ ] };
Listing 1: OpenBDLM configuration file for the case-
study presented in Section 3
mimics the situation in which the structural re-
sponse (DISP.) depends on an observed external ef-
fect (TEMP.). On June 26, 2010, a switch from sta-
tionary to trend stationary has been added to mimic
a fictitious anomaly in the DISP. baseline. The
anomaly lasts 30 days. The timestep vector for the
DISP. time series is non-uniform, with timesteps
varying from 1 to 72 hours (Fig. 2, middle). On
the other hand, the timestep vector for TEMP. time-
series is uniform with a fixed value of 12 hours.
In such case, pre-processing is required to synchro-
nize the time series between each others before per-
forming a BDLM analysis (see Section 2.1). There-
fore, OpenBDLM adds missing data to synchronize
the time series between each others (Fig. 3, bot-
tom). The dataset is now ready for BDLMs anal-
ysis because the timesteps are identical for each
time-series (Fig. 3, middle). Here, the goal is to ex-
tract the baseline response of the DISP. time-series.
Thus, a two-models SKF is configured, in which
the first model includes a trend baseline compo-
nent, and the second model includes an accelera-
tion baseline component. The periodic patterns ob-
served in the displacement is modelled by creating
a dependency on the observed temperature time se-
ries. OpenBDLM uses a configuration file for ini-
tializing a project, loading the data, and building
the model (see Listing 1). Note that less than 22
lines of code is necessary to initialize a project.
Each model component is associated with a refer-
ence number for compact notation and readability
(local trend model = 13, periodic model = 31, au-
toregressive = 41, etc.). OpenBDLM also proposes
to build the configuration file from command line
user’s interaction.
The model parameters are learned from the full
dataset using the Newton-Rapshon algorithm pre-
sented in Section 2.3. The mean and standard devi-
ation of each hidden component are then estimated
using the SKF algorithm followed by the merging
step, presented in Section 1.3. After the analysis,
OpenBDLM creates a set of plots to visualize and
interpret the results. Among them, the mean (µBt|t)
and standard deviation (σBt|t) of the baseline com-
ponent extracted for the displacement time series
as well as the probability of the “abnormal” model
(π2t|t), which are presented in Fig. 4. The estimated
baseline is close to the true values represented by
the dashed lines. After a relatively short delay of
around 17 days, the model catches the change in
the structure baseline response (Fig. 4, top). This
change in the baseline dynamics is seen in the
model probability plot (Fig. 4, bottom). Indeed, the
probability of the second model reaches one on July
17, 2010, resulting in an anomaly detection 20 days
later than the true onset of the anomaly.
4. CONCLUSIONS
The paper introduces OpenBDLM, a new open-
source Matlab software to perform Bayesian dy-
namic linear modeling for Structural Health Mon-
itoring. The software package can be downloaded
from GitHub. OpenBDLM is being developed for
Structural Health Monitoring, but it is well suited to
process any time series with time steps of the order
of one hour or higher.
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Figure 4: Switching Kalman filter results. Top: Estimated baseline component for the simulated displacement
time series. Bottom: probability of the model 2 (trend model). The dashed lines indicate the true values.
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