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In this note, we consider some norm inequalities related to the
Rotfel’d Trace Inequality
Tr f (|A + B|) Tr f (|A|) + f (|B|)
for concave functions f : [0,∞) → [0,∞) and arbitrary n-by-n
matrices. For instancewe show that for a large class of non-negative
concave functions f (t) and for all symmetric norms we have
‖f (|A + B|)‖√2‖f (|A|) + f (|B|)‖
and we conjecture that this holds for all non-negative concave
functions.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Subadditivity type inequalities for concave functions of operators have been an extensive topic of
research in recent years. The basic problem is to extend to matrices an obvious subadditivity property
of concave functions. Themost elementary result goes back to themiddle of 1960s whenMcCarthy [6]
pointed out a trace inequality. Using the trace-norm notation ‖ · ‖1,
‖(A + B)p‖1  ‖Ap + Bp‖1
for A, B 0 and 0 < p < 1. Here and throughout this note, capital letters A, B, . . . stand for n-by-n
matrices (or operators) and A 0 means that A is positive semideﬁnite. In the late 1960s, Rotfel’d
proved that McCarthy’s estimate for f (t) = tp remains true for all non-negative concave functions f
on the positive half-line. Rotfel’d [7] even proved a remarkable theorem for not necessarily positive
operators:
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Theorem 1.1. For all A, B and all concave function f : [0,∞) → [0,∞),
‖f (|A + B|)‖1  ‖f (|A|) + f (|B|)‖1.
In case of positive operators, this trace inequality may be extended to the Schatten p-norms ‖ · ‖p
and more generally to the whole class of symmetric (or unitarily invariant) norms. Such norms satisfy
‖A‖ = ‖UAV‖ for all A and all unitaries U, V . Indeed, extending a work of Ando and Zhan [1] for
operator monotone/concave functions, Bourin and Uchiyama [5] recently obtained:
Theorem 1.2. Let A, B 0 and let f (t) be a non-negative concave function on [0,∞). Then, for all
symmetric norms,
‖f (A + B)‖ ‖f (A) + f (B)‖.
Still more recently, Bourin [4] established a version for normal operators as follows.
Theorem 1.3. Let A, B be normal and let f (t) be a non-negative concave function on [0,∞). Then, for all
symmetric norms,
‖f (|A + B|)‖ ‖f (|A|) + f (|B|)‖.
This theorem has several consequences (see [4]). Let us point out here that it also contains Rotfel’d
Inequality as well as the following extension to all Schatten p-norms:
Corollary 1.4. For all A, B and all concave function f : [0,∞) → [0,∞),
‖f (|A + B|)‖p  2−1/p
(
‖f (|A∗|) + f (|B∗|)‖pp + ‖f (|A|) + f (|B|)‖pp
)1/p
.
To prove this corollary, it sufﬁces to apply Theorem 1.3 to the Hermitian operators(
0 A
A∗ 0
)
and
(
0 B
B∗ 0
)
.
Thenext sectiondealswith another extensionofRotfel’d Inequality for thewhole class of symmetric
norms but restricted to a special class of concave functions.
2. Results for concave, geometrically convex functions
We say that a non-negative function f on [0,∞) is geometrically convex when
f
(√
ab
)

√
f (a)f (b)
for all positive numbers a, b, that is when f is convex with respect to the geometric mean. The most
obvious examples are f (t) = tp. The class of non-negative concave and geometrically convex functions
on [0,∞) is closed under addition and composition. Note that a non-negative continuous function f (t)
on [0,∞) is geometrically convex iff log f (et) is convex on (−∞,∞). Hence g(t) = log(1 + t) is not
geometrically convex on [0,∞), though g(et) is convex. The following result holds.
Theorem 2.1. Let f : [0,∞) → [0,∞) be concave and geometrically convex. Then, for all A, B and all
symmetric norms,
‖f (|A + B|)‖ ‖f (|A∗|) + f (|B∗|)‖1/2‖f (|A|) + f (|B|)‖1/2.
Since ‖f (|A∗|) + f (|B∗|)‖ 2max{‖f (|A∗|)‖; ‖f (|B∗|)‖} 2‖f (|A|) + f (|B|)‖ we get:
Corollary 2.2. Let f : [0,∞) → [0,∞) be concave and geometrically convex. Then, for all A, B and all
symmetric norms,
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‖f (|A + B|)‖√2‖f (|A|) + f (|B|)‖.
In case of the operator norm ‖ · ‖∞, Corollary 2.2 is sharp. Indeed, the equality
‖|A + B|‖∞ =
√
2‖|A| + |B|‖∞
may occur even when A + B 0, for instance with
A =
(
1 0
1 0
)
, B =
(
0 1
0 1
)
.
However, in many cases the constant
√
2 can be replaced by a smaller one. In case of the Schatten
q-norms, Corollary 2.2 can be improved to:
Corollary 2.2a. Let f : [0,∞) → [0,∞) be concave and geometrically convex. Then, for all A, B and all
Schatten norms,
‖f (|A + B|)‖q 
√
2
1−1/q‖f (|A|) + f (|B|)‖q.
It seems that the constant
√
2
1−1/q
is not the best one. The proof of Corollary 2.2a follows from
Theorem 2.1 and a simple property: Given X, Y  0,
‖X + Y‖q  21−1/q‖X ⊕ Y‖q  ‖UXU∗ + VYV∗‖q
for any unitary U, V . One may easily state a version of Corollaries 2.2 and 2.2a for ﬁnite families of
operators. For instance:
Corollary 2.3. Let f be a non-negative concave and geometrically convex function on [0,∞). Then, for any
matrices A1, . . . , Am and all symmetric norms,
‖f (|A1 + · · · + Am|)‖
√
m‖f (|A1|) + · · · + f (|Am|)‖.
This follows from an extension of Theorem 2.1 to ﬁnite families A1, . . . , Am whose proof is the same as
the one for two operators.
We turn to the proof of Theorem 2.1. We will use a basic characterization of positive partitioned
matrices as well as some classical properties of symmetric norms, majorization and log-majorization.
The book [2] is an excellent reference for a background on these notions.
Proof. From the polar decomposition X = |X∗|1/2U|X|1/2 we deduce(|A∗| A
A∗ |A|
)
 0,
(|B∗| B
B∗ |B|
)
 0,
hence(|A∗| + |B∗| A + B
A∗ + B∗ |A| + |B|
)
 0
so that
A + B = (|A∗| + |B∗|)1/2K(|A| + |B|)1/2
for some contraction K . By using Horn’s inequality we infer that for all k = 1, 2, . . .
k∏
j=1
λj(|A + B|)
k∏
j=1
λ
1/2
j (|A∗| + |B∗|)λ1/2j (|A| + |B|),
where λj(·) stand for the eigenvalues arranged in decreasing order and repeated according to their
multiplicities. Since f is geometrically convex and increasing we observe that f (et) is convex and
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increasing. The above weak log-majorization relation then yields the following weak majorization:
For all k = 1, 2, . . .
k∑
j=1
λj(f (|A + B|))
k∑
j=1
f
[
λ
1/2
j (|A∗| + |B∗|)λ1/2j (|A| + |B|)
]
.
By using the geometrically convex property of f we thus have, for all k = 1, 2, . . .
k∑
j=1
λj(f (|A + B|))
k∑
j=1
λ
1/2
j (f (|A∗| + |B∗|))λ1/2j (f (|A| + |B|)).
Let X be the diagonal matrix whose diagonal entries are
λ
1/2
1 (f (|A∗| + |B∗|)), λ1/22 (f (|A∗| + |B∗|)), . . .
Similarly let Y be the diagonal matrix with diagonal entries
λ
1/2
1 (f (|A| + |B|)), λ1/22 (f (|A| + |B|)), . . .
The above weak majorization says that ‖(f (|A + B|)‖ ‖XY‖ for all symmetric norms. The Cauchy–
Schwarz inequality for symmetric norms
‖XY‖ ‖X∗X‖1/2‖Y∗Y‖1/2
then yields
‖(f (|A + B|)‖ ‖f (|A∗| + |B∗|)‖1/2‖f (|A| + |B|)‖1/2
and making use of Theorem 1.2 completes the proof. 
Conjecture. We conjecture that Theorem 2.1 holds for all non-negative concave functions on the positive
half-line.
In case of the operator norm, Corollary 2.2 holds for any non-negative concave function f (t) on the
positivehalf-line. Indeed,we thenhave f
(√
2t
)

√
2f (t) for all t  0so thatusing (1) andTheorem1.2,
‖f (|A + B|)‖∞ = f (‖A + B‖∞)
√
2‖f (|A|) + (|B|)‖∞.
In case of the trace norm, Corollary 2.2 is also obviously true for any non-negative concave function.
Therefore, for two-by-two matrices, Corollary 2.2 holds for all non-negative concave functions on the
positive half-line. This supports the above conjecture.
3. Comments and questions
The functions f (t) = tp, 0 < p < 1, are simple examples of operator concave functions on the
positive half-line. However, even for these functions, the inequality for A, B 0
f (A + B) f (A) + f (B)
does not hold in general, as it is easily seen with rank one operators. The results of Sections 1 and 2
can be regarded as substitutes. It is natural to restrict to concave functions; indeed it is known that a
non-negative continuous function g(t) with g(0) = 0 satisfying
Tr g(A + B) Tr (g(A) + g(B))
for all A, B 0 is necessarily concave [8]. Since a non-normal operator X has two distinct positive parts,
|X| and |X∗|, it is not surprising that these two positive parts occur in a symmetric way in Theorem 2.1.
We do not know if Theorem 2.1 holds for all non-negative concave functions. Actually we do not even
know if it holds for a simple operator concave function like g(t) = t/(t + 1) or g(t) = log(1 + t).
584 E.-Y. Lee / Linear Algebra and its Applications 433 (2010) 580–584
However it seems natural to conjecture that Theorem 2.1 and Corollary 2.2 hold for all non-negative
concave functions.
Next, using McCarthy’s inequality for p 1 (cf. [6], or [3] for a different proof and a reﬁnement
when p > 2) saying that
‖X + Y‖pp  ‖X‖pp + ‖Y‖pp (X, Y  0)
and, arguing as in the proof of Corollary 2.2a, we infer from Corollary 1.4:
Proposition 3.1. For all A, B and all concave functions f : [0,∞) → [0,∞),
‖f (|A + B|)‖p 
(
1 + 2p−1
2
)1/p
‖f (|A|) + f (|B|)‖p.
The constant in Corollary 2.2a is better. Anyway it seems natural to conjecture that the best constant
cp is the one occurring in the simplest case of f (t) = t, and hence we ask the following: What is the
best cp such that
‖A + B‖p  cp‖|A| + |B|‖p
for all A, B? Would this cp make Proposition 3.1 sharp? Even c2 seems difﬁcult to compute! We
conjecture that
c2 =
√√√√1 + √2
2
.
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