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The molecular Hubbard Hamiltonian (MHH) naturally arises for ultracold ground state polar
alkali dimer molecules in optical lattices. We show that, unlike ultracold atoms, different molecules
display different many-body phases due to intrinsic variances in molecular structure even when the
molecular symmetry is the same. We also demonstrate a wide variety of experimental controls on 1Σ
molecules via external fields, including applied static electric and magnetic fields, an AC microwave
field, and the polarization and strength of optical lattice beams. We provide explicit numerical
calculations of the parameters of the MHH, including tunneling and direct and exchange dipole-
dipole interaction energies, for the molecules 6Li133Cs, 23Na40K, 87Rb133Cs, 40K87Rb, and 6Li23Na
in weak and strong applied electric fields. As case studies of many-body physics, we use infinite-size
matrix product state methods to explore the quantum phase transitions from the superfluid phase
to half-filled and third-filled crystalline phases in one dimension.
I. INTRODUCTION
Molecules cooled to ultralow temperatures provide ac-
cess to a wealth of exciting new physics, such as the study
of chemical reactions at ultracold temperatures, preci-
sion tests of fundamental symmetries, novel means of
quantum information processing, and many-body physics
with many internal degrees of freedom [1]. The vast tun-
ability proffered by molecules has led to many propos-
als to manipulate molecules with external fields in order
to simulate outstanding unsolved quantum Hamiltonians
motivated by solid state physics [2–4]. Taking a comple-
mentary approach, we address the immediately accessible
many-body physics observable in upcoming experiments
using ultracold ground state 1Σ molecules in optical lat-
tices, in which external fields will not be fine-tuned. In
this work, we use the molecular Hubbard Hamiltonian
(MHH) to show that the first experiments with ultra-
cold molecules in optical lattices will display a variety
of many-body phases which are strongly dependent on
molecular species and amenable to control with external
fields.
For ultracold alkali atoms, interactions are well-
modeled by a contact pseudopotential proportional to
the s-wave scattering length, and the s-wave scattering
length is readily tunable by using a Feshbach resonance.
Hence, while the specific positions of Feshbach resonances
may differ among different alkali species, essentially the
same tunability of interactions is provided for all species.
We demonstrate that the same is not true for ultracold
molecules. Due to intrinsic variations in the structure
of 1Σ alkali dimer molecules, different molecules access
different regimes of the MHH, and so display a variety of
many-body phases. In this work, we take as examples
the bosonic molecule 87Rb133Cs [5] and the fermionic
molecules 6Li133Cs [6], 23Na40K [7], 40K87Rb [8], and
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6Li23Na [9], all of which are being explored in current
experiments. After identifying the MHH for a particu-
lar near-term experimental setup we discuss some of its
experimental controls which are not available to ultra-
cold atoms. We then provide explicit numerical values
for the parameters appearing in a quasi one-dimensional
reduction of the MHH such as tunneling and dipolar in-
teraction terms. To provide case studies of many-body
physics, we numerically calculate quantum phase tran-
sitions from superfluid to crystalline phases for several
different molecular species at rational densities in one
dimension using variational matrix product state tech-
niques. By computing phase diagrams in terms of ex-
perimental parameters such as the strength of an applied
electric field, we show that crystalline phases will not be
seen for the molecules with the weakest dipole moments.
II. THE MOLECULAR HUBBARD
HAMILTONIAN
The molecular Hubbard Hamiltonian (MHH) in the
simplest experimental configuration is
Hˆ = −
∑
i6=jσ;rt
tj−i,σaˆ
†
i,σaˆj,σ −
∑
σσ′
Ωσσ′
∑
i
aˆ†i,σaˆi,σ′
+
∑
iσ
∆σnˆi,σ +
1
2
∑
i6=jσσ′;rU
Uj−i,σσ′ nˆi,σnˆj,σ′ (1)
+
1
4
∑
i 6=jσ1σ2σ′2σ′1;rE
Ej−i,σ1σ2σ′2σ′1 aˆ
†
i,σ1
aˆ†j,σ2 aˆj,σ′2 aˆi,σ′1 .
Here σ labels the internal state of a molecule, and the op-
erator aˆi,σ (aˆ
†
iσ) represents either a hard-core bosonic or
fermionic annihilation (creation) operator of a molecule
in state σ on lattice site i. In order, the terms in Eq. (1)
are tunneling of molecules between sites i and j with
state-dependent tunneling energy tj−i,σ, local transitions
between molecular internal states σ → σ′ driven by an
AC microwave field EAC which has right-circular polar-
ization in the lab frame and effective Rabi frequency
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2Ωσσ′ , energetic detuning ∆σ of a molecule in state σ from
a reference ground state, direct dipole-dipole interactions
Uj−i,σσ′ between a molecule in state σ on site i and a
molecule in state σ′ on site j, and exchange dipole-dipole
interactions Ej−i,σ1σ2σ′2σ′1 which exchange a quantum of
rotation between molecules at sites i and j through the
dipole-allowed transitions σ′1 → σ1 and σ′2 → σ2. The
parameters rt, rU , and rE represent cutoffs of the range
of tunneling and direct and exchange dipole-dipole inter-
actions, respectively, and set a consistent energetic order
of approximation for the terms in Eq. (1) for a given set
of field parameters. We note that these cutoffs generally
depend on the internal state, rt = rt,σ etc., and on direc-
tionality, e.g. the range of tunneling will be shorter along
directions in which the lattice potential is deeper.
The Hubbard parameters in Eq. (1) are defined in
terms of integrals involving the lowest band Wannier
functions wiσ(r), where σ is an internal state index and
i denotes the centering site of the Wannier function.
The Wannier functions wiσ(r) are the quasimomentum
Fourier transforms of the lowest band Bloch functions
Hˆspψσq(r) = Eσqψσq(r) , (2)
which are the simultaneous eigenfunctions of the lattice
translation operators and the single-particle Hamiltonian
Hˆsp. In particular, we define
tj−i,σ ≡ −
∫
BZ
dqe−iq·(Ri−Rj)Eσq/vBZ , (3)
∆σ ≡ −t0,σ − ωδN¯,1 , (4)
Uj−i,σσ′ ≡ (U0;ijjiσσ′σ′σ + Sijjiσσ′ )± (U0;ijijσσ′σ′σ + Sijijσσ′ ) , (5)
Ej−i,σ1σ2σ′2σ′1 ≡
∑
q=−1,1
[Uq;ijjiσ1σ2σ′2σ′1 ± U
q;ijij
σ1σ2σ′2σ
′
1
] , (6)
Ωσσ′ ≡ EAC (d1,σσ′ + d1,σ′σ) , (7)
dq,σσ′ ≡
∫
drw?0σ(r)dˆqw0σ′(r) . (8)
Here, vBZ is the volume of the first Brillouin zone (BZ),
Ri is the coordinate of lattice site i, dˆq is the projection
of the dipole operator along space-fixed spherical basis
element eq, and the positive (negative) sign in Eqs. (5)
and (6) refers to bosons (fermions). The presence of δN¯,1
in Eq. 4 denotes that we work in the frame in which
all states in the first excited rotational manifold rotate
with the frequency ω of the AC field [15]. Working in
the rotating frame makes the coupling to the AC field,
Eq. (7), time-independent. The dipole and short-range
interaction integrals appearing in (5) and (6) are
Uq;i1i2i′2i′1σ1σ2σ′2σ′1 =− 2
∫
drdr′f i1i
′
1
σ1σ′1
(r)dˆqdˆ−q
C
(2)
0 (r−r′)
|r−r′|3 f
i2i
′
2
σ2σ′2
(r′) ,
(9)
Si1i2i′2i′1σσ′ =
∫
drdr′f i1i
′
2
σσ (r)P (a¯) f
i2i
′
2
σ′σ′(r
′) , (10)
where f ii
′
σσ′(r) ≡ w?iσ(r)wi′σ′(r) is a Wannier function
product, C
(2)
0 (R) is an unnormalized spherical harmonic,
TABLE I: The few-molecule parameters can differ by sev-
eral orders of magnitude for experimentally relevant 1Σ
molecules [12, 16, 17]. In order, we give the permanent dipole
moment d, the nuclear spins I1 and I2, the rotational con-
stant BN , the nuclear quadrupole coupling constants (eQq)1
and (eQq)2, the nuclear g-factors g1 and g2, the hyperfine spin
couplings c1, c2, c3, and c4, and the magneto-association field
B.
6Li133Cs 23Na40K 87Rb133Cs 40K87Rb 6Li23Na
d/Debye 5.52 2.76 1.25 0.566 0.56
I1 1 3/2 3/2 4 1
I2 7/2 4 7/2 3/2 3/2
BN/GHz 6.5202 2.8268 0.504 1.114 12.7355
(eQq)1
MHz
3×10−4 -0.167 -0.872 0.45 8×10−4
(eQq)2
MHz
0.187 0.796 0.051 -1.41 0.687
g1 0.822 1.479 1.834 -0.324 0.822
g2 0.738 -0.324 0.738 1.834 1.479
c1/Hz 15.2 110.6 98.4 -24.1 83.2
c2/Hz 3476.0 -90.9 194.1 420.1 802.2
c3/Hz 53.1 -46.5 192.4 -48.2 196.2
c4/Hz 620.8 -466.2 17345.4 -2030.4 212.3
B/Gauss 843.5 139.7 181.7 545.9 745
and P (a¯) is a regularized s-(p-)wave pseudopotential [10]
for bosons (fermions) which is assumed to have the uni-
versal dependence on the van der Waals length a¯ dis-
cussed in Ref. [11, 12]. We evaluate the integrals Eq. (9)
using the ab initio method of Ref. [13]. As shown in that
work, the dipole-dipole interaction parameters Uj−i,σσ′
and Ej−i,σ1σ2σ′2σ′1 have a ∼ 1/|j− i|p power-law tail with
p & 3 and a possibly significant exponentially decaying
contribution when the lattice strengths are anisotropic.
A. Tunability of MHH parameters for two internal
states
The single particle Hamiltonian consists of kinetic, lat-
tice, and internal components, and the internal contribu-
tion has been discussed in detail in past work [14, 15].
We use the few-molecule parameters in Table I which
have been calculated from density functional theory [16]
or available experimental data [17]. The internal states
of an alkali dimer molecule in the presence of a DC elec-
tric field EDC = EDCez group into manifolds |N¯ ,MN , η〉.
Here, N¯ denotes that the manifold adiabatically corre-
lates with having N quanta of rotation as EDC → 0, MN
is the projection of rotation along ez, and η indexes the
nuclear hyperfine degeneracy. Two such manifolds with
|MN | 6= |M ′N | are well separated in energy provided that
the scaled DC field strength βDC ≡ dEDC/BN & 0.2.
In addition to EDC, we consider an applied DC mag-
netic field B = Bez. The values of B we use, collected
in Table I, correspond to the positions of the Feshbach
resonances used for magneto-association [5–9]; these are
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FIG. 1: (Color online) Examples of experimental controls not
available to atoms. An applied electric field EDC gives rise to
single-particle states with tunable expected dipole moments.
Vertical dashed lines indicate the position of EDC = 5kV/cm
for the various molecules. The expected transition dipole mo-
ments, giving rise to exchange interactions, are significantly
different in the presence of an optical lattice (d1,12, magenta
short-dashed line) and in free space (dRR1,12, dashed blue line).
the magnetic fields naturally and easily used in exper-
iments. The Zeeman splittings and intrinsic couplings
between hyperfine sublevels produce intra-manifold split-
tings which are typically a few tens to hundreds of kHz.
In order to induce rotational transitions between states
in manifolds |0¯, 0, η〉 and |1¯,±1, η′〉, we require a single
AC microwave field with frequency ω and circular po-
larization with respect to the DC field axis; such fields
are already used in experiments [17]. The detuning ∆σ
denotes how far from a single-molecule resonance state
σ is, and the effective Rabi frequency Ωσσ′ expresses the
strength of transitions from state σ to state σ′. In strong
B fields where the intra-manifold splitting is typically
larger than e.g. the dipole-dipole interaction energy, the
AC field determines which states are dynamically acces-
sible. Hence, the number of states involved in the MHH
dynamics can be modified by the static field configuration
and the frequency and power of the AC field, resulting
in a tunable quantum complex system [14]. The num-
ber of dynamically accessible internal states can be quite
sizable, typically a few tens, due to a large hyperfine de-
generacy, see I1 and I2 in Table I.
Finally, we consider that the molecules are subject
to a simple cubic optical lattice potential consisting of
three pairs of counter-propagating laser beams, Vlatt(r) =∑
ν∈{x,y,z}E
2
η cos
2(piν/a)?ν ·α˜ ·ν . Here, α˜ is the polariz-
ability tensor of the molecules [18], E2ν is the intensity of
the laser field along direction ν, ν is the polarization of
the field along ν, and a = 545nm is the lattice spacing.
In the numerical examples we choose the polarizations
x = ey, y = z = ex corresponding to current experi-
ments [19]. As the tunneling depends on the particular
rotational state, we define lattice heights as the lattice
height corresponding to the absolute ground state, e.g.,
Vx ≡ 〈σ = 1|E2x?x · α˜ · x|σ = 1〉. Here, the recoil en-
ergy ER = ~2pi2/2ma2 and |σ = 1〉 denotes the absolute
ground state. Due to the fact that the molecular polar-
TABLE II: Order of magnitude differences in Hubbard pa-
rameters give rise to a variety of phases. Here we collect the
many-body parameters of the MHH Eq. (1) for Vy = Vz =
55ER, Vx = 8ER, the few-molecule parameters given in Ta-
ble I, and the EDC and species given in the table. The value
EDC = 5kV/cm is a typical strong field in experiments. We
do not include Ω, as it is widely tunable by adjusting the
power of the applied AC microwave field.
6Li133Cs 23Na40K 87Rb133Cs 40K87Rb 6Li23Na
EDC= 1 kV/cm
U1,11 (kHz) 0.70 0.218 0.253 0.002 2×10−5
U1,22/U1,11 0.084 0.085 0.108 0.082 0.08
U1,12/U1,11 0.28 0.29 0.32 0.28 0.28
t1,1/U1,11 0.33 2.36 0.58 93.74 5×105
t1,2/U1,22 1.76 12.37 2.25 508.9 3×106
|E1,1212/U1,11| 7.93 6.05 0.99 20.97 2×103
EDC= 5 kV/cm
U1,11 (kHz) 8.97 2.48 0.970 0.049 5×10−4
U1,22/U1,11 0.14 0.16 0.35 0.11 0.08
U1,12/U1,11 0.38 0.40 0.59 0.32 0.28
t1,1/U1,11 0.026 0.20 0.15 5.13 2×103
t1,2/U1,22 0.068 0.48 0.14 19.75 1.2×105
|E1,1212/U1,11| 0.519 0.43 0.18 1.05 114
izability tensor is rank two, light whose polarization is
not along a pure spherical direction couples together the
states in the manifold |1¯,±1, η〉 [18, 20] and the tunneling
amplitude tp,σ depends on the internal state and the po-
larization, see Table II. The relative tunneling amplitudes
in different internal states can also be altered by changing
the strength of the DC field or changing the frequency of
the AC field to select driving to different internal states.
An additional consequence of the off-diagonal lattice cou-
pling in the manifold |1¯,±1, η〉 is that the single-particle
eigenstates are in general a quasimomentum-dependent
superposition of the states which diagonalize the inter-
nal Hamiltonian in free space, and so the dipole mo-
ments generally cannot be taken outside the integration
in Eq. (9).
The given experimental setup provides several controls
which have no counterpart in atoms. To provide explicit
examples of this tunability, we now focus on a special case
of the MHH in which only two internal states are popu-
lated, σ ∈ {1, 2}, and the lattice is strongly confining in
the y and z directions. The condition of only two internal
states is well-realized for current experiments with large
B fields and weak microwave power [8, 17]. The state
|σ = 1〉 is taken to be the absolute ground state, and
the state |σ = 2〉 is the lowest energy eigenstate which
maximizes the dˆ1 transition dipole moment with |σ = 1〉.
Figure 1 shows the dependence of the dipole moments
dq,σσ′ , see Eq. (8), on the scaled DC field strength βDC.
The resonant moments {d0,σσ}, which are the expected
dipole moments of the states {|σ〉}, give rise to the direct
dipole-dipole interactions Uj−i,σσ′ , and the transition
4moments {d1,σσ′},which give the strength of a dipole-
allowed transition σ → σ′, yield the exchange terms
Ej−i,σ1σ2σ′2σ′1 . The transition moments are strongly af-
fected by hyperfine structure and lattice polarization ef-
fects as shown by the discrepancy between d1,12 and d
RR
1,12,
the latter being computed in the absence of a lattice.
III. MANY-BODY CASE STUDIES
To demonstrate the emergent many-body features of
Eq. (1) in near-term experimental setups, we present
many-body case studies employing the infinite-size vari-
ational ground state search using matrix product states
(iMPS) for 1D systems. We choose the energetic cutoff
defining rt etc. in Eq. (1) to be 1Hz, and the field con-
figurations are chosen such that terms not included in
Eq. (1) such as assisted tunneling and tunneling outside
of the quasi-1D domain fall below this threshold. These
cutoffs account for the fact that many-body phases in-
duced by long-range interactions may be fragile against
other terms in the Hamiltonian, non-conservative effects
such as heating from the optical lattice, and lifetime con-
straints of the ultracold gas.
A. Infinite-size variational ground state search
using matrix product states
Infinite-size variational ground state search using ma-
trix product states (iMPS) is a numerical method which
finds a representation for the ground state of an infinite
one-dimensional lattice model [21, 22]. The state is as-
sumed to be invariant under shifts by a user-specified
number of lattice sites q, and hence can be represented
in terms of a periodically repeating unit cell with q lattice
sites. The unit cell is decomposed as a matrix product
state (MPS) with finite entanglement cutoff χ measured
by the Schmidt rank [23], and this unit cell is iteratively
optimized via the solution of an eigenvalue problem. The
optimization reaches an end when the density matrix ρˆ
obtained by tracing over all sites to the right of a given
point in the infinite lattice changes by less than a toler-
ance  between successive iterations. We measure that
change via the orthogonality fidelity
Fortho ≡ Tr
√√
ρˆnρˆn−1
√
ρˆn , (11)
introduced in Ref. [21]. Here, the subscript on ρˆ denotes
the optimization cycle index. In practice, we choose the
orthogonality fidelity tolerance to be  = ¯local, where
¯local is unit-cell averaged 2-norm distance between the
optimal unit cell and its representation as an MPS with
fixed entanglement cutoff χ. That is, deviations of the
density matrix ρˆ between successive iterations are only
from the errors due to a finite cutoff of entanglement.
Once the unit cell has converged, a standard orthonor-
malization procedure is used to define a normalized state
which conforms to a known canonical MPS form on the
infinite lattice [24]. From this state, any desired observ-
able may be computed. Long-range interactions are ac-
commodated by representing the Hamiltonian as a ma-
trix product operator (MPO) [26]. When the interaction
cutoff rU is less than 6, we use a finite-range interaction
on rU sites, but for larger cutoffs we use an infinite-range
Hamiltonian obtained by fitting the function Up to a se-
ries of exponentials [27]. We do this out of numerical con-
venience; the infinite-range decomposition requires fewer
numerical resources for the same level of accuracy when
rU > 6.
B. Single-component phase diagram
We first consider the phase diagram of Eq. (1) in a
quasi-1D geometry and absent an AC field. Without the
AC field only the absolute ground state |σ = 1〉 is popu-
lated, and so the MHH reduces to
Hˆ = −∑i6=j;rt tj−iaˆ†i aˆj + 12 ∑i 6=j;rU Uj−inˆinˆj . (12)
For bosonic 87Rb133Cs, the hard-core constraint is en-
forced by strong on-site dipole-dipole interactions U0 ∼4-
20 kHz for the parameters of Table II. At half filling,
ρ = 1/2, a phase transition occurs at strong coupling
(small t1/U1) to a crystalline phase (CP), see Fig. 2.
Here, the CP corresponds to the region of fixed den-
sity which features with long-range order in the density
correlation function N (r) ≡ 〈∆nˆ0∆nˆr〉, ∆nˆi = nˆi − ρ;
an exponential decay of the single-particle density ma-
trix A(r) ≡ 〈aˆ†0aˆr〉; and a non-vanishing single-particle
gap. To within numerical resolution, we find that the
CP melts directly into a superfluid with algebraic decay
of both N (r) and A(r) and no single-particle gap, and
there is no region of supersolid phase displaying simul-
taneous long-range order in N (r) and algebraic decay of
A(r). Correlation functions for the red (lower) and blue
(upper) points in Fig. 2(a) are shown as the solid red
and dashed blue curves in Figs. 2(d) and (e). For sit-
uations where the hard-core condition is relaxed, other
phases induced by assisted and pair tunneling may ap-
pear [29]. Due to their small dipole moment, 40K87Rb
and 6Li23Na do not display the CP phase transition for
fields EDC . 5kV/cm, and so are not included in Fig. 2.
The absence of the CP transition for these molecules is
an example of how different molecules display different
many-body physics.
After optimizations have been performed with a range
of entanglement cutoffs χ, the effects of finite entangle-
ment cutoff can be discerned by a scaling analysis in χ.
It is known rigorously that MPSs with a finite cutoff χ
cannot display power-law decay of correlation functions
for arbitrary distances. Hence, for a given χ, there ex-
ists a distance rχ beyond which a correlation function
with a power-law decay begins to decay exponentially,
and rχ is an increasing function of χ. In addition, the
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FIG. 2: (Color online) Phase diagram of the MHH in the absence of an AC field. (a) Density phase diagram for LiCs, showing
the ρ = 1/2 crystalline phase (CP) with non-vanishing single-particle gap. The dashed line is a guide to the eye for the CP.
(b,c) analogs of (a) for NaK and RbCs, respectively. (d) Density correlation function N (r) with period-two oscillation removed
for the points marked in (a). (e) Single-particle density matrix A(r) for the points marked in (a). (f) Density phase diagram
for LiCs near the ρ = 1/3 CP transition at fixed EDC = 3.5kV/cm showing small density fluctuations induced by our use of
the grand canonical ensemble.
scaling for some universal quantities, such as the correla-
tion length, have a known scaling relation with χ which
depends only on the data of the conformal field theory de-
scribing criticality in the infrared limit [25]. An example
of the scaling of correlation functions with χ is given in
Fig. 3, which shows the scaling of the single-particle den-
sity matrix A(r) in the superfluid and crystalline phase
near half filling. The results in Fig. 2 have been checked
for convergence in χ and q, the unit cell length.
When the interaction Ux is a convex function of x,
regions of rational density other than ρ = 1/2 occupy
finite regions in the phase diagram [30]. To study the
accessibility of such phases, we investigate the CP at
filling ρ = 1/3 for 6Li133Cs in Fig. 2(f). Here we fix
EDC and vary the quasi-1D lattice height Vx to change
t1/U1. While it is possible to achieve this phase with
the other molecules, the equilibration timescales will
be longer than the lifetime of typical experiments due
to the smaller dipole interaction energy which sets the
timescale, see Table II. Hence, 6Li133Cs is the best choice
for investigating phases due to strong direct interactions.
Similarly, other CPs with densities ρ < 1/3 could be seen
in principle, but the necessity of very small t1/U1 requires
equilibration times and temperatures which are challeng-
ing to achieve. We note that the ρ = 1/3 CP is unique
to molecules with long-range dipole-dipole interactions;
there is no analog of this phase in atoms with short-range
interactions.
The density plot near the ρ = 1/3 crystalline phase,
Fig. 2(f), appears noisy. This apparent noise is an ar-
tifact of having a finite resolution of points in the plot
and using the grand canonical ensemble. The density
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FIG. 3: (Color online) Scaling of single-particle density ma-
trix with entanglement cutoff in iMPS. The single-particle
density matrix A(r) computed by iMPS for χ =12 (red solid
line), 16 (green dashed line), 20 (blue dotted line), and 40
(purple fine-dashed line) in the crystalline and superfluid
phases. In the crystalline phase, A(r) decays exponentially
and so the results converge for finite χ. In the superfluid
phase A(r) has an algebraic decay, and the range over which
this decay is well-approximated increases with χ.
fluctuation spots become smaller for higher resolution,
and are concentrated on the border between two regions
of fixed density. Hence, as the resolution increases, the
effect of these fluctuations will become less prominent.
Density fluctuations on the border between superfluid
regions of fixed density are also seen for finite systems
in the grand canonical ensemble, but do not appear in
the canonical ensemble [28]. Finite-size effects introduce
a non-vanishing single-particle gap, and this inherently
limits the resolution of the chemical potential for the
6grand canonical ensemble in a finite-volume system.
C. Multi-component physics
The simplest situation utilizing the internal structure
of the molecule is in a deep lattice with one molecule
per lattice site where tunneling is negligible and only
two internal states are accessible. When the two in-
ternal states of the molecule are mapped to an effec-
tive two-component spin via the standard transforma-
tion Sˆzi ≡ (nˆ1i − nˆ2i)/2, Sˆ+i ≡ aˆ†1iaˆ2i, Sˆ−i = (Sˆ+i )†, the
MHH for either bosons or fermions maps, up to constant
terms, onto a long-range XXZ model in transverse and
longitudinal fields
Hˆ = 12
∑
i6=j,rX Xj−iSˆ
+
i Sˆ
−
j − 2Ω
∑
i Sˆ
x
i + hz
∑
i Sˆ
z
i (13)
+ 12
∑
i 6=j;rI Ij−iSˆ
z
i Sˆ
z
j ,
as has been derived by Gorshkov et. al. [3] and studied
in 1D without the Ω term [31]. Here, Ij−i ≡ Uj−i,11 −
2Uj−i,12 + Uj−i,22, Xj−i ≡ Ej−i,1212, and hz ≡ (∆1 −
∆2) +
∑
j−i;rU (Uj−i,11 − Uj−i,22). We stress that the
ratios of the various spin couplings depend in an essential
way on the molecular species, see Table II. With further
fine tuning, a wider range of the XXZ model may be
accessed [3].
IV. CONCLUSIONS
We have presented the molecular Hubbard Hamil-
tonian, the natural Hamiltonian governing the many-
body physics of ultracold molecules in optical lattices.
Molecules are sensitive to experimental controls which
are not relevant for atoms such as an applied DC elec-
tric field, the polarization of optical lattice light, and the
frequency and power of an AC microwave field driving
rotational transitions. The response of a molecule to ex-
ternal fields is also much more dependent on molecular
species than is the case for atoms. Our results establish
that the molecules employed in current experiments will
display a range of species-dependent many-body features.
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