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Abstract
A bounded linear operator T on a complex Hilbert space is called homogeneous if the
spectrum of T is contained in the closed unit disc and all bi-holomorphic automorphisms of
this disc lift to automorphisms of the operator modulo unitary equivalence. We prove that all
the irreducible homogeneous operators are block shifts. Therefore, as a ﬁrst step in classifying
all of them, it is natural to begin with the homogeneous scalar shifts.
In this paper we determine all the homogeneous (scalar) weighted shifts. They consist of the
unweighted bilateral shift, two one-parameter families of unilateral shifts (adjoints of each
other), a one-parameter family of bilateral shifts and a two-parameter family of bilateral
shifts. This classiﬁcation is obtained by a careful analysis of the possibilities for the projective
representation of the Mo¨bius group associated with an irreducible homogeneous shift.
r 2002 Elsevier Science (USA). All rights reserved.
MSC: primary 47B99; secondary 20C25
1. Introduction
All Hilbert spaces in this paper are separable Hilbert spaces over the ﬁeld of
complex numbers. All operators discussed here are bounded linear operators on
Hilbert spaces. The set of all unitary operators on a Hilbert spaceH will be denoted
by UðHÞ: When equipped with any of the usual operator topologies UðHÞ becomes
a topological group. All these topologies induce the same Borel structure on UðHÞ:
We shall view UðHÞ as a Borel group with this structure.
Z; Zþ; Z will denote the set of all integers, non-negative integers and non-positive
integers, respectively. R and C will denote the real and complex numbers. D and T
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will denote the open unit disc and the unit circle in C; and %D will denote the closure
of D in C: Mo¨b will denote the Mo¨bius group of all biholomorphic automorphisms
of D: Recall that Mo¨b ¼ fja;b : aAT; bADg; where
ja;bðzÞ ¼ a
z  b
1 %bz; zAD: ð1:1Þ
Mo¨b is topologised via its obvious identiﬁcation with TD: With this topology,
Mo¨b becomes a topological group. Abstractly, it is isomorphic to PSLð2;RÞ and to
PSUð1; 1Þ:
Let us recall the following deﬁnition from [4]:
Deﬁnition 1.1. An operator T is called homogeneous if jðTÞ is unitarily equivalent
to T for all j in Mo¨b which are analytic on the spectrum of T :
It was shown in [4, Lemma 2.2] that the spectrum of such an operator is either T
or %D; so that jðTÞ actually makes sense (and is unitarily equivalent to T) for all
elements j of Mo¨b.
Many examples of homogeneous operators are already known. See, for instance,
Refs. [4,5,10,20]. Also, there are interesting generalisations of the notion of
homogeneity to commuting d-tuples of Hilbert space operators—modelled on
bounded symmetric domains in Cd : For preliminary works on these generalisations,
see [2,3,11]. In [3] it was shown how usually difﬁcult questions such as boundedness
and subnormality become tractable in the presence of homogeneity. We have already
remarked how the spectrum calculation of a single homogeneous operator becomes a
triviality. This phenomenon becomes even more striking for tuples—where, as is well
known, the explicit calculation of the Taylor spectrum is usually an impossibly
difﬁcult task. In [3] there are painless computations of the Taylor spectrum of
various families of homogeneous operator tuples. Another possible
direction for generalisation is to replace the group Mo¨b by interesting
subgroups, such as the Fuchsian groups. A beginning in this direction has been
made in [21].
A further reason for our interest in homogeneity is its links with the theory of
(projective unitary) representations. To any irreducible homogeneous operator is
associated a representation of the Mo¨bius group (see Deﬁnition 2.1 and Theorem
2.2). The proof of Theorem 2.2 presented here easily generalises to tuples. In this
paper we exploit this relationship in order to classify homogeneous shifts. So far, this
relationship is one way: using the well-understood representation theory of the
Mo¨bius group to answer operator theoretic questions. But it is expected that when
this investigation moves over to tuples, the operator theory will begin to have
signiﬁcant impact on the representation theory. Another area where homogeneity
may be of signiﬁcance is the structure theory of invariant subspaces. If T is a
homogeneous operator with associated representation p; then the group Mo¨b acts on
the lattice of invariant subspaces of T via p: This fact remains to be exploited. But it
may be noted that both the unweighted unilateral shift as well as the Bergman shift
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are instances of homogeneous operators. While Beurling’s theorem makes the
structure of the lattice quite transparent in the ﬁrst case, the results in [1,8] and
indicate that the lattice for the Bergman shift also has many interesting properties in
common with the unweighted shift. It may be expected that these results will
generalise to the continuum MðlÞ; l > 0; of homogeneous shifts described in List 4.1
(the unweighted and Bergman shifts are the cases l ¼ 1; 2). Yet another instance of
the interplay of homogeneity with other parts of Mathematics comes via the theory
of characteristic functions. It can be shown that the Nagy–Foias characteristic
function yT (cf. [13]) of any irreducible homogeneous contraction T is an (operator
valued) analytic function on the unit disc which may be factorised in terms of two
projective representations p1; p2 of Mo¨b (yet another link with representations!):
yTðzÞ ¼ p1ðjzÞnCp2ðjzÞ; zAD: (Here C :¼ yTð0Þ and jz is the unique involution in
Mo¨b which interchanges 0 and z:) In [5], this product formula is explicitly found for
the homogeneous contractions MðlÞ; l > 1; thereby obtaining interesting explicit
examples of operator valued inner functions.
Clearly, homogeneity is a unitary invariant. That is, if T1 and T2 are unitarily
equivalent operators, then T1 is homogeneous iff T2 is. This raises the question of
classifying homogeneous operators up to unitary equivalence. This paper marks the
beginning of this classiﬁcation programme. In the concluding section of this paper, it
is shown (Theorem 5.1) that all irreducible homogeneous operators are block shifts
(cf. Deﬁnition 2.2). So it is natural to begin the classiﬁcation with the scalar weighted
shifts (which are just the block shifts with one-dimensional blocks). This is what we
do in this paper. For general information regarding scalar weighted shifts, the reader
may consult the excellent survey article [17].
This paper is organised as follows. In Section 2, we prove that the only reducible
homogeneous shift (with non-zero weights) is the unweighted bilateral shift
(Theorem 2.1). So, to fulﬁl the objective of this paper, we need only classify the
irreducible homogeneous shifts. To do so, we prove that with any irreducible
homogeneous operator is associated an essentially unique projective unitary
representation of Mo¨b (Theorem 2.2). We also recall a general construction of
homogeneous operators with given associated representations (Theorem 2.3).
Finally, we present proofs (due to M. Ordower and V. Pati) of the uniqueness of
the blocks of an irreducible block shift (Lemma 2.2).
Section 3 begins by recalling the deﬁnition of projective representations, their
multipliers and the notion of equivalence for these objects. We point out in Theorem
3.1 that all the projective (unitary) representations of a connected semi-simple Lie
group G are direct integrals of its irreducible projective representations. Also, the
multipliers of G (modulo equivalence) are in a natural bijection with the characters
of the fundamental group of G (Corollary 3.1). As a consequence of the proof of
Theorem 3.1 (see Remark 3.1) the irreducible projective representations of such a
group are obtainable as push-downs under the covering map of the ordinary
irreducible representations of its universal covering group. Therefore, a complete list
of the irreducible projective representations of Mo¨b may easily be manufactured out
of the known list (as obtainable from [16], for instance) of the irreducible
representations of the universal cover of Mo¨b. This is presented in List 3.1. We
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have parametrised the list in a convenient fashion in order to get a uniform
description. This uniform description of the irreducible unitary projective
representations of Mo¨b will greatly simplify the proof of the main theorem
presented in the ﬁnal section. At this point List 3.1 is used to determine all the
multipliers (modulo equivalence) of Mo¨b (Theorem 3.2) and to determine (Corollary
3.2) when two representations in List 3.1 have identical multipliers. This is important
for us since the direct integral of a family of irreducible projective representations
deﬁnes a projective representation only if the members of this family have identical
multipliers. Next, we deﬁne simple (projective unitary) representations (Deﬁnition
3.5). Theorem 3.1 and Corollary 3.2 allow us to classify the simple representations of
Mo¨b in Theorem 3.3. Experts in representation theory may ﬁnd that most of Section
3 (with the exception of the material in Section 3.4) is ‘‘well known’’. However, the
functional analyst reader (to whom this paper is addressed) may ﬁnd it convenient to
have this representation theoretic background available in a compact form. This is
all the more important since we were unable to ﬁnd a suitable reference for this
material in the exact form in which we need it.
In Section 4, we list the homogeneous scalar shifts with non-zero weights (List
4.1), along with their associated representations. Excepting for the operators in the
Constant Characteristic family (cf. [4,6]), all these examples arise from the
construction in Theorem 2.3. Though many of these examples were previously
known, the two-parameter family of bilateral homogeneous shifts (dubbed the
Complementary series examples) appears to be new.
In Section 5 we show that, as a consequence of Theorem 2.2, all irreducible
homogeneous operators are block shifts (Theorem 5.1). Indeed, if T is an irreducible
homogeneous operator with associated representation p (say) then the blocks of T
are precisely the non-trivial K-isotypic subspaces of the representation space of p:
(Here K is the maximal compact subgroup of Mo¨b.) This theorem acquires
substance from the fact (Lemma 2.2) that the blocks of an irreducible block shift are
uniquely determined by the operator. As a consequence of Theorems 5.1 and 3.3, it
follows that (Lemma 5.1) the projective representation associated with an irreducible
scalar weighted shift must be one of the representations from List 3.1. (With the
exception of the Principal series representation P1;0; all the representations in this list
are irreducible.) Finally, we ﬁnd out all the homogeneous operators associated with
the representations in this list. In conjunction with Theorem 2.1 this proves
(Theorem 5.2) that the homogeneous scalar shifts (with non-zero weights) are
precisely the ones in List 4.1.
From the proof of Theorem 5.2, one sees that there is a natural correspondence
(‘associated’) between the representations in List 3.1 and the operators in List 4.1.
This correspondence fails to be a bijection (even a mapping) in several ways: each
complementary series representation is associated with two operators (adjoint
inverse of each other), all the principal series representations are associated with one
and only one operator (namely the unweighted bilateral shift) and all the operators
in the Constant characteristic series are associated with one and only one
representation, namely P1;0: However, in view of the uniqueness statement in
Theorem 2.2, we can now turn around and deﬁne the Discrete (respectively
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Complementary) series representations of Mo¨b as the representations associated
with the Discrete series (respectively Complementary series) operators in List 4.1.
2. Homogeneous operators and weighted shifts
2.1. Generalities
Let n denote the involution (i.e., automorphism of order two) of Mo¨b deﬁned by
jnðzÞ ¼ jð%zÞ; zAD; jA M .ob: ð2:1Þ
Thus jna;b ¼ j%a; %b for ða; bÞATD: It is known that essentially (i.e., up to
multiplication by arbitrary inner automorphisms), n is the only outer automorphism
of Mo¨b. It also satisﬁes jnðzÞ ¼ jðz1Þ1 for zAT: It follows that for any operator T
whose spectrum is contained in %D; we have
jðTnÞ ¼ jnðTÞn; jðT1Þ ¼ jnðTÞ1 ð2:2Þ
the latter in case T is invertible, of course. It follows immediately from (2.2) that the
adjoint Tn—as well as the inverse T1 in case T is invertible—of a homogeneous
operator T is again homogeneous.
Clearly, a direct sum (more generally, direct integral) of homogeneous operators is
again homogeneous.
Let I stand for either Z; Zþ or Z: Recall that an operator T on the Hilbert space
H is called a weighted shift with weight sequence wn; nAI ; if there is a distinguished
orthonormal basis xn; nAI ; such that Txn ¼ wnxnþ1 for all nAI : T is called a
bilateral shift, forward unilateral shift or backward unilateral shift according as
I ¼ Z;Zþ or Z: To avoid trivialities, we shall assume throughout that all the
weights wn are non-zero. Every weighted shift (with non-zero weights) is unitarily
equivalent to a weighted shift whose weights are strictly positive. The unweighted
unilateral (respectively bilateral) shift is the unilateral (respectively bilateral)
weighted shift all whose weights are equal to 1.
2.2. The reducible case
As already stated, the object of this paper is to classify the homogeneous shifts up
to unitary equivalence. We ﬁrst dispose off the case of reducible homogeneous shifts.
To do so, we need:
Lemma 2.1. If T is a homogeneous operator such that Tk is unitary for some positive
integer k then T is unitary.
Proof. Let jAM .ob: Since jðTÞ is unitarily equivalent to T ; it follows that ðjðTÞÞk
is unitarily equivalent to Tk and hence is unitary. In particular, taking j ¼ j1;b (for a
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ﬁxed but arbitrary bAD), we ﬁnd that the inverse and the adjoint of ðT  bIÞkðI 
%bTÞk are equal. That is, ðT  bIÞkðI  %bTÞk ¼ ðTn  %bIÞkðI  bTnÞk: Applying
@
@b to this equation and evaluating at b ¼ 0; we get Tðkþ1Þ ¼ Tnðkþ1Þ: Cancelling the
common factor Tk ¼ Tnk; we have T1 ¼ Tn: Thus T is unitary. &
Theorem 2.1. Up to unitary equivalence, the only reducible homogeneous weighted
shift (with non-zero weights) is the unweighted bilateral shift B:
Proof. We shall see in Section 4 that B is homogeneous. Being a non-trivial unitary,
it is of course reducible. For the converse, let T be a reducible weighted shift with
non-zero weights. Recall that by a theorem of R.L. Kelly and N.K. Nikolskii, any
such operator T is a bilateral shift, and its weight sequence wn; nAZ; is periodic, say
with period kX1: That is, wnþk ¼ wn for all n (see [14] as well as [7, Problem 129]). It
follows that Tk ¼ cBk where the scalar c is given by c ¼ w1?wk: Without loss of
generality (replacing T by a unitarily equivalent copy if necessary), we may assume
wn > 0 for all n in Z: Thus c > 0: Since T is homogeneous, its spectral radius equals 1
as a consequence of Lemma 2.2 in [4]. Therefore, the spectral radius of Tk is ¼ 1:
Since Bk also has spectral radius ¼ 1; it follows that c ¼ 1 and therefore Tk ¼ Bk:
Thus Tk is unitary. Therefore, by Lemma 2.1, T is unitary. Hence wn ¼ 1 for all n:
Thus T ¼ B: &
2.3. Associated representations
In this section we make use of the standard notions of projective unitary
representations and their equivalence. However, for the sake of completeness we
shall reproduce some of these deﬁnitions (along with some relevant results on these
topics) in the following section:
Deﬁnition 2.1. If T is an operator on a Hilbert space H then a projective unitary
representation p of Mo¨b onH is said to be associated with T if the spectrum of T is
contained in %D and
jðTÞ ¼ pðjÞnTpðjÞ ð2:3Þ
for all elements j of Mo¨b.
Clearly, if T has an associated representation then T is homogeneous. In the
converse direction, we have the following theorem. It will be necessary in order to
take care of the irreducible homogeneous shifts. The ‘existence’ part of this theorem
is one of the main results in [11]. We include proofs of both parts for the sake of
completeness and because the original existence proof in [11] uses a powerful
selection theorem which is avoided here.
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Theorem 2.2. If T is an irreducible homogeneous operator then T has a projective
unitary representation of Mo¨b associated with it. Further, this representation is
uniquely determined (up to equivalence) by T :
Proof. For any jAM .ob; let Ej be the set of all unitary operators U such that
jðTÞ ¼ UnTU : Since T is homogeneous, Ej is non-empty for each j: Also, for
U1;U2AEj; U1U12 commutes with T and hence (by the irreducibility of T) is a
scalar unitary. Thus, each of the sets Ej is a coset of the circle group T in UðHÞ:
Choose a Borel map p : M .ob-UðHÞ such that pðjÞAEj for all j: (For instance,
this may be done as follows. Fix a countable dense subset ffn: n ¼ 1; 2;yg of the
Hilbert spaceH: Let E denote the subset of UðHÞ consisting of all unitaries U such
that /Uf1; f1S ¼?/Ufn1; fn1S ¼ 0 and /Ufn; fnS > 0 for some n ¼ 1; 2;y:
Clearly, E is a Borel subset of UðHÞ which meets every coset of T in a singleton.
Therefore, we may choose pðjÞ to be the unique element of E-Ej; for jAM .ob: By
Theorem 4.5.2 in [18], if the graph of a map between standard Borel spaces is Borel
in the product space, then the map is Borel. Since p deﬁned here satisﬁes this
requirement, it is a Borel map.) For j1;j2AM .ob; pðj1Þpðj2ÞAEj1j2 and hence
pðj1j2Þpðj2Þ1pðj1Þ1 is a scalar. Thus, p is a projective unitary representation of
Mo¨b. By construction, it is associated with T :
Note that if p1; p2 are two projective unitary representations associated with the
same operator T then for each j in Mo¨b, p1ðjÞp2ðjÞ1 commutes with T : If T is
irreducible then this implies that p1ðjÞp2ðjÞ1 is a scalar (necessarily of modulus 1)
for all j: Thus, if T is an irreducible homogeneous operator, then the associated
projective unitary representation is unique up to equivalence. &
For any projective unitary representation p of Mo¨b, let p# denote the projective
representation of Mo¨b obtained by composing p with the automorphism n of Mo¨b
(cf. (2.1)). That is,
p#ðjÞ :¼ pðjnÞ; jAM .ob: ð2:4Þ
For future use, we note:
Proposition 2.1. If the projective unitary representation p is associated with a
homogeneous operator T then p# is associated with the adjoint Tn of T : If, further, T
is invertible, then p# is associated with T1 also. It follows that T and Tn1 have the
same associated representation.
Proof. This is more or less obvious from (2.2). &
2.4. A construction
Let us say that a projective unitary representation p of Mo¨b is a multiplier
representation if it is concretely realised as follows. p acts on a Hilbert space H
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containing a dense linear subspaceM consisting of functions on T: This subspaceM
is invariant under p and the action of p onM is given by ðpðjÞf ÞðzÞ ¼ cðj; zÞf ðj1zÞ
for zAT; fAM; jAM .ob: Here c is a suitable non-vanishing Borel function on
M .ob T:
Theorem 2.3. Suppose there is a multiplier representation p of Mo¨b on H: Let M be a
dense p-invariant subspace as above. Suppose that the operator T given on M by
ðTf ÞðxÞ ¼ xf ðxÞ; xAT; fAM;
leaves M invariant and has a bounded extension to H: Then the extension T is
homogeneous and p is associated with T :
Proof. Let U be a sufﬁciently small neighbourhood of the identity in Mo¨b so that
jðTÞ makes sense for all jAU : According to Bagchi and Misra [4, Lemma 2.2], it
sufﬁces to verify that TpðjÞ ¼ pðjÞjðTÞ for all jAU : Notice that for jAU ; the
action of jðTÞ onM is just multiplication by j : ðjðTÞf ÞðxÞ ¼ jðxÞf ðxÞ: SinceM is
a dense subspace, it sufﬁces to verify that for any xAT; fAM;
xcðj; xÞf ðj1ðxÞÞ ¼ cðj; xÞðy/jðyÞf ðyÞÞðj1ðxÞÞ:
But this is trivial. &
This is easy but basic construction is from Proposition 2.3 of [4]. To apply this
theorem, we only need a good supply of what we have called multiplier
representations of Mo¨b. Notice that most of the irreducible projective representa-
tions of Mo¨b (as concretely presented in List 3.1) are multiplier representations.
2.5. Block shifts
Although this paper is essentially about ordinary weighted shifts, along the way
we shall need the following more general notion:
Deﬁnition 2.2. Let T be a bounded operator on a Hilbert spaceH: Then T is called
a block shift if there is an orthogonal decompositionH ¼"nAI Wn ofH into non-
trivial subspaces Wn; nAI ; such that TðWnÞDWnþ1 for all n in I : Here I ¼ Z;Zþ or
Z: We say that T is a bilateral, forward unilateral or backward unilateral block
shift according as I ¼ Z;Zþ or Z: The subspaces Wn; nAI ; are called the blocks of
T : In the case of a backward block shift T ; it is understood that TðW0Þ ¼ f0g:
Notice that the adjoint of a forward block shift is a backward block shift and vice
versa.
Note that the weighted shifts are simply the block shifts all whose blocks are one
dimensional. To distinguish them from more general block shifts, they are sometimes
called the scalar shifts.
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One might imagine that the block shifts are too general a class to be of much
signiﬁcance. Indeed, one might think that most (if not all) operators can be realised
as block shifts. Therefore, the following result, showing that block shifts (at least the
irreducible ones) have a very rigid structure, comes as a surprise. In the concluding
section we shall see that all irreducible homogeneous operators are block shifts.
Lemma 2.2. If T is an irreducible block shift then the blocks of T are uniquely
determined by T :
Proof (Due to Marc Ordower). Fix an element aAT of inﬁnite order (i.e., a is not a
root of unity). Let Vn; nAI ; be blocks of T :Deﬁne a unitary operator S by Sx ¼ anx
for xAVn; nAI : Notice that by our assumption on a the eigenvalues an; nAI ; of S
are distinct and the blocks Vn of T are precisely the eigenspaces of S: If Wn; nAJ;
are also blocks of T then deﬁne another unitary S1 by replacing the blocks Vn by the
blocks Wn in the deﬁnition of S: A simple computation shows that we have STS
n ¼
aT ¼ S1TSn1 and hence Sn1S commutes with T : Since Sn1S is unitary and T is
irreducible, it follows from Schur’s Lemma that Sn1S is a scalar. That is, S1 ¼ bS for
some bAT: Therefore, S1 has the same eigenspaces as S: Thus, the blocks of T are
uniquely determined as the eigenspaces of S: &
Remark 2.1. After we conjectured (and were unable to prove) the validity of Lemma
2.2, our colleague V. Pati found a proof in the case of unilateral shifts. Finally, Marc
Ordower found the beautiful proof (presented above) which works in all cases. In
fact, this proof works equally well for commuting tuples of operators.
Though limited in scope, Pati’s proof has the advantage of being ‘constructive’: it
gives an explicit description of the blocks of an irreducible unilateral block shift T in
terms of the operator (in comparison, Ordower’s proof is non-constructive). We
present a brief sketch of this proof.
Let T be an irreducible forward block shift. (To get the proof for the backward
case, just apply the following to the adjoint.) LetS be the multiplicative semi-group
generated by T and Tn: Any element S ofS can be written as a word in the letters T
and Tn: Deﬁne the weight wðSÞ of S to be the number of Tn’s minus the number of
T ’s in such a word (although the expression of S as a word need not be unique,
looking at the action of S on the blocks, it is clear that its weight is well deﬁned).
Then it can be shown that the initial block V0 of T is the intersection of the kernels of
the elements ofS of weight 1: Also, for n > 0; the nth block Vn is the closed span of
the images of V0 under the elements of S of weight n:
3. Projective representations and multipliers
3.1. Generalities
Throughout, G is a locally compact second countable topological group. (Later in
this section, we specialise to connected Lie groups. However, in this paper, our
interest is in the case of the Mo¨bius group and its universal cover.)
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Deﬁnition 3.1. A measurable function p : G-UðHÞ is called a projective
representation of G on the Hilbert spaceH if there is a function (necessarily Borel)
m : G  G-T such that
pð1Þ ¼ I ; pðg1g2Þ ¼ mðg1; g2Þpðg1Þpðg2Þ ð3:1Þ
for all g1; g2 in G: (More precisely, such a function p is called a projective unitary
representation of G; however, from now on, we shall drop the adjective ‘unitary’
since all representations considered in this paper are unitary.)
Deﬁnition 3.2. Two projective representations p1; p2 of G on the Hilbert spacesH1;
H2 (respectively) will be called equivalent if there exists a unitary operator
U :H1-H2 and a function (necessarily Borel) g : G-T such that p2ðgÞU ¼
gðgÞUp1ðgÞ for all gAG:
We shall identify two projective representations if they are equivalent. Recall that
a projective representation p of G is called irreducible if the unitary operators
pðgÞ; gAG; have no common non-trivial reducing subspace. Clearly, equivalence
respects this property.
The function m associated with the projective representation p via (3.1) is called
the multiplier of p: Clearly, m : G  G-T is a Borel map. In view of Eq. (3.1), m
satisﬁes
mðg; 1Þ ¼ 1 ¼ mð1; gÞ; mðg1; g2Þmðg1g2; g3Þ ¼ mðg1; g2g3Þmðg2; g3Þ: ð3:2Þ
for all group elements g; g1; g2; g3: Any Borel function m from G  G into T
satisfying Eq. (3.2) is called a multiplier on the group G: The multipliers form an
abelian group under pointwise multiplication. This is called the multiplier group
of G:
Recall that p is called an ordinary representation (and we drop the adjective
‘‘projective’’) if its multiplier is the constant function 1: The ordinary representation
p which sends every group element to the identity operator on a one-dimensional
Hilbert space is called the identity (or trivial) representation. The following deﬁnition
of equivalence of multipliers is standard (see for instance [15,19]):
Deﬁnition 3.3. Two multipliers m and m˜ on the group G are called equivalent if there
is a Borel function g :G-T such that gðg1g2Þm˜ðg1; g2Þ ¼ gðg1Þgðg2Þmðg1; g2Þ for all
g1; g2 in G:
Clearly, equivalent projective representations have equivalent multipliers. The
multipliers equivalent to the trivial multiplier (viz. the constant function 1) are called
exact. The exact multipliers form a subgroup of the multiplier group. The quotient is
called the second cohomology group H2ðG;TÞ (with respect to the trivial action of G
on T). See [12] for the relevant cohomology theory. We shall need:
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Theorem 3.1. Let G be a connected semi-simple Lie group. Then every projective
representation of G (say with multiplier m) is a direct integral of irreducible projective
representations (all with the same multiplier m) of G:
Proof. Let p be a projective representation of G: Let G˜ be the universal cover of G
and let p : G˜-G be the covering homomorphism. Deﬁne a projective representation
p0 of G˜ by p0ðx˜Þ ¼ pðxÞ where x ¼ pðx˜Þ: A trivial computation shows that p0 is
indeed a projective representation of G˜ and its multiplier m0 is given by m0ðx˜; y˜Þ ¼
mðx; yÞ; where x ¼ pðx˜Þ; y ¼ pðy˜Þ:
However, since G˜ is a connected and simply connected semi-simple Lie group,
H2ðG˜;TÞ is trivial. (This is an easy and well-known consequence of Theorem 7.37 in
[19] in conjunction with the Levy–Malcev theorem.) Therefore, m0 is exact. That is,
there is a Borel function g : G˜-T such that
mðx; yÞ ¼ m0ðx˜; y˜Þ ¼ gðx˜Þgðy˜Þ=gðx˜y˜Þ ð3:3Þ
for all x˜; y˜ in G˜; and x ¼ pðx˜Þ; y ¼ pðy˜Þ:Now deﬁne the ordinary representation *p of
G˜ (equivalent to p0) by: *pðx˜Þ ¼ gðx˜Þp0ðx˜Þ; for x˜ in G˜: Now, since G˜ is a locally
compact and second countable group, by Theorem 2.9 in [9], the ordinary
representation *p of G˜ may be written as a direct integral of (ordinary) irreducible
representations *pt of G˜ : *pðx˜Þ ¼
R"
*ptðx˜Þ dPðtÞ; x˜AG˜: Replacing *p by its deﬁnition in
terms of p; we get that for each xAG; pðxÞ ¼ R" gðx˜Þ1 *pt dPðtÞ for any x˜ such that
x ¼ pðx˜Þ: So we would like to deﬁne pt : G-UðHÞ by ptðxÞ ¼ gðx˜Þ1 *ptðx˜Þ for any x˜
as above and verify that pt; thus deﬁned, is an irreducible projective representation of
G with multiplier m: But ﬁrst we must show that pt is well deﬁned. That is, if x˜ and y˜
are elements of G˜ mapping into the same element x of G under p then we need to
show
gðx˜Þ1 *ptðx˜Þ ¼ gðy˜Þ1 *ptðy˜Þ: ð3:4Þ
Let Z˜ be the kernel of the covering map p: Since Z˜ is a discrete normal subgroup of
the connected topological group G˜; Z˜ is a central subgroup of G˜: Since for each t; *pt
is irreducible, it follows by Schur’s lemma that there is a Borel function (indeed a
continuous character of Z˜) gt : Z˜-T such that *ptðz˜Þ ¼ gtðz˜ÞI for all z˜AZ˜: Also, we
have *pðz˜Þ ¼ gðz˜Þp0ðz˜Þ ¼ gðz˜Þpð1Þ ¼ gðz˜ÞI for all z˜AZ˜: Therefore, evaluating *pðz˜Þ
using its direct integral representation, we ﬁnd gðz˜ÞI ¼ R" gtðz˜ÞI dPðtÞ and hence
gtðz˜Þ ¼ gðz˜Þ for all t in a set of full P-measure and all z˜AZ˜ (Note that, being a
discrete subgroup of the Lie group G˜; Z˜ is countable.) Replacing the domain of
integration by this subset if need be, we may assume that gt ¼ g for all t: Thus,
*ptðz˜Þ ¼ gðz˜ÞI ð3:5Þ
for all z˜ in Z˜ and for all t: Also, for x˜AG˜ and z˜AZ˜; we have gðx˜Þgðz˜Þ=gðx˜z˜Þ ¼
m0ðx˜; z˜Þ ¼ mðx; 1Þ ¼ 1 (where x ¼ pðx˜Þ) and hence
gðx˜z˜Þ ¼ gðx˜Þgðz˜Þ: ð3:6Þ
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Now we come back to the proof of Eq. (3.4). Since pðx˜Þ ¼ pðy˜Þ there is a z˜AZ˜
such that y˜ ¼ x˜z˜: Therefore, gðy˜Þ1 *ptðy˜Þ ¼ gðx˜Þ1gðz˜Þ1 *ptðx˜Þ *ptðz˜Þ (by Eq. (3.6))
¼ gðx˜Þ1 *ptðx˜Þ (by Eq. (3.5)). This proves Eq. (3.4) and hence shows that pt is
well deﬁned.
Now, for x; yAG;
ptðxyÞ ¼ gðx˜y˜Þ *ptðx˜y˜Þ
¼ gðx˜y˜Þ *ptðx˜Þ *ptðy˜Þ
¼ ðgðx˜Þgðy˜Þ=gðx˜y˜ÞÞptðxÞptðyÞ
¼m0ðx˜; y˜ÞptðxÞptðyÞ
¼mðx; yÞptðxÞptðyÞ;
where x˜; y˜ in G˜ are such that x ¼ pðx˜Þ; y ¼ pðy˜Þ: This shows that pt is indeed a
projective representation of G with multiplier m: Since from the deﬁnition of pt it is
clear that pt and *pt have the same invariant subspaces, and since the latter is
irreducible, it follows that each pt is irreducible. Thus, we have the required
decomposition of p as a direct integral of irreducible projective representations pt
with the same multiplier: p ¼ R" pt dPðtÞ: &
As a consequence of (the proof of) Theorem 3.1, we have the following corollary.
Here, as above, G˜ is the universal cover of G; and p : G˜-G is the covering map. Fix a
Borel section s :G-G˜ for p (that is, s is a Borel function such that p3s is the identity
function on G) such that sð1Þ ¼ 1: Note that the kernel Z˜ of p is naturally identiﬁed
with the fundamental group p1ðGÞ of G: Deﬁne the map a : G  G-Z˜ by
aðx; yÞ ¼ sðxyÞsðyÞ1sðxÞ1; x; yAG: ð3:7Þ
For any character (i.e., continuous homomorphism into the circle group T) w of
p1ðGÞ ¼ Z˜; deﬁne mw : G  G-T by
mwðx; yÞ ¼ wðaðx; yÞÞ; x; yAG: ð3:8Þ
Since Z˜ is a central subgroup of G˜; it is easy to verify that a satisﬁes the multiplier
identity (3.2). Hence, mw is a multiplier on G for each character w of Z˜:
Let H1ðGÞ denote the ﬁrst (singular) homology (with integer coefﬁcients) of G as a
manifold. Since H1ðGÞ ¼ Z˜—in general, it is the abelianisation of p1ðGÞ; but in our
case p1ðGÞ ¼ Z˜ is abelian—the group of characters w of p1ðGÞ may be identiﬁed with
the Pontryagin dual dH1ðGÞ ¼ HomðH1ðGÞ;TÞ:
Finally, for any multiplier m on G; let ½m
 denote its image in H2ðG;TÞ under the
quotient map. In terms of these notations, we have:
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Corollary 3.1. Let G be a connected semi-simple Lie group. Then the multipliers mw
are mutually inequivalent, and every multiplier on G is equivalent to mw for a unique
character w: In other words, w/½mw
 defines a group isomorphism
H2ðG;TÞ  HomðH1ðGÞ;TÞ:
Proof. Let m be any multiplier on G:Deﬁne a projective representation p of G on the
Hilbert space L2ðGÞ by
ðpðgÞFÞðxÞ ¼ mðx; gÞFðxgÞ; g; xAG; FAL2ðGÞ:
Then, using the deﬁning Eq. (3.2) for a multiplier, it is easy to verify that p is indeed
a projective representation of G and the multiplier associated with p is m: Therefore,
the calculations done in proving Theorem 3.1 apply to m: Let w denote the restriction
to Z˜ of the Borel map g which occurs in this proof. Eq. (3.6) implies, in particular,
that w is a character of Z˜: Deﬁne the Borel map f :G-T by f ¼ g3s: Then, for
x; yAG; sðxyÞsðyÞ1sðxÞ1AZ˜ and hence Eq. (3.6) gives f ðxyÞ ¼ gðsðxÞsðyÞÞmwðx; yÞ:
Also, Eq. (3.3) (with the choice x˜ ¼ sðxÞ; y˜ ¼ sðyÞ) gives mðx; yÞ ¼
f ðxÞf ðyÞ=gðsðxÞsðyÞÞ: Hence mðx; yÞ ¼ f ðxÞf ðyÞ
f ðxyÞ mwðx; yÞ: Thus the multiplier m is
equivalent to mw:
Finally, since w/mw is a group homomorphism, to show that the multipliers mw
are mutually inequivalent, it sufﬁces to show that mw  1 implies that w is the trivial
character. So let w be a character of Z˜ such that mw is exact. Hence, there is a Borel
function g :G-T such that mwðx; yÞ ¼ gðxÞgðyÞ=gðxyÞ for x; yAG: Hence we have
mwðpðx˜Þ; pðy˜ÞÞ ¼ hðx˜Þhðy˜Þ=hðx˜y˜Þ
for x˜; y˜AZ˜: Here the Borel function h : G˜-T is given by h ¼ g3p: But Eq. (3.3) (with
m ¼ mw; x ¼ pðx˜Þ; y ¼ pðy˜Þ) shows that
mwðpðx˜Þ; pðy˜ÞÞ ¼ gðx˜Þgðy˜Þ=gðx˜y˜Þ
for x˜; y˜AG˜: Comparing these two equations we see that g=h is a character of G˜: But
there is no non-trivial character of G˜: (A semi-simple Lie group is its own
commutator, so there is no non-trivial homomorphism from such a group into any
abelian group.) Therefore, g ¼ h ¼ g3p: But g3p is a constant function on the kernel
Z˜ of p; while the restriction of g to Z˜ is the character w: Thus w is trivial. &
Remark 3.1. (a) The isomorphism w/½mw
 in Corollary 3.1 appears to depend on
the choice of the section s: But it is quite easy to prove that actually there is no such
dependence. Thus, the isomorphism of this corollary is a natural one.
(b) The beginning of the proof of Corollary 3.1 shows that any multiplier m on a
locally compact second countable group G is actually associated with (‘comes from’)
some projective representation of G: In conjunction with Theorem 3.1, it then
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follows that if G is a connected semi-simple Lie group then any multiplier of G comes
from an irreducible projective representation.
(c) Let G be a connected semi-simple Lie group and let G˜ be its universal cover.
Also, let Z˜ be as above. Finally, let w be a character of Z˜: Let us say that an ordinary
representation *p of G˜ is pure of type w if *pðz˜Þ ¼ wðz˜ÞI for all z˜AZ˜: The proof of
Theorem 3.1 shows that there is a natural bijection p/ *p between the (equivalence
classes of) projective representations of G and the (equivalence classes of) pure
ordinary representations of G˜: Further, under this bijection, the projective
representations with multiplier mw correspond to the representations of pure type
w: Finally (since in general p and *p have the same invariant subspaces, and since by
Schur’s Lemma the irreducible representations of G˜ are pure), the irreducible
projective representations of G are in bijection with the irreducible representations of
G˜ under this map.
3.2. The irreducible representations of the Mo¨bius group
In view of Theorem 3.1, to understand all the projective representations of Mo¨b it
sufﬁces to know its irreducible projective representations. Most of these representa-
tions happen to arise out of the following construction.
For j in Mo¨b, j0 is a non-vanishing analytic function on %D: Hence, there is an
analytic branch of log j0 on %D: For the rest of this paper, ﬁx such a branch for each
j such that (a) for j ¼ 1; log j0  0 and (b) the map ðj; zÞ/log j0ðzÞ from M .ob
%D into C is a Borel function. With such a determination of the logarithm, we deﬁne
the functions ðj0Þl=2 (for any ﬁxed complex number l) and arg j0 on %D by j0ðzÞl=2 ¼
expðl
2
log j0ðzÞÞ and arg j0ðzÞ ¼ Im log j0ðzÞ: (If our determination of the logarithms
are changed then—it is easy to see—the representations of Mo¨b introduced below as
well as the multipliers on Mo¨b deﬁned in the next subsection remain unchanged
modulo equivalence.)
Let l be a real parameter, and m be a complex parameter. Further, let I ¼ Z or
I ¼ Zþ: Let H ¼Hl;mðIÞ be the Hilbert space spanned by the orthogonal set
ffn: nAIg where
jjfnjj2 ¼ Gð1 mþ nÞGðlþ %mþ nÞ; nAI : ð3:9Þ
Of course, the parameters l and m must be such that the expression on the right of
this formula is a positive real number for every n in I : (This requires, in particular,
that either m is real or mþ %m ¼ 1 l:) Henceforth, we assume that l and m satisfy this
requirement.
Let M ¼MðIÞ be the linear space of all functions on T which have analytic
continuation to some neighbourhood (depending on the function) of T in case I ¼ Z
and to some neighbourhood of %D in case I ¼ Zþ: Identify the basis elements fn ofH
with the elements w/wn ofM: Since the elements ofM are inﬁnitely smooth, their
Fourier coefﬁcients decay faster than any rational function. Also, jjfnjj grows at most
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like a polynomial in jnj as jnj-N: Therefore, M is identiﬁed with a dense linear
subspace of H: In order to ensure that MðIÞ is invariant under the operators
Rl;mðj1Þ deﬁned below, we also assume that, in case I ¼ Zþ; we have m ¼ 0:
For jAM .ob; deﬁne the operator Rl;mðj1Þ :M-M by
ðRl;mðj1Þf ÞðzÞ ¼ j0ðzÞl=2jj0ðzÞjmf ðjðzÞÞ; zAT; fAM; jAM .ob:
Of course, there is no a priori guarantee that this is a unitary operator. But, when
it is, then clearly it extends to a unitary operator onHl;mðIÞ:When that is the case, it
is easy to see that Rl;m is then a projective representation of Mo¨b (see the proof of
Theorem 3.2 below). Thus, the description of the representation is complete if we
specify I and the two parameters l; m: It turns out that all the non-trivial irreducible
projective representations of Mo¨b have this form (excepting the anti-holomorphic
Discrete series representations which are of the form R#l;m).
By Remark 3.1(c), there is a natural bijection between the irreducible projective
representations of Mo¨b and the irreducible (ordinary) representations of its
universal cover. But a complete list of the irreducible representations (up to
equivalence) of the universal cover of Mo¨b was obtained by Pukanszky (see [16], for
instance). Hence, one obtains a complete list of the irreducible projective
representations of Mo¨b. This is as follows. (However, see the remark following
the list.)
List 3.1. (1) Holomorphic Discrete series representations Dþl : Here l > 0; m ¼ 0;
I ¼ Zþ and the representation space may be identiﬁed with the functional Hilbert
space HðlÞ of analytic functions on D with reproducing kernel ð1 z %wÞl; z;wAD:
(2) Anti-holomorphic Discrete series representations Dl ; l > 0: D

l may be deﬁned
as the composition of Dþl with the automorphism n of Eq. (2.1). Thus, D

l ¼ ðDþl Þ#
(recall Eq. (2.4)). This may be realized on a functional Hilbert space of anti-
holomorphic functions on D; in a natural way.
(3) Principal series representations Pl;s;1olp1; s purely imaginary: Here
l ¼ l; m ¼ 1l
2
þ s; I ¼ Z: Notice that in this case the representation space is L2ðTÞ:
(4) Complementary series representation Cl;s;  1olo1; 0oso12ð1 jljÞ: Here
l ¼ l; m ¼ 1
2
ð1 lÞ þ s; I ¼ Z:
Remark 3.2. All the projective representations in List 3.1 are mutually inequivalent
with the exception that Pl;s and Pl;s are equivalent representations for each s:
Moreover, all these representations are irreducible with the sole exception of P1;0 for
which we have the decomposition P1;0 ¼ Dþ1"D1 : Every non-trivial irreducible
projective representation of Mo¨b is equivalent to a member of List 3.1.
3.3. The multipliers of the Mo¨bius group
Next we describe the multipliers of Mo¨b up to equivalence. Let us deﬁne the Borel
function n : M .obM .ob-Z by
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nðj11 ;j12 Þ ¼
1
2p
ðargðj2j1Þ0ð0Þ  arg j01ð0Þ  arg j02ðj1ð0ÞÞÞ: ð3:10Þ
The chain rule implies that this is indeed an integer valued function. For any oAT;
deﬁne mo : M .obM .ob-T by
moðj1;j2Þ ¼ onðj1;j2Þ: ð3:11Þ
Then we have:
Theorem 3.2. (a) mo is a multiplier of M .ob for each oAT: Up to equivalence,
mo;oAT; are all the multipliers on M .ob; further, these are mutually inequivalent
multipliers. In other words, H2ðM .ob;TÞ is naturally isomorphic to T via the map
o/½mo
:
(b) For each of the representations of M .ob in List 3.1, the associated multiplier is
mo; where (in terms of the parameter l of the representation) o ¼ eipl in each case,
except for the anti-holomorphic Discrete series representation ðsÞ for which o ¼ eipl:
Proof. We ﬁrst prove Part (b). Let p ¼ Rl;m be a representation in List 3.1. Thus, p is
not in the anti-holomorphic Discrete series. From the deﬁnition of Rl;m; one
calculates that the associated multiplier m is given by
mðj11 ;j12 Þ ¼
ððj2j1Þ0ðzÞÞl=2
ðj01ðzÞÞl=2ðj02ðj1ðzÞÞÞl=2
; zAT
for any two elements j1;j2 of Mo¨b. Notice that the right-hand side of this equation
is an analytic function of z for z in %D and it is of constant modulus 1 in view of the
chain rule for differentiation. Therefore, by the maximum modulus principle, this
formula is independent of z for z in %D:Hence we may take z ¼ 0 in this formula. This
yields m ¼ mo with o ¼ eipl: Notice that if m is the multiplier associated with the
representation p then the multiplier associated with p# is %m: Since Dl ¼ Dþ#l ; it
follows that if p ¼ Dl is in the anti-holomorphic Discrete series, then its multiplier is
mo where o ¼ eipl:
This argument also shows that mo is indeed a multiplier of Mo¨b for each oAM .ob:
Further, since these multipliers include all the multipliers of Mo¨b associated with
irreducible projective representations, Remark 3.1(b) shows that modulo equivalence
these are all the multipliers on Mo¨b. Unfortunately, it seems very hard to see directly
that the multipliers mo;oAT; are mutually inequivalent. (Since o/½mo
 is clearly a
group homomorphism from T onto H2ðM .ob;TÞ; this amounts to verifying that mo
is never exact for oa1:) This fact may be deduced from Corollary 3.1 as follows.
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Identify Mo¨b with TD via ja;b/ða; bÞ: The group law on TD is given by
ða1; b1Þða2; b2Þ ¼ a1a2
1þ %a2b1 %b2
1þ a2 %b1b2
;
b1 þ a2b2
a2 þ b1 %b2
 
:
The identity in TD is ð1; 0Þ and the inverse map is ða; bÞ1 ¼ ð%a;abÞ:
Then the universal cover M .obg is naturally identiﬁed with RD: Taking the
covering map p :RD-TD to be pðt; bÞ ¼ ðe2pit; bÞ; the group law on RD is
determined by (continuity and) the requirement that p be a group homomorphism,
as follows:
ðt1; b1Þðt2; b2Þ ¼ t1 þ t2 þ
1
p
Im Logð1þ e2pit2b1 %b2Þ;
b1 þ e2pit2b2
e2pit2 þ b1 %b2
 
;
where ‘Log’ denotes the principal branch of the logarithm on the right half-plane.
The identity in RD is ð0; 0Þ and the inverse map is ðt; bÞ1 ¼ ðt;e2pitbÞ: The
kernel Z˜ of the covering map p is identiﬁed with the additive group Z via n/ðn; 0Þ:
Let’s choose a Borel branch arg :T-R of the argument function satisfying
argð%zÞ ¼ argðzÞ; zAT: Let us then make an explicit choice of the Borel function
ðj; zÞ/argðj0ðzÞÞ (which occurs in the deﬁnition of n in Eq. (3.10)) as follows:
arg j0a;bðzÞ ¼ argðaÞ  2 Im Logð1 %bzÞ:
Let us also choose the section s :TD-RD as follows: sða; bÞ ¼ ð 1
2p argðaÞ; bÞ:
An easy computation shows that, for these choices, we have
sðj1j2Þsðj2Þ1sðj1Þ1 ¼ nðj1;j2Þ for j1;j2 in Mo¨b. Hence we get that, for
oAT; mo ¼ mw where w ¼ wo is the character n/on of Z: Thus, the map o/½mo

is but a special case of the isomorphism w/½mw
 of Corollary 3.1. &
As a simple but important consequence of this theorem, we have:
Corollary 3.2. Take any two representations from List 3.1. Their multipliers are either
equal or inequivalent. If both or neither of these two representations are from the anti-
holomorphic Discrete series, then they have the same multiplier iff their l parameters
differ by an even integer. If, on the other hand, exactly one of them is from the anti-
holomorphic Discrete series, then they have the same multiplier iff their l parameters
add to an even integer.
3.4. The simple representations of the Mo¨bius group
Let K be the maximal compact subgroup of Mo¨b given by K ¼ fja;0 : aATg: Of
course, K is isomorphic to the circle group T via a/ja;0:
Deﬁnition 3.4. Let p be a projective representation of Mo¨b. We shall say that p is
normalised if pjK is an ordinary representation of K:
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Lemma 3.1. Any projective representation of Mo¨b is equivalent to a normalised
representation.
Proof. Take any projective representation s of Mo¨b. Then sjK is a projective
representation of K; say, with multiplier m: But H2ðK;TÞ is trivial (see [19, Theorem
7.41]). So, there exists a Borel function f :K-T such that
mðx; yÞ ¼ f ðxÞf ðyÞ
f ðxyÞ ; x; yAK:
Extend f to a Borel function g : M .ob-T: Deﬁne p by pðxÞ ¼ gðxÞsðxÞ; xAM .ob:
Then p is normalised and equivalent to s: &
Notation 3.1. For nAZ; let wn be the character of T given by wnðxÞ ¼ xn; xAT: For
any normalised projective representation p of Mo¨b on some Hilbert space H and
nAZ; let
VnðpÞ ¼ fvAH : pðxÞv ¼ wnðxÞv; 8 xATg:
ThenH ¼"nAZVnðpÞ (an orthogonal direct sum). The subspaces VnðpÞ are usually
called the K-isotypic subspaces of H: Put
dnðpÞ ¼ dim VnðpÞ and TðpÞ ¼ fnAZ : dnðpÞa0g:
Deﬁnition 3.5. (a) A subset A of Z is said to be connected if for any three elements
aoboc in Z; a; cAA implies bAA: If B is any subset of Z; a connected component of
B is a maximal connected subset of B (with respect to set inclusion). Since the union
of two intersecting connected sets is clearly connected, the connected components of
a set partition the set.
(b) Let p be a normalised projective representation of Mo¨b. We shall say that p is
connected ifTðpÞ is connected. p will be called simple if p is connected and, further,
dnðpÞp1 for all nAZ:More generally, a projective representation is connected/simple
if it is equivalent to a connected/simple (normalised) representation.
Remark 3.3. (a) Notice that if p and s are equivalent normalised representations
then there is an integer h such that VnðsÞ ¼ VnþhðpÞ for all n in Z: Consequently,
TðsÞ is an additive translate ofTðpÞ: Hence s is connected/simple if and only if p is.
Thus, the deﬁnitions given above are consistent.
(b) Let p be one of the representations Rl;m in List 3.1. Then, after a suitable
normalisation, we have TðpÞ ¼ I and VnðpÞ ¼ /fnS; nAI ; in the notation of
Section 3.2. Thus all the representations in this list are simple.
Lemma 3.2. Let p be any normalised projective representation of Mo¨b. Then each
connected component of TðpÞ is unbounded.
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Proof. By Theorem 3.1, we may write
p ¼
Z "
pt dPðtÞ;
where P is a regular measure and pt is an irreducible projective representation of
Mo¨b for all t: In view of Remark 3.3(b), we have that TðptÞ is connected and
unbounded for each t: So it sufﬁces to show that the same must be true of their direct
integral p: To this end, we claim that, for each n in Z;
VnðpÞ ¼
Z "
VnðptÞ dPðtÞ: ð3:12Þ
Indeed, the inclusion + is trivial. To prove the inclusion D; take vAVnðpÞ: Then
v ¼ R" vt dPðtÞ for some vtAHt (:¼ the space on which pt acts). Consequently,Z "
wnðxÞvt dPðtÞ ¼ wnðxÞv
¼ pðxÞv
¼
Z "
ptðxÞvt dPðtÞ:
This implies that wnðxÞvt ¼ ptðxÞvt for almost all t: Therefore, vtAVnðptÞ for almost
all t: This proves Claim(3.12)
Therefore, nATðpÞ if and only if nATðptÞ for all t in a set of positive P measure.
Now suppose some component of TðpÞ is bounded. Then there exists aoboc in Z
such that b is inTðpÞ but a and c are not inTðpÞ: It follows that a and c are not in
TðptÞ for almost all t but b is in TðptÞ for all t in a set of positive measure.
Therefore, there is a t for which bATðptÞ but a; ceTðptÞ: Then the component of
TðptÞ containing b is bounded. Contradiction. &
Theorem 3.3. Up to equivalence, the only simple projective representations of Mo¨b are
the irreducible projective representations of Mo¨b and the representations Dþl"D

2l;
0olo2:
Proof. Let p be a simple representation of Mo¨b. If p is irreducible then we have
nothing to prove. So, assume p ¼ p1"p2: By Eq. (3.12), we have VnðpÞ ¼
Vnðp1Þ"Vnðp2Þ: Hence dnðp1Þ þ dnðp2Þ ¼ dnðpÞp1: Therefore, we have TðpÞ ¼
Tðp1Þ,Tðp2Þ;Tðp1Þ-Tðp2Þ ¼ |: Therefore, by Lemma 3.2, the connected
components of TðpiÞ; i ¼ 1; 2 together form a collection of pairwise disjoint
unbounded connected sets. Since three unbounded connected subsets of Z cannot be
pairwise disjoint, it follows that this collection contains at most (and hence exactly)
two sets. Thus both p1 and p2 are (connected and hence) simple. Since the connected
set TðpÞ is the disjoint union of the two unbounded connected sets Tðp1Þ and
Tðp2Þ; it follows thatTðpÞ ¼ Z: In consequence, (up to interchanging of p1 and p2)
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the connected sets Tðp1Þ (respectively Tðp2Þ) must be bounded below (respectively
bounded above).
The argument so far shows, in particular, that whenever a simple projective
representation p is reducible, TðpÞ ¼ Z is forced. Since p1 and p2 are simple but
TðpiÞ is a proper subset of Z; it follows that p1 and p2 are irreducible and hence are
members of List 3.1 (modulo equivalence). But, by Remark 3.3, the only members p1
(respectively p2) of List 3.1 for which Tðp1Þ (respectively Tðp2Þ) is bounded below
(respectively above) are the holomorphic (respectively anti-holomorphic) Discrete
series representations. Therefore, there are positive real numbers l and m such that p1
and p2 are equivalent to Dþl and D

m ; respectively. Since D
þ
l and D

m occur as
subrepresentations of a common projective representation (viz. an equivalent copy
of p), they must have a common multiplier. In view of Corollary 3.2, this implies that
lþ m is an even integer. Now, a computation shows that (up to additive translation)
for p ¼ Dþl"Dm ; we have
TðpÞ ¼ fnAZ : nX0g,fnAZ: np ðlþ mÞ=2g:
Since TðpÞ ¼ Z; we must have lþ m ¼ 2: Thus, up to equivalence,
p ¼ Dþl"D2l; 0olo2: &
4. Examples of homogeneous weighted shifts
Now we present a list of homogeneous weighted shifts. Later in this paper we shall
see that this list is exhaustive.
List 4.1. (1) The Principal series example: The unweighted bilateral shift B (i.e., the
bilateral shift with weight sequence wn ¼ 1; nAZ) is homogeneous. To see this,
apply Theorem 2.3 to any of the Principal series representations of Mo¨b. Being
normal (in fact unitary) this operator is far from irreducible. By construction, all the
Principal series representations are associated with it.
(2) The Holomorphic Discrete series examples: For any real number l > 0; the
unilateral shift MðlÞ with weight sequence
ﬃﬃﬃﬃﬃﬃ
nþ1
nþl
q
; nAZþ; is homogeneous. To see
this, apply Theorem 2.3 to the Discrete series representation Dþl : These are
irreducible, and, by construction, the representation associated with MðlÞ is Dþl :
(3) The anti-holomorphic Discrete series examples: Being adjoints of homogeneous
operators, the operators MðlÞ
n
; l > 0; are homogeneous. Since Dþ#l ¼ Dl ;
Proposition 2.1 implies that the representation associated with MðlÞ
n
is Dl : It was
shown in [10] that these operators are the only homogeneous operators in the
Cowen–Douglas class B1ðDÞ:
(4) The Complementary series examples: For any two distinct real numbers a and b
in the open unit interval ð0; 1Þ; the bilateral shift Ka;b with weight sequenceﬃﬃﬃﬃﬃﬃ
nþa
nþb
q
; nAZ; is homogeneous. To see this in case 0oaobo1; apply Theorem 2.3 to
the Complementary series representation Cl;s with l ¼ a þ b  1 and s ¼ ðb  aÞ=2:
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If 0oboao1 then Ka;b is the adjoint inverse of the homogeneous operator Kb;a; and
hence is homogeneous. By Proposition 2.1, Ka;b and Kb;a have the same associated
representation. Thus, for any two numbers 0oaabo1; the representation
associated with the irreducible operator Ka;b is Cl;s with l ¼ a þ b  1;
s ¼ ja  bj=2:
(5) The Constant Characteristic examples: For any strictly positive real number
xa1; the bilateral shift Bx with weight sequence y; 1; 1; 1; x; 1; 1; 1;y; (x in the
zeroth slot, 1 elsewhere) is homogeneous. Indeed, if 0oxo1 then Bx is a completely
non unitary contraction with constant characteristic function x; hence it is
homogeneous because of Theorem 2.10 in [4]. (In [4] we show that apart from the
unweighted unilateral shift Mð1Þ and its adjoint, these are the only irreducible
contractions with a constant characteristic function.) If x > 1; Bx is the adjoint
inverse of the homogeneous operator By with y ¼ x1; hence it is homogeneous.
(In [4] we presented an unnecessarily convoluted argument to show that Bx is
homogeneous for x > 1 as well.) It was shown in [4] that the representation P1;0 ¼
Dþ1"D

1 is associated with each of the operators Bx; x > 0: This also follows from
the proof of Theorem 5.2 given below.
Remark 4.1. Using well-known criteria (see [17]) for unitary equivalence
(or similarity) of weighted shifts, it is easy to see that the operators listed above
are unitarily inequivalent. In fact, no two of the unilateral weighted shifts in this
list are similar. Each operator in the Constant Characteristic family is similar to B:
Further, the complementary series operators Ka;b and Kc;d are similar iff
a  b ¼ c  d:
5. Classiﬁcation
Theorem 5.1. If T is an irreducible homogeneous operator then T is a block shift. If p
is a normalised representation associated with T then the blocks of T are precisely the
K-isotypic subspaces VnðpÞ; nATðpÞ:
Proof. By Theorem 2.2 and Lemma 3.1, there is a normalised representation p
associated with T ; and it is unique up to equivalence. Because of Lemma 2.2, it
sufﬁces to show that
TðVnðpÞÞDVnþ1ðpÞ for all nATðpÞ: ð5:1Þ
Indeed, since T is irreducible, (5.1) shows that p is connected (if there were aoboc
in Z with a; cATðpÞ and beTðpÞ then (5.1) would imply that"nobVnðpÞ is a non-
trivial reducing subspace of T). Since TðpÞ is also unbounded by Lemma 3.2 it
follows that (replacing p by an equivalent normalised representation, if necessary)
the indexing set TðpÞ can be taken to be either Z or Zþ or Z: Therefore, T is a
block shift.
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So, it only remains to prove (5.1). To do this, ﬁx nATðpÞ and vAVnðpÞ: For xAK;
we have pðxÞv ¼ wnðxÞv: Consequently,
pðxÞTv ¼ pðx1ÞnTv
¼ pðx1ÞnTpðx1ÞðpðxÞvÞ
¼ ðx1TÞðxnvÞ
¼ xðnþ1ÞTv
¼ wnþ1ðxÞTv:
(For the ﬁrst two equalities, recall that as p is normalised, its restriction to K is an
ordinary representation of K: In the third equality, we use the assumption that p is
associated with T :) So, TvAVnþ1ðpÞ: This proves (5.1). &
Lemma 5.1. Let T be any homogeneous (scalar) weighted shift. Let p be the projective
representation of Mo¨b associated with T : Then up to equivalence, p is one of the
representations in List 3.1. Further,
(a) if T is a forward shift then the associated representation is holomorphic Discrete
series,
(b) if T is a backward shift then the associated representation is anti-holomorphic
Discrete series, and
(c) if T is a bilateral shift then the associated representation is either Principal series
or Complementary series.
Proof. Let T be a homogeneous shift. If T is reducible, then by Theorem 2.1, T ¼ B
and hence the associated representations are principal series. So assume T is
irreducible. Notice that a scalar shift is by deﬁnition a block shift with one-
dimensional blocks. But by Theorem 5.1, the subspaces VnðpÞ; nATðpÞ are blocks
of T : Therefore, by the uniqueness of the blocks (Lemma 2.2), we conclude that p is
simple. Thus by Theorem 3.3, either p is irreducible or p ¼ Dþl"D2l for some l in
the range 0olo2: In the ﬁrst case we are done since List 3.1 includes all irreducible
projective representations.
In the latter case, let us write p ¼ p1"p2 with p1 ¼ D2l and p2 ¼ Dþl : Thus, the
space on which T acts is Hð2lÞ"HðlÞ ¼H1"H2 (say). Let en;l; nAZþ; denote
the standard orthonormal basis of HðlÞ: (That is, en;lðzÞ ¼ ðnþl1n Þ1=2zn:) Deﬁne the
orthonormal basis xn; nAZ; of H by
xn ¼
e1n;2l if no0;
en;l if nX0:
(
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Then a calculation shows that we have VnðpÞ ¼ /xnS for n in Z: Therefore, in
view of Theorem 5.1, with respect to the decompositionH ¼H1"H2; T looks like
T1 0
rE T2
 !
:
Here r is a non-zero scalar and the operator E :H1-H2 is given by Ex1 ¼ x0;
Exn ¼ 0 for na 1: Hence, for j ¼ j1;b in Mo¨b (bAD arbitrary), we have
pðjÞnTpðjÞ ¼ p1ðjÞ
n
T1p1ðjÞ 0
rp2ðjÞnEp1ðjÞ p2ðjÞnT2p2ðjÞ
 !
and
jðTÞ ¼ jðT1Þ 0
rX jðT2Þ
 !
;
where X ¼ ð1 jbj2ÞðI  %bT2Þ1EðI  %bT1Þ1:
Therefore, equating pðjÞnTpðjÞ and jðTÞ; we get (a) jðTiÞ ¼ piðjÞnTipiðjÞ for
i ¼ 1; 2; and (b) X ¼ p2ðjÞnEp1ðjÞ: Since the elements j1;b; bAD; generate Mo¨b,
(a) holds for all j in Mo¨b, i.e., pi is associated with Ti: But (we shall see during the
proof of Theorem 5.2 below that) the only operators associated with p1 ¼ D2l is
Mð2lÞn and the only operator associated with p2 ¼ Dþl is MðlÞ: Thus, T1 ¼ Mð2lÞn
and T2 ¼ MðlÞ: Now, substituting the value of X and simplifying, Eq. (b) becomes
ð1 jbj2Þp2ðjÞðI  %bT2Þ1E ¼ Ep1ðjÞðI  %bT1Þ:
Since the left-hand side vanishes at en;2l for n > 0; so must the right-hand side (with
T1 ¼ Mð2lÞn; p1 ¼ D2l). But a calculation shows that this never happens unless
l ¼ 1: Thus, in this case, p is equivalent to Dþ1"D1 ¼ P1;0 which is in List 3.1.
Now, by Remark 3.3(b), if p is a normalised representation equivalent to one of
the representations in List 3.1, then (up to additive translations) TðpÞ ¼ Zþ
(respectively Z) if p is holomorphic (respectively anti-holomorphic) Discrete series
and TðpÞ ¼ Z if p is Principal or Complementary series. Therefore, statements (a),
(b), (c) in the lemma follow. &
Notation 5.1. For zAC and nAZþ; ðz
n
Þ will denote the coefﬁcient of tn in the power
series representation of ð1þ tÞz around t ¼ 0: This coincides with the usual notation
for binomial coefﬁcients in case zAZþ:
Theorem 5.2. Up to unitary equivalence, the only homogeneous (scalar) weighted shifts
(with non-zero weights) are the ones in List 4.1.
Proof. Let T be a homogeneous weighted shift. If T is reducible, we are done by
Theorem 2.1. So assume that T is irreducible. Then by Theorem 2.2 there is a
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projective representation p of Mo¨b associated with T : By Lemma 5.1, p is one of the
representations in List 3.1. Further, replacing T by Tn if necessary, we may assume
that T is either a forward shift or a bilateral shift. Accordingly, p is either a
holomorphic discrete series representation or a Principal/Complementary series
representation. Hence p ¼ Rl;m for some parameters l; m: Recall that the
representations pace Hp is the closed linear span of the functions fn; nAI ; where
fnðzÞ ¼ zn; nAI ; and I ¼ Zþ in the former case and I ¼ Z in the latter case. The
elements fn; nAI ; form a complete orthogonal set of vectors inHp but these vectors
are (in general) not unit vectors. Their norms are as given in (3.9) (depending on p).
Since (by Theorem 5.1 and Lemma 2.2) T is a weighted shift with respect to the
orthonormal basis ofHp obtained by normalising fn’s, there are scalars ana0; nAI ;
such that
Tfn ¼ an fnþ1; nAI :
Notice that since the fn’s are (in general) not normalised, the numbers an are
not the weights of the weighted shift T : These weights are given by
wn :¼ anjjfnþ1jj=jjfnjj; nAI : It follows that the adjoint Tn acts by
Tnfn ¼ jjfnjj
2
jjfn1jj2
%an1fn1; nAI ;
where one puts a1 ¼ 0 in case I ¼ Zþ:
Let M be the multiplication operator onHp deﬁned by Mfn ¼ fnþ1; nAI : Notice
that for each multiplier representation p ¼ Rl;m in List 3.1, the corresponding
operator M is in List 4.1. Also, in case M is invertible, Mn1 is also in the latter list.
Let b be a ﬁxed but arbitrary element of D; and let jb :¼ j1;bA Mo¨b (recall the
notation in Eq. (1.1)). Note that jb is an involution, and this simpliﬁes the
computation of pðjbÞ a little bit. Indeed, a straightforward calculation shows that,
for p ¼ Rl;m; we have
/pðjbÞfm; fnS ¼ cð1Þn %bnmjjfnjj2
X
kXðmnÞþ
Ckðm; nÞrk; 0prp1; ð5:2Þ
where we have put r ¼ jbj2; c ¼ j0bð0Þl=2jj0bð0Þjm and
Ckðm; nÞ ¼
l m m
k þ n  m
 !
mþ m
k
 !
:
Since p is associated with T ; from the deﬁning Eq. (2.3) we have TpðjbÞ
ðI  %bTÞ ¼ pðjbÞðbI  TÞ: That is,
%bTpðjbÞT þ bpðjbÞ ¼ TpðjbÞ þ pðjbÞT :
Fix m; n in I : Evaluate each side of the above equation at fm and take the inner
product of the resulting vectors with fn: We have, for instance, /TpðjbÞTfm; fnS ¼
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/pðjbÞTfm;TnfnS ¼ aman1jjfnjj2=jjfn1jj2/pðjbÞfmþ1; fn1S; and similarly for the
other three terms. Now substituting from Eq. (5.2) and cancelling the common factor
cð1Þn1jjfnjj2 %bnm; we arrive at the following identity in the indeterminate r:
aman1
X
kXðmnþ2Þþ
Ckðm þ 1; n  1Þrk 
X
kXðmnÞþ
Ckðm; nÞrkþ1
¼ an1
X
kXðmnþ1Þþ
Ckðm; n  1Þrk  am
X
kXðmnþ1Þþ
Ckðm þ 1; nÞrk: ð5:3Þ
Taking m ¼ n in Eq. (5.3) and equating the coefﬁcients of r1; we obtain
ðn þ 1 mÞan ¼ ðn  mÞan1 þ 1; nAI : ð5:4Þ
First consider the case m ¼ 0: Then Eq. (5.4) with n ¼ 0 yields a0 ¼ 1 and
ðn þ 1Þan ¼ nan1 þ 1; nX1: So we get an ¼ 1 for all nX0: Therefore, in case I ¼ Zþ;
we get T ¼ M; which is in List 4.1—as was to be shown. In case I ¼ Z; Eq. (5.4) with
n ¼ 1 yields a2 ¼ 1 and hence an ¼ 1 for all np 2: Thus, we get an ¼ 1 for all n
except for n ¼ 1: The value of a1 remains undetermined. Hence, T is unitarily
equivalent to the operator Bx of List 4.1 with x ¼ ja1j:
Next consider the case ma0: Hence, as one sees from List 3.1, I ¼ Z: Also (one
sees from List 3.1 that m is not an integer, and hence) an is determined by the
recurrence relation (5.4) once we ﬁx the value of a0: To determine the value of a0;
equate the coefﬁcients of r0 in Eq. (5.3) in case m ¼ 0; n ¼ 2: Then we get
ða0 þ lþ mÞa1 ¼ ðlþ mþ 1Þa0:
Eliminating a1 between this equation and the case n ¼ 1 of Eq. (5.4), we get
ð1 mÞa20  ðlþ 1Þa0 þ ðlþ mÞ ¼ 0; and hence
a0 ¼ 1 or a0 ¼ ðlþ mÞ=ð1 mÞ:
In case a0 ¼ 1; we get an ¼ 1 for all n and hence T ¼ M; which is in List 4.1. So let
us take a0 ¼ ðlþ mÞ=ð1 mÞ: Then, by Eq. (5.4), we get an ¼ ðn þ lþ mÞ=ðn þ 1
mÞ; nAZ: In case p is in the Complementary series, a computation shows that the
weights of T now agree with those of Mn1 and hence T ¼ Mn1; which is in List
4.1, so we are done. On the other hand, if p is in the Principal series, the weights of T
become
wn ¼ an ¼ n þ ð1þ lÞ=2þ s
n þ ð1þ lÞ=2 s; nAZ ð5:5Þ
with s purely imaginary. Hence jwnj ¼ 1 for all n; so that T is unitarily equivalent to
the unweighted shift B: Since B is in List 4.1, we are done. &
Remark 5.1. The proof of Theorem 5.2 shows that with each irreducible Principal
series representation Pl;s are associated two operators (which coincide iff s ¼ 0),
namely the unweighted shift B and its unitarily equivalent copy with weight
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sequence given by (5.5). This surely deserves an explanation, and here it is. Let
Ul;s : L
2ðTÞ-L2ðTÞ be the diagonal unitary given by
Ul;sfn ¼ Gðn þ ð1þ lÞ=2 sÞGðn þ ð1þ lÞ=2þ sÞ fn; nAZ:
Then, as is well known, Ul;s intertwines Pl;s and Pl;s
Pl;sUl;s ¼ Ul;sPl;s:
Since Pl;s is associated with the unweighted bilateral shift B; it then follows that Pl;s
is associated with the operator Unl;sBUl;s; which is nothing but the weighted shift
with weight sequence (5.5).
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