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Abstract
In this article we characterize noetherian local one-dimensional analytically irreducible and
residually rational domains (R,mR) which are non-Gorenstein, the non-negative integer ∗(R) =
R · (R/C)− (R/R) is equal to R − 1 and (R/(C+ xR))= 2, where R is the Cohen–Macaulay
type of R, C is the conductor of R in the integral closure R of R in its quotient ﬁeld Q(R) and xR is a
minimal reduction of m by giving some conditions on the numerical semi-group v(R) of R.
© 2005 Elsevier B.V. All rights reserved.
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0. Introduction
Let (R,mR) be a noetherian local one-dimensional analytically irreducible and residually
rational domain of multiplicity e. Let C be the conductor of R in the integral closure R of R
in its quotient ﬁeld Q(R). If R is Gorenstein, then the equality (R/R) = (R/C) is well-
known and is proved classically by using the theory of adjoint curves to an irreducible plane
curve, where (−) denotes the length function on R-modules. The length (R/R) is called
the degree of singularity of R. In general, under the above assumptions, the above equality
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can be weakened to prove (see [8], [10, Section 3, Theorem 2]; also see [2, Theorem 3],
[4]) the following inequality:
(R/R)R · (R/C),
where R denotes the Cohen–Macaulay type of R.
Several authors have tried to characterize the rings for which the above inequality is an
equality or to give a classiﬁcation of the rings according to the value of the integer:
∗(R) := R · (R/C) − (R/R).
For example, in [3] Brown and Herzog have characterized rings R for which ∗(R)= 0 and
∗(R) = 1. The rings with ∗(R) = 0 (respectively, ∗(R) = 1) are called rings of maximal
length (respectively, almost maximal length). Further, they have also given a complete
description of the numerical semigroup rings of maximal and almost maximal length.
In [6] Delﬁno studied the rings R for which ∗(R)R and in particular, gave (see [6,
Theorem 2.10, Corollary 2.11]) necessary and sufﬁcient conditions for ∗(R)R − 2
(respectively, ∗(R)R and R = e − 1). Moreover, in the last case she gave (see [6,
Corollary 2.14]) a complete description of the semi-group rings (and hence semi-groups)
satisfying these properties.
In [7] (more recently in [5]) the rings R for which ∗(R)R had been studied by
generalizing some results for semi-group rings obtained in [1].
In the casewhenR is non-Gorenstein, ∗(R)R−1 and xR is aminimal reductionofm. If
∗(R)=R−1 then (see [6, Proposition 2.4]) either (R/(C+xR))=1 or (R/(C+xR))=2.
Further, (R/(C+ xR))= 1 if and only if R = e − 1. If (R/(C+ xR))= 2, then (see [6,
Corollary 2.13]) R = e − 2.
In this article we characterize (see (2.1)) the rings R which are non-Gorenstein, ∗(R)=
R − 1 and (R/(C+ xR))= 2, where xR is a minimal reduction ofm by giving some con-
ditions on the numerical semi-group v(R) of R. Further, in (2.6) we give a characterization
of non-Gorenstein, almost Gorenstein semi-group rings R such that ∗(R) = R − 1.
1. Preliminaries—assumptions and notation
Throughout this article we make the following assumptions and notation. Further for the
reader’s convenience we shall recall the following well-known (see for example [3,10,1])
deﬁnitions and results without giving explicit references, which are used in the sequel.
Notation 1.1. Let N, Z denote the set of all natural numbers, all integers, respectively.
Note that 0 ∈ N. Further, for a, b ∈ N, we denote [a, b] := {r ∈ N | arb} and
Na := {n ∈ N | na}.
(1) Let (R,mR) be a noetherian local one-dimensional analytically irreducible domain,
i.e. the integral closure R of R in its quotient ﬁeld Q(R) is a discrete valuation ring
and is a ﬁnite R-module. We further assume that R is residually rational, i.e. the residue
ﬁeld kR of R is equal to the residue ﬁeld kR of R.A particularly important class of rings
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which satisﬁes these assumptions are semi-group rings which are coordinate rings of
algebroid monomial curves.
(2) (Numerical Semi-groups and semi-group rings) A semi-group  ⊆ N is called nu-
merical if card(N\)<∞. For a numerical semi-group  and a ﬁeld K, the subring
K := KXh | h ∈  of the formal power series ring KX is called the semi-
group ring of over K. The cardinality embdim() of the minimal set of generators for
 is called the embedding dimension of ; the least positive integer e() in  is called
the multiplicity of ; and the maximum g() := max(N\) and c() := g() + 1
are called the Frobenius number and the conductor of , respectively. It is clear that
emdim()e() and Nc() ⊆ . The subset + := \{0} is called the maximal ideal
of  and the cardinality () of T () := {z ∈ Z | z + + ⊆ }\ is called the
(Cohen–Macaulay) type of . Since g() ∈ T (), ()1.  is called symmetric if
for each z ∈ Z, either z ∈  or g() − z ∈ . It is easy to see that  is symmetric if
and only if () = 1.
(3) (Minimal reduction) If kR is inﬁnite, then there exists a minimal reduction xR of m,
that is, an element x ∈ m\{0} such that (xR)m = m+1 for large . By replacing R
by R[X]m[X], if needed, we may assume that kR is inﬁnite. Therefore we may assume
that a minimal reduction xR of m exists.
(4) (Value semi-group and Conductor ideal) Let v : Q(R) → Z ∪ {∞} be the discrete
valuation of R. Then, since R is a ﬁnite R-module, the semi-group v(R) = {v(x) |
x ∈ R, x = 0} is numerical and is called the value semi-group of R. The ideal C :=
annR(R/R) = {x ∈ R | xR ⊆ R} is a non-zero ideal in R and is called the conductor
ideal of R in R. Moreover, C is also ideal in R and it is easy to see that C={x ∈ Q(R) |
v(x)c} and hence C = (mR)c,where c := c(v(R)). The integers g := g(v(R)) and
c := c(v(R)) are called the Frobenius number and the conductor of R.
(5) (Standard basis of a numerical semi-group) Let  ⊆ N be a numerical semi-group and
let m ∈ , m = 0. Then the set Sm() := {z ∈  | z − m /∈} is called the standard
basis or the Apéry set of  with respect to m. It is easy to see that card(Sm()) = m.
(6) (Cohen–Macaulay type) Let R denote the Cohen–Macaulay type of R. Under our
assumptions it is well-known that:
R = dimk(annR(m+ xR/xR)) = (m−1/R) = card(v(m−1)\v(R)).
Further, the Cohen–Macaulay type of the semi-group ring K is () (see (3)) and
R(v(R)), since v(m−1)\v(R) ⊆ T . In general this inequality need not be an
equality, for example, if R = Kt4, t6 + t7, t10, where K is a ﬁeld of characteristic
= 2, then v(R) = {0, 4, 6, 8} ∪ N10, c = 10, R = 2 and (v(R)) = 3.
(7) (The degree of singularity and the type sequence) For any R-module M, let (M) denote
the length of M as an R-module. If M,N are two ﬁnitely generated R-submodules of
Q(R) such that R ⊆ N ⊆ M ⊆ Q(R), then (M/N)= card(v(M)\v(N)). In particu-
lar, (R/R)=card(N\v(R)), (R/C)=card(v(R)\Nc)=card([0, g]∩v(R)) =: n(R)
and (R/C) = card(N\Nc) = c. The length (R/R) is called the degree of singularity
of R (see [10]) and is usually denoted by (R). Therefore we have v(R)\Nc = {0 =
v0, v1, . . . , vn−1} with v0 < v1 < · · ·< vn−1 < vn := c and n := n(R) = (R/C).
Further as noted in [10], the degree of singularity (R) can be seen as the sum
of n positive integers ti (R) := (A−1i /A−1i−1), i = 1, . . . , n, where Ai := {x ∈ R |
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v(x)vi}. The ﬁrst positive integer t1(R) = (m−1/R) is the Cohen–Macaulay type
of R. The sequence t1(R), t2(R), . . . , tn(R) is called the type sequence of R.
(8) (∗(R) and almost Gorenstein rings) We put
∗(R) = R · (R/C) − (R/R).
Then by Matsuoka [10, Section 3, Proposition 2, Proposition 3 and Theorem 2], it is
easy to see that 0∗(R)(R −1) · ((R/C)−1). Moreover, ∗(R) attains the upper
bound if and only if (R/R) = R − 1 + (R/C).
A ring R in (1) is called almost Gorenstein if ∗(R) attains its upper bound, or equiva-
lently (R/R) = R − 1 + (R/C), or equivalently, the type sequence of R is
{R, 1, 1, . . . , 1}. It is clear that Gorenstein rings are almost Gorenstein but not con-
versely; see for example (1.2)(1) below.
Examples 1.2. In the following examples R denote the semi-group ring K over a
ﬁeld K.
(1) (See also [6, Corollary 2.14]) Let a, e ∈ N with ae − 2, e3,
b :=
{
1 if a = 0,
2 if a1, and put c := be − a.
Let be the semi-group generated by the almost arithmetic sequence e, c, c+1, . . . , c+
e − 1. Then:
(i) If a=0 (respectively, a1), then {e}∪[c+1, c+e−1] (respectively, {e}∪[c, c+
e−1]\{c+a}) is a minimal set of generators for . In particular, e()=e(R)=e,
embdim()=embdim(R)=e, c=c()=c(R) and={0, e, 2e, . . . , (b−1)e}∪Nc.
(ii) The standard basis of  with respect to e is
Se() =
{ {0} ∪ [c + 1, c + e − 1] if a = 0,
{0} ∪ [c, c + e − 1]\{c + a} if a1,
and
T () =
{ [(b − 1)e + 1, be − 1] if a = 0,
[(b − 1)e − a, be − a − 1]\{(b − 1)e} if a1,
and hence () = (R) = e − 1.
(iii) Since \Nc = {0, e, 2e, . . . , (b − 1)e} and
N\ =
⎧⎨
⎩
⋃b−1
j=0 [je + 1, (j + 1)e − 1] if a = 0,⋃b−2
j=0 [je + 1, (j + 1)e − 1]∪[(b − 1)e + 1, be − a − 1] if a1,
we have (R/C) = b and
(R/R) =
{
b(e − 1) if a = 0,
(b − 1)(e − 1) + e − a − 1 if a1,
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and hence ∗(R)=a. In particular, R is almost Gorenstein if and only if either a=0
and b = 1 or b = 2 and a = e − 2. Therefore the semi-group ring KX3, X5, X7
(take e=3, a=1 and b=2) is almostGorenstein of type 2 and hence notGorenstein.
(2) Let e ∈ N with e3 and m := 3e + 1. Let  be the semi-group generated by the
sequence e, 2e − 1,m,m + 1, . . . , m + e − 4. Then:
(i) {e, 2e − 1} ∪ [m,m + e − 4] is a minimal set of generators for . In particular,
e() = e(R) = e, embdim() = embdim(R) = e − 1, c = c() = c(R) = 3e − 1
and  = {0, e, 2e − 1, 2e} ∪ Nc.
(ii) The standard basis of  with respect to e is
Se() = {0, 2e − 1, 4e − 2} ∪ [m,m + e − 4]
and T () = [2e + 1, 3e − 2] and hence () = (R) = e − 2.
(iii) Since N\=[1, e−1]∪[e+1, 2e−2]∪[2e+1, 3e−2] and \Nc={0, e, 2e−
1, 2e}, we have (R/R) = 3e − 5, (R/C) = 4 and ∗(R) = e − 3 = () − 1.
Therefore, R is Gorenstein if and only if e=3. Further, if e4 then R is not almost
Gorenstein.
(3) Let e, r ′ ∈ N with e3, 1r ′, 2r ′e − 1 and c := 2e. Let  be the semi-group
generated by the sequence e, e + r ′, c + 1, c + 2, . . . , c + e − 1. Then:
(i) {e, e+r ′}∪[c+1, c+e−1]\{c+r ′, c+2r ′} is aminimal set of generators for. In
particular, e()=e(R)=e, embdim()=embdim(R)=e−1, c=c()=c(R)=2e
and  = {0, e, e + r ′} ∪ Nc.
(ii) The standard basis of  with respect to e is
Se() = {0, e + r ′} ∪ [c + 1, c + e − 1]\{2e + r ′}
and T () = [e + 1, 2e − 1]\{e + r ′} and hence () = (R) = e − 2.
(iii) Since N\= [1, e − 1] ∪ [e + 1, e + r ′ − 1] ∪ [e + r ′ + 1, 2e − 1] and \Nc =
{0, e, e+r ′}, we have (R/R)=2e−3, (R/C)=3 and ∗(R)=e−3=()−1.
Therefore, R is Gorenstein if and only if e=3. Further, if e4 then R is not almost
Gorenstein.
(4) Let e, r, r ′ ∈ N with e3, 1r , 1r ′, r + r ′e − 1 and let  be the semi-group
generated by the sequence e, e + r, e + r + r ′, e + r + r ′ + 1, . . . , 2e + r + r ′ − 1.
Since the case (r, r ′) = (1, 1) is included in example (1) (a = 0 and b = 1), we may
assume that (r, r ′) = (1, 1). Then:
(i)
{ {e} ∪ [e + r, 2e + r − 1]\{2e} if r ′ = 1,
{e, e + r} ∪ [e + r + r ′, 2e + r + r ′ − 1]\{2e, 2e + r} if 1<r ′r,
{e, e + r} ∪ [e + r + r ′, 2e + r + r ′ − 1]\{2e, 2e + r, 2(e + r)} if r ′ >r
is a minimal set of generators for . In particular, e() = e(R) = e,
embdim() = embdim(R) =
{
e if r ′r,
e − 1 if r ′ >r,
c = c() = c(R) =
{
e + r if r ′ = 1
e + r + r ′ if r ′ > 1 and
 =
{ {0, e} ∪ Nc if r ′ = 1,
{0, e, e + r} ∪ Nc if r ′ > 1.
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(ii) The standard basis Se() of  with respect to e is{ {0} ∪ [e + r, 2e + r − 1]\{2e} if r ′ = 1,
{0, e + r} ∪ [e + r + r ′, 2e + r + r ′ − 1]\{2e, 2e + r} if 1<r ′r,
{0, e + r} ∪ [e + r + r ′, 2e + r + r ′ − 1]\{2e, 2e + r} if r ′ >r,
and
T () =
{ [r, e + r − 1]\{e} if r ′ = 1,
{r} ∪ [r + r ′, e + r + r ′ − 1]\{e, e + r} if 1<r ′r,
[r + r ′, e + r + r ′ − 1]\{e, e + r} if r ′ >r,
and hence
() = (R) =
{
e − 1 if r ′ = 1,
e − 1 if 1<r ′r,
e − 2 if r ′ >r.
(iii) Since N\ =
{ [1, e + r − 1]\{e} if r ′ = 1,
[1, e + r + r ′ − 1]\{e, e + r} if r ′ > 1,
\Nc =
{ {0, e} if r ′ = 1,
{0, e, e + r} if r ′ > 1,
we have
(R/R) =
{
e + r − 2 if r ′ = 1,
e + r + r ′ − 3 if r ′ > 1, (R/C) =
{
2 if r ′ = 1,
3 if r ′ > 1,
∗(R) =
{
e − r if r ′ = 1,
2e − r − r ′ if 1<r ′r,
2e − r − r ′ − 3 if r ′ >r.
Therefore, R is Gorenstein if and only if e = 3 and r ′ >r . Further, R is almost
Gorenstein if and only if (r, r ′) ∈ {(1, 2), (2, 2), (2, 1)}.
Lemma 1.3. Let R be as in (1.1)(1), v(R) be the value semi-group of R, e(R) be the
multiplicity of R and let e(v(R)) be the multiplicity of v(R). Let xR is a minimal reduction
of m. Then:
(1) v(x) = e(v(R)).
(2) e(v(R)) = e(R) and e(R)R + 1.
(3) CxR and (C+ xR)m ⊆ xR.
Proof. (1) Since xR is a minimal reduction of m, there exists  ∈ N such that (xR) · m
=m+1. Put e := e(v(R)) and let x1, . . . , xr be a set of generators ofm such that v(x1) =
min(v(m)) = e. Then x+1 ∈ (xR)m and hence
x+11 = x ·
∑
(1,...,r )∈Nr
1+···+r=
a1···r x
1
1 · · · xrr , where a1···r ∈ R.
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Therefore there exists (1, . . . , r ) ∈ Nr with 1 + · · · + r =  and
( + 1)e = v(x+1)v(x) +
r∑
i=1
iv(xi) = v(x) + 1e +
r∑
i=2
iv(xi). (1.3.a)
Now, if v(x)> e, then for every (1, . . . , r ) ∈ Nr with 1 + · · · + r = , we obtain
( + 1)e =
r∑
i=1
ie + e1e +
r∑
i=2
iv(xi) + e < 1e +
r∑
i=2
iv(xi) + v(x),
which contradicts (1.3.a). This proves that v(x) = e = e(v(R)).
(2) Since v(x)=e(v(R)) by (1) and R is Cohen–Macaulay, by (1.1)(5) we have e(v(R))=
card(Se(v(R)))=card(v(R)\v(xR))=(R/xR)=e(R). Further, e(R)=(R/xR)((xR :
m)/xR) + 1 = R + 1 (see (1.1)(6)), since xR ⊆ (xR : m) ⊆ mR.
(3) To show that CxR, we repeat the argument from [11, Lemma 1.7]. Suppose that
C ⊆ xR. Then for every y ∈ C and b ∈ R, we have (sinceC=C ·R) y=y1x and by=ax for
some y1, a ∈ R and so (by1−a)x=0.Therefore, since x is a non-zero divisor inR, we obtain
by1 =a ∈ R, and so y1 ∈ C. Continuing this process, we get C ⊆
⋂
n1 x
nR=0, which is
a contradiction. Now, to prove (C+xR)m ⊆ xR, let x1, . . . , xr be a set of generators ofm.
Since v(xi/x)0 by (1), xi/x ∈ R and hence C · (xi/x) ⊆ R or equivalently C · xi ⊆ xR
for every i = 1, . . . , r . This proves that Cm ⊆ xR. 
Lemma 1.4. Let R be as in (1.1)(1), and let xR be a minimal reduction of m. Put e :=
e(R) = e(v(R)) (see (1.3)(2)). Then:
(1) ((C+ xR)/xR)R .
(2) If (R/(C+ xR)) = 1, then R = e − 1.
(3) Moreover, if ∗(R) = R − 1, then the converse of (2) holds.
Proof. (1) Since (C+ xR)m ⊆ xR by (1.3)(3), (C+ xR)/xR ⊆ (xR : m)/xR 
 m−1/R
and so ((C+ xR)/xR)R (see (1.1)(6)).
(2) Since e=(R/xR)=((C+xR)/xR)+(R/(C+xR)), by (1) we have e(R/(C+
xR)) + R . Therefore, if (R/(C + xR)) = 1, then e1 + R and hence e = 1 + R by
(1.3)(2).
(3) Suppose that ∗(R)= R − 1 and R = e− 1. Then by Delﬁno [6, Theorem 2.10] ((1)
⇒ (2) for a = R − 1), we have C+ xR =m and so (R/(C+ xR)) = 1. 
Corollary 1.5. Let R be as in (1.1)(1), and let xR be a minimal reduction of m. Suppose
that ∗(R) = R − 1. Then one of the following holds:
(a) (R/(C+ xR)) = 1 (equivalently R = e − 1).
(b) (R/(C+ xR)) = 2 and R = e − 2.
Proof. Immediate [6, Proposition 2.4], (1.4) and [6, Corollary 2.13]. 
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2. Theorem
We shall use the notation and terminology introduced in Section 1. We would like to
characterize non-Gorenstein rings R such that ∗(R)=R−1. Since case (a) of the Corollary
1.5 is completely studied in [6], we shall therefore consider case (b) of Corollary 1.5 and
prove the following theorem:
Theorem 2.1. Let (R,m) be a noetherian local analytically irreducible, residually rational
domain of multiplicity e3 and let xR be a minimal reduction ofm. Suppose that R is non-
Gorenstein and that R = (v(R)). Then the following statements are equivalent:
(i) ∗(R) = R − 1 and (R/C+ xR) = 2.
(ii) The value semi-group v(R) is one of the following:
(ii.a) {0, e, 2e − 1, 2e} ∪ Nc, where c = 3e − 1, or
(ii.b) {0, e, e + r ′} ∪ Nc with 1r ′, 2r ′e − 1, where c = 2e.
In order to prove the above theorem, we ﬁrst state and prove some results in the following
lemma.
Lemma 2.2. Let (R,m) be a noetherian local analytically irreducible, residually rational,
non-Gorenstein domain ofmultiplicity e3 and let xR be aminimal reduction ofm. Suppose
that ∗(R) = R − 1 and (R/C+ xR) = 2. Let S := Se(v(R)) = {0 = s1, s2, . . . , se} with
s1 <s2 < · · ·<se being the standard basis of the numerical semigroup v(R) of R with
respect to the multiplicity e of R. Then
(1) R = e − 2 and e > 3,
(2) se = c + e − 1,
(3) there is a unique s ∈ S with e < s < c. In particular, s2 = s and sic for every i3,
(4) {s3 − e, . . . , se − e} ⊆ T (v(R)).
From now on assume that R = (v(R)). Further, let s ∈ S be the unique element as in
(3) and let q, q ′ ∈ N and 0r, r ′e− 1 be the uniquely determined integers (by using the
division algorithm by e) by the equations c = qe + r and s = q ′e + r ′. Then:
(5) T := T (v(R))={s3−e, . . . , se−e}and2s ∈ S. In particular,wehave c2sc+e−1.
(6) (a) r ′1 and 1q ′ <q. In particular, q2.
(b) 0q + 1 − 2q ′2. Moreover,
q + 1 − 2q ′ ∈
{ {1, 2} if r ′ >r,
{1} if r ′ = r.
(7) Let a := max{k ∈ N | s + kec}. Then:
(a) v(R) = {je | 0jq} ∪ {s + je | j ∈ [0, a]} ∪ Nc.
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(b) a =
{
q − q ′ if r ′r,
q − q ′ − 1 if r ′ >r.
Moreover, if r ′ = r , then s + ae = c.
(8) v(R)=
⎧⎪⎨
⎪⎩
{je | j ∈ [0, q]} ∪ {s + ke | k ∈ [0, q − q ′]} ∪ Nc if r ′ <r,
{je | j ∈ [0, q]} ∪ {s + ke | k ∈ [0, q − q ′ − 1]} ∪ Nc if r ′ = r,
{je | j ∈ [0, q]} ∪ {s + ke | k ∈ [0, q − q ′ − 1]} ∪ Nc if 0<r < r ′,
{je | j ∈ [0, q − 1]} ∪ {s + ke | k ∈ [0, q − q ′ − 1]} ∪ Nc if 0 = r(< r ′).
In particular,
(R/C) = card(v(R)\Nc) =
⎧⎪⎨
⎪⎩
2q − q ′ + 2 if r ′ <r,
2q − q ′ + 1 if r ′ = r,
2q − q ′ + 1 if 0<r < r ′,
2q − q ′ if 0 = r(< r ′),
(R/R) = card(N\v(R)) =
⎧⎪⎨
⎪⎩
c − 2q + q ′ − 2 if r ′ <r,
c − 2q + q ′ − 1 if r ′ = r,
c − 2q + q ′ − 1 if 0<r < r ′,
c − 2q + q ′ if 0 = r(< r ′).
(9) ∗(R) =
⎧⎪⎨
⎪⎩
(e − 3)(q − q ′) + (q − 2q ′) + (2e − 2 − r) if r ′ <r,
(e − 3)(q − q ′) + (q − 2q ′) + (e − 1 − r) if either r ′ = r
or 0<r < r ′,
(e − 3)(q − q ′) + (q − 2q ′) if 0 = r(< r ′).
(10) r ′r . Moreover, r =
{
e − 1 if r ′ = r,
0 if r ′ >r,
{
q = 2, q ′ = 1 and r = r ′ = e − 1 if r = r ′,
q = 2, q ′ = 1 and 2r ′e − 1 if r ′ >r = 0.
In particular,
c =
{
3e − 1 if r ′ = r,
2e if r ′ >r = 0.
Proof. (1) R = e − 2 by (1.5) and hence e > 3, since R is non-Gorenstein.
(2) Since c+e−1 ∈ v(R) and (c+e−1)−e=c−1 /∈ v(R), it follows that c+e−1 ∈ S
by deﬁnition. Further, if hc + e, then h /∈ S, since h − ec and hence h − e ∈ v(R).
Therefore max(S) = c + e − 1 and hence se = c + e − 1.
(3) Note that, since v(xR) ∪ v(C) ⊆ v(C+ xR), min(v(xR)) = e = min(m) (see (1.3))
and v(C) = Nc, it follows that s ∈ v(m)\v(C+ xR) if and only if s ∈ S with s < c. Since
(R/C+ xR) = 2, we have card(v(m)\v(C+ xR)) = (m/C+ xR) = 1 and hence there
exists a unique s ∈ S such that s < c and s − e /∈ v(R).
(4) For each h ∈ v(R), h = 0 and i3, by (3) we have (si − e) + hc − e + hc,
since min(v(m)) = e. Therefore si − e ∈ T (v(R)) for every i3.
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(5) Note that T := T (v(R))= {si − e | 3 ie} by (4) and since (v(R))= R = e − 2
by assumption and (1). Therefore, since s − e /∈ T , there exists h ∈ v(m) such that
s − e + h /∈ v(R). (2.2.5.a)
Then by the deﬁnition of the standard basis S (with respect to e), there exists 1 ie such
that h ≡ si (mod e). Therefore
h =
{
either si + ke with k ∈ N and i3,
or s + ke with k ∈ N,
or ke with k ∈ N, k = 0.
(2.2.5.b)
Now, since h = 0 and by (4) si − e ∈ T for each i3, from (2.2.5.a) and (2.2.5.b), it
follows that h = s and 2s − e /∈ v(R). This proves that 2s ∈ S. The last inequality follows
from (3) and (2).
(6) (a) Since s ∈ S and s = 0, s /≡ 0 (mod e) and so r ′1. Further, since e < s < c by
(3), we have 1q ′q. Suppose that q ′ =q. Then 2qe+2r ′ =2sc+e−1=qe+r+e−1
by (5) and so qe + 2r ′r + e − 12e − 1. Therefore q ′ = q = 1. Now, since s = e + r ′
and c = e + r , we have v(R) = {0, e, e + r ′} ∪ Nc and so (R/C) = card(v(R)\Nc) = 3
and (R/R) = card(N\v(R)) = card([1, e + r − 1]\{e, e + r ′}) = e + r − 3. Therefore by
(1) (since e > r) we have ∗(R)= R · (R/C)− (R/R)= 3(e− 2)− (e+ r − 3)= 2e−
r − 3>e − 3 = R − 1, which contradicts the assumption. Therefore q ′ <q.
(b) If 2q ′q+2, then (since 0r, r ′e−1) 2s=2q ′e+2r ′ >(q+1)e+r−1=c+e−1
which contradicts the last inequality in (5). Therefore j := q + 1 − 2q ′0. Then by the
last inequality in (5), we have
(j − 1)e + r2r ′je + (r − 1). (2.2.6.a)
Now, (since r ′ <e), j2 by the ﬁrst inequality in (2.2.6.a). Further, if r ′r (respectively,
r ′ = r), then (since 0r, r ′ <e), j1 (respectively, j < 2) by the second (respectively,
ﬁrst) inequality in (2.2.6.a). This proves (b).
(7) (a) Since c2sc + e − 1 by (5), each element of v(R) of type je + ks with j ∈ N
and k2 is larger than c. Therefore the assertion follows from the deﬁnitions of a and q.
(b) Note that if r ′r , then s + (q − q ′)e = qe + r ′qe + r = c and s + (q − q ′ + 1)e =
qe+ e+ r ′ >c. Moreover, if r ′ = r , then s +ae= s + (q −q ′)e=qe+ r = c. Now, assume
that r ′ >r . Then, since 1q ′ <q by (6)(a) and r ′ <e + r , we have s + (q − q ′ − 1)e =
qe − e + r ′ <qe + r = c and s + (q − q ′)e = qe + r ′ >qe + r = c.
(8) Note that r ′1 by (6)(a). Now, the assertion follows easily from (7).
(9) Immediate from (8).
(10) By assumption and (1) we have ∗(R)=R −1=e−3. Since q−2q ′−1 by (6)(b)
and e > 3 by (1), from (9) it follows that r ′r . Now, in the case r > 0, since q − 2q ′0 by
(6)(b), from (9) it follows that r ′ = r = e − 1, q ′ = 1 and q = 2q ′ = 2. Further, in the case
0 = r < r ′ (see (6)(a)), from (6)(b) and (9) it follows that q ′ = 1, q = 2q ′ = 2 and hence
22r ′e − 1 by (6)(a) and the second inequality in (2.2.6.a). 
Proof of (2.1). (ii) ⇒ (i): The semi-group in (ii.a) (respectively, in (ii.b)) is considered in
Example (1.2)(2) (respectively, (1.2)(3)). Note that in both cases we have (R/(C+xR))=
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card(v(R)\v(C+ xR)) = 2. Further, since R = (v(R)) by assumption, in both cases, by
Examples (1.2)(2) and (1.2)(3), we have ∗(R) = R − 1.
(i) ⇒ (ii): To prove this implication, we shall use the notations and results proved in (2.2).
Suppose that (i) holds. Let s ∈ S be the unique element as in (2.2)(3) and let q, q ′ ∈ N
and 0r, r ′e − 1 be the uniquely determined natural numbers (by using the division
algorithm by e) by the equations c = qe + r and s = q ′e + r ′. Then by (2.2)(10) and (8) we
have
v(R) =
{ {0, e, 2e, 2e − 1} ∪ Nc if r ′ = r = e − 1, where c = 3e − 1,
{0, e, e + r ′} ∪ Nc if 0 = r < r ′, where c = 2e.
This completes the proof. 
Corollary 2.3. Let  ⊆ N be a numerical semi-group of multiplicity e := min(\{0})3
which is not symmetric and let R := K be the semi-group ring of  over a ﬁeld K. Then
∗(R)= R −1 and (R/(C+xR))=2 if and only if  is either the semi-group in (1.2)(2),
or in (1.2)(3).
Proof. Since v(R) =  is not symmetric, R is non-Gorenstein by Kunz [9]. Further, e =
e(R) = e(v(R)) by (1.3)(2) and R = (). Therefore all assumptions in (2.1) are satisﬁed
and hence the proof follows from (2.1). 
Now, in (2.6) below, we give a characterization of non-Gorenstein, almost Gorenstein
semigroup rings R such that ∗(R) = R − 1.
Lemma 2.4. Let R be a non-Gorenstein analytically irreducible, residually rational local
ring ofmultiplicity e3 and let xR be aminimal reduction ofm. Suppose that ∗(R)=R−1.
Then:
(1) If (R/(C+xR))=2, then R is not almost Gorenstein, that is, ∗(R)< (R−1)((R/C)
− 1).
(2) If R is almost Gorenstein, that is, ∗(R)= (R −1)((R/C)−1), then (R/C)=2 and
(R/(C+ xR)) = 1.
Proof. First note that, since e < c by (2.2)(3), we have v(xR)v(C) and hence CC +
xR. Now, both (1) and (2) are immediate from the assumptions R = 1 and ∗(R) =
R − 1. 
Theorem 2.5. Let R be a non-Gorenstein analytically irreducible, residually rational local
ring of multiplicity e3. Suppose that R = (v(R)) and ∗(R)= R − 1. Then R is almost
Gorenstein if and only if v(R) = {0, e} ∪ Nc where c = e + 2.
Proof. Suppose that R is almost Gorenstein, i. e. ∗(R)=(R −1) ·((R/C)−1). Therefore
(R/C) = 2 and (R/(C + xR)) = 1 by (2.4)(2). Now, by (1.5)(a) we have R = e − 1
and so by Delﬁno [6, Theorem 2.10 and Corollary 2.14] or [5, Proposition 2.1] (by the case
a=∗(R)=R−1=e−2> 0, since R is non-Gorenstein), we have v(R)={je | j ∈ [0, b−
1]}∪N(b−1)e+2 for some b2. Further, we have 2= (R/C)= card(v(R)\v(C))=b. This
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proves that v(R)={0, e}∪Nc where c=e+2. Conversely, suppose that v(R)={0, e}∪Ne+2.
Then, since R =(v(R)) by assumption, it follows from Example (1.2)(1) (b=2, a=e−2
and c = be − a = e + 2) that R is almost Gorenstein. 
Corollary 2.6. Let  ⊆ N be a numerical semi-group of multiplicity e := min(\{0})3
which is not symmetric and let R := K be the semi-group ring of  over a ﬁeld K.
Suppose that ∗(R) = R − 1. Then R is almost Gorenstein if and only if  = {0, e} ∪ Nc
where c = e + 2.
Example 2.7 (See Patil [12, 3.2 and 3.8] for details). Let 2m := m0 <m1 · · ·<mp be
an arithmetic sequence of positive integers of length p1 with common difference d1
and gcd(m, d)=1. Let := ∑pi=0 Nmi and let R := K be a semi-group ring of over
a ﬁeld K. Further, let a ∈ N and b ∈ {0, . . . , p − 1} be the uniquely determined integers
by the equation m = ap + b. Then:
(a) The conductor of R is
c =
{
(a − 1)mp + mp−1 − m + 1 if b = 0,
amp − m + 1 if b = 1,
mb−1 + amp − m + 1 if b2.
(b) The Cohen–Macaulay type of R is
R =
{
p − 1 if b = 0,
p if b = 1,
b − 1 if b2.
(c) Let n := card( ∩ [0, c − 1]) = (R/C). Then in the type sequence (see (1.1)(7))
{t1(R), . . . , tn(R)} of R, we have⎧⎪⎨
⎪⎩
R occurs exactly a-times
and 1 occurs exactly (n − a)-times if b ∈ {0, 1},
R occurs exactly (a + 1)-times
and 1 occurs exactly (n − a − 1)-times if b2.
In particular, ∗(R) =  · (R − 1), where
 :=
{
(R/C) − a if b ∈ {0, 1},
(R/C) − a − 1 if b2.
(d) R is almost Gorenstein if and only if  = 1.
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