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Introdution
La planiation est une disipline à part entière de l'Intelligene Artiielle qui
onsiste à onstruire une séquene d'ations, appelée plan, permettant de mener un sys-
tème dans un état satisfaisant un but préalablement xé (voir notamment les ouvrages
de synthèse [Gha01, Reg04℄). La planiation est utilisée dans des domaines aussi va-
riés que la robotique (la reherhe de hemins d'un agent mobile dans un ontexte mal
onnu), la génération automatique de programmes, la gestion de prodution, la ges-
tion des ressoures naturelles, le diagnosti médial, et. En planiation, et parmi les
divers domaines de reherhe en Intelligene Artiielle, il y a eux qui traitent de la
représentation des onnaissanes, eux qui traitent des algorithmes pour la résolution
de problèmes, ou eux qui traitent les deux aspets à la fois. Ce travail de thèse s'insère
dans le premier as évoqué. Partiulièrement, nous avons travaillé durant ette thèse
sur la représentation des onnaissanes néessaires à la résolution d'un problème de pla-
niation épistémique, 'est-à-dire un problème de planiation d'ations d'aquisition
d'information en environnement inertain et partiellement observable.
Les planiateurs lassiques, omme STRIPS [FN71℄, reposent sur un ertain nombre
d'hypothèses fortes pour représenter les éléments du problème de planiation. Ils sup-
posent que les onnaissanes sur l'état initial et sur les eets des ations sont parfaites e
qui fait que le monde est totalement prévisible et que l'agent onnaît à l'avane les eets
de ses ations. Malheureusement, de telles hypothèses sont souvent restritives. C'est
ainsi que de nombreux travaux en planiation ont été réalisés pour étendre les apai-
tés des planiateurs et dépasser les hypothèses lassiques trop restritives. Ces travaux
ont pris en ompte l'inertitude dans la représentation et la résolution des problèmes
de planiation. Cette inertitude vient de deux soures bien distintes : inertitude
sur les eets des ations et inertitude sur l'état ourant du monde. La première soure
d'inertitude est liée à la dynamique du système, tandis que la deuxième est purement
statique. Pour pouvoir traiter es deux soures d'inertitudes, les ations ont à la fois des
eets physiques pour ontrler la dynamique du système et des eets épistémiques pour
apporter de nouvelles onnaissanes pertinentes sur l'état du système. Par exemple, en
diagnosti et réparation d'un système en panne, le diagnostiqueur doit d'abord herher
(aspet épistémique de l'ation) le omposant défaillant pour que le réparateur puisse
le hanger ou le réparer (aspet physique de l'ation). Le modèle des Proessus Déi-
sionnels de Markov Partiellement Observables (PDMPO) [Son71, Mon82, Lov91℄ est un
modèle largement utilisé qui traitent les deux soures d'inertitude. Certains modèles
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ne traitent que l'une des soures d'inertitude et n'utilisent de e fait que des ations
dont les eets permettent ontrler ette soure d'inertitude. Le adre des Proessus
Déisionnels de Markov (PDM) [Bel57, How60, Put94℄ est le modèle lassique qui né-
glige l'inertitude sur l'état ourant du monde et traite uniquement l'inertitude sur les
eets des ations ave des ations physiques.
D'un autre té, on peut aussi onsidérer des modèles ne traitant que l'inertitude sur
l'état du monde en aquérant des informations sur e dernier via des ations à eets
épistémiques. Notre propre ontribution dans ette thèse onerne l'étude de ette lasse
partiulière et intéressante de la planiation, appelée planiation épistémique. Voii
les raisons qui nous ont poussées à faire ette reherhe.
À notre onnaissane, la planiation purement épistémique est largement moins étu-
diée. Pourtant les problèmes qui tombent dans ette lasse sont d'un intérêt pratique
indisutable.
 Certains problèmes de diagnosti sont purement épistémiques. Par exemple, en
diagnosti de panne n'intégrant pas des fontions de réparation, le but est pu-
rement épistémique ar il s'agit de trouver le omposant défaillant d'un système
en panne. Les ations épistémiques utilisées sont les mesures faites sur haque
omposant. Le prinipe onsiste à onfronter les données relevées au ours du
fontionnement réel du système ave la onnaissane que l'on a de son fontionne-
ment normal ou défaillant. En diagnosti médial, le médein pose des questions
au patient (telles que son âge, ses antéédants médiaux, l'histoire familiale des
troubles médiaux), eetue de simples mesures (mesure de l'indie de masse or-
porelle, prise de tension, prise de température, et) et lui fait faire des analyses
(sang, urine, et.). Les ations eetuées par le médein (questions, mesures, ana-
lyses,tests) sont des ations épistémiques qui lui donnent des informations sur
l'état de santé du patient an de déterminer si e dernier est malade ou non (but
purement épistémique).
 Le problème d'éliitation de préférene est aussi un problème de planiation pu-
rement épistémique (omme le montrent [Bou02, Zaw07℄). L'objetif d'un éliiteur
(elui qui proède à l'éliitation) est d'obtenir susamment d'informations sur les
préférenes des utilisateurs de manière à pouvoir donner des reommandations
ou assister es derniers dans leur prise de déision. Par exemple, un onseiller
nanier interrogera une personne au sujet de ses préférenes sur la réalisation de
ertains objetifs naniers, un agent immobilier peut poser des questions sur les
préférenes de l'utilisateur sur l'ahat d'une propriété. Dans le problème d'élii-
tation de préférene, les ations épistémiques sont les questions que l'agent pose
aux utilisateurs.
 Les problèmes de lassiation ou d'identiation d'objets sont aussi des pro-
blèmes de planiation purement épistémique. Dans un problème de lassiation,
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le but onsiste à séparer des objets dans des lasses élémentaires, où haque élé-
ment d'une lasse a la même aratéristique. Par exemple, on peut lassier des
unités, des speimens, des espèes, et. Dans e as, l'ation épistémique est une
mesure de la variable de l'objet ou un test fait sur l'objet pour déterminer si et
objet est dans une atégorie partiulière.
 La planiation épistémique touhe aussi le domaine de l'épidémiologie. En eet,
le diagnosti d'une espèe invasive ou d'extension d'une maladie peut aussi être
onsidéré omme un problème de planiation épistémique. Le but onsiste à éta-
blir une arte de présene/absene de l'espèe. Pour ela, les ations épistémiques
à eetuer sont des ations d'observation loale qui permettent de déterminer la
présene ou l'absene de l'espèe.
 Le jeu de Mastermind peut aussi être onsidéré omme un problème de plani-
ation épistémique. En eet, 'est un jeu dans lequel un joueur doit trouver
une ombinaison serète de ouleurs (une suite de pions de ouleurs) établie par
son adversaire (ou l'ordinateur). Pour ela, le joueur propose une ombinaison de
ouleurs (ette proposition onstitue une ation épistémique), et son adversaire
(ou l'ordinateur) lui répond ombien de pions sont bien plaés (pions noirs) et
ombien de pions sont de la bonne ouleur, mais mal plaés (points blans). Et
'est en fontion de ette réponse que le joueur hoisit la prohaine ombinaison
jusqu'à e qu'il trouve la bonne. D'autres jeux, tels la bataille navale, sont aussi
dans la même lasse.
Évidemment es types de problèmes peuvent être formulés omme un problème général
de planiation en environnement partiellement observable (par exemple, omme un
PDMPO) et peuvent être résolus en adaptant les algorithmes généraux orrespondant
au as purement épistémique. Cei soulève néanmoins une question importante :
serait-il plus avantageux de onsidérer un formalisme propre, qui ne tient
ompte que de l'inertitude sur l'état du monde et des eets épistémiques
des ations, pour résoudre les problèmes de planiation épistémique ?
Durant ette thèse, nous avons essayé de traiter ette question. D'abord, nous avons
dérit des formalismes pour la planiation purement épistémique en onsidérant trois
modèles de l'inertitude : probabiliste, ensembliste et possibiliste. Puis, nous avons
étudié les propriétés de omplexité de la lasse de la planiation épistémique pour
haun des modèles.
Struture du doument
Ce mémoire est organisée en six hapitres. Les deux premiers hapitres sont onsarés
à l'état de l'art du domaine auquel nous nous intéressons, à savoir la planiation. Le
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premier hapitre dérit brièvement un ertain nombre de modèles de la planiation,
depuis la lassique jusqu'à la prise en ompte de l'inertitude. Nous essayons de dérire
en détail tous les paramètres néessaires à prendre en ompte lorsqu'on traite un pro-
blème de planiation dans l'inertain. En jouant sur es paramètres, on peut modéliser
diérentes approhes de la planiation.
Dans le deuxième hapitre, nous passons en revue les deux modèles les plus large-
ment utilisés en matière de planiation sous inertitude : les Proessus Déisionnels de
Markov (PDM) [How60, Put94℄ et les Proessus Déisionnels de Markov Partiellement
Observables (PDMPO) [Son71, Mon82, Lov91℄. Puis, nous passons en revue les versions
possibilistes des PDM et PDMPO [FLS98, Sab01℄. Les quatres modèles dérits dans le
deuxième hapitre nous serviront de base pour la desription des modèles stohastique
et possibiliste de la planiation purement épistémique.
Après l'état de l'art sur les modèles lassiques de la planiation sous inertitude, les
hapitres restants sont onsarés à la desription de nos travaux de thèse. Le troisième
hapitre dérit toutes les notions essentielles pour la dénition du adre de la plani-
ation purement épistémique. Parmi es notions, nous dérirons les aratéristiques de
l'agent en planiation épistémique, la notion d'ation épistémique, puis elle de pré-
férene épistémique. La dernière notion traitée dans le troisième hapitre est elle de
politique épistémique, sa représentation et son évaluation.
Ensuite le hapitre quatre dérit le modèle probabiliste de la planiation épistémique.
Ce modèle est inspiré du modèle de PDMPO mais ette fois les ations sont épistémiques
et le but est purement épistémique, e qui dénit une fontion de réompense un peu
partiulière : elle est assoiée aux états de royane et non aux états réels omme
dans le adre des PDMPO. Ce modèle probabiliste de la planiation épistémique est le
modèle des Proessus Déisionnels de Markov purement Epistémiques (PDME) [SLR07℄.
Une fois que le modèle sera déni, nous proposerons une étude de sa omplexité en
onsidérant deux as : le as où les observations en retour des ations épistémiques sont
non-déterministes et le as où elles sont déterministes.
Dans notre travail, nous ne nous limitons pas au adre stohastique. Le hapitre inq
dérit deux autres modèles de la planiation épistémique : l'ensembliste et le possibi-
liste. Le modèle ensembliste est une ontrepartie de elui des PDME : il onsidère des
états de royane ensemblistes et des préférenes épistémiques numériques. De l'autre
té, le modèle possibiliste est une ontrepartie possibiliste de elui des PDME. Dans e
modèle, les états de royane sont des distributions de possibilité et les préférenes épis-
témiques sont qualitatives. Dans le même esprit que l'étude des aspets de omplexité
du modèle des PDME, nous en proposons aussi pour les deux modèles.
Finalement, le hapitre six dérit trois appliations de la planiation épistémique. La
première appliation présentée onerne le problème de diagnosti en général. Puis nous
présentons la formulation du problème d'éliitation de préférenes omme un problème
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de planiation épistémique. Enn, nous présenterons une appliation que nous avons
étudiée à la n de la thèse : le diagnosti d'espèes invasives.
En guise de onlusion, nous proposons un bilan des ontributions de e travail sur
la lasse de planiation épistémique et nous énumérons quelques questions ouvertes
dont nous pensons qu'elles onstituent des voies de reherhe à explorer pour enrihir
e domaine.
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Chapitre 1
De la planiation lassique à la
planiation sous inertitude
1.1 Introdution
La planiation est un domaine de l'Intelligene Artiielle qui a pour but de fournir
à l'agent la apaité d'interagir ave son monde de façon autonome, an d'atteindre les
objetifs qui lui sont donnés. D'après ette dénition, deux entités interagissent en
planiation : l'agent et le monde.
L'agent désigne toute entité (réelle ou artiielle mais intelligente omme un robot, un
logiiel informatique, et.) amenée à eetuer des ations. Cette entité est aratérisée
par son autonomie dans e qu'elle fait, ses onnaissanes sur elle-même et sur les autres
et sa apaité d'agir. Toutes les ations de l'agent se font au sein d'un monde.
Le monde, également appelé environnement, désigne tout e qui est extérieur à
l'agent et qui est pertinent pour son proessus de planiation d'ations. À haque
instant, l'agent exéute une ation sur le monde qui, à son tour, lui retourne un feedbak
l'informant sur le hangement de l'état du monde (gure 1.1). La nature des eets
des ations eetuées par l'agent et les formes des feedbaks retournés par la monde
aratérisent le modèle de planiation.
Ce premier hapitre dérit le passage de la planiation lassique à la planiation
dans l'inertain. Dans un premier temps, nous présenterons de façon brève la plania-
tion lassique, les diérentes méthodes de planiation et les limites qui ont motivé les
herheurs à onsidérer plus de exibilité dans la planiation. Dans un seond temps,
nous exposerons les méthodes qui permettent de prendre en ompte l'inertitude dans
le problème de la planiation.
1.2 Planiation lassique
La planiation lassique onsiste à reherher des séquenes d'ations, appelées
plans dont l'exéution permet à l'agent de faire passer le monde d'un état initial donné
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MONDE
action
AGENT
feedback
Fig. 1.1  Interation entre l'agent et le monde en planiation
vers un état satisfaisant un but préalablement xé. Pour e faire, il est néessaire d'avoir
une desription du monde dans lequel agit l'agent, 'est-à-dire
 un état initial du monde,
 un ensemble d'ations disponibles,
 un ensemble d'états buts.
Une fois que la desription du monde est faite, le système de génération de plans, appelé
planiateur, la prend en entrée et génère en sortie un plan (qui est ii une séquene
d'ations) permettant à l'agent de faire passer l'état initial à l'état satisfaisant le but
(gure 1.2).
Planificateur
But 
Etat initial
−séquence d’actions
Plan :
Actions disponibles
Fig. 1.2  Modèle de la planiation lassique
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Voii un exemple standard de la planiation lassique.
Exemple 1.2.1 (Le monde des blos)
Le monde des blos, représenté par la gure 1.3, omporte :
 un ensemble de trois blos, tous de même taille ;
 la main d'un robot, apable de tenir un blo et de le déplaer sur un autre blo ou
sur la table ;
 une table, qui a susamment de plae pour plaer les trois blos.
Sahant l'état initial du problème (gure a), le but du robot onsiste à onstruire une
tour de trois blos représentée par la gure du té droit (gure b).
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Fig. 1.3  Le monde des blos
1.2.1 Représentation expliite vs ompate des états et des ations
Un des premiers problèmes que les herheurs en planiation ont herhé à résoudre
est elui de la formalisation du problème à traiter : omment représenter les états du
monde, les ations, le but et les évolutions possibles du monde ? Dans de nombreux pro-
blèmes, le système est omposé d'un ensemble de variables dont haune d'elle prend
valeur dans un domaine donné. En présene de nombreuses variables, il est diile,
en pratique, d'énumérer expliitement les diérents états possibles du problème ar la
taille de l'espae d'états (produit artésien des domaines des variables) explose ombi-
natoirement. On renontre la même situation pour les ations. Prenons l'exemple du
monde des blos qui n'a seulement que trois variables. La variable blo A a trois valeurs
possibles : soit A sur table (auun blo au-dessus), soit A sur B soit A sur C. Il en
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est de même pour les deux autres variables B et C, haune d'elle peut prendre trois
valeurs possibles. En tout, il y a 27 états expliites (dont ertains sont impossibles, par
exemple : A sur B et C sur B) pour e petit problème.
Pour éhapper à e problème d'explosion ombinatoire, la plupart des planiateurs
lassiques onsidèrent une représentation ompate des états et des ations. Dans e
adre, un des formalismes les plus utilisés est elui de STRIPS
1
[FN71℄. Il déompose
le monde en onditions logiques et un état est représenté omme une onjontion de
littéraux positifs. D'autre part, un but est un état partiellement spéié, représenté par
une onjontion des littéraux instaniés positifs et enn, une ation est spéiée en
termes de préonditions qui doivent être valables avant qu'elle puisse être exéutée et
en termes d'eets qui s'ensuivent quand elle est exéutée.
Dans toute la suite de e travail, nous onsidérons une représentation expliite des états
et des ations.
1.2.2 Méthode de résolution
Dans la littérature, un grand nombre de méthodes et de tehniques se sont onen-
trées sur la résolution de problèmes de planiation lassique. Voii les plus ourantes.
Reherhe dans l'espae d'états :
La reherhe dans les espaes d'états onsiste à explorer l'ensemble des états du monde
atteignables par les ations disponibles pour trouver un état satisfaisant le but. Cette
reherhe orrespond en fait à l'exploration d'un arbre où les noeuds sont les états du
monde et les ars sont des ations appliquées pour passer d'un état à un autre. Il y a
deux manières de onduire une reherhe dans et arbre. Soit, on part de l'état initial du
monde et on applique suessivement les ations possibles jusqu'à e qu'on atteigne un
état but. C'est une reherhe dite par haînage avant. Soit on onsidère le but omme
état de départ et on régresse jusqu'à atteindre l'état initial. C'est une reherhe dite par
haînage arrière.
La reherhe dans l'espae d'états engendre un très grand nombre d'états à explo-
rer pour trouver un état satisfaisant le but. Il existe ependant un bon nombre d'al-
gorithmes des plus naïfs (profondeur d'abord, largeur d'abord, ...) aux plus eaes
(A,A*,WA*,A**,...) qui néessitent des heuristiques plus ou moins omplexes permet-
tant de guider la reherhe. Partiulièrement, l'algorithme A* [HNR68, Pea84℄ herhe
un hemin dans l'espae d'états en partant du noeud initial au noeud nal (reherhe
avant). Pour ela, il évalue haque noeud renontré via une heuristique, souvent basée
sur la onnaissane du domaine de problème, pour estimer le meilleur hemin y passant.
Le prohain noeud visité sera elui ayant une meilleure valeur heuristique.
1
pour STandford Researh Institute Problem Selver
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Reherhe dans l'espae des plans partiels :
La reherhe dans l'espae des plans partiels a été popularisée par [MR91℄. L'espae
de reherhe est enore une fois un arbre mais ette fois les noeuds de l'arbre sont des
plans partiels et les ars sont des ations à ajouter dans es plans partiels. A haque
étape de la reherhe, l'idée est de hoisir une ation qui puisse établir le but et de
l'ajouter au plan. Un plan partiel est un plan dans lequel tous les détails de plania-
tion n'ont pas été spéiés, par exemple on s'est ontenté d'un ordre partiel des ations
dans le temps, ou ertaines ations ne sont pas entièrement détaillées. La raison de om-
mener par bâtir des plans partiels est que l'agent peut parfois être obligé de hanger ses
plans en fontion de nouvelles pereptions reueillies sur l'environnement. L'approhe
des plans partiels peut apporter une solution à e problème.
Reherhe dans l'espae d'un graphe de planiation :
L'algorithme Graphplan [BF95, BF97℄ se base sur un graphe de planiation dont la
onstrution se fait niveau par niveau. Le premier niveau ontient l'état initial et un
niveau ni ontient l'ensemble des états aessibles après l'appliation d'au moins i a-
tions. Entre deux niveaux, les arêtes assoiées à des ations signient que les états d'un
niveau dépendent des états du niveau préédent. Lorsque le graphe de planiation est
onstruit jusqu'à un ertain niveau, Graphplan fait une reherhe dans e graphe pour
trouver un plan. En outre, le graphe de planiation possède plusieurs propriétés im-
portantes. Il fournit des informations utiles à la réation d'heuristiques eaes pour
les algorithmes dérits auparavant (reherhe dans l'espae d'états ou de plans).
1.2.3 Limites de l'approhe lassique
La planiation lassique repose sur un ertain nombre d'hypothèses restritives, à
savoir :
 l'eet de l'exéution d'une ation est parfaitement onnu ;
 l'état initial est aussi parfaitement onnu ;
 un état but est déni omme étant un état satisfaisant tous les objetifs ;
 on ne tient pas ompte des observations faites au ours de la planiation.
Sous es hypothèses, le monde est totalement prévisible et l'agent ne renontre auune
surprise ar il onnait à l'avane les eets de ses ations. Malheureusement, rares sont
les domaines qui vérient es hypothèses, le monde des problèmes réels est parfois im-
prévisible. Se fondant sur hypothèse de parfaite onnaissane et onstruire des plans en
partant du prinipe que toute ation aura des eets onstants et onnus à l'avane dans
un monde imprévisible onduit à un résultat inadéquat. Les hypothèses de base de la
planiation lassique ne tiennent plus dans un monde réel.
La première limite de la planiation lassique onerne le fait de supposer l'état ini-
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tial parfaitement onnu. Dans un problème réel, l'agent ne onnaît pas souvent ave
préision l'état initial du monde dans lequel il agit. Par exemple, omment dérire la
position initiale exate d'un robot dans un milieu omposé de trois pièes alors que la
seule information dont on dispose est que l'une des pièes est un un obstale ?
D'autre part, le fait de supposer qu'une ation a un eet unique limite aussi la plani-
ation lassique. Sous ette hypothèse, il est impossible de dérire les ations à eets
non-déterministes alors que la plupart des eets des ations appliquées en monde iner-
tain sont non-déterministes. Par exemple, dans le jeu de l'oie où on a besoin de laner
un dé, l'eet de l'ation laner-un-dé est non-déterministe. Dans la setion suivante,
nous dérirons omment modéliser les eets non-déterministes des ations.
Une autre limite de la planiation lassique onerne la non prise en ompte des ob-
servations faites au ours de la planiation, 'est-à-dire que l'exéution des ations est
eetuée sans onsidération des observations retournées par le monde. Pourtant, lorsque
le monde est totalement ou partiellement observable, le fait d'observer le monde avant
l'exéution de l'ation permet de onstruire des plans onditionnels aux observations
eetuées.
Enn, la planiation lassique onnait une limite du fait de l'hypothèse de but non-
exible, 'est-à-dire que l'état but est un état qui satisfait tous les objetifs. Pourtant,
il y a des problèmes où la satisfation totale du but est impossible. Parfois, il y a des
as où il n'est pas possible d'atteindre à oup sûr le but.
Nous présenterons dans la setion suivante la planiation sous inertitude qui élargit
les limites que nous venons de iter.
1.3 Planiation sous inertitude
Quelques problèmes de l'approhe lassique de la planiation ont été mis en lu-
mière lorsqu'on est fae à des problèmes réels : la non-prise en ompte de l'inertitude,
la non-exibilité du but et la non prise en ompte de l'observabilité du monde. Depuis,
la planiation sous inertitude ou planiation dans l'inertain a été étudiée pour trai-
ter les problèmes dans lesquels l'inertitude est présente dans la onnaissane de l'état
initial du monde et/ou dans la onnaissane de l'eet de l'exéution d'une ation. En
outre, elle permet aussi de onsidérer des buts plus exibles et de prendre en ompte
l'observabilité du monde.
Exemple 1.3.1 (Un exemple étendu du problème d'omelette [Sav54℄)
C'est un exemple présenté dans [Sav54℄ et souvent repris sous diverses formes. Imagi-
nons qu'on a un robot travaillant omme un hef de uisine. Sa tâhe est de faire une
omelette à partir de quelques ÷ufs dont ertains peuvent être mauvais. L'omelette doit
être faite ave des bons ÷ufs. Le robot dispose de deux bols A et B. Pour onfetionner
l'omelette, il peut asser l'÷uf dans un bol B pour voir s'il est bon. Par la suite, il peut
jeter l'÷uf s'il est mauvais ou le verser dans le bol A qui ontient les bons ÷ufs pour faire
l'omelette. Dans e problème, le robot doit être apable de herher l'÷uf, de le asser
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dans un bol, de le verser dans un autre bol ou de le jeter dans la poubelle, mais aussi de
vérier si l'÷uf est mauvais ou non. Il hoisit parmi es ations elles qui maximisent
ses hanes d'avoir une omelette tout en minimisant les oûts induits par les ations.
Cet exemple illustre bien les diérentes aratéristiques d'un problème de planiation
sous inertitude. D'abord, le robot ne onnaît pas l'état de haque ÷uf. Comment
dérira-t-il alors l'état exat de haque ÷uf alors que la seule information dont il dispose
est que ertains des ÷ufs peuvent être mauvais. En e qui onerne l'eet de l'ation
"asser l'÷uf dans le bol", le robot ne le onnaît pas à l'avane : il se peut que l'÷uf
qu'il a assé soit mauvais ou soit bon. Comment dérire et eet inertain de l'ation
"asser l'÷uf" ? En outre, le robot peut aussi prendre en ompte l'observation qu'il fait
dans le monde. Ainsi, au lieu de verser diretement l'÷uf dans le bol A, il peut le asser
dans un autre bol, et observer l'état de l'÷uf avant de le verser dans le bol A (si l'÷uf
est bon) ou dans la poubelle (si l'÷uf est mauvais). Enn dans e problème d'omelette,
la formulation du but est plus exible : au lieu d'atteindre un but tel que avoir une
omelette à trois ÷ufs (e qui ne peut pas toujours être satisfait ar il se peut que parmi
les ÷ufs deux seuls soient bons), le but du robot est de maximiser ses hanes d'avoir
une omelette tout en minimisant les oûts induits par les ations.
Dans la présente setion, nous dérivons les modélisations de la onnaissane inertaine
sur les états, les modélisations de l'inertitude sur la onnaissane des eets des ations,
les modélisations de but exible permettant de satisfaire partiellement les objetifs à
atteindre et les modélisations de l'observabilité lorsque elle-i est prise en ompte en
planiation.
1.3.1 Représentation de l'inertitude
Dans la littérature de l'Intelligene Artiielle, diérentes théories mathématiques
permettent de représenter et de manipuler proprement l'inertitude, omme la théorie
des probabilités, la théorie des fontions de royane, la théorie des possibilités, la
théorie des ensembles, et. Dans notre travail, nous n'allons onsidérer que l'inertitude
probabiliste, possibiliste et ensembliste. Pour ela, nous allons rappeler brièvement la
théorie des probabilités et elle des possibilités.
Théorie des probabilités
Dénition 1.3.1 (Distribution de probabilité)
Soit S = {s1, s2, · · · , sn} un ensemble ni d'états du monde. Une distribution de proba-
bilité sur S est une fontion p : S → [0, 1] telle que :
0 ≤ p(sk) ≤ 1 et
n∑
i=1
p(si) = 1
.
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Une distribution de probabilité dénie sur l'ensemble S peut induire une mesure de
probabilité P dénie sur les parties de S.
Dénition 1.3.2 (Mesure de probabilité)
Soit S un ensemble ni d'états équipé d'une distribution de probabilité p. On appelle une
mesure de probabilité la fontion P : 2S → [0, 1] dénie omme suit
P (A) =
∑
s∈A
p(s)
La probabilité de tout sous-ensemble A ⊆ S est alors dénie de manière naturelle par
P (A).
Nous terminons e bref rappel de la théorie des probabilités par le formalisme de Bayes.
Les expressions de base du formalisme bayésien sont des énonés sur les probabilités
onditionnelles.
Dénition 1.3.3 (Conditionnement probabiliste)
P (A|B) exprime la probabilité pour qu'un événement A se produise si l'événement B
s'est déjà produit. P (A|B) s'appelle la probabilité onditionnelle de A sahant B. On
a :
P (A ∩B) = P (A|B) · P (B)
P (A|B) = P (A ∩B)
P (B)
si P (B) > 0
P (A|B) = P (A) si A et B sont indépendants ('est-à-dire l'ourrene de l'un n'in-
uene pas l'ourrene de l'autre).
Théorie des possibilités
La théorie des possibilités [DP88℄ a été introduite an de permettre la distintion entre
impréision et inertitude, e qui n'est pas le as ave les probabilités. Elle permet
ainsi de raisonner sur des royanes impréises et vagues, en introduisant un moyen de
prendre en ompte des inertitudes sur es royanes, e qui a abouti à la formalisation
des inertitudes de nature non probabiliste sur des événements, 'est-à-dire un moyen de
dire dans quelle mesure on en est ertain, sans toutefois avoir à sa disposition l'évaluation
de la probabilité de ette réalisation. L'outil de base de représentation de la théorie des
possibilités est la distribution de possibilité.
Dénition 1.3.4 (Distribution de possibilité)
Soit S = {s1, · · · , sn} un ensemble ni d'états. Une distribution de possibilité (norma-
lisée) π est une appliation de S vers l'éhelle L = [0, 1] telle que
0 ≤ π(sk) ≤ 1 et max
i={1,··· ,n}
π(si) = 1,
max étant l'opération maximum.
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Une distribution de possibilité π dénie sur l'ensemble S peut induire deux mesures
duales : la mesure de possibilité et la mesure de néessité.
Dénition 1.3.5 (Mesure de possibilité et mesure de néessité)
La mesure de possibilité Π (respetivement la mesure de néessité N) induite par π sont
des fontions de 2S dans [0, 1] dénies respetivement par :
∀A ⊆ S, Π(A) = max
s∈A
π(s),
∀A ⊆ S, N(A) = 1−Π(A¯) = min
s/∈A
1− π(s).
Π(A) représente la possibilité que l'état réel soit dans A. Elle est égale à la plus grande
possibilité qu'un des états de A soit l'état réel du monde. Autrement dit, elle représente
à quel niveau A est ohérent ave les onnaissanes représentées par π. N(A) représente
dans quelle mesure les onnaissanes exprimées par π impliquent que l'état réel est dans
A.
Dénition 1.3.6 (Conditionnement possibiliste)
Le onditionnement possibiliste orrespond à la révision d'une distribution de possibilité
initiale π par une nouvelle information φ ⊆ S.
Soit φ ⊆ S un sous-ensemble de S, la distribution initiale π est alors transformée en
une nouvelle distribution notée π′ = π(·|φ). Contrairement au as du onditionnement
probabiliste, il y a deux possibilités pour dénir le onditionnement possibiliste :
 Conditionnement ordinal basé sur l'opérateur min [His78℄ :
π(s|φ) =

1 si π(s) = Π(φ) et s ∈ φ
π(s) si π(s) < Π(φ) et s ∈ φ
0 sinon
 Conditionnement basé sur l'opérateur produit :
π(s|φ) =
{
pi(s)
Π(φ) si s ∈ φ
0 sinon
Dans notre travail, nous allons utiliser le onditionnement ordinal basé sur l'opérateur
min ar 'est l'aspet ordinal que nous tenons ompte.
Nous avons présenté brièvement les deux théories que nous allons utiliser pour modé-
liser l'inertitude. La théorie des probabilités permet de représenter une onnaissane
inertaine de façon aléatoire tandis que la théorie des possibilités est bien adaptée pour
représenter les états d'ignorane partielle ou totale. En outre, il existe aussi la théorie
des ensembles, que nous n'avons pas dérite, qui permet de représenter l'inertitude
vague ne pouvant pas être quantiée. Dans e as, la onnaissane inertaine sur S
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est représentée à l'aide d'un sous-ensemble de S regroupant tous les éléments de S qui
peuvent être vrai dans le monde. Nous allons voir omment es diérentes théories sont
utilisées pour représenter la onnaissane inertaine sur l'état (initial) du monde et/ou
sur les eets des ations.
Voii un exemple de planiation sous inertitude à l'aide duquel nous illustrons les
diérentes modélisations.
Exemple 1.3.2 (Problème du tigre et du trésor tiré de [KLC98℄)
Une personne se plae dans une pièe où il y a deux portes très rapprohées. Derrière
l'une des es portes se trouve un tigre et derrière l'autre se trouve un trésor. La personne
ne sait rien du tout sur l'emplaement du tigre et du trésor mais elle a la possibilité
 d'ouvrir une porte ou,
 d'éouter.
Si elle hoisit d'ouvrir une porte, soit elle déouvre le trésor et le gagne, soit elle se
retrouve fae à un tigre aamé qui peut la dévorer en un oup. Si elle hoisit d'éouter,
elle peut entendre le tigre ou ne rien entendre. Une fois qu'une porte est ouverte, le
proessus reommene au début. Et le but de la personne est de minimiser les hanes
de se faire manger par le tigre tout en maximisant son gain.
Pour e problème de tigre et du trésor, le système peut être dérit par deux états
possibles notés : TG (le tigre se trouve dans la pièe gauhe) et TD (le tigre se trouve
dans la pièe droite). Et les ations disponibles sont notées : E (éouter), OG (ouvrir
à gauhe) et OD (ouvrir à droite). Nous allons ommener par la modélisation de
l'inertitude dans la onnaissane sur les états du monde.
1.3.2 État (initial) non parfaitement onnu
Dans le adre de la planiation lassique, l'agent est supposé onnaître parfaitement
l'état initial du monde. Dans e as, sa royane sur le monde est diretement représentée
par l'état initial s0 du monde. Malheureusement, dans la plupart des problèmes réels,
ette hypothèse n'est pas toujours valable ar l'agent n'a qu'une onnaissane inomplète
sur l'état initial du monde. Lorsque la onnaissane de l'agent est inomplète, plusieurs
états initiaux sont possibles et eux qui sont ompatibles ave sa onnaissane forment
e qu'on appelle l'état de royane
2
initial, notée b0. De la même façon, on peut aussi
dénir l'état de royane bt à n'importe quelle étape t de la planiation. L'état de
royane ourant de l'agent représente les informations qu'il possède sur le monde à
et instant ourant. Soit B l'ensemble des états de royane de l'agent sur le monde.
L'agent a une représentation expliite de ses états de royane selon ses apaités de
quantier ou de omparer ses onnaissanes sur le monde. Voii quelques modèles de
représentation de l'état de royane (voir [Lan03℄ pour les autres modèles).
2
belief state en anglais
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État de royane omplète Lorsque la royane de l'agent est omplète, sa royane
est égale à l'état réel du monde. Autrement dit B et S se onfondent (B ≡ S) et l'état
de royane bt à un instant t est égal à l'état réel unique st à l'instant t.
Etat de royane probabiliste
Lorsque les états sont partiellement onnus ou totalement inonnus, on peut utiliser
une distribution de probabilité sur les états possibles du monde pour modéliser ette
inertitude sur la onnaissane onernant l'état du monde. À et eet, l'état de royane
b est une distribution de probabilité sur S, b(s) représente la probabilité que s soit le
vrai état du système (0 ≤ b(s) ≤ 1). Plus b(s) est prohe de 1, plus il est plausible
que l'état s soit le vrai état. Par exemple pour le problème de tigre (exemple 1.3.2),
l'état de royane probabiliste b = {TG : 0.9, TD : 0.1} veut dire que la personne roit
à 90% que le tigre se trouve dans la pièe gauhe et à 10% qu'il soit dans elle de
droite. Dans la pratique, e n'est pas toujours évident de supposer que l'agent dispose
d'une telle distribution de probabilité pour quantier sa royane sur l'état ourant du
monde. Le modèle probabiliste est plutt appliqué aux problèmes de nature mesurable
et expérimentable de façon répétée. Le planiateur BURIDAN [KHW95℄ et le modèle
PDMPO [KLC98℄ utilisent e modèle probabiliste pour modéliser l'état de royane sur
le monde.
Etat de royane inomplet ensembliste
Dans ertains problèmes l'agent n'est pas apable ni de omparer, ni enore moins de
quantier les royanes inomplètes qu'il a sur l'état du monde. Dans e as, la manière
la plus simple est d'utiliser le modèle ensembliste ou tout ou rien : l'agent représente
sa royane par un ensemble non vide d'états possibles bt ⊂ S. On a don B ≡ 2S \{∅}.
Chaque état s ∈ bt est un état ourant plausible et haque état de s ∈ S \ bt ne peut
en auun as, selon l'agent, être l'état ourant. Par exemple, si on exprime de façon
ensembliste l'état de royane initial dans le problème de tigre, on a b0 = {TG, TD}
(les deux états sont possibles d'être l'état initial). Après avoir éouté un ertain nombre
de fois derrière la porte à droite, l'état de royane hange et devient b = {TG} (le tigre
se trouve à gauhe si la personne l'a entendu derrière la porte gauhe) ou b = {TD}
(le tigre se trouve à droite si la personne l'a entendu derrière la porte droite). Malgré
la simpliité du modèle tout-ou-rien, il ne permet pas de donner un degré de ertitude
à la royane lorsque plusieurs états sont possibles.
Etat de royane possibiliste
Le modèle ensembliste est peu expressif ar il ne permet pas d'exprimer des royanes
graduelles. Le modèle possibiliste généralise le modèle ensembliste en introduisant une
gradualité entre royanes. Un état de royane possibiliste β est une distribution de
possibilité sur S satisfaisant l'hypothèse de normalisation maxs∈S β(s) = 1. β(s) quan-
tie l'absene de ontradition entre les royanes de l'agent et l'énoné l'état du monde
est s  : β(s) = 1 dès que rien dans les informations dont l'agent dispose ne ontredit
l'hypothèse que l'état réel soit s tandis que β(s) = 0 signie qu'il est totalement impos-
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sible que s soit l'état réel. Soient s et s′ deux états de S, β(s) > β(s′) signie que s est
plus vraisemblable que s′. Lorsqu'on est dans une ignorane totale, β(s) = 1 ∀s ∈ S.
Par ailleurs si ∃s ∈ S/β(s) = 1 et ∀s′ ∈ S \ {s} / β(s) = 0, alors on est dans un état de
royane omplet. Contrairement au modèle probabiliste, il est possible que plusieurs
états aient la même plausibilité maximale. Dans le problème du tigre et du trésor, il se
peut que la personne ait un état de royane β = {TG : 1, TD : 1} signiant les deux
situations s = TG (tigre à gauhe) et s = TD (tigre à droit) ont autant de possibilité
d'être la vraie.
La version possibiliste de BURIDAN [PGLMC96, Per98℄ est le premier planiateur
utilisant l'état de royane possibiliste pour modéliser l'information inertaine sur l'état
initial du monde.
Maintenant, nous allons dérire les représentations de l'inertitude assoiée aux eets
des ations exéutées.
1.3.3 Ations à eets non-déterministes
Dans la planiation lassique, les ations utilisées sont supposées déterministes.
Autrement dit, étant donnés un ensemble ni S d'états, un ensemble ni A d'ations,
l'ation a est à eet déterministe si l'état issu de l'ation a appliquée dans s est unique,
a(s) = s′. Dans l'exemple du monde des blos (f. exemple 1.2.1), les ations sont toutes
déterministes. Une suite d'ations déterministes détermine don une trajetoire unique.
Dénition 1.3.7 (Trajetoire)
On appelle trajetoire une séquene de oupls états/ations notée
τ = 〈〈s0, a0〉, 〈s1, a1〉, · · · , 〈sN−1, aN−1〉, 〈sN 〉〉 telle que l'appliation de l'ation at dans
l'état st résulte en st+1 à l'étape t de l'horizon ni H = {0, · · · , N} du problème.
Lorsque la planiation est sous inertitude, même si l'état ourant du monde avant
l'exéution d'une ation est parfaitement onnu, il se peut que l'état résultant ne soit
pas onnu ave ertitude. Dans e as, plusieurs états peuvent résulter de l'appliation
de l'ation dans l'état ourant du monde. On dit que les ations sont à eets non-
déterministes.
Dénition 1.3.8 (Ation à eet non-déterministe)
Soient S l'ensemble des états du monde, A l'ensemble des ations disponibles. Une
ation a ∈ A à eet non-déterministe est dénie à partir de la fontion de transition
T qui détermine l'(les)'état(s) suesseur(s) s′ ∈ S lorsqu'on applique a dans un état
s ∈ S.
Nous allons dérire trois modèles pour représenter les eets non-déterministes des
ations.
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Ations à eets non-déterministes purs (ou tout ou rien)
Les ations à eets non-déterministes purs sont à utiliser lorsque l'agent n'est pas a-
pable de qualier numériquement ni d'ordonner l'inertitude sur l'eet de l'exéution
de l'ation. Dans e as, la fontion de transition T est sans gradualité et est dénie
omme suit :
T : S ×A → 2S
(s, a) 7→ T (s, a) = {s′ ∈ S|s′ = a(s)}.
On peut ainsi exprimer qu'il est possible que tel état s′ soit l'état suesseur possible de
l'état s lorsqu'on a eetué a dans s. mais on ne peut pas exprimer que tel eet d'ation
est plus plausible qu'un autre. Par exemple, si on modélise de façon ensembliste le
problème de tigre (exemple 1.3.2), et qu'on exéute l'ation ouvrir la porte gauhe ; les
deux résultats possibles sont TG le tigre se trouve dans la pièe gauhe et TD le trésor
se trouve dans la pièe droite.
Parfois, il est aussi possible de représenter quantitativement ou qualitativement l'in-
ertitude assoiée aux eets d'une ation.
Ations à eets probabilistes
Lorsque les ations sont à eets probabilistes, pour une ation a et un état s donnés,
l'état résultant de l'exéution de a dans s est une distribution de probabilité sur S.
Dans e as, la fontion de transition T n'est autre que des probabilités de transition
p(·|s, a) sur S. Pour tout état s et toute ation a, p(s′|s, a) détermine la probabilité que
s′ soit l'état résultant de l'appliation de a dans s. Une ation stohastique peut alors
être représentée à l'aide d'une matrie de probabilités |S| × |S|.
Le tableau 1.1 montre un exemple de fontion de transition pour le problème du tigre.
Les ations disponibles sont E : éouter, OG : ouvrir la porte gauhe et OD : ouvrir la
porte droite. En interprétant la inquième ligne du tableau, l'exéution de l'ation OG
dans l'état TG a une probabilité de 0.5 que TG soit l'état résultant et de 0.5 que TD
soit l'état résultant.
Remarquons que les eets déterministes des ations sont des as partiuliers des eets
stohastiques, ainsi une ation a à eet déterministe peut être dénie à partir de p et
représentée par :
p(s′|s, a) =
{
1 si a(s) = s′
0 sinon
Ations à eets possibilistes
En ontrepartie des eets probabilistes des ations, d'autres travaux se sont orientés
vers la théorie des possibilités pour modéliser les eets non-déterministes des ations.
Cette fois, les résultats non-déterministes d'une ation peuvent être spéiés par une
distribution de possibilité sur S. L'utilisation d'une distribution de possibilité permet
un lassement des résultats possibles sur l'éhelle de la normalité [0, 1].
24 De la planiation lassique à la planiation sous inertitude
p(s′|s,E) s′=TG s′=TD
s=TG 1 0
s=TD 0 1
p(s′|s,OG) s′=TG s′=TD
s=TG 0.5 0.5
s=TD 0.5 0.5
p(s′|s,OD) s′=TG s′=TD
s=TG 0.5 0.5
s=TD 0.5 0.5
Tab. 1.1  Problème de tigre : Probabilités de transition (état, ation → état).
Plus formellement une ation a est à eets possibilistes si le résultat de l'exéution de
l'ation a dans s est donné par une distribution de possibilité π(·|s, a) (fontion de
transition) sur S telle que ∀(s, a) ∈ S × A et ∀s′ ∈ S, π(s′|s, a) est la possibilité que
s′ soit le nouvel état après que a est appliquée dans s. Une ation non-déterministe
peut être vue omme un as partiulier d'ation à eet possibiliste dans lequel π(·|s, a)
représente la fontion aratéristique d'un ensemble (f. sous-setion 1.3.1).
Nous allons toujours prendre l'exemple du tigre, modélisé ette fois par un modèle
possibiliste. Le tableau 1.2 résume un exemple de fontion de transition possibiliste
pour les ations disponibles. Par exemple, la ligne 5 peut être interprêtée de la façon
suivante : l'exéution de l'ation OG dans l'état TG a un degré de possibilité de 1 que
TG soit l'état résultant et aussi un degré de possibilité de 1 que TD soit l'état résultant.
π(s′|s,E) s′=TG s′=TD
s=TG 1 0.1
s=TD 0.1 1
π(s′|s,OG) s′=TG s′=TD
s=TG 1 1
s=TD 1 1
π(s′|s,OD) s′=TG s′=TD
s=TG 1 1
s=TD 1 1
Tab. 1.2  Problème de tigre : Possibilités de transition (état, ation → état).
Il existe d'autres strutures permettant de représenter l'inertitude sur les eets des
ations sur le système (voir [Lan03℄).
Eets des ations sur les royanes Nous avons vu préédemment les eets non-
déterministes des ations sur l'état du monde, 'est-à-dire l'état avant l'exéution de
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l'ation est parfaitement onnu mais 'est l'état résultant qui n'est pas onnu. Mainte-
nant, nous allons dérire les eets des ations sur les royanes de l'agent. Ce proessus
s'appelle la progression d'un état de royane par une ation. En eet, lorsque l'agent ne
onnait pas parfaitement l'état du monde, l'ation qu'il exéute a pour eet sur l'état
de royane la projetiona priori des eets physiques esomptés de l'ation sur et état
de royane.
Ainsi, étant donné l'état de royane initial b0, l'agent herhe à trouver les ations
néessaires parmi A dont l'exéution suessive permet d'atteindre un état de royane
nal représentant les états buts réels. Si b exprime l'état de royane à l'instant ourant
et a l'ation exéutée à et instant, on note ba l'état de royane attendu qui représente
les états possibles au prohain instant. On peut dénir ba omme une instane d'une
fontion dénie dans
B ×A → B
La dénition formelle de ba dépend de la nature de l'espae des états de royanes B.
• Si le modèle est ensembliste ('est-à-dire B = 2S \ {∅}), l'agent onsidère qu' un
état s′ est possible après l'exéution de l'ation a dans l'état de royane b ⊆ S si
et seulement s'il existe un état s ∈ b tel que s′ est un résultat possible de l'ation
a dans s. Dans e as, on dénit formellement ba par :
ba = {s′|s′ ∈ T (s, a) et s ∈ b}
où T est la fontion de transition entre états réels.
• Dans le as d'un modèle bayésien, B est un ensemble de distributions de probabilité
pt sur S (où t est l'instant de l'horizon). Soit b = pt l'état de royane à l'instant
t, l'état de royane attendu ba n'est autre qu'une distribution de probabilité pt+1
sur S dénie par :
ba(s′) = pt+1(s′) =
∑
s∈S
pt(s) · p(s′|s, a)
Ainsi, ba = {pt+1(s′) ∀s′ ∈ S}.
• Dans le as d'un modèle possibiliste, B est représenté par des distributions de
possibilité βt sur S. Il y a deux manières ourantes de dénir βa, la première
uilisant l'opérateur min et la seonde utilisant l'opérateur produit.
Le mo
 
dele min-max est déni par
βa(s′) = βt+1(s′) = max
s∈S
min(βt(s), π(s′|s, a))
Quant au modèle produit, il est déni par
βt+1(s′) = max
s∈S
(βt(s) · π(s′|s, a))
Le proessus de projetion d'un état de royane par une ation est important pour un
problème dont l'environnement est non observable (nous verrons dans la sous-setion
suivante e que 'est qu'un environnement non observable).
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1.3.4 Prise en ompte de l'observabilité
Reprenons l'exemple de l'omelette en supposant que le robot ne peut pas observer
l'état de l'÷uf qu'il vient de asser. Le robot a déjà deux bons ÷ufs dans le bol A et
il est maintenant en train de hoisir le troisième ÷uf. Malheureusement, e troisème
qu'il a hoisi et qu'il vient d'ajouter dans le bol A est mauvais. Évidemment, le robot a
éhoué son opération. Alors que si le robot était apable d'observer l'état du troisième
÷uf avant de le verser dans le bol A, il aurait jeté et ÷uf dans la poubelle et ontinué
de herher d'autres bons ÷ufs ou de faire une omelette ave les deux bons ÷ufs qu'il
a déjà dans le bol A. Nous pouvons déduire d'après et exemple que la prise en ompte
de l'observabilité est d'une grande importane en planiation. D'une part, le fait d'ob-
server aide l'agent à faire le bon hoix d'ation mais ela permet aussi de dénir des
onditionnements dans le plan :
si situation alors appliquer l'ation a1 sinon appliquer l'ation a2.
Lorsque l'observabilité est prise en ompte dans la planiation, le hoix des ations
que l'agent déide d'exéuter dépend, non pas diretement de l'état du monde (qu'il
ne onnaît pas parfaitement) mais de e qu'il en aura observé auparavant. On dé-
nit alors un ensemble d'observations Ω = {ω1, · · · , ωm}, supposé ni (dans e travail).
Une observation ωj ∈ Ω représente le feedbak donné par le monde et est une infor-
mation onernant l'état réel du monde. Selon la apaité d'observation de l'agent,
on distingue deux as extrêmes d'observabilité : l'observabilité nulle et l'observabilité
totale. Mais lorsque l'observabilité n'est ni nulle ni totale, on est dans le as plus général
d'observabilité partielle.
Observabilité nulle
Lorsque l'observabilité est nulle, le système ne retourne auun feedbak au ours des
étapes intermédiaires. En d'autres termes, l'agent n'aquiert auune information supplé-
mentaire sur l'état ourant du monde. L'espae des observations est alors un singleton
Ω = {ω∗}, où ω∗ est une observation tive (vide) [BDH99℄. Le plan solution est don
neessairement une suite linéaire, inonditionnelle d'ations que l'on exéute aveugle-
ment.
Observabilité totale
Lorsque l'observabilité est totale pour l'agent, e dernier détete tous les aspets perti-
nents au hoix de l'ation qu'il doit eetuer. Il onnaît ave préision l'état dans lequel
le monde se trouve à haque étape de l'exéution du plan. L'ensemble des observations
est alors identié à elui des états (Ω ≡ S). Dans e as, le plan solution n'est plus
une séquene d'ations mais plutt une stratégie onditionnelle (appelée politique) asso-
iant une ation à haque état pouvant être renontré. Tel est le as pour les Proessus
Déisionnels de Markov [Put94℄.
Observabilité partielle
Dans le as plus général où l'observabilité est partielle, l'agent dispose d'une onnaissane
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inomplète sur l'état du monde. Grâe à l'utilisation d'ations épistémiques (ou tests),
il peut onnaître plus sur l'état du monde. Le but de l'exéution de es ations n'est
pas de hanger l'état du monde mais d'aquérir des informations sur elui-i
3
. Le plan
solution est alors une politique d'ations onditionnelle aux observations, omme dans le
as des Proessus Déisionnels de Markov Partiellement Observables [Mon82, Lov91℄.
Lorsque l'observabilité est partielle, on introduit une fontion d'observation O dénie
sur S×A×Ω qui détermine l'observation en retour de l'exéution de l'ation dans l'état
ourant du monde.
• Dans le modèle ensembliste, la fontion O est plutt une relation dénie sur
O ⊆ S×A×Ω qui traduit la ompatibilité entre les états, les ations et les obser-
vations. (s, a, ω) ∈ O veut dire que (s, a) est un ouple d'état/ation ompatible
ave l'observation ω. Nous noterons Sωa l'ensemble des états s ompatibles ave
l'ation a et l'observation ω.
• Dans le modèle probabiliste, la fontion O(s, a, ·) n'est autre qu'une distribution
de probabilité O(s, a, ·) : Ω → [0, 1] telle que 0 ≤ O(s, a, ω) ≤ 1 et dénit la
probabilité d'observer ω lorsque a est exéutée dans s.
• Dans le modèle qualitatif, la fontion O(s, a, ·) peut être dénie par un degré de
possibilité Π : Ω → [0, 1] telle que Π(s, a, ω) est le degré de possibilité d'observer
ω quand on applique a dans s.
Une fois que l'on a déni le modèle d'observation, on peut proéder à la révision d'un
état de royane.
Révision des royanes par une observation
Le proessus de révision (ou de onditionnement dans ertains modèles), permet de
aluler le nouvel état de royane bωa lorsqu'une observation ω a été faite étant donnés
l'état de royane ourant b et l'ation a exéutée à l'instant ourant. Le alul de bωa
se fait de manières diérentes selon le modèle onsidéré.
• Pour le modèle ensembliste, l'opération standard de révision est l'intersetion.
Pour tout état de royane b ⊆ S, toute ation a ∈ A et toute observation ω ∈ Ω
telle que b ∩ Sωa 6= ∅ (Sωa étant l'ensemble des états ompatibles ave l'ation a et
l'observation ω),
bωa = {b ∩ Sωa } (1.1)
Par exemple, soient l'ensemble des états S = {s1, s2, s3, s4, s5}, l'ensemble des
observations Ω = {ω1, ω2, ω3} et l'ation a dont la orrelation ave l'état et l'ob-
servation est dénie par Sω1a = {s1, s2}, Sω2a = {s2, s3} et Sω3a = {s4, s5}. Soit
l'état de royane b déni par b = {s1, s4, s5}. L'état de royane résultant lors-
3
Le hapitre 4 dérit plus en détail la notion d'ations épistémiques.
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qu'on applique a dépend de l'observation reçue, soit :
bω1a = {s1, s4, s5} ∩ {s1, s2} = {s1}
bω3a = {s1, s4, s5} ∩ {s4, s5} = {s4, s5}
• Pour le modèle probabiliste, l'opération standard de révision est le onditionne-
ment probabiliste (f. sous-setion 1.3.1). Pour tout état de royane probabiliste
b ∈ B, toute ation a ∈ A dont l'observation possible en retour est ω ∈ Ω,
bωa (s) = Pr(s|ω, a)
=
Pr(ω|s, a)ba(s)∑
s′∈S Pr(ω|s′, a)ba(s′)
=
O(s, a, ω)
∑
s′∈S T (s
′|s, a)b(s′)∑
s,s′∈S O(s, a, ω)
∑
s′∈S T (s′|s, a)b(s′)
(1.2)
Reprenons l'exemple 1.3.2 pour illustrer la révision probabiliste d'un état de
royane. Nous onsidérons toujours les probabilités de transition dénie par le
tableau 1.1, quant aux probabilités d'observation, elles sont résumées par le ta-
bleau 1.3. Supposons que b = {TG = 0.9, TD = 0.1} et qu'on eetue l'ation E
(éouter). L'état de royane bωE résultant est alulé ave la formule 1.2.
Si on observe ω = TG (tigre à gauhe),
bTGE (TG) =
0.85 × [1× 0.9 + 0× 0.1]
0.85 × [1× 0.9 + 0× 0.1] + 0.15 × [0× 0.9 + 1× 0.1] = 0.98
bTGE (TD) =
0.15 × [0× 0.9 + 1× 0.1]
0.85 × [1× 0.9 + 0× 0.1] + 0.15 × [0× 0.9 + 1× 0.1] = 0.02
d'où, bTGE = {TG = 0.98, TD = 0.02}, 'est-à-dire selon l'état de royane bTGE ,
TG est l'état du monde ave une probabilité de 0.98 et TD est le vrai état du
monde ave une probabilité de 0.02.
Si on observe ω = TD (tigre à droite), on trouve bTDE = {TG = 0.61, TD = 0.39}.
• Pour le modèle possibiliste, l'opération de révision d'états de royane est le ondi-
tionnement possibiliste (f. sous-setion 1.3.1).
Dans ette thèse, nous allons hoisir le onditionnement basé sur l'opérateur min.
Dans e as, pour tout état de royane possibiliste β ∈ B, toute ation a exéutée
et pour toute observation ω en retour, on a :
βωa (s) =

0 si Π(ω|s, a) = 0
1 si βa(s) = βa(ω)
βa(s) dans les autres as
(1.3)
où
βa(s) = max
s′∈S
min{π(s|s′, a), β(s′)}
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O(s′,E,ω) ω=TG ω=TD
s′=TG 0.85 0.15
s′=TD 0.15 0.85
O(s′,OG,ω) ω=TG ω=TD
s′=TG 0.5 0.5
s′=TD 0.5 0.5
O(s′,OD,ω) ω=TG ω=TD
s′=TG 0.5 0.5
s′=TD 0.5 0.5
Tab. 1.3  Problème du tigre : Probabilités d'observation (état, ation → observation).
et
βa(ω) = max
s′∈S
min{Π(ω|s′, a), βa(s′)}.
En onsidérant le modèle possibiliste du problème de tigre et du trésor, le ta-
bleau 1.4 résume les possibilités d'observations.
Supposons que la personne herhant le trésor a l'état de royane possibiliste
β = {TG = 0.8, TD = 0.5} et eetue l'ation E (éouter). Nous allons aluler
son état de royane résultant lorsque l'observation est ω = TG (il entend le tigre
à gauhe).
D'abord, nous alulons βE(s) pour s = TG et s = TD :
βE(s = TG) = max
s′={TG,TD}
min{π(TG|s′, E), β(s′)}
= maxmin{{1, 0.8}, {0.1, 0.5}} = 0.8
βE(s = TD) = max
s′={TG,TD}
min{π(TD|s′, E), β(s′)}
= maxmin{{0.1, 0.8}, {1, 0.5}} = 0.5
Puis, nous alulons βE(ω = TG) :
βE(ω = TG) = max
s′={TG,TD}
min{Π(TG|s′, E), βE(s′}
= maxmin{{1, 0.8}, {0.25, 0.5}} = 0.8
Nous pouvons onstater que βE(s = TG) = βE(ω = TG) = 0.8, d'où βω=TGE (TG) =
1. Par ontre, βE(s = TD) 6= βE(ω = TG) don βωE(TD) = βE(s = TD) = 0.5.
D'où βω=TGE = {TG = 1, TD = 0.5}, en d'autres termes après avoir éouter et
entendu le tigre derrière la porte gauhe, la personne qui herhe le trésor roît
qu'il est possible ave un degré de possibilité maximal 1 que le tigre soit à gauhe
et ave un degré de possibilité 0.5 qu'il soit à droite.
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Π(ω|s′,E) ω=TG ω=TD
s′=TG 1 0.25
s′=TD 0.25 1
Π(ω|s′,OG) ω=TG ω=TD
s′=TG 1 1
s′=TD 1 1
Π(ω|s′,OD) ω=TG ω=TD
s′=TG 1 1
s′=TD 1 1
Tab. 1.4  Problème du tigre : Possibilités d'observation (état, ation → observation).
1.3.5 Buts exibles
La dernière limite de la planiation lassique que nous traitons onerne la nature
"non exible" attribuée à la notion de but. Ave la notion de but non-exible, l'état but
que l'agent essaie d'atteindre est un état qui satisfait tous les objetifs. Dans e as,
l'agent préfère les états satisfaisants plutt que les états non-satisfaisants. La struture
de préférene G, qui dérit mathématiquement les préférenes de l'agent, est une parti-
tion de S en deux sous-ensembles. Lorsque l'agent exprime le but, il divise l'ensemble
des états du monde en un sous-ensemble des états satisfaisants et un sous-ensemble des
états non-satisfaisants. Une telle notion de but, appelé également but tout ou rien, est
trop extrême ar ertains problèmes ne permettent pas d'avoir une satisfation totale du
but. Par exemple, dans le problème du robot onfetionneur d'omelette (exemple 1.3.1),
si le but était d'obtenir une omelette ave tel ou tel nombre xé d'÷ufs, il n'est pas
toujours possible que le robot atteigne e but à oup sûr. Supposons par exemple que
l'on veuille obtenir une omelette ave exatement trois ÷ufs alors que parmi les ÷ufs
disponibles, seuls deux sont bons et les autres sont mauvais. La formulation du but telle
que maximiser la hane que le robot ait une omelette ave un minimum de oût est la
mieux adaptée pour e problème.
La notion de but exible permet de résoudre des problèmes dans lesquels l'agent peut
se ontenter d'une satisfation partielle du but. Autrement dit, son objetif est d'at-
teindre le but ave un ertain degré de satisfation. Dans e as, l'aspet exible des
buts est représenté soit par une fontion d'utilité numérique ou qualitative soit par des
relations de préférene sur les états naux. Comme la planiation est sous inertitude,
le plan solution n'est plus une séquene d'ations mais plutt un plan onditionnel qui
peut induire plusieurs trajetoires, d'où plusieurs états naux. Dans e as, l'agent doit
assoier des préférenes sur haune des trajetoires. Diérentes hypothèses relatives à
e qui ompte dans le alul de la préférene sur la trajetoire peuvent être faites :
 seul l'état nal ompte,
 seuls les états omptent et les ations ne omptent pas ('est l'hypothése que nous
prenons pour l'instant),
 seul l'état nal et les ations omptent (on tient ompte des oûts des ations par
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exemple),
 tous les états et toutes les ations omptent.
Pour pouvoir évaluer le plan, les utilités des trajetoires induites par l'exéution du plan
dans l'état initial du monde sont agrégées.
Selon l'approhe quantitative ou qualitative, on peut onsidérer deux types d'utilité
pour représenter le degré de satisfation.
Utilité numérique additive :
L'utilité numérique additive est souvent utilisée dans les approhes de la théorie de la
déision où l'inertitude est probabiliste et le degré de satisfation (ou de préférene)
d'un état est une valeur réelle.
Soit l'utilité u dénie par
u : S → R
qui assoie un degré de satisfation (utilité) à haque état de S. L'utilité u(s) de l'état
s représente sa qualité par rapport aux buts xés. Et s'il existe deux états s1 et s2 tels
que u(s1) est supérieure à u(s2) alors l'état s1 est préféré à l'état s2.
En planiation basée sur la théorie de la déision, le ritère de l'utilité espérée onsiste
à évaluer la valeur d'une ation par l'espérane mathématique de l'utilité de l'état ré-
sultant :
u(a|s) =
∑
s′∈S
p(s′|s, a) · u(s′) (1.4)
où p(s′|s, a) est la probabilité de passer de l'état s à l'état s′ après exéution de l'ation
a.
Maintenant, si on onsidère un plan (ou une politique) δ qu'on applique dans l'état
initial s0, sa valeur est égale à son utilité espérée sur les trajetoires possibles, soit
V (δ|s0) =
∑
τ∈TRAJδ,s
p(τ |δ) · u(τ |s0, δ) (1.5)
où τ = 〈〈s0, a0〉, · · · , 〈sN−1, aN−1, sN 〉〉 est une trajetoire appartenant à l'ensemble
TRAJδ,s des trajetoires possibles engendrées par l'exéution du plan (politique) δ dans
s, p(τ |δ) est sa probabilité (équation 1.6) et u(τ |s0, δ) est son utilité (équation 1.7).
Soit τ = 〈〈s0, a0〉, · · · , 〈sN−1, aN−1, sN 〉〉 une trajetoire appartenant à TRAJδs0 .
La probabilité de τ est dénie par le produit des probabilités de transition dans ette
trajetoire :
p(τ |δ) =
N−1∏
t=0
p(st+1|st, at). (1.6)
La forme additive de l'utilité sur les états permet d'évaluer l'utilité de la trajetoire issue
de l'appliation du plan δ dans s0 en ombinant additivement les préférenes assoiées
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à haque transition de l'appliation de haque ation de la trajetoire. Autrement dit,
l'utilité de la trajetoire τ = 〈〈s0, a0〉, 〈s1, a1〉, · · · , 〈sN−1, aN−1〉, sN 〉 est dénie par :
u(τ |s0, δ) =
N∑
t=0
u(st). (1.7)
Utilité qualitative :
L'utilité qualitative quant à elle est souvent utilisée ave la théorie qualitative de la
déision. Elle exprime la exibilité par des utilités ordinales et l'inertitude par une
distribution de possibilité. L'utilité qualitative µ est la fontion dénie par
µ : S → [0, 1]. (1.8)
L'utilité qualitative µ ordonne les états du monde sur l'éhelle [0, 1] : un état s tel que
µ(s) = 1 est tout à fait satisfaisant et un état s tel que µ(s) = 0 n'est pas satisfaisant.
L'approhe qualitative est inspirée par elle développée par Dubois et Prade [DP95℄
qui ont proposé le ritère pessimiste et le ritère optimiste pour mesurer la qualité
d'une ation selon sa onséquene dans un état. Le ritère pessimiste u∗ exprime le
degré d'inlusion oue de l'ensemble des états résultants dans l'ensemble des états sa-
tisfaisants.
u∗(s0, a) = min
s∈S
max{1 − π(s|s0, a), µ(s)}
Le ritère optimiste u∗ exprime le degré d'intersetion oue entre l'ensemble des états
résultants après l'ation a et l'ensemble d'états satisfaisants.
u∗(s0, a) = max
s∈S
min{π(s|s0, a), µ(s)}
L'utilisation de es deux ritères a été étendue au adre de la déision séquentielle et
de la planiation, dans l'optique de dénir une version qualitative de la planiation
[FLS98, Sab99℄. L'utilité qualitative d'une trajetoire τ est égale au degré minimal
entre les degrés de satisfation de tous les états de la trajetoire :
µ(τ |s0, δ) = min
st∈τ/t=0,··· ,N
{µ(st)}.
La possibilité d'une trajetoire τ peut être dénie par
π(τ |s0, δ) = min
st∈τ/t=0,··· ,N−1
π(st+1|st, at).
Les utilités pessimiste et optimiste d'un plan d'ations est alors donnée par :
u∗(s0, δ) = min
τ
max{n(π(τ |s0, δ)), µ(τ |s0, δ)}
u∗(s0, δ) = max
τ
min{π(τ |s0, δ), µ(τ |s0, δ)}.
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Dans ette setion, nous avons pu revoir les solutions apportées par la planiation sous
inertitude pour élargir les limites de la planiation lassique. D'abord, nous avons revu
quelques modèles permettant de représenter la onnaissane inertaine de l'agent sur
l'état du monde et/ou sur les eets de l'exéution des ations. Nous avons dérit aussi la
possibilité de prendre en ompte l'observabilité du monde avant l'exéution de l'ation,
e qui permet à l'agent d'agir de la meilleure façon ompte tenu de l'observation. Enn,
nous avons passé en revue la notion de but exible qui permet de modéliser les problèmes
dans lesquels la satisfation à oup sûr du but n'est pas tout le temps possible. Il existe
des travaux sur la planiation dans l'inertain qui étendent le planiateur STRIPS
('est-à-dire planiation dans l'inertain ave représentation ompate), notamment
BURIDAN [KHW95℄ qui est une version probabiliste de STRIPS et [PGLMC96℄ sa
version possibiliste.
1.4 Conlusion
Dans e premier hapitre, nous avons dérit brièvement le passage de la planiation
lassique à la planiation sous inertitude. La planiation lassique était réputée être
trop restritive : onnaissane parfaite sur l'état initial du monde et sur les eets des
ations, non exibilité du but, et non prise en ompte de l'observabilité du monde. Sous
es hypothèses, la planiation lassique ne permet pas de résoudre des problèmes réels
où l'inertitude est présente et où la notion de but n'est pas trop extrême. Plusieurs
herheurs ont essayé de trouver des solutions pour élargir l'une et/ou l'autre de es
hypothèses. Suite à es reherhes, on peut modéliser la onnaissane inertaine sur
l'état du monde par une distribution de probabilité sur les états possibles, ou par une
distribution de possibilité sur l'ensemble des états. De même, la modélisation de la
onnaissane imparfaite sur les eets des ations est alquée de ette modélisation de la
onnaissane inertaine sur les états. L'eet d'une ation peut être représentée par une
distribution de probabilité sur les états résultants possibles (distribution de possibilité,
et.). En outre, il est aussi possible de onsidérer les problèmes dans lesquels l'agent peut
observer le monde, e qui permet de onstruire des plans onditionnels dont l'exéution
dépend du résultat des observations préalablement eetuées. Un autre apport de la
planiation sous inertitude onerne la notion de but exible qui permet de traiter les
problèmes dans lesquels on ne limite pas la dénition d'un plan solution à un plan dont
l'exéution onduit à oup sûr au but, mais en onsidérant aussi tout plan qui permet
d'arriver au but ave un ertain degré de satisfation.
Plusieurs approhes de la planiation dans l'inertain ont été développées. On peut
iter les approhes qui ont étendu le formalisme STRIPS ('est-à-dire ave représenta-
tion ompate des états et des ations), notamment la version probabiliste (BURIDAN)
[KHW95℄, la version possibiliste [PGLMC96, Per98℄. On peut iter aussi les approhes
de la planiation basées sur la théorie de la déision mais ave représentation expliite
des états et des ations, il s'agit du modèle des Proessus Déisionnels de Markov (PDM)
[Bel57, How60, Put94℄ et de sa généralisation : le modèle des Proessus Déisionnels de
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Markov Partiellement Observables (PDMPO) [Son71, Mon82, Lov91℄. [FLS98, Sab01℄
ont développé deux versions possiblistes des PDM et PDMPO. En outre, il existe les
approhes de la planiation sous inertitude basées sur la théorie de la déision mais
ave représentation ompate des états/ations, omme [BP96℄.
Dans le deuxième hapitre, nous passerons en revue les modèles de la planiation dans
l'inertain basés sur la théorie de la déision, tels que le adre des PDM et elui des
PDMPO et leurs ontraparties possibilistes (PDM possibiliste et PDMPO possibiliste).
Le hoix de es modèles réside dans le fait qu'ils se rapprohent le mieux des modèles
que nous proposerons dans les hapitres suivants ('est-à-dire représentation expliite
des états et des ations).
Chapitre 2
Proessus Déisionnel de Markov
2.1 Introdution
Le modèle des Proessus Déisionnels de Markov (PDM) [Bel57, How60, Put94℄ est
une approhe de la planiation sous inertitude basée sur la Théorie de la déision. De-
puis les années 50, la ommunauté de la Reherhe Opérationnelle utilisait le adre des
Proessus Déisionnels de Markov pour traiter des problèmes de déision séquentielle
stohastique dans l'inertain. À partir des années 90, e adre est de plus en plus uti-
lisé dans la ommunauté de l'Intelligene Artiielle, notamment en planiation. Dans
le modèle des Proessus Déisionnels de Markov, les états sont parfaitement onnus à
haque étape et les eets des ations ne sont pas déterministes mais déterminés par
des probabilités de transition. Après la déision ourante, le prohain état est stohas-
tiquement déterminé par l'ation ourante et l'état ourant sur lequel on l'applique.
Les préférenes de l'agent sont représentées par des fontions d'utilité. Cei permet une
reherhe plus souple de plans solutions : on herhe un plan qui maximise le ritère de
l'utilité espérée, plutt qu' un plan dont l'exéution satisfait sûrement le but.
Puis, le adre des Proessus Déisionnels de Markov Partiellement Observable (PDMPO)
[Son71, Mon82, Lov91℄ généralise elui des PDM par quelques aspets. L'état initial du
système n'est pas parfaitement onnu, l'agent n'en a qu'une royane. En plus, sous
l'eet de l'ation appliquée, le système retourne une observation de l'état qui n'est
que partielle. Ainsi, les ations de l'agent ont deux aspets : physique et épistémique.
L'aspet épistémique lui permet d'aquérir plus d'information sur le système et de ré-
viser sa royane, l'aspet physique lui permet de ontrler la dynamique du système.
Comme l'agent n'a pas totalement aès à l'état du système, une politique de PDMPO
est alors un plan onditionnel où la prohaine ation dépend des observations perçues
préédemment.
Des ontreparties qualitatives des PDM et PDMPO [FLS98, Sab01℄ ont été proposées.
Dans es adres, l'inertitude sur les eets des ations et les onnaisanes inomplètes
sur l'état réel du monde sont modélisées par une ditribution de possibilité. Et les ritères
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utilisés pour évaluer les politiques sont des ontreparties possibilistes de l'utilité espérée
[DP95, DPS98℄. Une politique est évaluée par le ritère pessimiste ou le ritère optimiste
selon l'attitude prudente ou optimiste de l'agent.
Ce deuxième hapitre est onsaré à la desription respetive des quatre modèles de la
planiation dans l'inertain que nous venons d'énumérer, eux qui sont basés sur la
théorie de la déision : le adre des PDM et elui des PDMPO, et eux qui sont basés
sur la théorie qualitative de la déision : le adre des PDM possibilistes et elui des
PDMPO possibilistes. Dans la desription de es modèles, les états et les ations sont
représentées expliitement.
2.2 Les Proessus Déisionnels de Markov (totalement ob-
servable)
Les travaux en Intelligene Artiielle sur la planiation dans l'inertain utilisent
souvent le adre des PDM omme modèle de base. Dans un PDM, l'agent intéragit de
façon synhronisée ave le système (gure 2.1) : à haque étape de déision, il hoisit
une ation (physique) et l'exéute dans l'état ourant. En retour, l'état hange et l'agent
reçoit une réompense. Dans e modèle, l'agent onnait parfaitement l'état ourant mais
il ne onnait pas à l'avane l'eet de l'ation eetuée. Les ations ne sont pas déter-
ministes et plusieurs transitions, déterminées par une distribution de probabilité sur les
états suesseurs, sont possibles. Dans le adre des PDM, l'objetif de l'agent onsiste à
trouver une politique d'ations qui maximise la somme des réompenses qu'il reevra en
exéutant ette politique. Une méthode très simple vient tout de suite en tête : il sut
que l'agent hoisisse, à haque étape de déision, l'ation qui maximise la réompense
immédiate. Malheureusement, la réompense totale obtenue ave ette méthode n'est
pas obligatoirement maximale ar l'ation ourante a des eets sur l'évolution future
du système, qui à son tour inue sur la réompense totale que l'agent va reevoir. La
prise en ompte de l'évolution future du système dans le hoix de l'ation à exéuter à
haque étape est alors importante.
Dans la pratique, on peut appliquer le adre des PDM dans diérents problèmes omme
la gestion des les d'attente, la planiation des transports, la gestion des stoks dans
les entrepts [Put94℄, la robotique mobile [Gha01℄, dans l'agriulture et la gestion des
ressoures naturelles [Ken86℄, et.
2.2.1 Formalisme des PDM
Formellement, un PDM [Bel57, How60, Put94℄ est un quintuplet < H,S,A, p, r >
où
• H est l'horizon du proessus, supposé disret, qui pourra être ni (H = {0, · · · , N})
ou inni (H = {0, · · · ,∞}) ;
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    Etat   courant Etat  suivant
ACTION ACTION
RECOMPENSERECOMPENSE
Etape de decision courante (t) Etape de decision suivante (t+1)
Fig. 2.1  Représentation d'un Problème Déisionnel de Markov.
• S = {s1, · · · , sn} est l'ensemble ni des états du système parfaitement identiables
pour l'agent ;
• A = {a1, · · · , am} représente l'ensemble ni des ations physiques disponibles ;
• p est la probabilité de transition telle que p(s′|s, a) indique la probabilité de passer
de l'état s à l'état s′ en eetuant l'ation a.
• r : S ×A → IR : est la fontion de réompense dépendant de l'état et de l'ation
eetuée
1
.
C'est la dénition d'un PDM stationnaire, dont les fontions de transition et de réom-
pense ne dépendent pas de l'instant t. Nous ette étude, nous n'allons onsidérer que
des PDM stationnaires.
Dénition 2.2.1 (Propriété de Markov)
Cette propriété énone que le prohain état et la réompense ourante dépendent uni-
quement de l'état ourant et de l'ation ourante et non pas de toute l'histoire passée du
système.
C'est pourquoi la probabilité de transition de st à st+1 et la réompense reçue en st lors-
qu'on y eetue a sont indépendantes de la trajetoire τ =< s0, a0, s1, a1, · · · , st−1, at−1 >
(t ∈ H) suivie auparavant et sont notées respetivement p(st+1|st, at) et r(st, at). Main-
tenant, nous allons dérire la solution d'un PDM et son ritère d'évaluation.
2.2.2 Politique
La solution attendue d'un PDM est appelée politique, notée δ. Il existe deux types
de politique.
1
Dans d'autres as de gure, la fontion de réompense r peut être assoiée à l'état s seulement, e
qui est souvent le as en planiation : on réompense/pénalise le fait d'atteindre un état but/non but.
Dans un as plus général, la fontion r peut assoier une réompense à toute "transition" (s, a, s′)
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Dénition 2.2.2 (Politique)
Une politique δ est dénie omme une appliation qui assoie une ation à haque état
possible de S à haque étape t.
δ : S ×H → A
On note δt l'ation hoisie à l'instant t.
Une politique stationnaire est un as partiulier de politique, "indépendante de l'étape
t".
Dénition 2.2.3 (Politique stationnaire)
Une politique stationnaire δ est dénie omme une appliation qui assoie une ation
de A à entreprendre à haque état de S, indépendante de l'instant t.
δ : S → A
Résoudre un proessus de déision markovien onsiste à aluler une politique qui
optimise un ertain ritère de déision.
2.2.3 Critères d'optimalité
Les ritères lassiques utilisés pour évaluer une politique sont basés sur l'utilité
espérée. Cette dernière permet de prendre en ompte les réompenses à long terme
en évaluant la politique par l'espérane mathématique de la somme des réompenses
umulées tout au long de la haîne de Markov. La forme additive des réompenses
onjuguée à l'espérane E[·] qui sert à résumer la distribution des réompenses pouvant
être reçues le long de la haîne permet l'utilisation d'une méthode de programmation
dynamique pour résoudre le PDM, omme nous le verrons plus loin. Mais d'abord, voii
les prinipaux ritères d'optimisation.
le ritère ni :
E
[ N∑
t=0
rt
]
le ritère γ-podéré :
E
[ ∞∑
t=0
γtrt
]
où γ est le taux d'atualisation γ (0 < γ < 1).
le ritère total :
E
[ ∞∑
t=0
rt
]
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le ritère moyen :
E
[
lim
N→+∞
1
N
N−1∑
t=0
rt
]
Lorsque l'horizon est inni, on a le hoix entre trois ritères pour évaluer la politique :
le ritère γ-pondéré, le ritère total et le ritère moyen. Le ritère γ-pondéré est le plus
largement utilisé ar le oeient d'atualisation γ assure une onvergene de la série.
De plus, e oeient quantie l'importane donnée aux onséquenes à long terme des
ations ('est-à-dire permet de pondérer les réompenses futures) : plus γ est prohe de
0, plus on privilégie les réompenses des ations à venir dans un futur prohe, plus γ
est prohe de 1, plus les réompenses à venir sont traitées équitablement. Si γ = 0, le
ritère devient la réompense instantanée.
2.2.4 Fontion de valeur
On dénit la fontion de valeur V d'une politique xée δ par une fontion à valeur
réelle qui assoie à tout état initial possible s ∈ S la valeur du ritère de l'utilité espérée
en appliquant δ à partir de s.
∀δ V δ : S → IR
Critère total
V δ(s) = E
[ N∑
t=0
r(st, δ(st))|s0 = s
]
Critère γ-pondéré
V δ(s) = E
[ ∞∑
t=0
γtr(st, δ(st))|s0 = s
]
où r(st, δ(st)) est la réompense reçue lorsqu'on applique l'ation δ(st) ditée par la
politique δ pour l'état st.
2.2.5 Calul d'une politique optimale
Résoudre un PDM onsiste à trouver une politique qui optimise le ritère de l'utilité
espérée.
Dénition 2.2.4
Une politique optimale δ∗, quel que soit l'état initial, est dénie par :
∀δ, ∀s ∈ S V δ∗(s) ≥ V δ(s)
Pour tout PDM il existe au moins une politique optimale [Bel57℄. On peut aluler la
politique optimale par des méthodes de type Programmation dynamique qui onsistent
à déomposer le problème de déision séquentielle en une série de problèmes simples (à
une seule étape) interdépendants [Bel57, Put94℄.
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PDM à horizon ni
On onsidère un PDM stationnaire à horizon ni H = {0, · · · , N}. Soit V δt (s) la valeur
de la politique non stationnaire δ à l'instant t en l'état s.
A l'étape N , la valeur de la politique est égale à la réompense immédiate de l'ation
ditée par la politique à ette étape, V δN (s) = r(s, δN (s)). A l'étape t, la valeur de la
politique est, par indution, égale à la réompense immédiate, r(s, δt(s)), ajoutée à la
valeur espérée orrespondant aux N − t étapes suivantes. Mais pour évaluer le futur,
on doit onsidérer tous les prohains états possibles déterminés par leur probabilité
d'ourrene p(s′|s, δt(s)) et leur valeur orrespondante V δt+1(s′). On obtient un système
d'équations de Bellman [Bel57℄.
V δt (s) = r(s, δt(s)) +
∑
s′∈S
p(s′|s, δt(s))V δt+1(s′), t < N, s ∈ S. (2.1)
On peut alors aluler réursivement la fontion de valeur optimale V ∗ (equation 2.2
et equation 2.4). On peut interpréter ette fontion par une ation qui maximise la
réompense immédiate et l'espérane des réompenses à venir. La politique optimale δ∗
est déduite diretement de ette fontion par les équations 2.3 et 2.5.
Equations d'optimalité de Bellman [Bel57℄ :
V ∗N (s) = max
a∈A
r(s, a) (2.2)
δ∗N (s) = argmax
a∈A
r(s, a). (2.3)
V ∗t (s) = max
a∈A
[
r(s, a) +
∑
s′∈S
p(s′|s, a)V ∗t+1(s′)
]
∀s ∈ S,∀t ∈ {0, . . . , N − 1}. (2.4)
δ∗t (s) = argmax
a∈A
[
r(s, a) +
∑
s′∈S
p(s′|s, a)V ∗t+1(s′)
]
∀s ∈ S,∀t ∈ {0, . . . , N − 1} (2.5)
Reherhe arrière par indution
L'algorithme 1 reherhe arrière par indution [Bel57℄ alule la politique optimale d'un
PDM à horizon ni. Il utilise le système d'équations 2.4 pour aluler réursivement,
à partir de la dernière étape N , les fontions de valeurs optimales V ∗N ,..., V
∗
0 . Chaque
itération de l'algorithme 1 eetue une mise à jour de la fontion de valeur sur l'ensemble
des états et une dédution de l'ation optimale pour haque état, et en déduit la politique
optimale δ∗ (equation 2.5).
PDM à horizon inni
Soit un PDM stationnaire à horizon inni et à oeient d'atualisation γ (0 < γ < 1).
On montre que lorsque l'horizon du PDM est inni, il existe une politique optimale qui
est stationnaire, e qui nous permet de ne onsidérer que des politiques stationnaires
δ : S → A. De façon analogue au PDM à horizon ni mais sans tenir ompte de
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Algorithme 1 : ReherheArrière
Données : <H,S,A, p, r>
Résultats : V ∗, δ∗
pour haque s ∈ S faire
V ∗N (s)← maxa∈A r(s, a);
δ∗N (s)← argmaxa∈A r(s, a) ;
pour haque t ∈ {N − 1, N − 2 · · · , 0} faire
pour haque s ∈ S faire
V ∗t (s)← maxa∈A
[
r(s, a) +
∑
s′∈S p(s
′|s, a) · V ∗t+1(s′)
]
;
δ∗t (s)← argmaxa∈A
[
r(s, a) +
∑
s′∈S p(s
′|s, a) · V ∗t+1(s′)
]
;
retourner V ∗, δ∗ ;
l'instant t, la valeur d'une politique stationnaire δ dans l'état s, notée V δ(s), est égale
à l'espérane de la somme des réompenses en partant de l'état s et en exéutant la
politique δ. La fontion de valeur V δ vérie également le sytème d'équations suivant :
V δ(s) = r(s, δ(s)) + γ
∑
s′∈S
p(s′|s, δ(s))V δ(s′) (2.6)
La fontion de valeur optimale V ∗ vérie le système d'équation 2.7 et, on en déduit la
politique optimale (equation 2.8).
Equations d'optimalité de Bellman
V ∗(s) = max
a∈A
[
r(s, a) + γ
∑
s′∈S
p(s′|s, a)V ∗(s′)
]
, ∀s ∈ S. (2.7)
δ∗(s) = argmax
a∈A
[
r(s, a) + γ
∑
s′∈S
p(s′|s, a) · V ∗(s′)
]
, ∀s ∈ S. (2.8)
Pour omprendre la fontion de valeur optimale V ∗ à horizon inni d'une autre
manière, on onsidère une fontion de valeur V ∗t à horizon ni et quand t tend vers
l'inni, V ∗t onverge vers V ∗ ave une vitesse de onvergene et erreur bornée en t
[Put94℄.
Itération de la valeur
L'algorithme 2 d'itération de la valeur
2
[Bel57℄ est le plus ouramment utilisé en rai-
son de sa simpliité. Il initialise la fontion de valeur de façon arbitraire et l'améliore
progressivement en utilisant l'équation 2.7 pour haque état s. Il itère jusqu'à e que
la fontion de valeur ne varie plus que de façon minime (on utilise un seuil ǫ). Pour ǫ
grand, la politique obtenue est sous-optimale. Mais il existe ǫ∗ tel que : si ǫ < ǫ∗, la
politique alulée en utilisant le seuil ǫ est optimale.
2
Value iteration en anglais
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Algorithme 2 : IterationValeur
Données : <H,S,A, p, r>,0 < γ < 1, ǫ
Résultat : V ∗, δ∗
// Initialisation de V0 pour haque s
pour haque s ∈ S faire
Initialiser V0(s) ;
// Calul itératif jusqu'à e que les deux valeurs à l'instant ourant et l'instant
préédent ne varient que de ǫ près
t← 0;
répéter
t← t+ 1;
pour haque s ∈ S faire
Vt(s)← maxa∈A
[
r(s, a) + γ
∑
s′∈S p(s
′|s, a) · Vt−1(s′)
]
;
δt(s)← argmaxa∈A
[
r(s, a) + γ
∑
s′∈S p(s
′|s, a) · Vt−1(s′)
]
;
jusqu'à maxs |Vt(s)− Vt−1(s)| < ǫ;
retourner V , δ ;
Itération de la politique
L'algorithme 3 d'Itération de la politique
3
[How60℄ alterne deux phases de manière ré-
pétée : la phase d'évaluation et la phase d'amélioration de la politique. En entrée, il a
besoin d'une politique hoisie arbitrairement, qui est ensuite améliorée par itérations
suessives. La phase d'évaluation évalue la politique ourante δ, en utilisant la formule
(2.6). Puis dans la phase d'amélioration, l'algorithme d'Itération de la politique trans-
forme la politique ourante δ en une politique δ′ meilleure (vériant V δ′(s) ≥ V δ(s),
∀s). Autrement dit, il herhe, pour haque état, une ation qui permet d'améliorer la
valeur ourante. L'algorithme 3 itère jusqu'à e que la politique ourante ne puisse plus
être améliorée.
2.3 Proessus Déisionnel de Markov Partiellement Obser-
vable
Malgré sa généralité, le adre théorique des PDM est un peu restritif. On suppose
dans e adre que l'agent a une parfaite royane sur l'état du système à haque instant
et que l'observalité est totale après haque ation, e qui n'est pas forément le as dans
la réalité. Dans la plupart des problèmes réels de planiation, l'environnement n'est pas
totalement observable et l'agent ne dispose pas d'un total aès à l'état du système mais
reçoit plutt des pereptions partielles qui l'informent sur la situation réelle du système.
Le adre des Proessus de déisionnels de Markov partiellement observables (PDMPO)
[Son71, Mon82, Lov91℄ permet de traiter des problèmes partiellement observables. Un
PDMPO prend en ompte la double inertitude : inertitude sur les eets des ations
3
Poliy iteration en anglais
Proessus Déisionnel de Markov Partiellement Observable 43
Algorithme 3 : IterationPolitique
Données : <H,S,A, p, r>,0 < γ < 1,ǫ
Résultat : δ∗
// Initialisation ave une politique quelonque δi
δ′ ← δi;
// Calul itératif jusqu'à obtenir 2 politiques identiques
répéter
δ ← δ′;
// Phase d'évaluation de la politique ourante
résoudre
V δ(s) = r(s, δ(s)) + γ
∑
s′∈S p(s
′|s, a) · V δ(s′), ∀s ∈ S;
// Phase d'amélioration
pour haque s ∈ S faire
si ∃a ∈ A tq [r(s, a) + γ∑s′∈S p(s′|s, a) · V δ(s′)] > V δ(s) alors
δ′(s)← a;
sinon
δ′(s)← δ(s);
jusqu'à δ = δ′;
retourner δ ;
mais aussi inertitude sur les états réels du système. Après haque ation appliquée, le
système retourne une observation partielle de l'état du système. Dans e adre, on ne
raisonne plus sur les états réels du système mais sur des états de royane stohasti-
ques. Après l'ation appliquée et l'observation perçue, on révise l'état de royane. La
prohaine ation dépend alors non seulement de l'ation eetuée préedemment mais
aussi de l'observation perçue.
Le adre des Proessus Déisionnel de Markov Partiellement Observable (PDMPO)
généralise le adre des PDM dans la mesure où, ette fois les états sont partiellement
observés. Généralement, une politique assoie une ation à haque état possible du
proessus, e qui est inadapté au adre des PDMPO ar l'état ourant n'est pas onnu
parfaitement. On n'a qu'une vision indirete et imparfaite, via des observations, de l'état
ourant. Pour résoudre un PDMPO, on peut remplaer l'espae d'états initial S par
l'espae des états de royane, 'est-à-dire l'espae des distributions de probabilité sur
S. Ainsi, le PDMPO se transforme en un PDM lassique ave un nouvel espae d'états
P(S) ontinu. L'appliation des méthodes de résolution de PDM au nouveau PDM est
alors impossible. Néanmoins, nous allons voir que l'algorithme witness[KLC98, Lit94℄,
lui-même dérivé de l'algorithme Itération de la valeur, utilise une propriété partiulière
des fontions de valeur des états de royane et permet de les aluler. D'autres travaux
ont proposé des méthodes qui alulent une solution approhée au problème PDMPO.
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2.3.1 Modèle des PDMPO
Les Proessus Déisionnels de Markov Partiellement Observable fournissent un adre
général pour la planiation en environnement partiellement observable [Ast65, SS73,
KLC98℄. Un PDMPO est un modèle de planiation sous inertitude, qui donne à l'agent
la apaité à évaluer de manière eae les résultats de ses ations, même s'il ne peut
pas observer totalement l'environnement.
Formellement, un PDMPO est représenté par le tuple < H,S,A,Ω, p, r,O, b0 > où :
• H est l'horizon ;
• S est l'espae d'états ;
• A est l'espae des ations ;
• Ω est l'espae des observations possibles ;
• p est la probabilité de transition entre états ;
• r est la fontion de réompense ;
• O : S × A × Ω → [0, 1] est la fontion d'observation qui spéie la probabilité
O(s′, a, ω) d'observer une observation ω si l'ation a est eetuée et l'état résultant
est s′ ;
• b0 est la distribution de probabilité initiale sur les états, appelée état de royane
initial
Dans un PDMPO, les états ne sont pas diretement observables. À tout instant t, l'agent
a seulement aès à une observation ω ∈ Ω qui lui donne de l'information inomplète
à propos de l'état ourant. Dans e adre, la dénition d'une politique, omme étant
une fontion qui spéie une ation optimale pour haque état du problème, n'est plus
possible. Une manière de résoudre le problème, 'est de transformer le PDMPO en un
nouveau PDM lassique dont les états sont les états de royane [Ast65, Son71, CKL94℄.
Pour gérer l'inertitude par rapport à l'état dans lequel il se trouve, l'agent peut garder
un historique de toutes ses ations et ses observations passées. Cet historique peut être
résumé à l'aide état de royane
4
probabiliste [Ast65℄ qui est ii une distribution de
probabilité sur l'ensemble des états S. Comme nous avons vu dans la hapitre 1, un
état de royane b représente pour haque état s la probabilité b(s) que le système soit
dans et état. Étant donné l'état de royane que l'agent a sur l'état du monde à haque
instant, il va pouvoir hoisir la meilleure ation pour et état de royane, l'exéuter et
le réviser en fontion de l'observation qu'il reçoit en retour de l'exéution de l'ation.
Soit b l'état de royane ourant, a l'ation exéutée et ω l'observation perçue. D'après
la formule 1.2 (hapitre 1 sous-setion 1.3.4) onernant la révision d'un état de royane
probabiliste, l'état de royane résultant bωa est égal à :
bωa (s
′) =
O(s′, a, ω)
∑
s∈S p(s
′|s, a)b(s)
p(ω|b, a) (2.9)
4
belief state en anglais
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où p(ω|a, b) est un fateur de normalisation :
p(ω|b, a) =
∑
s∈S
∑
s′∈S
O(s′, a, ω)p(s′|s, a)b(s) (2.10)
Transformation d'un PDMPO en un nouveau PDM
Maintenant, le PDMPO original peut être transformé en un nouveau représenté par
< H,B,A, P r, ρ > où :
• H est l'horizon ;
• B est l'ensemble des états de royane ;
• A représente l'ensemble des ations ;
• Pr représente la probabilité de transition entre les états de royane ;
• ρ est la fontion de réompense assoiée aux états de royane mais dénie à partir
de la fontion de réompense r du modèle des PDMPO d'origine.
[Ast65, Son71, CKL94℄ ont montré qu'une solution de e nouveau PDM forme une
solution du PDMPO initial.
La nouvelle probabilité de transition Pr qui est dénie sur les états de royane se
alule omme suit. Soit l'état de royane ourant b, si on exéute l'ation a à l'instant
ourant il existe |Ω| observations possibles. Par impliation, il existe |Ω| états de royane
b′ résultants possibles. La probabilité de transition entre les états de royane peut alors
être dénie par :
Pr(b′|b, a) =
∑
ω∈Ω|b′=bωa
p(ω|b, a) (2.11)
( p(ω|b, a) est alulée à l'aide de l'équation 2.10 et bωa à l'aide de 2.9).
De même, la nouvelle fontion de réompense, ρ, est aussi dénie sur les états de
royane, et est alulée à partir de r omme suit :
ρ(b, a) =
∑
s∈S
b(s)r(s, a) (2.12)
Exemple 2.3.1 (tiré de [CKL94℄)
Un agent se déplae dans un milieu omposé de quatre états où l'état 2 est un état but
(gure 2.2). A haque étape, l'agent se trouve dans l'un de es états et il n'a que deux
ations disponibles : aller à gauhe (g) et aller à droite (d). Après un déplaement, il
peut se trouver dans l'un des trois as suivant. Soit il renontre un mur et il reste à
l'état où il se trouve. Soit il se trouve dans l'état but, il ne peut eetuer auune autre
ation puis il se trouve ave une même probabilité dans l'un des trois états 0,1 et 3 et
reçoit une réompense de 1.
A haque étape, l'agent ne peut pas observer l'état où il se trouve sauf lorsqu'il est dans
l'état but. Puisque l'agent ne onnait pas l'état réel où il se trouve, il peut représenter sa
royane à l'aide d'un veteur de probabilité. Par exemple, après avoir quitté l'état but,
46 Proessus Déisionnel de Markov
il se trouve dans l'un des trois autres états ave la même probabilité, ei est représenté
par l'état de royane b0 =< 13 ,
1
3 , 0,
1
3 >. Après s'être déplaé à droite et ne pas avoir
observé l'état but, il peut seulement se trouver dans l'état 1 ou 3 et son nouvel état
de royane est b1 =< 0, 12 , 0,
1
2 >. Et s'il se déplae de nouveau à droite et n'observe
toujours pas l'état but, l'agent est ertain qu'il se trouve dans l'état 3 ave une royane
b2 =< 0, 0, 0, 1 >.
0 1 2 3
Fig. 2.2  Un exemple simple de PDMPO.
2.3.2 Politique représentée par un arbre de déision
Dans un PDMPO, il est impossible de dénir une politique omme une appliation de
l'ensemble des états S dans l'ensemble des ations A ar les états réels sont inaessibles
à l'agent. On représente plutt la politique omme un arbre de déision orrespondant à
un plan onditionnel sur l'ensemble des observations. Chaque n÷ud de l'arbre représente
une ation à exéuter et haque arête qui en part représente l'observation en retour de
l'ation. Une politique à horizon t est représentée par un arbre de profondeur t omme
montre la gure 2.3.
Pour un PDMPO donné, le nombre de politiques possibles roît rapidement ave l'hori-
zon. Par exemple, soit un problème à deux ations {a1, a2} et deux observations {ω1, ω2}.
Si l'horizon H est omposé d'une étape, l'agent eetue une seule ation, ainsi il y a deux
politiques possibles, l'une formée par a1 et l'autre formée par a2. Maintenant onsidé-
rons un horizon H omposé de deux étapes, l'agent onsidère les observations possibles
en retour de la première ation et pour toute observation orrespond une deuxième a-
tion. Par exemple, la politique préise que l'agent eetue l'ation a1, puis s'il observe
ω1 il eetue l'ation a2 et s'il observe ω2 il eetue l'ation a1. Dans et exemple à deux
étapes, il y a 8 politiques possibles et si on onsidère un horizon 3, il y a 128 politiques
possibles. Dans le as général, on montre que le nombre de politiques possibles |∆t| pour
un horizon omposé de t étapes est égal à
|∆t| = |A|
|Ω|t−1
|Ω|−1
Cette équation montre que le nombre des états du problème n'a pas d'impat sur l'éva-
luation du nombre de politiques possibles. Néanmoins, il a un impat sur le temps
néessaire à l'évaluation de la politique (f. voir setion 2.2.5).
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Fig. 2.3  Politique en forme d'arbre de déision pour un PDMPO.
2.3.3 Fontion de valeur et Politique optimales
Maintenant que le PDMPO est transformé en un nouveau PDM sur les états de
royane, on peut tenter d'appliquer les méthodes de résolution de PDM lassique
[How60℄ pour résoudre le nouveau PDM. La méthode de programmation dynamique
met à jour, à haque étape t, la valeur optimale V ∗ assoiée à l'état de royane b
dénie par le système d'équations :
V ∗t (b) = max
a∈A
[
ρ(b, a) + γ
∑
b′∈Bt+1
Pr(b′|b, a) · V ∗t+1(b′)
]
∀b ∈ B,∀t ∈ {0, · · · , N − 1}
V ∗N (b) = max
a∈A
ρ(b, a).
Autrement dit, la valeur optimale V ∗ assoiée à l'état de royane b est égale à la ré-
ompense immédiate ρ(b, a) en appliquant la meilleure ation a pour b ajoutée de
l'espérane de la somme des valeurs esomptées des prohains états de royane b′ = bωa .
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En appliquant l'équation 2.11 on a,
V ∗t (b) = max
a∈A
[
ρ(b, a) + γ
∑
ω∈Ω
p(ω|b, a) · V ∗t+1(bωa )
]
∀b ∈ B,∀t ∈ {0, · · · , N − 1}
V ∗N (b) = max
a∈A
ρ(b, a). (2.13)
La politique optimale δ∗ est formée par les ations qui rendent optimale la valeur assoiée
à haque état de royane b :
δ∗t (b) = argmax
a∈A
[
ρ(b, a) + γ
∑
ω∈Ω
p(ω|b, a) · V ∗t+1(bωa )
]
∀b ∈ B,∀t ∈ {0, · · · , N − 1}.
δ∗N (b) = argmax
a∈A
ρ(b, a)
L'algorithme 4 d' itération de la valeur onverge vers la valeur optimale en fontion
de la limite. Toutefois, le nombre d'états de royane que doivent être sauvegardés à
haque itération est inni, e qui rend inévident le alul. Néanmoins, nous allons voir
que ertaines méthodes protent de la forme onvexe par parties de la fontion de valeur
pour aluler la politique optimale. Mais avant, nous allons revenir à notre exemple tiré
de [CKL94℄ pour lequel la méthode de résolution de PDM lassique, partiulièrement la
reherhe arrière par indution, peut être appliquée ar l'espae des états de royane
est ni et petit pour e problème.
Algorithme 4 : IterationValeurPDMPO
Données : <H,B,A,Ω, P r,O, ρ>,γ,ǫ
Résultats : V ∗,δ∗
pour haque b ∈ B faire
Initialiser V ∗0 (b) ;
t← 0 ;
répéter
t← t+ 1;
pour haque b ∈ B faire
V ∗t (b)← maxa∈A
[
ρ(b, a) + γ
∑
ω∈Ω p(ω|b, a) · V ∗t−1(bωa )
]
;
δ∗t (b)← argmaxa∈A
[
ρ(b, a) + γ
∑
ω∈Ω p(ω|b, a) · V ∗t−1(bωa )
]
;
jusqu'à (|V ∗t (b)− V ∗t−1(b)| < ǫ, ∀b);
retourner V ∗,δ∗ ;
Exemple 2.3.2 (tiré de [CKL94℄ : suite)
Pour aluler la politique optimale de l'exemple de Cassandra et al., on peut appliquer
la méthode Reherhe Arrière par indution ar les états de royane aessibles sont
peu nombreux (il y a seulement trois états réels et les ations sont toutes déterministes).
A partir de l'état de royane initial b0, seuls inq états de royane sont aessibles :
b0 =< 13 ,
1
3 , 0,
1
3 >, b1 =< 0,
1
2 , 0,
1
2 >, b2 =< 0, 0, 0, 1 >, b3 =< 1, 0, 0, 0 > et
Proessus Déisionnel de Markov Partiellement Observable 49
b4 =< 0, 1, 0, 0 >.
Les tableaux suivants 2.1 représentent les probabilités de transition entre les états de
royane sahant l'ation eetuée aller à droite (d) ou aller à gauhe (g).
Soit un horizon ni à quatre étapes. A l'étape quatre, la valeur assoiée à l'état de
royane b0 est égale à 1 (V4(b0) = 1) et elle assoiée aux autres états est nulle
(V4(bi) = 0,∀i 6= 0). Les ations optimales et les valeurs assoiées pour haque état
de royane possible sont résumées dans le tableau 2.2. D'après e tableau, au fur et
à mesure que l'horizon roît, l'algorithme donne une politique optimale stationnaire
(olonnes t = 2 et t = 1) représentée par la gure 2.4.
g b0 b1 b2 b3 b4
b0
1
3 0 0
2
3 0
b1
1
2 0 0
1
2 0
b2 1 0 0 0 0
b3 0 0 0 1 0
b4 0 0 0 1 0
d b0 b1 b2 b3 b4
b0
1
3
2
3 0 0 0
b1
1
2 0
1
2 0 0
b2 0 0 1 0 0
b3 0 0 0 0 1
b4 1 0 0 0 0
Tab. 2.1  Probabilités de transition (état de royane, ation → état de royane) (A
gauhe : ation g, à droite : ation d).
Vt(bi) t = 4 t = 3 t = 2 t = 1
b0 1, {g, d} 13 , {g, d} 163 , {d} 239 , {d}
b1 0, {g, d} 12 , {g, d} 76 , {d} 103 , {d}
b2 0, {g, d} 1, {d} 43 , {g} 163 , {g}
b3 0, {g, d} 0, {g, d} 1, {d} 43 , {d}
b4 0, {g, d} 1, {d} 43 , {d} 163 , {d}
Tab. 2.2  Fontions de valeur et ations optimales assoiées aux états de royane
2.3.4 Méthode de résolution exate d'un PMDPO
La diulté de l'appliation de la méthode de programmation dynamique au alul
de la politique optimale de PDMPO réside dans le fait que le nombre d'états de royane
à sauvegarder à haque étape de l'algorithme est inni. Néanmoins, Smallwood et Sondik
[SS73℄ ont montré que la fontion de valeur de PDMPO a une struture partiulière,
linéaire par moreaux et onvexe, ar suprémum d'un ensemble de fontions linéaires
sur B. La fontion de valeur et la politique de PDMPO à horizon ni peuvent alors
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Fig. 2.4  Une politique stationnaire optimale.
être dénies en utilisant un ensemble ni Vt d'hyperplans, appelés α-veteurs V =
{α0, α1, · · · , αn}. Par onséquent
Vt(b) = max
α∈Vt
∑
s∈S
α(s)b(s).
Chaque étape de la planiation aura sa propre série de α-veteurs Vt, · · · ,V0. On utilise
es veteurs ombinés ave l'equation 2.13 pour aluler la valeur exate de l'état de
royane.
V (b) = max
a∈A
[
ρ(b, a) + γ
∑
ω∈Ω
max
α′∈V ′
∑
s∈S
∑
s′∈S
p(s′|s, a) ·O(s′, a, ω) · α′(s′)b(s)
]
(2.14)
Il existe plusieurs algorithmes optimaux pour résoudre de façon exate un PDMPO
à horizon xe. On peut iter l'algorithme Énumeration [Son71℄, l'algorithme One-Pass
[SS73℄, l'algorithme Witness [Lit94℄, l'algorithme Inremental Pruning [CLZ97℄ et enore
d'autres. L'exposé de es méthodes dépasse notre adre de travail (voir les papiers
respetifs pour plus de détails).
Exemple 2.3.3 (Le problème du tigre [KLC98℄)
Ce problème dérit dans l'exemple 1.3.2 peut être modélisé en PDMPO. Nous avons déjà
donné dans le hapitre 1 un exemple des probabilités de transition (tableau 1.1) et de
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elles d'observations (tableau 1.3). Quant à la fontion de réompense, elle est résumée
dans le tableau 2.3.
Étant donné que la plae du tigre n'est pas onnue, on dénit la royane inomplète
à l'aide de l'état de royane b probabiliste : b(TG) et b(TD) sont respetivement la
probabilité que le tigre soit à gauhe et elle que le tigre soit à droite. Pour trouver
la politique optimale du problème, on doit trouver la fontion de valeur optimale. Et
en appliquant, par exemple, l'algorithme de Witness on obtient la solution optimale au
problème qui est représentée par le graphe de la gure 2.5.
Au départ du proessus, on part du noeud en gras quel que soit l'état de royane initial.
Ensuite, selon l'observation faite, les transitions entre noeuds dièrent. La politique
optimale peut être résumée ainsi : éouter jusqu'à e qu'on entende deux fois de suite
le tigre derrière la même porte, puis ouvrir l'autre porte. Après avoir ouvert une porte,
le proessus est réinitialisé et on retourne au noeud en gras.
r(s, a) a=E a=OG a=OD
s=TG -1 -100 +10
s=TD -1 +10 -100
Tab. 2.3  Fontion de réompense pour la formulation PDMPO du problème de tigre.
OGOD
E
ED
EE
EG
ED EG
EG ED
Fig. 2.5  Graphe solution du problème du tigre.
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2.3.5 Complexité de PDMPO et Méthodes d'approximation
Limitation et Complexité de PDMPO
Le prinipal obstale à une appliation plus large du adre des PDMPO est la omplexité
des problèmes de PDMPO. En partiulier, trouver la politique optimale d'un PDMPO à
horizon ni est, dans le meilleur des as, PSPACE-omplet [PT87, MGLA00℄. Et lorsque
le PDMPO est à horizon inni, e problème est lassé INDECIDABLE [MHC03℄. Ainsi,
même si les PDMPO sont très utiles, ils ont l'inonvénient d'être diiles à résoudre et
la solution optimale ne peut être obtenue en pratique que pour des simples problèmes
de faible omplexité. Pour remédier à la omplexité du problème, la reherhe dans
le domaine de PDMPO a mis l'aent sur diérentes méthodes d'approximations qui
peuvent être utilisés pour obtenir de bonnes solutions de manière plus eae. Ces
méthodes utilisent des heuristiques pour guider la reherhe de la solution.
Méthodes d'approximation hors ligne
Les méthodes exates pour résoudre les PDMPO ne sont pas réalisables pour des pro-
blèmes réels. Le modèle des PDMPO pose un double problème de omplexité spatiale et
temporelle, que tentent de résoudre la plupart des travaux réents. Beauoup de teh-
niques d'approximation hors ligne ont été développées pour essayer d'éhapper à l'une ou
l'autre de es omplexités. Parmi es méthodes, on peut iter les approhes heuristiques
qui sont des approhes supposant par exemple qu'un PDMPO devient totalement ob-
servable après l'exéution de l'ation ourante 'est-à-dire résoudre les PDMPO omme
s'il s'agissait d'un PDM. De nombreuses heuristiques existent pour hoisir la meilleure
ation tout en tenant en ompte l'inertitude sur la royane omme l'utilisation de :
l'état le plus probable omme état ourant [NPB95℄, l'ation maximisant la fontion
de valeur état-ation pondérée par l'état de royane [LCK95℄. Cependant, toutes es
approhes présentent l'inonvénient qu'ils ne hoisissent pas expliitement les ations
d'aquisition d'information. [CKK96℄ ont suggéré une heuristique qui hoisissent les a-
tions d'aquisition d'information lorsque l'entropie de l'état de royane, donnée par
H(b) = −∑s∈S b(s) log(b(s)), est supérieure à une ertaine valeur seuil. Parmi les ap-
prohes heuristiques, on peut iter aussi les méthodes de Grid-based [Lov91℄, Point-based
sampling [PGT03℄, Belief ompression [PB02℄, Poliy searh, et.
Méthodes d'approximation en ligne
Les algorithmes en ligne de PDMPO évaluent la séletion de l'ation durant l'exéution.
Étant donné un état de royane b omme entrée, l'algorithme en ligne de PDMPO
séletionne la meilleure ation possible, quoique la seletion de ette ation se fait sur
demande et peut néessiter ertains aluls non-triviaux. D'abord, nous allons dérire
les Approhes hybrides. Les méthodes des PDMPO en ligne remontent aux débuts du
adre des PDMPO. Satia et Lave [SL73℄ ont développé le premier algorithme en ligne
pour résoudre un PDMPO qui est l'algorithme de reherhe heuristique branh-and-
bound utilisant les limites supérieures et inférieures de la fontion de valeur (alulées
hors ligne) pour guider la reherhe. Le problème de PDMPO est représenté omme un
arbre de reherhe ET/OU lié à l'état de royane. Lorsqu'une ation est séletionnée
Proessus Déisionnels de Markov Possibilistes 53
parmi les ations disponibles, haque état de royane est un noeud OU. Le noeud ation
est un noeud ET et on prend la somme sur toute les observations possibles.
L'algorithme BI-POMDP [Was97℄ proède la reherhe dans le graphe ET/OU de
PDMPO en utilisant l'algorithme lassique AO* [Pea84, MM73℄ ave un ritère pour
séletionner l'ordre dans lequel les noeuds ET sont développés. L'algorithme explore
les noeuds où la diérene entre les limites supérieures et inférieures sur la fontion de
valeur sont les plus grands, 'est-à-dire les noeuds qui ont le plus grand potentiel de
hanger la valeur estimée du hemin de reherhe. La limite inférieure est alulée en
utilisant le pire des as de PDM (qui minimise la réompense espérée au lieu de maximi-
ser elle-i) et la limite supérieure est alulée en utilisant l'algorithme QMDP [LCK95℄.
Il en a enore d'autres approhes en ligne pour résoudre le problème des PDMPO mais
nous n'allons les dérire toutes ii ar ela dépasse notre adre de travail dans ette
thèse.
2.3.6 Conlusion
Le adre des Proessus Déisionnels de Markov Partiellement Observables (PDMPO)
est un modèle stohastique dérivé du modèle des Proessus Déisionnels de Markov
(PDM). C'est un modèle plus réaliste dans la mesure où l'inertitude est double, non
seulement les eets des ations sont inertains mais l'agent ne perçoit pas totalement
l'état à haque instant, il n'en a qu'une observation partielle. Dans e as, la politique
n'est plus une fontion assoiant une ation à haque état réel ar e dernier n'est pas
onnu. Une manière de résoudre un PDMPO est de le transformer en un nouveau PDM
dont l'espae des états est l'ensemble des distributions de probabilité sur les états réels.
Ce nouvel espae est ontinu. La propriété de linéarité et de onvexité par parties de la
fontion de valeur liée aux états de royane peut être exploitée pour traiter e nouveau
problème. L'algorithme witness utilise ette propriété partiulière de la fontion de va-
leur pour aluler la politique optimale du PDMPO si elle existe. Résoudre un PDMPO
est omplexe en temps et en espae ainsi, des travaux de reherhe essaient de réduire
ette omplexité en adaptant des algorithmes de résolution approhée hors ligne ou en
ligne. Pour terminer e troisième hapitre, nous derirons dans la setion suivante une
autre approhe proposée dans le adre de la planiation dans l'inertain basée sur des
ritères qualitatifs de déision. Cette approhe a été développée pour le besoin de mo-
dèles non-probabilistes. Dans le as où l'agent ne dispose pas de données stohastiques
pour représenter sa royane sur les états et ses préférenes sur les onséquenes, il les
représente par des distributions de possibilité.
2.4 Proessus Déisionnels de Markov Possibilistes
Basées sur la théorie des possibilités, deux ontreparties qualitatives de l'utilité es-
pérée, l'une pessimiste et l'autre optimiste, ont été proposées par [DP95℄. Puis, es deux
ritères ont été utilisés dans le adre de la planiation dans l'inertain. S'appuyant sur
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es deux ritères, [FLS98℄ ont proposé une ontrepartie qualitative des Proessus Déi-
sionnels de Markov (PDM) où l'inertitude est de type possibiliste et les réompenses
sont qualitatives.
2.4.1 Formalisation d'un PDM possibiliste à horizon ni
Un Proessus de Déisionnel de Markov possibiliste peut être représenté par le quint-
uplet < H,S,A, π, µ > où
 H est l'horizon du problème,
 S représente l'ensemble des états du problème,
 A est l'ensemble des ations,
 π dénit la fontion de transition entre états telle que π(s′|s, a) est le degré de
possibilité que l'état suesseur de s après avoir appliqué a soit s′ ;
 µ représente la fontion d'utilité qualitative.
Politique d'un PDM possibiliste
Soit un PDM possibiliste à horizon ni H = {0, · · · , N}. Résoudre le problème revient à
herher une politique optimale selon un ertain ritère d'utilité qualitative. Pour ela,
on doit pouvoir en premier lieu dénir la possibilité qu'une politique donnée engendre
une trajetoire en partant d'un état initial.
Dénition 2.4.1
Une politique δ est une appliation qui assoie une ation a ∈ A à haque état s ∈ S
δ = {δ0, · · · , δN−1}
Soit un état initial s0 et une politique donnée δ. L'appliation de la politique δ dans
l'état initial b0 induit des trajetoires τ ∈ TRAJδs0 .
Dénition 2.4.2
Une trajetoire τ est une suite d'états oupés par le système et d'ation ditée par la
politique pour et état lorsque la politique δ est appliquée dans l'état initial s0.
τ =< s0, δ(s0), s1, δ(s1), · · · , sN >
Chaune des trajetoires engendrées par δ a une possibilité et une valeur qualitatives.
La possibilité que la trajetoire donnée τ soit engendrée par δ en partant de s0 est
égale à la probabilité minimale des transitions sur ette trajetoire, soit
π(τ |s0, δ) = min
t=0,··· ,N−1
π(st+1|st, δ(st))
L'utilité qualitative d'une trajetoire τ est égale à l'utilité minimale des transitions
qu'elle omprend :
u(τ, δ) = min{µ(sN ), min
t=0,··· ,N−1
µ(st, δ(st), st+1)}
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A partir des distributions de possibilité et des utilités dénies sur les trajetoires, on
va pouvoir aluler l'utilité qualitative d'une politique. Pour aluler l'utilité d'une
politique, [FLS98℄ a appliqué le ritère d'utilité qualitative selon le as pessimiste ou
optimiste aux trajetoires possibles de ette politique et non pas aux états/onséquenes
possibles (f. hapitre 1 sous-setion 1.3.5).
Soit la politique δ, l'état initial s0, la trajetoire τ engendrée par l'exéution de la poli-
tique δ dans s0, l'utilité de la trajetoire µ(τ, δ) et la possibilité assoiée à la trajetoire
π(τ |s0, δ).
• L'utilité qualitative de la politique δ selon le ritère optimiste est
u∗(δ, s0) = max
τ
min{π(τ |s0, δ), µ(τ, δ)} (2.15)
• L'utilité qualitative de la politique δ selon le ritère pessimiste est
u∗(δ, s0) = min
τ
max{n(π(τ |s0, δ)), µ(τ, δ)} (2.16)
Dénition 2.4.3
Une politique δ∗ est optimale au sens de l'utilité qualitative optimiste (respetivement
au sens de l'utilité pessimiste) si elle maximise u∗ (respetivement u∗).
Versions possibilistes des équations de Bellman [FLS98℄
Pour aluler les politiques optimales, [FLS98℄ ont proposé des versions possibilistes
(selon les ritères respetivement optimiste et pessimiste) des équations de Bellman.
• Dans le as optimiste
u∗t (s) = max
a∈A
max
s′∈S
min
[
µ(s, a, s′), π(s′|s, a), u∗t+1(s′)
]
u∗N (s) = µ(s)
δ∗t (s) = argmax
a∈A
max
s′∈S
min
[
µ(s, a, s′), π(s′|s, a), u∗t+1(s′)
]
(2.17)
• Dans le as pessimiste
u∗t(s) = max
a∈A
min
s′∈S
min
[
µ(s, a, s′),max {n(π(s′|s, a)), u∗t+1(s′)}
]
u∗N (s) = µ(s)
δ∗t(s) = argmax
a∈A
min
s′∈S
min
[
µ(s, a, s′),max {n(π(s′|s, a)), u∗t+1(s′)}
]
(2.18)
[FLS98℄ montre qu'en mettant à jour suessivement les équations 2.17 (respetivement
2.18), les politiques obtenues à l'issu de l'opération sont optimales.
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2.4.2 Proessus Déisionnel de Markov possibiliste à horizon inni
Dans e adre, on modie un petit peu la représentation du problème : au lieu de
onsidérer un horizon inni, on se limite à un horizon indéni. En eet, la version possi-
biliste du ritère γ-pondéré permettant de aluler l'utilité qualitative d'une trajetoire
de longueur innie n'existe pas. Ave un horizon indéni, on peut dénir une fontion
d'utilité µ∞ sur les états terminaux de la trajetoire et une ation arbitraire après la-
quelle le système reste dans son état atuel. Le but du nouveau problème onsiste à
herher une politique permettant d'amener le système dans un état nal satisfaisant
selon l'attitude optimiste ou pessimiste.
[Sab01℄ propose une version possibiliste de l'algorithme itération de la valeur pour ré-
soudre e type de problème. L'algorithme utilise l'utilité qualitative (pessimiste ou op-
timiste) Q˜(s, a) de l'ation a dans s et itère les mises-à-jour suivantes pour obtenir les
politiques optimales. Il onverge en un nombre ni d'itérations ar la suite de fontions
(Q˜∗t ) est non-déroissante et prend ses valeurs dans l'ensemble ni [0, 1].
 Dans le as optimiste
Q˜∗t+1(s, a) = max
s′∈S
min
[
µ(s, a, s′), π(s′|s, a), u∗t (s′)
]
,∀(s, a) ∈ S ×A (2.19)
où u∗0(s) = 1, u∗t (s) = maxa Q˜∗t (s, a) et Q˜∗t (s, no− op) = µ∞(s)
 Dans le as pessimiste
Q˜∗t+1(s, a) = min
s′∈S
min
[
µ(s, a, s′),max {n(π(s′|s, a)), ut∗(s′)}
]
,∀(s, a) ∈ S ×A
(2.20)
où u0∗ = 0, ut∗(s) = maxa Q˜t∗(s, a) et Q˜t∗(s, no− op) = µ∞(s)
Lorsqu'on fait tendre t vers l'inni, on obtient
Q˜∗t → Q∗ et δ∗(s) = argmax
a∈A
Q∗(s, a) (2.21)
Q˜∗t → Q∗ et δ∗(s) = argmax
a∈A
Q∗(s, a) (2.22)
On obtient la onvergene après t borné.
Exemple 2.4.1 (Déplaement d'un robot [Sab99℄)
Un robot se déplae dans un milieu omposé de 9 ases omme montre la gure 2.6. Son
but est d'atteindre la ase G tout en évitant les ases noires qui sont des obstales. Dans
le as où il atteint l'un des états inférieurs droits (G), le but est partiellement atteint.
Dans e problème, le robot dispose des ations : aller à droite (d), aller à gauhe (g),
aller en haut (h), aller en bas (b) ou rester sur plae (r). Dans e dernier as, le robot
reste ave ertitude dans sa position. Mais dans les autres as où il se déplae, il a une
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possibilité maximale (π = 1) d'atteindre la ase qu'il désire, mais il pourra aussi dériver
vers l'une des ases voisines, ave des degrés de possibilités donnés dans la gure 2.7
pour l'ation d. On obtient les degrés de possibilités pour les autres ations par symétrie
par rapport à eux de l'ation d. Le robot reste sur plae si la ase hoisie est un obstale.
La fontion d'utilité µ est dénie par µ∞(s33) = 1, µ∞(s23) = 0, 5 et µ∞(s32) = 0, 5,
µ∞(s) = 0 pour les autres états et µ(s, a, s′) = 1, ∀(s, a, s′), a 6= r.
En itérant la mise à jour de l'equation 2.20 pour tout ouple (s, a), on atteint la onver-
gene après inq itérations. La politique ainsi obtenue, montrée par la gure 2.8, est
une politique pessimiste. La politique optimale optimiste obtenue est la même dans et
exemple, mais ave une fontion de valeur diérente (gure 2.9).
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Fig. 2.6  Problème de déplaement du robot
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Fig. 2.7  Possibilités de transition pour l'ation d
2.5 Proessus Déisionnel de Markov possibiliste en envi-
ronnement partiellement observable
Un Proessus Déisionnel de Markov possibiliste en environnement partiellement
observable [Sab99℄ est une ontrepartie possibiliste de PDMPO et est déni à partir de
< H,S,A,Ω,B, π,Π, µ, β0 >.
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Fig. 2.8  Politique optimale pessimiste par alul itératif
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Fig. 2.9  Politique optimale optimiste
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 < H,S,A, π, µ > représente un PDM possibiliste.
 Ω est l'ensemble ni des observations possibles.
 Π représente la fontion d'observation possibiliste telle que Π(ω|s, a) est le degré
de possibilité d'observer ω quand on applique a dans s.
 β0 l'état de royane possibiliste initial et B l'ensemble de tous les états de royane
atteignables (ensemble des distributions de possibilité normalisées sur S).
2.5.1 Transformation du PDMPO possibiliste en un nouveau PDM
possibiliste
De façon similaire à la transformation d'un PDMPO en un nouveau PDM d'espae
inni d'états de royane, un PDMPO possibiliste peut aussi être transformé en un PDM
possibiliste mais ette fois, le nouvel espae d'états représenté par des distributions de
possibilité est ni. Ce qui permet de résoudre de façon exate le problème en appliquant
diretement aux états de royane possibilistes du nouveau PDM les algorithmes itératifs
dérits préédemment pour les PDM possibilistes à horizon ni.
Un état de royane possibiliste β est une distribution de possibilité sur S. En s'inspirant
de la formule de révision d'un état de royane d'un PDMPO [CKL98℄ et en utilisant le
onditionnement possibiliste basé sur l'operateur min [Zad78, His78℄, on peut proéder
à la révision d'un état de royane possibiliste β après avoir eetué une ation a et
observé ω (f. hapitre 1 sous-setion 1.3.4). Ainsi, on peut dénir βa(s′), la possibilité
d'atteindre l'état s′ en partant de l'état de royane initial β et en appliquant l'ation
a :
βa(s′) = max
s∈S
min{π(s′|s, a), β(s)}. (2.23)
Or, l'ation a retourne aussi l'observation ω ∈ Ω, ainsi :
βa(ω) = max
s∈S
min{Π(ω|s, a), βa(s)}. (2.24)
En ombinant les deux équations, on trouve l'état de royane possibiliste βωa résultant
après avoir appliqué a dans β et observé ω :
βωa (s) =

0 si Π(ω|s, a) = 0
1 si βa(s) = βa(ω)
βa(s) dans les autres as
(2.25)
2.5.2 Politique optimale du PDMPO possibiliste
Pour aluler la politique optimale d'un PDMPO possibiliste, on peut étendre les
équations de Bellman possibilistes au as partiellement observable. Dans le as pessi-
miste, es équations sont
u∗0(β) = µ(β)
u∗t(β) = max
a∈A
min
[
µ(β),min
ω∈Ω
max{n(βa(ω)), u∗t−1(βωa )}
]
∀t ∈ {1, · · ·N}.(2.26)
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ave µ(β) = mins∈S max{n(β(s)), µ(s)}.
Et la fontion Q˜ devient :
Q˜(β, a) = min
ω∈Ω
max{n(βωa ), u∗(βωa )}.
[Sab99℄ a proposé une version de l'algorithme itération de la valeur possibiliste dans le
as partiellement observable. Au pire as, et algorithme a une omplexité exponentielle,
de l'ordre de O(|L|2·|S|+1×|A|2×|Ω|) en espae, où l'éhelle ordinale L est ii L = [0, 1].
Néanmoins, l'ensemble des états de royane pouvant être eetivement renontrés est
relativement petit dans beauoup d'exemples, e qui simplie l'algorithme.
Exemple 2.5.1 (Exemple 3.4 étendu au as partiellement observable [Sab99℄)
Dans et exemple, on suppose que le robot de l'exemple 3.4 se déplae dans un envi-
ronnement partiellement observable. Dans sa position ourante, le robot n'observe que
les murs ou les obstales autour de lui et dans sa position initiale où il est dans n'importe
quelle ase libre de la gure 2.6, il n'observe rien avant sa première ation.
Les observations étant supposées parfaites, les états de royane ne sont que des sous-
ensembles de S : {s11, s13}, {s21, s32}, {s22}, {s23}, {s33}, S étant l'état de royane
initial. [Sab99℄ montre que l'ensemble des états de royane atteignables est B = {β0 =
S, β1 = {s21, s32}, β2 = {s22}, β3 = {s23}, β4 = {s32}, β5 = {s33}, β6 = {s11, s13}, β7 =
{s21}}, et forme l'espae d'états du nouveau PDM (on note respetivement β0 à β7 es
états de royane).
Moyennant la fontion d'utilité µ sur les états s ∈ S, la nouvelle fontion d'utilité sur
B est dénie par : µ(β0) = µ(β1) = µ(β2) = µ(β6) = µ(β7) = 0, µ(β3) = µ(β4) = 0.5 et
µ(β5) = 1.
Les transitions entre états de royanes se alulent pour haque ation a, à partir de
βa(ω) et βωa pour tous les observations ω ∈ Ω. Par exemple, si l'état de royane est β0
et qu'on eetue l'ation b, les états de royane résultant peuvent être β1, β3 et β5 ave
un degré de possibilité 1 et β2 ave un degré de possibilité 0.2.
En utilisant la version possibiliste de l'algorithme d'itération de la valeur, on obtient la
onvergene après quatre itérations. Et la politique optimale ainsi obtenue est :
{(β0, b), (β1, d), (β2, b), (β3, b), (β4, d), (β5, r), (β6, b), (β7, d)} d'utilité 0.8 dans tous les
états sauf dans β5 dont l'utilité est 1.
2.6 Conlusion
Dans et état de l'art, nous avons passer en revue deux modèles de base de la plani-
ation sous inertitude basée sur la théorie de la déision. Selon que l'état du système
soit observable ou partiellement observable nous avons montré omment aratériser
des politiques optimales. Dans le adre des PDM [Bel57, How60, Put94℄, une politique
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optimale spéie l'ation optimale pour haque état du système. Cette dénition n'est
plus adaptée au adre des PDMPO [Son71, Mon82, Lov91℄ ar les états ne sont pas par-
faitement onnus. La solution est de transformer le PDMPO en un PDM ontinu dont
les états sont des distributions de probabilité sur les états réels. Une politique est alors
une sorte de plan onditionnel sur l'espae des observations e qui rend omplexe en
espae et en temps la résolution. Pour réduire ette omplexité spatiale/temporelle, les
travaux réents onernant les PDMPO se tournent vers des algorithmes de résolution
approhée (hors ligne ou en ligne). Nous avons vu aussi deux modèles de la plania-
tion sous inertitude basée sur la théorie qualitative de la déision. Ce sont le modèle
des PDM possibilistes et elui des PDMPO possibilistes [FLS98, Sab01℄ qui sont une
ontrepartie qualitative des modèles des PDM et des PDMPO. Ces modèles utilisent la
ontrepartie possibiliste de l'utilité espérée omme ritère de déision. Dans e as, les
politiques optimales sont dénies selon le ritère optimiste ou le ritère pessimiste. Des
versions possibilistes des méthodes de résolution de PDM et PDMPO sont proposées
pour aluler de telles politiques optimales.
Pour le reste de e manusrit, nous exposerons nos propres ontributions dans e tra-
vail : la planiation purement épistémique. Cette dernière est aratérisée par le fait
que les états du monde sont inertains et que via les ations épistémiques on essaie
d'avoir plus d'information sur es états. Dans un premier temps, nous élaborons un
formalisme général du problème de planiation épistémique dans lequel nous dérivons
ses paramètres spéiaux, à savoir les aratéristiques d'un agent d'une planiation pu-
rement épistémique, la notion d'ations épistémiques, les préférenes épistémiques et la
politique épistémique. Le quatrième hapitre est onsaré à la représentation du modèle
des Proessus Déisionnels de Markov purement Épistémiques. Puis le inquième ha-
pitre dérit les modèles ensembliste et possibilistes de la planiation épistémique. Le
dernier hapitre est onsaré à la desription de quelques appliations de la planiation
épistémique.
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Chapitre 3
Modèle générique de planiation
épistémique
3.1 Introdution
La planiation sous inertitude en environnement partiellement observable reouvre
une grande variété de problèmes. Nous distinguons deux situations extrêmes bien onnues
que nous avons l'habitude d'opposer. D'une part, l'hypothèse d'observabilité totale (dont
le adre le plus largement utilisé est elui des Proessus Déisionnels de Markov (PDM)
[Put94℄ dérit dans le hapitre préédent). Sous ette hypothèse, l'observation eetuée
par l'agent à haque instant est identiée à l'état du monde, et l'agent dispose de toutes
les informations néessaires sur le monde et agit diretement sur e dernier (il n'a pas
besoin d'ations épistémiques). D'autre part, l'hypothèse de non-observabilité ne tient
pas ompte du feedbak du monde et restreint les ations disponibles aux ations qui
hangent le monde (auune ation épistémique). La planiation sous inertitude en
environnement totalement observable, omme la planiation sous inertitude en en-
vironnement non-observable, ne onsidèrent pas des ations épistémiques. Plutt que
deux extrémités d'une ligne, es deux lasses sont plutt deux sommets d'un triangle
(gure 3.1). Le troisième sommet orrespond à la lasse de la planiation épistémique :
elle où l'agent ne veut pas agir sur le monde mais veut plutt en aquérir des in-
formations grâe à l'utilisation d'ations épistémiques. Enn dans le as général de la
planiation sous inertitude (omme le adre des PDMPO [Son71, Mon82, Lov91℄),
l'agent veut agir sur le monde mais omme il ne dispose que d'une onnaissane in-
omplète de l'état du monde, il eetue aussi des ations épistémiques pour en savoir
plus.
Comme nous avons dit au début, notre thèse s'insrit dans la lasse de la planiation
épistémique. Le reste de e manusrit est réservé à l'étude de ette lasse partiulière
et intéressante de la planiation. Pour ommener, le présent hapitre dérit les para-
mètres de la planiation purement épistémique. Partiulièrement, nous dérivons les
aratèristiques de l'agent en planiation épistémique. Nous avons déjà introduit le
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Fig. 3.1  Plae de la planiation purement épistémique dans la planiation sous
inertitude.
terme ation épistémique qui est une ation permettant à l'agent d'aquérir de nou-
velles onnaissanes (informations) onernant l'état du monde. Ce hapitre dérit en
détail ette notion partiulière d'ation informative et ses diérentes lasses. Puis, la
setion 3.4 est onsarée à la formalisation de la préférene épistémique, qui est une
préférene assoiée non pas aux états du monde mais aux états de royane sur le
monde. Enn, nous dérivons e qu'est une politique épistémique solution du problème
de planiation épistémique.
Dans toute la suite, nous supposons que les problèmes de planiation épistémique
onsidérés ont un horizon ni. De toute évidene, onsidérer un horizon inni pour
un problème purement épistémique n'a pas vraiment de sens. En eet, le problème de
planiation épistémique onsiste surtout à herher de la onnaissane (information)
sur le monde, et en général, ette onnaissane ou information aquise sera plus tard
utilisée omme intrant d'un autre problème, peut-être un problème de planiation
physique. Par exemple, dans le as de diagnosti de panne, le but est de trouver le
omposant défaillant et une fois que la soure de la panne est repérée, on planie les
ations de réparation ou de remplaement du omposant défaillant.
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3.2 Caratéristiques de l'agent en planiation épistémique
Voii d'abord deux exemples de problème de planiation purement épistémique à
l'aide desquels nous allons dérire tous les paramètres et les notions importantes du
proessus de planiation épistémique.
Exemple 3.2.1 (La fausse pièe)
Une personne A propose un jeu à la personne B. A dispose de trois pièes de monnaie qui
ont l'air parfaitement identiques, mais parmi elles se ahe une fausse pièe. Cette fausse
pièe est peut-être plus lourde ou peut-être plus légère, B n'en a auune idée d'avane. A
l'aide d'une balane Roberval (à deux plateaux), A demande à B de déterminer à oup
sûr quelle est la fausse pièe en préisant si elle est plus lourde ou plus légère.
Soit {p1, p2, p3} l'ensemble des trois pièes. Au départ, la personne B ne sait pas quelle
est la fausse pièe, elle sait seulement qu'elle se trouve parmi les trois, 'est sa royane
initiale. En pesant deux pierres, une sur haque plateau, par exemple p1 et p2, les ré-
sultats possibles sont les suivants :
• la balane est équilibrée,
• la balane penhe du té de p1 ;
• la balane penhe du té de p2.
Dans le premier as de gure, B déduit que p3 est la fausse pièe, 'est sa nouvelle
royane. Mais il ne sait pas enore si la fausse pièe p3 est plus lourde ou plus légère
par rapport aux bonnes pièes. Pour le savoir, elle peut la omparer ave l'une des deux
pièes p1 ou p2. Dans les deux autres as de gure, B sait que la fausse pièe est une
des deux pièes qu'elle a pesées, soit p1 soit p2. Pour savoir quelle est la fausse pièe,
elle doit ontinuer en pesant, par exemple, p1 ave p3 ou p2 ave p3. Nous verrons un
peu plus tard une manière de résoudre un tel problème.
Exemple 3.2.2 (Jeu de Mastermind)
Considérons le élèbre jeu de MasterMind. Comme nous allons le voir, le jeu de Mas-
termind est un bon exemple qui illustre quelques-uns des apsets plus omplexes de la
modélisation et la résolution des problèmes de planiation épistémique.
Le mastermind est un jeu lassique à deux joueurs dans lequel le premier joueur, elui
qui fait le ode (odemaker), hoisit un ode seret omposé d'une séquene ordonnée
de quatre pions (c1, c2, c3, c4), dont haun est hoisi à partir d'une série de pions de
six ouleurs. Le deuxième joueur (odebreaker) doit herher le ode seret en pro-
posant de façon répétée une séquene de ouleurs (g1, g2, g3, g4). Après haque essai, le
premier joueur (odemaker) retourne au odebreaker des marqueurs noirs et blans. Un
marqueur noir signie que l'un des pions dans l'essai est dans la bonne position et de
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la bonne ouleur, alors qu'un marqueur blan signie qu'un pion dans l'essai est de la
bonne ouleur mais dans la mauvaise position. Les positions des marqueurs ne sont pas
pertinentes, mais il est d'usage de présenter tous les marqueurs noir avant les marqueurs
blans.
Dans la version originale du jeu, le odebreaker peut faire au maximum 10 essais pour
déouvrir le ode. Le jeu ontinue jusqu'à e que le odebreaker trouve le ode orret
ou jusqu'à e qu'il ait fait le nombre maximal d'essais sans avoir identié le bon ode.
Lorsque le odebreaker a fait 10 essais et n'a pas trouvé le bon ode, le odemaker
gagne, et lorsque le odebreaker a fait 10 ou moins de dix essais et que son dernier
essai est marqué ave 4 noirs, alors le odebreaker gagne. Pour simpliation, nous
onsidérons une instane de Mastermind omposée de seulement 3 pions et 2 ouleurs
qui sont signalés par les symboles × et 2. Après un premier essai (2,2,×), il n'y a
que 6 marques possibles que le premier joueur peut retourner qui sont données dans le
tableau 3.1. Par exemple, si le ode seret est (×,×,2) et le premier essai est (2,2,×),
alors les marqueurs sont {◦, ◦} puisque les trois symboles dans l'essai apparaissent dans
le ode, mais dans des positions diérentes.
ode seret marqueurs
(2,2,2) → {•, •}
(2,2,×) → {•, •, •}
(2,×,2) → {•, ◦, ◦}
(×,2,2) → {•, ◦, ◦}
(2,×,×) → {•, •, ◦}
(×,2,×) → {•, •, ◦}
(×,×,2) → {◦, ◦}
(×,×,×) → {•}
Tab. 3.1  Les réponses possibles après le premier essai (2,2,×) dans un jeu de Mas-
termind à 3 pions et 2 ouleurs.
Dans le adre de la planiation épistémique, nous supposons les hypothèses suivantes :
l'agent est (purement) épistémiquement volitif.
On dit aussi un agent juste urieux, 'est-à-dire un agent qui a une préférene sur la
quantité de onnaissane qu'il possède. Dans e as, la préférene de l'agent assoiée à
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une onnaissane roît ave l'information assoiée (plus l'état de royane est informatif
plus l'agent le préfère), d'où l'axiome suivant.
Axiome 3.2.1 (monotonie informative) [Lan03℄
Pour tous états de royane b et b′. Si b est plus informatif que b′ alors b est préféré à
b′.
La dénition d'agent volitif suppose que l'espae des états de royane B est muni d'une
relation d'informativité, à savoir un préordre ⊑ (au moins aussi spéique/informatif
que). Le hoix de ⊑ varie suivant la nature de B.
Dans l'exemple 3.2.1 de la fausse pièe, la personne B ne s'interresse qu'à sa onnaissane
sur la fausse pièe, en plus elle préfère la royane telle que la fausse pièe est plus lourde
ou plus légère que la royane telle que la pièe est fausse.
l'agent est indiérent à l'état du monde.
Autrement dit, l'agent ne veut pas hanger le monde mais, est intéressé par l'aquisition
d'information sur le monde. Dans l'exemple 3.2.1, la personne B est seulement motivée
par la reherhe de l'information telle que  quelle pièe est fausse, elle n'a pas l'inten-
tion de hanger la fausseté de la pièe. Également dans l'exemple du Mastermind, le
odebreaker n'a pas l'intention de hanger la ombinaison hoisie par le ode maker
mais il veut la trouver.
Axiome 3.2.2 ( indiérene au monde) [Lan03℄
Pour tous états de royane omplets {s} et {s′}, on a {s} ∼ {s′} (où ∼ est la relation
d'indiérene assoiée à ⊑).
l'agent dispose seulement d'ations épistémiques.
(Il ne dispose d'auune ation physique). L'ation peser deux pièes, par exemple p1
et p2 (peser(p1, p2)) est purement épistémique. Elle ne hange pas l'état réel de haune
des pièes mais retourne juste de l'information sur es pièes.
3.3 Ations épistémiques
Nous allons emprunter la dénition de [LC04℄ onernant les ations épistémiques.
Les ations épistémiques sont des ations qui visent à aquérir de l'information oner-
nant le monde, tout ate de pereption ative, de surveillane, de ontrle, de test, de
vériation, d'expérimentation, d'exploration, et..
Les ations épistémiques sont des ations naturelles de la vie humaine, le langage om-
mun les désigne parfois par tests. Les gens qui veulent obtenir leur permis de onduire
passent d'abord des examens de onduite ; lors d'une onsultation médiale, le médein
proède à des tests, et. Le domaine de l'Intelligene Artiielle utilise également les
ations épistémiques dans un problème où un agent a besoin d'une information ou d'une
observation. Par exemple, en faisant des tests, les robots aquièrent des onnaissanes
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qui peuvent être néessaires pour guider leurs ations de déplaement, et qui peuvent
être utilisées dans leur proessus de planiation. Dans un problème de diagnosti de
pannes en ligne, l'ation épistémique peut être vue omme un test du bon fontionne-
ment d'un omposant individuel.
3.3.1 Quelques exemples d'ations épistémiques
Exemple 3.3.1
Ce premier exemple est tiré de [MH69℄. On suppose qu'une personne se trouve dans
une pièe où est plaé un ore-fort. L'objetif de la personne est d'ouvrir le ore-fort.
Évidemment, si elle onnait la ombinaison du ore, elle peut l'ouvrir en omposant
ette ombinaison. Pourtant, la personne ne onnait pas la ombinaison mais elle sait
que ette dernière est érite sur le moreau de papier qui se trouve dans la même pièe.
Dans e as, la personne doit en premier lieu lire le papier pour savoir le ode, puis
omposer le ode et ouvrir le ore-fort. L'eet de l'ation lire a hangé la onnaissane
de la personne (elle onnait maintenant la ombinaison du ore-fort), et grâe à ette
nouvelle onnaissane, elle peut ouvrir le ore-fort.
Ave et exemple, nous pouvons déduire que les ations épistémiques sont souvent uti-
lisées pour avoir des onnaissanes destinées à satisfaire la ondition d'une ation ulté-
rieure.
Exemple 3.3.2
La ommande UNIX ls [EHW
+
92℄ est une ation purement épistémique. En eet, son
exéution au niveau d'un répertoire permet de lister le ontenu de e répertoire. Suppo-
sons que le répertoire parent MENU ontient trois sous-répértoires : ENTREE, PLAT
et DESSERT, qui à leur tour ontiennent haun des hiers montrés par la gure 3.2.
L'exéution de la ommande ls MENU/ENTREE retourne les noms des hiers onte-
nus dans ENTREE tels que rudité, sardine et feuilleté de saumon fumé.
Par ontre, la ommande UNIX rm n'est pas purement épistémique ar elle a pour
eet de supprimer un hier d'un répertoire ou sous-répertoire, elle hange l'état du
répertoire. Par exemple, sous l'eet de la ommande rm MENU/ENTREE/rudité, le
sous-répertoire ENTREE ne ontient plus que sardine et feuilleté de saumon fumé.
Exemple 3.3.3
L'exemple suivant est tiré de [Moo85℄. Un agent veut montrer qu'une solution est aide.
Pour ela, il trempe un papier pH dans la solution. Si le papier pH vire en rouge, il
déduit que la solution est aide sinon elle ne l'est pas. Tremper le papier pH dans la
solution est une ation épistémique ar son exéution n'aete pas l'aidité de la solution
en question mais en donne plutt des informations.
3.3.2 Caratéristiques des ations épistémiques
Les ations informatives ont quelques aratéristiques [MI94, Lan96℄.
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sardine
crudité
feuilleté de saumon fumé
DESSERT
MENU
ENTREE
PLAT
rognon de veau
magret de canard
mousse au chocolat
crumble au fruit
Fig. 3.2  Contenu du répertoire MENU.
• La aratéristique la plus intéressante et la plus importante d'une ation épisté-
mique est le fait qu'elle permet d'aquérir des onnaissanes ou des informations.
Par exemple, après un test des yeux, on sait si le patient voit bien ou non ; après
un examen de onduite, on sait si le andidat est apte à onduire une voiture, et.
• D'autre part, le résultat d'une ation épistémique doit orrespondre à la situa-
tion dans laquelle l'ation est eetuée. Autrement dit, il dépend de l'état réel
du monde. Le résultat peut être toujours le même si l'ation est répétée dans le
même état, on parle alors d'ation épistémique déterministe (ertains l'appellent
test idempotent
1
(ou insensible aux répétitions). Mais une même ation peut aussi
donner des résultats diérents dans le même état, elle est alors non-déterministe.
• L'ation épistémique ne devrait pas aeter la situation à laquelle elle est ap-
pliquée (elle ne hange pas le monde). On dit que l'ation épistémique est non-
intrusive [MI94℄. Dans le as de l'examen de onduite, la apaité réelle du andi-
dat à onduire une voiture ne devrait pas être aetée par l'examen de onduite.
Mais dans ertaines situations de la vie réelle, e n'est pas toujours le as que
la véraité ou la fausseté de la situation à laquelle on fait le test est invariante
sous l'eet de l'ation épistémique. Par exemple, il est possible que l'examen de
onduite rende le andidat nerveux et dû à sa nervosité, il ne passera pas son per-
mis de onduire alors qu'il est vraiment apte à onduire une voiture. Toutefois,
on suppose généralement que les ations épistémiques n'aetent pas la véraité
ou la fausseté de la situation à laquelle on les applique.
Pour résumer, les ations épistémiques sont destinées à hanger la royane de l'agent
et quel que soit leur résultat qui est une information relative au monde, elles ne hangent
1
La terminologie vient de van Linder et al.[LHM94℄
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jamais l'état du monde. La ommunauté du Diagnosti désigne les ations épistémiques
par ations informatives, mesures ou tests.
3.3.3 Classiation des ations épistémiques
Dénition 3.3.1
Une ation épistémique, notée a(ω1, · · · , ωm), est dénie par l'ensemble ni
{ωj , j = 1..m} (ave m ≥ 2) de ses résultats possibles (ou observations). Les
observations peuvent être déterministes ou non-déterministes.
Voii la lassiation des ations épistémiques selon leur résultat (repris de [MI94,
Lan03℄).
les tests binaires :
Les tests binaires, ou tests de vérité ou tests élémentaires forment la lasse la plus simple
d'ations épistémiques. Ces ations ont pour eet de faire onnaître la valeur de vérité
d'une ertaine variable dont le résultat est de type vrai ou faux [SL03℄. Un test binaire,
noté a(ω, ω¯), est déni par l'ensemble des ses deux résultats {ω, ω¯} mutuellement exlu-
sifs. On peut imaginer l'ation tremper le papier pH dans la solution de l'exemple 3.3.3
omme un test binaire. Dans e as, son exéution retourne deux résultats possibles,
soit ω : le papier pH vire en rouge, soit ω¯ :  le papier pH ne vire pas en rouge .
les tests n-aires
Plus généralement, une ation épistémique peut avoir un nombre quelonque de résultats
non néessairement exlusifs. On appelle test n-aire et on note a(ω1, · · · , ωn) l'ation
épistémique dont les résultats possibles sont ω1, · · · , ωn. Tout test n-aire a(ω1, · · · , ωn)
peut toujours se réérire en utilisant un nombre logarithmique de tests binaires a′(ω, ω¯)
[Lan03℄.
les tests de valeur (ou mesures)
Contrairement au test de vérité, un test de valeur est un test qui donne la valeur d'une
variable dont le domaine est quelonque.
L'ation épistémique tremper le papier pH dans la solution (exemple 3.3.3) peut aussi
être vue omme un test de valeur. Dans e as, les résultats possibles de l'exéution de
l'ation sont toutes les ouleurs auxquelles peut virer le papier pH après l'avoir trempé
dans la solution. Si le papier vire en rouge alors la solution est aide, s'il vire en bleu
alors la solution est basique, et s'il ne vire pas 'est que la solution est neutre.
Pour un deuxième exemple, l'ation épistémique α=prendre la température orporelle
du patient eetuée par le médein peut aussi être vue omme un test de valeur. En
fontion de l'état de santé du patient, le résultat ahé par le thermomètre peut prendre
les valeurs parmi {≤ 36C, 36C < · · · < 37.2C,= 37.2C,> 37.2C}, par exemple. Si
le thermomètre ahe 37.2C (α(X) = 37.2C), le médein déduit que le patient est en
bonne santé, et si le thermomètre ahe > 37.2C ( α(X) > 37.2), le doteur déduit
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que le patient n'est pas en bonne forme, qu'il a peut-être un peu de èvre.
Dans la setion suivante, nous allons dénir e qu'est la préférene épistémique qui
porte sur les états de royane de l'agent sur le monde. En eet, omme l'agent d'un
problème de planiation purement épistémique est indiérent au monde, par ontre
il a des préfére'nes sur la royane. De façon similaire à la dénition des préférenes
sur les états du monde dans la planiation sous inertitude en général, on peut dénir
également les mêmes types préférenes sur les états de royane.
3.4 Préférene épistémique
3.4.1 But épistémique (informatif)
Dans le adre de la planiation épistémique, le but de l'agent onsiste généralement
à aquérir des informations sur le monde. Ce but épistémique peut avoir plusieurs formes
dont voii des exemples souvent renontrés.
Déterminer la valeur de vérité
Dans ertains as de proessus de planiation épistémique, l'objetif de l'agent onsiste
à déterminer la valeur de vérité d'une variable X. Par exemple, on veut trouver le
nombre premier plus prohe de 1.025.003 ou on herhe sur l'annuaire életronique le
numéro de téléphone de Marie Marhand. Plus généralement, il est aussi possible d'avoir
plusieurs variables à déterminer. Par exemple, lors d'une analyse de sang on peut mesu-
rer à la fois plusieurs paramètres tels que la glyémie, l'aide urique, l'hémogramme...
Désambiguation de l'état réel
Dans d'autres as, l'agent veut désambiguiser l'état réel. Autrement dit, il veut disri-
miner le plus possible les états réels possibles onstituant l'état de royane ourant
('est-à-dire les états qui sont suseptibles d'être le vrai état dans le monde atuel).
Dans notre exemple de la fausse pièe (exemple 3.2.1), la personne B essaie de
désambiguïser la fausse pièe à l'aide de la balane de Roberval. Après deux pesées
onséutives, elle sait quelle pièe est la fausse et quelles pièes sont vraies.
Trouver une hypothèse satisfaite parmi une liste d'hypothèses
Soit un ensemble {H1, · · · ,Hp} d'hypothèses qui peuvent être exlusives ou non. Il s'agit
dans le as le plus général de trouver une hypothèse satisfaisante s'il en existe une, et
de reonnaître le as où il n'y en a pas. L'existene d'une unique hypothèse satisfaisante
est garantie si les hypothèses sont mutuellement exlusives. Par exemple, en diagnosti
à base de modèles, les hypothèses étant des ongurations de possibles de pannes (voir
[MI94℄ pour des exemples d'appliation au diagnosti basé sur les modèles).
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3.4.2 Critère d'évaluation du but
En planiation épistémique, les préférenes épistémiques portent sur les états de
royane (la onnaissane de l'agent vis-à-vis de l'état du monde). Un état de royane
est qualié de satisfaisant s'il satisfait le but épistémique. Voii quelques types de pré-
férenes épistémiques élémentaires.
Préférenes épistémiques binaires
Lorsque la préférene de l'agent est binaire, la struture de préférene épistémique G
distingue les états de royane satisfaisants (buts) des états de royane non satisfai-
sants (non buts). Ainsi l'espae des états de royane B est partitionné en deux sous-
ensembles : l'ensemble BG des états de royane buts et l'ensemble B¯G des états de
royane non buts. Pour le as de la fausse pièe, l'ensemble des états de royane buts,
lorsque eux-i sont modélisés de façon ensembliste, est formé par BG = {{p1}, {p2}, {p3}}.
Puis on peut attribuer une valeur 1 lorsque l'état de royane renontré est un état de
royane but et une valeur nulle dans le as ontraire. Voii quelques exemples de pré-
férenes épistémiques binaires :
• Supposons que l'agent s'intéresse à la désambiguation totale.
 pour un état de royane probabiliste, u est de la forme :
∀b ∈ B, u(b) =
{
1 si ∃!s/b(s) = 1
0 sinon
 pour un état de royane ensembliste, la préférene binaire u prend la forme :
∀b ∈ B, u(b) =
{
1 si |b| = 1
0 si |b| > 1
• Supposons que l'agent veut eetuer une disrimination d'hypothèses, non nées-
sairement exlusives H1, · · · ,Hp, où H est un sous ensemble de S. Si on onsidère
un modèle ensembliste, la fontion d'utilité u orrespondant est égale à
∀b ∈ B, u(b) =
{
1 si ∃j tel que b ⊆ Hj
0 sinon
Autrement dit, si b est inlu dans l'une des hypothèses, l'utilité qui lui est assoiée
est égale à 1, et s'il n'est inlut dans auune hypothèse, son utilité est nulle.
Cette forme de préférene ne permet qu'une distintion entre états de royane buts et
états de royane non but. C'est e qu'on utilise dans les problèmes de la fausse pièe
ou Mastermind.
Fontion d'utilité épistémique
La struture de préférene épistémique peut aussi être modélisée quantitativement par
une fontion d'utilité épistémique R dénie par :
R : B → V al,
Préférene épistémique 73
où l'ensemble V al est généralement une partie de IR.
L'utilité assoiée à un état de royane mesure la qualité de l'information ontenue
dans et état de royane. Plusieurs hoix peuvent être faits pour mesurer une telle
préférene. Voii quelques as spéiques de fontion d'utilité épistémique R(·) que l'on
peut assoier aux états de royane d'un modèle probabiliste.
• La première forme R1(·) onsiste à réompenser l'agent du fait qu'il ait désambi-
guïsé l'état réel. Dans e as, on utilise une appliation partiulière r dénie sur
les états réels s ∈ S qui assoie une valeur positive à haque état s. Autrement
dit, r : S →]0,+∞[, et
R1(b) =
{
r(s) si b(s) = 1
0 sinon
• La deuxième forme R2(·) généralise R1(·). Elle est utilisée lorsque l'on herhe
à désambiguiser partiellement l'état du monde. Dans e as, soit l'ensemble {<
X1, α1 >, · · · , < Xq, αq >} où haque Xi est un sous-ensemble non vide de S
et haque αi un nombre réel positif exprime la réompense obtenue si Xi est
satisfait. Alors, l'utilité épistémique assoiée à l'état de royane b est égale à la
valeur maximale des réompenses assoiées aux Xi ertainement vrais dans b.
R2(b) =
{
max{αi tels que ∃Xi, b(Xi) = 1}
0 sinon
• La fontion de réompense peut être aussi basée sur une mesure d'information
omme l'entropie
 si l'état de royane est probabiliste, on peut dénir
R3(b) = log(|S|)−H(b),
où H(b) =
∑
s∈S −b(s) · log(b(s)) est l'entropie de Shanon.
 si l'état de royane est ensembliste, on peut dénir
R3(b) = |S| − log(|b|)
Remarquons ependant que nous n'avons pas proposé l'utilité espérée sahant l'état de
royane b dans la liste de fontion d'utilité épistémique. Cette dénition n'est pas adap-
tée au adre purement épistémique. La raison est que les utilités épistémiques doivent
être assoiées au ontenu épistémique des états de royane, et doivent augmenter ave
la quantité d'information ontenue dans es états de royane, e qui n'est pas le as
ave l'utilité espérée. Par exemple, supposons que S = {s1, s2}. Si r(s1) < r(s2), l'état
de royane dans lequel nous savons ave ertitude que l'état réel est s1 aurait une
réompense minimale, e qui viole le prinipe que plus l'état de royane est informatif,
plus il est préféré.
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Utilité qualitative épistémique
Une utilité qualitative épistémique est une fontion µ dénie par
µ : B → [0, 1]
qui, à haque état de royane b ∈ B, exprime l'intensité de préférene assoiée à b.
Supposons que le but de l'agent onsiste à déterminer la valeur de vérité d'une va-
riable X. Soit l'ensemble {〈Xj , λj〉}j=1,··· ,q, où haque Xj est un sous-ensemble non
vide de S assoié à un degré de priorité λj ompris entre 0 et 1 (0 < λj ≤ 1). Les λj
sont des degrés de néessité qui expriment à quel point il est important que Xj soit
ertain. Le degré d'appartenane d'un état de royane b à l'ensemble X est donné par
le maximum de degrés d'inlusion oue [DP88℄ :
µ(b) = max
Xj∈X
max{1 − λj , N(b ⊆ Xj)} (3.1)
où N(β ⊆ Xj) = 1−Π(b ∩ X¯j).
3.5 Politique épistémique
Une fois l'objetif xé, l'étape importante de la planiation épistémique onerne
la onstrution d'une politique d'ations épistémiques, appelée politique épistémique,
qui permet d'aquérir de nouvelles onnaissanes sur le monde onduisant à la n au
but épistémique que l'agent s'est xée. Avant de dérire la solution du problème de
planiation épistémique, nous allons introduire un type spéial d'ation.
3.5.1 Ation de terminaison
Pour des raisons d'ordre tehnique, en plus des ations purement épistémiques nous
onsidérons un autre type d'ation, appelé stop. L'ation stop n'est pas une ation
épistémique mais plutt une ation de terminaison. Elle est généralement appliquée
une fois que l'agent a aquis susamment d'informations pour arrêter le proessus de
planiation épistémique. Une fois l'ation stop exéutée, auune autre ation ne peut
plus être eetuée. L'ation stop n'a auun oût et ne produit auune observation.
3.5.2 Politique épistémique sous forme d'arbre de déision
En planiation épistémique, l'état réel est partiellement onnu à haque instant.
Dans e as, il est impossible de dénir une politique sur les états réels et la solution est
de travailler sur l'espae des états de royane B. Soit l'état de royane initial b0. Si on
onsidère un horizon égal à 1, une politique épistémique sera formée d'une ation pour
et état de royane, puis quel que soit le résultat, l'agent exéute stop pour arrêter.
Notons δ(b0) ette ation. Intéressons nous maintenant à la politique d'horizon 2. En
partant de b0, l'agent ommene par une ation a = δ(b0), obtient une observation ω
et se trouve dans le nouvel état de royane bωa . Il hoisit alors une ation a1 = δ(bωa ).
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On voit que la deuxième ation de l'agent dépend de l'observation ω perçue. Ce qui fait
que la politique est une sorte de plan onditionnel aux observations.
Ainsi, une politique épistémique pour un état de royane b peut se représenter, de
façon ompate, sous la forme d'un arbre de déision omme elui de la gure 3.3 (une
politique à quatre ations épistémiques a1, a2, a3 et trois observations ω1, ω2 et ω3). Un
n÷ud de profondeur t de l'arbre indique l'ation épistémique à exéuter à l'étape t,
les ars partant de e n÷ud indiquent les observations possibles résultant de l'ation
épistémique et les feuilles de l'arbre sont des ations stop. L'exéution d'une politique
épistémique δ de profondeur N à partir d'un état de royane b onsiste essentiellement
à traverser l'arbre représentant la politique en partant de la raine en suivant, tour à
tour, des noeuds ation et des ars observation. Quand on arrive à un noeud, on
exéute l'ation assoiée à e noeud, puis en fontion de l'observation reçue, on passe
au noeud suivant assoié à l'observation.
PSfrag replaements
a1
a2
a2a2 a3
a4
ω1
ω1
ω1
ω1
ω2
ω2
ω2ω2
ω2
ω3ω3
ω3
ω3
stopstopstopstop
stopstop stopstop
Fig. 3.3  Une politique épistémique δ
D'une manière équivalente, une politique δ peut être vue omme une fontion partielle δ
assoiant une ation à l'ensemble ni des séquenes de paires d'ation et d'observation :
δ() est la première ation de la politique, et δ(a1, ω1, . . . , at, ωt) est l'ation à appliquer
après avoir exéuté les ations a1, . . . , at et observé les observations ω1, . . . , ωt.
Partiulièrement, lorsque les ations épistémiques sont déterministes, appliquer deux
fois la même ation sur la même branhe de la politique δ donne deux fois la même
observation. Ainsi, sur une branhe donnée de δ, si une ertaine ation a apparaît,
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l'appliquer à nouveau ne hange pas l'état de royane, ainsi toute ourrene de a
autre que la première peut être enlevée sans hanger l'état de royane. Dans e as, la
politique a une profondeur maximale |A|+ 1 (ar il y a en plus l'ation de terminaison
stop pour arrêter le proessus).
La gure 3.4 montre un arbre représentant une politique épistémique quelonque pour
le problème de la fausse pièe. Pour trouver la fausse pièe, la personne B hoisit de
peser en premier les pièes p1 et p2. Et en fontion du résultat, elle hoisit deux autres
pièes. Par exemple, lorsque les pièes p1 et p2 ont le même poids, il ompare p1 ave
p2 en les pesant pour savoir si la fausse pièe p3 est plus lourde ou plus légère. Pour le
jeu de Mastermind (exemple 3.2.2), le but du odebreaker est de aluler une politique
optimale (une stratégie optimale) qui dévoile le ode seret ave un nombre minimum
d'essais, quelle que soit la valeur du ode seret. La gure 3.5 montre un exemple de
stratégie pour le jeu trouvant à oup sûr le ode en deux étapes.
PSfrag replaements
peser(p1, p2)
peser(p1, p3)peser(p1, p3) peser(p2, p3)
>>
>
==
=
<<
<
stop stopstopstopstopstop
(p1, >) (p2, <) (p3, <) (p3, >) (p2, >) (p1, <)
Fig. 3.4  Une politique épistémique pour le problème de fausse pièe
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Fig. 3.5  Stratégie optimale pour Mastermind ave 3 pions et 2 ouleurs. Les essais
sont olorés en rouge.
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3.5.3 Évaluation d'une politique épistémique
L'évaluation d'une politique épistémique est une étape importante qui permet de
juger de la qualité de la solution retournée. La valeur d'une politique donnée dépend
du but de l'agent, de ses ritères de hoix pour y arriver et de la manière dont il agrège
les préférenes sur ses royanes et les oûts des ations épistémiques.
Dans les modèles de planiation épistémique que nous dérivons dans ette thèse, nous
onsidérons que l'agent proède de la manière suivante.
 Lorsqu'il a susamment d'information, il peut déider d'arrêter la planiation
(étape nale). C'est à e moment qu'il a besoin d'exéuter l'ation stop. Une fois
l'ation stop exéutée, l'agent reçoit une utilité épistémique (numérique ou quali-
tative suivant le modèle onsidéré), dénie dans la sous-setion 3.4.2, qui mesure à
quel point le ontenu épistémique de l'état de royane terminal b est satisfaisant.
 Lorsqu'il se trouve dans une étape intermédiaire, il eetue une ation purement
épistémique quelonque a ∈ A diérente de stop. Nous supposons que l'exéution
d'une ation épistémique induit un oût à l'agent. Le oût c(a) de toute ation
épistémique a est stritement positif et ne dépend pas de l'état de royane b de
l'agent mais de l'ation seulement. Dans le problème réel, le oût d'une ation
épistémique peut être soit le temps d'exéution, soit le oût nanier, soit autres
fateurs. Par exemple, le oût de l'ation épistémique reherher une information
sur google peut être le temps de onnexion durant la reherhe. Un autre exemple,
l'ation faire une analyse de sang a un oût qui est le oût monétaire de la pres-
tation eetuée par le laboratoire.
Les oûts peuvent être xes, ou varier en fontion de l'état initial et/ou du résultat
de l'ation épistémique, mais aussi il se peut que ertaines ations épistémiques
aient des oûts variables selon l'agent qui l'exéute. Dans notre as, nous suppo-
sons que les oûts des ations épistémiques sont xes.
Étant donnée une politique épistémique et l'état de royane initial de l'agent, l'exéu-
tion de ette politique engendre un arbre orrespondant aux états de royane aes-
sibles. Selon l'approhe dérite i-dessus, on assoie des utilités aux états de royane
naux atteints et des oûts aux ations épistémiques intermédiaires. Ce qui fait que
haque trajetoire engendrée par la politique a une utilité et la valeur de la politique
n'est autre que la valeur agrégée des trajetoires qu'elle engendre. Nous verrons plus en
détail dans les hapitres suivants la méthode d'évaluation d'une politique épistémique,
notamment pour les modèles stohastique, ensembliste et possibiliste.
3.6 Conlusion
Nous avons dérit dans e hapitre les diérents paramètres permettant de dénir
le adre de la planiation épistémique. Nous avons dérit partiulièrement les ara-
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téristiques d'un agent de la planiation épistémique. C'est un agent épistémiquement
volitif, indiérent par rapport au monde et ne s'intéressant qu'à sa royane. Il ne dis-
pose et n'eetue que des ations purement épistémiques. Quant à es dernières, nous en
avons donné les notions importantes, leurs aratéristiques et leurs diérentes lasses.
Nous avons aussi représenté les préférenes épistémiques et les diérents formes qu'elles
peuvent prendre selon l'approhe onsidérée. Enn, nous avons dérit la solution d'un
problème de planiation épistémique : la politique épistémique qui peut être représen-
tée par un arbre de déision dont les n÷uds sont étiquetés par les ations épistémiques
et les ars sont indiés par des observations en retour des ations épistémiques.
Connaître les diérents paramètres ne sut pas pour dérire le adre de la plania-
tion épistémique. Il faut ensuite dérire un modèle susamment expressif et orant
un adre mathématique rigoureux pour pouvoir modéliser le omportement d'un agent
voulant aquérir de l'information de façon optimale dans un environnement partielle-
ment observable. Nous allons proposer dans les deux hapitres suivants trois modèles de
planiation purement épistémique. D'abord, le hapitre 4 dérit le adre des Proessus
Déisionnels de Markov Épistémiques (PDME) [SLR07℄ qui est un modèle probabiliste
de la planiation épistémique. Ce modèle ressemble un peu au adre des PDMPO.
Nous verrons plus en détail les aspets qui font la diérene entre les deux adres. Une
politique épistémique optimale d'un PDME est une politique d'ations épistémiques
dont l'espérane des utilités épistémiques le long des trajetoires est maximale. Puis le
hapitre 5 dérit deux autres modèles de la planiation épistémique : l'ensembliste et
le possibliste. Ces modèles servent d'alternative lorsque l'agent est fae à un problème
où il n'y auune donnée probabiliste.
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Chapitre 4
Proessus Déisionnel de Markov
purement Épistémique (PDME)
4.1 Introdution
Dans e hapitre, nous allons dérire le modèle stohastique, appelé Proessus Dé-
isonnel de Markov Épistémique (PDME) [SLR07℄ que nous avons proposé, pour les
problèmes de planiation dans l'inertain purement épistémiques. Le adre des PDME
est un modèle stohastique permettant de résoudre un problème d'aquisition d'infor-
mations en environnement partiellement observable. Dans e adre, l'agent ne onnait
pas parfaitement les états du monde mais fait usage de sa onnaissane sur le monde, ex-
primée par une distribution de probabilité sur les états, à haque étape. Moyennant des
ations épistémiques, il aquiert de nouvelles informations à l'aide desquelles il révise ses
onnaissanes préédentes. Le prohain état de royane est stohastiquement déterminé
par l'ation ourante, l'observation ourante et l'état de royane ourant. Étant donné
que la planiation épistémique est une planiation ave des informations inomplètes
et dont l'environnement est partiellement observable, les solutions d'un PDME sont des
politiques qui déterminent les ations épistémiques à eetuer en fontion des résultats
à haune des étapes préédentes. Une politique optimale d'un PDME est une politique
qui maximise un ertain ritère mesurant un ompromis entre le oût des ations ee-
tuées et la préision des états de royane auxquels elle permet d'aboutir. Avant de
rentrer dans le détail, remarquons que le adre des PDME est un adre qui se rappro-
he de elui des PDMPO [Ast65, Son71, CKL94℄. Les deux adres sont utilisés pour
les problèmes de planiation en environnement partiellement observable, mais sont
néanmoins diérentes. La première diérene onerne les ations qu'ils utilisent. Dans
un PDME, les ations sont toutes purement épistémiques ar l'agent n'agit pas sur le
monde mais veut simplement aquérir de nouvelles onnaissanes sur e dernier. Dans
un PMDPO, les ations sont à la fois physiques et épistémiques. L'agent agit sur le
monde (apset physique des ations), et aquiert de l'information sur l'état, mal onnu,
du monde (aspet épistémique des ations). La deuxième diérene entre les adres
PDME et PDMPO onerne la fontion de réompense. Dans un PDMPO, la fontion
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de réompense est dénie sur les états réels et une fois que le nouveau PDM sur les états
de royane est formé, la réompense assoiée à un état de royane n'est autre que l'es-
pérane de l'utilité des diérents états réels ompatibles ave et état de royane. Par
ontre, la fontion de réompense d'un PDME est dénie diretement sur les états de
royane ar elle est assoiée aux ontenus épistémiques des états de royane. Nous
verrons plus en détail dans la sous-setion 5.2.1 ette notion de fontion de réompense
d'un PDME. Alors que la notion d'ation épistémique est une restrition de la notion
d'ation dans un PDMPO, la fontion de réompense épistémique généralise elle des
PDMPO.
Le présent hapitre est organisé de la manière suivante. Dans un premier temps, nous
allons présenter le formalisme des PDME à horizon ni. Nous dénirons la notion de
valeur d'une politique épistémique solution d'un PDME, et dérirons un algorithme
permettant de aluler ette valeur. Nous prouverons que déider de l'existene d'une
politique de valeur supérieure à un seuil pour les PDME à horizon ourt est PSPACE-
omplet  e qui signie que les PDME sont aussi omplexes à résoudre que les PDMPO
en général. Puis, nous nous onentrons sur le as spéique des PDME où les obser-
vations sont entièrement ables. Dans e as, le problème de l'existene d'une politique
est seulement NP-omplet, et trouver une politique pour un tel PDME déterministe
est un problème d'optimisation NPO-omplet
1
. Nous prouvons que e problème n'est
pas dans APX : il n'existe auun algorithme qui retourne des solutions approximatives
ave une perte de performane bornée, en temps polynomial.
4.2 Formalisme de PDME à horizon ni
Formellement, un PMDE à horizon ni [SLR07℄ peut être représenté par le tuple
< H,S,A,Ω,R, O, b0 > dans lequel :
• H est l'horizon ni de taille N du proessus,
• S est un ensemble ni d'états,
• A est un ensemble ni d'ations purement épistémiques,
• Ω est un ensemble ni d'observations ω,
• R : B ×A → R est la fontion de réompense dénie diretement sur les états de
royane.
• O est la fontion d'observation reliant haque ouple état/ation à l'observation.
• b0 représente l'état de royane initial qui est une distribution de probabilité sur
S.
Un PDME à horizon ni ressemble un peu à un PDMPO à horizon ni. Dans e adre,
l'agent ne onnait pas l'état réel du système. Sa royane ourante est modélisée par un
état de royane probabiliste b et ses ations sont toutes purement épistémiques. Quand
une ation épistémique a ∈ A est appliquée dans l'état s, son résultat est dérit par une
fontion d'observation O, qui peut prendre deux formes.
1
NPO est la ontrepartie de la lasse de déision NP pour les problèmes d'optimisation([ACG
+
99℄).
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D'une part, la fontion d'observation O peut être déterministe. Dans e as O est une
appliation dénie par :
O : S ×A → Ω (4.1)
telle que l'observation ω = O(s, a) est retournée quand on applique a dans s.
D'autre part, O peut être stohastique. Dans e as elle est dénie à partir d'une dis-
tribution de probabilité Pr(·|s, a) sur Ω par :
O : S ×A× Ω→ [0; 1] (4.2)
On note O(s, a, ω) = Pr(ω|s, a) la probabilité d'observer ω quand l'ation a est ap-
pliquée dans s. Remarquons que puisque l'état s ne hange pas après y avoir appliqué
l'ation a, O(s, a, ω) peut aussi être interprétée omme la probabilité d'observer ω quand
a a été appliquée et qu'on aboutit dans l'état s, e qui est la dénition de la fontion
d'observation dans le adre des PDMPO.
À la diérene d'un PDMPO, nous n'avons pas mis la probabilité de transition entre
les états dans la liste des paramètres d'un PDME. En eet, étant donné que les ations
d'un PDME sont toutes épistémiques et que elles-i ne hangent pas l'état réel du
monde, la probabilité de transition p entre les états est une identité :
∀a ∈ A, p(s′|s, a) =
{
1 si s = s′
0 si s 6= s′. (4.3)
4.2.1 Révision de l'état de royane dans un PDME
La forme de révision de l'état de royane par l'observation en retour d'une ation
épistémique est la même pour les deux formes de fontion d'observation. La fontion
d'observation déterministe est un as partiulier de la fontion d'observation probabiliste
(probabilité 1 ou 0).
Soit un PDME général. Après l'exéution d'une ation épistémique a ∈ A (diérente de
stop), l'environnement retourne une observation ω ∈ Ω de probabilité O(s, a, ω). Puis,
l'état de royane b de l'agent hange en bωa .
Dans un PDMPO, le nouvel état de royane bωa se alule omme suit [Son71℄ :
∀s′ ∈ S, bωa (s′) =
O(s′, a, ω) ·∑s∈S (p(s′|s, a) · b(s))
p(ω|b, a)
où le fateur de normalisation p(ω|b, a) est indépendant de s′ et est égal à
p(ω|b, a) =
∑
s′∈S
O(s′, a, ω) ·
∑
s∈S
(
p(s′|s, a) · b(s))
Or dans le adre des PDME, la probabilité de transition p entre les états est simpliée
(voir equation 6.1), e qui simplie aussi le alul de bωa . Finalement, la révision d'un
état de royane dans un PDME devient :
bωa (s
′) =
O(s′, a, ω) · b(s′)
p(ω|b, a) , ∀a, ω, b et ∀s
′ ∈ S, (4.4)
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où le fateur de normalisation p(ω|a, b) est égal à :
p(ω|b, a) =
∑
s′∈S
O(s′, a, ω) · b(s′), ∀a, ω, b. (4.5)
Étant donné l'état de royane b, l'exéution de l'ation a et l'observation ω en
retour, on peut dénir la probabilité de transition entre état de royane ourant et
état de royane suivant
Pr(b′|b, a) =
∑
ω∈Ω|b′=bωa
p(ω|b, a) (4.6)
où p(ω|b, a) est alulée à l'aide de l'équation 4.5.
Exemple 4.2.1 (Jeu de devinette)
Considérons six boîtes numérotées de 1 à 6 (S = {s1, s2, s3, s4, s5, s6}). Un individu A a
ahé au hasard un objet dans une de es boîtes. Un individu B doit trouver le numéro
de la boîte où est ahé et objet. Pour ela, il a le droit de poser des questions auxquelles
l'individu A doit répondre par OUI ou NON. La question est du type Ce numéro est-il
dans l'ensemble {x1, x2, · · · } ?. B dispose de trois questions possibles a1 = {1, 2, 3},
a2 = {1, 4} et a3 = {2, 6}. On peut onsidérer que haque question posée par l'individu
B a un oût (de 1 euro par exemple). En outre, supposons que l'individu A a un trou
de mémoire et il ne se souvient pas vraiment du numéro de la boîte où il a mis l'objet.
Les réponses possibles en retour des questions sont {oui, non} mais ne sont pas ables.
Voii la fontion d'observation assoiée au problème :
O(s, a, ω) =
{
3
4 si (s ∈ a et ω = oui) ou si (s /∈ a et ω = non),
1
4 sinon.
B ne onnait pas le numéro de la boîte ontenant l'objet, mais il peut représenter sa
royane à l'aide d'un veteur de probabilité. Au début, il sait seulement que la boîte
reherhée est parmi {s1, s2, s3, s4, s5, s6}, e qui peut être traduit par l'état de royane
initial uniforme b0 = 〈16 , 16 , 16 , 16 , 16 , 16 〉. En partant de l'état de royane initial et en
eetuant les ations a1, a2 et a3, plusieurs états de royane sont aessibles.
Par exemple, nous allons aluler l'état de royane boa1 résultant après avoir appliqué
a1 et observé o. Comme p(o|s1, a1) = 34 , b(s1) = 16 et p(o|b, a1) = 12 (la somme de
p(o|s, a1) · b(s), ∀s ∈ S),
boa1(s1) =
3
4 · 16
1
2
=
1
4
boa1(s2) = b
o
a1(s3) = b
o
a1(s1) =
1
4
boa1(s4) =
1
4 · 16
1
2
=
1
12
boa1(s5) = b
o
a1(s6) = b
o
a1(s4) =
1
12
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Finalement, on a boa1 = 〈14 , 14 , 14 , 112 , 112 , 112〉. On proède de la même façon pour obtenir
bna1 = 〈 112 , 112 , 112 , 14 , 14 , 14〉. Les observations peuvent être itérées :
bo,oa1,a2 = 〈 920 , 320 , 320 , 320 , 120 , 120 〉, bo,na1,a2 = 〈 328 , 928 , 928 , 128 , 328 , 328 〉, et ainsi de suite.
4.3 Utilité d'une politique épistémique d'un PDME
La solution d'un PDME est une politique épistémique. Comme nous avons dérit
dans le hapitre préédent, ette politique épistémique peut être représentée par un
arbre de déision. Mais tout arbre représentant une politique épistémique d'un PDME
a une partiularité, 'est que haque ar de l'arbre a haun une probabilité qui est la
probabilité de l'observation étiquetant et ar. La valeur d'une politique donnée dans
un état de royane initial donnée prend alors en ompte l'utilité de haque trajetoire
qu'elle induite et sa probabilité d'ourrene.
Soit δ une politique xée d'un PDME et b0 l'état de royane initial. Nous allons dérire
omment aluler l'utilité de δ en partant de l'état de royane b0.
Dénition 4.3.1 (Utilité d'une politique d'un PDME)
L'utilité de la politique δ appliquée à l'état de royane initial b0 est l'espérane de la
somme des réompenses reçues le long de toutes les branhes :
V δ,P r(b0) = E
[ N∑
t=0
R(bt, at)|b0, δ
]
. (4.7)
Le alul exat de l'utilité d'une politique δ dans l'état de royane initial b0 se fait
en deux temps : le alul des états de royane orrespondant à haque noeud de la
politique ( alul forward) et, le alul de l'utilité de la politique en partant des feuilles
orrespondant aux états de royane naux (bakwards).
• En appliquant la politique δ dans l'état de royane initial b0, nous pouvons onstruire
itérativement (alul forward) l'arbre orrespondant aux états de royane aessibles.
À la raine de l'arbre est attahé l'état de royane b0, et pour haque noeud assoié à
l'état de royane b et à l'ation a = δ(b), l'état de royane attahé au noeud sues-
seur sahant l'observation ω est bωa . Ainsi, à haque état de royane feuille (nal) bf de
l'arbre des états de royane est assoié une trajetoire τ =< b0, b
ω(b0)
δ(b0)
, · · · , bf >. Soit
TRAJδb0 l'ensemble des trajetoires possibles résultant de l'appliation de la politique
δ dans b0. Chaque trajetoire τ ∈ TRAJδb0 peut être évaluée et est graduée en fontion
de sa probabilité.
Soit la politique δ montrée par la gure 4.1 pour le jeu de devinnette (exemple 4.2.1). La
gure 4.2 montre le support des états de royane aessibles en appliquant la politique
δ dans b0 = 〈16 , 16 , 16 , 16 , 16 , 16〉.
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Fig. 4.1  Une politique épistémique δ
Dénition 4.3.2 (Valeur d'une trajetoire)
Soit une politique δ et l'état de royane initial b0. La valeur v(τ) de toute trajetoire
τ =< b0, · · · , bf >∈ TRAJδb0 est égale à la réompense assoiée à l'état de royane nal
bf de la trajetoire moins la somme des oûts des ations intermédiaires, soit
v(τ) = R(bf )−
∑
b∈τ/b6=bf
c(δ(b)) (4.8)
Propriété 4.3.1 (Probabilité d'une trajetoire)
La probabilité de haque trajetoire τ ∈ TRAJδb0 est égale au produit des probabilités de
transition entre les états de royane de ette trajetoire :
Pr(τ) =
∏
b∈τ |τ∈TRAJδb0
Pr(bω(b)δ(b) |b, δ(b)) (4.9)
où Pr(bω(b)δ(b) |b, δ(b)) est donnée par la formule 4.6.
Ainsi, la politique δ peut être évaluée par l'espérane de la valeur des trajetoires in-
duites :
V δ,P r(b0) =
∑
τ∈TRAJδb0
Pr(τ)× v(τ) (4.10)
• L'utilité V δ,P r(b0) d'une politique δ peut être alulée réursivement vers l'arrière
(bakwards), en onsidérant les réompenses attahées aux états de royane naux et
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Fig. 4.2  États de royane aessibles par la politique δ
le oût de toutes les ations intermédiaires.
Pour tout état de royane b orrespondant à haque noeud de l'arbre :
 si b est un état de royane nal (orrespondant à une feuille), la valeur de la
politique est égale à la réompense immédiate R(b),
V δ,P r(b) = R(b, stop) = R(b). (4.11)
 si b n'est pas un état de royane nal, la valeur de la politique est égale à moins
le oût c(δ(b)) de l'ation ditée par la politique pour l'état de royane b, ajouté
de la valeur espérée orrespondant aux étapes suivantes. Dans e as, il faut
onsidérer tous les prohains états de royane possibles en prenant en ompte
leur probabilité d'ourrene Pr(b′|b, δ(b)).
V δ,P r(b) = −c(δ(b)) +
∑
b′∈B
Pr(b′|b, δ(b)) · V δ,P r(b′)
V δ,P r(b) = −c(δ(b)) +
∑
ω∈Ω(b,δ(b))
Pr(ω|b, δ(b)) · V δ,P r(bωδ(b)). (4.12)
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Algorithme 5 : Evalue(δ, b,R, c) :[V ]
% δ : arbre politique à évaluer
% b : état de royane initial dans lequel on évalue la politique δ
% R : réompense épistémique
% c : oût des ations
% V : valeur de la politique épistémique
si racine(δ) = stop % on se trouve au niveau d'une feuille alors
V ←R(b);
sinon
V ← −c(racine(δ));
pour haque ω ∈ Ω faire
Vω ← Evalue(δ|ω , bωracine(δ),R, c);
V ← V + Pr(ω|b, racine(δ)) · Vω;
retourner V ;
où δ|ω est le sous-arbre de δ issu du ls de la racine(δ) par l'observation ω. Par
exemple, le sous-arbre δ|n de la politique δ de l'exemple 4.2.1 partant de
l'observation n (non) est montrée par la gure 4.3.
Exemple 4.3.1 (jeu de devinette (suite))
Nous allons illustrer le fontionnement de l'algorithme 5 en l'appliquant à notre exemple
de jeu de devinette. Nous allons prendre omme fontion de réompense la fontion R
telle que pour tout état de royane feuille b, R(b) = |S| − H(b). Après alul, nous
obtenons les diérentes réompenses (tableau 4.1) assoiées aux six états de royane
naux aessibles depuis b0 par appliation de δ. En outre, nous supposons que haque
ation épistémique a a un oût c(a) = 1.
La gure 4.4 nous montre le alul bakward de l'utilité de la politique en partant des
états de royane naux et en remontant jusqu'au noeud raine b0. Les valeurs en rouge
indiquent la valeur de la politique dans le noeud alulée à partir des valeurs assoiées à
ses noeuds ls et les probabilités d'observation orrespondantes. À la n de l'algorithme,
on obtient V δ,P r(b0) = 1.76.
4.4 Politique épistémique optimale d'un PDME
Nous avons vu i-dessus omment aluler l'utilité d'une politique donnée d'un
PDME. Mais le prinipal objetif dans un PDME, omme dans tous les autres pro-
blèmes de planiation en environnement inertain et partiellement observable, est de
trouver une politique optimale δ∗.
Dénition 4.4.1 (Politique épistémique optimale d'un PDME)
Une politique épistémique optimale δ∗ d'un PDME, en un état de royane initial b0,
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Politique δ δ|n : Sous-arbre de δ
Fig. 4.3  Exemple d'extration d'un sous-arbre de la politique δ
État de royane nal Réompense assoiée
b3 = 〈 920 , 320 , 320 , 320 , 120 , 120〉 R(b3) = 4.5
b5 = 〈 320 , 120 , 120 , 920 , 320 , 320〉 R(b5) = 4.5
b7 = 〈 352 , 2752 , 952 , 152 , 352 , 952〉 R(b7) = 3.92
b8 = 〈 320 , 320 , 920 , 120 , 320 , 120〉 R(b8) = 4.5
b9 = 〈 152 , 952 , 352 , 352 , 952 , 2752〉 R(b9) = 3.92
b10 = 〈 120 , 120 , 320 , 320 , 920 , 320 〉 R(b10) = 4.5
Tab. 4.1  Tableau des réompenses assoiées aux états de royane naux engendrés
par l'exéution de δ dans b0 (jeu de devinette).
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PSfrag replaements
b0, c(a1) = 1
b1, c(a2) = 1 b2, c(a2) = 1
R(b3, stop) = 4.5 b4, c(a3) = 1 R(b5, stop) = 4.5 b6, c(a3) = 1
R(b7, stop) = 3.92 R(b8, stop) = 4.5 R(b9, stop) = 3.92 R(b10, stop) = 4.5
1
2
1
2
5
12
7
12
5
12
7
12
13
28
15
28
13
28
15
28
V (b4) = (3.92 · 1328 + 4.5 · 1528)− 1 = 3.23
V (b1) = (4.5 · 512 + 3.23 · 712)− 1 = 2.76
V (b0) = (2.76 · 12 + 2.76 · 12)− 1 = 1.76
V (b6) = (3.92 · 1328 + 4.5 · 1528)− 1 = 3.23
V (b2) = (4.5 · 512 + 3.23 · 712)− 1 = 2.76
Fig. 4.4  Illustration du fontionnement de l'algorithme 5 ave l'exemple 4.2.1 du jeu
de devinette
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est une politique dont l'utilité est maximale :
∀δ, V δ∗,P r(b0) ≥ V δ,P r(b0).
Comme préédemment, une politique maximisant V δ,P r(b0) peut être alulée vers
l'arrière ave un algorithme réursif. Cependant, nous avons vu que la taille néessaire
pour exprimer les politiques pour les PDMPO à horizon ni roit exponentiellement ave
N (N taille de l'horizon) autant que roit le nombre des états de royane aessibles
depuis l'état de royane initial (f hapitre 3 setion 3). Il en est de même pour les
PDME. Ainsi, l'algorithme réursif pour aluler une politique optimale pour un PDME
a une omplexité exponentielle (en temps et en espae). La setion 4.5 traite le problème
d'existene d'une politique dans un PDME, nous verrons que e problème est PSPACE-
omplet [SLR07℄ omme dans le as de PDMPO.
4.5 Complexité de la résolution d'un PDME à horizon ni
[SLR07℄
Soit P un PMDE et un nombre réel v, y a-t-il une politique pour P dont l'utilité
est au moins égale à v ? Ce problème est PSPACE-omplet pour les PDMPO généraux
à horizon ourt (quand N ≤ |S|) ([PT87, MGLA00℄2).
Dans ette setion, nous montrons que e problème est également PSPACE-omplet
pour un PDME à ourt terme (et, a fortiori, PSPACE-diile pour un PDME général
à horizon ni)(voir aussi [SLR07℄).
Les résultats de ette setion se fondent en partie sur les résultats de omplexité du
problème de state disambiguation (sd) [CS03℄ :
Dénition 4.5.1 (state-disambiguation)
Soient
 un ensemble Θ = {θ1, . . . , θn} d'états possibles du monde ;
 une distribution de probabilité uniforme p sur Θ ;
 une fontion d'utilité u : Θ→ [0;+∞[ telle que u(θi) est l'utilité obtenue lorsqu'on
est sûr que l'état du monde est θi ;
 un ensemble Q = {q1, . . . , qr} de questions. qj = {qj1, . . . , qjmj} un ensemble de
sous-ensembles de Θ, tel que
⋃
1≤k≤mj qjk = Θ. Lorsque le vrai état du monde
est θi et qu'on pose qj, une réponse est hoisie (uniformement) aléatoirement au
hasard parmi les réponses qjk ontenant θi.
 et soit un nombre maximum M de questions pouvant être posées et une valeur
réelle but G > 0.
Le problème de state disambiguation onsiste à déider s'il existe une politique δ
de profondeur N d'utilité espérée au moins égale à G. Si Prδ(θi) est la probabilité
d'identier θi en utilisant la politique δ, le problème de SD équivaut à déider s'il existe
δ telle que
∑
1≤i≤n p(θi)Prδ(θi)u(θi) ≥ G.
2
De façon équivalente, l'existene d'une politique est PSPACE-omplet quand H est représenté
par un entier odé en unaire dans l'énoné du problème.
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Proposition 4.5.1
sd est PSPACE-dur, même si M ≤ n ([CS03℄).
Remarquons que [CS03℄ ne donnent pas la omplexité exate de sd (mais seulement
un résultat de diulté). Cette omplexité exate dépend de la manière ave laquelleM
est représenté en entrée : si M est exprimé en unaire, ou si M est borné inférieurement
égale (≤) par une fontion polynomiale de n+r, alors sd est dans PSPACE. Ce qui nous
onduit au résultat suivant.
Corollaire 4.5.1
state disambiguation à ourt terme est PSPACE-omplet
3
.
Dénition 4.5.2 (Un PDME à ourt terme)
Un PDME P = 〈H,S,A,Ω,R, O, b0〉 est à ourt terme si la taille de l'horizon est
N ≤ |A|+ 1.
A partir de la Proposition 4.5.1 nous montrons le résultat suivant :
Proposition 4.5.2
l' existene d'une politique pour un PDME à ourt terme est PSPACE-omplet.
Preuve
L'appartenane à PSPACE peut être montrée de façon lassique (et semblable à la preuve
de l'appartenane à PSPACE du problème qbf, ar les deux problèmes ont la même
struture, à savoir, ils onsistent à explorer un arbre de profondeur polynomiale).
La dureté peut être montrée par la rédution polynomiale suivante de sd. Soit SD =
{Θ, p, u,Q,M,G} ave M ≤ |Θ|.
Nous dénissons le PDME à ourt terme P = {H,S,A,Ω,R, O, b0} omme suit :
 H est l'horizon de taille N = M ,
 S = Θ,
 A = Q ∪ {stop},
 Ω =
⋃
1≤j≤r,1≤k≤mj{qjk},
 R est dénie omme :
R(b, qj) = 0,∀qj ∈ Q (l'ation n'a auun oût)
et
R(b, stop) =
{
u(θi) si b(θi) = 1 pour quelque i
0 sinon
.
 O est dénie omme suit : quand la question qj ∈ Q est posée dans l'état θi,
l'observation qjk est retournée ave une probabilité O(θi, qj , qjk) dénie omme
dans le problème SD. L'ation stop ne retourne auune observation.
3
Quand M est exprimé d'une manière ompate (en binaire), alors le problème n'est probablement
pas dans PSPACE mais on peut montrer qu'il est dans EXPSPACE
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 b0 = p,
Alors, nous montrons qu'il existe une politique δ pour SD d'utilité espérée au moins égale
à G si et seulement si il existe une politique orrespondante pour P d'utilité espérée au
moins égale à G.
Notons d'abord que toute politique δ pour SD peut être représentée par le même arbre de
déision de longueur M pour P. De plus, les branhes issues des ations questions ont
la même probabilité dans SD et P. Don, si une feuille de l'arbre est un état désambiguïsé
{θi} dans SD et P, la probabilité Prδ(θi) est la même dans les deux as. En onlusion,
omme les utilités enourues quand l'état θi est désambiguïsé dans le as SD et quand
l'ation stop est appliquée dans la même situation dans P sont égales, l'utilité de la
politique δ dans P est ∑1≤i≤n p(θi)Prδ(θi)u(θi) omme dans le as SD.
Ainsi, toute politique a la même valeur dans SD et P, e qui implique que P résoud SD.
Par onséquent, l'existene d'une politique dans un PDME à horizon ourt est un
problème PSPACE-dur.
Nous avons prouvé que l'existene d'une politique pour les PDME est PSPACE-
omplet dans le as à ourt terme (et a fortiori, PSPACE-dur dans le as général à horizon
ni). Ce résultat est plutt négatif, puisqu'il montre que les PDME sont aussi diiles
à résoudre que les PDMPO généraux. Cependant, nous montrerons que dans un as
spéique où les ations sont déterministes, 'est-à-dire des ations qui nous apportent
des observations ables, (a) tout PDME est à horizon ourt, et (b) le problème de
l'existene d'une politique est seulement NP-omplet.
4.6 Complexité de la résolution d'un PDME déterministe
Nous étudions ii une sous-lasse des PDME dans laquelle la fontion d'observation
est deterministe, 'est-à-dire ω = O(s, a) ∈ Ω. Si nous érivons Sωa = {s ∈ S, O(s, a) =
ω} alors pour toute ation non-terminante a, {Sωa }ω∈O(S,a) forme une partition de S.
Dans e as, la mise à jour de l'état de royane (équation 4.4) s'érit
bωa (s) =
{
b(s)
Pr(ω|a,b) =
b(s)
b(Sωa ) si s ∈ S
ω
a
0 sinon
(4.13)
Dans ette setion nous allons montrer que (i) une politique pour un PDME détermi-
niste (PDMED) à horizon ni peut toujours être exprimée en espae borné par |S|N ,
(ii) la valeur de toute politique peut être alulée en temps polynomial et (iii) une
rédution polynomiale préservant les approximations peut être onstruite à partir du
problème Minimum Set Cover vers le problème PDMED à horizon ni. De (i) et (ii)
nous pouvons tirer que PDMED à horizon ni appartient à NP. De (iii) nous pouvons
déduire que PDMED à horizon ni est NP-omplet et n'admet auune approximation
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polynomiale de qualité xée ar Minimum Set Cover n'en admet pas [LY94℄. Mon-
trons d'abord qu'une politique d'un PDME déterministe peut être exprimée en espae
polynomial.
4.6.1 Expression en espae polynomial d'une politique d'un PDMED
Comme nous avons déjà noté, la taille requise pour exprimer des politiques à N -
étapes d'un PDMPO à horizon ni roît exponentiellement ave N ar e sont des arbres
de profondeur N . La même diulté se pose pour les PDME généraux à horizon ni.
Néanmoins, nous montrons que e n'est pas le as pour les PDMED.
Premièrement, nous montrons que la mise à jour de l'état de royane (equation 4.13)
implique que les états de royane aessibles à toute étape ont une forme partiulière.
Proposition 4.6.1
Soit P un PDMED donné, et soit (a1, ω1, . . . , at, ωt) ave t ≤ N une séquene possible
de paires état/observation. Soit bω1,...,ωta1,...,at l'état de royane aessible après avoir observé
la séquene. Nous avons :
bω1,...,ωta1,...,at (s) =
b(s)
b
(⋂t
i=1 Sωiai
)
si s ∈
t⋂
i=1
Sωiai et 0 sinon. (4.14)
Preuve Nous démontrons le résultat par indution.
C'est vrai pour t = 1, en fait 'est le résultat de l'équation 4.13. Pour haque ouple
d'ation/observation (a, ω), on peut dénir le sous-ensemble Sωa d'états qui lui sont
ompatibles. Si on onsidère la gure 4.5, en appliquant l'ation a dans l'état de royane
b et en observant ω, l'état de royane résultant bωa est déni tel que b
ω
a (s) est nul si s
se trouve en dehors des zones hahurées et bωa (s) =
b(s)
b(Sωa ) sinon.
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PSfrag replaements
s1 s2 s3 · · · sn−2 sn−1 sn
Sωa
Fig. 4.5  Représentation de bωa (s)
Puis supposons que 'est vrai pour t < N et démontrons que 'est vrai pour t + 1.
En appliquant l'équation 4.13 sur b = bω1,...,ωta1,...,at , nous avons
bω1,...,ωt+1a1,...,at+1 (s) =
bω1,...,ωta1,...,at (s)
bω1,...,ωta1,...,at
(Sωt+1at+1 ) si s ∈ Sωt+1at+1 et 0 sinon.
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(c)
(a)
(b)
PSfrag replaements
s1 s2 s3 · · · sn−2 sn−1 sn
Sω1,··· ,ωta1,··· ,at
Sωt+1at+1
Sω1,··· ,ωt,ωt+1a1,··· ,at,at+1
Fig. 4.6  Révision de (a) l'état de royane bω0,··· ,ωta0,··· ,at transformé () en b
ω0,··· ,ωt+1
a0,··· ,at+1 en
prenant en ompte (b) le sous-ensemble Sωt+1at+1
L'hypothèse d'indution implique
bω1,...,ωta1,...,at (s) =
b(s)
b
(⋂t
i=1 Sωiai
)
si s ∈
t⋂
i=1
Sωiai et 0 sinon.
En outre,
bω1,...,ωta1,...,at
(Sωt+1at+1 ) = b
(Sωt+1at+1 ⋂(⋂ti=1 Sωiai ))
b
(⋂t
i=1 Sωiai
) .
Ainsi,
bω1,...,ωt+1a1,...,at+1 (s) =
b(s)
b
(⋂t+1
i=1 Sωiai
) si s ∈ t+1⋂
i=1
Sωiai et 0 sinon.
Nous pouvons illustrer ette preuve par la gure 4.6. Supposons qu'à l'instant t, l'état
de royane est bω1,··· ,ωta1,··· ,at représenté par (a) dans la gure 4.6. Soit l'ation at+1 et
l'observation ωt+1 qui dénit le sous-ensemble Sωt+1at+1 représenté par (b). En appliquant
l'ation at+1 et en observant ωt+1, l'état de royane résultant est représenté par ()
dont la partie double-hahurée est l'intersetion de Sω1,··· ,ωta1,··· ,at et de Sωt+1at+1 . Pour haque s
n'appartenant à e sous-ensemble Sω1,··· ,ωta1,··· ,at ∩ Sωt+1at+1 , bω1,··· ,ωt,ωt+1a1,··· ,at,at+1 = 0.
A partir de la Proposition 4.6.1, nous tirons que ∀t ≤ N et pour toute trajetoire
partielle possible (a1, ω1, . . . , at, ωt), l'état de royane ourant b
ω1,...,ωt
a1,...,at est uniquement
déterminé par l'état de royane initial b et l'ensemble d'états
(⋂t
i=1 Sωiai
)
.
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Maintenant, étant donnée une politique δ, dénissons Sω1,...,ωtδ par
S∅δ = S et
Sω1,...,ωt,ωt+1δ = Sω1,...,ωtδ ∩ Sωt+1δ(a1 ,ω1,...,at,ωt) =
t+1⋂
i=1
Sωiai , ∀t ≥ 0
où pour tout i, ai = δ(a1, ω1, . . . , ai−1, ωi−1).
Alors :
Proposition 4.6.2
Pour δ xée et pour tout t ≤ N , l'ensemble des sous-ensembles non vides de{Sω1,...,ωtδ }(ω1,...,ωt)∈Ωt forme une partition de S.
Preuve Par indution sur t.
• Premièrement, 'est vrai pour S∅δ .
• Supposons que l'ensemble des sous-ensembles non-vides de {Sω1,...,ωtδ }(ω1,...,ωt)∈Ωt
forme une partition de S.
Alors,
{Sω1,...,ωt,ωt+1δ }ωt+1∈Ω est une partition de Sω1,...,ωtδ pour tout ω1, . . . , ωt. Don
l'ensemble des sous-ensembles non-vides de
{Sω1,...,ωt+1δ }(ω1,...,ωt+1)∈Ωt+1 est une parti-
tion de S.
La proposition 4.6.2 implique que, à tout instant t, tous les états de royane a-
essibles sont distints, et ainsi, |S| est un majorant du nombre d'états de royane
aessibles à l'instant t. Cei implique en retour que l'arbre politique orrespondant
à un PDME à horizon ni a une taille bornée par |S|N . Une politique d'un PDME
déterministe peut alors être représentée par un tableau de dimension |S| ×N , dont les
éléments sont des ations, omme montre la gure 4.7. À la ligne t = 1, à tous les états
PSfrag replaements
|S|
N
Fig. 4.7  Politique d'un PDME déterministe représentée par un tableau.
s tels que b(s) > 0 on assoie la même ation δ0. A haque étape t > 1, si l'état de
royane ourant est S
ω1,...,ωt−1
δ alors la prohaine ation sera δ(a1, ω1, . . . , at−1, ωt−1).
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Exemple 4.6.1 (Jeu de devinette : as déterministe)
Maintenant, supposons que l'individu A se souvient parfaitement du numéro de la boîte
où il a mis l'objet. Dans e as, il doit répondre, sans mentir par o ou par n (o=oui,
n=non), à la question posée par B. La fontion d'observation parfaite (déterministe)
est la suivante :
O(s, a, ω) =
{
1 si (s ∈ a et ω = o) ou si (s /∈ a et ω = n)
0 sinon
Les trois ations a1 = {1, 2, 3}, a2 = {1, 4} et a3 = {2, 6} orrespondent alors à :
 Soa1 = {1, 2, 3}, Sna1 = {4, 5, 6}
 Soa2 = {1, 4}, Sna2 = {2, 3, 5, 6}
 Soa3 = {2, 6}, Sna3 = {1, 3, 4, 5}
Soit l'état de royane b0 = 〈16 , 16 , 16 , 16 , 16 , 16〉. Alors on obtient boa1 = 〈13 , 13 , 13 , 0, 0, 0〉,
bna1 = 〈0, 0, 0, 13 , 13 , 13〉, bo,na1,a2 = 〈0, 12 , 12 , 0, 0, 0, 0〉 et bo,n,oa1,a2,a3 = 〈0, 1, 0, 0, 0, 0, 0〉. La Fi-
gure 4.8 (en haut) montre le support des états de royane aessibles par l'appliation
de la politique δ de la gure 4.1. Notons que dans e as déterministe, δ permet de désa-
mbiguïser l'état du monde. On peut aussi représenter la politique δ par le tableau 4.2.
PSfrag replaements
b0 = 〈16 , 16 , 16 , 16 , 16 , 16〉
〈13 , 13 , 13 , 0, 0, 0〉 〈0, 0, 0, 13 , 13 , 13〉
〈1, 0, 0, 0, 0, 0〉 〈0, 12 , 12 , 0, 0, 0〉 〈0, 0, 0, 1, 0, 0〉 〈0, 0, 0, 0, 12 , 12〉
〈0, 1, 0, 0, 0, 0〉 〈0, 0, 1, 0, 0, 0〉 〈0, 0, 0, 0, 0, 1〉 〈0, 0, 0, 0, 1, 0〉
a1
a2a2
a3a3
oo
oo
o
n
nn
n
n
Fig. 4.8  États de royane aessibles après appliation de δ dans b0.
La Proposition 4.6.2 ne nous permet pas enore de dire qu'une politique optimale
pour un PDME à horizon ni a une représentation en espae polynomial, puisque N
peut être exponentiellement long dans la taille de l'entrée. Cependant, le résultat suivant
montre qu'un PDMED a toujours une politique optimale ourte.
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s1 s2 s3 s4 s5 s6
étape 1 a1 a1 a1 a1 a1 a1
Soa1 Sna1
étape 2 a2 a2 a2 a2 a2 a2
So,oa1,a2 So,na1,a2 Sn,oa1,a2 Sn,na1,a2
étape 3 a3 a3 a3 a5
So,n,oa1,a2,a3 So,n,na1,a2,a3 Sn,o,na1,a2,a3 Sn,o,oa1,a2,a3
Tab. 4.2  Représentation de la politique δ par un tableau.
Proposition 4.6.3
Soit P un PDMED et δ une politique de P. Alors il existe une politique δ′ telle que
profondeur(δ′) ≤ |A|+ 1 et V Pr,δ′(b0) ≥ V Pr,δ(b0).
Preuve Quand les ations sont déterministes, appliquer deux fois la même ation sur
la même branhe de la politique δ donne deux fois la même observation. Par onséquent,
sur une branhe donnée de δ, si une ertaine ation a apparaît, l'appliquer à nouveau
ne hange pas l'état de royane, ainsi toute ourrene de a autre que la première peut
être enlevée sans hanger l'état de royane. Soit δ′ la politique obtenue en enlevant tous
les doublons. Les états de royane obtenus par δ et δ′ sont identiques ; δ et δ′ dièrent
seulement en terme de oûts d'ation. Les oûts des ations n'étant jamais négatifs,
nous avons V Pr,δ
′
(b0) ≥ V Prδ(b0). Pour nir, omme haque ation a ∈ A apparaît au
plus une fois sur haque branhe de δ′, la profondeur de δ′ est au plus |A|+ 1.
Ce fait permet de réduire la reherhe d'une politique optimale aux politiques de
profondeur maximale |A|+1. Par onséquent, tout PDMED à horizon ni supérieur ou
égal à |A|+ 1 peut être réduit à un PDMED équivalent mais ourt (dont l'horizon est
|A|+ 1).
Corollaire 4.6.1
Pour tout PDMED P = 〈H,S,A,Ω,R, O, b〉 à horizon ni, il existe une politique opti-
male dont la profondeur est bornée par |A|+ 1.
Le orollaire 4.6.1 et la proposition 4.6.2 prouvent nalement le résultat suivant :
Proposition 4.6.4
Tout PDME P = 〈H,S,A,Ω,R, O, b〉 à horizon ni a une politique optimale qui peut
être représentée en espae O(|S||A|).
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4.6.2 Complexité du problème de l'existene d'une politique pour un
PDMED
Ii, nous allons montrer que l'existene d'une politique pour un PDMED est un
problème NP-omplet.
Montrons d'abord que e problème est dans NP.
Lemme 4.6.1
Le problème de l'existene d'une politique pour PDMED est dans NP.
Preuve Soit P = 〈H,S,A,Ω,R, O, b〉 un problème de PDMED à horizon ni et α
une utilité seuil.
En raison du Corollaire 4.6.1, sans perte de généralité nous pouvons supposer que N ≤
|A|+ 1.
A partir de la Proposition 4.6.4 nous savons qu'il existe une politique optimale δ qui
peut être exprimée en espae |δ| = O(|S||A|).
Maintenant, la valeur V Pr,δ(b) peut être alulée en temps polynomial. En eet, elle
peut être alulée en résolvant suessivement (en partant de la n) les équations
V Pr,δt (b) = R(b, δ(b)) +
∑
ω∈Ω
(
p(ω|b, a) · V Pr,δt+1 (bωa )
)
,
en posant V Pr,δN+1(b) = 0, ∀b ∈ B.
Puisque le nombre d'états de royane pouvant être atteints à partir de l'état initial b en
moins de N étapes est en O(|S||A|), ils peuvent tous être produits en temps polynomial et
le alul vers l'arrière est également en temps polynomial. Ainsi, vérier que V Pr,δ(b) ≥
α peut être fait en temps polynomial, et le problème d'existene de politique pour PDMED
est dans NP.
La NP-diulté du problème d'existene d'une politique pour un PDMED à
horizon ni est maintenant montrée par une rédution polynomiale à partir du problème
minimum set over (MSC), qui est onnu pour être NP-dur ([Kar72℄).
Dénition 4.6.1 (minimum set over)
Une instane du problème minimum set over (MSC) est omposée
 d'un ensemble ni S = {s1, . . . , sn},
 d'une olletion C = {C1, . . . , Cm} de sous-ensembles de S
 et d'une mesure K.
Une solution du problème MSC est un sous-ensemble C′ ⊆ C qui ouvre S, 'est-à-dire⋃
C∈C′ C = S.
La mesure K du problème MSC est K(C′) = |C′|.
La rédution proposée alule une instane PMSC de PDMED pour n'importe quelle
instane MSC :
Soit MSC = 〈S, C〉 une instane de Minimum Set Cover. Nous dénissons l'instane
orrespondante PMSC = 〈H,S,A,Ω,R, O, b0, G〉 de PDMED :
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 H est l'horizon de taille N = K − 1 ;
 S = {s1, . . . , sn} est identique à l'espae d'état de MSC ;
 A = {a1, . . . , am} où aj orrespond à l'ensemble Cj dans le problème de MSC ;
 Ω = {o, n} (o = oui, n = non) ;
 et la fontion déterministe O est dénie par :
O(si, aj) =
{
o si si ∈ Cj
n si si 6∈ Cj
 ∀b, aj, R(b, aj) est dénie par :
(i) R(b, stop) =
{
F si ∃Cj, b(Cj) = 1
0 sinon
où F = nK
et (ii) c(aj) = 1, ∀aj
 b0(si) = 1/n, ∀si ∈ S ;
 et enn G = F −K + 1
Lemme 4.6.2
Il existe une politique δ pour PMSC telle que Vδ(b0) ≥ G si et seulement si MSC est une
instane positive de minimum set over.
Preuve
(i) Montrons d'abord que si MSC est une instane positive de minimum set over
alors il existe une politique δ pour PMSC telle que V Pr,δ(b0) ≥ G.
Soit C′ = {Ci1 , . . . , Ciq} une ouverture pour S de taille au plus égale à K (ainsi,
q ≤ K). Puis, onsidérons la politique suivante δC′ représentée par la gure 4.9 :
ai1 ; si ω = oui alors stop
sinon ai2 ; si ω = oui alors stop
(...)
sinon aiq−1 ; stop
La profondeur de δC′ est q − 1 ≤ K − 1. Considérons n'importe quel noeud terminal
de δC′ . Si la dernière ation exéutée avant stop était aij ave j < q−1, alors le fait que
l'observation retournée après aij est oui implique que l'état de royane nal b est tel que
b(Cij ) = 1, don, R(b, stop) = F (b est un  bon état de royane). Si la dernière ation
eetuée avant stop était aiq−1 , alors il y a deux possibilités. Si l'observation retournée
est oui, alors l'état de royane nal b est tel que b(Ciq−1) = 1, don, R(b, stop) = F .
Si l'observation retournée est non, alors nous savons que l'état réel du monde n'est pas
ontenu dans l'un des ensembles C1, . . . , Cq−1 ; don, omme C est une ouverture de S,
l'état réel du monde doit être dans Cq, dorénavant b(Cq) = 1, et enore R(b, stop) = F .
Ainsi, la réompense liée à haque noeud terminal est F , et haque branhe ontient au
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Fig. 4.9  Politique δC′
plus K − 1 non-stop ations, don, V Pr,δC′ (b0) ≥ F −K + 1.
(ii) Maintenant, montrons que s'il existe une politique δ pour PMSC telle que Vδ(b0) ≥ G
alors MSC est une instane positive de minimum set over.
Soit δ une politique de profondeur au plus K − 1 et telle que V Pr,δ(b0) ≥ F − K + 1.
Soit ai1 , . . . , aiq les ations apparaissant sur la branhe la plus à droite de δ. Alors, nous
armons qu'il existe Ciq+1 telle que {Ci1 , . . . , Ciq+1} est une ouverture de S (de taille
au plus K). Supposons que e n'est pas le as, alors, il existe un état s qui n'appartient
pas à l'un des {Ci1 , . . . , Ciq+1}. Si l'état réel du monde est s alors la branhe obtenue
sera la branhe la plus à droite de δ, et la réompense assoiée à l'état de royane
nal sera 0. Puisque la probabilité de s dans b0 est 1n , la valeur de δ serait au plus
(1− 1n).F = F −K, qui ontredit le fait que V Pr,δ(b0) ≥ F −K + 1. Par onséquent, il
existe une ouverture de S de taille au plus K.
A partir des Lemmes 4.6.1 et 4.6.2 nous obtenons le résultat suivant :
Proposition 4.6.5
Le problème d'existene d'une politique pour un PDMED est NP-omplet.
Ainsi que le résultat de non approximabilité :
Proposition 4.6.6
Trouver une politique optimale de PDMED n'est pas dans APX.
Preuve MSC n'appartient pas à APX ([LY94℄), i.e. auun algorithme polynomial
n'existe qui approhe une solution optimale de MSC ave un ratio de qualité xé. Puisque
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la rédution utilisée dans la preuve du Lemme 4.6.2 préserve les approximations
4
, trou-
ver une politique optimale pour un PDMED n'est pas dans APX.
4.7 Conlusion
Dans e hapitre, nous avons déni le adre des PMDE qui permet de modéliser
stohastiquement les problèmes séquentielle d'aquisition d'information en environne-
ment partiellement observable. C'est un modèle prohe de elui des PDMPO sauf que
les ations sont toutes épistémiques pour pouvoir aquérir de nouvelles onnaissanes
sur le monde, ontrairement à elui des PDMPO qui utilise à la fois des ations aux
aspets à la fois physiques pour ontrler la dynamique du système et épistémiques pour
aquérir de l'information néessaire à la prohaine étape de déision. En outre, le adre
de PDME dière de elui du PDMPO par la forme de la fontion de réompense : la
fontion de réompense est diretement assoiée au ontenu épistémique des états de
royanes de l'agent.
Nous avons aussi dérit un algorithme qui permet de aluler la valeur d'une politique
épistémique xée d'un PDME. Conernant les aspets algorithmiques d'un PDME, nous
avons montré que résoudre un PDME est aussi dur que résoudre un PDMPO en général :
PSPACE-omplet pour des horizons à ourt terme. Néanmoins, lorsque les ations épisté-
miques sont déterministes (fontion d'observation déterministe), le problème d'existene
de politique est seulement NP-omplet. Un des travaux les plus prohes du ntre est
[CS03℄, où il est montré que le problème de désambiguïation d'état est PSPACE-dur.
Notre travail prolonge le leur en fournissant un adre unique pour des problèmes de
métaraisonnement. Nous avons prouvé aussi que quel que soit l'horizon onsidéré (po-
lynomial en |S|, ni, ou même inni), les politiques optimales pour les PDME déter-
ministes ont une taille O(|S||A|) au plus. Ces résultats de omplexité onstituent une
ontribution permettant de rendre plus omplet le domaine de la omplexité générale de
la planiation sous l'inertitude. En outre, omme un PDME est aussi dur à résoudre
qu'un PDMPO général, e résultat nous permet de suggérer qu'il ne pourrait pas être
néessairement sous-optimal de réutiliser des algorithmes de onstrution de politique
pour un PDMPO général pour résoudre des problèmes de planiation épistemique.
Dès fois, on est fae à des problèmes de planiation épistémique où les données dispo-
nibles ne sont pas probabilistes et le adre des PDME n'est pas adapté à la situation.
C'est pour pouvoir résoudre es problèmes que nous allons proposer dans le hapitre
inq deux autres modèles alternatifs au modèle probabiliste de la planiation épisté-
mique : l'ensembliste et le possibiliste. Puis pour haque modèle, nous étudierons leurs
aspets algorithmiques.
4
Pour montrer ei, il sut de noter que la rédution préserve la mesure de qualité de la solution.
Chapitre 5
Modèles ensembliste et possibiliste
pour la planiation purement
épistémique
5.1 Introdution
Dans le hapitre préédent, nous avons détaillé la modèle stohastique que nous
avons développé pour la planiation purement épistémique, à savoir le adre des PDME
[SLR07℄. L'apport d'un tel formalisme est important. Il ore tout d'abord un adre
mathématique rigoureux pour la planiation épistémique en environnement inertain
et partiellement observable. Il permet de modéliser le omportement d'un agent qui
veut aquérir des informations ou de nouvelles onnaissanes dans un monde mal onnu
en exéutant des ations épistémiques. Dans e adre probabiliste de la planiation
épistémique, la onnaissane de l'agent et la fontion d'observation dénissant les eets
des ations épistémiques sont représentées à l'aide de distributions de probabilités. Nous
avons prouvé que le problème d'existene d'une politique d'un PDME dont la valeur
espérée est au moins égale à un seuil est PSPACE-omplet. Lorsque les observations en
retour des ations épistémiques sont déterministes, le problème devient moins diile ;
le problème d'existene d'une politique est seulement NP-omplet.
Dans les problèmes de planiation dans l'inertain, il n'est pas toujours évident de
disposer d'un modèle probabiliste pour représenter les onnaissanes inertaines que l'on
a sur ertaines propriétés du monde. Parfois, on ne peut pas quantier les onnaissanes
inertaines sur le monde mais on peut seulement les ordonner. Dans ertain as, on ne
peut même pas omparer ou quantier es onnaissanes inertaines. C'est pour pouvoir
résoudre des problèmes de planiation épistémique lorsqu'on ne dispose pas de données
probabilistes que nous allons dérire deux modèles, ensembliste et possibiliste dans e
hapitre.
Dans un premier temps, nous allons dérire une version ensembliste d'un PDME, appelé
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isionnel de Markov purement Épistémique Ensembliste (PDMEE). Dans
e modèle, l'agent ne dispose pas de données quantitatives et ne peut même pas om-
parer les onnaissanes inertaines sur le monde. Dans e as, les états de royane de
l'agent à haque instant sont représentés de façon ensembliste (ou binaire), la fontion
d'observation est dénie en terme de orrélation (ensembliste) entre état, ation et ob-
servation, et la fontion d'utilité est binaire. Une fois que le modèle sera déni, nous
dérirons omment évaluer une politique d'ations épistémiques lorsque le modèle de la
planiation est ensembliste. Nous terminons la desription du PDMEE par l'étude de la
omplexité du problème d'existene d'une politique dans un PDMEE non-déterministe
puis déterministe.
Dans la deuxième partie de e hapitre, nous dérirons un modèle possibiliste pour la
planiation épistémique. C'est une version possibiliste du PDME, appelé Proessus
Déisionnel de Markov purement Épistémique Possibiliste (PDMEP). Cette fois, les
états de royane de l'agent sont modélisés par des distributions de possibilité sur les
états du monde et les observations en retour des ations épistémiques sont déterminées
à l'aide d'une fontion d'observation possibiliste. Dans e adre, haque état de royane
nal est évalué par une utilité qualitative qui est un degré d'inlusion d'ensemble ous
[Zad78℄.
5.2 Modèle ensembliste de la planiation purement épis-
témique
Pour ommener l'étude du modèle ensembliste de la planiation épistémique, nous
allons dérire son formalisme.
5.2.1 Formalisme de PDMEE à horizon ni
Un Proessus Déisionnel de Markov purement Épistémique Ensembliste (PDMEE)
est dérit formellement par le tuple < H,S,A,Ω, O,R, b0 > où
• H est l'horizon temporel ;
• S,A,Ω sont les mêmes ensembles que dans le PDME, à savoir l'ensemble des états
du monde, l'ensemble des ations et l'ensemble des observations ;
• O est la fontion d'observation ensembliste ;
• R est la fontion d'utilité épistémique ;
• b0 est l'état de royane initial qui est un sous-ensemble de S regroupant tous les
états suseptibles d'être le vrai état du monde.
Dans le adre d'un problème de planiation épistémique ensembliste, l'agent ne dispose
pas de données quantitatives pour représenter ses onnaissanes inertaines et il ne peut
même pas les omparer. Sa onnaissane est modélisée par un sous-ensemble non vide de
S. Chaque état de royane b à l'instant t est un ensemble formé par les états que l'agent
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roit être possibles à et instant. Après haque exéution d'une ation épistémique a, le
système retourne une observation ω dénie à partir d'une fontion d'observation O. La
fontion d'observation O est dénie par une relation sur S ×A× Ω :
O ⊆ S ×A× Ω, (5.1)
et (s, a, ω) ∈ O signie que l'état s, l'ation a et l'observation ω sont ompatibles.
Nous supposons qu'il existe au moins une observation ompatible pour haque ouple
état/ation.
∀s, a ∈ S ×A, ∃ω ∈ Ω, (s, a, ω) ∈ O
Cette relation de orrélation entre états, ations et observations, dénissant la fontion
d'observation O, peut aussi être traduite en un sous-ensemble de S, noté Sωa , regroupant
tous les états s ompatibles ave l'ation a et l'observation ω (.f. hapitre 2 - sous-
setion 2.5.2). Dans e as,
Sωa = {s ∈ S/(s, a, ω) ∈ O}
Sωa peut éventuellement être vide. Pour l'instant, nous nous plaçons d'abord dans le
adre de planiation épistémique à observations non-déterministes. Dans e as, plu-
sieurs observations diérentes peuvent être ompatibles ave haque ouple d'état/ation
et ∀a ∈ A, {Sωa , ω ∈ Ω} forme un reouvrement de S. En outre, la dénition du sous-
ensemble Sωa est d'une grande importane dans la révision d'un état de royane après
avoir appliqué une ation et observé une observation ω.
Soit l'état de royane ensembliste b, l'ation ourante a et l'observation ω. Soit Sωa =
{s ∈ S/(s, a, ω) ∈ O} l'ensemble des états ompatibles ave a et ω. L'état de royane
bωa résultant après l'appliation de a et l'observation ω est égal au sous-ensemble non-
vide de S dont les états onstitutifs appartiennent à la fois au sous-ensemble b et au
sous-ensemble Sωa . Ainsi,
bωa = b ∩ Sωa , (5.2)
et, on peut montrer que la révision d'un état de royane b après avoir observé une
séquene a1, ω1, · · · , at, ωt est égale à
bω1,··· ,ωta1,··· ,at = b ∩
( ∩ti=1 Sωiai ). (5.3)
On peut représenter shématiquement ette révision par la gure 5.1.
Exemple 5.2.1
Soit S = {1, 2, 3, 4, 5, 6}, Ω = {ω1, ω2, ω3} et A = {a1, a2, a3}, où les ations sont non
déterministes et sont dénies par :
 Sω1a1 = {1}, Sω2a1 = {2, 3, 4, 6}, Sω3a1 = {4, 5} ;
 Sω1a2 = {1, 2, 3}, Sω2a2 = {2, 4, 6}, Sω3a2 = {5} ;
 Sω1a3 = {2, 4}, Sω2a3 = {1, 3}, Sω3a3 = {2, 5, 6}.
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S
∩t−1i=1Sωiai
Sωtat
b
bω1,··· ,ωta1,··· ,at
b
ω1,··· ,ωt−1
a1,··· ,at−1
Fig. 5.1  Calul de l'état de royane résultant bω1,··· ,ωta1,··· ,at (partie double hahurée) à
partir de b et de Sω1,··· ,ωta1,··· ,at
Soit b0 = S l'état de royane initial.
Si on applique l'ation a1 sahant l'état de royane initial b0, on a trois états de
royane résultants possibles selon les observations en retour.
bω1a1 = b ∩ Sω1a1
= {1, 2, 3, 4, 5, 6} ∩ {1}
= {1}
On proède de la même façon pour bω2a1 = {2, 3, 4, 6} et bω3a1 = {4, 5}.
Les observations peuvent être itérées :
bω2,ω1a1,a2 = b ∩ Sω2a1 ∩ Sω1a2
= {1, 2, 3, 4, 5, 6} ∩ {2, 3, 4, 6} ∩ {1, 2, 3}
= {2, 3},
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bω2,ω2a1,a2 = {2, 4, 6}, bω2,ω2,ω3a1,a2,a3 = {2, 6} et ainsi de suite.
5.2.2 Utilité d'une politique épistémique xée d'un PDMEE
Comme dans le as d'un PDME, une politique épistémique d'un PDMEE peut aussi
être représentée par un arbre de déision dont les noeuds sont les ations épistémiques,
les ars qui en partent sont les observations en retour et les feuilles sont des ations stop.
La seule diérene entre une politique d'un PDME et elle d'un PDMEE est que dans
un PDME les ars de l'arbre représentant la politique sont indiés par les observations
assoiées de leur probabilité respetive et que dans un PDMEE les ars sont indiés par
les observations seulement (sans probabilité).
Dans e adre ensembliste, plusieurs ritères peuvent être utilisés pour évaluer une
politique donnée. Parmi eux, nous avons hoisi les deux ritères suivants.
Critère moyenne
Le ritère moyenne permet de nous ramener au as stohastique (PDME) :
 en posant l'état de royane initial probabiliste b0 omme une probabilité uniforme
sur l'ensemble état de royane initial du PDMEE,
 et en onstruisant une probabilité uniforme p(ω|s, a) à partir de la relation de
orrélation O. Lorsque l'état du monde est s et qu'on eetue l'ation épistémique
a, une observation ω est retournée ave une probabilité p(ω|s, a) :
p(ω|s, a) =
{ 1
|{ω′,(s,a,ω′)∈O}| si (s, a, ω) ∈ O
0 sinon.
(5.4)
Soient δ une politique xée d'un PDMEE, b0 l'état de royane initial et TRAJ
δ
b0
l'en-
semble des trajetoires induites par l'appliation de δ dans l'état de royane initial b0.
Dénition 5.2.1 (Utilité d'une politique d'un PDMEE suivant le ritère moyenne)
L'utilité de la politique δ en partant de l'état de royane initial b0 selon le ritère
moyenne est dénie par :
VMoy,δ(b0) =
1
|TRAJδb0 |
∑
τ∈TRAJδb0
v(τ). (5.5)
La valeur de toute trajetoire τ est évidemment égale à la réompense assoiée à l'état
de royane nal de la trajetoire moins la somme des oûts des ations intermédiaires
(f. valeur d'une trajetoire dans un PDME).
v(τ) = R(bf )−
∑
b∈τ et b6=bf
c(δ(b))
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Critère min
Le ritère min ore une approhe prudente en évaluant l'utilité de la politique d'un
PDMEE par elle de la pire trajetoire pouvant être suivie.
Dénition 5.2.2 (Utilité prudente d'une politique d'un PDMEE)
L'utilité prudente de la politique δ xée étant donné l'état de royane initial b0 et l'en-
semble des trajetoires induites est égale à la valeur de la pire des trajetoires possibles :
V Prud,δ(b0) = min
τ∈TRAJδb0
v(τ).
La valeur v(τ) de la trajetoire τ est la même que dans le as moyenne.
L'algorithme 6 alule réursivement la valeur d'une politique donnée δ, selon le ritère
pessimiste, en partant de l'état de royane initial b. Si l'ation ditée par la politique
δ pour l'état de royane b est stop (δ(b) = stop) , alors la valeur de la politique est
égale à la réompense assoiée à l'état de royane b. Mais si l'ation ditée n'est pas
stop, ette ation induit un ensemble d'observations possibles noté Ω(b, δ(b)) et à haque
observation ωi ∈ Ω(b, δ(b)) orrespond une sous-politique de valeur V Prud,δ(bωiδ(b)). La
valeur de la politique δ en partant de l'état de royane b est alors égale à la plus petite
valeur des sous-politiques partant de ωi, moins le oût de l'ation δ(b). Nous illustrons
dans la suite le alul de la valeur d'une politique selon le ritère pessimiste grâe à
l'exemple 5.2.2.
Algorithme 6 : UtilitePrudente(δ, b, c,R) :[V ℄
Entrées :
% δ : arbre politique à évaluer
% b : état de royane initial dans lequel on évalue la politique δ
% c : oût des ations
% R : fontion de réompense
Résultats : V
% V : valeur de la politique épistémique
si racine(δ) = stop % on se trouve au niveau d'une feuille alors
V ←R(b, stop);
sinon
pour haque ω ∈ Ω faire
Vω ← UtilitePrudente (δ|ω, bωracine(δ), c,R) − c(racine(δ));
V ← min{V, Vω};
retourner V ;
Exemple 5.2.2 (suite de l'exemple 5.2.1)
Soit une politique épistémique δ représentée par la gure 5.2 pour l'exemple 5.2.1. Nous
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allons aluler la valeur de ette politique ave le ritère min en partant de l'état de
royane b0 = S. La gure 5.3 dérit les états de royane pouvant être atteints.
Nous supposons que les oûts des ations sont unitaires
c(aj) = 1, ∀j ∈ {a1, a2, a3}
Pour tout état de royane nal, la réompense assoiée est
R(b, stop) = 7− |b|, ∀b
Maintenant, nous pouvons appliquer l'algorithme 6. Les diérents aluls faits par et
algorithme sont illustrés par la gure 5.4. On attahe des réompenses aux états de
royane feuilles et des oûts aux ations intermédiaires. Puis en partant des deux états
de royane naux issus d'un même noeud, on remonte les deux branhes pour aluler
la valeur de la politique assoiée à e noeud. Cette valeur est égale à la valeur minimum
des réompenses des deux états de royane feuilles moins le oût de l'ation à e noeud.
Par exemple, V Prud,δ(b3) = min(V (b6), V (b7)) − c(c3) = 6 − 1 = 5. On fait la même
hose pour les autres paires restants des états de royane feuilles. Le proessus ontinue
jusqu'à atteindre l'état de royane initial b0 qui porte au nal la valeur de la politique
δ, soit ii V Prud,δ(b0) = 2
PSfrag replaements
a1
a2
a3a3
a3stop
stopstopstop
stop stop stopstop stop stop
ω1 ω1
ω1ω1
ω1
ω2 ω2
ω2
ω2
ω2
ω3ω3
ω3
ω3
Fig. 5.2  Un exemple d'une politique δ pour le PDMEE non-déterministe.
5.2.3 Complexité de la résolution d'un PDMEE non-déterministe
Soit P un PDMEE non-déterministe dont b0 est l'état de royane initial et soit α
une utilité seuil. La question qui se pose est : existe-t-il une politique δ pour P telle
que sa valeur V δ(b0) soit supérieure à α ?
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PSfrag replaements b0 = {1, 2, 3, 4, 5, 6}
b1 = {1} b2 = {2, 3, 4, 6} b3 = {4, 5}
b4 = {2, 3} b5 = {2, 4, 6} b7 = {5}
b9 = {3} b10 = {2} b12 = {2, 6}
b6 = {4}
b8 = {2} b11 = {2, 4}
ω1
ω1ω1
ω1
ω1
ω2
ω2
ω2
ω3ω3
ω3
ω3
a1
a2
a3 a3
a3
Fig. 5.3  Arbre représentant les états de royane aessibles par la politique δ (-
gure 5.2, étant donné l'état de royane initial b0 = {1, 2, 3, 4, 5, 6}.
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PSfrag replaements
c(a1) = 1
R(b1, stop) = 6
c(a2) = 1 c(a3) = 1
c(a3) = 1 c(a3) = 1
V (b1) = R(b6, stop) = 6 V (b7) = R(b7, stop) = 6
V (b9) = R(b9, stop) = 6
V (b10) = R(b10, stop) = 6 V (b11) = R(b11, stop) = 5 V (b12) = R(b12, stop) = 5V (b8) = R(b8, stop) = 6
V (b0) = min
[
V (b1), V (b2), V (b3)
]
− c(a1) = 2
V (b2) = min
[
V (b4), V (b5)
]
− c(a2) = 3 V (b3) = min
[
V (b6), V (b7)
]
− c(a3) = 5
V (b4) = min
[
V (b8), V (b9), V (b10)
]
− c(a3) = 5 V (b5) = min
[
V (b11), V (b12)
]
− c(a3) = 4
ω1
ω1
ω1
ω1
ω2
ω2
ω2
ω3
ω3
ω3
Fig. 5.4  Illustration du alul fait par l'algorithme 6 de la valeur de la politique δ (gure 5.2) sahant l'état de royane
initial b0 = {1, 2, 3, 4, 5, 6}.
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Proposition 5.2.1 L'existene d'une politique pour un PDMEE non-déterministe (sto-
hastique) est PSPACE-omplet.
Preuve La preuve est la même que elle utilisée dans le adre du PDME non-déterministe.
De façon similaire, nous pouvons faire la rédution polynomiale du problème de state
disambiguiation [CS03℄ en onsidérant la probabilité d'observation uniforme. Nous
n'allons pas refaire la preuve mais nous invitons le leteur à la voir dans le hapitre 4
setion 4.5.
Pour le ritère min, nous onjeturons que le problème est également PSPACE-
omplet.
5.2.4 Complexité de la résolution d'un PDMEE déterministe
Maintenant, nous allons étudier une sous-lasse des PDMEE dans laquelle la fontion
d'observation O est déterministe. Lorsque l'observation est déterministe, une et une seule
observation est ompatible ave un état et une ation donnés. Dans e as, la fontion
d'observation est déterminée par :
O : S ×A → Ω (5.6)
Sωa = {s ∈ S/ω = O(s, a)} et un état s appartient à Sωa si et seulement si l'ation a re-
tourne toujours l'observation ω lorsque l'état est s. Notons que dans le as déterministe,
{Sωa }ω∈Ω forme une partition de S, pour une ation a xée.
Selon le ritère moyenne
En utilisant le ritère moyenne, nous allons montrer que le problème d'existene d'une
politique pour un PDMEE déterministe est NP-omplet. Notre proposition se fonde sur
les résultats de omplexité du problème de deision tree qui est onnu pour être
NP-omplet [HR76℄.
Dénition 5.2.3 (deision tree [HR76℄)
Une instane DT de problème deision tree est omposée :
 d'un ensemble ni S = {s1, · · · , sn} d'objets ;
 d'un ensemble ni T = {t1, · · · , tm} de tests binaires ;
 d'un entier K positif.
Pour haque test tj, 1 ≤ j ≤ m, et haque objet si, 1 ≤ i ≤ n, on a, soit tj(si) = oui,
soit tj(si) = non, selon que l'objet vérie le test ou non. On peut ainsi érire abusive-
ment tj = {s ∈ S|tj(s) = oui}.
Une solution du problème de DT est un arbre binaire à n feuilles qui identie omplè-
tement tout objet de S.
∀s 6= s′,∃t ∈ T, t(s) 6= t(s′).
La mesure du problème est µ(δDT ) =
∑
τ∈δDT |τ |, où |τ | est le nombre d'arêtes du
hemin τ .
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La question qui se pose dans le problème de deision tree est : existe-t-il un arbre de
test binaire δDT tel que la mesure µ(δDT ) soit inférieure ou égale à K.
Proposition 5.2.2
L'existene d'une politique pour un PDMEE déterministe selon le ritère moyenne est
NP-omplet.
Preuve
La preuve d'appartenane à NP est la même que dans le as de PDME déterministe (f.
hapitre 4 setion 4.6).
Pour la preuve de NP-diulté, nous allons l'eetuer par rédution polynomiale à par-
tir du problème de deision tree.
Soit DT une instane de deision tree. L'instane orrespondante
PDT = 〈H,S,A,Ω, O,R, b0, α〉 de PDMEE déterministe est dénie à partir de :
 H horizon de taille N = m ;
 S = {s1, · · · , sn} ;
 A = {a1, · · · , am} ∪ {stop} (aj orrespond à tj) ;
 Ω = {o, n} (oui, non) ;
 La fontion d'observation déterministe est dénie par
O(si, aj) =
{
o si tj(si) = vrai
n si tj(si) = faux
L'ation stop ne retourne auune observation.
 R est dénie telle que G = {({s1}, r), · · · , ({sn}, r)} est l'ensemble des états de
royane buts et pour tout état de royane b aessible,
R(b, stop) =
{
r tel que |b| = 1
0 sinon
Chaque ation a a un oût c(a) = n.
 b0 est une probabilité uniforme sur S : b0(s) = 1n , ∀s ∈ S,
 α = r − 1nK.
Si δPDT est onstruite à partir de δDT "positive" (toutes les feuilles sont des singletons).
VMoy,δPDT (b0) =
1
|τ |
∑
τ
v(τ) =
1
|τ |
∑
τ
−c(τ) + r
= r − 1|τ |
∑
τ
c(τ)
Or l'arbre solution δDT de DT désambiguise l'état don il a exatement n feuilles, d'où
n branhes : |τ | = n.
En outre,
∑
τ c(τ) = |δDT |, par dénition.
Don VMoy,δPDT (b0) = r − 1n |δDT | si δPDT orrespond à la politique δDT .
On en déduit que |δDT | ≤ K si et seulement si VMoy,δPDT (b0) ≥ r− 1nK et la rédution
proposée permet bien de résoudre DT.
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Selon le ritère min
Maintenant, nous allons montrer que le problème d'existene d'une politique pour un
PDMEE déterministe selon le ritère min est aussi NP-omplet. Notre proposition se
fonde partiulièrement sur le résultat de omplexité du problème minimum height
deision tree qui est onnu pour être NP-omplet [LN04℄.
Dénition 5.2.4 (minimum height deision tree [LN04℄)
Une instane MHDT de problème minimum height deision tree est omposée :
 d'un ensemble ni S = {s1, · · · , sn} d'objets,
 et d'un ensemble ni T = {t1, · · · , tm} de tests.
Pour haque test tj, 1 ≤ j ≤ m, et haque objet si, 1 ≤ i ≤ n, on a, soit tj(si) = oui,
soit tj(si) = non, selon que l'objet vérie le test ou non. On peut ainsi érire abusive-
ment tj = {s ∈ S|tj(s) = oui}.
Une solution du problème de MHDT est un arbre binaire à n feuilles qui identie om-
plètement tout objet de S.
∀s 6= s′,∃t ∈ T, t(s) 6= t(s′).
La mesure du problème n'est autre que la profondeur J de l'arbre binaire.
La question qui se pose est : pour α ≤ m donné, existe-t-il un arbre binaire de pro-
fondeur J ≤ α qui identie omplètement les éléments de S ?
Proposition 5.2.3
L'existene d'une politique pour un PDMEE déterministe selon le ritère min est NP-
omplet.
Preuve La preuve d'appartenane à NPest toujours la même qu'auparavant. Par ontre,
nous allons démontrer la preuve de NP-diulté par rédution polynomiale à partir du
problème de MHDT.
SoitMHDT = 〈S, T 〉 une instane de minimum height deision tree. Nous dénis-
sons l'instane orrespondante P = 〈H,S,A,Ω, O,R, b0, α〉 de PDMEE déterministe :
 H est l'horizon de taille N = m ;
 S = {s1, · · · , sn} est identique à l'espae des objets de MHDT ;
 A = {a1, · · · , aj} ∪ {stop} où aj orrespond à un test appartenant à T ;
 Ω = {o, n} (oui, non) ;
 la fontion déterministe O est dénie par
O(si, aj) =
{
o si tj(si) = vrai
n si tj(si) = faux
et l'ation stop ne retourne auune observation.
 R la fontion de réompense dénie par
R(b, stop) =
{
r si |b| = 1
0 sinon
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Toute ation intermédiaire a a un oût unitaire c(a) = 1.
 b0 = S
 et enn α = r − J
Existe-t-il une politique δP pour l'instane de PDMEE PMHDT orrespondant à l'ins-
tane MHDT telle que son utilité est V Prud,δP (b0) ≥ r − J ?
D'abord, tout arbre de test du problème (MHDT) peut s'érire omme un arbre repré-
sentant une politique δP de PDMEE et vie-versa (haque noeud tj orrespond à une
ation aj et haque ar sortant de tj orrespond à une observation ω ∈ Ω).
Maintenant, nous pouvons montrer qu'une solution δMHDT est de profondeur J si et
seulement si δP (qui a la même profondeur) est d'utilité prudente
V Prud,δP (b0) ≥ r − J .
En eet,
V Prud,δP (b0) = min
τ∈TRAJδPb0
v(τ)
= min
τ∈TRAJδPb0
{r −
∑
b∈τ/b6=bf
c(δ(b))}
Comme δMHDT est solution de MHDT, don tous les états de royane naux sont des
singletons, don sont des états but du PDMEE. En outre, la somme des oûts intermé-
diaires orrespondant aux états de royane intermédiaires de la trajetoire n'est autre
que la longueur de ette trajetoire, d'où
V Prud,δP (b0) = r − min
τ∈TRAJδPb0
c(τ) = r − J.
En onlusion, il existe une solution de MHDT de profondeur inférieure ou égale à J si
et seulement si il existe δP de valeur pessimiste V
Prud,δP (b0) ≥ r − J .
PDMEE déterministe résoud MHDT don l'existene d'une politique pour un PDMEE
déterministe est NP-diile.
Illustrons à l'aide de l'exemple suivant l'évaluation d'une politique d'un PDMEE déter-
ministe.
Exemple 5.2.3 (Identiation d'objets : PDMEE déterministe)
Soit un problème d'identiation d'objets déni par la donnée des ensembles suivants :
 l'ensemble S = {s1, s2, s3, s4, s5} des objets à identier ;
 l'ensemble A = {t1, t2, t3, t4, t5} des tests qui servent à la proédure d'identia-
tion ;
 l'ensemble Ω = {vrai, faux} des deux résultats possibles en retour des ations.
Une ation épistémique ti peut être dénie par l'ensemble des états dans lesquels elle
retourne le résultat vrai (ti = {s ∈ S|ti(s) = vrai}). Les diérentes ations de A sont
dénies respetivement par t1 = {s1, s2, s3}, t2 = {s1, s3}, t3 = {s2, s3, s4}, t4 = {s4}
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et t5 = {s2, s3, s5}. Nous pouvons aussi dénir les ensembles d'objets ompatibles ave
le test t et l'observation en retour ω par
 pour l'ation t1, Svrait1 = {s1, s2, s3} et Sfauxt1 = {s4, s5} ;
 pour t2, Svrait2 = {s1, s3} et Sfauxt2 = {s2, s4, s5} ;
 et ainsi de suite.
Maintenant, nous allons illustrer à l'aide de et exemple la révision d'un état de royane
ensembliste après avoir fait le test t et observé ω.
Supposons que l'état de royane initial est égal à S et en appliquant l'ation t1, on
obtient l'état de royane résultant bωt en fontion de l'observation ω en retour.
bvrait1 = b ∩ Svrait1
= {s1, s2, s3, s4, s5} ∩ {s1, s2, s3}
= {s1, s2, s3}
et
bfauxt1 = b ∩ Sfauxt1
= {s1, s2, s3, s4, s5} ∩ {s4, s5}
= {s4, s5}
Et si on ontinue à appliquer une ation, par exemple t2 dans b
vrai
t1 , on a
bvrai,vrait1,t2 = b
vrai
t1 ∩ Svrait2
= {s1, s2, s3} ∩ {s1, s3}
= {s1, s3}
et
bvrai,fauxt1,t2 = b
vrai
t1 ∩ Sfauxt2
= {s1, s2, s3} ∩ {s2, s4, s5}
= {s2}.
On va appliquer la politique de tests représentée dans la gure 5.5 dans l'état de royane
b0 = S. La gure 5.6 dérit le support des états de royane pouvant être atteints. Voii
la fontion de réompense
c(aj) = 1, ∀j ∈ {1, · · · , 5}
R(b, stop) =
{
5 si |b| = 1
0 si |b| > 1
Maintenant, nous pouvons illustrer l'algorithme 6 ave la gure 5.7. Nous attahons
des réompenses aux états de royane feuilles et des oûts aux ations intermédiaires.
Modèle ensembliste de la planiation purement épistémique 117
Puis en partant des deux états de royane feuilles issus d'un même noeud, on re-
monte les deux branhes pour aluler la valeur de la politique assoiée à e noeud.
Cette valeur est égale à la valeur minimum des réompenses des deux états de royane
feuilles moins le oût de l'ation pour et état de royane. Par exemple, V Prud,δ(b3) =
min(R(b7),R(b8)) − c(b3) = 5 − 1 = 4. On fait la même hose pour les autres paires
restants des états de royane feuilles. Le proessus ontinue jusqu'à atteindre l'état de
royane initial b0 qui porte au nal la valeur de la politique δ, soit ii V
δ,Ens(b0) = 2
PSfrag replaements
t1
t2 t4
t3
stopstop
stopstopstop
vrai
vrai
vrai
vrai
faux
faux faux
faux
Fig. 5.5  Une politique δ pour identier les éléments de S, étant donné l'ensemble des
tests A.
Dans ette setion, nous avons dérit le modèle ensembliste de la planiation épisté-
mique. Dans e adre, la onnaissane inertaine sur les états est représentée à l'aide
d'un ensemble des états possiblement vrais dans le monde. La fontion d'observation
est dénie en terme de relation de orrélation entre ations, états et observations. Nous
avons déni deux ritères pour aluler l'utilité d'une politique donnée sahant l'état
de royane initial. D'abord, le ritère moyenne qui permet de transformer le PDMEE
ensembliste en PDME en dénissant une probabilité uniforme sur les observations pos-
sibles en retour d'une ation. Dans e as, les politiques sont évaluées selon un ritère
moyenne. Quant aux aspets algorithmiques, 'est le même résultat que dans le adre
des PDME : nous avons montré que le problème d'existene d'une politique est PSPACE-
omplet dans le as d'un PDMEE non-déterministe et NP-omplet lorsque elui-i est
déterministe. Le deuxième ritère d'évaluation d'une politique donnée est le min. Cette
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PSfrag replaements
b0 = {s1, s2, s3, s4, s5}
b1 = {s1, s2, s3} b2 = {s4, s5}
b3 = {s1, s3} b4 = {s2} b5 = {s4} b6 = {s5}
b7 = {s3} b8 = {s1}
vraivrai
vrai
vrai
fauxfaux
faux
faux
Fig. 5.6  Arbre représentant les états de royane aessibles par la politique δ, étant
donné l'état de royane initial b0.
fois, une politique est évaluée par la pire des trajetoires possibles engendrées par son
exéution dans l'état de royane initial. Quant aux aspets algorithmiques, nous onje-
turons que 'est enore le même résultat que dans le as ensembliste. Dans la setion
suivante, nous représenterons le modèle possibiliste de la planiation épistémique.
5.3 Proessus Déisionnel de Markov Épistémique Possibi-
liste (PDMEP)
Dans ette setion, nous présentons le modèle possibiliste du proessus de plani-
ation épistémique où l'inertitude sur les états est représentée par une distribution de
possibilité et les utilités épistémiques sont qualitatives.
5.3.1 Formalisation
Un Proessus Déisionnel de Markov Épistémique Possibiliste est représenté par
< H,S,A,Ω,Π, µ, β0 > où
 H est l'horizon ni du problème,
 S est l'ensemble des états du monde,
 A est l'ensemble des ations épistémiques,
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PSfrag replaements
b0,t1
b1,t2 b2,t4
b3,t3 V (b4) = R(b4, stop) = 5 V (b5) = R(b5, stop) = 5 V (b6) = R(b6, stop) = 5
V (b7) = R(b7, stop) = 5 V (b8) = R(b8, stop) = 5
V (b3) = min(V (b8), V (b7))− c(t3) = 4
V (b2) = min(V (b3), V (b4))− c(t2) = 3 V (b1) = min(V (b5), V (b6))− c(t4) = 4
V δ,Ens(b0) = min(V (b1), V (b2))− c(t1) = 2
Fig. 5.7  Illustration de l'algorithme 6 pour aluler la valeur de la politique δ (gure 5.5) dans l'état de royane initial
b0 = {1, 2, 3, 4, 5}.
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 Ω représente l'ensemble des observations possibles en retour des ations épisté-
miques,
 Π est la fontion d'observation possibiliste : Π(ω|s, a) = πs,a(ω) est une distri-
bution de possibilité sur Ω. Π(ω|s, a) dénit la possibilité d'observer ω lorsqu'on
exéute l'ation a dans l'état s. Elle peut aussi être interprétée omme la possibi-
lité d'observer ω lorsqu'on exéute a et qu'on se trouve dans l'état s, omme les
états du monde ne hangent pas sous l'eet des ations épistémiques.
 µ représente l'utilité épistémique qualitative qui porte sur les états de royane
possibilistes,
 β0 l'état de royane possibiliste initial : distribution de possibilité sur S.
Nous notons B l'ensemble des états de royane possibilistes dénis à partir de S.
De façon identique au PDME, nous avons omis la possibilité de transition entre états
d'un PDMEP ar 'est aussi une fontion identité (l'ation épistémique ne hange jamais
l'état du monde) :
π(s′|s, a) =
{
1 si s = s′
0 si s 6= s′
5.3.2 Révision de l'état de royane
Dans le adre des PDME (hapitre 4), l'état de royane résultant bωa après avoir
appliqué l'ation a et observé ω étant donné l'état de royane b est donné par
bωa (s) =
O(s, a, ω) · b(s)∑
s∈S O(s, a, ω) · b(s)
En s'inspirant de ette formule de révision et en utilisant le onditionnement possibiliste
basé sur l'opérateur minimum [His78℄, nous pouvons proéder à la révision d'un état de
royane possibiliste β d'un PDMEP.
Soit β l'état de royane ourant d'un PDMEP, l'état de royane résultant bωa après
avoir éxéuté l'ation a et observé ω est donné par
βωa (s) = min{Π(ω|s, a), β(s)}, ∀s ∈ S. (5.7)
puis on normalise βωa : si pour tous les états de S, le degré de possibilité maximal
assoié est inférieur à 1, alors on remonte artiiellement e degré de possibilité à 1,
'est-à-dire
si βmax = max
s∈S
βωa (s) < 1, on pose β
′ω
a (s) = 1,∀s/βωa (s′) = βmax.
La possibilité de transition entre état de royane ourant β et état de royane résultant
β′ = βωa après exéution de l'ation a et observation de ω n'est autre que la possibilité
π(ω|β, a) d'observer ω lorsqu'on exéute a sahant l'état de royane β.
π(β′|β, a) =
{
π(ω|β, a) si β′ = βωa
0 sinon
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ave
π(ω|β, a) = max
s∈S
min{Π(ω|s, a), β(s)}.
Exemple 5.3.1
Nous allons dérire le problème d'identiation d'objets de l'exemple 5.2.3 de façon
possibiliste. Au début, nous supposons que tous les objets de S sont tous totalement
possibles, l'état de royane initial est alors β0 = 〈1, 1, 1, 1, 1〉. Les observations en
retour de l'ation sont dénies par la fontion d'observation possibiliste Π suivante :
Π(ω|s, a) =
{
1 si (s ∈ t et ω = vrai) ou (s /∈ t et ω = faux)
0.3 sinon.
Supposons que l'ation t1 est exéutée. Si l'observation en retour est vrai alors l'état
de royane résultant est βvrait1 = 〈1, 1, 1, 0.3, 0.3〉 et si l'observation en retour est faux,
l'état de royane résultant est βfauxt1 = 〈0.3, 0.3, 0.3, 1, 1〉.
En eet, en appliquant la formule 5.7, nous avons
βvrait1 (s1) = min{1, 1} = 1 βfauxt1 (s1) = min{0.3, 1} = 0.3
βvrait1 (s2) = min{1, 1} = 1 βfauxt1 (s2) = min{0.3, 1} = 0.3
βvrait1 (s3) = min{1, 1} = 1 βfauxt1 (s3) = min{0.3, 1} = 0.3
βvrait1 (s4) = min{0.3, 1} = 0.3 βfauxt1 (s4) = min{1, 1} = 1
βvrait1 (s5) = min{0.3, 1} = 0.3 βfauxt1 (s5) = min{1, 1} = 1
Maintenant, nous allons appliquer la politique δ montrée par la gure 5.5 dans l'état de
royane initial β0. L'arbre représenté par la gure 5.8 nous montre les états de royane
aessibles : les noeuds de profondeur t représentent les états de royane aessibles à
l'instant t et les ars sont indiés par les possibilités de transition entre états de royane.
β0 = 〈1, 1, 1, 1, 1〉 β1 = 〈1, 1, 1, 0.3, 0.3〉 β2 = 〈0.3, 0.3, 0.3, 1, 1〉
β3 = 〈1, 0.3, 1, 0.3, 0.3〉 β4 = 〈0.3, 1, 0.3, 0.3, 0.3〉 β5 = 〈0.3, 0.3, 0.3, 1, 0.3〉
β6 = 〈0.3, 0.3, 0.3, 0.3, 1〉 β7 = 〈0.3, 0.3, 1, 0.3, 0.3〉 β8 = 〈1, 0.3, 0.3, 0.3, 0.3〉
5.3.3 Utilité qualitative d'une politique épistémique
La solution d'un PDMEP est toujours une politique en forme d'arbre de déision,
omme dans les deux as probabiliste et ensembliste de la planiation épistémique.
Seulement la diérene est que haque ar de l'arbre a un degré de possibilité. Ainsi, le
degré de satisfation d'une politique est bien sûr fontion de la qualité des trajetoires
possibles lors de son exéution et de la plausibilité de elles-i.
Pour évaluer une politique donnée, on peut onsidérer deux as.
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PSfrag replaements
β0, t1
β1, t2 β2, t4
β3, t3 β4, stop β5, stop β6, stop
β7, stop β8, stop
1 1
1 1 1 1
1 1
Fig. 5.8  États de royane possibilistes aessibles ave la politique δ de la gure 5.5
 Les utilités qualitatives sont seulement sur les états de royane naux engendrés.
Nous avons dérit dans le hapitre 3 omment on alule une utilité qualitative
d'un état de royane.
 Les utilités qualitatives sont assoiées aux états de royane naux et les ations
épistémiques ont des oûts qualitatifs. Dans e as, l'utilité épistémique qualita-
tive d'un état de royane nal se alule de la même façon que préédemment. Le
oût qualitatif µc(a) de l'ation épistémique a exprime son degré de faisabilité.
∀b ∈ B, µ(b, stop) = µ(b)
∀a ∈ A, µc(a) ∈ [0, 1]
Cas où les utilités sont qualitatives et dénies seulement sur les états de
royane naux :
Lorsque les utilités sont qualitatives et sont dénies sur les états de royane naux,
l'utilité pessimiste d'une politique δ, étant donné l'état de royane initial β0, est dénie
omme suit :
uPess,δ1 (β0) = min
τ∈TRAJδβ0
max{1− π(τ |δ, β0), µ(βf )}
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où µ(β) est l'utilité qualitative de l'état de royane β.
Il existe diérentes manières de dénir la possibilité d'une trajetoire τ . Dans notre as,
nous hoisissons l'opérateur minimum. Enore une fois, nous hoisissons l'opérateur
minimum, orrespondant au onditionnement de Hisdal [His78℄.
Dénition 5.3.1 (Possibilité d'une trajetoire)
Soient la politique δ et l'état de royane possibiliste initial β0.
La possibilité de la trajetoire τ = 〈β0, · · · , βf 〉 engendrée par l'appliation de δ dans b0
est donnée par :
π(τ |δ, β0) = min
t∈{0,··· ,N−1}
π(βt+1|βt, δt(βt)) (5.8)
Cas où les utilités sont sur les états de royane naux et les ations sont
assoiées à des oûts qualitatifs :
Ii, pour aluler l' utilité pessimiste d'une politique δ donnée, on prend en ompte les
utilités sur les états de royane naux qu'elle engendre mais aussi les oûts qualitatifs
des ations épistémiques qui la onstituent.
L'utilité pessimiste de la politique δ étant donné l'état de royane initial b0 est dé-
nie par :
uPess,δ2 (β0) = min
τ∈TRAJδβ0
max{1− π(τ |δ, β0), µ(τ)}
L'utilité d'une politique dépend don de la apaité des ations à atteindre le but attendu
et de la faisabilité des ations.
Chaque trajetoire a une possibilité dénie par l'équation 5.8 et est assoiée à une utilité
qualitative µ(τ) dénie par :
µ(τ) = min{µ(βf ), min
β∈τ/β 6=βf
µc(δ(β))}
L'utilité pessimiste uPess1 orrespond au degré de néessité que l'état de royane nal
appartient à l'ensemble des états de royane satisfaisants et l'utilité pessimiste uPess2
orrespond au degré de néessité que les ations atteignent le but et qu'elles sont fai-
sables. Dans la sous-setion suivante, nous dérirons une méthode pour aluler l'utilité
qualitative d'une politique d'un PDMEP.
5.3.4 Calul réursif de l'utilité qualitative d'une politique d'un PD-
MEP
A partir d'ii, nous supposons que les utilités sont qualitatives sont dénies sur les
états de royane naux (les ations n'ont pas de oût). Nous pouvons aluler réur-
sivement l'utilité pessimiste, d'une politique δ en résolvant suessivement le système
d'équations suivant (nous simplions la notation de l'utilité pessimiste par uPess :
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
uPess,δ(β) = µ(β), ∀β nal
uPess,δ(β) = minω∈Ω(β,δ(β)) max{n(π(ω|β, δ(β))), uPess,δ(βδ(β)ω )},
∀β intermédiaire
où Ω(β, δ(β)) est l'ensemble des observations en retour de l'appliation de l'ation δ(β)
ditée pour l'état de royane β et π(ω|β, δ(β)) est la possibilité d'observer ω lorsqu'on
applique l'ation δ(β) ditée par la politique δ pour l'état de royane β.
En utilisant e système d'équations, l'algorithme 7 permet de aluler l'utilité qua-
litative d'une politique donnée d'un PDMEP suivant le ritère pessimiste.
Algorithme 7 : UtiliteQualitative(δ, β, µ) : [V ]
% δ : arbre politique à évaluer
% β : état de royane initial dans lequel on évalue la politique δ
% µ : réompense épistémique qualitative
% V : valeur qualitative de la politique épistémique
si racine(δ) = stop % on se trouve au niveau d'une feuille alors
V ← µ(β);
sinon
pour haque ω ∈ Ω faire
Vω ← UtiliteQualitative(δ|ω , βωracine(δ), µ);
V ← minω∈Ωmax{n(π(ω|β, a)), Vω};
retourner V ;
où δ|ω est le sous-arbre de δ issu du ls de la racine(δ) par l'observation ω
Exemple 5.3.2
Nous allons aluler l'utilité qualitative de la politique δ (gure 5.5) sahant l'état de
royane initial β0 = 〈1, 1, 1, 1, 1〉. Rappelons que le but dans e problème est d'identier
les objets de S. L'ensemble des états de royane satisfaisants est don :
G = {(Gj , λj)}j=1,··· ,m où Gj = 〈β(s1), · · · , β(s5)〉/β(sj) = 1 et ∀i 6= jβ(si) = 0
et λj = 1 est le degré d'importane attribué à Gj . Après alul, la néessité qu'un état
de royane nal βf soit inluse dans Gj ('est la même pour tout état de royane nal
dans et exemple) est :
N(βf ⊆ Gj) = 1− max
i=1,··· ,5/i6=j
{β(si)} = 0.7
L'utilité qualitative assoiée à tout état de royane nal aessible est égale à :
µ(βf ) = max{1 − λj , 0.7} = 0.7
Après avoir appliqué l'algorithme 7 et en onsidérant le ritère pessimiste (la -
gure 5.9 illustre les aluls), nous avons trouvé que l'utilité qualitative de la politique δ
est égale à 0.7.
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PSfrag replaements
µPess(β0) = 0.7
uPess(β0) = minω={v,f}max{1− π(ω|β0, t1), uPess(βω0,t1)}
µPess(β1) = 0.7
uPess(β1) = minω={v,f}max{1− π(ω|β1, t2), uPess(βω1,t2)}
µPess(β2) = 0.7
uPess(β2) = minω={v,f}max{1− π(ω|β2, t2), uPess(βω2,t2)}
uPess(β3) = 0.7
uPess(β3) = minω={v,f}max{1− π(ω|β3, t3), uPess(βω3,t3)}
µ(β4, stop) = 0.7 µ(β5, stop) = 0.7 µ(β6, stop) = 0.7
µ(β7, stop) = 0.7 µ(β8, stop) = 0.7
1 1
1 1 1 1
1 1
Fig. 5.9  Calul de l'utilité qualitative pessimiste de la politique δ de la gure 5.5 fait par l'algorithme 7
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5.3.5 Complexité de résolution d'un PDMEP
Conernant la omplexité du problème d'existene d'une politique d'un PDMEP,
nous onjeturons que 'est dans PSPACE lorsque les observations sont non-déterministes.
Dans le as où les observations sont déterministes, il est faile de montrer que le pro-
blème appartient à NP, et nous onjeturons qu'il est NP-omplet.
5.4 Conlusion
Dans e hapitre, nous avons déni deux modèles alternatifs au modèle stohastique
de la planiation épistémique. D'abord, le modèle ensembliste de la planiation pure-
ment épistémique a été dérit pour résoudre le problème d'aquisition d'information où
l'agent n'est pas ni apable de quantier ni de omparer les onnaissanes inertaines
sur le monde et sur les eets des ations épistémiques. Dans e as, la onnaissane de
l'agent à haque instant est modélisée par un ensemble d'états possibles dans le monde
à et instant. En outre, les résultats des ations épistémiques à la disposition de l'agent
sont dénies qualitativement à partir d'une relation de orrélation qui traduit la ompa-
tibilité entre les états, les ations et les observations en retour des ations. Nous avons
aussi donné une méthode pour évaluer une politique épistémique donnée. La qualité de
la politique dépend de la apaité des ations à produire le résultat attendu et des oûts
de es ations. Puis, nous avons étudié la omplexité du problème d'existene d'une
politique pour un PDMEE. Lorsque l'observation en retour d'une ation épistémique
est non-déterministe et est retournée de façon uniforme parmi les observations possibles
(la fontion d'observation est uniforme), l'existene d'une politique est un problème
PSPACE-omplet. Par ontre lorsque les observations retournées sont déterministes, le
problème d'existene d'une politique est NP-omplet.
La deuxième partie de e hapitre a dérit le modèle possibiliste de la planiation
épistémique. Cette fois, la onnaissane de l'agent est modélisée par une distribution de
possibilité sur les états du monde, et les ations épistémiques sont dénies à partir d'une
fontion d'observation possibiliste. Dans e adre possibliste, nous avons dérit deux
façons de dénir l'utilité qualitative d'une politique. Lorsque les utilités qualitatives sont
dénies seulement sur les états de royane naux, la qualité de la politique épistémique
dépend de la qualité des états de royane naux engendrés et lorsque les utilités sont
dénies sur les états de royane naux et que les ations intermédiaires ont des oûts
qualitatifs, la qualité de la politique dépend de la apaité des ations à produire les
eets attendus et des oûts qualitatifs assoiés aux ations.
Dans le hapitre suivant, qui est le dernier hapitre de ette thèse, nous dérirons
quelques appliations de la planiation épistémique. Pour haque appliation, nous
préiserons pourquoi 'est un problème de planiation épistémique en préisant les
aratéristiques épistémiques du problème. D'abord, nous formaliserons le problème de
diagnosti omme une planiation épistémique, où le but est de vérier une hypothèse
à l'aide de l'exéution de tests. Puis, nous dérirons aussi la formulation d'un problème
Conlusion 127
d'éliitation de préférenes omme un PDME. Le but épistémique onsiste à aquérir
les préférenes de l'utilisateur via des requêtes qu'on lui pose. En dernier lieu, nous
dérirons un problème de diagnosti d'espèes invasives.
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Chapitre 6
Quelques appliations de la
planiation épistémique
6.1 Introdution
Nous avons vu dans les deux hapitres préédents trois modèles de planiation
épistémique : probabiliste (PDME) [SLR07℄, ensembliste (PDMEE) et possibiliste (PD-
MEP). Chaun de es modèles est susamment expressif pour représenter les onnais-
sanes inertaines de l'agent sur les états du monde et sur les eets des ations, dans
un proessus d'aquisition d'information. Pour haque modèle, nous avons déni le ri-
tère d'évaluation d'une politique xée en partant d'un état de royane donné. Nous
avons étudié la omplexité du problème de résolution d'un problème de planiation
épistémique dans ertains de es as.
La planiation épistémique peut être appliquée dans plusieurs domaines tels que l'in-
dustrie, le ommere, la médeine, l'épidémiologie, et. Nous avons brièvement évoqué
dans l'introdution quelques problèmes d'intérêt pratique que ouvre la planiation
épistémique. Dans e hapitre, nous dérivons quelques uns des es problèmes et nous
montrons omment ils peuvent être formulés omme un problème de planiation épis-
témique. Dans un premier temps, nous allons formaliser le problème de diagnosti en
général omme un problème de planiation épistémique.Puis, nous traiterons le pro-
blème d'éliitation de préférenes [Bou02℄ et enn nous dérirons un as partiulier de
problème de diagnosti : le diagnosti d'espèes invasives.
6.2 Diagnosti
Un problème de diagnosti onsiste à identier l'origine d'une défaillane, à identier
une maladie ou un problème, et. Dans e as, le diagnostiqueur se donne une liste d'hy-
pothèses (exlusives ou non) faites sur le système étudié et herhe l'hypothèse (ou les
hypothèses) vraie(s) en eetuant des tests, des observations ou des ontrles. Le diag-
nosti peut s'appliquer dans diérents domaines, notamment industriels (diagnosti de
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panne) et médiaux (diagnosti médial), épidémiologiques (diagnosti d'epsèes inva-
sives). Prenons l'exemple d'un garagiste fae à un véhiule. Le garagiste s'assure d'abord
que le véhiule est en panne, puis eetue les observations pour déouvrir l'origine de
la panne. Dans e as, les observations onernent l'état du véhiule, l'observation du
moteur, les bruits produits par le véhiule, la desription des symptmes par l'utilisa-
teur du véhiule, et. Voii un autre exemple de diagnosti : un médein est en train
d'ausulter un patient atteint d'une maladie qu'il veut identier. Il se donne quelques
hypothèses de maladie et eetue des observations sur le patient. Dans e as, il pose
des questions au patient pour savoir ses antéédents médiaux, il eetue des prises
de mesures (poids, tension, température), il examine le patient, ou même lui fait faire
des tests d'analyse (sang, urine, et.). Toutes es ations eetuées par le médein ne
permettent pas de guérir la maladie mais lui permettent de l'identier.
Notre but dans ette setion onsiste à représenter le problème de diagnosti dans le
as général omme un problème de planiation épistémique.
6.2.1 Formulation du diagnosti dans le adre de la planiation épis-
témique
Dans le problème de diagnosti, le but épistémique de l'agent onsiste à déterminer
l'hypothèse Hi qui est vraie dans le monde réel. Les hypothèses ne sont néessairement
pas mutuellement exlusives. Lorsqu'elles le sont, il y a exatement une et une seule
hypothèse vraie (par exemple, hypothèse de panne unique ou hypothèse de maladie
unique, et.).
Un problème de diagnosti est un problème de planiation épistémique représenté
par le tuple 〈H,S,A,Ω, O,R, b0〉 où
• H est l'horizon du problème,
• S = {H1, · · · ,Hn} est un ensemble d'hypothèses exlusives ou non, par exemple
une hypothèse de panne dans le as de diagnosti d'un système en panne, une
hypothèse de maladie dans le as de diagnosti médial, ou d'autres propriétés du
monde dont on veut vérier la véraité.
• A est l'ensemble des ations épistémiques. Une ation épistémique est ii un
test, dont l'appliation dans le monde ne hange pas l'hypothèse mais donne
des informations sur sa véraité. Ce modèle de test reouvre des tests de vé-
rité de la forme test(ϕ, ϕ¯) [MI94℄ et des tests de valeur [MI94℄ de la forme
test(X = x1, · · · ,X = xn).
• Ω est l'ensemble des observations en retour des tests. Dans le as où on utilise des
tests de vérité test(ϕ, ϕ¯), les observations en retour sont de la forme Ω = {ϕ, ϕ¯}
et si e sont des tests de valeur test(X = x1, · · · ,X = xn) les observations sont
de la forme Ω = {x1, · · · , xn}.
• O est la fontion d'observation dont le modèle peut être probabiliste, ensembliste
ou possibiliste. Par exemple, O(H, test(ϕ, ϕ¯), ϕ) est, dans le as probabiliste, la
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probabilité que le test test(ϕ, ϕ¯) retourne ϕ, si l'hypothèse est vériée.
• R est la fontion de réompense assoiée aux états de royane naux atteints.
L'objetif de l'agent étant de trouver une hypothèse vraie, la fontion R peut être
de la forme
R(b, stop) =
{
1 si ∃i tel que b(Hi) = 1
0 sinon.
(6.1)
(dans le as où l'état de royane b est probabiliste).
• b0 est l'état de royane initial sur les hypothèses, qui peut être une distribu-
tion de probabilité sur les hypothèses (dans le as probabiliste), ou un ensemble
d'hypothèses (dans le as ensembliste) ou une distribution de possibilité sur les
hypothèses (dans le as possibiliste).
6.2.2 Exemples
Diagnosti médial
Considérons l'exemple d'un diagnosti médial simplié. Le monde est onstitué de deux
hypothèses faites sur le patient :
 H1 =malade
 et H2=bien portant.
Les tests disponibles sont
 un test de vérité : test(gorge_irritee,gorge_irritee)
 et un test de valeur : test(temp ≤ 37.2C, temp > 37.2C).
Au début, le médein eetue le test test(temp ≤ 37.2C, temp > 37.2C) à l'aide
d'un thermomètre. Si le thermomètre ahe une température plus de > 37.2C, alors
l'hypothèse H1 est vériée 'est-à-dire que le patient est malade. Si le thermomètre
ahe une température de ≤ 37.2C alors le médein ontinue le diagnosti en eetuant
le test
test(gorge_irritee,gorge_irritee). Si le résultat est gorge_irritee alors le médein
onlut que son patient est malade (H1 est vériée). Si la gorge du patient n'est pas
irritée ((gorge_irritee)) le médein onlut qu'il est bien portant (H2 est vériée).
Diagnosti d'un système en panne
Lors du diagnosti d'un système en panne, le but épistémique onsiste à déterminer le
omposant défetueux. Pour ela, une série de tests de mesure doivent être exéutés
an de loaliser e omposant défetueux. Les résultats des tests de mesure sont par la
suite utilisés pour déterminer la faute ou de déterminer les mesures suivantes.
Par exemple, onsidérons le iruit logique, montré par la gure 6.2, omposé d'une
porte OU, de quatre portes ET (ET1, ET2, ET3 et ET4) et d'un inverseur INV. Chaque
omposant du iruit est soit normal soit anormal, mais ne peut pas les être à la fois. Il
peut être vérié que les diagnostis minimaux sont
 H1 = An_ET4 : 'est-à-dire la porte ET4 est anormale et les autres sont nor-
males ;
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>37.2°C
H1: malade H2: bien portant
H1: malade
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Fig. 6.1  Exemple de politique épistémique pour le diagnosti médial.
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Fig. 6.2  Un iruit
 H2 = An_ET3 et An_ET1 : les portes ET3 et ET1 sont toutes les deux anor-
males ;
 H3 = An_ET2 et An_OU : les portes ET2 et OU sont anormales ;
 H4 = An_ET2 et An_INV : e sont les portes ET2 et l'inverseur INV qui sont
anormaux.
Les quatres hypothèses H1, H2, H3 et H4 sont supposées exlusives. Nous supposons
aussi que tous les omposants du iruit sont testables et que les tests sont ables.
Un exemple de politique de diagnosti peut être le suivant. Nous ommençons par
tester si la porte ET4 est anormale (test(An_ET4)).
Dans le as où le résultat est vrai, alors l'hypothèse H1 est vériée.
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Dans le as ontraire, il reste enore trois hypothèses à vérier : H2, H3 et H4.
Supposons que le résultat du test(An_ET4) est faux. Nous allons vérier si l'hypothèse
H2 est vraie à l'aide de test(An_ET3).
Si le résultat est vrai, alors H2 est vériée.
Si le résultat est faux, il n'y a plus que deux hypothèses H3 et H4 à vérier. Pour ela, il
sut d'eetuer soit test(An_OU) soit test(An_INV ) pour disriminer les hypothèses.
L'arbre représentant la politique épistémique de tests que nous venons de dérire est
montrée par la gure 6.3 dont le test nal est test(An_OU).
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Fig. 6.3  Un exemple de politique de tests qui disrimine les hypothèses de panne.
Dans la setion suivante, nous allons formaliser le problème d'éliitation de préférenes
omme un problème de planiation épistémique.
6.3 Éliitation de préférenes
L'éliitation de préférenes vise à déterminer la préférene de l'utilisateur de manière
à pouvoir lui donner des reommandations ou l'assister dans sa prise de déision. Ce
proessus requiert une interation forte entre l'éliiteur (elui qui proède à l'éliitation),
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que nous appelons simplement l'agent, et l'utilisateur. Dans son ativité d'éliitation,
l'agent pose des questions à l'utilisateur pour déterminer la préférene de e dernier.
Par exemple, un onseiller ommerial peut poser des questions à son lient au sujet
de ses préférenes sur l'ahat d'une nouvelle voiture. Il lui pose des questions du type :
quelle marque de voiture voulez-vous ?, quel est le type de moteur que vous préférez ?,
voulez-vous une voiture ave airbag ?, vous voulez une voiture à ombien de plaes ?,
et. Grâe à toutes les réponses aux questions, le onseiller en déduit la préférene de
son lient et pourra par la suite lui proposer la voiture qui orrespond à e que e
dernier voulait. L'éliitation de préférene est utilisée dans plusieurs domaines, tels que
le ommere életronique, le nane, le sondage, et.
Comme préédemment, notre but dans ette setion est de montrer que le problème
d'éliitation de préférenes est un problème de planiation épistémique où le but épis-
témique est de déterminer la préférene de l'utilisateur, les ations épistémiques sont
les questions posées à l'utilisateur et les états du monde sont les diérentes préférenes
possibles de l'utilisateur. Nous allons voir quelques exemples d'éliitation de préférenes
selon le type de es dernières.
6.3.1 Éliitation de préférenes relationnelles
Un problème d'éliitation de préférenes relationnelles est un problème de plania-
tion épistémique représenté par EPR = 〈H,S,A,Ω, O,R, b0〉, où
• H est l'horizon du proessus ;
• S est l'ensemble des états du monde où un état du monde est une préférene
relationnelle. Soit X l'ensemble des onséquenes possibles. Une préférene rela-
tionnelle, notée >, est un préordre total sur X 2, telle que pour toutes onséquenes
x et y, x > y si x signie que la onséquene x est préférée à y. La plupart du
temps, > est supposée transitive. Don si x est préféré à y et y est préférée à z
(x > y > z), alors x est préférée à z (x > z).
La préférene relationnelle ne met en évidene que des lasses de onséquenes
de niveaux de satisfation diérents, sans qu'on puisse quantier les intensités de
préférene.
• A est l'ensemble des ations épistémiques qui sont les questions posées par l'agent
à l'utilisateur. Les questions ne hangent pas la préférene de l'utilisateur mais
donnent des informations sur elle-i. Une question a peut être de type (x >
y)? (préférez-vous x à y ?). En outre, haque question a a un oût c(a) qui est
indépendant de l'état où on l'exéute.
• Ω est l'ensemble des réponses en retour des questions. Souvent on utilise des
questions binaires : la réponse oui si la question orrespond à la préférene de
l'utilisateur et la réponse est non sinon.
• O est la fontion d'observation qui détermine la réponse en retour d'une question.
• R est la fontion d'utilité épistémique numérique ou la fontion d'utilité épisté-
mique qualitative selon le modèle onsidéré.
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• b0 est l'état de royane initial de l'agent sur les préférenes possibles de l'utilisa-
teur.
Nous allons illustrer ette formulation d'un problème d'éliitation de préférenes rela-
tionnelles omme un PDMEE à l'aide d'un exemple très simple.
Exemple 6.3.1 Soient X un ensemble de trois onséquenes possibles x, y et z et > une
relation de préférene dénie sur X . L'état de royane initial b0 de l'agent est formé par
l'ensemble des préférenes relationnelles possibles de l'utilisateur sur les onséquenes
qui est au total en nombre de six, à savoir :
x > y > z, x > z > y, y > x > z,
y > z > x, z > x > y, z > y > x
Le but épistémique de l'agent est de désambiguiser la préférene de l'utilisateur. Pour
ela, il peut poser des questions de type a = (x > y)? (préférez-vous x à y ?) dont les
réponses en retour sont oui ou non. Nous supposons que le oût d'une question a est
c(a) = 1. Une forme possible de fontion de réompense est
R(bf , stop) =
{
R si |b| = 1
0 sinon.
Autrement dit, si bf orrespond à une préférene désambiguisée, R(bf , stop) = R sinon
R(bf , stop) = 0.
Nous supposerons également que la fontion d'observation est déterministe, e qui si-
gnie que l'utilisateur répond de manière able.
Supposons que l'agent pose la première question x > y? (préférez-vous x à y ?), si
la réponse est oui l'état de royane de l'agent est restreint : les préférenes où y est
préféré à x ne gure plus dans le nouvel état de royane b1. b1 est égal à {(x > y >
z), (x > z > y), (z > x > y)}. Dans le as où la réponse est non, 'est le as ontraire
qui se produit : les préférenes qui ontiennent x est préféré à y ne gure plus dans le
nouvel état de royane b2 de l'agent, soit b2 = {(y > x > z), (y > z > x), (z > y > x)}.
Supposons que l'utilisateur a répondu oui après la question x > y?, son état de royane
atuel est alors b1. Maintenant, l'agent pose la question x > z?. Si la réponse est oui
l'état de royane devient {(x > y > z), (x > z > y)}, et si 'est non l'agent a désam-
biguisé la préférene de l'utilisateur, son état de royane nal est {(z > x > y)}, d'où
il reçoit une réompense de R. Dans le as d'une réponse oui, l'agent peut enore poser
une question, par exemple y > z?. Cette fois, quel que soit la réponse, il désambiguise
la préférene de l'utilisateur, l'état de royane nal est {(x > y > z)} si la réponse est
oui et 'est {(x > z > y)} si la réponse est non.
La partie gauhe de l'arbre de la gure 6.4 représente shématiquement e que nous
avons dérit i-dessus. La gure entière est un exemple d'une politique épistémique,
aompagnée des états de royane aessibles, qui permet de désambiguiser totalement
la préférene relationnelle de l'utilisateur.
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Fig. 6.4  Une politique épistémique permettant de désambiguiser la préférene rela-
tionnelle de l'utilisateur sur trois onséquenes x, y et z.
6.3.2 Éliitation de préférenes numériques ou quantitatives
Un problème d'éliitation de préférenes numériques ou quantitatives peut être formulé
omme un problème de planiation épistémique EPN = 〈H,S,A,Ω, O,R, b0〉, où
 H est l'horizon du problème ;
 S représente l'ensemble des états du monde. Un état du monde est une fontion
d'utilité ou une option (alternative en anglais). Nous avons déjà vu dans le hapitre
premier qu'une fontion d'utilité u assoie une valeur numérique orrespondant à
l'intensité de préférene à toute onséquene possible.
 A est l'ensemble des ations épistémiques : une ation épistémique a est toujours
une question posée à l'utilisateur onernant sa préférene. Cette fois, les questions
peuvent être de type : votre préférene onernant une onséquene x est-elle
supérieure à A ?, on peut la noter a = (u(x) > A)?, ou bien est-e que u(x) = A?.
 Ω est l'ensemble des réponses possibles des questions.
 O est la fontion d'observation qui peut être une distribution de probabilité ou
une distribution de possibilité sur les réponses possibles d'une ation, ou bien une
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relation de orrélation entre les réponses, les préférenes de l'agent et les questions
posées.
 R est l'utilité épistémique assoiée aux états de royane naux.
 b0 est l'état de royane initial de l'agent qui peut être modélisé par l'ensemble
de tous les fontions d'utilité possibles de l'utilisateur, ou par une distribution de
probabilité sur es fontions d'utilité ou par une distribution de possibilité sur es
dernières.
Dans l'exemple suivant, nous allons formuler le problème d'éliitation de préférenes
par un PDMEE.
Exemple 6.3.2 Considérons trois onséquenes possibles x, y et z mais ette fois ha-
une d'elle est assoiée à une fontion d'utilité u prenant valeur dans {1, 2}. Notre but
est de désambiguiser la préférene de l'utilisateur sur ses trois onséquenes. Un état du
monde est alors une instaniation de la fontion d'utilité u pour haque onséquene :
s = (A,B,C) signie que u(x) = A, u(y) = B et u(z) = C (A,B,C ∈ {1, 2}). Il y a en
tout 8 états du monde possibles :
s1 = (1, 1, 1), s2 = (1, 1, 2), s3 = (1, 2, 1), s4 = (1, 2, 2),
s5 = (2, 1, 1), s6 = (2, 1, 2), s7 = (2, 2, 1), s3 = (2, 2, 2)
Les questions sont de type u(x) = A? (l'utilité de la onséquene x est-elle égale à A ?).
En suivant la trajetoire la plus à droite de la politique épistémique représentée par la
gure 6.5, on déduit que la fontion d'utilité de l'agent est égale à u = (x) = 2, u(y) = 2
et u(z) = 1.
Cas où la préférene est dérite par une fontion d'utilité à valeurs onti-
nues
La fontion d'utilité peut aussi être à valeur ontinue, 'est-à-dire l'utilité numérique
assoiée à une ons

équene est de type u(x) ∈ [A,B]. Dans e as, une utilité épisté-
mique assoiée à un état de royane a une valeur plus grande lorsque l'intervalle dans
lequel prend valeur la fontion d'utilité u se restreint. Par exemple, supposons qu'on
a deux onséquenes x et y dont haune a respetivement une utilité u(x) ∈ [5, 10]
et u(y) ∈ [5, 10]. Les questions disponibles sont de type u(x) ≥ A? ou u(x) ≤ B? où
A,B ∈ [5, 10].
Nous pouvons dénir une fontion de réompense R sur les états de royane naux
b = {[A,B][C,D]} liée à la taille des domaines. Par exemple,
R(b, stop) = 10− (B −A) + (D − C)
Pour les états de royane naux atteignables par l'appliation de la politique épisté-
mique δ (gure 6.7) dans b0, R({[7, 10], [7, 10]}) = 4, R({[7, 10], [5, 7[}) = 5,
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Fig. 6.5  Exemple d'une politique épistémique permettant de désambiguiser la fontion
d'utilité de l'utilisateur.
R({[5, 7], [7, 10]}) = 5 et R({[5, 7[, [5, 7[}) = 6.
Si nous supposons que les distributions des valeurs de x et y sont uniformes, l'utilité
espérée de la politique δ (si les ations ont un oût nul) est
V (δ, b0) =
24
5
Formulation de l'éliitation de préférene omme un PDME
En supposant que la préférene de l'utilisateur est numérique (fontion d'utilité) et
que l'agent a une onnaissane inertaine de la préférene de l'utilisateur, qui peut être
modélisée stohastiquement par une distribution de probabilité sur les fontions d'utilité
possibles, on peut onsidérer l'éliitation de préférene omme un PDME. Cette idée de
onsidérer l'éliitation de préférene omme un PDME vient de [Bou02℄. Mais le modèle
que nous proposons est plus simple que elui dérit dans [Bou02℄.
Voii la formulation d'un problème d'éliitation de préférenes en un PDME. Les états
du monde sont les diérentes fontions d'utilité u sur les onséquenes et les états de
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PSfrag replaements
oui
ouioui nonnon
non
stopstopstopstop
b0 = {[5, 10], [5, 10]}
b1 = {[7, 10], [5, 10]} b2 = {[5, 7[, [5, 10]}
b3 = {[7, 10], [7, 10]} b4 = {[7, 10], [5, 7[} b5 = {[5, 7], [7, 10]} b6 = {[5, 7[, [5, 7[}
u(x) ≥ 7?
u(y) ≥ 7?u(y) ≥ 7?
Fig. 6.6  Exemple de politique épistémique pour l'éliitation de préférenes numériques
ontinues.
PSfrag replaements
3
5
2
5
3
5
2
5
3
5
2
5
V (δ, b0) = 35 × 225 + 25 × 275 = 245
V (δ, b1) = 35 × 4 + 25 × 5 = 225 V (δ, b2) = 35 × 5 + 25 × 6 = 275
R(b3, stop) = 4 R(b4, stop) = 5 R(b5, stop) = 5 R(b6, stop) = 6
Fig. 6.7  Calul de l'utilité espérée de la politique épistémique δ pour l'éliitation de
préférenes numériques ontinues.
royane sont représentés par des distributions de probabilité sur es fontions d'utilité.
Les ations épistémiques sont les questions que l'agent pose à l'utilisateur, et en plus
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l'agent dispose aussi d'ations de terminaison stop. Les observations sont les diérentes
réponses en retour des questions. En outre, on dénit une probabilité O(s, a, ω) qui
représente la probabilité d'avoir une réponse ω après la question a dans l'état s. Chaque
état de royane nal bf atteint est assoiée à une réompense épistémique R(bf , stop)
et haque question posée est assoiée à un oût positif indépendant de l'état.
La prinipale diérene entre notre modélisation PDME et la modélisation PDMPO
[Bou02℄ de l'éliitation de préférenes réside dans le fait que [Bou02℄ utilise en plus
le problème de déision sous-jaent du proessus d'éliitation de préférene. Il utilise
omme ation de terminaison la déision qui sera prise une fois que la préférene de
l'agent est onnue. Dans e as, soient u∗ la fontion d'utilité trouvée par l'agent (b = u∗)
et d la déision prise, la fontion de réompense assoiée à b est égale à l'utilité espérée
de d dont la fontion d'utilité onsidérée est u∗.
6.4 Planiation épistémique spatialisée
Les espèes invasives (envahissantes) sont des espèes animales ou végétales implan-
tées aidentellement ou volontairement dans une région dont elles ne sont pas origi-
naires et où elles se développent très rapidement. Elles ausent une perte importante
de biodiversité dans le monde et provoquent aussi de graves onséquenes éonomiques,
soiales et sanitaires : dégradation de la nature, des paysages, impats sur l'agriulture,
l'élevage, menaes pour la santé dans le as de virus, de batéries et de ertains insetes.
Souvent, une fois qu'une espèe est installée, sa population s'aroît de façon signia-
tive, et elle se répand à une bonne distane de son point d'introdution. À e stade là,
il est déjà très diile et très oûteux de la ontrler et de l'éradiquer. La solution est
d'intervenir dès le début de l'introdution dans la région. Dans e as, on a besoin de
faire un diagnosti de présene/absene de l'espèe sur le territoire menaé. Mais faire
une observation sur haque site du territoire, surtout lorsque elui-i est très vaste, est
aussi oûteux.
Dans ette optique, nous avons proposé une méthode de diagnosti de présene d'une
espèe invasive dans une zone donnée. Notre méthode onsiste à déterminer la présene
ou l'absene de l'espèe sur haque site de la zone en tenant ompte des interations
entre les sites et des données a priori du problème. Ce diagnosti est établi en utilisant
des ations épistémiques, qui sont ii des ations d'observation. À l'issu du diagnosti,
nous voudrons élaborer une arte de la zone reétant la présene ou l'absene de l'espèe
en question sur haque site. La vraie arte n'est pas onnue, la onnaissane initiale est
onstituée de données inomplètes sur la probabilité de l'invasion de haque site. En
observant un à un quelques sites (omme nous avons dit, il est oûteux d'observer tous
les sites), la onnaissane initiale peut être révisée au fur et à mesure des observations.
Nous verrons que la révision n'est pas seulement loale ('est-à-dire sur le site observé)
mais elle est faite globalement pour l'ensemble des sites grâe à l'interation entre es
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Fig. 6.8  (a) une arte où les sites olorés sont infetés et les sites non olorés sont non
infetés. (b) le graphe orrespondant à la arte (a).
sites. Les ations d'observations sont des ations épistémiques ar elles donnent de
l'information sur la présene ou absene de l'espèe sur le site. À l'issue du diagnosti,
la arte d'invasion livre le diagnosti de présene/absene de l'espèe sur les diérents
sites de la zone d'étude.
Dans tous les travaux que nous avons évoqué avant, les états du monde sont représentés
de façon expliite. Mais dans ette formulation PDME du diagnosti d'espèes invasives,
nous utilisons une représentation struturée des états.
6.4.1 Carte d'invasion
Une arte d'invasion représente un ensemble de sites étiquetés par deux desripteurs
ou deux ouleurs diérents : l'une des ouleurs, par exemple blanhe, signie l'absene de
l'espèe invasive et l'autre ouleur, par exemple noire, signie sa présene. La propriété
importante de la zone est que les diérents sites qu'elle renferme sont en interation.
C'est pourquoi nous avons herhé un modèle qui peut représenter à la fois les diérents
sites de la zone, les états possibles (les deux ouleurs de haque site) et l'interation
entre les sites. Un graphe permet de représenter toutes es aratéristiques et onstitue
alors une meilleure représentation de notre modèle. Les n÷uds du graphe représentent
les sites de la zone et les ars reliant deux noeuds représentent l'interation entre deux
sites. La gure 6.8 nous montre omment transformer une arte d'invasion en un graphe.
Nous notons G = (V,E) le graphe où V = {1, · · · , n} est l'ensemble des noeuds et E est
l'ensemble des ars dérivant les interations entre les n÷uds. Chaque site est loalisé
par la position i (i = 1, · · · , n) dans le graphe. Pour tout n÷ud i, nous notons xi
son desripteur. xi est une variable aléatoire disrète prennant valeurs dans l'ensemble
Xi = {0, 1}.
xi =
{
0 si l'espèe est absente sur le site i
1 si l'espèe est présente sur le site i
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La arte est alors représentée par un veteur x = {xi|i ∈ V } qui prend valeur dans l'es-
pae produit artésien X1×· · ·×Xn. L'idée sous-jaente de la modélisation probabiliste
de la arte est que le desripteur d'un noeud n'est pas signiatif seulement sur lui même
mais sur les interations ave les desripteurs des noeuds voisins. En d'autres termes,
un noeud peut être infeté par les noeuds voisins. C'est pourquoi nous introduisons un
système de voisinage sur l'ensemble des noeuds :
Dénition 6.4.1 (Fontion de voisinage)
La fontion de voisinage, notée N , est dénie par
N : V −→ 2V
i 7−→ N(i) = {i} ∪ {j ∈ V, (i, j) ∈ E}
Dénition 6.4.2 (Clique)
Une lique est un sous-ensemble c de noeuds de V tel que ∀i ∈ c et ∀j ∈ c, i et j sont
voisins. On note C l'ensemble des liques relatives à une fontion de voisinage.
6.4.2 Représentation de la onnaissane par un hamp de Markov par
paires
Le modèle des hamps de Markov [Lev48, Dob68℄ permet de modéliser des distri-
butions de probabilités sur des artes, représentées par les valeurs de variables dont les
n÷uds sont en interation. On utilise en général ertaines formes simples de hamp de
Markov appelés hamp de Markov par paire
1
, que nous notons MRF. La distribution de
probabilité jointe d'un MRF prend la forme suivante :
b(x) =
1
Z
exp
(
−
∑
i∈V
vi(xi)−
∑
(i,j)∈E
vij(xi, xj)
)
,∀x ∈ X ,
qui peut être réérite omme :
bψ(x) =
1
Z
∏
i∈V
ψi(xi)
∏
(i,j)∈E
ψij(xi, xj), (6.2)
où les ψi et ψij sont des fontions prenant des valeurs stritement positives. Nous nous
restreignons au as où toutes les variables ont le même domaine (Xi = {0, 1}, ∀i ∈ V )
et les fontions vi et vij satisfont les deux propriétés suivantes :
 il existe v : {0, 1} → R tel que vi(xi) = v(xi)
 il existe ξ ∈ R, vij(xi, xj) = −ξIxi=xj(xi, xj), où
Ixi=xj(xi, xj) =
{
1 si xi = xj
0 sinon.
Le modèle ainsi obtenu s'appelle modèle de Potts ave hamp externe [Wu82℄.
1
Pairwise markov random eld en anglais
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Dénition 6.4.3 (Modèle de Potts ave hamp externe)
Soit X = X1 × · · · × Xn = {0, 1} et soit G = (V,E), où V = {1, · · · , n}. Soit alors
v : {0, 1} → R et ξ ∈ R. Alors, la distribution de probabilité b sur X dénie par
b(x) =
1
Z
exp
(
−
∑
i∈V
v(xi) +
∑
(i,j)∈E
ξIxi=xj(xi, xj)
)
,∀x ∈ X ,
où Z est une onstante de normalisation.
Valeur de l'état de royane b
Rappelons que notre but est de onnaître l'état réel de haque site, 'est-à-dire la pré-
sene ou l'absene de l'espèe invasive sur le site. Mathématiquement, notre but onsiste
à désambiguïser de site. Comme la arte x est dénie par un MRF, il a plusieurs formes
de mesures de désambiguïation d'état possible, par exemple :
 mesure de désambiguïation omplète d'état. L'état de royane b a une valeur
r > 0 si et seulement si la arte est omplètement onnue (∃x, b(x) = 1).
 mesure de désambiguïation partielle d'état. Lorsqu'il y a plusieurs variables aléa-
toires d'état, une réompense ri est obtenue pour haque variable Xi désambi-
guïsée (∃xi, bi(xi) = 1), où bi(xi) est la probabilité marginale de xi. La valeur de
l'état de royane b est alors la somme des réompenses loales ri.
Dans le as général, il est impossible de désambiguiser l'état du monde, même partiel-
lement. C'est pourquoi on dénit plutt les deux fontions de réompense épistémique
suivantes, qui sont plus "`souples"'.
La première forme de réompense est obtenue en utilisant le Maximum a Posteriori
(MAP) de la fontion de royane b [PD04℄. La valeur de l'état de royane orrespon-
dant est
RMAP (b) = rmax
x∈X
b(x) (6.3)
La seonde forme de réompense prend en ompte les distributions marginales de b
sur haque variable. On utilise le Maximum Posterior Marginals (MPM) de l'état de
royane b :
RMPM(b) =
∑
i∈V
ri max
xi∈Xi
bi(xi) (6.4)
Les deux mesures de valeurs de l'état de royane que nous avons mentionné sont di-
iles à aluler (NP-diile), mais il existe des algorithmes de alul approhé, basés par
exemple sur des méthodes variationnelles [OS01℄ omme l'algorithme belief propagation
[YFW00℄, et.
Révision de royane
Dans le problème de diagnosti d'espèe invasive, les ations épistémiques à utiliser
ont des eets loaux. Autrement dit, elles sont attahées à une variable unique du
hamp de Markov et leur résultat dépend seulement de la valeur de la variable. Une
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ation d'observation a est alors dénie par une paire {i, ef} où i ∈ V représente le
site à observer et ef ∈ {1, · · · , efmax} représente le niveau d'eort d'observation (le
niveau d'observation représente par exemple le temps passé sur un site, ou le nombre de
personnes employées à la reherhe sur e site). Dans e as, la fontion d'observation
O(x, a = {i, ef}, ω) est déterminée par un ensemble de tables Oi(xi, ef, ω).
Soient b l'état de royane ourant, a l'ation exéutée à l'instant ourant et ω l'obser-
vation en retour de l'ation. Dans le adre des PDME, l'état de royane résultant bωa
est égal à
bωa (x) =
O(x, a, ω) · b(x)
p(ω|b, a) ,∀a, ω, b et ∀x ∈ X , (6.5)
ave p(ω|b, a) le fateur de normalisation.
Lorsqu'une ation d'observation loale a = {i, ef} est appliquée à un hamp de
Markov b, il est possible de montrer que la royane résultant de l'exéution de l'ation
a et de l'observation ω est enore un hamp de Markov par paire.
Proposition 6.4.1
Soit bψ un hamp de Markov par paire déni par les fontions loales {ψi}i∈V , {ψij}(i,j)∈E.
Soit a = {i, ef} l'ation d'observation loale et ω ∈ Ω l'observation en retour. La
royane révisée bωa a la même forme que l'équation 6.2 ('est-à-dire peut être modélisée
omme un hamp de Markov par paire).
Preuve En utilisant la forme spéique de bψ, si a = {i, ef} l'équation 6.5 peut être
réérite :
bωa (x) =
Oi(xi, ef, ω) · ψi(xi)
Z ′
·
∏
i′ 6=i
ψ′i(x
′
i)
∏
(j,k)∈E
ψjk(xj , xk),
où Z ′ = Z · p(ω|b, a) est le nouvelle onstante de normalisation.
 Considérons le as où Oi(xi, ef, ω) > 0, ∀xi ∈ Xi.
Dans e as, bωa est simplement obtenue à partir de b
ψ
en remplaçant la fontion
loale ψi par une nouvelle fontion ψ
ω
i,ef , telle que ψ
ω
i,ef (xi) = Oi(xi, ef, ω) ·ψi(xi).
Ainsi, lorsque Oi(xi, ef, ω) > 0, ∀xi ∈ Xi, bωa (x) > 0,∀x ∈ X et bωa est une
distribution de probabilité jointe d'un MRF.
 Maintenant, onsidérons le as où Oi(xi, ef, ω) = 0 pour quelque xi, alors notons
que bωa (y) = 0 pour tout y tel que yi = xi, et bωa est enore une distribution de
probabilité jointe assoiée au MRF déni sur X = X1×· · ·×Xn. Cependant, il est
faile de vérier que si nous dénissons X ′i en éliminant les valeurs xi dans Xi
telles que Oi(xi, ef, ω) = 0, alors bωa est une distribution de probabilité jointe du
MRF x déni sur le produit résultant X ′ = X1×· · ·×Xi−1×X ′i ×Xi+1×· · ·×Xn.
Notons que si b est un MRF, alors les fontions {ψ′i} et {ψ′ij} représentant la royane
révisée bωa sont failes à aluler (seule une d'entre elles est à réviser).
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6.4.3 Optimisation de la politique d'ations d'observation
Maintenant, nous allons dérire la politique d'ations d'observation qui permet de
diagnostiquer la présene de l'espèe invasive. Une politique d'ations d'observation
est toujours en forme d'arbre de déision où les noeuds sont les ations d'observations
loales a = {i, ef}, les ars sont les observations en retour des ations et les feuilles sont
des ations stop. Chaque ation d'observation a = {i, ef} a un oût positif ci(ef) et
l'ation stop n'en a pas. Pour pouvoir aluler la valeur assoiée à une politique d'ations
d'observation δ étant donné l'état de royane initial b0, nous allons assoier des oûts
aux ations d'observations et des réompenses R aux états de royane naux engendrés
par l'appliation de la politique δ dans b0. Dans e as, la valeur de la politique δ est
dénie par :
V δ(b0) =
∑
τ∈TRAJδ,b0
Pr(τ)
(
− c(τ) +R(bf )
)
(6.6)
où TRAJδ,b0 est l'ensemble des trajetoires engendrées par l'appliation de δ dans b0,
c(τ) est la somme des oûts des ations d'observation de la trajetoire τ et R(bf ) est la
réompense assoiée à l'état de royane nal bf de la trajetoire.
Une politique optimale δ∗ pour le problème de diagnosti épidémiologique est une po-
litique qui maximise V δ(b0). Si nous supposons que les oûts des ations d'observation
sont minorés par une onstante positive cinf et que la fontion de réompense épisté-
mique R est majorée par une autre onstante Rmax, alors il est faile de démontrer que
la profondeur de l'arbre représentant la politique optimale est bornée par Rmax/cinf .
Dans e as, une politique optimale δ∗ a une taille bornée, qui est en général exponen-
tielle en la taille du problème.
Dans la sous-setion suivante, nous allons supposer que l'horizon H est borné par n
(le nombre de site). Sous ette hypothèse, le problème d'existene d'une politique pour
le problème de diagnosti épidémiologique est PSPACE-omplet.
Complexité de l'existene d'une politique optimale
Nous allons d'abord formaliser le problème de diagnosti épidémiologique ave une
onnaissane représentée par un MRF.
Dénition 6.4.4 (Problème de diagnosti épidémiologique ave MRF (EPI))
Soit P =< H,X , G,AEF,O, {Oi}i∈V , {ci}i∈V , critere, bψ, α > is a EPI, où
 H = {1, · · · , n} est l'horizon du problème,
 X = X1 × . . .×Xn est un espae ni de produit d'état,
 G = (V,E) est le graphe de dépendane,
 AEF = {1, . . . , efmax} est l'ensemble des observations eorts,
 Ω est l'ensemble des observations,
 {Oi : Oi(xi, ef, ·)}i∈V sont des distributions de probabilité sur Ω,
 {ci}i∈V sont les oûts sur AEF ,
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 critere ∈ {(MAP, r), (MPM, {ri}i∈V )} permet de dénir les valeurs des royanes,
 bψ est la royane initiale modélisée par un MRF,
 α > 0 est l'utilité but de la politique.
Le problème d'existene d'une politique pour EPI onsiste à déterminer s'il existe une
politique de δ qui pourra atteindre l'utilité Vδ(bψ) ≥ α.
Le résultat suivant repose sur la preuve de PSPACE-omplétude des Proessus Déi-
sionnels de Markov Épistémiques dénis dans le hapitre 4 (également dans le papier
[SLR07℄) et est basé sur une rédution du problème de State disambiguiation déni dans
[CS03℄.
Proposition 6.4.2 Le problème d'existene d'une politique pour EPI est PSPACE-omplet.
Preuve
 Nous allons d'abord montrer la PSPACE-diulté.
Si |V | = 1, le problème d'existene d'une politique pour EPI est réduit au problème
d'existene d'une politique pour un PDME déni dans le hapitre 4 et [SLR07℄,
qui est prouvé être PSPACE-diile.
 Maintenant, montrons que l'existene d'une politique est dans PSPACE.
En supposant que la politique optimale δ∗ est onstruite (une branhe à la fois),
haque trajetoire possible τ engendrée par δ∗ est de taille polynomiale (ar |H| ≤
|V |). Ainsi, ( − c(τ) +R(bf )).P r(τ) peut être alulée en espae polynomial : la
partie diile est de aluler r(bf ) et Pr(τ). Mais es aluls peuvent être faits
en espae polynomial en explorant X , une onguration à la fois, et en alulant∏
i ψi(xi)
∏
ij ψij(xi, xj) pour haune d'elles. Ainsi, le problème d'existene d'une
politique peut être résolu par le biais de aluls en espae polynomial : il appartient
à NPPSPACE= PSPACE.
Remarquons que e résultat repose sur le fait que la taille de l'horizonH est N ≤ |V |.
Cependant, il peut être étendu en supposant que N roît de façon polynmiale ave
|V |. En outre, si nous supposons que Rmax/cinf ≤ |V |, la profondeur de toutes les
trajetoires possibles engendrées par la politique optimale devient limitée par |V |.
6.5 Conlusion
Dans e dernier hapitre, nous avons montré omment la planiation épistémique
pouvait être appliquée à des problèmes d'intérêt pratique. La première appliation que
nous avons dérite onerne le problème de diagnosti. Ce dernier est un problème de
planiation épistémique dans la mesure où les états sont des hypothèses faites sur le
monde réel, les ations épistémiques sont des tests (de vérité ou de valeur) permettant
d'aquérir des informations sur la véraité d'une hypothèse et la fontion d'utilité épis-
témique assoie une valeur réelle positive à l'état de royane lorsque elui-i est inlu
dans une hypothèse et une valeur nulle sinon. Étant donnée sa royane initiale sur les
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hypothèses, l'agent herhe parmi les tests disponibles eux dont l'exéution lui permet
de trouver l'hypothèse vraie dans le monde réel.
La deuxième appliation dérite dans e hapitre est l'éliitation de préférenes. Le
problème d'éliitation de préférenes est également un problème de planiation épis-
témique dont le but épistémique onsiste à déterminer la préférene de l'utilisateur
an de pouvoir l'aider ou lui donner des reommandations dans sa prise de déision.
Dans e as, les états du monde sont onstitués par les préférenes de l'utilisateur et
les ations épistémiques sont les questions posées qui ne hangent pas la préférene de
l'utilisateur mais permettent d'en avoir des informations. Plusieurs formes de fontion
d'utilité peuvent être onsidérées, par exemple assoiant une utilité maximale lorsque
la préférene est désambiguisée.
Pour la dernière appliation présentée, nous avons évoqué la reherhe d'ations d'obser-
vation loales pour le raisonnement spatial. Partiulièrement, nous avons formalisé un
problème de diagnosti de présene d'espèe invasive sur une r

égion donnée en plania-
tion épistémique an de aluler une arte d'invasion de la région. Pour ela, nous avons
représenté la onnaissane inertaine sur la arte par un hamp de Markov. Nous avons
vu qu'après avoir exéuté une ation d'observation loale sur un site de la région et en
tenant ompte du résultat en retour, non seulement la onnaissane sur le site hange
mais aussi la onnaissane sur tous les sites voisins (vu qu'il y a interation entre eux).
Deux mesures de réompenses ont été dénies pour évaluer un état de royane, à partir
du MAP ou à partir du MPM. À partir de es données, on peut dénir une politique
optimale pour le diagnosti par une politique qui maximise l'espérane de la somme des
réompenses moins les oûts des ations sur les trajetoires.
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Un des apports importants des travaux en planiation sous inertitude onerne la
prise en ompte de l'inertitude du problème à résoudre. Dans e adre, on peut onsi-
dérer deux soures d'inertitude bien distintes : l'inertitude sur les eets des ations
et l'inertitude sur les états du monde. La planiation en environnement partiellement
observable est un as général qui onsidère es deux soures d'inertitude à la fois. En
négligeant l'inertitude sur les états, on se trouve dans la lasse de la planiation to-
talement observable. Par ontre, en négligeant l'inertitude sur les eets des ations,
on se trouve dans la lasse, également intéressante, de la planiation épistémique. Les
travaux que nous avons eetués au ours de ette thèse se situent dans ette lasse de
la planiation épistémique. Partiulièrement, l'objetif prinipal de nos travaux était
de dérire un adre spéial pour ette lasse et d'étudier ses aspets algorithmiques.
Bilan
Nous avons tout d'abord passé en revue les solutions apportées par les approhes de la
planiation sous inertitude an d'élargir les hypothèses restritives de la planiation
lassique. Puis nous avons dérit les adres de la planiation sous inertitude qui se
rapprohent de l'approhe développée dans ette thèse. D'abord, nous avons dérit
le adre des Proessus Déisionnels de Markov (PDM) [Put94℄ et sa généralisation,
le adre des Proessus Déisionnels de Markov Partiellement Observables (PDMPO)
[Son71, Mon82, Lov91℄, qui sont les plus largement utilisés en planiation basée sur
la théorie de la déision. Puis, nous avons également passé en revue le adre des PDM
possibilistes et des PDMPO possibilistes [FLS98, Sab01℄, qui sont quant à eux basés sur
la théorie des possibilités.
Notre première ontribution dans ette thèse onerne la desription des paramètres né-
essaires à l'élaboration du adre de la planiation épistémique. Partiulièrement, nous
avons représenté les aratéristiques de l'agent dans la planiation épistémique. Nous
avons également dérit les aratéristiques des ations épistémiques (elles ne hangent
pas l'état du monde mais apportent de nouvelles onnaissanes, et.), et leurs diérentes
lasses. Puis, nous avons dérit les préférenes épistémiques qui sont dénies sur les états
de royane. Une préférene assoiée à un état de royane donné représente la qualité
de l'information ontenue dans et état de royane. En fontion de l'approhe utilisée,
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on peut dénir des préférenes épistémiques numériques, qualitatives ou relationnelles.
Pour lturer la desription des éléments du adre de la planiation épistémique, nous
avons représenté la politique solution à partir des desriptions du domaine du problème
à traiter. La politique épistémique est représentée par un arbre dont les noeuds sont des
ations épistémiques et les ars sont les résultats des ations d'observation.
La deuxième ontribution de e travail de thèse est la desription de trois modèles
pour la planiation épistémique : probabiliste, ensembliste et possibiliste. D'abord, le
modèle probabiliste permet de dénir le adre des Proessus Déisionnels de Markov
Épistémiques (PDME) [SLR07℄. C'est un adre prohe de elui des PDMPO, sauf que
les ations et les préférenes qu'il onsidère sont toutes épistémiques. Le modèle ensem-
bliste, représenté par le adre des Proessus Déisionnels de Markov Épistémiques En-
semblistes (PDMEE), est une version ensembliste du PDME. Puis le modèle possibiliste,
représenté par le adre des Proessus Déisionnels de Markov Possibilistes (PDMEP),
est une version possibiliste du adre des PDME et prohe des PDMPO possibilistes.
Chaque modèle proposé ore tout d'abord un adre mathématique rigoureux pour la
planiation épistémique en environnement inertain et partiellement observable selon
l'approhe onsidérée, et permet de modéliser le omportement d'un agent qui veut
aquérir des informations ou de nouvelles onnaissanes dans un monde mal onnu en
exéutant des ations épistémiques.
Notre troisième ontribution dans ette thèse est l'étude de ertains aspets de om-
plexité de la lasse de la planiation épistémique. Pour haun des modèles, nous avons
étudié le problème de l'existene d'une politique de valeur supérieure à un seuil. Nous
avons montré que la omplexité de e problème hange en fontion de la nature de
la fontion d'observation en retour des ations épistémiques. Le tableau 6.1 résume
les diérents résultats que nous avons obtenus. Pour les PDME et PDMEE, le pro-
blème d'existene d'une politique est PSPACE-omplet lorsque la fontion d'observation
est non-déterministe et NP-omplet lorsque elle-i est déterministe. Quant au adre
des PDMEP, nous onjeturons que e problème est PSPACE-omplet lorsque la fon-
tion d'observation est non-déterministe, mais nous n'avons pas montré la omplétude.
Lorsque la fontion d'observation est déterministe, le problème est dans NP et nous
onjeturons qu'il est NP-omplet.
La dernière ontribution de e travail onerne l'appliation de la planiation épisté-
mique. Nous avons dérit la formulation du problème de diagnosti dans les systèmes
généraux et du problème d'éliitation de préférenes dans le adre de la planiation
épistémique. Puis, le dernier travail onerne l'appliation de la planiation épistémique
à un problème de diagnosti d'espèes invasives. Notre but dans ette appliation était
de proposer une approhe qui permet de savoir l'état d'invasion sur l'ensemble de sites
menaés par une espèe invasive via des ations d'observation loale et de onstruire
une arte reétant et état d'invasion.
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Fontion d'observation Fontion d'observation
non-déterministe déterministe
PDME PSPACE-omplet NP-omplet
PDMEE PSPACE-omplet NP-omplet
PDMEP PSPACE-omplet NP-omplet
(onjeture) (onjeture)
Tab. 6.1  Résumé des résultats de omplexité du problème d'existene d'une politique
dans le adre de la planiation épistémique.
Perspetives
Nous avons présenté un ensemble de résultats dans le domaine de la planiation épisté-
mique. Certains sont des résultats de modélisation. Dans la modélisation d'un problème
de planiation épistémique, on peut lassier les problèmes selon la représentation
des états et/ou des ations et/ou de la fontion d'observation et/ou de la fontion de
réompense. Les modèles que nous avons proposés dans ette thèse onsidère une re-
présentation expliite des états/ations et la fontion d'observation est simple (loale).
Mais nous avons aussi introduit des exemples de problèmes de planiation épistémique
où la représentation d'états est fatorisée et la fontion d'observation est loale, omme
en diagnosti basé sur hamp de Markov. Un des travaux que nous envisageons de faire
pour enrihir l'étude de la lasse de planiation épistémique onerne la desription du
modèle où les états sont fatorisés et les ations sont omplexes. Tel est le as enMaster-
mind : un état est omposé de ertaines variables prenant des valeurs dans un domaine
donné et une ation est omplexe ar elle onsiste en la ombinaison de miro-ations
(haque miro-ation orrespondant à l'aetation d'une valeur à haque variable de
l'état. Dans e as, la fontion d'observation n'est plus loale mais globale, e qui rend
enore diile la représentation du modèle. Evidemment, nous pourrons aussi envisager
de onsidérer des problèmes de planiation épistémique ave représentation proposi-
tionnelle et à identier la omplexité du problème d'existene de stratégie, dans une
prohaine étape.
Certains résultats de notre thèse sont des résultats de omplexité de la résolution d'un
problème de planiation épistémique. D'après es résultats, résoudre un problème de
planiation épistémique est aussi omplexe que résoudre un problème de planiation
dans l'inertain partiellement observable en général. Dans e as, proposer un algorithme
exat pour résoudre les problèmes de planiation épistémique qui sera trop oûteux
en temps et en espae n'est pas une bonne solution. Deux approhes de résolution sont
possibles. D'un té, nous pouvons envisager d'utiliser des tehniques d'approximation
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hors ligne pour éhapper à l'une ou l'autre de es omplexités (temporelle et spatiale).
Parmi es méthodes, nous pouvons iter les algorithmes de reherhe heuristique pour
la onstrution de stratégie (famille AO* [Pea84℄). Dans e as, une heuristique guide
le hoix de la meilleure ations épistémique, par exemple une heuristique basée sur l'en-
tropie ou sur la valeur de l'information. La solution retournée dépend évidemment de
la qualité de l'heuristique. D'un autre té, nous pouvons aussi envisager d'utiliser des
tehniques en ligne pour la réherhe de solutions approhées . Dans e as, les algo-
rithmes en ligne évaluent la séletion de l'ation durant l'exéution. Parmi es méthodes,
nous pouvons iter les méthodes d'apprentissage par renforement [SB98℄.
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Résumé
La planiation épistémique onsiste à onstruire une politique d'ations épisté-
miques permettant d'aquérir des informations sur un environnement mal onnu et
partiellement observable. Cette lasse de la planiation sous inertitude est à la roisée
de plusieurs disiplines telles que l'Intelligene Artiielle, la Reherhe Opérationnelle
et la Théorie de la déision. Elle résout plusieurs problèmes pratiques omme le diag-
nosti médial et dans les systèmes généraux, l'éliitation de préférenes, le problème
de lassiation, et. L'objetif de notre reherhe était de proposer un adre spéial
pour la planiation épistémique et d'étudier les aspets de omplexité de reherhe
d'une politique optimale d'ations épistémiques. Après avoir identié ses diérents pa-
ramètres, nous avons dérit trois modèles de la planiation épistémique : stohastique
(Proessus Déisionnel de Markov purement Epistémique), ensembliste (Proessus Dé-
isionnel de Markov Epistémique Ensembliste) et possibiliste (Proessus Déisionnel de
Markov Epistémique Possibiliste). Enn, nous avons étudié quelques appliations de
la planiation épistémique, notamment le problème de diagnosti en général, elui de
l'éliitation de préférenes et elui de diagnosti d'espèes invasives.
