Introduction
The amount of data residing in the world is enormous and rapidly growing-we live in the age of information explosion. Performing meaningful actions on data, such as searching or sorting, generally takes computational power proportional to the amount of data that needs to be processed. As the amount of data grows, more computational power is required to process the data in a timely manner. This motivates research in more efficient algorithms and data structures for big data processing. The contribution of this work [12] is new and efficient data processing methods for a particular family of actions. Namely, we investigate the following basic, and for now intentionally informal, question: What is the intersection between two pieces of data? We consider several formal settings where intersections between data is the quantity of interest and we provide new algorithms and data structures that give stronger theoretical guarantees than previous state of the art. In this extended abstract we will highlight three such formal settings -multiple set intersection estimation (Sect. 2), sparse matrix multiplication (Sect. 3), and similarity join (Sect. 4).
The three highlighted settings mentioned above fall under the umbrella of intersection in the following manner. Consider two bit vectors a, b ∈ {0, 1} n , a standard metric for similarity between big strings is simply their dot product ⟨a, b⟩ = ∑ i∈ [n] a i b i . The bit strings a, b can be considered the indicator vectors for sets S a and S b , i.e we have S a , S b ⊆ [n]. The intersection size |S a ∩ S b | is then exactly equal to ⟨a, b⟩. All three considered settings deal with the computation of Abstract A basic question on two pieces of data is: "What is the similarity of the data?" In this extended abstract we give an overview of new developments in randomized algorithms and data structures that relate to this question. In particular we provide new state of the art methods in three particular settings, that all relate to the computation of intersection sizes:
1. We give a new space-efficient summary data structure for answering set intersection size queries. The new summaries are based on one-permutation min-wise hashing, and we provide a lower bound that nearly matches our new upper bound. 2. For sparse matrix multiplication, we give new tight bounds in the I/O model, settling the I/O complexity a natural parameterization of the problem-namely where the complexity depends on the input sparsity N, the output sparsity Z and the parameters of the I/O model. In the RAM model we give a new algorithm that exploits output sparsity and which beats previous known results for most of the parameter space. 3. We give a new I/O efficient algorithm to compute the similarity join between two sets: two elements are members of this join if they are close according to a specified metric. Our new algorithm is based on locality-sensitive hashing and strictly improves on previous work. dot products and set intersection sizes. First, in Sect. 2 we will investigate how to summarize a collection of sets, such that all intersection sizes between subsets of the collection can be answered approximately. Then in Sect. 3 we will consider matrix multiplication, which can be seen as a batch of dot products. In particular we are interested in the case where either the input matrices or output matrix (or both) are sparse, i.e., contain a lot of zeroes. Motivated by the fact that the intersection size can be seen as a distance metric, we finally consider in Sect. 4 the case where we have two collections of points from a given metric space, and we wish to output all pairs with one from each set, that are close as defined by the distance metric. This is exactly standard set intersection , except two points belong to the intersection when they are close instead of being equal.
All three sections will aim to summarize our findings and we refer to the thesis [12] as well the subsumed papers [4, 6, [8] [9] [10] [11] for the full technical details.
Multiple Set Intersection
In this work the aim is, given m input sets  = S 1 , … , S m , to pre-process  into a space-efficient summary of the set. From the summaries we must be able to output an estimate of the quantity t = � � ⋂ j∈q S j � � , where q ⊆ {1, … , m} is a query that is not known in advance of the pre-processing. The setting is illustrated in Fig. 1 . Further, we require that all summaries are computed independently of each other, i.e., no information from other summaries can be used. This setting is motivated by the fact that data sizes can be so large that sub-linear space can be needed, and the independent computation of the summaries enables the method to be easily distributed. Even though we compute only an estimate of the intersection size, our method has applications in exact computation as well: conjunctive queries in databases use computational time proportional to the intersection between two relations. If a good estimate of this intersection size can be estimated beforehand, the order of computation can be optimized to gain computational speedups.
In this work we are interested in achieving an ( , ) -approximation of the intersection size t, that is, the probability that our output t has relative error more than must be at most . Before our work, the state of the art to achieve a good ( , )-approximation of t was a variant of the well-known min-wise hashing [2] , namely b-bit minwise hashing by Li and König (see [7] for an overview). The overall approach of Li and König can be summarized as follows. Say we choose to store k elements from each set in S i ∈ . Then they compute k random hash functions independently, and for each hash function they store the element from S i with the smallest hash value. We consider a simple twist on this approach-instead of k hash functions that each determine one element to store, we use one hash function that determines all k elements to store! That is, we select the elements with the k smallest hash values. The argument relies on the subtle technical observation that when using k hash functions, an element from the intersection gets added with probability roughly t∕| ∪ i S i | while when using only one hash function this event occurs with probability roughly t / n, where n is the maximum set size. Queries are answered by computing the intersection size of the summaries of the query sets, and scaling by n / k-the intuition being that for a particular summary, an intersection element is added to it with probability roughly t / n, and we perform k such "repetitions". Our results hold for other set sizes as well, in which case the dependence on n is replaced with a dependence on the largest set size.
Our results can be summarized as the answer to the question Is b-bit min-wise hashing optimal for summarizing set intersection? When the number of sets m = 2 the answer is yes. This space optimality is a consequence of a new lower bound shown in this work, and the lower bound holds for any summary. When m ≥ 2 is larger, we show that the performance of b-bit min-wise hashing (and more generally any method based on "k-permutation" minwise hashing) deteriorates as m grows. Our new summary almost matches our new lower bound and improves upon the space consumption of b-bit min-wise hashing (and other "k-permutation schemes") by a factor of Ω(m∕ log m). Our results are summarized in Table 1 , which also includes previous work discussed in detail in [12] . Fig. 1 The setting. We have multiple sets S 1 , … , S 5 with the sets S 1 , S 2 , S 3 , S 5 being the query sets (grey color) and the return value is the size of the black region
Sparse Matrix Multiplication
We now turn to the classic problem of computing matrix products. This falls under our "data intersection" umbrella by observing that a boolean matrix product can be seen as a batch computation of inner products between vectors of indicator variables. Matrix multiplication is widely used in algorithm design, perhaps most notably in algorithmic graph theory where the performing matrix multiplications that involve the adjacency matrix of a graph is a powerful tool. Matrix multiplication is also widely used in practice, e.g. in computer graphics and computational linear algebra (see [12] ). A U × U matrix A can be seen as U row vectors each containing U values. The matrix multiplication problem can be stated as follows: Let the input matrices be A and C both of size U × U. The task is then to multiply A and C to create the output matrix AC which is also of dimensions U × U. If the values of the entries of A and C can only take values 0 and 1 we call it boolean matrix multiplication. Letting [U] denote the set {0, … , U − 1}, the output matrix AC is defined as
We will seek to compute (1) efficiently in both the standard RAM model and also in the I/O model. Recall that in the I/O model we have a fast memory of size M, a disk of infinite size, and a block transfer between disk and memory can hold B words. All computation takes place in the memory, but the cost of an algorithm is exclusively the maximum number of block transfers used by an algorithm.
In the RAM model the standard solution is to compute 1 directly using (U 3 ) time. When we allow certain arithmetic operations over the ring, i.e. "Strassen-like" tricks [13] , this can be improved to (U ), where currently < 2.3728639 [3] . In the I/O model the basic solution is to divide the matrices into size c
internal memory of size M. This reduces the problem to ((U∕ √ M) 3 ) matrix products that fit in main memory, costing (M∕B) I/Os each, and hence (U 3 ∕B √ M) in total [5] .
We consider the problem of sparse matrix multiplication. We say that parameter N is the number of non-zero entries in the input matrices, and Z is the number of nonzero entries in the output matrix. We are now interested in efficient algorithms that rely on this natural parameterization on N and Z instead of the dimension U.
Our results for this problem are two new state of the art algorithms in the RAM model and the I/O model, respectively. Our algorithms are Monte Carlo algorithms, they have polynomially small error probability, where the polynomial depends on the constant factor hidden in the running time.
In the I/O model we settle the I/O complexity of sparse matrix multiplication: We provide a new algorithm and a matching lower bound, both parameterized on input sparsity N and output sparsity Z. Our new upper bound improves previous state of the art [1] by a factor of M
3∕8
. We leave details to [12] , but remark that the argument relies on partitioning the input into many small subproblems that each have a small number of non-zeroes in their output -on our way to achieve this we develop a new size estimation tool that estimates the number of non-zeroes in the output of a matrix product, and this method runs in roughly N / B I/Os. Our results in the I/O model can be summarized as: In the RAM model we seek to use fast matrix multiplication, i.e., the (U ) method to compute fast matrix products. Due to the nature of the black box, it proves difficult to use the input sparsity N, and so our new algorithm depends on U and Z. Our algorithm uses the size estimation tool mentioned above to split the input matrices cleverly. We achieve a running time of  U 2 (Z∕U) −2 + Z + N , where  (⋅) hides polylog factors in U. This bound is asymptotically better than previous state of the art when Z is asymptotically larger than U, and when Z = U we coincide with (U ). This algorithm can be transfered to the I/O model, in which unless M is very large our new algorithm beats all previous methods. 
Similarity Join
Finally, we consider the case where we have two sets, and two elements are a part of the intersection between two sets if they are "close enough", but not necessarily equal. The problem is closely related to similarity search, and indeed our contribution uses particular hash functions that have gained popularity due to similarity search. The problem of computing similarity joins has applications such as web deduplication, document clustering and click fraud detection. For a space  and a distance function d ∶  ×  → , the similarity join of sets R, S ⊆  is the following: Given a radius r, compute the set Let the total number of points be N = |R| + |S|. Since there are (N 2 ) number of pairs the naive approach is to just perform this number of distance evaluations and so the trivial time bounds for this problem depend on this number of pairs. We go below this barrier by using a special kind of hash function called a locality sensitive hash function (LSH): informally such a hash function will guarantee that two close points hash to the same value with probability p 1 and that two far away points hash to the same value with probability p 2 where p 1 > p 2 . The rough idea is that since close points hash to the same value often and far away points hash to the same value rarely, then by examining only pairs that hash to the same value we avoid looking at many of the far away pairs.
We consider the I/O model only and we use the LSH idea as described above in order to avoid comparing far away pairs. Ideally one would like an algorithm that depends on the output size |R ⋈ ≤r S| and a subquadratic dependency in the number of points N. However it turns out that this requires that the "c-near" join R ⋈ ≤cr S, for a constant c, has few pairs in it.
Our result for this problem is the first I/O-efficient (in fact cache-oblivious) algorithm for similarity join that has provably sub-quadratic dependency on the data size and at the same time inverse polynomial dependency on M. The I/O complexity of our algorithm is R ⋈ Here ∈ (0;1) is a parameter of the LSH. Where previous methods have an overhead factor of either N / M or (N∕B) we obtain an overhead of (N∕M) , strictly improving both.
