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A water budget for an individual sewage disposal system (ISDS) located at a mountain 
residence near Evergreen, Colorado, was calculated using field data as inputs to a continuity 
equation. Water pumped from the fractured, unconfined aquifer was metered. A pressure 
transducer in the dosing chamber of the septic tank monitored waste water flow from the home 
into the ISDS system.  A tipping-bucket rain gauge measured precipitation.  Actual 
evapotranspiration (AET) was measured at various times of year during the study using a plastic, 
hemisphere-shaped chamber that monitored humidity.  Potential evapotranspiration (PET) was 
continuously calculated by an on-site meteorological station with a half hour frequency.  Using 
multiple, linear regression, a model of continuous PET based on meteorological data was 
calibrated with the intermittent AET data to estimate continuous AET throughout the study 
period.  Lateral flow was negligible during the majority of the year.  Vertical flow to the 
fractured bedrock was estimated using two methods.  The first method based on measurements of 
vertical hydraulic conductivity and gradient yielded unreasonable results with large uncertainty 
and are not presented.  The second method determined vertical flow as the unknown in the 
continuity equation and resulted in reasonable values.  Calculated water loss in the residence and 
AET of ISDS effluent were combined to estimate the percent of pumped water available to 
recharge the underlying fractured bedrock.  At this residence, an average of 84.4 % (with an 
uncertainty ranging from 83.5 to 85.2 %) of water pumped into the residence was estimated to be 
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CHAPTER 1   INTRODUCTION 
 
1.1   Purpose 
The purpose of this research is to develop a water budget that characterizes the inputs and 
outputs of the individual sewage disposal system (ISDS) located at a mountain residence in 
Turkey Creek Basin, Jefferson County, Colorado.  This budget is used to determine the 
percent of water pumped into the residence that returns to the underlying aquifer.  The 
amount of return flow is compared to the Colorado Division of Water Resources guideline of 
87.7% (Vanslyke and Simpson, 1974).   
1.2   Background 
Turkey Creek Basin (TCB) is located in central Jefferson County, Colorado.  According 
to the 2000 U.S. Census, Jefferson County’s population was 527,056, which was a 20.2% 
increase from the population in 1990.  Census data for TCB are not available.  The town of 
Evergreen, located just northwest of TCB, witnessed a population increase of 27% between 
1990 and 2000 (Jefferson County, 2004).  Statistics from Evergreen indicate that its 
population is steadily increasing, so it is presumed that population is increasing in the 
surrounding unincorporated areas, including TCB.  Like many mountain regions, the majority 
of the residences depend on individual wells for drinking water and on-site individual sewage 
disposal systems (ISDS) to dispose of wastewater from the residence.  Most residences do 
not have access to city utilities such as water and sewer due to TCBs rugged setting.  
Consequently, protection of water resources in this area is of great concern, as is protection 
of water resources in similar locales throughout the Front Range of Colorado. 
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The Colorado State Engineer’s Office regulates water well permitting.  If water is 
available, water rights can be granted along with a permit to drill a well.  One of the 
considerations in determining water availability is the volume pumped and the percentage 
returned to the aquifer.  To facilitate this determination, the Colorado Division of Water 
Resources estimated in a 1974 memorandum that, on average, 12.3% consumptive use for a 
residence with a well and an ISDS is reasonable when evaluating water resources (Vanslyke 
and Simpson, 1974).  This means that 87.7% of the water pumped into the residence is 
assumed to return to the aquifer from which it was pumped. 
The Jefferson County Department of Health and Environment regulates ISDS permitting.  
Acceptance of an ISDS permit requires an application with a design that meets county 
requirements based on field analyses, and is confirmed to be acceptable based on an 
inspection after installation.   
1.3   Previous Work 
A previous research project was performed at the research site during 2002 and 2003 by 
Kathleen Dano, a Colorado School of Mines Master’s Degree student.  This research focused 
on the fate of ISDS effluent at the research site based on hydrological and geochemical field 
data.  A preliminary water budget was developed.  The results suggested that approximately 
72% of the original volume pumped into the residence was being discharged to the ISDS and 
approximately 90% of that volume was returned to the aquifer from which it was pumped, 
resulting in a net return of 62% (Dano, 2004).  It was found that effluent from the infiltration 
area was migrating laterally in the subsurface, potentially posing a threat to streams during 
high water table conditions.  The geochemical fingerprint of the effluent matched the 
geochemical fingerprint of an anthropogenic component affecting groundwater and surface 
water quality within Turkey Creek Basin (Dano, 2004; Thyne et al, 2004). 
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The United States Geological Survey (USGS) completed a hydrologic assessment of 
TCB water resources at a basin scale.  This study determined geologic units that supported 
base flow to streams (Bossong et al., 2003).  This report concludes that the majority of 
precipitation leaves the watershed as evapotranspiration and streamflow.  
The Colorado Water Resources Research Institute published proceedings from 
workshops regarding mountain water resources in the Colorado Front Range held throughout 
the 1970s and 1980s.  Many case studies concerning effluent disposal method and treatment, 
ISDS design, Operation and Maintenance, and ISDS regulations were presented.  No cases 
were found that addressed the percent of return flow from ISDSs. 
1.4   Conceptual Model of Hydrologic Processes 
 A water budget was developed for an ISDS of a mountain residence, using the conceptual 
model presented in Figure 1.1.  To determine the percentage of water pumped into a 
residence that returns to the underlying aquifer, the following hydrologic processes were 
considered: effluent discharge to the infiltration area, precipitation, evapotranspiration, lateral 
flow, vertical flow, and changes in storage.  Determining the volume of each of these 




























CHAPTER 2   DESCRIPTION OF RESEARCH SITE 
 
2.1   Turkey Creek Basin Setting 
Turkey Creek Basin (TCB) is located in Central Jefferson County, Colorado (Figure 2.1).  
The basin includes the developed areas of Conifer, Indian Hills, and Aspen Park (Jefferson 
County Planning and Zoning, 2004).  Evergreen, the largest town in the vicinity of TCB, is 
located approximately 3 miles outside the basin’s northwestern boundary. 
                        
Figure 2.1 Location of Jefferson County, Colorado.  Location of Turkey Creek Basin in 
Jefferson County 
 
TCB extends over an area of approximately 47.2 mi2 (122 km2).  The basin boundaries 
are defined by topographic divides that range from 6000 ft (1829 m) of elevation in the 
eastern portion of the basin, to approximately 10,500 ft (3048 m) of elevation along the 
southwestern boundary.   
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2.2   Basin Geology 
The basin is underlain by Precambrian crystalline bedrock that is composed of three main 
rock groups (Figure 2.2).  Metamorphosed and foliated gneisses and schists, including 
migmatite, belong to the metamorphic rock group.  Large-scale intrusive quartz monzonites, 
including the Silver Plume Quartz Monzonite and Pikes Peak Granite, are part of the 
intrusive rock group.  The main fault zones, which cut through several rock types in the 
basin, are part of the fault-zone rock group.  Most domestic water wells are completed within 
the fractured network of these rock groups (Bossong et al., 2003). These rocks constitute the 
regional aquifer of interest in this study. 
 
 
Figure 2.2 Geologic Map of Turkey Creek Basin (Bossong et al., 2003) 
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The Precambrian bedrock in TCB has experienced at least three major events of tectonic 
activity and brittle deformation.  According to Sonnenberg and Bolyard (1997) and Bossong 
et al. (2003), the three major events are as follows: 1) early Paleozoic-age burial and late 
Paleozoic-age Ancestral Rocky Mountain Uplift, 2) mid to late Mesozoic-age burial and late 
Mesozoic-age to early Cenozoic-age Laramide uplift, 3) late Cenozoic-age volcanism, uplift, 
and possible extension.  Major geologic structures in the basin include both folds and fault 
zones (Bossong et al., 2003).  Folding is evident throughout the basin, while faulting and 
fault zones are primarily located in the northeastern and southwestern portions of the basin.   
Thin quaternary-age regolith overlies these rock groups (Hofstra and Hall, 1975).  The 
regolith has seasonally variable water availability and has moderate to high permeability.  
Most ISDSs are installed in the regolith, and many require over-excavation of the underlying 
bedrock. 
2.3   Research Site Location 
The research site is located on two, 2-acre lots in the Evergreen Highlands Subdivision 
Development of Jefferson County, Colorado (Figure 2.3).  The ISDS is located in the 
backyard of one of the residences, with the infiltration area installed on a 10 % slope. 
2.4   Geology of the Research Site 
The research site is underlain by a contact between migmatite and Silver Plume Quartz 
Monzonite (Bossong et al., 2003, Bryant, 1974).  Rock outcrops on and around the property 
are considerably weathered and highly fractured.  Regolith, a byproduct of weathering 
bedrock, overlies much of the ground surface, ranging in thickness from 0 ft to approximately 
10 ft (3.05 m).  The regolith at the site is heterogeneous due to differing bedrock composition 
and variations in weathering.  Some artificial fill is present due to building activities. 
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Figure 2.3 Location of Research Site in Turkey Creek Basin 
 
2.5   History of the ISDS at the Research Site  
The original residence was built on the 2-acre lot in 1971.  The two-bedroom home was 
issued an ISDS permit from Jefferson County Health Department requiring a 750 gallon 
(2.84 m3) septic tank and a 720 ft2 (66.9 m2) infiltration area.  In 2001, the home was 
remodeled, with the addition of two bedrooms.  According to Health Department regulations, 
a larger septic tank and infiltration area had to be designed and installed.  The updated permit 
called for a 1500 gallon (5.68 m3) septic tank with a dosing siphon, along with a 960 ft2 (89.2 
m2) infiltration area.  A 1250 gallon (4.73 m3), two-compartment “Erie Pre-cast” septic tank 
with a dosing siphon was installed, as well as an “over-excavated”, 960 square-foot (89.2 m2) 
infiltration area.  Regolith thickness was determined to be less than 6 feet (1.83 m), thus the 
bedrock was excavated to meet regulations regarding vertical distance from the gravel layer 
of the infiltration area to bedrock.  The doser was configured to yield approximately 125 





2.6   ISDS Background and Design 
ISDS regulations are enforced by the Jefferson County Department of Health and 
Environment (JCDHE).  Many guidelines need to be followed when designing and installing 
an ISDS.  Only the guidelines relevant to the research site are discussed here.   
Minimum distances between ISDS components and other features are required to reduce 
the potential for contamination and malfunction.  Features such as wells, springs, buildings, 
and surface water bodies have minimum horizontal setback distance requirements from septic 
tanks, infiltrations areas, and other ISDS components (Jefferson County, 2003). These 
distances were honored by the system as installed at the site. 
The as-built drawing (Figure 2.4), courtesy of JCDHE, illustrates the ISDS at the study 
site.  This as-built drawing represents the system as it appeared when Jefferson County made 





















According to Jefferson County’s guidelines, estimation of daily sewage flow rate is 
determined by the number of bedrooms in a residence.  The minimum size for the infiltration 
area is calculated as: 
95.0
QA=                                                           (2.1) 
where: A = Minimum infiltration area required (ft2) 
   Q = Design flow (150 % of average flow) (gallons per day) 
For this residence, Q is 900 gallons per day (3.14 m3/day), because Jefferson County 
regulations assume double occupancy per room, with 75 gallons per day, per person (0.28 m3 
per day, per person).  Therefore, the assumed average flow for a four bedroom residence is 
600 gallons per day (2.27 m3/day).  Increasing to 150 % of average flow to provide a factor 
of safety yields a Q of 900 gallons per day (3.14 m3/day).  Dividing by 0.95 gallons/ft2/day 
results in an infiltration area for a four bedroom residence of approximately 947 ft2 (88 m2).  
At this site the infiltration area was excavated to a width of 12 ft (3.66 m), a length of 80 feet 
(24.4 m), yielding an infiltration area of 960 ft2 (89.2 m2), and to a depth of at least 6 feet 
below the ground surface.  Distribution pipes in the infiltration area were installed 3 feet 
(0.91 m) from the wall of the excavation and 6 ft (1.83 m) from each other.   
To design the ISDS, percolation tests were performed to determine the required 
infiltration area.  A test hole was dug to 1 foot below where the distribution lines in the 
infiltration area were to be installed to observe water infiltrating into the subsurface.  Water 
was poured into the test hole, and water level measurements were recorded to determine the 
period of time for the water level to decline by 1 inch (2.54 centimeters).  The infiltration rate 
must be greater then 5 minutes per inch (mpi) (~2 minutes per centimeter (mpcm)) and less 
than 60 mpi (~24 mpcm) (Jefferson County, 2003).  Two percolation tests were performed 
when the original infiltration area was installed in 1971.  These tests resulted in rates of 20 
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mpi (~8 mpcm) and 80 mpi (~32 mpcm).  The 20 mpi (~8 mpcm) rate was within 
regulations, but 80 mpi (~32 mpcm) was unacceptable.  No documentation has been found to 
demonstrate that new percolation tests were performed when the new ISDS was installed in 
2001.   
Soil profile holes were excavated to view the native soil in the vicinity of the ISDS 
(Figure 2.5).  Test pit 1 consisted of 6.5 feet of silty-sand and gravel fill underlain by 
weathered gneiss.  Test pit 2 consisted of 6 feet of silty-sand and gravel fill underlain by 
weathered gneiss.  Test pit 3 consisted of 0.5 feet of top soil, underlain by 3.5 feet of silty-
sand and gravel fill, underlain by weathered gneiss.  From ground surface, an ISDS 
infiltration area is required to have at least one foot of soil over the one foot thick gravel 
layer.  The gravel layer is underlain by an additional four feet of suitable soil for infiltration 
and treatment, making the minimum thickness of an infiltration area six feet.  The test pits 
demonstrate that weathered bedrock was found at depths between four and six feet.   
 








CHAPTER 3   METHODS AND DATA 
 
To identify and estimate inputs and outputs of the water budget, various field activities 
were performed at the research site.  Methods used to collect hydraulic, evapotranspiration 
(ET), and meteorological data are discussed in this chapter, and the data are presented. 
3.1   Hydraulic Methods 
Hydraulic methods include all data collection activities performed on a regular basis to 
estimate input and output components of the water budget.  Monitoring the volume of water 
pumped into the residence, septic tank dosing events, and hydraulic head levels are included 
in the discussion of hydraulic methods. 
3.1.1   Measurement of Pumped Water 
A water flow meter (Figure 3.1) was installed in the basement of the residence to measure 
the volume of water pumped into the home from the well.  The flow meter was installed in 
July 2003 by Dano during a previous study at the research site.  When the homeowner agreed 
to monitor the gauge, daily water meter readings were collected.  Otherwise, readings were 
obtained when access to the residence was available. 
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Figure 3.1 Water flow meter installed in basement 
3.1.2   Measurement of Water Discharged to Infiltration Area 
An Orenco Systems Raintight Digital Dose Counter (Figure 3.2) was installed in 
February 2003 by Dano.  The counter was installed in the dosing chamber of the septic tank 
to record the dosing events.  Due to high moisture conditions in the dosing chamber and 




Figure 3.2 Failed digital dose counter in dosing chamber 
 
Consequently, an In-Situ Inc. mini-troll pressure transducer (Figure 3.3) was installed in 
the dosing chamber of the septic tank in February 2004 to track dosing events.  A pressure 
transducer takes measurements of pressure at a specified elevation and time interval.  When 
the transducer is submerged, pressure can be converted into the height of the overlying water 
column by: 
h = ΔP/γ                                                         (3.1a) 
ΔP = PATM – PH2O                                               (3.1b) 
where: ΔP = difference between atmospheric pressure and transducer pressure               
(lb/ft2 (N/m2)) 
γ = specific weight of water (lb/ft3 (kN/m3)) 
h = height of water column above the measuring point (ft (m)) 
PATM = atmospheric pressure (lb/ft2 (N/m2)) 




Figure 3.3 Pressure transducer used as dose counter 
 
One dose resulted in the discharge of approximately 320 gallons (1.21 m3) of effluent to 
the infiltration area (Laws, 2005).  According to design specifications by Church (2001), each 
dosing event was designed to release 125 gallons (0.47 m3) of effluent to the infiltration area.  
The cause of the increased dose volume was due to direct communication between the inlet 
compartment and the outlet/dosing compartment of the two compartment septic tank. 
3.1.3   Measurement of Ground Water Levels 
Twenty-nine piezometers were installed by Dano in 2002 to monitor water levels and to 
collect groundwater samples.  Bedrock elevations generally follow topography (Figure 3.4).  
This piezometer network is located directly down-gradient from the infiltration area (Figure 
3.5) where electrical geophysical data indicated saturated regolith.  An observation port (OP), 
located in the northwest corner of the infiltration area, was installed with the ISDS to observe 
conditions in the gravel layer from the surface. 
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Figure 3.4 Elevation (according to arbitrary datum) of bedrock within piezometer network 
 
In 2004, nine additional piezometers were installed with the purpose of measuring 
hydraulic heads at different depths, which in turn can be used to calculate vertical gradient.  
Three clusters of 3 piezometers were installed directly down-gradient of the north end of the 




Figure 3.5 Location of piezometers and infiltration area 
 
 
Figure 3.6 Location of clustered piezometers (P1-P9) and infiltration area 
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The clustered piezometers were drilled with a gas-powered auger in a triangular 
geometry.  To reduce the potential for lateral heterogeneity to affect the heads measured in 
the clustered piezometers and to reduce the likelihood of the holes intersecting, spacing 
between each piezometer in the cluster was kept between 1 and 1.5 ft (0.3 and 0.46 m).  The 
piezometers were completed at different depths, to measure hydraulic head at different 
depths.  Each borehole was drilled to a predetermined depth with a 2.5 inch (0.06 m) 
diameter auger.  A one-inch (0.025 m) inner-diameter PVC casing was used for each 
piezometer.  A six-inch (0.15 m) long screen was installed at the base of each piezometer.  A 
coarse filter pack (10/20 silica sand) was installed from the bottom of the boring to 
approximately 0.5 ft (0.15 m) above the screened interval.  Bentonite was installed from the 
top of the filter pack to within approximately 4 inches (0.1 m) of the ground surface.  The 
remaining portion of the boring was capped with concrete and covered by soil (Figure 3.7). 
 
 
Figure 3.7 Clustered piezometers (P7, P8, and P9) at the research site 
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Three pressure transducers were installed in and around the infiltration area.  One was 
installed in the OP and the others were installed in piezometers 3 and P7 (Figure 3.6).  
Piezometer 3 was located approximately 3 meters northwest of the infiltration area.  
Piezometer P7 was located approximately 1 meter down-gradient of the infiltration area.  
These locations were chosen with the intent of capturing the pressure change resulting from 
each dosing event.  Depth to water in all 39 piezometers was frequently measured using a 
Keck Tuff Tape water level meter (Figure 3.8).  Also, effluent levels in the septic tank and 
dosing chamber were measured.   
 
 




3.2   Hydraulic Data 
Hydraulic data includes water-use data, dosing events and water levels. Water use was 
based on readings from a water meter in a discontinuous pattern. During some periods, it was 
collected daily, and during other periods it was collected when access to the residence was 
available.  Dosing events were recorded by a pressure transducer, typically at 10 minute 
intervals.  Groundwater level data were collected from the piezometer network, typically on a 
weekly or monthly interval.   
3.2.1   Water Use Data 
Water-meter data collection began in April 2004.  A water-meter data sheet was provided 
to the home owner to record water-meter readings on a daily basis.  This activity was 
performed at the home owner’s convenience, so a continuous record is not available.  Data 
recorded on the sheet include date, time, and the water-meter reading (gallons).  With these 
data, water use (gallons per day) could be calculated for the period between readings, and 




Figure 3.9 Volume (m3 and gallons) per day of water pumped from the water well into the 
residence. 
 
During periods when the home owner did not record daily readings from the water meter, 





   (3.2) 
Intervals with the same daily volume over an extended period in Figure 3.9 represent the 
average daily water use during that time. 
The home was sold during this research project, so two average water use values were 
calculated.  The first owner (owner 1) recorded 163 water-meter readings between April 2004 
and June 2005.  This owner, on average, used approximately 176 gallons per day (GPD) 
(0.67 m3/day).  The second owner recorded 35 water-meter readings, between October 2005 
and December 2005.  This owner used an average of approximately 247 GPD (0.93 m3/day). 
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3.2.2   Water Discharge Data 
Data collection intervals of the transducers varied from one measurement every minute to 
one measurement every 15 minutes.  The data from the four transducers were downloaded 
regularly to a laptop computer in the field.  After being processed and converted to feet 
(meters) of water, the transducer data were plotted (Figures 3.10 and 3.11).  Every water-
level peak was interpreted as the beginning of a dose cycle, and was used to determine how 
many doses were discharged to the infiltration area during a specific time interval.   
 






Figure 3.11 Transducer data collected from the observation port 
 
The observation port was located within the northwest corner of the infiltration area 
(Figure 3.5).  Similar to the dosing chamber data, each peak was interpreted as the response 
to a dose.  Monitoring both the observation port and the dosing chamber provided 
verification of the identified doses. 
3.2.3   Ground Water Level Data 
  Water-level data were collected at different intervals depending on the time of year.  
During spring runoff (March through April), data were collected approximately once a week.  
During the rest of the year, depending on weather conditions, data were collected 
approximately once a month.  In total, 58 sets of water levels were collected from January 
2004 through December 2005.  At each of these measurement events, the following data were 
collected:  date, time, water level, and field notes of interest. 
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Head varied over 4 feet (1.22 meters) during the study period in Piezometer 1, with peaks 
occurring in the spring (Figure 3.12).  All water level and transducer data are provided in the 
Appendix. 
 
Figure 3.12 Hydrograph of Piezometer 1 
 
3.4   Evapotranspiration Methods 
Actual evapotranspiration (AET) measurements were collected intermittently during the 
study period at different locations near an anomalous area adjacent to the infiltration area, 
which was presumed to be influenced by shallow ISDS effluent.  Data required to calculate 
actual evapotranspiration were collected on a data-logger and weather conditions were 
recorded.  The data were processed using two methods to ensure accuracy, including simple 
spreadsheet calculations and a FORTRAN code. 
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3.4.1   Evapotranspiration Measurement Method 
AET was measured near the anomalous area, as well as areas that represented 
background conditions, using an ET chamber (Figure 3.13).  To accomplish this, a plastic, 
hemispheric ET chamber was placed over vegetation at the measurement location.  Small 
fans in the chamber simulated wind at a constant velocity (approximately 2 miles per hour 
(3.2 kilometers per hour)), and a wet and dry-bulb psychrometer in the chamber determined 
absolute humidity (i.e. vapor density) (Stannard, 1988).  The difference between wet-bulb 
and dry-bulb temperature decreased as relative humidity increased inside the ET chamber.  
The wet-bulb temperature was less than the dry-bulb temperature until the inside of the 
chamber reached 100% humidity.  The relative temperatures were used to determine the 
accumulation of water vapor density inside the ET chamber per unit time (g/m3s), which was 
proportional to ET.  The psychrometer inside the ET chamber was connected to a data-
logger.  The data were viewed while they were collected and stored for later analysis. 
For measurement of AET, six locations were chosen based on proximity to the 
anomalous area believed to be influenced by shallow ISDS effluent.  Data sheets were used 
to record station location, time that measurement began, weather conditions (i.e. percent 
cloud cover), and real-time ET rate from the data-logger.  The ET chamber was placed at 
each station for an AET measurement, which took 50 to 60 seconds, on average. Obtaining a 
measurement from all six stations took approximately 0.5 hours.  Measurements were 
collected using the following procedure: 
1) ET chamber was placed in an elevated position to allow air circulation  
2) Chamber measurements were activated via the data-logger  
3) Chamber was moved to the station location, set down on the ground-surface, then 
checked to ensure a proper seal 
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4) Data-logger display was used to determine when a maximum ET rate was 
reached 
5) Chamber measurements were deactivated via data-logger  
6) Chamber was returned to an elevated position so water vapor could escape 
7) Steps 1 – 6 were repeated for the next location 
 
 
Figure 3.13 The ET chamber used to measure actual evapotranspiration 
 
3.4.2   Evapotranspiration Data Analysis Methods 
The following equations were programmed into a spreadsheet to determine the maximum 






Air pressure (kPa) was approximated as:     
( ))m,ft(Elevation*0001184.0exp)kPa(325.101P −⋅=                         (3.2) 
The approximate elevation of the field site was 7880 ft (2401.7 m).  Using this elevation, an 
air pressure of 76.2 kilopascals (kPa) was calculated. 
A conversion factor, A, was calculated as: 
( )wbTA *00115.00.100066.0 +=                                           (3.3) 
TWB represents the wet-bulb temperature (°C) at the time of measurement.   
Saturation vapor pressure (kPa) with respect to wet-bulb temperature (es wb) was 















Tes                                         (3.4) 
for TWB in units of degrees Celsius. 
The vapor pressure, or partial pressure of water vapor (ed) was calculated as: 
)( wbdbwbd TTAPese −−=                                             (3.5) 
















Tes                                         (3.6) 
for TDB in units of degrees Celsius. 




eRH 100=                                                      (3.7) 
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Vapor pressure in units of kilopascals (kPa) was converted to Vapor Pressure in millibars 
as: 
kPamillibars VPVP *10=                                                   (3.8) 













VPVD                                                 (3.9) 
Vapor density was plotted as a function of time (Figure 3.14). The steepest slope, which 
typically occurred within the first 25 to 35 seconds of the measurement period, represented 
the highest rate at which vapor density accumulated in the chamber. This was recorded as the 
ET rate.  Later, the Microsoft Excel intrinsic function LINEST was used to estimate 
maximum vapor density rates (slopes) using sets of 10 consecutive points.  
 




 The ET rate was calculated as: 
A
MVCET 4.86=                                                     (3.11) 
where: ET = evapotranspiration (mm/day) 
   M = max slope of the constant-slope section, vapor density vs. time (grams/m3s) 
   V = chamber volume (m3) 
   C = chamber calibration factor (dimensionless) 
   A = area covered by chamber (m2) 
   86.4 = conversion factor, converts (grams of water/m2s) to (mm of water/day) 
Calibration of the chamber adjusts for water vapor that adsorbed on the inside surface of 
the chamber and was not measured by the psychrometer.  The calibration factor was derived 
empirically.  To accomplish this, the chamber was placed over a beaker of heated water.  The 
beaker of water was placed on a balance to determine the change in weight and thus the 
evaporation rate.  With this rate known, the rate calculated using data from the chamber 
could be corrected.  This experiment was performed at approximately ten different 
evaporation rates.  Observed vs. measured evaporation rates were plotted.  Using linear 
regression, a best-fit line passing through the origin was fit to the data.  The slope of that line 
resulted in a calibration factor of 1.136, indicating that evaporation rates were being 
underestimated by the chamber (as expected due to adsorption on the plastic walls of the 
chamber).  Multiplying by this calibration factor corrected the underestimated 
evapotranspiration rates. 
FORTRAN codes (Stannard, 2004) were used to calculate AET from the intermittent data 
collected by the ET chamber.  The first code (CHAM1) used data that were directly 
downloaded from the data-logger.  These data included day of year (DOY), time (in hours, 
minutes, and seconds from the beginning of the day), wet-bulb temperature, and dry-bulb 
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temperature.  CHAM1 performed calculations as described at the beginning of this section, 
and output file cham1.out, which contained DOY, time in minutes, vapor density, dry-bulb 
temperature, and wet-bulb temperature.   
The second code (CHAM2) applied a least squares algorithm to the vapor density time 
series to find the highest rate of change of vapor density (steepest slope), and used that to 
calculate AET.  The cham1.out file was the input file for the CHAM2 code.  After the 
regression was complete, the cham2.out file contained DOY, time in decimal hours, AET 
(mm/day), latent heat flux, and vapor density. 
The FORTRAN codes and spreadsheet calculations performed the same mathematical 
operations.  The results were compared to verify that the calculations were correct. Minor 
discrepancies occurred due to variation of significant figures used in the calculations. 
 A modified Priestley-Taylor (PT) equation was used to estimate latent heat flux, which 






α                                                     (3.12) 
where:  LE = Latent heat flux (watts/m2)  
α = Priestley-Taylor coefficient (dimensionless) 
s = slope of saturation vapor-pressure curve (kPa/°C)  
γ = psychrometric constant calculated from atmospheric pressure and air 
temperature (kPa/°C)   
Rn = net radiation (watts/m2) 
G = soil heat flux at the surface (watts/m2)   
Potential evapotranspiration (PET) represents a maximum ET rate that occurs when 
availability of water does not limit ET.  It can be calculated using meteorological data.  When 
calculating PET, α is equal to 1.26, which assumes that water is freely available (Priestley 
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and Taylor, 1972).  During the majority of the year, AET is less than PET, therefore α is less 
than 1.26. 
AET was estimated using the ET chamber measurements, collected intermittently 
throughout the study period.  For these times, Equation 3.12 was solved for α.  AET α values 
were regressed onto variables measured by the meteorological station to determine which 
variables had high sensitivities to α.  Variables that were well correlated with α were used to 
estimate values of α during other times of year. 
Two models for α were developed because transpiration and soil moisture evaporation 
were not active at the same level throughout the year.  Equation 3.13 is a modified Priestly-
Taylor equation which separates Equation 3.12 into transpiration (denoted by subscript t) and 
soil moisture evaporation (denoted by subscript e) components. 





αα                         (3.13) 
The soil moisture evaporation model represents how bare soil behaves, without shading 
from vegetation.  This was calculated using data collected with the ET chamber during the 
non-growing season.  These data (along with data pertaining to soil properties such as 
porosity) were used to calculate soil-moisture and corresponding values of α, and facilitated 
estimation of minimum and maximum soil-moisture values. A best fit line to the minimum, 
maximum, and non-growing season soil-moisture values was used to model the αe 
(evaporation component) of actual soil-moisture evaporation from the anomalous area, which 
was being influenced by Shallow ISDS effluent, and adjacent lawn, which represented 
background conditions.  These models were multiplied by the shading factor (see below), 
which changes seasonally (Stannard, 2006). 
The transpiration model, coupled with the soil-moisture evaporation model, was used to 
calculate AET measured by the chamber during the growing season.  Values of αt were 
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estimated using the calculated evaporation components of Equation 3.13.  A sensitivity 
analysis was performed to identify which variables correlated well with αt (Stannard, 2006).  
Variables with low sensitivities were disregarded during the regression.  In a manner similar 
to the procedure for estimating soil moisture evaporation, models of αt for transpiration loss 
from the anomalous area and adjacent lawn were developed. 
The shading model was used in conjunction with the soil-moisture evaporation model.  
During different parts of the year, the shading factor (RSHD) was controlled by the Relative 
Leaf Area Index (RLAI), which varies from zero to one, and was estimated based on field 
observations of vegetation, including greenness of grass and grass height.    
Ultimately, the αt and αe models were combined to produce a complete model of α, which 
was used to compute values of AET for both the area influenced by shallow ISDS effluent 
(anomalous area), as well as the area that represented background conditions throughout the 
time the meteorological station was present at the research site. 
3.5   Evapotranspiration Data 
 Actual evapotranspiration rates were measured intermittently with the ET chamber 
throughout the study period.  Continuous AET rates were the result of extensive modeling 
performed by Stannard (2006).   
3.5.1   AET Rates Measured Using an ET chamber 
  AET measurements collected using an ET chamber resulted in a time series of ET rates 
(Figure 3.15).  AET rates varied for each measurement location due to vegetation type, 
proximity to anomalous area, environmental parameters, and weather conditions (e.g. as 
clouds moved in front of the sun).  ET chamber measurements were performed during 6 days 
of the study period, for approximately four to five hours each day.  Chamber measurements 
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were collected between 9:00 am and 4:30 pm on five days during the growing season.  
Chamber measurements were collected between 12:00 pm and 3:00 pm on one day during the 
non-growing season.  Measurements were collected in various weather conditions, including 
variations in temperature, soil moisture, wind, and net radiation. 
 
Figure 3.15 Actual evapotranspiration rates measured by the ET chamber. 
 
On August 29, 2004, chamber measurements were collected from 11:00 am to 4:00 
pm (Figure 3.15).  AET rates were variable, due to meteorological variations.  Each point 
represents a measurement of AET from one of the six stations.   
3.5.2   Continuous PET and AET Rates from Modeling 
Modeled ET data were used to calculate daily average values of PET and AET from ET 
stations 1 and 3, which represent the anomalous area, and ET stations 2, 4, 5 and 6, which 




Figure 3.16 Average potential evapotranspiration rates (mm/day) from ET stations 1 and 3 
(green) and ET stations 2, 4, 5 and 6 (red) 
 
 
Figure 3.17 Modeled average actual evapotranspiration rates (mm/day) from ET stations 1 
and 3 (green) and ET stations 2, 4, 5 and 6 (red) 
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3.6   Meteorological Monitoring Methods 
 Seventeen environmental variables were continuously measured by the meteorological 
station located at the research site (Figure 3.18).  The methods used to measure each variable 
are presented in this section. 
 
 
Figure 3.18 Meteorological station at the study site.  The green area is where shallow ISDS 
effluent was present and AET rates were elevated 
 
 
3.6.1   Environmental Variable Measurement Methods 
A meteorological station was installed at the research site in June 2004.  David I. 
Stannard, United States Geological Survey, Water Resources Division, graciously set up the 
station and downloaded the data on a monthly basis.  Seventeen environmental variables 
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(Table 3.1) were recorded by the meteorological station on a CRIOX Micrologger (data-
logger), made by Campbell Scientific, Inc.  The environmental variables were measured 
within the area that was influenced by shallow ISDS effluent (anomalous area), and an area 
that represented background conditions.  The values were measured every 10 seconds, and 
averaged every half hour.  These half-hour values were stored in the data-logger until the data 
were downloaded. 
1. Year 
2. Day of year 
3. Time 
4. Q* anomalous area  
5. Q* background  
6. Gd anomalous area 
7. Gd background  
8. Tair 
9. rel. humidity 
10. Soil moist anomalous area  
11. Soil moist background  
12. Period anomalous area  
13. Period background  
14. Wind speed 
15. Wind direction 
16. σ wind direction 
17. Rainfall 
Table 3.1 Environmental variables continuously measured by the meteorological station 
 
Net radiation (Q*) is the radiation energy retained by the surface for heating soil, 
vegetation, and water. It is calculated by subtracting outgoing total hemispherical radiation 
from incoming total hemispherical radiation (REBS, 1995).  Two Radiation and Energy 
Balance Systems (REBS) Q*7.1 net radiometers were used to measure Q*, one over the 
anomalous area and one over an area representing background conditions.  The REBS Q*7.1 





pt FVQ =* ,                                                If Vt > 0                                                 (3.14) 
nt FVQ =* ,                                                If Vt < 0                                                 (3.15) 
where: Vt = thermopile voltage (mV)  
   Fp = positive calibration factor (watt / m2 mV) 
   Fn = negative calibration factor (watt / m2 mV) 
   Q* = net radiation level (watt / m2) 
Equations 3.14 and 3.15 were used to calculate net radiation based on voltage and a 
calibration factor.  The positive (Fp) and negative (Fn) calibration factors were 9.10 and 10.94 
watt/m2mV, respectively. 
A REBS heat-flow transducer (HFT-3.1) was installed in the soil of the anomalous area 
and another in soil representing background conditions to measure soil heat flux at depth, Gd.  
The heat-flow transducers generate a milli-volt signal which is proportional to the soil heat 
flux at that depth.   
C*VG d =                                                     (3.16) 
where: Gd = soil heat flux at depth (watt/m2) 
   V = thermopile voltage (mV) 
   C = calibration factor (watt/m2mV) 
Equation 3.16 was used to calculate soil heat flux at depth.  The calibration factor was 
determined empirically to be 46.9 watt/m2mV.  Thermocouples also collected soil 
temperature data at both locations.  This was used to compute the change in energy stored 
between the surface and the depth of the HFT-3.1.  Change in energy storage and soil heat 




dGSTG +Δ=                                                     (3.17) 
where: G = soil heat flux at the surface (watt/m2) 
   ΔST = change in energy storage (watt/m2) 
   Gd = soil heat flux at depth (watt/m2) 
Ambient air temperature and relative humidity was measured by Campbell Scientific’s 
HMP45C Temperature and Relative Humidity Probe.  Temperature was measured with a 
platinum resistance temperature detector and humidity was measured with a Vaisala 
HUMICAP® 180 capacitive relative humidity sensor.   
A CS615 Water Content Reflectometer measured the volumetric water content (soil 
moisture) of the porous media (Campbell, 1996).  Two probes were used at the research site, 
measuring soil moisture over the anomalous area and background conditions.  Variations of 
the dielectric constant of the soil over the depth of the probe caused variations in 
electromagnetic (EM) wave periods (Campbell, 1996).  The square periods of the EM waves 
were converted to volumetric water content.  The range and period values were used to 
calibrate the water content values. 
Wind speed and direction were measured by a 3001-5 R.M. Young Wind Sentry Set, 
which included the 3101-5 R.M. Young Wind Anemometer and Vane (Campbell, 1986).  
Rotation of the anemometer generated a milli-volt signal caused by a magnet mounted on the 
anemometer shaft.  The signal frequency was directly proportional to wind speed.  The wind 





Rainfall was measured by the TE525 Tipping Bucket Rain gage.  The collecting 
container tipped every 0.1 millimeter (0.004 inch) of rainfall (Campbell, 1987).  Each tipping 
event was recorded by a magnet which was attached to the tipping container.  Additionally, 
during winter months when precipitation was in the form of snow, the CoCoRaHS database 
was used to obtain precipitation records. 
3.7   Meteorological Station Data 
Meteorological station data from Stannard (2006) resulted in all 17 environmental 
variables being recorded every 30 minutes.  Net radiation on and off the anomalous area 
(Figure 3.19), and ambient air temperature (Figure 3.20) were significant parameters when 
modeling α in order to compute continuous AET.  Additional meteorological data is provided 
found in the Appendix.  
 
 




Figure 3.20 Daily temperature values during 2005 
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CHAPTER 4   INTEGRATED DATA ANALYSIS AND INTERPRETATION 
 
 A water budget for an individual sewage disposal system (ISDS) was evaluated for 
monthly intervals.  The budget provided an estimate of the percentage of ISDS effluent that 
infiltrated to the base of the regolith and was considered to be returned as recharge to the 
regional fractured bedrock aquifer. 
4.1   Water Budget for ISDS 
The water budget for disposal of effluent was based on the continuity equation: 
Input = Output + Δ Storage                 (4.1) 
Inputs to the system include: 1) effluent discharged to the infiltration area; 2) 
precipitation, and 3) lateral flow in across the research site boundary.  Outputs include: 1) 
evapotranspiration; 2) vertical flow of effluent into the fractured bedrock, and 3) lateral 
flow out across the research site boundary. An increase in storage, that is an increase in 
water levels from the start to the end of the period for which the budget is calculated, was 
assigned a positive value to represent flow to storage.  A negative value represented a 
decrease in storage, or flow from storage. 
4.2   Conceptual Model of Water Budget Domain 
 The budget domain was a 40 m x 60 m (131.2 x 196.9 ft) area (Figure 4.1).  The ISDS 




Figure 4.1 Water budget domain with piezometer and infiltration area locations on a 1m grid 
4.3 Water Budget Components 
 Effluent discharged to the infiltration area included all waste water that was collected in 
the septic tank.  This included waste water from the kitchen, bathrooms, washing machine, 
and dishwasher.  Rainfall data were measured by the meteorological station and obtained 
from the CoCoRaHS database. 
 Actual evapotranspiration (AET) fluxes were obtained from modeling results of Stannard 
(2006).  AET flux was the rate at which water escaped from the ground to the atmosphere by 
either evaporation from bare soil or transpiration of vegetation.  Attempts to estimate vertical 
flow via Darcy’s Law using vertical hydraulic conductivity and gradient were unsuccessful 
due to uncertainty associated with field measurements.  Consequently, vertical flow was 
determined as the unknown in the budget equation.  For the majority of the time, lateral flow 
was zero because the saturated regolith did not extend beyond the budget domain boundaries.  
Change in storage was positive if water levels rose in the regolith such that more water was 
N 
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stored in the pores. The change in volume of storage was equal to the product of three items: 
the difference in average saturated thickness of the budget domain between the end and start 
of the period considered, porosity, and the area of the budget domain. Change in storage was 
negative if water levels declined. 
 Substituting these components into Equation 4.1 results in: 
Effluentin+Precipitation+LateralInflow =AET+VerticalOutflow+LateralOutflow+ΔStorage  (4.2) 
4.3.1   Effluent Discharged to Infiltration Area 
 Dosing events recorded by the transducers were used to determine the volume 
discharged to the infiltration area.  Monthly volumes were calculated from June 2004 through 
December 2005.  A transducer was installed in the observation port in February 2005 and in 
piezometer P7 in April 2005 (Figure 4.2).  The northern portion of the infiltration area was 
used to monitor dosing events because the overlying soil thickness was thin and piezometers 
could easily be installed near the gravel layer of the infiltration area.  The observation port 
was part of the ISDS construction.  It was completed in the gravel layer and was used to 
measure hydraulic head of effluent in the gravel layer of the infiltration area. After 
comparing pressure data from transducers in the dosing chamber, observation port, and 
piezometer P7, the number of dosing events was determined on a monthly basis (Table 4.1). 
Dosing volume was calculated to be 320 gallons (1.21 m3) by Laws (2006).  According to the 
original design, each dosing event was to discharge 125 gallons (0.47 m3) to the infiltration 
area.  Therefore, each dosing event discharged approximately 256% of the designed dosing 
volume.  By multiplying the number of monthly dosing events by the dosing volume (Table 




Figure 4.2 Locations of transducers (observation port and piezometer P7) 
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Table 4.1 Number of dosing events per month 
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Figure 4.3 Monthly dose volumes (m3)  
4.3.2   Precipitation 
 A tipping-bucket rain gauge was installed on 6/30/2004.  Depth of precipitation was 
recorded every 30 minutes and stored in a data-logger.  Data were downloaded monthly.  A 
FORTRAN code was written to process and organize the data.  During months when 
precipitation was in the form of snowfall, data were obtained from the Community 
Collaborative Rain, Hail, and Snow (CoCoRaHS) database.  Water equivalents of snowfall 
from several stations near the research site were used to estimate precipitation during winter 
months.  Depth of precipitation was converted to volume by multiplying by the area of the 
domain (2400 m2) for which the water budget was calculated (Figure 4.4). 
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Figure 4.4 Monthly precipitation volumes (m3) 
4.3.3   Evapotranspiration 
 The rate of actual evapotranspiration (AET) and potential evapotranspiration (PET) were 
determined by the modeling procedure outlined in Chapter 3.  Separate rates were calculated 
for the anomalous area which had distinctly different AET rates caused by the presence of 
shallow ISDS effluent.  This anomalous area was distinguished by a significant increase in 
moisture and vegetation in contrast to the surrounding lawn, which represented background 
conditions. 
 An ET chamber was used to measure AET at 6 measurement sites (Figure 4.5) every 30 
minutes on 8/4/04, 8/29/04, 9/7/04, 9/16/04, 4/7/05, and 7/20/05.  Two of the sites were 
located near the anomalous area (ET1 and ET3), on the lawn just down gradient from the 
infiltration area.  The remaining four stations were further from the anomalous area, located 
over the infiltration area and lawn (ET 2, 4, 5 and 6).  Previous studies indicated that most of 
the disposed water was down gradient of the infiltration area, thus it was expected that ET 
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sites 1, 3, and 5 may show elevated ET rates relative to sites 2, 4, and 6. Two of the sites 
nearest the anomalous area (ET1 and ET3) had much higher ET rates than the remaining four 
sites (Figure 4.6).  It appears that the movement of shallow ISDS effluent was focused in the 
vicinity of ET1 and ET3 such that rates measured at ET 5 were more similar to ET 2, 4, and 
6.  This was confirmed by observations of ground surface moisture and vegetation growth 











Figure 4.6 Average daily rate of AET at ET1 and 3 (anomalous area) are shown in blue while 
average rate of AET at ET2, 4, 5 and 6 (background conditions) are shown in 
pink 
 
During wetter times of year, perched water saturated the regolith to the ground surface and 
flowed out to the surface near ET1 and ET3.  The flow moved laterally on the surface for 
approximately 2 meters, then infiltrated back into the regolith.  Furthermore, this area was the 
first to produce green vegetation in the spring, and the vegetation remained green throughout 
the summer, while other vegetation took on a yellowish color.   During the summer, when 
water availability was low, this anomalous area was sustained by shallow ISDS effluent.  
Volume of AET from the budget domain was calculated using the average AET rates from 
ET1 and ET3 (Figure 4.7) for the area delineated by visually obvious increased moisture 
throughout the year and more lush vegetation during the growing season (12 m2).  The 
average AET rate from ET2, 4, 5 and 6 (Figure 4.8), representing background conditions, 
was applied to the rest of the budget domain (2388 m2).   
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Figure 4.7 Monthly AET volumes for the anomalous area (m3) 
 
Figure 4.8 Monthly AET volumes for the background area (m3) 
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4.3.4   Change in Storage 
 Change in storage included two components, the change in water stored in the pores of 
the regolith and the water stored in the gravel layer of the infiltration area.  Change in 
storage in the regolith was estimated by calculating the change in volume in the regolith 
between the end and start of a month.  Using water level data, saturated thickness (ST) 
contour maps were created.  Average saturated thickness was calculated for the budget 
domain. Porosity of the regolith was assumed to be 20% (Hofstra and Hall, 1975).  
Change in storage of the regolith (Figure 4.9) was calculated as: 
Δ StorageR (m3) = (Average STend – Average STstart) * 2400 m2 * PorosityR     (4.3) 
where:  Average STstart/end = Average saturated thickness in the regolith over the budget  
domain at the start/end of the month 
   PorosityR = Porosity of regolith 
 Change in storage of the infiltration area was estimated using ST data from the 
observation port (OP).  The infiltration area was held constant at 89.2 m2 (960 ft2).  
Porosity in the gravel layer of the infiltration area was assumed to be 50%.  Change in 
storage of the infiltration area (Figure 4.10) was calculated as:  
Δ StorageIA (m3) = (ST OPend – ST OPstart) * 89.2 m2 * PorosityIA            (4.4)  
where:  ST OPstart/end = Average saturated thickness in the infiltration gravel at the  
start/end of the month 




Figure 4.9 Monthly changes in storage of the regolith 
 
 
Figure 4.10 Monthly changes in storage of the infiltration area 
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4.3.5   Lateral Flow in Regolith 
 The lateral component of flow across the budget domain boundary was zero during 
most of the year as indicated by the dry piezometers down gradient of the saturated 
regolith emanating from the infiltration area and geophysical surveys of previous studies 
(Dano, 2004).  During most of the year, all infiltration water was lost through 
evapotranspiration or vertical flow before reaching the down gradient budget domain 
boundary. Substantial volume of lateral flow appears to enter and exit the budget domain 
in the late winter and early spring when snow melt inundates the thin regolith deposits.  
The lack of up-gradient piezometers and the inability to access piezometers during those 
periods prevented estimates of lateral flow during those times. The lateral flow was 
observed to be large because a spring formed near the locations of ET1 and ET3 that 
discharged up to 1000 gallons per day (3.79 m3/day).  It was expected that the magnitude 
of inter flow at such times would dwarf the volume of infiltration and the error associated 
with calculating the difference of flow in and out of lateral boundaries would be larger 
than the flows from the ISDS. Consequently, a budget was not calculated June 2004, May 
2005, and June 2005. 
4.3.6   Estimating Vertical Flow as the Unknown Component of the Water Budget 
 The vertical flow term in the budget represented the volume of effluent and precipitation 
that was infiltrating to the fractured bedrock and was potentially available to recharge the 
underlying aquifer.  Calculating vertical flow using Darcy’s law involved large uncertainty 
due to the large errors in determining vertical hydraulic conductivity and vertical gradient.  
Consequently, vertical flow was determined as the unknown in the water budget. 
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To accomplish this, lateral flow was set to zero and Equation 4.2 was rearranged so the 
vertical flow component (Figure 4.11) was the unknown in the continuity equation. 
Vertical Flow = Effluentin + Precipitation – AET1,3 – AET2,4,5,6 - Δ StorageR - Δ StorageIA      (4.5) 
 
Figure 4.11 Monthly calculated vertical flow volumes (m3) 
 
4.3.7   Error Analysis Associated with Calculation of Water Budget Components 
 Each component of the water budget had error associated with how it was calculated.  
It was important to quantify these errors and to ultimately determine the total error 
associated with the predicted vertical flow.  Error was quantified based on equipment 
specifications related to measurement accuracy and calibration data.  Assuming a normal 
distribution and 95 % confidence in a measurement, associated error is approximately +/- 
2σ, or plus or minus twice the standard deviation.  Standard deviation is the measure of 
variability about the mean of the data set.  Variance (σ2) is the square of the standard 
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deviation.  Variance from multiple data sets can be summed to determine the total 
variance for an estimated parameter, such as vertical flow.  Therefore, variances for all 
components (Table 4.2) associated with determining vertical flow were determined.   
Accuracy of effluent discharged to the infiltration area was determined to be +/- 2 %, 
based on septic tank dimensions and performance.  Precipitation data were collected from 
two separate data sets.  Accuracy of the tipping bucket rain gage during periods of 
precipitation was +/-1 %.  The second data set used was from a database comprised of 
precipitation depths recorded by residents within 1 to 2 miles (1.61 to 3.22 km) of the 
research site.  Since the tipping bucket only accurately measured rainfall, precipitation in 
the form of snow (water equivalent of melted snow) was determined from that database.  
These data are less reliable than the tipping bucket due to human errors in measurement, 
inconsistent measurement procedures, and the fact that precipitation varies spatially.  
Therefore, an accuracy of +/- 10 % was assumed.  Actual evapotranspiration data was 
associated with the largest error.  Error associated with the fit of data via the regression 
led to an estimated accuracy of +/- 20 %.  Changes in storage in the regolith and 
infiltration area were determined using interpolation software and a water level tape.  
Because the change in storage from one month to the next was of primary interest, and 
consistent interpolation techniques were used, error associated with the absolute volume 
in the storage reservoir was not relevant.  The water level tape measured to an accuracy 
of 0.01 ft (0.003 m).  Therefore, the accuracy of the change in storage terms was 
estimated to be +/- 1 %. 
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Component Total Volume (m3) 95 % confidence interval σ2
Effluent in 337.9248 +/- 2 % dose volume 0.766216941
Precipitation 1584.836982
+/- 1 % rainfall;            
+/- 10 % snowfall water 
equivalent
307.976804
AET 2,4,5,6 1182.668593 +/- 20 % AET volume 1493.954773
AET 1,3 9.153759485 +/- 20 % AET volume 0.09469483
ΔSR -3.84 +/- 1 % ΔS volume 0.0720864
ΔSIA 8.74 +/- 1 % ΔS volume 0.000940002  
Table 4.2 Water budget components used to solve for vertical flow and associated variances 
 
The variance from each of the six components were summed (assuming independence) to 
calculate total variance associated with estimating vertical flow.  Results demonstrate that 
total vertical flow predictions are accurate to approximately +/- 11 % (Table 4.3).   
 
Vertical Flow (m3) % Change
Upper 95 % CI 810.96 10.47
Predicted 726.04
Lower 95 % CI 641.12 11.70  
Table 4.3 Upper and lower 95 % confidence intervals (CI) compared to the predicted value of 
total vertical flow 
 
4.3.8   Influence of Vadose Zone Retention Time to Vertical Flow 
 This water budget was calculated on a monthly interval, therefore each component 
was assumed to enter and leave the budget domain at the same time.  According to Figure 
4.11, vertical flow resulted in negative values for September 2004, July 2005, and 
September 2005, suggesting that water flowed from the fractured rock into the regolith.  
This was not the case as the regional water table in the area is on the order of 100 ft (~30 
m) below the surface.  Instead, it is expected that water was entering the budget domain 
from vadose zone soil moisture storage, which was not included as a separate budget 
component due to insufficient data to represent the spatial soil moisture. When 
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calculating the water budget, precipitation was assumed to reach the water table 
immediately, without interim storage in the unsaturated zone.  The three months of 
September 2004, July 2005, and September 2005 seem to be the only months 
significantly affected by the lack of accounting for changes in soil moisture due to lag 
time for precipitation to traverse the vadose zone.  However, vertical flow volumes 
estimated during other months may be affected. 
4.3.9   Portion of AET that is ISDS Effluent 
An analysis was performed to estimate the portion of AET that is due to the presence of 
ISDS effluent.  The ET stations that had greater AET rates due to the presence of shallow 
ISDS effluent (ET1 and ET3) were assumed to be representative of AET from the anomalous 
area of increased moisture and vegetation as discussed previously, an area of approximately 
130 ft2 (12 m2).  Fluxes at ET1 and ET3 were, on average, 30% larger than those at ET2, 4, 5, 
and 6 during the growing season.  Assuming that AET from the surrounding lawn 
(background conditions) was not significantly different than that from the infiltration area if 
the ISDS was not present, the volume of AET was calculated using the differential AET (Δ 
AET) rate between the anomalous area of increased green vegetation and the surrounding 
lawn.  Multiplying Δ AET by the impacted area (area of higher AET due to the ISDS 
effluent) resulted in the volumetric loss of ISDS effluent to AET.  These calculations were 
performed on a monthly interval as: 
Δ AET = average AET1,3 – average AET2,4,5,6                             (4.6) 
QAET = Δ AET * Anomalous area                                               (4.7) 
The percent of ISDS effluent lost to ET (Figure 4.12) ranged from 0 to 3 %, with an average 




 QET Lost toEffluent  ISDS%
in
AET=                             (4.8) 
The percent of water pumped into the home that was lost to ET (Figure 4.13) ranged from 




ET Lost to is that Pumped Water of % AET=    (4.9) 
The first owner lost an average of 0.8 % of the water pumped to the residence to actual 
evapotranspiration, while the second owner lost an average 0.9 %. 
 
 





Figure 4.13 Percent of water pumped that was AET associated with ISDS effluent 
 
4.4   Water Loss in the Residence 
 Ultimately, the goal of evaluating this budget was to determine the percent of water 
pumped that was potentially available to return to the aquifer.  Consequently, the volume of 
water pumped and the volume of effluent discharged must be known.  The total volume of 
water pumped was measured by a water meter, and the total volume of effluent discharged to 
the infiltration area was measured by a pressure transducer in the dosing chamber.  The 
difference between the volume of water pumped and the volume of effluent discharged was 
the residential loss (RL).  Percent RL was this loss divided by the volume of water pumped 
and multiplied by 100. 
 Results from the RL calculations demonstrate that water loss in the residence varied with 
time.  Residential loss (Figure 4.14) ranged from 0.5 % to 35 %, corresponding to volumetric 
losses of 0.83 gal/day (0.003 m3/day) to 75.4 gal/day (0.28 m3/day), respectively.  The first 
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owner had an average RL of 16.1 %, corresponding to volumetric losses of 33.3 gal/day (0.13 
m3/day).  The second owner had an average RL of 12.0 %, corresponding to losses of 43.6 
gal/day (0.17 m3/day).  The two largest losses were calculated during July 2004 and June of 
2005.  It is not known if these losses resulted from use of water outdoors, significant 
evaporation loss in the home, or the use of an average volume of water pumped in the 
residential loss calculation.  Over the entire study period, average residential loss was 
estimated as 14.8%, corresponding to a volumetric loss of 31.2 gal /day (0.12 m3/day). 
 
 
Figure 4.14 Volumetric loss (m3/day) and percent RL for study period 
 
According to a weighted annual average of ISDS losses throughout the year by Colorado 
Division of Water Resources, 12.3% of water pumped into a home of four residents will be 
lost to consumptive use (Vanslyke and Simpson, 1974).  It is important to recognize that the 
document written by the Colorado Division of Water Resources in 1974 did not include 
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outdoor water uses, such as car washing and vegetation watering, since these activities are 
typically restricted by well permit use conditions.  Although the first home owner indicated 
they did not use much water outside of the home, data were not collected to accurately 
quantify outdoor water use at the research site. It was noted that the home did not have 
features that might be expected to lead to large evaporation in the home (e.g. they did not 
have plants, fish tanks, and they used less than the expected average amount of water per 
person). In spite of this, consumptive use within the residence was still estimated to be 
approximately 14.8 %, which was 20% larger than the value of 12.3% estimated by the 
Colorado Division of Water Resources.  Regardless of the status of outdoor water use, these 
data define average water use at this research site, and are probably similar to the percent RL 
of other nearby mountain residences. 
4.5   Combined Water Loss 
 Given the approximate water loss of 14.8 % in the residence (section 4.4) and 0.8 % loss 
due to increased AET due to the presence of shallow ISDS effluent (section 4.3.7), the 
combined loss was approximately 15.6 % of the original volume of water pumped.  The first 
owner had a combined loss of approximately 16.9 %, while the second owner had a 
combined loss of approximately 12.9 %.  Lower values occurred during the non-growing 
season (i.e. the percent lost within the residence because Δ AET is near zero during these 
periods), while the higher values occurred during the growing season.  The average total loss 
throughout the year, considering both owners, was approximately 15.6 %.  Therefore, return 
flow available for potential recharge (Figure 4.15) was approximately 84.4 % with an 




Figure 4.15 Percent of pumped water returned to the subsurface that was available to 
potentially recharge the fractured bedrock aquifer 
 
4.6   Error Analysis Associated with Calculation of Residential Loss Components 
 Variances were calculated for the three components involved in estimating total water 
loss.  The variance from each component (Table 4.4) was summed (assuming 
independence) to calculated the total variance associated with estimating total water loss.   
 Accuracy of the water meter which measured pumped water into the residence was 
determined to be +/- 0.5 % after performing a test involving pumping known volumes of 
water, and comparing these volumes to the volumes determined by the water meter 
during the pumping period.  As previously discussed (section 4.3.6), accuracy of effluent 
discharged to the infiltration area was determined to be +/- 2 %, and accuracy of actual 
evapotranspiration results was estimated to be +/- 20 %.   
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Component Total Volume (m3) 95 % confidence interval σ2
Water Pumped 451.03699 +/- 0.5 % pumped volume 0.071631366
Effluent in 382.7392 +/- 2 % dose volume 0.836193101
Δ AET 4.286271866 +/- 20 % AET volume 0.428627187  
Table 4.4 Water loss components and associated variances. 
When taking these associated errors into consideration, the accuracy of estimating total 
water lost was determined to be +/- 3.5 % (Table 4.5). 
Total Water Lost (m3) % Change
Upper 95 % CI 66.32 3.49
Predicted 64.01
Lower 95 % CI 61.70 3.61  
Table 4.5 Upper and lower 95 % confidence intervals (CI) compared to the predicted value of 






CHAPTER 5   SUMMARY AND CONCLUSIONS 
 
The purpose of this research was to develop a water budget for a mountain residence in 
order to estimate return flow to the regional fractured bedrock aquifer.   
5.1   Summary of Results 
Given measured volumes of water pumped, effluent discharged to an infiltration area, 
precipitation, evapotranspiration, and change in storage of water in the regolith and the 
infiltration area, a water budget was developed for a mountain residence individual sewage 
disposal system (ISDS).  Water lost within the residence was approximately 14.8% of water 
pumped, and effluent lost to evapotranspiration averaged 0.8 % of water pumped. The 14.8% 
loss within the residence was 20% larger than the value of 12.3% which was estimated 
approximately 33 years ago by the Colorado Division of Water Resources.  Additional loss of 
effluent to evapotranspiration results in a total consumption of 15.6% +/- 3.5 %. 
Consequently, for this residence, an estimated 84.4% +/- 3.5 % of the water pumped to the 
residence returned to the subsurface and was available to recharge the underlying fractured 
bedrock aquifer. 
5.2   Future Work 
 Evaluations at other mountain residences would determine whether the losses to 
evapotranspiration from this site are typical of other residences.  In future studies, it is 
recommended that piezometers surround the research site.  The piezometer network at this 
site was based on the location of saturated regolith during most of the year, and as a result, 
conditions during the spring melt could not be characterized.  Also it is recommended that a 
 65
water meter be installed on the hose bib to measure outdoor water use.  Future studies should 
be expanded to include continuous recording of water levels and soil moisture content at 
many locations and more extensive hydraulic conductivity and porosity measurements. Such 
data collection would allow estimation of lateral and vertical flow as well as better estimates 
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