Abstract. For α ∈ (0, π), let Uα denote the infinite planar sector of opening 2α,
. In this case we show that the discrete spectrum is always finite and that each individual eigenvalue is a continous strictly increasing function of the angle α. In particular, there is just one discrete eigenvalue for α ≥ π 6
. As α approaches 0, the number of discrete eigenvalues becomes arbitrary large and is minorated by κ/α with a suitable κ > 0, and the nth eigenvalue En(T and admits a full asymptotic expansion in powers of α 2 . The eigenfunctions are exponentially localized near the origin. The results are also applied to δ-interactions on star graphs.
Introduction
For α ∈ (0, π), let U α denote the infinite sector of opening 2α, U α = (x 1 , x 2 ) ∈ R 2 : arg(x 1 + ix 2 ) < α .
In the present paper, we are interested in the spectral properties of the associated Robin Laplacian, to be denoted T γ α , which is defined as follows: for γ > 0, the operator T where ds is the one-dimensional Hausdorff measure. During the last years, the spectral analysis of Robin Laplacians attracted a considerable attention. As shown in [26, 27] , the spectral properties of such operators are sensible to the regularity of the boundary, and the case of smooth domains has been studied in detail [21, 22, 31, 35, 36] . On the other hand, only partial results are available for domains with a non-smooth boundary, cf. [8, 23, 32] .
The study of the above operator T γ α has several interesting aspects from the point of view of the existing results. First, it can be viewed as the simplest non-smooth domain in two dimensions and depending in an explicit way on the single geometric parameter α. Second, its spectral properties play an important role in the study of more general non-smooth domains in the strong coupling limit, see [8, 11, 27] , as the sectors U α exhaust the whole family of possible tangent cones to the boundary in two dimensions. Third, the domain U α and its boundary are non-compact, which may potentially lead to quite unusual spectral properties, such as the presence of an infinite discrete spectrum, and the respective studies in higher dimensions [33] do not extend directly to the planar case: we will see below that the results are actually quite different. In fact, the only spectral result on T γ α available in the existing literature is as follows, see [27] :
and for α < π 2 the value indicated is an eigenvalue with an explicitly known eigenfunction exp(−γx 1 / sin α). The aim of the present work is to provide a more detailed spectral analysis.
Our main results are as follows. First, as the essential spectrum of T γ α does not depend on the angle α and equals [−γ 2 , +∞), see Theorem 2.3, it follows from (1.2) that the discrete spectrum is non-empty if and only if α < π 2 , i.e. if and only if the sector is strictly smaller than the half-plane. (It is worth noting that a similar geometric effect appears for other classes of differential operators, see e.g. [3, 25] .) In Theorem 3.1 we show that the discrete spectrum is always finite, which is a non-trivial result due to the non-compactness of the boundary. In subsection 3.3 we obtain more detailed results: in Theorem 3.3 we show that each individual eigenvalue is a strictly increasing continuous function of the angle α and, moreover, that there is just one discrete eigenvalue for α ≥ π 6 , see Theorem 3.6. In section 4 we discuss the behavior of the discrete eigenvalues for small α. We show that the nth eigenvalue E n (T In Appendix E we apply the results obtained to the study of Schrödinger operators with δ-interactions supported by star graphs, and show that such operators always have a finite discrete spectrum, which was missing in the existing literature.
Our proofs are mostly variational and based on the min-max characterization of the essential spectrum and the eigenvalues. The proof of the finiteness of the discrete spectrum uses an idea proposed in [29] for a different operator involving a similar geometry, while the continuity and the monotonicity of the eigenvalues are established using a suitable change of variables. The asymptotics for small α is based on the well-known Born-Oppenheimer strategy [12, 37] and, similar to various problems involving small parameters [4, 13, 14, 24, 30, 37] , on a reduction to a onedimensional effective operator, which in our case acts in L 2 (R + ) as
with a suitable boundary condition at the origin, while an additional work is required due to the singularity of the potential. We remark that the use of an improved Hardy inequality [6] allows one to perform the reduction in a rather direct way, without any preliminary localization argument for the associated eigenfunctions. The properties of the eigenfunctions are studied with the help of the standard Agmon-type approach using a suitable decomposition of the domain [2] . We remark that in the present paper we are not discussing the (non-)existence of eigenvalues embedded into the continuous spectrum. Some partial information can be easily obtained, for example, the recent Rellich-type result [5] implies the absence of positive embedded eigenvalues for α ≥ π 2 , but a specific separate study is needed in order to cover all possible cases. This will be discussed elsewhere.
Preliminaries

2.1.
Min-max principle. Recall first the min-max principle giving a variational characterization of eigenvalues. Let A be a self-adjoint operator acting in a Hilbert space H of infinite dimension. We assume that A is semibounded from below, A ≥ −c, c ∈ R, and denote
By E j (A) we denote its jth eigenvalue when ordered in the non-decreasing order and counted with multiplicities. The domain and the form domain of A will be denoted by D(A) and Q(A), respectively, and by a : Q(A) × Q(A) → C we denote the associated sesquilinear form. Recall that Q(A) is a Hilbert space when considered with the scalar product u, v a := a(u, v) + (c + 1) u, v . The following result is a standard tool of the spectral theory, see e.g. [39, Section XIII.1].
Theorem 2.1 (Min-max principle). Let n ∈ N and Q be a dense subset of the Hilbert space Q(A). Let Λ n (A) be the nth Rayleigh quotient of A, which is defined by
then one and only one of the following assertions is true:
We remark that most of the subsequent constructions are heavily based on estimates for the Rayleigh quotients of various operators.
2.2.
Robin Laplacian on the half-line. For γ > 0 denote by B γ the self-adjoint operator acting in
One easily checks that spec ess B γ = [0, +∞) and that the unique eigenvalue is E 1 (B γ ) = −γ 2 with u(t) = e −γt the associated eigenfunction. Remark that the sesquilinear form for B γ is
The operator B L,γ has a compact resolvent and its spectrum is purely discrete and consists of the simple eigenvalues E j (L, γ), j ∈ N, numbered in the increasing order. Remark that due to the scaling we have
An easy application of the min-max principle shows that the maps R ∋ γ → E j (1, γ) are continuous, in particular E j (1, 0) coincides with the jth eigenvalue of the Neumann Laplacian on (−1, 1), hence
Moreover, as follows from the computations of Appendix in [23] , one has E 1 (1, γ) = −k 2 with k > 0 being the solution to k tanh k = γ, hence, the function R ∋ γ → E 1 (1, γ) is real-analytic.
By [23, Proposition A.3 ] the following assertions hold true:
• for any γ > 0 there holds E 1 (L, γ) < 0, and the associated eigenfunction is
• the inequality E 2 (L, γ) < 0 holds if and only if γL > 1.
• For large L there holds
Let us introduce some quantites to be used later in the text. For γ ∈ R + , denote
The first eigenfunction Φ L (γ, ·) of B γ,L , chosen positive and normalized, is then given by
For any fixed L and t the functions γ → C L (γ) and γ → Φ L (γ, t) are smooth, and, by direct computation,
Moreover, as γ → E 1 (L, γ) is analytic and simple, we can compute its first derivative in the standard way, namely, consider the implicit equation satisfied by Φ L (γ, ·) and E 1 (L, γ):
We take the derivative of (2.7) with respect to γ and, after multiplying by Φ L (γ, ·), we integrate it over (−L, L). After two integrations by part we obtain the following equality
We now take the derivative of (2.8) with respect to γ and we get
After replacing these expressions in (2.9) we finally have
In particular,
Furthermore, due to the preceding consideration, the following representation is valid: (2.5) and to the equality
, the function φ is bounded at infinity. For γ near 0 one has, due to (2.3) and (2.11) and due to the analyticity, E 1 (1, γ) = −γ + O(γ 2 ), which shows that φ is bounded near 0. As φ is continuous, the result follows.
2.4. Robin Laplacians in sectors: first properties. The following theorem is a starting point for our considerations. The results are essentially known for the specialists, in particular, the points (b) and (c) were discussed in [27] , but, to our knowledge, it was never stated explicitly so far. We prefer to give a complete proof in Appendix B in order to keep the presentation self-contained. Theorem 2.3. For any α ∈ (0, π) and any γ > 0 the sesquilinear form t γ α given by (1.1) is closed and semibounded from below, hence, the associated operator
and u(x 1 , x 2 ) = exp − γx 1 / sin α is an associated eigenfunction. (c) for α ∈ π 2 , π , the discrete spectrum of T γ α is empty. Therefore, the discrete spectrum of T γ α is non-empty if and only if α < π 2 , which will be assumed in the rest of the paper. Our principal aim is to obtain a more detailed information on the number of discrete eigenvalues and on their behavior with respect to the angle α.
Remark that the domain U α is invariant by dilations, hence, the operator T 
Qualitative spectral properties
Our first objective is to show that the discrete spectrum of T α is finite. One should remark that the result is dimension-dependent in the sense that Robin Laplacians on cones may have an infinite discrete spectrum in higher dimensions, as shown in [7, 33] . Later, in section 3.3, we prove that the eigenvalues of T α are monotone continuous functions of α.
3.1. Reduction by parity. We start with a decomposition of T α due to the symmetry of the sector. Consider the upper half U
and t D α is given by the same expression but acts on the smaller domain 
and remark that if one takes u ∈ D(t D α ) and denotes by u its extension by zero to P α , then t
If Q Pα is the self-adjoint operator associated with q Pα and acting in L 2 (P α ), then inf spec T D α ≥ inf spec Q Pα . On the other side, by applying a rotation one sees that Q Pα is unitarily equivalent to
, where B 1 is defined in subsection 2.2 and L is the free Laplacian in L 2 (R). In particular, spec Q = spec B 1 + spec L = [−1, +∞), which proves (3.1). Therefore, we have
Furthermore, in view of Theorem 2.3 we have
, and the eigenvalue multiplicities are preserved. It also follows that all eigenfunctions of T α associated with the discrete eigenvalues are even with respects to x 2 .
3.2. Finiteness of the discrete spectrum.
Theorem 3.1. The discrete spectrum of T α is finite for any α ∈ (0, π 2 ). Proof. In view of (3.3), it is sufficient to show that the operator T N α has only a finite number of eigenvalues in (−∞, −1). During the proof, if A is a self-adjoint operator associated to a semibounded from below sesquilinear form a and λ ∈ R, we denote by N (A, λ) or N (a, λ) the number of the eigenvalues (counting the multiplicities) of A in (−∞, λ) for spec ess A ∩ (−∞, λ) = ∅, and set N (A, λ) = +∞ otherwise. The proof scheme is inspired by [29, Theorem 2.1]. The idea is to perform a dimensional reduction in order to compare the operator with a one-dimensional one and to conclude using a Bargmann-type estimate.
We first introduce a decomposition of U + α . Let χ 0 and χ 1 be smooth real-valued functions defined on R + such that χ 0 (t) = 1 for 0 < t < 1, χ 0 (t) = 0 for t > 2, χ 2 0 + χ 2 1 = 1. For R > 1, to be determined later, consider the functions χ 0,R and χ 1,R defined on U + α by
and the following subdomains of U
where We define the following sesquilinear forms:
Due to
, the min-max principle and (3.4) give for for any n ∈ N:
where Q AR and Q BR are the self-adjoint operators acting respectively in L 2 (A R ) and L 2 (B R ) and produced by the forms q AR and q BR . Then,
Let us first estimate N (q AR , −1). We consider the following two domains:
and the sesquilinear forms
By the min-max principle we have
On one hand, the operator Q A 0 R associated to q A 0 R has a compact resolvent, which implies
On the other hand, the operators Q A 1 R associated to q A 1 R can be represented as
where T N is the Neumann Laplacian in L 2 (2R/ tan α, +∞) and T DN (2R) is the self-adjoint operator in L 2 (0, 2R) associated with the sesquilinear form
One has inf spec T N = 0 and inf spec T DN (2R) ≥ − V R ∞ . Setting R 1 = √ C and taking R > R 1 implies inf spec T DN (2R) ≥ −1 and then
and we conclude by (3.6), (3.7) and (3.8) that N (q AR , −1) < +∞, for all R > R 1 . Now let us estimate N (q BR , −1) for R > R 1 . Let us introduce the sesquilinear form
where P α is the half-plane given by (3.2), then
by the min-max principle. If we make an anti-clockwise rotation of angle π 2 −α of P α , then we obtain the half-plane R + ×R, and the operator Q R Pα associated with q R Pα is then unitarily equivalent to the operators Q R associated with the sesquilinear form
where
where the operator associated to q is Q = B 1 ⊗ 1 + 1 ⊗ L with B 1 defined in subsection 2.2 and L the free Laplacian in L 2 (R). Let us consider the orthogonal projections Π and P in L 2 (R + × R),
Remark that Π = π ⊗ 1, where π is the spectral projector of B 1 on {−1}. For u ∈ D(q R ) there holds Πu, P u ∈ D(q R ), and
as q(Πu, P u) = 0 by the spectral theorem. Writing
. By the spectral theorem applied to B 1 , for a.e. x 2 ∈ R one has,
and, finally,
For any ǫ ∈ R + one can estimate
Then, using the equality
We can choose R 2 > R 1 and ǫ > 0 such that ǫ + C/R 2 2 ≤ 1, then for R > R 2 one arrives at
We introduce the sesquilinear form
then, by (3.9) and the min-max principle we have
In order to show that the number of negative eigenvalues of a R is finite, we want to use a Bargmanntype estimate, see e.g. [40, Eq.(8) ]:
We can write, using the fact that supp χ
Using the boundedness of V R we finally get the following upper bound:
Hence, N (a R , 0) < +∞ and (3.10) implies that N (q R , −1) < +∞ for R > R 2 . By (3.5) we conclude that N (T N α , −1) < +∞. 3.3. Continuity and monotonicity with respect to the angle. Let us discuss first the monotonicity of the Rayleigh quotients of T α with respect to α.
is non-decreasing and continuous.
Proof. In view of the constructions of subsection 3.1 it is sufficient to show the result for the Rayleigh quotients Λ n (T 
After the scaling t = x 2 tan α and writing g(
and g
. Then, we can define
) and Q α the associated operator in
). By construction, we have Λ n (T α ) = Λ n (Q α ) . The dependence of Q α on α only appears through the coefficient (tan α)
2 , which gives the result due to the min-max principle.
Let us now obtain a stronger result for the eigenvalues. Theorem 3.3. Assume that for some n ∋ N and α n ∈ (0, π 2 ) the operator T αn has at least n discrete eigenvalues, then T α has at least n discrete eigenvalues for all α < α n , and the function
Proof. If T αn has at least n discrete eigenvalues, then by the min-max principle one has Λ n (T αn ) < −1, which by Proposition 3.2 implies Λ n (T α ) < −1 for all α < α n , hence Λ n (T α ) is the nth discrete eigenvalue of T α by the min-max principle. The weak monotonicity and continuity also follow from Proposition 3.2.
Let us show the strict monotonicity of the eigenvalues. Let α 1 , α 2 such that α 1 < α 2 and E n (T α2 ) < −1. We continue using the notation of the proof of Proposition 3.2, then E n (Q α2 ) = E n (T α2 ) < −1, and we need to show the strict inequality
On the other hand, using the min-max principle and (3.11) we have
.
Assume that E n (Q α1 ) = E n (Q α2 ), then the second term on the right-hand side is zero. As the unit ball of K n is compact, there must exist ϕ ∈ K n with ϕ = 1 such that
) we necessarily have ϕ = 0, which contradicts the normalization ϕ = 1.
Another important corollary is as follows:
Corollary 3.4. Assume that for some α 1 the operator T α1 has a unique discrete eigenvalue, then T α has a unique discrete eigenvalue for all α ∈ α 1 , has a unique discrete eigenvalue (−2), which shows
2 ), the operator T α admits a unique discrete eigenvalue. In fact, we can obtain a better estimate: Theorem 3.6. The operator T α has a unique discrete eigenvalue for α ∈ Proof. In view of Corollary 3.4 it is sufficient to consider α = π 6 . We continue using the domain U ) with the Robin boundary condition ∂u/∂ν = u at x 1 = 0, the Neumann boundary condition at the line x 1 = x 2 tan α and with the Neumann boundary condition at the both sides of the lines x 2 = L and x 1 = L/ √ 3, then by the min-max principle for any L > 0 and k ∈ N one has the inequality
). Let us argue by contradiction. Assume that Λ 2 (T π 6 ) < −1, then it follows from (3.12) that
Remark that Q
with the Robin boundary condition at x 1 = 0 and with the Neumann boundary condition on the other two sides, the operator A 2,L in the Laplacian in the half-strip
with the Robin boundary condition at x 1 = 0 and with the Neumann boundary condition at the remaining part of the boundary, and A 3,L is the Neumann Lalplacian in U Fig.2 
(a).
The spectrum of A 2,L can be easily estimated using the separation of variables, and then A 2,L ≥ −1 + o(1) for L → +∞. Furthermore, A 3,L ≥ 0, and Eq. (3.13) implies (3.14) lim sup
Remark that each eigenfunction of A 1,L can be extended, using the reflections with respect to the Neumann sides, to an eigenfunction of the Laplacian K 2L with the Robin boundary condition ∂u/∂ν = u on the equilateral triangle 2LΘ composed from six copies on Ω L , see Figure 2 (b), where Θ is an equilateral triangle of side length 1.
, where K 2L,s is the restriction of K 2L to the functions which are invariant under the reflections with respect to the medians and with respect to the rotations by 2π 3 . The eigenvalues of K 2L in the limit L → +∞ were analyzed in [28, Section 7] . In particular, the first eigenfunction of K 2L has the above-mentioned symmetries, hence, Λ 1 (K 2L ) = Λ 1 (K 2L,s ). On the other hand, the second eigenvalue of K 2L is double-degenerate, and no associated eigenfunction has the required symmetries: there is just one eigenfunction, noted T 0,1 s in [28, Section 7] , which is even with respect to one of the medians, but it does not possess the other symmetries. Therefore,
On the other hand, it is shown in [28, Subsection 7.4 ] that lim inf L→+∞ Λ j (K 2L ) ≥ −1 for j ≥ 4, which contradicts (3.14). This contradiction shows that the inequality Λ 2 (T π
) < −1 is not possible, and T π 6 has a unique discrete eigenvalue.
Asymptotics of eigenvalues for small angle
The present section is devoted to the study of the discrete spectrum of T α as α tends to 0.
4.1. First order asymptotics. We are going to show first the following result giving an estimate for the Rayleigh quotients of T α : Theorem 4.1. There exists α 0 ∈ (0, π 2 ) and C > 0 such that for all α ∈ (0, α 0 ) and for all n ∈ N there holds
Before passing to the proof let us discuss the most important consequences. Recall that N (T α , −1) is the number of discrete eigenvalues of T α , and it is finite in virtue of Theorem 3.1.
Corollary 4.2. There exists κ > 0 such that N (T α , −1) ≥ κ/α as α is small. In particular, N (T α , −1) tends to +∞ as α tends to 0.
Proof. For all α ∈ (0, α 0 ) and any n ∈ N one has
By the min-max principle, the number Λ n (T α ) is the nth eigenvalue iff it is strictly less than (−1). Notice that the right-hand side is smaller than (−1) for all n < n α ,
and then N (T α , −1) is not smaller than the integer part of n α − 1.
Another obvious corollary is Corollary 4.3. For any n ∈ N there holds
In Theorem 4.16 below we show a stronger result that E n (T α ) admits a full asymptotic expansions in powers of α 2 .
4.1.1. Model one-dimensional operator. The main idea of the proof is to compare the operator T α with some one-dimensional operator. Namely, for a > 0 consider the following operator acting in
c (R + ) and h a be the associated sesquilinear form,
Denote by H ∞ a the Friedrichs extension of H a . It is known (see Appendix C) that its essential spectrum equals [0, +∞) and that the discrete spectrum consists of the simple negative eigenvalues
while the respective eigenfunctions ψ n are 
Uu(r, θ) = r 1 2 u(r cos θ, r sin θ).
In order to use the min-max principle for the Robin Laplacians we need the following density result, which is quite standard (see Appendix A for the proof):
We have then
such that u(r, θ) = 0 for r < R 1 and for r > R 2 .
We define the new sesquilinear form
defined initially on G. As the set F is dense in the form domain of T α , the operator Q α corresponding to the closure of q α writes as Q α = UT α U * , and Λ n (T α ) = Λ n (Q α ) for all n ∈ N. Recall that the numbers E j (a, b) are defined in subsection 2.3. The next proposition is a direct application of the min-max principle.
We recognize in the bracket the sesquilinear form associated to the Robin Laplacian B α,r defined in subsection 2.3.
Then we can apply the min-max principle to obtain
The conclusion is due to the equality (2.2).
4.1.3.
Upper bound of Theorem 4.1. The operator B α,r defined in subsection 2.3 will play a special role. Recall that E 1 (α, r) < 0, and the associated normalized eigenfunction is
In this section, we will omit the lower indice and denote Φ(r, θ) := Φ α (r, θ), C(r) := C α (r) and Φ(r, θ) := C(r)Φ(r, θ).
Define two orthogonal projections Π and P in L 2 (V α ) by
During the proof, the functions v and f will always be related by (4.1).
Proposition 4.6. For all v ∈ G we have Πv ∈ G, and
Proof. Let v ∈ G, then f ∈ C ∞ c (R + ). As Φ is smooth, one has Πv = f Φ ∈ G. Moreover,
The evaluation of q α on Πv gives
Applying Fubini's theorem we obtain
and the expression in the curly brackets equals E 1 (α, r) due to the choice of Φ. Then,
To finish the proof we use (2.2).
In order to obtain an upper bound for the form q α we need to study the quantity K α .
Lemma 4.7. There exists A > 0 such that for all r > 0 and α ∈ (0,
Proof. We first notice that K α is continuous on R + . In addition,
Then,
We also give an upper bound for the second term T 2 :
Finally, we arrive at K α (r) ≤ 2α 2 F (rα) with
In order to conclude it is sufficient to show that F is bounded on R + . As the function F is continuous, we only have to prove that it admits finite limits in 0 and +∞. Let x = rα. The function x → m(x) is C 1 (R + ) with m(0) = 0, m(x) ∼ x for x → +∞, and
Furthermore, we have by (2.10)
Then we can write F (x) = G(x) + H(x), where
After a direction computation using the behavior of m as x → 0 and x → +∞ we get
Then F admits finite limits too, which concludes the proof. 
The next proposition gives an upper bound for the Rayleigh quotients.
Proposition 4.9. There exist M > 0 and α 0 > 0 such that Λ n (T α ) ≤ E n (α) + M for all n ∈ N and all α ∈ (0, α 0 ).
Proof. By Proposition 2.2 and Corollary 4.8, for all v ∈ G there holds
and by min-max principle,
which concludes the proof.
4.1.4.
Lower bound of Theorem 4.1. Here we will still use the orthogonal projections Π and P defined in (4.1). We recall that for v ∈ G we have Πv = f Φ ∈ G, P v = v − Πv ∈ G, and Πv 
, with the constant A from Lemma 4.7.
The first term is known thanks to proposition 4.6. Then we have
Applying the spectral theorem to the operator B α,r we obtain
Using the equality E 2 (α, r) = α −2 E 2 (1, rα) we finally get
To estimate the last term in (4.4) we write
The functions Πv and P v are orthogonal with respect to the scalar product of L 2 (−α, α),
ΠvP vdθ = 0, and with respect to the form b α,r , i.e.
Then (4.6) becomes (4.7)
In addition, The substitution into (4.7) gives:
To get a lower bound, we notice that
and using lemma 4.7 we obtain (4.9)
Furthermore for any ǫ(r) > 0 we have
and using again Lemma 4.7 and ǫ(r) = r A(r + 1)
we get
The substitution of (4.9) and (4.10) into (4.8) gives us the lower bound for the cross-term. Combining it with (4.5) finally gives us the following lower bound for q α :
. We notice that K α is positive, which concludes the proof.
The next proposition gives us a lower bound of q α in terms of the one-dimensional operator H ∞ a defined in subsection 4.1.1. Proposition 4.11. There exists K ∈ R + such that for all α ∈ (0, 1) and for all v ∈ G,
In order to prove Proposition 4.11, we will need some preliminary constructions. Let us introduce a new sesquilinear form,
Lemma 4.12. There exists C 1 ∈ R + such that, for all α ∈ (0, 1) and for all u ∈ D(a 1 ),
It is sufficient to check that, for all α ∈ (0, 1), the potential r → W (r, α) is uniformly semi-bounded from below on R + . Notice that (4.11) inf
Clearly, h is continuous on R + . In addition, by (2.6) we have h(x) → −1 as x → +∞. Furthermore,
4x 2 → +∞ as x → 0, and we can conclude that h admits a finite lower bound on R + . Then, by (4.11), there exists C 1 ∈ R + such that inf r∈R+ W (r, α) ≥ −C 1 for all α ∈ (0, 1).
Introduce another sesquilinear form,
Lemma 4.13. There exists C 2 ∈ R + such that for all α ∈ (0, 1) and for all u ∈ D(a 2 ),
Proof. Using the function φ from Proposition 2.2 we can write, for all u ∈ D(a 2 ),
We want to study the right hand side of this inequality. To do that we separate the integral in two parts: a first integral on (0, 1) and a second one on (1, +∞).
On one hand, we notice that
And, by an improved Hardy type inequality from [6, Lemma A.1], as u ∈ C
Then we have
and we can write
Finally, (4.13)
On the other side, the integrals on (1, +∞) can be estimated by
Putting (4.13) and (4.14) together we obtain the result whith
Proof of Proposition 4.11. Let v ∈ G, then f ∈ D(a 2 ) and P v ∈ D(a 1 ), and, by Proposition 4.10,
. We can conclude thanks to Lemmas 4.12 and 4.13 and by writing K = max(A + C 2 , C 1 ).
Proposition 4.14. There exist α 0 > 0 and M 0 > 0 such that, for all α ∈ (0, α 0 ) and for all n ∈ N,
The proof is again based on the use of the min-max principle, and we need a preliminary assertion.
Lemma 4.15. We define, for all (g, ϕ) ∈ C ∞ c (R + ) × G, the sesquilinear form
and let H diag be the self-adjoint operator associated with its closure in
Proof. Let n ∈ N. By the min-max principle,
Moreover, thanks again to the min-max principle, we also have:
for all n ∈ N, one has Λ n (H diag ) < 0, and
On the other hand,
We are now able to give the proof of the lower bound of the eigenvalues.
Proof of Proposition 4.14. Let n ∈ N. By Proposition 4.11 and the min-max principle we have
where f and P v are defined in (4.1). Then,
thanks to Lemma 4.15. As
we can estimate
Now we are able to finish the proof of Theorem 4.1. Thanks to proposition 4.9 and 4.14, there exist α 0 ∈ (0, 1), M ∈ R and m ∈ R such that, for all α ∈ (0, α 0 ) and for all n ∈ N one has E n (α) + m ≤ Λ n (T α ) ≤ E n (α) + M . Taking C = max(M, |m|) we arrive at the result.
4.2.
Complete asymptotic expansion for eigenvalues. Theorem 4.1 and Corollary 4.3 give a first order asymptotics for the eigenvalues. In particular, it follows that each discrete eigenvalue is simple as the angle is small. This can be used to apply the standard perturbation theory to obtain a full asymptotic expansion. Theorem 4.16. For any n ∈ N there exist λ j,n ∈ R, j ∈ N ∪{0}, such that for any N ∈ N one has the asymptotics
and λ 0,n = − 1 (2n − 1) 2 .
Proof. Let us consider the operator Q α acting on L 2 (V α ) and defined in Section 4.1.2:
Using the scaling, θ = αη, r = αt, one shows that Q α is unitarily equivalent to α
and is associated with the sesquilinear form
For the eigenvalues one has E n (T α ) = α −2 E n (L α ), n ∈ N, and we prefer to work with L α in what follows. Remark that, in view of Theorem 2.3, for any γ > 0 one has
In particular, there exists b 0 > 0 and b > 0 such that for small α there holds (4.15)
Introduce the following differential expressions
satisfying in the sense of formal series the following eigenvalue problem
By collecting the terms according to the powers of α, one arrives at an infinite system of partial differential equations.
To determine (λ 0 , u 0 ) we collect the terms containing α −2 , then we have to solve
As a consequence, u 0 only depends on t. Collecting the terms corresponding to α 0 we get
We already know that u 0 ∈ Ker(L N −1 ) and we notice that the orthogonal projections on Ker(L N −1 ) and the differential expression L 0 commute. Thus we can integrate (4.16) on (−1, 1) and obtain
Using the boundary condition (4.17), the equality (4.18) becomes
Here, we recognize a one-dimensional differential operator H ∞ 1 defined in section 4.1.1. Hence, we are lead to choose
where n ∈ N is fixed for the rest of the proof, and u 0 is the associated normalized eigenfunction, see Appendix C. We then can get an expression for u 1 rewritting (4.16) as
Integrating it two times in η and using the boundary condition (4.17) we obtain
where C 1 has to be determined in the next step. Notice that the function t → tu 0 (t) belongs to L 2 (R + ) as u 0 decays exponentially, see Appendix C. We now can give the proof of the existence of the further terms. Let k ∈ N and suppose that (λ 1 , ..., λ k−1 ) and (u 1 , ..., u k−1 ) are known and satisfy
and the functions t → C l (t) and t → f i l (u 0 (t), t) decay exponentially, for all i ≤ l and l ≤ k − 1. We want to determine (λ k , u k ). We first use the equation obtained by collecting the terms in α 2k−2 , i.e.
Using (4.19) and the hypotheses we have
We integrate it two times in η and we use the boundary condition (4.20) to cancel the term corresponding to η, then there exists t → C k (t) such that
We set , i = 1, ..., k − 1, and
. Then (4.21) can be written in the form
We have now to determine λ k and C k . Let us consider the equation obtained after collecting the terms in α 2k :
The integration of (4.22) on (−1, 1) with respect to η and the boundary conditions (4.23) give,
This equation admits a solution
⊥ . Thus, λ k is uniquely determined by
As C k satisfies the inhomogeneous equation (4.24), a standard application of the variation of constants shows that it is exponentially decaying, which concludes the construction of the formal asymptotics. Now we are going to show that the above formal expression for E α provides an asymptotics for the eigenvalues of L α . Now let us fix N ∈ N and consider the finite sums
By the preceding constructions one has
Remark that ϕ N does not belong to the domain of L α as it does not satisfy the boundary condition, but belongs to the form domain of L α , and for any v ∈ D(ℓ α ) one has, using the integration by parts,
Recall that inf spec L α = α 2 inf spec Q α = −α 2 (sin 2 α) −1 . Furthermore, without loss of generality we may assume that the constant b in (4.15) is such that L ′ α := L α + b ≥ 1 for small α and consider the associated shifted sesquilinear form
Using the preceding estimates and the Cauchy-Schwarz inequality one deduces from (4.15) and (4.25) that for any v ∈ D(ℓ ′ α ) there holds, with some a 1 > 0,
as α is sufficiently small. Remark that for small α the values ℓ
for small α, and it follows from (4.26) that, with some a 2 > 0,
By Theorem 4.1, the only point of the spectrum of L α which can satisfy the above estimate is the nth eigenvalue E n (L α ). As N is arbitrary, the result follows.
Decay of eigenfunctions
Let α ∈ (0, π 2 ) be fixed. The following proposition (Agmon-type estimate) shows that the eigenfunctions of T α corresponding to the discrete eigenvalues are localized near the vertex of the sector.
Theorem 5.1. Let E be a discrete eigenvalue of T α and V be an associated eigenfunction, then for any ǫ ∈ (0, 1) one has
We remark that the term (−1 − E) appearing in the exponential is exactly the distance between the eigenvalue and the bottom of the essential spectrum.
We are going to show first that there exists K ǫ > 0 such that Let χ 0 and χ 1 be smooth functions of R + satisfying χ 0 (t) = 1 for 0 < t < 1, χ 0 (t) = 0 for t > 2, χ 2 0 (t) + χ 2 1 (t) = 1. For R > 0, consider the functions χ j,R (x) = χ j |x|/R defined on U α , j = 0, 1. We get easily, for u ∈ H 1 (U α ) and for γ > 0,
In particular, there exists C > 0 such that
, and (5.3) leads to
We are going to provide a lower bound for the first two terms in the bracket. As uχ 0,R ∈ H 1 (U α ), we have immediatly by the min-max principle
To estimate t 1 1−δ α (uχ 1,R , uχ 1,R ) we introduce the domain U R α = {x ∈ U α , |x| ≥ R}, and let C R be the sector obtained by translation of vector (R, 0) of U α . Define
and denote by Q ± and Q CR the associated self-adjoint operators in L 2 (D ± ) and L 2 (C R ) respectively. As Q + and Q − are unitarily equivalent and q CR is non-negative, we have We define
Remark that, if one takes u ∈ D(q + ) and denotes by u its extension by zero to R α then, q + (u, u) = q Rα ( u, u), where
Then inf spec Q + ≥ inf spec Q Rα , where Q Rα is the self-adjoint operator associated to q Rα acting in L 2 (R α ). By applying an anti-clockwise rotation of angle π 2 − α one sees that Q Rα is unitarily equivalent to T RN ⊗1+1⊗L, where T RN is the (Robin-Neumann) Laplacian acting in L 2 (0, R sin α) and defined on
and L is the free Laplacian in L 2 (R). Then, inf spec Q Rα = inf spec T RN . By [23, Lemma A.1] we have
and there exist R 0 > 0 and C 0 > 0 such that for all R ≥ R 0 we have
Finally, for all u ∈ H 1 (U α ) we have
Combining (5.4) with (5.5) and (5.6) we get, for all u ∈ H 1 (U α ) and R ≥ R 0 ,
An integration by parts, see [23, Lemma 2.7] for details, gives
As Ve ψL,ǫ ∈ H 1 (U α ), we obtain by (5.7), for all R ≥ R 0 ,
which can be transformed in virtue of (5.8) into
As ǫ ∈ (0, 1), we have 0 < 2ǫ − ǫ 2 < 1. In addition, 0
Therefore, one can find R ǫ > R 0 and δ ǫ ∈ (0, 1) such A 0 > 0 and A 1 > 0 that for all R ≥ R ǫ . Furthermore, there exists m ǫ > 0 such that A 1 ≥ m ǫ for R ≥ R ǫ . For the same δ ǫ we can show that there exits
which gives (5.2). Now let us pass from (5.2) to (5.1). We have
Using the inequality
and then Ve ψL,ǫ 2
By combining (5.2) with (5.8) we arrive at
As the right-hand side does not depend on L, one can pass to the limit as L → +∞ using the monotone convergence, which gives the result.
Appendix A. Proof of Lemma 4.4
. In order to prove Lemma 4.4 it is then sufficient to show that any function v ∈ C ∞ c (R 2 ) can be approximated by the functions from F in the norm of
. Pick a smooth function ψ ∈ C ∞ (R + ) with
and set, for small ǫ > 0,
Notice that χ ǫ is radial and then there exists
Denote u(r, θ) := v(r cos θ, r sin θ) and u ǫ (r, θ) := v ǫ (r cos θ, r sin θ), then
and the right-hand side tends to 0 as ǫ is small due to the dominated convergence. Furthermore,
|v(r cos θ, r sin θ)| 2 |∇χ ǫ (r cos θ, r sin θ)| 2 rdrdθ, and the first term tends to 0 by the dominated convergence. On the other hand,
The functions u and ψ ′ are bounded, and we can get the following upper bound:
which concludes the proof. Writing γ = 1/ǫ we conclude that for all u ∈ F and for all ǫ > 0 we have
which means that the trace can be extended to a bounded linear map from 
It follows that the lower bound is optimal and that the bottom of the spectrum is an eigenvalue, and u 0 is an associated eigenfunction, which proves the point (b) of the theorem.
B.3. Lower bound for
. Decompose U α into the following three pieces:
and we define, for j = 1, 2, 3,
By the min-max principle and the inclusion
, where Q j are the self-adjoint operator associated with q j and acting in L 2 (D j ). Notice that Q 1 is positive and Q 2 and Q 3 are unitarily equivalent and have the same spectrum. Furthermore, Q 2 is unitarily equivalent to T N ⊗ 1 + 1 ⊗ B γ , where T N is the Neumann Laplacian in L 2 (R + ) and B γ is defined in subsection 2.2, which gives inf spec Q 2 = −γ 2 . Therefore, inf spec Q = min{inf spec Q 1 , inf spec Q 1 , inf spec Q 1 } = −γ 2 , and (B.2) gives the result.
B.4. Lower bound for the essential spectrum as α < Let A = (a, 0) with a > 0. We denote by C A the sector obtained after a translation of U α along the vector OA. Let H A be the orhogonal projection of A on the half-line R + (1, tan α) and L := |AH A | ≡ a sin α, and, in particular, L → +∞ for a → +∞. In the same way, we define H ′ A the orthogonal projection of A on R + (1, − tan α). Consider the following four domains:
. Define for j ∈ {1, 2, 3, 4} the sesquilinear forms
By the min-max principle, the inclusion
inf spec ess T γ α ≥ inf spec ess Q, where Q is the self-adjoint operator acting in L 2 (U α ) and associated to the sesquilinear form defined inf spec ess Q j .
The operator Q 1 has a compact resolvent, then its essential spectrum is empty and inf spec ess Q 1 = +∞, and the operator Q 4 is non-negative, hence, inf spec ess Q 4 ≥ 0. The operator Q 2 et Q 3 are unitarily equivalent, so we have to study Q 2 only. By applying an anticlockwise rotation by angle θ = π 2 − α we see that Q 2 is unitarily equivalent to the self-adjoint operator Q 2 acting in H 1 (0, L) × R + and associated with the sesquilinear form
Clearly, Q 2 = T 
→ 0 for N → +∞, then the result follows by the spectral theorem for self-adjoint operators. Let φ ∈ C ∞ (R) satisfying φ(t) = 0 for t ≤ 0 and φ(t) = 1 for t ≥ 1. Recall that a symmetric operator admits self-adjoint extensions if and only if his deficiency indices are equal. In our case, H * a commutes with the complex conjugation, which gives immediately n + = n − , as K + and K − are mutually complex conjugate.
It remains to determine the deficiency indices. The functions u ∈ Ker(H * a + i) are the solutions to the differential equation C.2. Self-adjoint extensions of H a . To describe the self-adjoint extensions of the operator H a we use the boundary triple approach, see e.g. [9, 20] . The integration by parts gives and a direct computation gives the equality δ(φ, ψ) = a 2 (φ)a 1 (ψ) − a 1 (φ)a 2 (ψ). Furthermore, for any (b 1 , b 2 ) ∈ C 2 there is ψ ∈ D(H * a ) such that a 1 (ψ) = b 1 and a 2 (ψ) = b 2 . In the language of [9] , the triple (C, a 1 , a 2 ) is a boundary triple for H a , and any self-adjoint extension of H a is a restriction of H * a to the functions ψ satisfying the boundary condition a 1 (ψ) cos ϑ = a 2 (ψ) sin ϑ, where ϑ is a real-valued parameter.
By [10, Theorem 3.1], the Friedrichs extension H ∞ a corresponds to the boundary condition a 2 (ψ) = 0, i.e. to ϑ = π 2 . The spectral properties for this case are completely analyzed in [19, Subsection 8.3.3] : the essential spectrum is [0, +∞), and the discrete spectrum consists of the simple eigenvalues E n (a) with the associated eigenfunctions ψ n given by 
Appendix D. Weak quasimodes
At reader's convenience we provide a complete proof of the following simple assertion.
Proposition D.1. Let T be a self-adjoint operator in a Hilbert space H such that T ≥ a > 0, and let t be the associated sesquilinear form. Assume that there exist a non-zero u ∈ D(t) and numbers λ > 0 and ε ∈ (0, 1) such that N (Q j , −γ 2 /4).
As each summand on the right-hand side is finite, the first part of the assertion follows. It remains to prove the second part of the assertion. Remark that, as mentioned above, we know already that N (Q Γ,γ , −γ 2 /4) ≥ 1, so we only need to prove the reverse inequality. By applying a suitable rotation we may assume that π/3 ≤ θ 2 − θ 1 < π, then we have N (Q 1 , −γ 2 /4) = 1 by Theorem 3.6 and N (Q 2 , −γ 2 /4) = 0 by Theorem 2.3(c), and the substitution into (E.1) gives the result.
