Abstract Modern problems in statistics tend to include estimators of high computational complexity and with complicated distributions. Statistical inference on such estimators usually relies on asymptotic normality assumptions, however, such assumptions are often not applicable for available sample sizes, due to dependencies in the data and other causes. A common alternative is the use of re-sampling procedures, such as the bootstrap, but these may be computationally intensive to an extent that renders them impractical for modern problems. In this paper we develop a method for fast construction of test-inversion bootstrap confidence intervals. Our approach uses quantile regression to model the quantile of an estimator conditional on the true value of the parameter, and we apply it on the Watterson estimator of mutation rate in a standard coalescent model. We demonstrate an improved efficiency of up to 40% from using quantile regression compared to state of the art methods based on stochastic approximation, as measured by the number of simulations required to achieve comparable accuracy.
1. Introduction. When applying statistical modeling methodologies to modern problems in scientific domains, characteristics often encountered include high computational complexity of the estimation process, and statistical complexity of the resulting estimators. It is therefore important to develop statistical inference approaches that can be applied to cases where distributions of estimators are hard to derive analytically, and resamplingbased approaches are computationally prohibitive, and have to be efficiently implemented.
This scenario is common in the area of population genetics, in which probabilistic models are constructed and fitted in order to examine certain characteristics of a population, such as the population mutation rate and recombination rate, which are of high scientific interest [Myers et al., 2013; Scally and Durbin, 2012; Sigurgardottir et al., 2000] and are commonly estimated using coalescence models [Hey and Wakeley, 1997; Narasimhan et al., 2016; Palamara et al., 2015] .
The resulting estimators tend to have a complicated distribution, and simulations can involve simulating the evolution of millions of DNA bases, in thousands of individuals for many generations, and therefore are computationally costly.
We concentrate on the challenge of deriving confidence intervals for the parameter estimates in such problems. When asymptotic parametric approaches do not exist or are unreliable for given sample sizes, it is common to use resampling-based approaches, usually based on the bootstrap and its variants, and methods based on non-parametric bootstrap have been widely used and studied [Felsenstein, 1985; Efron, 1979] . However, they often encounter difficulties when the statistical setting is too complex to allow the sampling schemes required for implementing non-parametric bootstrap [Efron, Halloran and Holmes, 1996; Efron, 2003 ].
An important approach to constructing confidence intervals is the method known as "test inversion", which uses the duality between hypothesis testing and confidence intervals, defining the 1 − α confidence interval as the set of parameter values for which the test of H 0 : θ = θ 0 is not rejected at level α. When the relevant rejection regions cannot be analytically defined, test inversion is implemented through simulation, essentially using a parametricbootstrap approach. The search for the confidence interval endpoint is often estimated through the efficient Robbins-Monro (RM) procedure [Carpenter, 1999; Garthwaite and Buckland, 1992] , however, the RM algorithm is inaccurate for extreme quantile and does not achieve optimal convergence rates [Wetherill, 1963; Young and Easterling, 1994] .
In this paper we describe three methodologies for finding the correct endpoint efficiently. The commonly used approach of Garthwaite and Buckland [1992] (RM), a new adaption of the method that is based on an RM algorithm for binary data developed by Joseph [2004] , to which we refer as Binary Robbins-Monro (BRM) , and a novel method, that uses an adaptive quantile regression (AQR) and inverts the estimated quantiles to determine the endpoint. We compare the approaches analytically and empirically and show that the latter is more efficient when only a small number of simulations can be sampled from the model due to computational limitations.
Finally, we apply and compare the suggested methodologies for the purpose of constructing confidence intervals for the mutation rate parameter under a standard coalescent model, using the Watterson estimator for the population mutation rate, for which the convergence to the normal approximation is known to be slow and therefore inaccurate for moderate sample size [Klein, Austerlitz and Larédo, 1999] . Estimates of the human mutation rate are frequently used in order to date events in our population history [Scally and Durbin, 2012; Schiffels and Durbin, 2014] . Using a different estimate of the mutation rate can substantially influence such analysis [Sigurgardottir et al., 2000] , thus, it is important to accurately measure the uncertainty of such estimates.
2. Why Test Inversion?. This section is devoted for a brief discussion about the different procedures for the construction of bootstrap confidence intervals and their drawbacks. For a more complete discussion see Carpenter and Bithell [2000] .
The most common family of bootstrap methods is that of the pivotal methods, which includes the basic bootstrap and the bootstrap-t. These methods are very similar to the classical methods for construction of confidence intervals, but when using them we replace w α , the α percentile of the unknown reference distribution with w * α , the α percentile of the bootstrap distribution. We can then use studentization to reduce the coverage error.
Un-studentized pivotal intervals tend to be inaccurate. The studentized confidence intervals may contain invalid values, and rely on knowledge of the variance of the estimator or a computationally heavy second-level bootstrap for the estimation of the variance.
The second family is the percentile family. Here we aim to take the 1 − α empirical percentile of the bootstrap distribution to be the upper end of our interval. The method is simple, cannot contain invalid values and is transformation respecting.
However, its justification depends on the existence of a function g(·) such that g(θ * ) − g(θ) ∼ g(θ) − g(θ) ∼ N (0, σ 2 ) . In many applications such function does not exist and we get a substantial coverage error. Improvements to the methods, such as the BCa method, solve part of the problem but add a lot of complexity, and still rely on the existence of a function that cannot easily be shown to exist.
The third family, the test inversion family, offers a simple alternative to the pivotal and percentile methods which can be implemented whenever parametric bootstrap sampling is possible. It does not suffer from the issues mentioned above, does not rely on any implicit assumptions, and in the absence of nuisance parameters has no bootstrap error, which can be significant for the other methods if proper re-sampling is complex due to dependencies in the data. It is, however, computationally demanding, which make it especially important to develop methods that allow for faster calculation of bootstrap test inversion confidence intervals.
3. Methodology. We start by describing the test inversion methodology. Let X be a random variable with some density f θ that depends on an unknown parameter of interest θ, and letΘ(X) be an estimator of θ. IfΘ(X) is stochastically increasing with θ andθ =Θ(x) is the estimate of θ based on a sample x, then the correct endpoint U of a one sided (1-α) confidence interval for θ, satisfies:
In this setting, U is the smallest value for which we would have rejected the hypothesis H 0 : θ = U in favor of H 1 : θ < U in an α level test.
Our problem is now focused on finding the point U with this property. Since the distribution of the estimator is unknown, U cannot be inferred analytically and has to be estimated by a Monte-Carlo simulation. The straight forward way to carry such a simulation is to interpolate sample quantile of Θ(X), as in Schweiger et al. [2016] . This approach is briefly described in Algorithm 1, resulting inÛ -an estimate of U . However, this approach is computational inefficient in a way that makes it impractical for many problems, as it entails simulating many samples from the distribution in areas that are not the interest of the analysis.
1 Choose a grid of points θ = (θ1, θ2, ..., θn)
Calculate q α i , the α sample quantile ofθ
Algorithm 1: Finding the upper endpoint of a 100(1 − α)% confidence interval by interpolating sample quantiles It was shown by Carpenter and Bithell [2000] that a more efficient approach is to use stochastic approximation to solve M (θ) = 1 − α for θ, where M (θ) = P θ (θ <Θ(X)). The value of M (θ) is unknown, but simulation can be carried for a given θ to get a noisy observation from the function.
3.1. Robbins-Monro algorithm. Given a function M (θ) such as the one described above, it is shown by Robbins and Monro [1951] that the sequence
where y n is the nth noisy observation, converges to the solution of M (θ) = 1 − α, for every sequence a n for which:
In our case
Garthwaite and Buckland [1992] described the use of the Robbins-Monro process for finding the endpoint of the confidence interval. We let U i be the current estimate of the endpoint andθ i be the current estimate of θ, based on a random sample taken with θ = U i . In each step we update U i in the following manner:
Where c is a step size constant. The procedure is shown to be fully asymptotically efficient (the variance of U i meets Cramer-Rao lower bound for a-parametric estimators) if c is set to be 1/M ′ (U ), the inverse of the slope of M at the endpoint. However, neither M or U are known, so c is estimated adaptively, using U i in place of U and setting it to twice the optimal value for the normal distribution, as using a bigger than optimal step size is less damaging to convergence rate than a too small constant.
The next section describes an adaptation of this process that makes a different choice of a n and b n in order to obtain better results for extreme quantiles.
3.1.1. Binary Robbins-Monro. As mentioned above, if the optimal step size constant is known, the Robbins-Monro procedure is fully asymptotically efficient. However, it was empirically shown to work poorly for extreme quantiles. In order to improve the convergence of the process, Joseph [2004] suggested a modified algorithm that takes advantage of the fact that in order to search for the quantile we use the binary response:
Next, he defines M (x) to be the probability that Y i = 1 conditioned on θ = x. The goal is again to find U for which M (U ) = 1 − α. Joseph [2004] continues in a Bayesian framework, assuming a prior distribution for U , for which E(Θ) = x 1 , Var(Θ) = σ 2 1 . Denoting Z n = x n − Θ, the goal now is to find the sequences a n , b n for which Z n → 0 at the fastest rate. Using a normal approximation for M (x), he showed that the optimal procedure sets
where
Interestingly, this procedure results in a sequence, b n , that starts between α and 0.5, and converges to α as n increases, essentially starting the search by searching a less extreme quantile and advancing towards α as more data is gathered.
Under the optimal assignment of M ′ (0), this modified procedure is more accurate than regular Robbins-Monro for extreme quantiles and a small sample size. However, neither M nor the correct endpoint are known when aiming to construct confidence intervals for complicated distributions, therefore M has to be replaced by an approximation and M ′ (0) has to be estimated adaptively from the data. In order to do so, we follow the suggestion by Garthwaite and Buckland [1992] , setting it to be proportional to the distance fromθ:
In addition, the modified algorithm requires the specification of the prior mean and variance. In all the simulations that are carried in this paper we choose the prior mean by randomly picking a point from a N (U, 1) distribution, we set the prior variance to be 1, and estimate M ′ (0) adaptively. We do this identically for the binary and regular Robbins-Monro. Both the binary and regular Robbins-Monro procedures still entail some loss of information, as we don't make use of samples that were taken along the process for the determination of U in the later steps and we don't make use of the actual values of the estimates. Finally, the process forces us to search separately for the upper and lower limits, and re-sample from scratch for each of them. We offer to fix this loss of information by considering the stochastic functionΘ(X), which returns an estimate of θ for a re-sample (from the model with a given θ). We assume a parametric model on the quantiles of this function and use quantile regression to find where the α quantile meetsθ.
3.2. Quantile regression. Quantile regression [Koenker, 2013] is a type of regression analysis in which we aim to model the conditional quantile of a distribution, instead of the conditional mean. This is done by assuming the model Q α (Y |X = x) = β 0 + β 1 x and minimizing a loss function with respect to β 0 , β 1 . Unlike the normal linear regression, the loss function for quantile regression is asymmetric and the solution is achieved numerically, as there is no closed-form solution. Define:
The quantile loss is given by:
The methodology that we suggest revolves around modeling the quantile of the distribution of the bootstrap estimators conditional on the true value of θ as linear, and solving the resulting equation β 0 + β 1Û =θ forÛ .
3.2.1. Asymptotics of the quantile regression procedure. For the simplest case, we assume that the linear model of the conditional quantile is true and that the density of the quantiles is fixed. That is, if we denote the density ofΘ(X) by g θ (x), and we denote the τ quantile of g θ (x) by ξ θ (τ ), then g θ (ξ θ (τ )) = c for all θ and some constant c. Under these conditions, we can calculate the asymptotic variance of our estimator, which has a minimum when U is in the center of mass of the sampled points.
be the probability density of ξ θ (τ ) for θ = x i . Under general regulatory conditions [Koenker, 2013] , if g i = c for all x i and some constant c, then the optimal sampling for the quantile regression procedure is achieved whenx = U , andÛ has the asymptotic distribution:
ofβ is [Koenker, 2013] :
If we denote
the inverse is given by
The estimate of the endpoint is given byÛ =θ
, and according to the Delta method
Where ▽h is the gradient of h:
. Multiplying the elements of the variance we get
which achieves a minimum whenever U =x, So the optimal sampling for the quantile regression would be such that the true endpoint is in the center of mass of the sample points. Under the optimal sampling we get a variance of
and therefore
Proposition 2. If g belongs to a location family, that is g θ (x) = g(x−θ) for a common density function g, then g i (ξ i (τ )) are fixed, β 1 = 1 and the asymptotic variance is equal to Proof. Let G x i (x) be the distribution function ofΘ(X) given θ = x i , and let G be the standard distribution function of the family.
To see that the quantile is linear with slope 1 notice that
Now, for a continuous G
and ξ i (τ ) is indeed linear in x i with slope 1 and density:
which does not depend on x i . Finally, we can use Proposition 1 to get that:
The efficiency of the RM procedure depends on an optimal determination of the step size constant, which is unknown but can be estimated adaptively. The efficiency of the quantile regression method depends on the centering of the data points around the true endpoint, which is again unknown but estimated adaptively. For a large number of iterations the two methods indeed perform comparably, but for small sample sizes we show that the adaptive quantile regression gives lower MSEs while using the same number of iterations.
3.2.2. Suggested Algorithm. The asymptotic results from the last section suggest that the lowest variance should be reached when the true endpoint is in the center of the data. Consequently, we suggest estimating the true endpoint by the current estimate at each iteration and to sample a new x that centers the data around it, as described in Algorithm 2.
Notice that if a two sided confidence interval is needed, the points sampled for the upper end can be used in the search for lower end, decreasing the variance further. Estimate the conditional quantile function:Qα(θ) =β0 +β1θ, based on θ * andθ *
10
Ui ←θ
Append θs+i to θ *
13
Calculateθs+i based on a bootstrap sample with θ = θs+i
14
Appendθs+i toθ * 15 end 16Û ← UN Algorithm 2: Finding the upper endpoint of a 100(1 − α)% confidence interval by adaptive quantile regression 3.3. Measuring Accuracy and Linearity. Two things should be in mind when considering the validity of our approach: The correctness of the linear model, and the Monte-Carlo error that results from using finitely many sample points. For testing linearity, we offer to simply test the model against a polynomial model of higher order using a likelihood ratio test or a Wald test as described in Koenker [2013] . If the linear model is correct, then the extra terms should not be significant. We describe our suggestion for the non linear case in the next section.
For assessing the magnitude of error resulting from the procedure, we offer a simple approach for constructing confidence intervals for the upper end point U that is based on the inversion of the quantile regression confidence interval. Koenker [2013] describes and compares different methods to construct confidence intervals for the quantile regression prediction, Q α (x). Any of them can be inverted in order to get confidence intervals for the endpoint U . The confidence intervals given by Koenker give us CIs for Q α (x). In order to construct confidence intervals for the quantity of interest U they have to be inverted, this is accomplished by the same inversion methodology that is used in order to calculateÛ . Essentially, the CIs for Q α (x) are the acceptance region for U and thus, the point where the lower bound of the quantile regression is equal toθ is the upper bound for U , as made precise by Proposition 3.
Proposition 3. LetQ α (θ) =β 0 +β 1 · θ be the quantile regression line for the α quantile. Denote Q U as the point for which P (Q α (Q U ) <θ) = δ for some 0 ≤ δ ≤ 1. Then P (Û > Q U ) = δ, that is, Q U is the δ level upper bound for U .
Proof. By definition,Q α (θ) =β 0 +β 1 · θ. Therefore:
, and so:
4. Evaluation.
When the linear model is true.
In order to compare the methods on simulated data, we implemented the RM algorithm with an adaptive determination of the step size constant as described in Garthwaite and Buckland [1992] . We used the same method for both RM (Robbins-Monro) and BRM (Binary Robbins-Monro). In order to determine the starting point for the RM and BRM methods we randomly chose a point from a normal distribution centered around the correct endpoint, as done in Joseph [2004] .
We start by comparing the three methods (RM, BRM, AQR) for the purpose of constructing a one-sided confidence interval for four common estimates. The mean of a normal distribution, the standard deviation of a normal distribution, the shape of a gamma distribution and the mean of a logistic distribution. The root mean squared error of the different methods is shown in Figure 1 . Figure 1 shows that with 40 iterations, the AQR procedure is more accurate for all four distributions, and it remains more accurate with up to 100 iterations for the estimation of the mean of the logistic and normal distribution.
However, regression procedures are usually sensitive to outliers and AQR is no exception, as verified by measuring the error in estimating the endpoint of a CI for the shape of a Gamma(5,1) distribution, shown in Figure 2 . The results of this section suggest that for distributions that are not prone to outliers, and when only a small number of iterations is possible, AQR gives a better accuracy than the other methods.
When the linear model is false.
The quantile regression methodology that we described relies on the linear model being true. In cases when the conditional quantile function of interest is not linear it is not expected to work properly. a mild non-linearity, such as the one of the binomial distribution with n = 30, will hurt the accuracy of the method somewhat, as demonstrated in Figure 3 .
A more severe non linearity will cause the linear modeling to give very inaccurate results. We show this with a simulation using an N (θ, ((1+θ 2 )/8) 2 ) distribution, where the goal is to construct a CI for θ. The results are shown in Figure 4 .
Still, the situation can be rectified by testing for linearity as described above, and using one of the following measures when the linearity test fails:
1. Fitting a polynomial model and using its prediction. 2. Fitting an a-parametric model and using its prediction. 3. Using the prediction of a polynomial model as a hot-start for a RobbinsMonro search.
We recommend the last method, and evaluate it compared to using all the iterations for the stochastic approximation. The non-linear quantile is created by simulating a Normal distribution with mean θ and standard deviation θ(5 − θ)/8. The quantile regression is done by taking 20 evenly spaced points, fitting a quadratic polynomial to them using quantile regression, and using the prediction to start a RobbinsMonro procedure. The Robbins-Monro procedure starts as if it already did 20 steps. For the Binary Robbins-Monro procedure, we just started the search from the predicted point and halved the value for the prior variance. We refer to the procedures of using the RM or BRM with the quantile regression prediction as a starting point as Hot Started RM and Hot Started BRM, respectively.
As shown in Figure 5 , we see practically no loss of accuracy from using the first 20 points to predict a starting point for the RM procedure, after concluding that the linearity assumption does not hold. 5. Confidence intervals for demographic parameters in population models. In this section, we apply the adaptive quantile regression methodology we have described above to the case of demographic parameters in models of population genetics. An important goal in population genetics is the estimation of parameters of population models from present-day DNA sequences, with the intention of learning information about fundamental characteristics of the population, such as its average mutation rate, or about historical and demographic features, such as the historical popula-tion size. In addition, these parameters are often used in the estimation of additional quantities of historical or biological interest.
As an example, we focus here on the mutation rate parameter. The mutation rate is defined as the average number of mutations per DNA basepair, per generation. The mutation rate is of high interest to the genetics community and is used for the interpretation of mutations implicated in diseases [Crow, 2000] , studies of natural selection [McVicker et al., 2009] and the study of several aspects of human mutagenesis . Moreover, the mutation rate is utilized in the dating of historical events [Li and Durbin, 2011] . Different values of the mutation rate significantly impact the dating of such events [Scally and Durbin, 2012] . Therefore, it is important to accurately measure the uncertainty in its estimate.
Nevertheless, our current estimates of the human mutation rate vary substantially. A number of different approaches are commonly used in order to estimate the rate, each yielding different results ranging from 1.2 · 10 −8 for the pedigree based estimators [Kong et al., 2012 ] to 2.5 · 10 −8 for the phylogenetic estimators [Nachman and Crowell, 2000] . In this section we focus on the problem of constructing confidence intervals for mutation rate estimates of the second type, and show that the uncertainty in their estimation does not explain their disagreement with the pedigree based estimates.
Due to the complexity of population models, the distribution of mutation rate estimators is usually difficult to characterize or derive analytically. In addition, simulation or sampling from these models is computationally prohibitive. It is therefore important to devise a method that can accurately construct CIs for the mutation rate estimator, while maintaining a feasible computational cost. In the following, we first briefly introduce the WrightFisher model and the related coalescent model (for a review, see Durrett [2008] ). Finally, we apply the adaptive quantile regression method to construct CIs for the mutation rate under the coalescent model, and show its superiority compared to alternative approaches.
The Wright-Fisher model and the Watterson estimator.
The WrightFisher model is common model in population genetics. Assume that we have a population of 2N individuals, each carrying one of two alleles. According to the Wright-Fisher model, the population in generation t + 1 is a random choice, with replacement, of 2N individuals from generation t. To introduce mutations into the model, at each generation, the allele of each offspring is changed with probability µ, where µ is defined as the mutation rate per individual per generation. Finally, we randomly sample n individuals from the last generation as our observed sample.
We define the scaled mutation rate as θ = 4N µ. Let S n be the number of loci in which there is genetic variability in a sample of n individuals. Under the infinite site model [Kimura, 1969] , which assumes that mutations do not occur twice at the same locus, it was shown by Watterson [1975] that the expected value of S n is
and therefore, that θ can be estimated by the moment estimator
where s n is the observed number of variable loci in the sample. Watterson [1975] derived a formula for the variance ofθ and showed that it follows an asymptotic normal distribution. However, Klein, Austerlitz and Larédo [1999] showed that the convergence to this distribution is slow and therefore the asymptotic normal distribution is not a good approximation for the Watterson estimator. [1982] , is an approximation to the Wright-Fisher model that makes it possible to conveniently derive analytic results and to sample from the model with lower computational cost. In contrast to the Wright-Fisher model, the coalescent process proceeds backward in time. Beginning with the last generation, a parent is chosen at random from the previous generations for each individual in the sample. If two individuals in the sample selected the same parent, they are said to have coalesced.
The coalescent model. The coalescent model, introduced by Kingman
Coalescent theory is essential to our application for two main reasons. First, we are only interested in simulating the generations since the most recent common ancestor of the sample, because previous generations do not influence the genetic diversity of the sample. As the coalescent model goes backwards in time, it focuses only on the genealogy of the observed sample, rather than the entire unobserved population. Second, it allows for a much faster simulation, as we can sample the time to the next coalescence event, and ignore the generations in between. For more details on the coalescent simulation, see Kelleher, Etheridge and McVean [2016] .
Constructing confidence intervals for the mutation rate parameter.
In this section, we apply the adaptive quantile regression methodology in order to construct confidence intervals for the mutation rate parameter under the coalescent model and show that it gives more accurate results than the methods based on stochastic approximation.
In order to determine the correct endpoint of a confidence interval to an estimate ofμ = 2.5 · 10 −8 , as estimated by Nachman and Crowell [2000] , we simulated 10,000 samples with n = 1,000, under the coalescent model with N = 10,000 and a genome size of 1,000,000. For the mutation rate, we choose a grid of 50 points in [−8.5, −6] on a log scale. We used the resulting estimates to calculate the sample quantiles for each value of the mutation rate on the grid, and interpolated the sample quantiles (see Figure 6 (a) ). Finally, the endpoint of the confidence interval is calculated using the test-inversion methodology. The resulting 95% confidence interval is (1.92·10 −8 , 3.32·10 −8 ), which does not include the pedigree based estimates.
We then applied the adaptive quantile regression (AQR), the RobbinsMonro (RM) and the Binary Robbins-Monro (BRM) methods to estimate the correct endpoint for the confidence interval. We ran each method for 40,50,...,100 iterations, using 300 simulations for each setup. The accuracy is measured by the root mean square error from the correct endpoint presented above. We used msprime [Kelleher, Etheridge and McVean, 2016 ] to simulate the coalescent, and the Watterson estimator in order to estimate the mutation rate.
The results, shown in Figure 6 , show a uniform superiority of the adaptive quantile regression methodology over the stochastic approximation based approaches. For 40 iterations, the root mean square error of the AQR method is 40% lower than that of RM, and 20% lower than that of BRM, and it remains lower by at least 20% for 40-100 iterations.
The significantly lower error of the adaptive quantile regression procedure suggests that a real benefit can be achieved by using quantile regression modeling instead of a stochastic approximation when estimating the endpoint of a test-inversion bootstrap CI, making it possible to achieve a desired level of accuracy by using less iterations, thus saving computational resources.
6. Discussion. In this paper we proposed a novel method for the construction of confidence intervals based on quantile regression, that is often more efficient than the standard approaches based on stochastic approximation, and can be applied to problems of inference in population genetics models.
The proposed method enjoys better accuracy, and a lack of tunable parameters, in contrast to the stochastic optimization methods that depend on setting a constant to an unknown value in order to achieve full asymptotic efficiency. We also showed that the asymptotic variance under ideal conditions is surprisingly equal for the stochastic approximation methods and the quantile regression method. Indeed, both perform comparably for a large number of iterations.
For a small number of iterations, it appears that the use that our quantile regression method makes of all previous samples allows it to achieve better efficiency in most cases. It is also likely that using the points sampled in the search for the upper endpoint in the search for the lower endpoint(or viceversa), possibly with weights, will improve the performance even further, an enhancement that is not possible for the stochastic approximation based methods.
The sensitivity of the quantile regression methodology to outliers may be improved by considering robust alternatives to quantile regression or by heuristic removal of outliers, but these approaches were not tested in this paper.
The method can be extended to distributions with non-linear quantiles by replacing the linear quantile regression with non-linear or non-parametric regression. Multiple methods exist in this domain and their performance remains to be tested.
To conclude, we recommend the usage of the quantile regression approach when the distribution of the estimator does not seem prone to outliers, and the conditional quantile is locally linear, both of these conditions can be checked after sampling a few points.
For distributions that do not meet these requirements we recommend using a stochastic approximation, with adaptive determination of the step size, and a quantile regression prediction as a starting point. The Binary Robbins-Monro seems to be preferable to the classic one mostly if good prior knowledge regarding the endpoint is available.
