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es.2012.0Abstract p-Median problem is a well-known discrete optimization problem aiming to locate p
number of facilities that satisﬁes the demand of multiple places with minimum cost. Even though
continuous particle swarm optimization (PSO) has been successfully applied to many areas in recent
years, discrete PSO algorithm is in its infancy. In this paper, a new discrete particle swarm optimi-
zation algorithm (NDPSO) is proposed for the p-median problem. Although presented algorithm
has all major characteristics of the classical particle swarm optimization (PSO), its search strategy
is different. The algorithm aims to minimize the distance between demand points and facilities. The
algorithm has been tested on benchmarking problem instances from OR library and its performance
is compared with other algorithms in the literature such as neural model, reduced variable neigh-
borhood search, and simulated annealing. The presented method is also compared with two other
existing discrete PSO algorithms in the literature. The experiments have shown that the proposed
algorithm highly outperforms all the methods compared with better computational time.
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p-Median problem is a well-known facility-location problem
where the task is to allocate p facilities in a way that theg Saud University, College of
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9.002distance between n demand points and facilities is minimized.
It is shown by Kariv and Hakimi (1979) that the p-median
problem is NP-hard. It is unlikely to obtain an optimal solu-
tion through polynomial time-bounded algorithms. Small size
instances of p-median problem can be solved with reasonable
computational time by exact algorithms such as branch-and-
bound Ja¨rvinen et al. (1972). This method ﬁnds (n–p) nodes
that no facility is assigned, p-medians being the not found
nodes. However, as the problem size increases, the computa-
tion time of exact methods increases exponentially. In contrast
to exact methods, heuristic algorithms generally have accept-
able time and memory requirements, but do not guarantee
optimal solution. In these methods, a feasible solution is ob-
tained which is likely to be either optimal or near optimal.ing Saud University.
12 M. Sevkli et al.One of the ﬁrst heuristic methods applied to the p-median
problem is a greedy heuristic by Kuehn and Hamburger
(1963). Avella et al. (2012) introduced a new heuristic for
large-scale PMP instances, based on Lagrangean relaxation.
Another heuristic method applied to p-median problem was
proposed by (Teitz and Bart (1968)).
In addition to heuristic methods, metaheuristic algorithms
are also studied for p-median problem. The most popular
Metaheuristics that appeared in the literature was presented
by Alp et al. (2003). In this method, a Genetic Algorithm,
where the gene of a chromosome consists of indexes of nodes
that were selected as facility locations, is presented. (Murray
and Church (1996)) applied simulated annealing to location-
planning models. More recently Levanova and Loresh (2004)
implemented the ant systems and simulated annealing algo-
rithm to solve p-median problem. Alcaraz et al. (2012) pro-
posed different conﬁgurations of two hybrid metaheuristics
to solve the problem, a genetic algorithm and a scatter search
approach. Cadenas et al. (2011) used genetic algorithm for the
fuzzy p-median problem. Crainic et al. (2003, 2004) used var-
iable neighborhood search. More information about p-median
problem can be found in Mladenovic et al. (2007) and experi-
mental evaluation of the complexity of the p-median problem
can be found at (Goldengorin and Krushinsky, 2011). In this
paper, we propose a discrete particle swarm optimization
(PSO) algorithm for p-median problem. The novelty of this
study comes from the success of the algorithm as it is the ﬁrst
implementation of PSO for p-median to our knowledge.
PSO is based on the metaphor of social interaction and
communication among different spaces in nature, such as bird
ﬂocking and ﬁsh schooling. It is different from other evolu-
tionary methods in a way that it does not use the genetic oper-
ators (such as crossover and mutation), and the members of
the entire population are maintained throughout the search
procedure. Thus, information is socially shared among individ-
uals to direct the search toward the best position in the search
space. In a PSO algorithm, each member is called a particle,
and each particle moves around in the multi-dimensional
search space with a velocity constantly updated by the parti-
cle’s experience, the experience of the particle’s neighbors,
and the experience of the whole swarm. PSO was ﬁrst intro-
duced to optimize various continuous nonlinear functions by
Eberhart and Kennedy, (1995). PSO has been successfully ap-
plied to a wide range of applications such as automated dril-
ling (Onwubolu and Clerc, 2004), neural network training
(Van den Bergh and Engelbecht, 2000), scheduling problems
((Tasgetiren et al., 2006); Tseng and Liao, 2008; Allahverdi
and Al-Anzi, 2006) and uncapacitated facility location prob-
lems (Sevkli and Guner, 2008).
In addition, PSO algorithm was successfully applied to the
binary problems, but researchers have not reached to a general
consensus on details of Binary PSO (BPSO). First binary PSO
was introduced by Kennedy and Eberhart (1997), in which
velocity is deﬁned as the chance of changing from 1 to 0 or vice
versa. Authors mentioned about the unsatisfactory answers of
some questions in JKennedy et al. (2001). In recent years, var-
ious new velocity and position change formulations are pre-
sented Afshinmanesh et al., 2005; Khanesar et al., 2007;
Camci, 2009. More information about PSO can be found in
Kennedy et al. (2001).
In this paper, a novel discrete particle swarm optimization
algorithm (NDPSO) is proposed for the p-median problems.Although the algorithm has all major characteristics of the
classical PSO, the search strategy of the algorithm is different.
The NDPSO is applied to the p-median problems with the
objective of minimizing distance between demand points and
facilities. This paper reports the comparison results of pre-
sented method with the algorithm proposed by Domı´nguez
and Mun˜oz (2008), simple simulated annealing (SA), reduced
variable neighborhood search (RVNS) algorithm, and the
BPSO methods (Afshinmanesh et al., 2005; (Khanesar et al.,
2007) presented in the papers above.
The organization of this paper is as follows: Section II
introduces p-median problem, mathematical representation
of the problem is shown and an overview of classical PSO
and the various BPSO algorithms. The third section reveals
the proposed heuristic algorithm. The implementations of sim-
ple SA and RVNS are elaborated in Section 3 while experimen-
tal results and comparison with other methods are reported
and discussed in Section 4. Finally, the ﬁfth section includes
the concluding remarks.2. Background
2.1. Problem description
In the p-median problem p facilities are to be allocated among
n demand points in such a way that the distance from the de-
mand point to the nearest facility is minimized.
The mathematical formulation for p-median problem is as
follows (ReVelle and Swain, 1970):
min
Xn
i¼1
Xn
j¼1
aidijxij ð1Þ
Subject to:
Xn
j¼1
xij ¼ 1; i ¼ 1; 2; . . . ; n; ð2Þ
xij 6 yj i; j ¼ 1; 2; . . . n; ð3Þ
Xn
j¼1
yj ¼ p ð4Þ
xij; yj 2 f0; 1g i; j ¼ 1; 2; . . . ; n; ð5Þ
where n= total number of nodes in the graph, ai = demand
of node i, dij = distance from node i to node j, p= number
of facilities used as medians, and ai, dij are positive real
numbers,
xij ¼
1 if node i is assigned to facility at point j;
0 Otherwise

ð6Þ
Yj ¼
1 if facility is locate at point j;
0 Otherwise

ð7Þ2.2. Classic particle swarm optimization
In PSO, each single solution, called a particle, is considered as
an individual; the group becomes a swarm (population) and
the search space is the area to explore. Each particle has a
A novel discrete particle swarm optimization for p-median problem 13ﬁtness value calculated by a ﬁtness function and a velocity to
ﬂy toward the optimum. All particles ﬂy across the problem
space following the particle that is nearest to the optimum.
PSO starts with an initial population of solutions, which is up-
dated iteration-by-iteration. The principles that govern PSO
algorithm can be stated as follows:
 n dimensional position ðX i ¼ ðxi1; xi2; :::; xinÞÞ and velocity
vector ðV i ¼ ðvi1; vi2; :::; vinÞ for ith particle starts with a ran-
dom position and velocity.
 Each particle knows its position and value of the objective
function for that position. The best position of ith particle is
denated as P i ¼ ðpi1; pi2; :::; pinÞ; and the best position of the
whole swarm as, G ¼ ðg1; g2; :::; gnÞ respectively. The PSO
algorithm is governed by the following main equations:
vtþ1in ¼wvtinþ c1r1ðptinxtinÞþ c2r2ðgti xtinÞ;xtþ1in ¼ vtþ1in þxtin ð8Þ
where t represents the iteration number, w is the inertia weight
which is a coefﬁcient to control the impact of the previous
velocities on the current velocity. c1 and c2 are called learning
factors. r1 and r2 are uniformly distributed random variables in
[0, 1] .
The original PSO algorithm can optimize problems, in
which the elements of the solution space are continuous real
numbers. The major obstacle for successfully applying PSO
to combinatorial problems in the literature is its continuous
nature. To remedy this drawback, Tasgetiren et al. (2006) pre-
sented the smallest position value (SPV) rule. Another ap-
proach to tackle combinatorial problems with PSO is done
by Pan et al. (2008). They generate a similar PSO equation
to update the particle’s velocity and position vectors using
one and two cut genetic crossover operators. A discrete parti-
cle swarm optimization was proposed by utilizing a probability
value in a range of [0.0, 0.1] according to which the position
vector takes discrete values, 0/1, (Kennedy and Eberhart,
1997)). Different versions of velocity and position update for-
mulations have been proposed in Afshinmanesh et al. (2005)
and Khanesar et al. (2007). In Afshinmanesh et al. (2005),
velocity and position updates are calculated using logical oper-
ators such as ‘‘and’’, ‘‘or’’, ‘‘xor’’, etc., as in following
equations:
vi;tþ1 ¼ orðandðrandð1;mÞ; xorðgti ; xtiÞÞ;
andðrandð1;mÞ; xorðG; xtiÞÞÞxtþ1i
¼ xorðxit; vtiÞ ð9Þ
This method will be referred as BPSO1 in the rest of the pa-
per. Different velocity and location calculations are presented
in Khanesar et al. (2007) as shown in the formulation below.
This method will be referred as BPSO2 in the rest of the paper.
The comparison of these methods on maintenance optimiza-
tion problem is presented in Camci (2009).
xtþ1i;j ¼
xti;j if ri;j < Vi;j
xti;j otherwise
(
Vi;j ¼
V0i;j ifxi;j ¼ 1
V1i;j ifxi;j ¼ 0
(
ð10Þ3. A novel discrete particle swarm optimization algorithm
In this study, a novel discrete particle swarm optimization
algorithm (NDPSO) is proposed for the p-median problem.This algorithm starts with a randomly generated initial popu-
lation and the position and ﬁtness value of each individual is
assigned to its personal best. The best individual in the whole
swarm with its position and ﬁtness value, on the other hand, is
assigned as the global best. Then, the position of each particle
is updated based on the personal best and the global best for
every iteration. The main concepts of NDPSO are similar to
classical PSO algorithm; however, the search strategy is differ-
ent. That is, each particle in the swarm moves based on the fol-
lowing equations.
s1 ¼ wt  gðXtiÞ;wtþ1 ¼ w  b; s2 ¼ c1  gðPtiÞ; s3
¼ c2  gðGtÞ;Xtþ1i ¼ bestðs1; s2; s3Þ ð11Þ
At each iteration, the position vector of each particle, its
personal best and the global best are considered. Randomly se-
lected particles are updated by applying exchange function (g).
A random number between 0 and 1 is generated for each par-
ticle, and the ones with smaller random number than user-de-
ﬁned inertia weights (w) are selected.
Exchange function (g) implies the exchange of randomly
chosen facility with another randomly chosen node. In other
words, a node that has facility is randomly selected and the
facility in this node is carried to a randomly selected other
node that do not have the facility. For instance, for the p-med-
ian problem of p= 4, suppose a sequence of {5, 11, 17, 32} is a
possible solution set. In order to apply exchange function, we
also need to derive two random numbers; one is for determin-
ing the facility to be changed and the other is for the node to be
accepted as a new facility. Let us say those numbers are 11 and
20 (that is, the node number 11 will not serve as a facility any-
more and the node number 20 will be accepted as a new facility
{5, 11, 17, 32}). The new sequence will be {5, 20, 17, 32}. Note
that the order of the facilities shown in the solution set is not
important. In other words the solution set can be shown in an-
other way too {32, 20, 17, 5}.
After the particle is manipulated with this exchange func-
tion (say the resulting solution is s1) the inertia weight is dis-
counted by a constant factor (b) at each iteration. This
reduces the number of randomly selected particles for manip-
ulation as the algorithm in late iterations compared to early
iterations.
The next step is to generate another random number of U
(0, 1) to be compared with c1, cognitive parameter, to make
a decision whether to apply exchange function to personal best
of the particle considered. If the random number is less than c1,
then the personal best of the particle undertaken is manipu-
lated and the resulting solution is spared as s2. Likewise, a
third random number of U (0, 1) is generated for making a
decision whether to manipulate the global best with the ex-
change function. If the random number is less than c2, social
parameter, then exchange is applied to the global best to ob-
tain a new solution of s3. Unlike the case of inertia weight,
the values of c1 and c2 factors are not increased or decreased
iteratively, but are ﬁxed at 0.5. That means the probability
of applying exchange function to the personal and global bests
remains the same. The new replacement solution is selected
among s1, s2 and s3, based on their ﬁtness values. This solution
may not always be better than the current solution. This is to
keep the swarm diverse. The convergence is traced by checking
the personal best of each new particle and the global best. As it
is seen, proposed equations have all major characteristics of
Figure 1 Pseudo code of the NDPSO algorithm for p-median problem.
Figure 2 Pseudo code of RVNS algorithm for p-median
problem.
14 M. Sevkli et al.the classical PSO equations. The following pseudo-code de-
scribes in detail the steps of the NDPSO algorithm. (See
Figure 1).
4. Implementations reduced variable neighborhood search and
simulated annealing algorithms
In this section, we introduce the implementation of reduced
variable neighborhood search (RVNS) and simple simulated
annealing (SA) algorithms for the p-median problem in order
to use in comparison study.
4.1. Reduced variable neighborhood search
Variable neighborhood search (VNS) is one of the most recent
metaheuristics and known as one of the very well-known local
search methods (Mladenovic and Hansen, 1997), that gets
more attention day-by-day, because of its ease of use and
accomplishments in solving combinatorial optimization prob-
lems. Basically, a local search algorithm carries out explora-
tion within a limited region of the whole search space. That
facilitates a provision of ﬁnding better solutions without going
into further investigation. The VNS is a simple and effective
search procedure that proceeds to a systematic change of
neighborhood. An ordinary VNS algorithm gets an initial
solution, xS, where S is the whole set of search space, than
manipulates it through a two nested loop in which the core
one alters and explores via two main functions the so called
shake and local search. The outer loop works as a refresher
reiterating the inner loop, while the inner loop carries the ma-
jor search. Local search explores an improved solution within
the local neighborhood, while shake diversiﬁes the solution by
switching to another local neighborhood. The inner loop iter-
ates as long as it keeps improving the solutions, where an inte-
ger, k, controls the length of the loop. Once an inner loop is
completed, the outer loop re-iterates until the termination con-
dition is met. Since the complementariness of neighborhood
functions is the key idea behind VNS, the neighborhoodstructure/heuristic functions should be chosen very rigorously
so as to achieve an efﬁcient VNS.
Reduced variable neighborhood search (RVNS) is a varia-
tion of the VNS. In VNS, the solution space is searched with a
systematic change of neighborhood. It has two main steps
named LocalSearch and Shake. VNS becomes RVNS if Local-
Search step is removed. RVNS is usually preferred as a general
optimization method for problems where exhaustive local
search is expensive.
The implemented pseudo-code of RVNS is given in
Figure 2. Both the choice and the order of neighborhood struc-
tures are critical for the performance of the RVNS algorithm.
Exchange and Swap moves are taken as neighborhood struc-
ture. Starting from a solution and the ﬁrst neighborhood (ex-
change(s)), during each iteration of the inner loop, a random
solution s0 is selected from the current neighborhood. If s0 is
better than s, it replaces s and the search continues with the
ﬁrst neighborhood. Otherwise, the algorithm switches to the
Table 1 NDPSO and NA-L + performances for OR library test problems.
Problem (n, p) Optimum Objective function % error CPU time (s)
NDPSO NA–L+ NDPSO NA–L+ NDPSO NA–L+
pmed1 (100, 5) 5819 5819 5819 0 0 0, 56 0, 27
pmed2 (100, 10) 4093 4099 4093 0, 15 0 21, 60 1, 86
pmed3 (100, 10) 4250 4250 4250 0 0 2, 02 0, 83
pmed4 (100, 20) 3034 3034 3038 0 0, 13 11, 84 21, 37
pmed5 (100, 33) 1355 1356, 5 1359 0, 11 0, 3 33, 79 27, 46
pmed6 (200, 5) 7824 7824 \\\\\ 0 \\\\\ 1, 37 \\\\\
pmed7 (200, 10) 5631 5631 5631 0 0 18,72 7,37
pmed8 (200, 20) 4445 4445 4448 0 0,07 21, 06 77, 5
pmed9 (200, 40) 2734 2740, 5 2751 0, 24 0, 62 119, 44 120, 89
pmed10 (200, 67) 1255 1256, 5 1264 0, 12 0, 72 105, 80 167, 07
pmed11 (300, 5) 7696 7696 7696 0 0 2, 04 3, 23
pmed12 (300, 10) 6634 6634 \\\\\ 0 \\\\\ 5,13 \\\\\
pmed13 (300, 30) 4374 4374 \\\\\ 0 \\\\\ 42, 93 \\\\\
pmed14 (300, 60) 2968 2972, 9 2983 0, 17 0, 51 144, 05 388, 51
pmed15 (300, 100) 1729 1733, 7 1751 0, 27 1, 27 150, 24 526, 11
pmed16 (400, 5) 8162 8162 \\\\\ 0 \\\\\ 6, 36 \\\\\
pmed17 (400, 10) 6999 7000, 2 6999 0, 02 0 57, 98 94, 02
pmed18 (400, 40) 4809 4817, 5 4811 0, 18 0,04 150,48 787, 03
pmed19 (400, 80) 2845 2863, 7 2863 0, 66 0, 63 158,84 1024, 5
pmed20 (400, 133) 1789 1805,4 1815 0, 92 1, 45 293, 66 1317
pmed21 (500, 5) 9138 9138 \\\\\ 0 \\\\\ 4, 24 \\\\\
pmed22 (500, 10) 8579 8579 \\\\\ 0 \\\\\ 33, 00 \\\\\
pmed23 (500, 50) 4619 4650, 6 4624 0, 68 0, 11 155, 87 1889, 5
pmed24 (500, 100) 2961 2989, 6 2986 0, 97 0,84 394, 75 2157, 2
pmed25 (500, 167) 1828 1845, 3 1865 0, 95 2, 02 727, 81 2634,6
pmed26 (600, 5) 9917 9917 \\\\\ 0 \\\\\ 20, 79 \\\\\
pmed27 (600, 10) 8307 8307, 9 8307 0, 01 0 74, 44 171, 75
pmed28 (600, 60) 4498 4539, 6 4508 0, 92 0, 22 260, 62 3368, 7
pmed29 (600, 120) 3033 3062 3060 0, 96 0,89 708, 85 3827, 8
pmed30 (600, 200) 1989 2007, 5 2016 0, 93 1, 36 1972, 30 4705, 3
pmed31 (700, 5) 10086 10086, 1 \\\\\ 0 \\\\\ 53, 87 \\\\\
pmed32 (700, 10) 9297 9297, 4 \\\\\ 0 \\\\\ 77, 96 \\\\\
pmed33 (700, 70) 4700 4744 4706 0, 94 0, 13 451, 27 5927, 2
pmed34 (700, 140) 3013 3042, 2 3038 0, 97 0, 83 1303, 58 6747, 6
pmed35 (800, 5) 10400 10400 \\\\\ 0 \\\\\ 25, 38 \\\\\
pmed36 (800, 10) 9934 9945, 5 \\\\\ 0, 12 \\\\\ 113, 79 \\\\\
pmed37 (800, 80) 5057 5104, 7 5071 0, 94 0, 28 948, 08 9243, 1
pmed38 (900, 5) 11060 11060 \\\\\ 0 \\\\\ 29, 19 \\\\\
pmed39 (900, 10) 9423 9423 \\\\\ 0 \\\\\ 111, 10 \\\\\
pmed40 (900, 90) 5128 5177, 8 5155 0, 97 0, 53 1393, 01 13331
\\\\\, The results were not presented in published work.
A novel discrete particle swarm optimization for p-median problem 15next neighborhood structure (swap(s)). If all neighborhood
structures are exhausted, the inner loop is initiated all over
again starting from the ﬁrst neighborhood. The outer loop is
repeated until a stopping condition is met.
4.2. Simulated annealing
Simulated annealing (SA)was developed in 1983 byKirkpatrick
et al. (1983) to deal with highly nonlinear problems. It works by
emulating the physical process whereby a solid slowly cooled so
that when eventually its structure is frozen, this happens at a
minimum energy conﬁguration. By analogy with this physical
process, each step of the SA algorithm attempts to replace the
current solution by a random solution. The new solution may
then be accepted with a probability that depends both on the
difference between the corresponding function values andtemperature (T), that is gradually decreased during the process.
All the generation and acceptance depend on the T.
A brief implementation of simple SA algorithm for the p-
median problems is as follows. A random initial solution is cre-
ated. The new solution is generated by an exchange function
aforementioned above. The new solution is accepted if its solu-
tion is better than the original solution; otherwise, it is accepted
with some probability which decreases as the process evolves.
The most common function form of the acceptance probability
is expðD=TÞ, where D is the increase in the objective function
and T is the control parameter (temperature). Initially temper-
ature is set to a high level so that a neighborhood exchange
happens frequently in early iterations. It is gradually lowered
using a predetermined cooling schedule in later iterations to
make exchanges only when a better solution is obtained. The
ﬁnal solution is found until a stopping condition is met.
Table 2 NDPSO and NA–L+ performances for OR library test problems.
Problem (n, p) Optimum Average percentile deviation Minimum percentile deviation Maximum percentile deviation
RVNS SA NDPSO RVNS SA NDPSO RVNS SA NDPSO
pmed1 (100, 5) 5819 0, 18 0, 26 0 0 0 0 0, 60 1, 12 0
pmed2 (100, 10) 4093 1,11 1, 38 0, 15 0, 17 0, 29 0 2, 71 2, 96 0, 29
pmed3 (100, 10) 4250 1, 71 1, 20 0 0 0 0 3, 67 3, 67 0
pmed4 (100, 20) 3034 3, 30 3, 90 0 1, 45 0, 96 0 6, 43 6, 36 0
pmed5 (100, 33) 1355 4,49 4, 63 0, 11 2, 51 3,03 0 8, 63 8,56 0,22
pmed6 (200, 5) 7824 0,20 0, 90 0 0 0, 12 0 0, 55 1,94 0
pmed7 (200, 10) 5631 1, 75 1, 75 0 0, 66 0, 64 0 3, 46 4, 49 0
pmed8 (200, 20) 4445 4, 56 4, 53 0 2, 72 3,24 0 5, 96 6,57 0
pmed9 (200, 40) 2734 5, 68 6, 27 0, 24 3, 44 3, 69 0 7, 50 7, 72 0, 62
pmed10 (200, 67) 1255 7, 34 9, 03 0, 12 3, 35 5, 82 0 10, 12 15, 14 0, 40
pmed11 (300, 5) 7696 0, 53 1, 12 0 0 0, 35 0 1,53 2, 29 0
pmed12 (300, 10) 6634 2, 27 2, 64 0 1, 39 1, 45 0 4, 16 6, 21 0
pmed13 (300, 30) 4374 5, 09 5, 97 0 2, 95 3, 06 0 6, 93 7,84 0
pmed14 (300, 60) 2968 7, 23 8, 02 0, 17 6, 10 6, 77 0 8, 66 8, 96 0, 47
pmed15 (300, 100) 1729 8,95 10, 67 0, 27 6, 54 7, 98 0,06 11, 57 14, 23 0, 52
pmed16 (400, 5) 8162 0,84 1, 30 0 0, 01 0, 29 0 2, 28 2,96 0
pmed17 (400, 10) 6999 3, 29 3, 32 0, 02 1, 70 1, 19 0 5, 33 4, 91 0, 06
pmed18 (400, 40) 4809 5, 32 6,33 0, 18 3, 78 4, 53 0,04 6, 49 7, 49 0, 48
pmed19 (400, 80) 2845 7,82 9, 65 0, 66 6,15 7, 21 0,35 9, 00 11, 63 0, 98
pmed20 (400, 133) 1789 11,03 14, 38 0, 92 9, 39 10, 96 0,84 13, 47 22, 30 0, 95
pmed21 (500, 5) 9138 1, 72 3, 01 0 0 1, 26 0 3, 30 5, 37 0
pmed22 (500, 10) 8579 2, 56 3, 36 0 1,08 2, 30 0 4, 57 5, 47 0
pmed23 (500, 50) 4619 7, 00 7, 50 0, 68 5, 59 5, 72 0,26 7, 64 9, 37 0, 97
pmed24 (500, 100) 2961 8,88 10, 58 0, 97 7, 16 8, 48 0,91 10, 37 13, 41 0,98
pmed25 (500, 167) 1828 11,87 15,79 0, 95 9, 52 13, 02 0,82 13, 02 19, 58 0, 98
pmed26 (600, 5) 9917 1, 66 2, 56 0 0, 30 1, 01 0 2, 86 4, 13 0
pmed27 (600, 10) 8307 3, 13 3, 47 0, 01 1, 66 2, 19 0 4, 78 5, 51 0,04
pmed28 (600, 60) 4498 7,14 7, 55 0, 92 6, 07 5, 96 0,78 8, 14 9, 52 0,98
pmed29 (600, 120) 3033 10,53 12, 03 0, 96 8,90 9, 89 0,86 11,61 16, 16 0, 99
pmed30 (600, 200) 1989 12, 80 16, 51 0, 93 11, 31 13, 88 0,80 14, 88 21, 72 0, 96
pmed31 (700, 5) 10086 1, 53 1, 98 0 0, 35 0, 20 0 3, 54 3, 39 0, 01
pmed32 (700, 10) 9297 3, 27 3, 72 0 2, 07 2, 59 0 5, 16 4, 88 0,04
pmed33 (700, 70) 4700 7, 34 9, 70 0, 94 5, 47 8, 11 0,83 8, 57 13, 06 0, 98
pmed34 (700, 140) 3013 11, 78 14, 23 0, 97 10, 36 12, 58 0,93 13, 84 18, 39 1,00
pmed35 (800, 5) 10400 1, 64 2, 47 0 0, 01 0, 53 0 3, 90 4, 06 0
pmed36 (800, 10) 9934 2, 82 3, 11 0, 12 1, 80 2, 18 0 4, 02 4, 59 0, 31
pmed37 (800, 80) 5057 8, 40 9, 40 0, 94 7, 10 7, 53 0,83 9, 55 11, 94 0, 99
pmed38 (900, 5) 11060 1,65 1, 79 0 0, 80 0, 37 0 2, 88 2, 73 0
pmed39 (900, 10) 9423 3, 02 4,07 0 1, 89 3, 41 0 4, 75 6, 02 0
pmed40 (900, 90) 5128 8, 84 10, 22 0, 97 7, 61 8, 39 0, 90 10, 04 11, 91 0, 99
Average values 5, 01 6, 01 0, 45 3, 53 4, 28 0, 23 6, 66 8, 46 0, 38
1
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Table 3 Comparison of BPSO1, BPSO2, and NDPSO with minimum value obtained from ten runs.
(n, p) Optimum Objective function % error
NDPSO BPSO1 BPSO2 NDPSO BPSO1 BPSO2
Minimum
(100, 5) 5819 5819 5821 5819 0 0, 03 0, 00
(100, 10) 4093 4099 4113 4093 0, 15 0, 49 0, 15
(100, 10) 4250 4250 4351 4257 0 2, 38 0, 00
(100, 20) 3034 3034 3163 3034 0 4, 25 0, 00
(100, 33) 1355 1356,5 1402 1355 0, 11 3, 47 0, 11
(200, 5) 7824 7824 7962 7914 0 1, 76 0, 00
(200, 10) 5631 5631 5742 5675 0 1, 97 0, 00
(200, 20) 4445 4445 4705 4514 0 5, 85 0, 00
(200, 40) 2734 2740,5 2897 2792 0, 24 5, 96 0, 24
(200, 67) 1255 1256,5 1383 1293 0, 12 10, 20 0, 12
Average 0, 06 3, 64 0, 06
Table 4 Comparison of BPSO1, BPSO2, and NDPSO with maximum value obtained from ten runs.
(n, p) Optimum Objective function % error
NDPSO BPSO1 BPSO2 NDPSO BPSO1 BPSO2
Maximum
(100, 5) 5819 5819 6006 5819 0 3, 21 0, 00
(100, 10) 4093 4099 4417 4117 0, 15 7, 92 0, 59
(100, 10) 4250 4250 4676 4324 0 10, 02 1, 74
(100, 20) 3034 3034 3279 3053 0 8, 08 0, 63
(100, 33) 1355 1356, 5 1517 1372 0, 11 11, 96 1, 25
(200, 5) 7824 7824 8405 8043 0 7, 43 2, 80
(200, 10) 5631 5631 6001 5755 0 6, 57 2, 20
(200, 20) 4445 4445 4922 4633 0 10, 73 4, 23
(200, 40) 2734 2740, 5 3060 2882 0, 24 11, 92 5, 41
(200, 67) 1255 1256, 5 1466 1368 0, 12 16, 81 9, 00
Average 0, 06 9, 46 2, 79
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In this section, a comparison study is carried out on the effec-
tiveness of the proposed NDPSO. NDPSO was exclusively
tested in comparison with the result of Enrique Domı´nguez
and Jose´ Mun˜oz (Mladenovic and Hansen, 1997), simple sim-
ulated annealing (SA) and reduced variable neighborhood
search (RVNS) algorithms. A data set of 40 p-median prob-
lems with known optimal solutions in the OR library (Beasley,
1990) was used in the testing of performances of algorithms.
NDPSO, SA and RVNS algorithms were coded in C and
run on a PC with the conﬁguration of 2.6 GHz CPU and
512 MB memory. The size of the population considered by
all algorithms is twice the number of nodes. The algorithms
were run for 1000 generations. The initial temperature and
the decrement factor b (cooling schedule) are taken as 100
and 0.095 respectively for the simple SA algorithm.
Relative percentile deviation is taken as a performance
measure to compare the performance of the algorithms.
f fopt
fopt
 100
where f denotes the best solution found by the algorithm and
fopt denotes the optimum value of the objective function.For NDPSO, the social and cognitive parameters were ta-
ken as c1 = c2 = 0.5, initial inertia weight is set to 0.5, and
the decrement factor b is ﬁxed at 0.9995.
Table 1 summarizes the comparison of computational re-
sults for 10 replications of NDPSO and neural algorithm
by Enrique Domı´nguez and Jose´ Mun˜oz (NA–L+) Pan
et al., 2008 solving 40 test problems from OR library. The
objective function values found by the algorithms are shown
in columns 4 and 5. The % error is shown in columns 6 and
7 and the computational time is shown in columns 8 and 9
respectively.
Table 2 summarizes the comparison of computational re-
sults for 10 replications of NDPSO to coded simple simulated
annealing and reduced variable neighborhood search algo-
rithm, solving 40 test problems from OR library. The average
percentile deviation at each algorithm is shown in columns 4, 5
and 6. The minimum percentile deviation at each algorithm is
shown in columns 7, 8 and 9 and maximum percentile devia-
tion at each algorithm is shown in columns 10, 11 and 12
respectively.
From the tables given you can see that the proposed
NDPSO algorithm performs better not only in terms of the
percentile error but it ﬁnds the ‘‘near optimal’’ solution in less
computational time for some of the problems.
Table 6 Comparison of computational times of BPSO1,
BPSO2, and NDPSO.
CPU time (s)
NDPSO BPSO1 BPSO2
0, 56 7, 80 77, 97
21, 60 9, 48 78, 40
2, 02 9, 25 78, 95
11, 84 11, 30 78, 96
33, 79 11, 45 76, 21
1, 37 26, 98 314, 90
18, 72 40, 29 350, 47
21, 06 47, 82 330, 27
119, 44 64, 30 341, 34
105, 80 77, 94 343, 81
Average
33, 62 30, 66 207, 13
Table 5 Comparison of BPSO1, BPSO2, and NDPSO with average value obtained from ten runs.
(n, p) Optimum Objective function % error
NDPSO BPSO1 BPSO2 NDPSO BPSO1 BPSO2
Average
(100, 5) 5819 5819 5907, 3 5819 0 1, 52 0, 00
(100, 10) 4093 4099 4257, 5 4099, 8 0,15 4, 02 0, 17
(100, 10) 4250 4250 4456, 3 4291, 2 0 4, 85 0, 97
(100, 20) 3034 3034 3233, 8 3038, 3 0 6, 59 0, 14
(100, 33) 1355 1356, 5 1464, 4 1360, 5 0,11 8, 07 0, 41
(200, 5) 7824 7824 8220, 7 7992, 5 0 5, 07 2, 15
(200, 10) 5631 5631 5873, 4 5712, 1 0 4, 30 1, 44
(200, 20) 4445 4445 4793, 1 4558, 5 0 7, 83 2, 55
(200, 40) 2734 2740, 5 3005 2841, 2 0,24 9, 91 3, 92
(200, 67) 1255 1256, 5 1429, 5 1322, 3 0,12 13, 90 5, 36
Average 0, 06 6, 61 1,71
18 M. Sevkli et al.Table 3 displays the minimum value obtained from ten runs
for presented method and BPSO algorithms in the literature.
Tables 4 and 5 display the maximum and average values of
the same ten runs. Tables also include the relative percentile
deviation given above. As seen from the tables, the presented
method highly outperforms the methods in the literature.
Table 6 shows the computational times of these methods.
The computational time of the presented method is also better.
6. Conclusion
The main objective in this work is to allocate p facilities in a
way that the total distance between n demand points and facil-
ities is minimized. This is a well-known facility-location prob-
lem in the literature called as a p-median problem. It is unlikely
to obtain an optimal sequence of points through polynomial
time-bounded algorithms. On the other hand, heuristic algo-
rithms generally have acceptable time and memory require-
ments, but do not guarantee optimal solution. They give a
feasible solution, which is likely to be either optimal or near
optimal. Particle swarm optimization (PSO) is one of the latest
metaheuristic methods in the literature. Even though PSOinitially assumes continuous variables, recent studies report
different versions of discrete PSO algorithms. In this paper a
novel proposed discrete particle swarm optimization (NDPSO)
algorithm is proposed. The algorithm has been tested on
benchmarking datasets from OR library and compared with
other algorithms in literature. The results show that the pro-
posed algorithm highly outperforms the other algorithms.
In summary, the results presented in this work are very
encouraging and promising for the application of the NDPSO
to p-median problem. For the future work, this NPSO algo-
rithm can be applied to the other combinatorial optimization
problems such as scheduling and location problems.References
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