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Abstract
We prove a generalization of Noether’s theorem for optimal control problems
defined on time scales. Particularly, our results can be used for discrete-time, quan-
tum, and continuous-time optimal control problems. The generalization involves a
one-parameter family of maps which depend also on the control and a Lagrangian
which is invariant up to an addition of an exact delta differential. We apply our
results to some concrete optimal control problems on an arbitrary time scale.
AMS Subject Classifications: 49K05, 39A12.
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1 Introduction
There are close relationships between symmetries and conserved quantities. But how
to seek conserved quantities in mechanical systems? Emmy Noether first proposed the
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famous theorem [19, 20] which is usually formulated in the context of the calculus of
variations: it guarantees that the invariance of a variational integral
∫ b
a
L(t, x(t), x˙(t))dt
with respect to a continuous symmetry transformations that depend on k parameters
implies the existence of k conserved quantities along the Euler–Lagrange extremals.
Noether’s theorem explains conservation laws of mechanical systems: conservation of
energy comes from invariance of the system under time translations; conservation of
linear momentum comes from invariance of the system under spacial translations; con-
servation of angular momentum reflects invariance with respect to spatial rotations. The
result is, however, much more than a theorem. It is an universal principle, which can be
formulated as a precise statement in very different contexts, and for each such context,
under different assumptions [28]. Typically, Noether transformations are considered to
be point-transformations (they are considered to be functions of coordinates and time),
but one can consider more general transformations depending also on velocities [11,23].
In most formulations of Noether’s principle, the Noether transformations keep the in-
tegral functional invariant. It is possible, however, to consider transformations of the
problem that keep the invariance of the Lagrangian up to an exact differential, called a
gauge-term [21, 27]. Formulations of Noether’s principle are also possible for optimal
control problems [23, 25, 26, 28, 29].
Time scale calculus is a recent mathematical theory that unifies two existing ap-
proaches to dynamic modelling — difference and differential equations — into a gen-
eral framework called dynamic models on time scales. The origins of the idea of time
scales calculus date back to the late 1980’s when S. Hilger introduced this notion in his
Ph.D. thesis and showed how to unify continuous time and discrete time dynamical sys-
tems [13,14]. With time this unification aspect has been supplemented by the extension
and generalization features, see e.g., [1–4, 7, 8, 10, 15–17, 22]. Noether’s first theorem
has been already extend to the variational calculus on time scales [5, 6]. Therefore, it
is natural to ask about a generalization of Noether’s theorem for the optimal control
problems defined on time scales. Here we give the answer to this question.
2 Preliminaries
For the convenience of the reader we recall some basic results and notation needed in
the sequel. For the theory of time scales we refer the reader to [1, 7, 14].
A time scale T is an arbitrary nonempty closed subset of the real numbers R. The
functions σ : T→T and ρ : T→T are, respectively, the forward and backward jump
operators. The graininess function on T is defined by µ(t) := σ(t) − t. A point t ∈ T
is called right-dense, right-scattered, left-dense, or left-scattered, if σ(t) = t, σ(t) > t,
ρ(t) = t, or ρ(t) < t, respectively.
Let T = [a, b] ∩ T0 with a < b and T0 is a time scale. We define Tκ := T\(ρ(b), b],
and Tκ0 := T, Tκn :=
(
T
κn−1
)κ
for n ∈ N.
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For a function f : Tκ → R the time scale delta derivative is denoted by f∆ [7].
Whenever f∆ exists, the following formula holds: fσ(t) = f(t)+µ(t)f∆(t), where we
abbreviate f ◦σ by fσ. Let f∆0 = f . We define the rth-delta derivative of f : Tκr → R,
r ∈ N, to be the function
(
f∆
r−1
)∆
, provided f∆r−1 is delta differentiable on Tκr .
A function f : T → R is called rd-continuous if it is continuous at the right-dense
points in T and its left-sided limits exist at all left-dense points in T. The set of all rd-
continuous functions is denoted by Crd. Similarly, Crrd will denote the set of functions
with delta derivatives up to order r belonging to Crd. A function f is of class f ∈ Crprd
if f∆i is continuous for i = 0, . . . , r − 1, and f∆r exists and is rd-continuous for all,
except possibly at finitely many, t ∈ Tκr .
A piecewise rd-continuous function f : T → R possess an antiderivative F , that is
F∆ = f , and in this case the delta integral is defined by
∫ d
c
f(t)∆t = F (d)− F (c) for
all c, d ∈ T. It satisfies ∫ σ(t)
t
f(τ)∆τ = µ(t)f(t).
Example 2.1. a) If T = R, then σ(t) = t = ρ(t) and µ(t) ≡ 0 for any t ∈ R.
The delta derivative, f∆, reduces to the standard derivative f ′(t) and
b∫
a
f(t)∆t =
b∫
a
f(t)dt, where the integral on the right hand side is the usual Riemann integral.
b) If T = hZ, then σ(t) = t+h, ρ(t) = t−h, and µ(t) ≡ h for every t ∈ Z. The delta
derivative, f∆, reduces to the h-forward difference ∆hf(t) =
f(t+ h)− f(t)
h
and
∫ b
a
f(t)∆t =
b
h
−1∑
k= a
h
hf(kh).
c) If T = qN0 , where q > 1 is a fixed real number, then σ(t) = qt, ρ(t) = q−1t,
and µ(t) = (q − 1)t. For the delta derivative and delta integral we get f∆(t) =
f(qt)− f(t)
(q − 1)t
and
∫ b
a
f(t)∆t = (q − 1)
∑
t∈[a,b)
tf(t), respectively.
Let a, b ∈ T, with a < b, and [a, b]T := [a, b] ∩ T. Consider the nonlinear time scale
optimal control problem
J(x, u) =
∫ b
a
L(t, x(t), u(t))∆t −→ min, (2.1)
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subject to x ∈ C1prd([a, b]T), u ∈ Cprd([a, ρ(b)]T) satisfying
x∆(t) = ϕ(t, x(t), u(t)), t ∈ [a, ρ(b)]T. (2.2)
Definition 2.2. A pair (x, u) is said to be admissible if it satisfies the dynamic equation
(2.2).
In the next theorem it is assumed that the following regularity conditions hold:
(H) The functions L(t, ·, ·), ϕ(t, ·, ·) are differentiable in (x, u); and the functions
∂L
∂x
(t, ·, ·),
∂L
∂u
(t, ·, ·),
∂ϕ
∂x
(t, ·, ·),
∂ϕ
∂u
(t, ·, ·) are continuous at (x, u) uniformly
in t and rd-continuous in t for any admissible (x, u); I + µ(t)∂ϕ
∂x
6= 0 for all
t ∈ [a, ρ(b)]T.
Theorem 2.3 (See [16, Theorem 9.4]). Assume that (x¯, u¯) is a weak local minimum for
problem (2.1)–(2.2) such that the assumption (H) holds. Then there exist a constant
λ ≥ 0, and a function p¯ ∈ C1prd[a, b]T, such that λ + ‖p¯‖C 6= 0 (where ‖p‖C :=
max
t∈[a,ρ(b)]T
|p(t)|) and satisfying the following conditions:
(i) the adjoint equation: for all t ∈ [a, ρ(b)]T
−p¯∆(t) =
∂ϕ¯
∂x
p¯σ(t) + λ
∂L¯
∂x
,
(ii) the stationarity condition: for all t ∈ [a, ρ(b)]T
∂ϕ¯
∂u
p¯σ(t) + λ
∂L¯
∂u
= 0,
where ∂ϕ¯
∂x
,
∂L¯
∂x
,
∂ϕ¯
∂u
,
∂L¯
∂u
are evaluated at (t, x¯(t), u¯(t)).
The Hamiltonian corresponding to problem (2.1)–(2.2) is defined as follows:
H(t, x, u, λ, p) = λL(t, x, u) + (pσ)Tϕ(t, x, u).
Remark 2.4. There are two distinct possibilities for the constant λ in Theorem 2.3:
a) if λ 6= 0, we say that control u¯ is normal, in this situation we may assume that
λ = 1;
b) if λ = 0, we say that control u¯ is abnormal, and in this case the Hamiltonian does
not depend on L.
For more about normal and abnormal controls, in the context of optimal control
problems on time scales, we refer the reader to [10, 16]
Definition 2.5. We say that (x, u, λ, p) with admissible (x, u), p ∈ C1prd[a, ρ(b)]T, and
λ ≥ 0 is an extremal of problem (2.1)–(2.2) if the two conditions (i) and (ii) of Theo-
rem 2.3 are satisfied.
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3 Noether’s Theorem without Transformation of Time
Variable
Consider the family of transformations
hs : [a, b]T × R
2 → R, (3.1)
depending on a parameter s, s ∈ (−ε, ε), where hs have continuous partial delta deriva-
tives of the first and second order with respect to s and t for all admissible (x, u) (hence,
we have equality of mixed partial delta derivatives, see [9]), and the value s = 0 corre-
sponds to the identity transformation: h0(t, x, u) = x for all (t, x, u) ∈ [a, b]T ×R2. By
Taylor’s formula we have
hs(t, x, u) = h0(t, x, u) + sξ(t, x, u) + o(s) = x+ sξ(t, x, u) + o(s), (3.2)
where ξ(t, x, u) = ∂
∂s
hs(t, x, u)|s=0.
We define the invariance of (2.1)–(2.2) under transformations hs(t, x, u) up to an
exact delta differential as follows.
Definition 3.1. If there exists a function Φs(t, x, u) which has continuous partial delta
derivatives of the first and second order with respect to s and t for all admissible (x, u);
and for all s ∈ (−ε, ε) and admissible (x, u) there exists a control us(·) ∈ Cprd[a, ρ(b)]T
such that:
L(t, x(t), u(t)) + Φ∆s (t, x(t), u(t)) = L(t, hs(t, x(t), u(t)), us(t)), (3.3)
∆
∆t
hs(t, x(t), u(t)) = ϕ(t, hs(t, x(t), u(t)), us(t)); (3.4)
then problem (2.1)–(2.2) is invariant under transformation hs(t, x, u) up to Φs(t, x, u).
Remark 3.2. We assume that u0(·) = u(·) and
∂
∂s
us(·) ∈ Cprd[a, ρ(b)]T.
Remark 3.3. Note that condition (3.3) is satisfied if and only if
∫ β
a
(
L(t, x(t), u(t)) + Φ∆s (t, x(t), u(t))
)
∆t =
∫ β
a
L(t, hs(t, x(t), u(t)), us(t))∆t
(3.5)
for all β ∈ [a, b]T.
Theorem 3.4. If problem (2.1)–(2.2) is invariant under transformation hs(t, x, u) up to
Φs(t, x, u), then
p(t)
∂
∂s
hs(t, x(t), u(t))|s=0 + λ
∂
∂s
Φs(t, x(t), u(t))|s=0 (3.6)
is constant along any extremal of problem (2.1)–(2.2).
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Proof. Differentiating both sides of equation (3.3) with respect to s, and then setting
s = 0 we obtain
∂
∂s
Φ∆s (t, x(t), u(t))|s=0 =
∂L
∂x
(t, x(t), u(t))
∂
∂s
hs(t, x(t), u(t))|s=0
+
∂L
∂u
(t, x(t), u(t))
∂
∂s
us(t)|s=0.
If (x(·), u(·), λ, p(·)) is an extremal of problem (2.1)–(2.2), then it satisfies
−p∆(t) =
∂ϕ
∂x
pσ(t) + λ
∂L
∂x
.
Therefore,
λ
∂
∂s
Φ∆s |s=0 = −p
∆(t)
∂
∂s
hs|s=0 − p
σ(t)
∂ϕ
∂x
∂
∂s
hs|s=0 + λ
∂L
∂u
∂
∂s
us(t)|s=0.
By the second condition of Theorem 2.3, we have
∂ϕ
∂u
pσ(t)
∂
∂s
us(t)|s=0 + λ
∂L
∂u
∂
∂s
us(t)|s=0 = 0.
Combining the last two equations, we arrive to
λ
∂
∂s
Φ∆s |s=0 + p
∆(t)
∂
∂s
hs|s=0 + p
σ(t)
∂ϕ
∂x
∂
∂s
hs|s=0 +
∂ϕ
∂u
pσ(t)
∂
∂s
us(t)|s=0 = 0. (3.7)
Observe that, by the assumptions, we have ∆
∆t
∂
∂s
hs|s=0 =
∂
∂s
∆
∆t
hs|s=0. Therefore,
from (3.4) we get
∆
∆t
∂
∂s
hs|s=0 =
∂ϕ
∂x
∂
∂s
hs|s=0 +
∂ϕ
∂u
∂
∂s
us(t)|s=0. (3.8)
Inserting (3.8) into (3.7) we get
λ
∂
∂s
Φ∆s |s=0 + p
∆(t)
∂
∂s
hs|s=0 + p
σ(t)
∆
∆t
∂
∂s
hs|s=0 = 0. (3.9)
Applying formula (fg)∆ = fσg∆ + f∆g, we can rewrite (3.9) as
λ
∂
∂s
Φ∆s |s=0 +
∆
∆t
[
p(t)
∂
∂s
hs|s=0
]
= 0.
Thus,
∆
∆t
[
λ
∂
∂s
Φs|s=0 + p(t)
∂
∂s
hs|s=0
]
= 0.
Therefore,
λ
∂
∂s
Φs|s=0 + p(t)
∂
∂s
hs|s=0
is constant along any extremal of problem (2.1)–(2.2).
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Example 3.5. (Cf. [23]) Consider the following problem:
∫ b
a
u2(t)∆t −→ min, (3.10)
subject to x ∈ C1prd([a, b]T), u ∈ Cprd([a, ρ(b)]T) satisfying
x∆(t) = u(t), t ∈ [a, ρ(b)]T. (3.11)
This problem is invariant under the transformation hs(t, x, u) = x+st up to Φs(t, x, u) =
s2t+ 2xs. Indeed, we have
L(us) = (u+ s)2 = u2 + 2us+ s2 = u2 + (s2t+ 2sx)∆ = L(u) +
∆
∆t
Φs(t, x, u)
and
∆
∆t
hs(t, x, u) = x
∆(t) + s = ϕ(us).
From Theorem 3.4 it follows that ∆
∆t
[p(t)t + λ2x(t)] = 0 along any extremal of
(3.10)–(3.11). On the other hand an extremal of (3.10)–(3.11) should satisfy the fol-
lowing condition: p∆(t) = 0 and pσ(t) + 2λu(t) = 0. Therefore, by Theorem 3.4,
∆
∆t
[
x∆(t)t− x(t)
]
= 0 along any extremal of (3.10)–(3.11).
4 Noether’s Theorem with Transformation of Time Vari-
able
In this subsection we change the time. Thus we consider the optimal control problem
on many different time scales. Therefore, we shall assume that problem (2.1)–(2.2) is
defined for all t ∈ R. Consider the family of transformations
hs(t, x, u) = (h
t
s(t, x, u), h
x
s(t, x, u)) : [a, b]T × R
2 → R2, (4.1)
depending on a parameter s, s ∈ (−ε, ε), where hts, hxs have continuous partial delta
derivatives of the first and second order with respect to s and t for all admissible (x, u),
and the value s = 0 corresponds to the identity transformation: (ht0(t, x, u), hx0(t, x, u)) =
(t, x) for all (t, x, u) ∈ [a, b]T × R2. By Taylor’s formula we have
hts(t, x, u) = h
t
0(t, x, u) + sζ(t, x, u) + o(s) = t+ sζ(t, x, u) + o(s),
hxs (t, x, u) = h
x
0(t, x, u) + sξ(t, x, u) + o(s) = x+ sξ(t, x, u) + o(s),
where ζ(t, x, u) = ∂
∂s
hts(t, x, u)|s=0 and ξ(t, x, u) =
∂
∂s
hxs (t, x, u)|s=0.
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We assume that for every admissible (x, u) and all s ∈ (−ε, ε) the map [a, b] ∋ t 7→
α(t) := hts(t, x, u) = ts ∈ R is a strictly increasing C1rd function and its imagine is
again a time scale with the forward shift operator σ¯, the graininess function µ¯ and the
delta derivative ∆¯. Observe that in this case the following holds: σ¯ ◦ α = α ◦ σ [2].
We define the invariance of (2.1)–(2.2) under transformation (4.1) up to an exact
delta differential as follows.
Definition 4.1. Let I + µ¯(ts)
∂ϕ
∂x
6= 0 for all ts ∈ [hts(a, x(a), u(a)), hts(b, x(b), u(b))]κ.
If there exists a function Φs(t, x, u) which has continuous partial delta derivatives of
the first and second order with respect to s and t for all admissible (x, u); and for all
s ∈ (−ε, ε) and admissible (x, u) there exists a control us(·) ∈ Cprd[a, ρ(b)]T such that:
∫ hts(β,x(β),u(β))
hts(a,x(a),u(a))
L(ts, h
x
s (ts, x(ts), u(ts)), us(ts))∆¯ts
=
∫ β
a
(
L(t, x(t), u(t))∆t+ Φ∆s (t, x(t), u(t))
)
∆t (4.2)
for all β ∈ [a, b];
∆¯
∆¯ts
hxs (ts, x(ts), u(ts)) = ϕ(ts, h
x
s(ts, x(ts), u(ts)), us(ts)); (4.3)
then problem (2.1)–(2.2) is invariant under transformation (4.1) up to Φs(t, x, u).
Theorem 4.2. If problem (2.1)–(2.2) is invariant under transformation hs(t, x, u) up to
Φs(t, x, u), then
∆
∆t
[
pk(t)
∂
∂s
hts(t, x(t), u(t))|s=0 + p(t)
∂
∂s
hxs (t, x(t), u(t))|s=0
+λ
∂
∂s
Φs(t, x(t), u(t))|s=0
]
= 0 (4.4)
is constant along any extremal of problem (2.1)–(2.2). Moreover, if ρ ◦ σ = id[a,ρ(b)]T ,
then
−Hρ(t, x(t), u(t), λ, p(t))
∂
∂s
hts(t, x(t), u(t))|s=0
+ p(t)
∂
∂s
hxs (t, x(t), u(t))|s=0 + λ
∂
∂s
Φs(t, x(t), u(t))|s=0 (4.5)
is constant along any extremal of problem (2.1)–(2.2).
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Proof. Firstly we show that invariance of (2.1)–(2.2) in the sense of Definition 4.1 is
equivalent to invariance of another problem in the sense of Definition 3.1. Let us define
J˜(k, x, r, u) =
∫ b
a
L˜(t; k(t), x(t); r(t), u(t))∆t
:=
∫ b
a
L(k(t), x(t), u(t))r(t)∆t −→ min
(4.6)
subject to
{
k∆(t) = r(t)
x∆(t) = ϕ˜(t; k(t), x(t); r(t), u(t)) := ϕ(k(t), x(t), u(t))r(t),
(4.7)
t ∈ [a, ρ(b)]T. The Hamiltonian corresponding to problem (4.6)–(4.7) has the form
H˜(t, k, x, r, u, λ, pk, p) = λL˜(t; k, x; r, u) + p
σ
kr + p
σϕ˜(t; k, x; r, u).
Observe that for k(t) = t we have
L(t, x(t), u(t)) = L˜(t; k(t), x(t); r(t), u(t)),
so we get J˜(k, x, r, u) = J(x, u) whenever k(t) = t. Moreover, for k(t) = t we have
x∆(t) = ϕ(t, x(t), u(t)) = ϕ˜(t; k(t), x(t); r(t), u(t)).
Now we consider the family of transformations hs(t, x, u) = (hts(t, x, u), hxs (t, x, u)).
From the invariance of (2.1)–(2.2), for k(t) = t, we get
∫ b
a
(
L˜(t; k(t), x(t); r(t), u(t)) + Φ∆s (t, x(t), u(t))
)
∆t
=
∫ b
a
(
L(t, x(t), u(t)) + Φ∆s (t, x(t), u(t))
)
∆t
=
∫ α(b)
α(a)
L(ts, h
x
s (ts, x(ts), u(ts)), us(ts))∆¯ts
=
∫ b
a
L(α(t), hxs (α(t), x(α(t)), u(α(t))), us(α(t)))α
∆(t)∆t
=
∫ b
a
L˜(t;α(t), (hxs ◦ α)(t, x(t), u(t)), α
∆(t), (us ◦ α)(t))∆t,
(4.8)
∆
∆t
α(k(t)) = α∆(t),
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and
∆
∆t
(hxs ◦ α)(t, x(t), u(t)) =
∆¯
∆¯ts
hxs (ts, x(ts), u(ts))α
∆(t)
= ϕ(ts, h
x
s(ts, x(ts), u(ts)), us(ts))α
∆(t)
= ϕ(α(t), hxs(α(t), x(α(t)), u(α(t))), us(α(t)))α
∆(t)
= ϕ˜(t;α(t), (hxs ◦ α)(t, x(t), u(t));α
∆(t), (us ◦ α)(t)).
(4.9)
This means that for k(t) = t, if problem (2.1)–(2.2) is invariant under transformation
(4.1) up to Φs(t, x, u) in the sense of Definition 4.1, then problem (4.6)–(4.7) is in-
variant under transformation (4.1) up to Φs(t, x, u) in the sense of Definition 3.1. Let
(k, x, r, u, λ, pk, p) be an extremal of problem (4.6)–(4.7). Applying Theorem 2.3 we
obtain
p∆ = −λ
∂L˜
∂x
− pσ
∂ϕ˜
∂x
,
p∆k = −λ
∂L˜
∂k
− pσ
∂ϕ˜
∂k
,
pσ
∂ϕ˜
∂u
+ λ
∂L˜
∂u
= 0,
pσk + λ
∂L˜
∂r
+ pσ
∂ϕ˜
∂r
= 0.
By Theorem 3.4, we get for k(t) = t
∆
∆t
[
pk(t)
∂
∂s
hts(t, x(t), u(t))|s=0 + p(t)
∂
∂s
hxs (t, x(t), u(t))|s=0
+λ
∂
∂s
Φs(t, x(t), u(t))|s=0
]
= 0. (4.10)
Now assume that ρ ◦ σ = id[a,ρ(b)]T . As pσk = −λL − pσϕ we have pk = −Hρ and
condition (4.5) holds along any extremal of problem (2.1)–(2.2) as desired.
From now on, it is assumed that ρ ◦ σ = id[a,ρ(b)]T .
Example 4.3 (Cf. [12]). Consider the following problem:
∫ b
a
(
u21(t) + u
2
2(t)
)
∆t −→ min, (4.11)
subject to x ∈ C1prd([a, b]T), u1, u2 ∈ Cprd([a, ρ(b)]T) satisfying

x∆1 (t) = u1(t) cosx3(t),
x∆2 (t) = u1(t) sin x3(t),
x∆3 (t) = u2(t).
(4.12)
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The control system (4.11)–(4.12) serves as model for the kinematics of a car [12, 18].
This is an autonomous system, so it is invariant under the transformation hts(t, x, u) =
t + s up to Φs ≡ 0. From Theorem 4.2 it follows that H ◦ ρ is constant along any
extremal of (4.11)–(4.12), where
H(t, x1, x2, x3, u1, u2, λ, p1, p2, p3) = λ
(
u21 + u
2
2
)
+ pσ1u1 cosx3 + p
σ
2u1 sin x3 + p
σ
3u2.
In the next example we apply Theorem 4.2 for a problem with abnormal controls.
Example 4.4. Consider the following problem:
∫ 1
0
u(t)∆t −→ max, (4.13)
subject to x ∈ C1prd([0, 1]T), u ∈ Cprd([0, ρ(1)]T) satisfying


x∆(t) = (u(t)− u2(t))2,
x(0) = 0,
x(1) = 0.
(4.14)
As this system is autonomous, it is invariant under the time transformation hts(t, x, u) =
t+ s up to Φs ≡ 0. Therefore, by Theorem 4.2, we get that H ◦ ρ is constant along any
extremal of (4.13)–(4.14), where
H(t, x, u, λ, p) = λu+ pσ(u− u2)2.
Observe that an extremal of problem (4.13)–(4.14) should satisfy the following condi-
tions:
p∆(t) = 0, −4pσ(t)u(t)(u(t)− u2(t)) + λ = 0. (4.15)
If we chose λ = 0 and p = k, where k is a negative constant, then (x, u, λ, p) =
(0, 1, 0, k) or (x, u, λ, p) = (0, 0, 0, k) satisfy conditions (4.15). Note that x∆ = (u −
u2)2 ≥ 0 and x(0) = x(1) = 0 imply that x∆ = 0. Hence, if a control is admissible,
then we have u ∈ {0, 1}. In addition, for every admissible u, we have
∫ 1
0
1∆t ≥
∫ 1
0
u(t)∆t.
This means that u = 1 is the optimal control for problem (4.13)–(4.14).
Remark 4.5. Observe that, for autonomous systems, Theorem 4.2 induces that:
1. H ◦ ρ is constant along the optimal path;
2. for T = R the well-known result, that the Hamiltonian H is constant along the
optimal path.
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