In this paper, we apply the publication of Joung (2009) to derive a stability result for for the second order linear functional equation:
Introduction
A well-known problem in the theory of functional equations is the approximation of any approximately linear function by a linear function, called the Hyers-Ulam stability. It is based on a question of Ulam (1960) asking for the approximation of homomorphism between metric groups. The affirmatively answered of the specific Ulam's question for linear mapping between Banach spaces was proved by Hyers (1941) . Subsequently, many authors have been extended the Hyers result to some type of equations such as the Cauchy, quadratic, cubic and Jensen type functional equations, and we refer to Aoki (1950) ; Rassias (1978 Rassias ( , 1998 ; Jun and Kim (2002) ; Lee et al. (2007) for more details. Recently, Jung (2009) ; Brzdkek and Jung (2010) ; Jung (2011) proved the Hyers-Ulam stability and investigated a solution mapping f : R → X of the second order linear functional equation:
where X is a Banach space and p, q are real numbers such that q = 0 and p 2 −4q = 0. As a special case of p = 1 and q = −1, the equation (1.1) is called the Fibonacci functional equation. Further results for the linear functional equations of higher order were published in Brzdkek et al. (2008) ; Kim and Jung (2013) ; Jung and Rassias (2014) .
Throughout this paper, the space of distribution functions is given by ∆ + , that is the space of all mappings F : R∪{+∞, −∞} → [0, 1] such that F is left continuous non decreasing and F (0) = 0, F (+∞) = 1. Denote D + by a subset of ∆ + for which ℓ − F (+∞) = 1, where ℓ −1 F (x) is the left limit of the function F at the point x, that is, ℓ − F (x) = lim t→x − F (t).
The space ∆ + is partially ordered by the usual point-wise ordering of functions, i.e., F ≤ G if and only if F (x) ≤ G(x) for all x in R. The maximal element for ∆ + in this order is the distribution function ε 0 given by
A mapping T : [0, 1] × [0, 1] → [0, 1] is a triangular norm (briefly, a t-norm) if T satisfies the following conditions:
(TN1) T is commutative and associative;
(TN2) T (a, 1) = a for all a ∈ [0, 1];
A t-norm T can be extended (by associativity) to an n-array operation taking for (a 1 , a 2 , . . . , a n ) ∈ [0, 1] n , the value T (a 1 , a 2 , . . . , a n ) defined by
. . , a n ) Typical examples of t-norms are T P (a, b) = ab (the product of two numbers) and T M (a, b) = min(a, b) (the minimum of two numbers).
A random normed space (briefly, RN-space) is a triple (X, µ, T ), where X is a vector space, T is a t-norm, and µ is a mapping from X into D + (µ(x) denoted by µ x ) such that, the following conditions hold: Cho et al. (2013) In this article, we focus on the Hyers-Ulam stability for (1.1) in the class of functions f : R → X, where X is a random normed space.
Main Theorem
The stability result for the functional equation (1.1) in Banach spaces was given by Jung (2009) . Now, we generalize and improve the result of Jung (2009) on RN-spaces with the minimum t-norm.
Theorem 2.1. Let p and q be two real numbers such that the quadratic equation x 2 − px + q = 0 has distinct real solutions α and β with 0 < |β| < |α| < 1. Assume that a mapping ϕ :
Since α + β = p and αβ = q, for all x ∈ R and t > 0,
Substituting x − n for x to the assumption (2.1), we get
( 2.2)
The last inequality implies that for all n, m ∈ N,
= ϕ x−n (t).
(2.3) By (2.3) the condition that lim x→−∞ ϕ x (t) = 1, {G n (x)} ∞ n=1 is a Cauchy sequence in X. Since X is complete, we can define a mapping G : R → X by
In view of (2.2), we set n = 0 and take m to the infinity to obtain
(2.4) Also, we observe that for all x ∈ R,
(2.5)
Form above argument, it is easy to show that a mapping H : R → X given by
Moreover, we can check that the mapping H satisfies that
and it solves the linear functional equation (1.1), i.e.
pH(x − 1) − qH(x − 2) = H(x) for all x ∈ R.
(2.7)
Finally, we assert that a mapping F : R → X given by
satisfies the requirements of our main theorem. By (2.5) and (2.7), we have
for all x ∈ R, whence the mapping F solves the linear functional equation (1.1). Note that for all x ∈ R,
so that for all t > 0,
where we have used (2.4) and (2.6) in the first inequality. Therefore,
where ϕ x denotes ϕ(x). By changing of variables, we have
Recall that the mapping ϕ x is the cumulative distribution function (called a normal distribution) which has the location parameter equal to x and the scale parameter equal to 1. Because the properties of the location parameter x coincides with the conditions for the mapping ϕ x in Theorem 2.1, we obtain the following statement: Remark 2.3. In the proof of main theorem, the inequality (2.2) forces the mapping ϕ x to have the location parameter equal x. From this condition, we can prove the result only in the case of 0 < |α| < 1 and 0 < β| < 1, where α = p + p 2 − 4q 2 and β = p − p 2 − 4q 2 for some real numbers p and q such that q = 0 and p 2 − 4q > 0. Besides the special case of α and β, we cannot guarantee that the mapping in Theorem 2.1 is unique.
