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Mobile technologies offer the potential to enhance the lives of older adults, especially those who experience a decline in cognitive abilities.  However, diminutive devices often perplex the aged and many HCI problems exist. Consequently this potential is very often not maximised. In this paper we describe the use of Artificial Intelligence (AI) techniques to develop intelligent algorithms which will (a) govern how a mobile application adapts the design of its multimodal interface to accommodate differing abilities of older users, and (b) intelligently compose and recount user life-cached memories in a multimodal storytelling format based on user abilities and preferences. A test-bed application entitled MemoryLane is currently being developed to implement these techniques. It is also envisaged that MemoryLane could posthumously be inherited by family members and drawn on to revive the memory of a loved one. 

INTRODUCTION
The older people population count is steadily increasing, especially in the more economically developed countries of the world and Ireland is no exception, the census of 2006 recorded an increase over the previous ten years in excess of 54,000 in the number persons aged 65 years and over [3]. It is well accepted that with age there is often an associated cognitive decline, which varies among individuals, affecting abilities such as memory and planning.  Cognitive decline is an inherent part of the natural ageing process ensuring that the number of sufferers increases steadily as the older population grows. Research is being conducted into developing systems which dynamically generate interfaces which adapt to a user’s preferences or situation [15]. Assistive technologies exist which support older adults with memory impairment acting as reminder systems often liaising with carers [22]. However, in addition to developing memory prompts for current activities it is of equal importance to support older adults of this ilk in their pursuit of reminiscence. This research aims to use AI techniques to develop intelligent algorithms to both adapt a multimodal interface to match user abilities and dynamically create multimodal stories of life-cached memories as output. A PDA based application MemoryLane is being developed as a test-bed vehicle to implement these techniques. The research will address any HCI and usability issues encountered, and will enhance the reminiscence capabilities of older adults. 

Background
There are several bodies of related literature which are core to various aspects of this research; these include HCI for older adults, usability studies, ethnography, human memory, reminiscence, life-caching, pervasive computing, gerontechnology, assistive technologies for older adults, mobile companions, AI, intelligent storytelling and multimodality. In this section we briefly discuss key literature which best frames our own work.

HCI for Older Adults & Usability Studies 
Developing technologies for older adults can be an exacting science; often varying from established HCI research processes. In a recent paper Zajicek [21] identifies certain areas in which this type of research differs significantly from other research disciplines. The requirements of older users are habitually disparate and researchers increasingly strive to find new ways of designing for this field. Newell and Gregor [14] developed their User Sensitive Inclusive Design (USID) methodology which focuses on universal usability. This methodology extends User Centred Design by developing technological systems for everyone, to include those with disabilities and mutatis mutandis for other minority groups. Myriad HCI usability studies are conducted into older adults’ interaction with computers, but substantially less are conducted into the interaction between older adults and mobile devices. Avid researchers [8] within the area have highlighted the benefits to be had by developing mobile technologies for older adults, and have stressed the need to support designing for this genre. An initial PDA usability study conducted by Siek et al. [17] examined the differences in the interaction patterns of older users and younger users.  This work attempted to ascertain whether older adults, who may be subject to reduced cognitive abilities, could effectively use PDAs. The study monitored the participants’ abilities to perform 5 controlled interactive tests using a Palm Tungsten T3 PDA. This study failed to identify any major differences in performance between the two groups; possibly due to the older users group being allowed extra practice time privileges.  Siek et al.’s work offered an early insight into the nature of the field work for this research. 

Reminiscence & Life-Caching
Reminiscence plays an important role in the lives of older adults [7]; many perfect the art of storytelling and enjoy its social benefits. The telling of stories of past events and experiences defines family identities and is an integral part of most cultures. Losing the ability to recollect past memories is not only disadvantageous, but can prove quite detrimental, especially to many older adults. Ethnographical studies rely on participants’ powers of recall for success, and often bear witness to the intangibility of precious memories. Life caching is the process of digitally storing one’s own memoirs and life experiences. A Microsoft Research project known as the MyLifeBits project is being conducted by Gemmell et al. [6]. MyLifeBits was inspired by Vannevar Bush's speculative Memex computer system [2] and proposes to collect a lifetime of storage on one man, computer scientist Gordon Bell.  SenseCam [9] is a revolutionary pervasive device, which is a powerful, retrospective memory aid. SenseCam is wearable camera designed to record a digital account of the wearer’s day. The rationale behind SenseCam is that having captured a digital record of an event, it can subsequently be reviewed by the wearer to stimulate memories. There are also an increasing number of available technologies which offer this service to willing participants, Nokia for example provide an online digital photo album which is often utilised by the blog community to organise photos and videos to a timeline. 

Intelligent Storytelling
Traditionally ‘intelligence’ is perceived as problem solving techniques, and not immediately associated with story composition and as such is often misconstrued as a peripheral aspect of intelligence.  The term ‘intelligent storytelling’ suggests systems which have the ability to tell us what we want to know coupled with the capacity to infer when we want to hear it. Humans possess an intrinsic desire to both tell and hear stories. It is widely accepted that children are especially fond of stories yet adults too love to read or watch stories in various formats. Schank [16] observes that it is essential for people to talk about what has happened to them and to listen to the experiences of others. Schank considers the connotations of how recalling past stories shape the way in which new ones are heard and interpreted. Schank developed storytelling systems which not only had appealing stories to relay, but encompassed the awareness to know when to tell the stories. Indeed Schank’s work is said to form the basis of various other storytelling systems. Intelligent storytelling systems very often incorporate multimodality and interactivity for a richer user experience. Larsen and Peterson [10] were one of the first to develop a multimodal storytelling environment. 

Gerontechnology & Assistive Technologies 
Due to the increasing numbers of the older population, they have become the focus of much research designed to improve, prolong and enhance their lives ‘Gerontology’ (the study of older adults and of the social, psychological and biological aspects of the ageing process itself) is merged with ‘technology’ to become ‘gerontechnology’. This newer genus concerns itself with utilising technological advancements to develop assistive technologies which improve the health, mobility, communication, leisure and environment of older adults.  Gerontechnology is also heavily concerned with the ways in which older adults interact with computers and technology, considerable research is being conducted by experienced researchers in the field [4], [8], [21] into the HCI issues surrounding such technologies and how best they can serve older adults. 

Mobile Companions
Perhaps the first mention of a mobile companion was Bush’s Memex [2]; however it wasn’t until much later in 1993 that one of the first PDAs, Apple’s Newton MessagePads became available. Since this, PDA usage has significantly increased.  Mobile companions are not always PDA based and are developed for all types of purposes; information, entertainment, communication and of course - assisting older adults. The value of mobile companions in later life is discussed in detail by Wilks [20] and Maciuszel [13]. Often companions are developed as memory prompts to assist older adults in various ways. Context aware prompts can deliver appropriate reminders under certain circumstances, and location aware memory prompts can prompt disoriented or forgetful users in reaching their destinations. The UK’s Computing Research Committee (UKCRC) invite submissions to their Grand Challenges (GC) from the UK’s computer research community. ‘GC3: Memories for Life’ [5] is focused in this area and aims to gain an insight into the workings of human memory and develop enhancing technologies. GC3 envisages using information extracted from memories to aid older adults as ‘senior companions’ within the next 10 to 20 years. 

Intelligent Multimodal Presentation
A multimodal system provides the user with multiple modes of interaction. Multimodal systems can combine visual, haptic and voice modalities. Multimodality uses more than just one communication channel to transmit and receive information to and from the user and this allows for a reduction in the number of interaction errors. The benefits of multimodal interaction are widely discussed [12], [18]. Multimodal systems employ various AI techniques (knowledge bases, rule bases, natural language processing (NLP) and Bayesian inferences) in the creation of multimodal interfaces. The need for multimodal interfaces has been identified and embodied in various systems [19]. Arens et al. [1] use knowledge bases and rule technology to dynamically construct user interfaces, maintaining that the optimal way to present information in an multimodal interface is at run time, when the actual data is available as opposed to being pre-compiled by an interface designer. AI techniques are also used to construct multimodal presentations for output. It is not possible to generate coherent presentations by simply merging visual and verbal data, rather, careful coordination of the content determination and medium selection is required.  Knowledge bases and rules are frequently used to this end and multimodal presentations can too be dynamically produced; driven by information that is currently available at the time they are produced. Reitter et al. [15] propose a system which uses rules to dynamically present coordinated multimodal content on a small screen graphical user interface which adapts to the user’s preference and situation. Multimodality is seen as important factors of elderly design, and multimodal interfaces which accommodate ageing users with different capabilities, expertise or expectations are being developed by Lazar [11].  

Requirements analysis 
Due to the known benefits of reminiscence among older adults [7], the objective of MemoryLane is to assist older adults in recalling their own past life events and memories as they experience the natural cognitive declines associated with the ageing process. MemoryLane uses rule bases to dynamically produce an adaptive multimodal interface based on user ability, and to construct AI memory presentations based on user’s abilities and preferences. Two ethnographical studies were conducted to elicit data to assist in the design and implementation of MemoryLane.
 
PDA Usability





However, the potential and portability of a PDA appealed to the majority of participants who remarked on it being ‘small enough’ to fit into a handbag or breast pocket, however most referred to being ‘too old to learn how to use one now’. This would imply that many older adults possess a genuine interest in engaging with mobile technologies and that a PDA has a certain appeal, however, due to complex interfaces many choose not to experiment with such devices. These findings suggest that adopting AI approaches to both create intuitive applications which guide user navigation and which would dynamically adapt their interfaces to support varying user abilities would certainly provide older users with a more fruitful PDA interaction experience. 

Reminiscence Workshops
















MemoryLane design follows the USID methodology [14] and is underpinned by the findings of the two previously conducted ethnographic field studies. The development process is iterative in nature, requiring repeated evaluations with older adult samples. 

MemoryLane Architecture






MemoryLane is deployed on a Personal Digital Assistant (PDA) which equips users with the ability to re-live bygone days, and the portability to relay them to others.  The research employs the use of AI techniques to generate data and also addresses the usability problems encountered by older adults when using mobile devices. 

Artificial Intelligence (AI)
MemoryLane is a hybrid system which incorporates the AI techniques of Case-Based Reasoning (CBR) and Rule-Based Reasoning (RBR) for its decision making. The data flow of MemoryLane’s decision making module is depicted in Figure 4. 

It begins with examination of all the if-then rules of appropriate knowledge in the rule base; this is performed in conjunction with the stored data or assertions in the user models (working memory).  Based on this knowledge, a conflict set (or subset) of all rules whose conditions are satisfied is produced, it is expected that one of these rules should then be selected to fire, should a conflict arise, a conflict resolution strategy is employed to select the most appropriate rule from the conflict set. When this rule fires its then clauses are implemented, often in accordance with a look up table of multimodal formatting data.  The actions of this rule can modify the contents of the user models (working memory), the rule base itself or perform additional tasks. This loop of firing rules and performing actions continues until there are no more rules whose condition is satisfied, or a rule specifies that the loop should end. MemoryLane has two rule bases which work in harmony to achieve very different objectives (1) the adaptation of the multimodal interface and (2) the dynamic compilation of appropriate and entertaining stories as output, where the stories are relayed using the available modalities of the chosen interface for that user. To facilitate the workings of these rule bases it is necessary for first time users to enter data into MemoryLane which will allow the system to compile a unique user profile, this profile is subsequently consulted by both rule bases in the design of a personalised interface and in the compilation of life-cached data. 

Multimodal Interface Formatting 
The first rule base is concerned with formatting the interface design. MemoryLane is intelligently aware of its user’s abilities and adapts its multimodal interface design upon this basis, thus compensating for a deficiency in a certain user modality, for example a visually impaired user would be compensated with an audio enriched interface. To accomplish this, the user is required to enter a rating for their perceived ability in four different modalities; Hearing, Vision, Speech and Dexterity. Users are asked to rate themselves as having Normal, Reduced or Very Poor levels of these abilities.  The four ratings entered by the user are stored as part of that user’s unique profile. The multimodal interface display will be designed based on the user profile as follows: The rating applied to Hearing will govern the amount of Audio Output (AO) used, the rating chosen for Vision will govern the style of the Visual Output (VO), the rating given to Speech will govern the amount of a Audio Input (AI) allowed for that user, and similarly the rating applied to Dexterity will govern the style and options that will be provided for Visual Input (VI). In turn, each audio/visual (A/V) input/output (I/O) aspect (AO, VO, AI and VI) also has three possible levels - ‘Standard, Enhanced and Superior’ as seen in Table 2. 
User Modality Weighting	Multimodal Formatting
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Each alternative has a pre-set design configuration for formatting the specific interface components for which it is responsible. For example, AO affects audio and TTS synthesis levels, VO affects the size of on-screen text, images and video. AI decides when speech recognition is to be used and VI affects the size of all touch-screen buttons.  In this way the system display can be adapted to suit the needs of many users, allowing for a possible 81 different permutations of interface design. In a high level example; a user profile purporting very poor hearing, normal vision and speech with reduced dexterity (as depicted in the shaded cells of Table 2), would be provided with a tailored interface that would accommodate his/her needs. Superior AO would provide increased amounts of audio output at the default volume level (x 1.5) where TTS would be used to relay all on screen prompts aloud. Standard VO would display all on screen text, images, and video at a system default size. Standard AI would require minimal speech recognition, perhaps only prompting users for basic yes/no input, and Enhanced VI would ensure that all on screen buttons were at default button size (x 1.25) to compensate for poor dexterity. All default levels are based on the results of the prior PDA usability study. Iterative user evaluations with older adult samples are still required to perfect the user-friendly GUI. An impression of MemoryLane is depicted in Figure 5.











Conclusion & future work
This research introduces the use of AI techniques to develop intelligent algorithms to both adapt the interface of a mobile application and produce multimodal output based on the abilities and preferences of older users. The effects of age on pervasive computing are observed throughout this research.  Future work will enhance the MemoryLane prototype, and involve rigorous testing with user evaluations.
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Figure 1. Participant interacting with PDA

Figure 2. Memory Prompts

Table 1. Reminiscence Preferences by Gender

Figure 4. Decision Making















Table 2. Interface Formatting

Figure 5. Axim PDA & Impression of MemoryLane















^1	  Personalised memories of events, times, places and associated emotions
^2	  Long term ‘how to’ memory of skills and procedure
