Abstract-Aircraft Electric Power Systems (EPS) route power from generators to vital avionic loads by configuring a set of electronic control switches denoted as contactors. In this paper, we address the problem of designing a hierarchical optimal control strategy for the EPS contactors in the presence of system faults. We first formalize the system connectivity, safety and performance requirements in terms of mathematical constraints. We then show that the EPS control problem can be formulated as a Mixed-Integer Linear Program (MILP) and efficiently solved to yield load shedding, source allocation, contactor switching and battery charging policies, while optimizing a number of performance metrics, such as the number of used generators and shed loads. This solution is then integrated into a hierarchical control scheme consisting of two layers of controllers. The high-level controller provides control optimality by solving the MILP within a receding horizon approach. The low-level controller handles system faults, by directly actuating the EPS contactors, and implements the solution from the high-level controller only if it is safe. Simulation results confirm the effectiveness of the proposed approach.
I. INTRODUCTION
Aircraft electric power systems (EPS) are safety-critical systems, which provide power to vital loads such as the landing gear or the flight control actuators. As several hydraulic, pneumatic and mechanical components get replaced by electrical components, modern aircraft EPS become increasingly more complex, because of the larger number of hardware subsystems as well as their interactions with the embedded control software [1] . Electrification of the power system allows implementing smart control techniques that can achieve higher performance and overall efficiency via optimal management of power resources. However, EPS design is performed today mostly following a sequential derivative design process with limited capability of estimating the effects of earlier design decisions on the final implementation (a variation of the V diagram originally developed for defense applications by the German DoD 1 ). To reduce risks in the development process, newly developed designs have often been a reincarnation of older aircraft EPS, a practice destined to be soon discontinued as a substantial amount of new functionalities is required in today's aircraft.
We address the problem of correct-by-construction control design for aircraft EPS within a Platform-Based Design (PBD) methodology [2] , successfully adopted in the automotive and consumer electronics [3] domains to overcome similar challenges and avoid expensive re-design steps. Our goal is to develop an optimal load management system based on the formalization of the connectivity, safety and performance requirements of an EPS. In PBD, the design is regarded as a platform instance, i.e. a valid composition of library elements that are pre-characterized by their cost and performance metrics. The objective is therefore to select a platform instance that correctly implements a given specification. The mapping of such a specification onto an architecture can be formalized by an optimization problem. In our flow, an optimal control problem is formulated following a receding horizon approach, by solving, at each time step, a Mixed-Integer Linear Program (MILP) to determine load shedding, source allocation, contactor switching and battery charging policies that are correct and optimize performance metrics, such as the number of used generators and shed loads. Since safety is of paramount importance for the application, the control scheme has to quickly react in the event of unexpected changes in loads or component failures. To do so, we propose a two-level hierarchical scheme where a high-level load management system receives as inputs the required-power prediction for each bus over a time horizon of interest, the health status (operational or faulty) of power sources and contactors, the whole set of system requirements, and solves the optimal control problem. The output is a piece of "advice" for the low-level load management system, which handles system faults by directly actuating the EPS contactors, and decides to implement such advice only if it is safe.
Our approach builds on a number of results that opened the way for a more formal EPS design methodology. In [4] , the authors present a platform for modeling and architectural exploration of aircraft subsystems by simulations. Similarly, in [5] , the authors leverage simulation using a flight dynamics model of the aircraft coupled to a model of the actuation system. While several optimization techniques have been reported for the power electronics, switches and converters, the problem of optimizing the overall power distribution system has received scant attention in the literature. In [6] , the optimum voltage and power levels at various points of the network are determined to minimize the total weight, installation costs and fuel consumption. An optimization oriented EPS design methodology following the PBD paradigm was instead proposed in [7] . However, the main focus of both [6] and [7] was on the selection of the generators and the design of the topology, i.e. the interconnection among different EPS components, rather than optimal design of the switching logic for the EPS contactors and load management. An automated procedure for correct-by-construction design of the EPS control protocol is discussed in [8] . System specifications are first converted using linear temporal logic [9] , and then automatically synthesized by leveraging formal methods to guarantee safety constraints. However, while the correctness of the final solution is guaranteed, its optimality with respect to a number of performance metrics, such as the number of used generators and shed loads, is not addressed. This paper is organized as follows. After a brief description of a sample EPS system and its requirements in Section II, Section III illustrates our hierarchical optimal load management approach, including the formalization of the problem, while Section IV summarizes the simulation results. Finally, in Section V, conclusions are drawn.
II. SYSTEM DESCRIPTION AND REQUIREMENTS
An aircraft EPS, as shown in Fig. 1 , typically consists of a combination of generators, contactors, buses and loads. The connections among different components are specified by a Single Line Diagram (SLD), a simplified notation for representing threephase power systems [1] . AC and DC generators deliver power to a number of AC and DC loads or power conversion equipment, such as Transformers and Rectifier Units. In addition to the generators connected to the aircraft engines, power-generation elements also include Auxiliary Power Units (APU) and batteries. Power is distributed via one or more buses, and connections of generators to loads are routed by a series of electromechanical switches, denoted as contactors. A subset of loads are critical and cannot be shed, while others can be taken off-line in case of emergency. Finally, current, voltage and contactor sensors are used to monitor the status of the system and to identify possible faults.
The role of the EPS distribution system is to guarantee that loads are powered with the required power levels. Therefore, in addition to sensors, the EPS control system consists of Generator Control Units (GCUs) and Bus Power Control Units (BPCUs). Each GCU regulates the output voltage of a generator to meet the desired power level for a range of expected loads. Conversely, the BPCU ensures robust operation of the system for a number of failures in its components, by opening or closing the contactors to adequately reroute power to critical loads.
The EPS system requirements are generally expressed in terms of safety and reliability properties. We list here some of the requirements that are relevant to the derivation of the optimal control problem in this paper: R1) AC source parallelization. Preserving the integrity of different AC sources requires that no bus can be powered by multiple AC generators at the same time. R2) Bus priorities. Each bus has a priority list that specifies which generator should be used to provide power. If the first generator in the priority list is unavailable, then a bus should be powered from the second generator, and so on. An example of a bus priority table for the SLD in Fig. 3 is shown in Table I . R3) Load Shedding. Sheddable loads are allowed to be shed if power supplies are insufficient, while non-sheddable loads must remain powered at all times. An electric Load Management System (LMS) is responsible for protection and shedding of loads, by respecting a load priority list as the one shown in Table II for the SLD in Fig. 3 . A higher shedding priority suggests a load that should be shed first. Designing an efficient EPS controller is certainly a challenge, the main drawback of current implementations being the lack of optimality in load shedding and power source allocation. In the next section, we propose a new architecture that addresses these issues.
III. THE OPTIMAL LOAD MANAGEMENT SYSTEM

A. Architecture
We propose a hierarchical architecture that controls power source utilization, load shedding, contactor status and battery charge via two layers of controllers. Fig. 2 shows a block diagram of the system (top), consisting of a Low-Level LMS (LL-LMS) and a High-Level LMS (HL-LMS), and a timing diagram for its operation (bottom). The HL-LMS operates at a slower clock rate, with period T , and provides control optimality over a time horizon. The LL-LMS operates at a faster clock rate with period t f < T , and guarantees system safety by quickly reacting in the event of unexpected changes in loads or component failures.
The HL-LMS solves an optimal control problem at each step, using a receding horizon approach. The inputs to the HL-LMS are the required-power prediction for each bus over a time horizon of interest (H, in Fig. 2 ), the health status (operational or faulty) of power sources and contactors, and the whole set of system requirements (e.g. including R1,R2, and R3). While each optimal control problem is solved for the larger time horizon H, only the initial samples of the solution (up to time T ) are implemented and sent to the LL-LMS as advice.
The maximum computation time of the optimal control problem is assumed to be τ ≤ T . In fact, as discussed in Section IV, τ is usually much smaller than T in our application. However, to ensure more frequent updates to the HL-LMS, T can be chosen as max(τ, t f ). Before the end of each slow clock cycle, by a time interval as long as τ , the optimal control problem is updated with the actual sensor readout on the status of sources, contactors and loads. A new solution is then computed and sent as advice.
The LL-LMS implements the BPCUs and, along with the GCUs, monitors the generator and contactor status more frequently (with a period t f ) to guarantee that each critical bus is powered at the desired voltage level (e.g. T = 10t f in Fig. 2 ). At each time step, the LL-LMS actuates the advice from the HL-LMS only if this is feasible, given the actual status of contactors, power sources and loads. If this is not feasible, e.g. when an unforeseen fault in any component or an unpredicted change in power requirements are detected, the LL-LMS reroutes power based on its predefined, worst-case control policy. Then, the LL-LMS keeps implementing its control policy until the next HL-LMS cycle, when the information on the failure is communicated to the HL-LMS, which updates the optimization problem with additional constraints that account for the failure. The new constraints will remain in place until the failure is resolved. The above scheme is always at least as effective as the LL-LMS controller in guaranteeing system safety, while implementing at the same time more efficient source allocation, load shedding, and battery utilization strategies in the absence of faults.
In this paper, we assume that a BPCU is already available to implement the LL-LMS, by simply handling system faults without any concern on control optimality. Our main focus is then on the design of an optimal load management strategy for the HL-LMS and of its interface with the LL-LMS. Following the PBD methodology, the predictive information about the required power for each bus, the load characteristics, the generation profiles and the component connectivity from the SLD provide an abstraction of the EPS architecture in terms of optimization constraints. On the other hand, the safety and performance requirements listed above originate a set of constraints capturing the system function. The resulting control policy leads to optimal load shedding and generator utilization, while satisfying system requirements as well as constraints on the battery state of charge.
B. Problem Formulation
The first step of the methodology consists of capturing all the requirements and control goals as mathematical constraints. To detail this step we use the SLD shown in Fig. 3 as a running Power flow into/out of battery set i P itoj
Power delivered by source i to bus j δ ij Determines connectivity of source i to bus j α i
Determines usage of source i SoC i
State of charge of battery set i N oS ij Number of status transitions of contactor connecting source i to bus j example. In Fig. 3 , AC buses are connected to transformer-rectifier units (TRU) to convert AC power to DC power. Each DC bus has sheddable and non-sheddable loads, as well as a battery set. The underlying assumption is that TRU cause no power loss, i.e. the generated power available at each AC bus is equal to the power delivered to the corresponding DC bus. Therefore, in the simplified network topology of Fig. 3 , each DC bus can be lumped together with the corresponding AC bus. A more complicate topology, e.g. including DC generators as in Fig. 1 , would entail minor modifications in our formulation. To determine the load and source allocation policy, we leverage power balance equations based on a simplified steady-state power flow analysis. Extensions of our approach to support optimal AC power flow analysis, including reactive power allocation, are out of the scope of this paper. The reference bus priority table considered in this paper is shown in Table I , while the average power required by the loads in normal conditions, as well as the load shedding priority, is given in Table II. A list of all variables used in this section is available in Table III . 1) Load Modeling: Non-sheddable and sheddable loads are denoted by L ns and L s , respectively. We model the required power at time t as the summation of contributions from different power sinks (loads), some of which are sheddable. Hence, for bus j
where, for j = 1, 2, ..., Nj , Preq j (t) is the total required power by all the electrical loads Nj connected to bus j. L s ji (t) and L ns ji (t) are the power sunk by load i connected to bus j at time t in the sheddable and non-sheddable case, respectively; nj is the number of sheddable loads. Each coefficient cji(t) for bus j and load i at time t is a binary decision variable specifying whether power Lji(t) must be supplied or it can temporarily be interrupted for sheddable loads, i.e.
where I ns j and I s j denote, respectively, the index set of nonsheddable and sheddable loads of bus j, and N b is the total number of buses. Finally, we capture shedding priorities via the following constraints:
so that loads get ranked based on their priority, e.g. for bus 1, since load 1 has the highest shedding priority, L11 must always be interrupted prior to L12 when the total supplied power is not sufficient.
2) Source Allocation and Switching Policy: For each DC bus i, a power balance equation can be written as follows:
where the amount of required power Preq i from the loads, defined as in (1), is constrained to be equal to the amount of power supplied to bus i, Psup i (t), decreased by the power used for charging battery set i, denoted as βi(t). Therefore, when βi(t) > 0, the battery set i is in a charging state, while βi(t) < 0 implies that the battery set i is used to provide the power deficit. When no battery is present (as in AC buses), βi(t) = 0 is enforced at all times.
The power supplied to bus i originates from one of the power sources, i.e. one of the engines or the APU. Assuming that there are N b buses and N s power sources, we enforce this constraint with the following equation:
where P ktoi is the amount of power delivered by source k to bus i. Binary variables δ ki determine which source should power which bus, so that δ ki (t) = 1 enforces that bus i is powered by source k at time t. Also, since no AC sources can be connected in parallel (per requirement R1), we need to enforce that each bus is powered by only one AC generator at every time. Hence,
Furthermore, we need to guarantee that the power available at each generator equals the power flow from the generator to the supported buses. This constraint can be enforced for power source j by the following equation
where P max j is the maximum capacity of power source j at time t (a known value), and αj (t) is a binary variable denoting the usage of power source j at time t, i.e. αj (t) = 1 iff at time t source j is connected and used to power a bus. Clearly, since the number of active sources should be less than or equal to the number of buses, N s j=1 αj (t) ≤ N b must hold for all t ≥ 0. However, due to the presence of constraints (6) and the selected cost function term (13) , discussed below, this constraint becomes redundant and can be removed.
3) Battery Dynamics: For each battery set i, the normalized State of Charge (SoC) dynamics is captured using a simple model 2 , as follows:
where Ts is the sampling time, K > 0 is a parameter constant for all battery sets, and SoC ∈ [0, 1]. SoC = 1 indicates a fully charged battery while SoC = 0 corresponds to a depleted battery. We would like to keep SoC within a safe interval, hence we enforce
where SoC and SoC, are the lower and upper limits on the SoC of batteries. If needed, constraint (9) can be enforced ∀t ≥ t chrg , where t chrg > 0 is considered to allow time for battery charging up to the SoC bound (as done in the simulations of Section IV).
4) Contactor Wear:
It is also important to keep contactor switching activity as low as possible, to avoid contactor wear. For this purpose, the total number of status transitions (from open to close and vice versa) for a contactor that connects power source i to bus j over a time horizon of H time steps can be computed as:
where |.| is the absolute value function. We then require
where N as is a safety threshold for N oSij .
5) Cost Function:
In our formulation, we aim to minimize the total number (and duration) of load shedding (see requirement R3), as well as used generators. To achieve the first goal, we minimize the following function
where, Cj(t) = [cj1(t) cj2(t) ... cjn j (t)] T is the vector of load coefficients for each bus j and Γj = [γj1 γj2 ... γjn j ] T is a vector of weights used to penalize the act of load shedding for bus j. The components of Γj can be set to have same value, or be used to capture the importance of each load. For instance, if sheddable load i is more important than j for AC bus k, we choose γ ki ≫ γ kj . While the latter option provides more flexibility, it is not essential to our formulation. In fact, the satisfaction of the priority tables for load shedding is already enforced by (3). To achieve our second objective, i.e. minimize the number of generators utilized at all times, we augment the cost function with the following integral term
where µ is a constant weight parameter, which allows exploring the trade-offs involved in the multi-objective optimization problem. Finally, we need to guarantee that the EPS obeys the bus priority table in Table I as far as possible (as per R2). To this aim, we enforce that the following integral expression be also minimized
where ∆j (t) = [δ1j (t) δ2j (t) ...
δNsj(t)]
T is the source allocation variable vector for bus j and Λj = [λ1j λ2j ...
λNsj(t)]
T is a weighting vector that captures the source allocation priorities and penalizes the act of introducing new, unnecessary power sources in the first place. For instance, in the case of three power sources for bus 1, as in Fig. 3 , we can set λ11 = 0 (highest priority or no penalty), λ21 = 0 (second priority in the list) as a penalty for using the GEN 2 to power bus 1, and λ31 > λ21 (last priority) as a penalty for using the APU. In general, we have λjj = 0 and λij = 0, ∀ i = j. We capture the bus priority requirements using a penalty function instead of a hard constraint, since the HL-LMS policy is deemed as a recommendation in our formulation. When the total required power is within the ratings of more than one generator, the optimizer will not violate the priority table as it minimizes the overall cost. Conversely, when a power source is not able to meet the power requirement at a bus, a decision needs to be taken on whether a load should be shed or a new supply should be introduced in the network. Our formulation is flexible enough to allow exploration of the trade-offs involved in such a choice by modifying the weighting vectors.
6) Putting it All Together: Using (1)- (14), the optimal load management problem can be formulated as follows: 
Optimization problem for HL-LMS
where S = {Cj (t), ∆j (t), αj (t), βi(t), Psup i (t), Pjtoi(t)} is the set of optimization variables, and constraints containing t should be evaluated at t = {t * , t * + Ts, ..., t * + H · Ts}.
The result is a mixed integer nonlinear program because of constraints (15b) and (15c). However, we observe that every product δji(t)Pjtoi(t) in (15b)-(15c) includes a binary variable δji(t) and a real variable Pjtoi(t) for which 0 ≤ Pjtoi(t) ≤ Uj (t) holds, where Uj(t) = P max j , the maximum power capacity of source j, is known. Therefore, by exploiting these facts, we can reformulate the above problem as follows. We first introduce a set of new variables πji(t) = δji(t)Pjtoi(t) to replace each product term in (15b)-(15c). Then, for each new variable πji(t), we add the following constraints ∀ t ≥ 0:
Therefore, after these transformations, (15b) and (15c) can be replaced by the following constraints, enforced
which turn the original problem into a MILP. The above formulation can also support faulty scenarios with minor modifications. In fact, whenever a path between source j to bus i is not available, an extra constraint δji = 0 can be added to the problem, to account for either generator or contactor faults. This formulation provides the optimal solution while addressing the faulty event at the same time.
IV. EXPERIMENTAL RESULTS
The MILP in Section III-B was formulated using YALMIP [12] and solved with CPLEX [13] for a time horizon of 100 s and a sampling time Ts=1 s. The maximum number of allowed switching events over the time horizon was set to N as =2. By using t f =0.5 s for the LL-LMS period, T = 10Ts =10 s for the update rate of the receding horizon optimization, and H =30 for the prediction horizon, we obtained 960 binary and 660 real decision variables. On a 4-core 2.67-GHz Intel processor with 3.86 GB of memory, the average and maximum solver times were 0.20 s and 0.29 s, respectively. Based on our experiments, we selected τ =1 s, which is consistent with the timing diagram in Fig. 2 . However, as we will show in Table IV , larger values for T and H can also be accommodated in our framework, as long as accurate predictions for We assume that AC Bus 1 and 2 in Fig. 3 have the power requirements shown in Fig. 4 . These profiles are selected to mimic a typical scenario for the whole aircraft mission, even if they are scaled to a smaller time span to speed up simulation. The maximum power capacity is assumed to be 100 kW for GEN 1 and GEN 2, and 104 kW for the APU. To demonstrate the advantage of a hierarchical, optimization-based approach, we present simulation results in the occurrence of a failure when only the LL-LMS is active and when both the LL-LMS and HL-LMS operate together.
A. Occurrence of Failure (LL-LMS Only)
Fig . 5 shows the source allocation policy when only LL-LMS is active. A fault is introduced at t = 45 s for GEN 2, which keeps it in failure mode for the rest of the flight. Once LL-LMS detects the fault, it switches the power source for Bus 2 from GEN 2 to the APU. In fact, GEN 1, which has a higher priority in Table I , is not enough to cover by itself the power demands of all the nonsheddable loads. To minimize load shedding, a peak of 112 kW in the required power could only be handled by leveraging the extra power supplied by the batteries, in addition to inserting the APU. However, LL-LMS makes no attempts at optimizing the number of used power sources at each time and can connect batteries only in the case of emergency. As a result, the number of shed loads, shown in Fig. 6 , is eventually higher than HL-LMS would propose.
B. Occurrence of a Failure (HL-LMS+LL-LMS)
To implement the HL-LMS, we set SoC and SoC to 0.25 and 0.75, and use the same values of γ for all the loads connected to each bus, since the satisfaction of their shedding priorities is already enforced via (15i) in the general problem formulation. Moreover, as a design choice, we set γ1 = γ2 = 500 and µ=10. As discussed in Section III-B, we also select λ1 = [0 1 2] and, by symmetry, λ2 = [1 0 2]. Fig. 7, 8 and 9 show source allocation, battery charge level and load shedding when GEN 2 fails at time t = 45 s. The HL-LMS is not able to predict such a fault while computing the optimal control input for the interval [40, 50] s. However, at time t = 45 s, the LL-LMS detects that GEN 2 has failed, discards the control input from the HL-LMS and uses its predefined control strategy to connect Bus 2 to the APU up to time t = 50 s. Only when the HL-LMS collects the actual health status of generators and contactors for the interval [50, 60] s, it gets notified that GEN 2 has failed and is able to accommodate such a fault by incorporating the extra constraints (δi2 = 0, i = 1, ..., N b ) to the MILP formulation. As a result, GEN 2 is no longer used during the mission.
Up to time t = 44 s, whenever DC Bus 1 requires more power than GEN 1 can provide, batteries are used as a backup supply. This is no longer the case after GEN 2 fails. Since no battery charge control is implemented at the LL-LMS level, the only possible solution is to shed the loads from Bus 1 to decrease its power requirements. Such loads are then powered back as soon as the advice from the HL-LMS is implemented again.
C. Discussion
Simulation results confirm the effectiveness of our algorithm, capable of providing an optimal policy that satisfies both EPS safety and performance requirements. To explore the impact of γ and µ parameters on the result, we performed a set of tests for different values of these parameters. As expected, the smaller the values of γ1 and γ2, the higher is the number of shed loads and the smaller is the number of used generators over time. On the other hand, smaller values for µ tend to encourage the use of more generators than the ones strictly needed because of power requirements.
To compare the performance of the hierarchical control architecture with the one of a conventional controller (LL-LMS only) in terms of load shedding, we define a normalized shedding index, which quantifies the percentage of shed loads over the duration of a mission, and is based on the cost term in (12):
where 1 ∈ R N j is a vector of ones. In our simulations, I shed decreases from 9.2% for LL-LMS to 1.7% for the hierarchical controller, which means a 5-fold improvement in the latter case.
Similarly, a source utilization index can be defined based on (14):
which quantifies the cost associated to the usage of power sources over the duration of a mission. In our simulation, Isource decreases from 110 (LL-LMS only) to 76 (LL-LMS + HL-LMS), which is a 31%-reduction in the hierarchical control case.
To test the scalability of the proposed framework, we performed optimizations with different time horizons. No substantial improvement in the quality of the solution was observed for H > 30 in our experiments, in spite of the larger computation time. However, as evident from Table IV , even problems with thousands of variables can be solved in a few seconds using the proposed formulation. Finally, we also implemented controllers for EPS topologies with a larger number of generators and loads, in which the number of buses and contactors is also increased proportionally. The results in Table V show that, for a realistic number of generators (normally less than 10), computation times stay largely compatible with the timing assumptions needed for the correct operation of the proposed hierarchical scheme.
V. CONCLUSIONS
We developed a hierarchical optimal load management system for aircraft electric power distribution. In our approach, a high-level load management system (HL-LMS) coordinates load shedding, source allocation and battery utilization, by solving an efficient mixed integer-linear program within a receding horizon approach. The result of the optimal control problem is offered as advice to a low-level load management system (LL-LMS) that can directly actuate the EPS contactors. Every time a failure occurs, the advice from the HL-LMS is disregarded and the LL-LMS applies a predefined, worst-case control policy, until the high-level optimization problem formulation is updated with the actual system status to accommodate the fault. In addition to guaranteeing system safety, our hierarchical architecture shows substantial performance improvements with respect to a conventional one, based on just an LL-LMS, in terms of percentage of shed loads and number of utilized sources. Finally, simulation results show that the optimal control problem scales reasonably in the context of the selected application.
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