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ABSTRACT
My main research focuses on the dynamics and stability of circumbinary planetary systems
and of small bodies in the solar system. Unlike the two-body problem, the three-body problem
is more complex as there are stronger interactions with two massive bodies in the system. In the
outer solar system, the apsidal precession secular resonance with Neptune makes comets in the
Kuiper belt unstable in the early stages of the solar system. This resonance a likely origin for the
nitrogen-delivering comets that impacted the Earth bringing some of the nitrogen in the Earth’s
atmosphere today. Beyond the solar system, we have observed more than 20 circumbinary planets
orbiting around binary stars. We use N -body numerical simulations and analytic results to explore
the dynamics and stability of circumbinary planets. We find that around a very eccentric binary,
the most stable planets are those that are in polar orbits. Polar orbits are perpendicular to the binary
orbital plane. Since the eclipse timing variations technique (ETV) is becoming well developed, it
is likely to find misaligned and polar circumbinary planets in future observations with Transiting
Exoplanet Survey Satellite (TESS) and PlAnetary Transits and Oscillations of stars (PLATO). Our
models have implications for those different systems. In addition, with hydrodynamic simulations
we investigate the evolution of a circumplanetary gas disk – where satellites form around giant
planets. We find that the maximum mass of such a disk is too low to allow for in situ formation of
the Galilean satellites and external solid material must be supplemented to the disk.
iii
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model with infall accretion rate Ṁ = 10−10 M yr−1). The sun is 5.2 au away
(14.3 RH) on the right hand side of the figure. . . . . . . . . . . . . . . . . . . . . 42
3.4 Left: Surface density of the models with a dead zone. Right: disk temperature
of the models with a dead zone. The horizontal black dotted line is the critical
temperature Tcrit = 800K and the horizontal purple dotted line is the snow line
temperature, Tsnow = 170K. The red dots show the location of the four Galilean
satellites. The snapshots are shown at 10000 yr for D1, C1, A1 and A2, 3800 yr
for M1 and 170000 yr. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.5 The total mass of the disk for dead-zone models D1, C1, A1, A2, M1 and M2 as a
function of time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.6 Upper and middle panels: The surface density and disk temperature of models D1
and H1 similar to Fig. 3.4 except that they are shown at the same time of t = 6300
yr. Lower panel: The total mass of the disk for dead-zone models D1 and H1 as a
function of time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.1 The i cosφ − i sinφ plane (first and third columns) and eb cosφ − eb sinφ plane
(second and fourth columns) for orbits with different values of initial inclination
and longitude of the ascending node. The planet has mass mp = 0.001mb, and
orbital radius 5 ab. The binary eccentricity is eb = 0.2, 0.5 , 0.8 in the upper,
middle and lower panels respectively. The mass fraction of the binary is fb = 0.5 in
the first and second column and fb = 0.1 in the third and fourth column. The green
and blue lines represent prograde and retrograde circulating orbits, respectively.
The red lines represent librating orbits with initial inclination i < is while the
purple lines represent librating orbits with initial inclination i > is. The black
stars mark the initial positions of the planet with i ranging from 10◦ to 180◦. We
removed unstable orbits. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.2 Time evolution of the binary eccentricity, eb, the inclination of the binary ib with
respect to the vector of the total angular momentum, and the inclination of the
planet with respect to the vector of the binary angular momentum,i, for Models
A2, B2, C2 D2, E2 and F2. Each panel contains one line for each different type of
orbit with the difference being the initial inclination which is shown in the bottom
panel. The colors correspond to the orbit type described in Fig. 4.1. . . . . . . . . 60
4.3 Same as Fig. 4.1 except mp = 0.01mb. . . . . . . . . . . . . . . . . . . . . . . . 62
4.4 Same as Fig. 4.3 except the orbital radius is 20 ab. The cyan lines show crescent
orbits. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.5 Same as Fig. 4.4 except that each model has different mp to satisfy j = 1 (left) and
j = 2 (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
ix
4.6 Comparison of the analytic solution given by Equation (4.5) in the prograde case
(solid lines) with simulation results (dots) for the stationary tilt is of the planet
relative to the binary as a function of planet-to-binary angular momentum ratio j.
The solid curves have binary eccentricities eb = 0.2 (blue line), 0.5 (black line),
and 0.8 (red line). Cyan dots correspond to models with fb = 0.1 and magenta dots
correspond to models with fb = 0.5. The upper set of dots is for simulations of
models that have eb = 0.8, the middle set have eb = 0.5, and the lower set have
eb = 0.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.7 Comparison of the analytic solution given by Equation (4.5) in the prograde case
(solid lines) with simulation results (dots) for the stationary tilt is of the planet
relative to the binary as a function of the semi-major axis of the planet a. The solid
lines have eb = 0.2 (blue line), 0.5 (black line), and 0.8 (red line). The upper set of
dots is for simulations of models that have eb = 0.8, the middle set have eb = 0.5,
and the lower set have eb = 0.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.8 Stationary inclination (is), critical minimum inclination (imin) for libration, and
critical maximal inclination for libration as a function of the binary eccentricity
with the planet orbiting at r = 5ab with different binary mass fractions fb =0.5
(upper panels) and 0.1 (lower panels) for the lower mass planet (left panels) and
the high mass planet (right panels). The dotted lines plot the results of numerical
simulations, while the solid lines are from the analytic model. The green dot-
ted lines show the boundary between the prograde circulating and librating orbits
while the blue dotted lines show the boundary between librating and retrograde
circulating orbits. The black dotted lines show is obtained from our simulations.
The magenta lines plot the analytic solutions for is from Equation (4.5). The red
lines plot the analytic solutions for imin from Equation (4.10) and the green solid
lines plot the analytic solutions for imin from Equation (4.11). . . . . . . . . . . . . 76
4.9 Same as Fig. 4.8 except that the planet is orbiting at r = 20ab and the blue dotted
line in the lower right panel shows the boundary between the polar libration and
the crescent orbits region for the high mass planet models. . . . . . . . . . . . . . 77
4.10 Comparison of the retrograde analytic solution given by Equation (4.5) with sim-
ulation results of Models G1 to H3 for the retrograde stationary tilt is of the planet
relative to the binary as a function of planet-to-binary angular momentum ratio j
with binary eccentricity eb = 0.2 (blue line), 0.5 (black line), and 0.8 (red line).
The six dots represent the simulation results with j = 1 and j = 2. The curves
reach is = 180
◦ at j = jcr given by Equation (4.4). . . . . . . . . . . . . . . . . . 77
x
5.1 Orbital stability as a function of initial planet separation a and initial inclination
i for initial φ = 90◦. The binary is equal mass, fb = 0.5, and the initial binary
eccentricity is eb = 0.2 (first row), 0.5 (second row), and 0.8 (third row). The
third body has mass mp = 10
−3 mb (first column), 5× 10−3 mb (second column),
and 10−2 mb (third column). The green and blue pixels represent prograde and
retrograde circulating orbits, respectively. The red pixels represent librating orbits
with initial inclination i < is while the purple pixels represent librating orbits with
initial inclination i > is. Each pixel represents simulations for six different values
of the true anomaly and the darker the colour, the more stable orbits. The white
pixels represent unstable orbits. . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.2 Same as Fig 5.1 except the binary mass fraction is fb=0.1. . . . . . . . . . . . . . 85
5.3 Same as Model C6 in Fig. 5.2 with the high accuracy IAS15 integrator and based
on the MEGNO indicator. The colour points are for MEGNO indicator < Y >
between 1.5 and 2.4 at a time of 5× 104Tb that suggests orbital stability. . . . . . . 88
5.4 Same as Fig. 5.1 except initial φ = 0◦. . . . . . . . . . . . . . . . . . . . . . . . . 92
5.5 Same as Fig. 5.2 except initial φ = 0◦. . . . . . . . . . . . . . . . . . . . . . . . . 93
5.6 Average escape time, tesc, as a function of planet semi–major axis a for a binary
system with binary mass fraction fb=0.5 and initial binary eccentricity eb = 0.2
(first row), 0.5 (second row), and 0.8 (third row). The third body has mass mp =
10−3 mb (first column), 5× 10−3 mb (second column), and 10−2 mb (third column). 95




In the universe, there are many systems which have more than two massive bodies. Most of
N -body problems (for N ≥ 3) do not have an analytical solution (Murray & Dermott 1999).
However, some of them can be solved by simulations while some of them we can find analytical
solutions with suitable approximations. Thus, we can apply those models to our solar system and
beyond to study N -body problems.
Our first study starts from the Earth, in Chapter 2. The most abundant element in the Earth’s
atmosphere is nitrogen. The present day nitrogen isotopic ratio, 15N/14N, in the Earth’s atmosphere
is a combination of the primitive Earth’s ratio and the ratio that might have been delivered in comets
and asteroids. Asteroids have a nitrogen isotopic ratio that is close to the Earth’s. This indicates
either a similar formation environment to the Earth or that the main source of nitrogen was delivery
by asteroids. However, according to geological records, the Earth’s atmosphere could have been
enriched in 15N during the Archean era (Jia & Kerrich 2004).
Several possible mechanisms may explain a high value of 15N/14N during the Archean era,
such as hydrodynamic escape of light isotopes or heterogeneous accretion of the Earth that forms
from material with 15N-depleted and then accretes a late veneer composed of chondritic material
and a minor contribution of 15N-enriched comets. However, these mechanisms are difficult to
quantify (Cartigny & Marty 2013; Javoy 1998; Marty 2012). It is most likely that to reach the
current nitrogen isotopic ratio of the Earth’s atmosphere or the 15N-enriched atmosphere in the
1
Archean era, there must have been some comets delivered to the Earth after the Earth formed and
differentiated (Jia & Kerrich 2004; Rice et al. 2018).
Comets could play important roles to explain the 15N-enriched atmosphere in the Archean era
because they have higher a 15N/14N ratio than the current atmosphere of the Earth. There is a
mechanism to explain enhancements of the isotopic ratio 15N/14N in the outer regions of the solar
system where comets formed at extremely low temperature. This region is far beyond the ammonia
and nitrogen snow lines which means abundant ammonia and nitrogen can condense there. Large
enhancements of the isotopic ratio 15N/14N can occur in cold, dense gas where CO is frozen out.
Particularly, if the temperature is around 7 − 10K, then the upper layers of the grains can be
enhanced in 15N by up to an order of magnitude (Rodgers & Charnley 2008). This mechanism
introduces an uncertain factor in the measured 15N/14N isotopic ratio in comets. Some comets
have an anomalous nitrogen isotopic ratio that is about twice the terrestrial ratio (Manfroid et al.
2009).
The next question is how a comet comes to inner solar system. This question can be answered
by mean motion and secular resonances with the planets in the solar system. Comets are perturbed
by resonances and it results in the great trek of comet. We use N -body simulations to show that
resonances can play a role in the delivery of comets to the Earth.
We then move on to the outer solar system, in Chapter 3, we focus on the formation of Galilean
satellites. For a sufficiently massive planet like Jupiter that forms in a protoplanetary disk, tidal
torques may open a gap within the disk (Lin & Pringle 1987). Gas continues to flow through the
gap and a circumplanetary disk forms(Artymowicz & Lubow 1996; Lubow et al. 1999; D’Angelo
et al. 2002; Bate et al. 2003b). The embryos of Galilean satellites could form in the circumjovian
disk. Besides, the tidal truncation from the Sun constrains the size of a circumjovian disk, which
2
is limited to be about 0.4 times the Hill radius (Martin & Lubow 2011). At this radius, the viscous
torque balances the tidal torque from the central star that removes angular momentum at the outer
edge of a circumplanetary disk. However, Galilean satellites around Jupiter lie within a small
radius and the outermost satellite, Callisto, is at 0.0345 RH. This compact configuration must be
explained either by the structure of the disk or the later satellite evolution.
Also noticeable is that there exists large difference in bulk density between the inner and outer
Galilean satellites, indicating that the water snowline plays an important role in their compositions.
Ganymede and Callisto, the two outer satellites, contain about 50 percent ice while the two inner
satellites contain much less (Kuskov & Kronrod 2005). The temperature of the snowline is around
170K if we ignore the effects of dust size and gas density (Hayashi 1981; Lecar et al. 2006). The
two outer Galilean satellites were likely formed outside the snowline since they accreted more
mass from water ice condensation. The partially differentiated structure of Callisto suggests that
its ice never fully melted and that the snowline radius was always inside of its orbit (Lunine &
Stevenson 1982; Schubert et al. 2004).
To solve both problems of mass deficiency and disk temperature, Lubow & Martin (2013)
suggested that a dead zone in a circumplanetary disk provides a quiescent and cool environment
suitable for icy satellite formation. Material in the disk interacts through viscosity that is thought
to be driven by the MRI (Balbus & Hawley 1991). This mechanism requires a sufficiently high
ionization level in the disk to operate. Protoplanetary disks are too cold and dense for the MRI to
operate throughout (Gammie 1996) and the situation is the same in circumplanetary disks because
of their relatively similar temperature but even higher densities than the local protoplanetary disk
(Lubow & Martin 2013; Fujii et al. 2017). The inner regions of a circumplanetary disk are hot
enough to be thermally ionized. However, farther from the planet, external sources such as cosmic
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rays and X-rays from the central star only ionize the surface layers, leaving a dead zone at the disc
mid-plane where the MRI can not operate (e.g., Gammie 1996; Gammie & Menou 1998). The
dead zone is a quiescent region where solids can settle to the disk mid-plane (e.g., Youdin & Shu
2002; Youdin & Lithwick 2007; Zsom et al. 2011). The surface density may also increase in the
dead zone due to the low viscosity. In the case of a protoplanetary disk, planetesimals may form in
such a quiescent region (e.g., Bai & Stone 2010; Yang et al. 2018). If the formation mechanism of
regular satellites is analogous to planet formation, then satellitesimals could form in the same way
in a circumplanetary disk.
We extend the work of Lubow & Martin (2013) who modelled a circumplanetary disk with a
dead zone in 1D and use two-dimensional simulation code, FARGO3D, that allow us to properly
take into account the tidal torque from the Sun.
Finally, in Chapter 4 and Chapter 5, we go beyond the solar system and investigate circumbi-
nary planets. Planet formation inside protoplanetary disks has be observed by different observa-
tions (e.g. Müller et al. 2018; Keppler et al. 2018) and there is at least one planet on average per
star from microlensing observations (Cassan et al. 2012). However, a planet can orbit around more
than a single star. For example, binary stars are also very abundant in the universe and half of
sun-like stars have a companion (Moe & Di Stefano 2017; Raghavan et al. 2010). A so-called
circumbinary disk forms around the binary at the early stage of the system. Because planets can
also form inside circumbinary disks, circumbinary planets naturally form.
The orbital dynamics and stability of circumbinary planet are complicated. Unlike a planet
orbiting a single star, a circumbinary planet has more complex interactions with the binary since the
three body problem cannot guarantee dynamically stable orbits for planets (Lam & Kipping 2018).
Furthermore, the Kozai–Lidov mechanism which is a dynamical effect in the three body system
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can make the angular momentum of the planet exchange periodically between its eccentricity and
inclination (Kozai 1962; Lidov 1962). Consequently, a high-inclination circumbinary planet could
undergo nodal precession or nodal libration (Farago & Laskar 2010; Doolin & Blundell 2011).
The formation of a high-inclination circumbinary planet can be explained by chaotic accretion
during the binary formation in turbulent molecular clouds (Bate et al. 2003a; Bate 2018; McKee &
Ostriker 2007). As a result, it may form a misaligned circumbinary disk with respect to the binary
orbital plane. Observations show that misaligned circumbinary disks appear common for wider
binaries (e.g. Brinch et al. 2016; Chiang & Murray-Clay 2004; Winn et al. 2004; Kennedy et al.
2012; 2019) and suggest that there is a break between alignment and misalignment of circumbinary
disks at orbital periods of about 30 days (Czekala et al. 2019). For short period binaries, period
< 20 days, 68% have aligned disks (within 3◦). Giant planets form while the gas disk is still
present (e.g., Lagrange et al. 2010) and thus it is likely that planets may form on misaligned orbits.
Thus, a giant planet in a misaligned disk in a binary system may not remain coplanar to the disk
(Picogna & Marzari 2015; Lubow & Martin 2016; Martin et al. 2016; Franchini et al. 2019a).
The eccentricity of the binary can also affect orbital dynamics and stability of circumbinary
planet (Sutherland & Fabrycky 2016). In addition, misaligned disks should be more common
around eccentric orbit binaries (Martin & Lubow 2017). Eccentric orbit binaries occur at longer
binary periods. Main sequence binaries are observed to be on circular orbits for periods up to
about 8 days due to tidal circularization (e.g. Raghavan et al. 2010). Binary eccentricities appear
somewhat limited for binaries with periods of less than about 30 days, likely due to the effects of
stellar tidal dissipation.
From The Open Exoplanet Catalogue (OEC) and NASA Exoplanet Archive, there are 25 cir-
cumbinary planets observed through transits by the Kepler mission. All of them are in orbits that
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are close to coplanar to their host binary orbits (Welsh et al. 2012; Orosz et al. 2012a;b; Kostov
et al. 2014; Welsh et al. 2015; Li et al. 2016; Kostov et al. 2016). All the Kepler transit de-
tected circumbinary planets orbit around a low eccentricity binary, except for Kepler-34b with a
binary eccentricity of 0.52 (Welsh et al. 2012; Kley & Haghighipour 2015). However, the observed
coplanarity may be a selection effect because these planets are found around binaries with smaller
orbital periods and generally low binary eccentricity. In addition, the Kepler data may contain
planets transiting non-eclipsing binaries and more inclined circumbinary planets may be found in
the future (Martin & Triaud 2014).
Binaries with longer orbital periods are expected to host planets with a wide range of inclina-
tions (relative to the binary orbital plane) because their planet forming disks have a wide range
of inclinations. But planets around longer period binaries are harder to detect by transit methods
because the transit probability is smaller and because the planet orbital period is longer. Eclipse
timing variations of the binary may be able to distinguish polar planets (those that are perpendicular
to the binary orbital plane) from coplanar planets (Zhang & Fabrycky 2019).
For a misaligned test (massless) particle circumbinary orbit about a circular orbit binary, its
nodal precession occurs around the binary angular momentum vector, but may be either prograde
or retrograde depending upon the initial particle inclination. The nodal precession about a circular
orbit binary is always circulating. That is, the longitude of the ascending node fully circulates over
360◦, since the nodal precession rate does not change sign. However for a binary with nonzero
eccentricity, a circumbinary test particle orbit with a sufficiently large inclination may undergo
libration. That is, the longitude of the ascending node covers a limited range of angles less than
360◦ and the nodal precession rate changes sign. In the test particle case, the angular momentum
vector of the test particle librates about the binary eccentricity vector (or binary semi-major axis)
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and undergoes tilt oscillations (Verrier & Evans 2009; Farago & Laskar 2010; Doolin & Blundell
2011; Naoz et al. 2017; de Elı́a et al. 2019). The minimum inclination required for libration
decreases with increasing binary eccentricity. This means that a test particle orbit with even a
small inclination can librate around a highly eccentric binary.
Misaligned low mass/angular momentum disks in and around around binaries can undergo
similar precession as a test particle (Larwood et al. 1996). Consequently, following the behavior
of test particles, a sufficiently misaligned low mass disk around an eccentric binary can precess
around the eccentricity vector, rather than the binary angular momentum and undergo tilt oscilla-
tions (Aly et al. 2015; Martin & Lubow 2017; 2018; Lubow & Martin 2018; Zanazzi & Lai 2018;
Franchini et al. 2019a). Dissipation within the disk leads to the eventual alignment, either coplanar
or polar aligned with respect to the binary orbital plane. In the polar aligned state, the low angular
momentum circumbinary disk lies perpendicular to the binary orbital plane and its angular mo-
mentum vector is along the binary eccentricity vector. The polar disk as well as the binary do not
undergo nodal precession. In the eccentric orbit binary, a disk that is evolving towards coplanar
alignment undergoes tilt oscillations as it does so (Smallwood et al. 2019). If the lifetime of the
disk is shorter than the disk alignment timescale of a planet-forming disk, then a planet may form
in a misaligned disk that is neither coplanar nor polar. Thus, a giant planet may have a misaligned
orbit around a binary system. The planet and the disk may not remain coplanar with each other
once the planet opens a gap in the disk (Picogna & Marzari 2015; Lubow & Martin 2016; Martin
et al. 2016; Franchini et al. 2020).
The mass of the circumbinary planet may play an important role in the orbital dynamics and
stability because the mass of the disk has a significant effect on the polar alignment. A disk with
mass is expected to evolve to a generalized polar state in which the inclination of the disk relative
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to the binary is stationary in a frame that precesses with the binary. A simplified model for the disk
with mass involves the orbit of a particle with mass. The particle orbit then corresponds to a ring
or narrow disk. In this stationary state, the disk inclination is less than 90◦ for a disk in a prograde
orbit (Zanazzi & Lai 2018; Martin & Lubow 2019).
In this work, we extend the three–body numerical simulations of a circular orbit, test (massless)
circumbinary particle performed by Doolin & Blundell (2011) by allowing the particle (planet) to
have nonzero mass. We first consider the third body (planet) to lie on a circular circumbinary orbit.
The dynamics of a circular orbit planet are similar to those of a narrow ring that in turn may be
indicative of a more extended disc with mass. Therefore, the results can also have implications for
the evolution of a circumbinary disk with nonzero mass. We found that there is a generalized polar
orbit whose inclination angle depends on the planet mass. This orbit is stationary in a frame that
precesses with the binary. Moreover, the orbital behavior of the planet is in good agreement with
the analytic results of Martin & Lubow (2019) that is based on the quadrupole approximation for
the binary potential Farago & Laskar (2010). However, the agreement breaks down for close-in
planets where the quadrupole approximation is less accurate. Thus, orbital stability is the other
issue in this study. Finally, We conclude our studies mentioned above in Chapter 6.
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CHAPTER 2
LATE DELIVERY OF NITROGEN TO EARTH
2.1 Protoplanetary disk evolution
The temperature of a protoplanetary disk generally decreases with distance from the central
star. A snow line marks the radial distance from the star outside of which the temperature drops
below the condensation temperature of a particular compound. The condensation temperature for
hydrated ammonia is about Tsnow,NH3 = 131K, and for hydrated nitrogen is about Tsnow,N2 = 58K
(Lodders 2003). In this Section we consider the evolution of these snow lines in a protoplanetary
disk. The snow lines determine where ammonia and nitrogen were incorporated in a solid form
into planetesimals that formed there.
Material in the disk interacts through viscosity that is thought to be driven by the magnetoro-
tational instability (MRI) that drives turbulence in the disk (Balbus & Hawley 1991). We first
consider the snow line radii in a steady-state fully turbulent disk model. However, protoplanetary
disks are thought to contain a region of low turbulence at the disk midplane, known as a ”dead
zone”, where the disk is not sufficiently ionized for the magnetorotational instability to operate
(e.g., Gammie 1996; Gammie & Menou 1998). Thus, we also consider how the presence of a dead
zone affects the evolution of the snow lines. We follow Martin & Livio (2014) and derive analytic


























Figure 2.1: Nitrogen (blue) and ammonia (green) snow lines as a function of accretion rate in a
steady state disk with M = M, T = 4000K, R = 3R, TN2,snow = 58K and TNH3,snow =
131K. The dashed lines show the snow lines with the fully MRI turbulent disk with αm=0.01. The
solid lines represent the snow lines in a disk in a self-gravitating dead zone.
2.1.1 A fully turbulent MRI disk
Material in an accretion disk orbits the central star of mass, M , with Keplerian velocity at radius
R with angular velocity Ω =
√
GM/R






where αm is the viscosity parameter (Shakura & Sunyaev 1973) and the sound speed is cs =√RTc/μ, where R is the gas constant, μ is the gas mean molecular weight and Tc is the mid-plane







(Pringle 1981). The surface temperature is determined through the balance of heating from viscous






Ω2 + σT 4irr (2.3)














(Chiang & Goldreich 1997), where T is the temperature and R is the radius of the star. The
mid-plane temperature is related to the surface temperature through
T 4c = τT
4
e , (2.5)








and the opacity is κ = aT bc . In our model, we take a = 0.0001 and b = 2.1 since dust dominates the
absorption properties of matter in the disk (Armitage et al. 2001).
The snow line radius in the disk is found by solving Tc = Tsnow. In our model, we assume
M = 1M, R = 3R and T = 4000K. There remains some uncertainty in the value of
the viscosity parameter (e.g. King et al. 2007). Observations of FU Ori show αm ≈ 0.01 (Zhu
et al. 2007) while from observations of X-ray binaries and cataclysmic variables, it is estimated
that αm ≈ 0.1 ∼ 0.4 (King et al. 2007). Since we consider young stellar objects, we assume that
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αm = 0.01 in a fully turbulent MRI disk.
We adapt the approximate analytical steady state solution of the CO snow line in Martin &
































































These are valid for relatively low accretion rates, Ṁ  10−8 M yr−1, where irradiation dominates
the viscous heating term.
The numerical values of the snow line radii in equations (2.7) and (2.8), for the standard pa-
rameters chosen, are uncomfortably small. The ammonia snow line lies inside of the main asteroid
belt while the nitrogen snow line lies within it. Fig. 2.1 shows the full numerical solution for the
snow line radii for nitrogen and ammonia in a fully turbulent disk as a function of the steady-state
accretion rate (dashed lines) found by solving Tc = Tsnow along with equations (2.3) to (2.5). This
exposes the problem with fully turbulent disks, in that the snow line moves in too close to the host
star during the low accretion rate phase when the disk is near the end of its lifetime (Garaud & Lin
2007; Oka et al. 2011; Martin & Lubow 2011; Martin & Livio 2014). This contradicts observa-
































Figure 2.2: Surface density at the snow line radius, R = Rsnow, in the steady state disk for the
nitrogen snow line radius (blue lines) and the ammonia snow line radius (green lines). The solid
lines are disks with self-gravitating dead zone and dashed lines, which lie on top of each other, are
fully MRI turbulent disks with αm = 0.01.
possible solutions to this problem, we consider a more realistic disk – one with a dead zone – in
following Section.
The dashed lines in Fig. 2.2 show the surface density at the snow line radius as a function of
the accretion rate. For low accretion rates, the surface density at the snow line radius becomes
very small, Σ  10 g cm−2. Assuming a gas to solid ratio of 100 (e.g. Bohlin et al. 1978; Hayashi
1981), the surface density of solid material is  0.1 g cm−2. In the fully turbulent disk model there
is little solid material available for planetesimal formation in the outer parts of the disk.
2.1.2 A disk with a dead zone
The MRI requires a sufficiently high level of ionization in the disk for it to operate. The inner
regions of a protoplanetary disk are hot enough to be thermally ionized where Tc ≥ Tcrit. The
critical temperature, Tcrit, is thought to be around 800K for activating the MRI (Umebayashi &
Nakano 1988). However, farther from the host star, external sources such as cosmic rays and X-
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rays from the central star ionize only the surface layers up to a critical surface density, Σcrit. The
value of the critical surface density is not well determined (Martin et al. 2012a;b). For T Tauri
stars, cosmic rays ionize a critical surface density of Σcrit ≈ 100 g cm2 (Gammie 1996). However,
this value could be much lower if we consider the chemical reaction of charged particles (Sano
et al. 2000). Bai & Goodman (2009) and Turner & Sano (2008) found that the MRI could operate
in the surface layer of a disk ionized by stellar X-rays with Σcrit ≈ 1 − 30 g cm−2. Where the
surface density is larger than this, Σ ≥ Σcrit, a dead zone forms at the disk mid-plane where the
MRI cannot operate (e.g. Gammie 1996; Gammie & Menou 1998).
In the dead zone layer, material builds up due to the lower viscosity and the small mass transport
rate. The disk becomes self-gravitating when the Toomre (1964) parameter, Q = cs Ω/ πGΣ is less
than the critical, Qcrit = 2. Then, a second type of turbulence, gravitational turbulence, is driven,





and the alpha parameter is
αg = αm exp(−Q4) (2.10)
(e.g. Zhu et al. 2010). The disk can reach a steady state with a self–gravitating dead zone (e.g.
Martin & Lubow 2013; 2014; Rafikov 2015). Martin & Livio (2012) found that the evolution of
the snow line is significantly altered in a time–dependent disk with a dead zone compared with
a fully turbulent disk model. The build up of material can lead to the disk being gravo-magneto
unstable (see the disk structure sketches in Martin & Livio 2013). The temperature in the dead
zone increases sufficiently for the MRI to be triggered there, leading to an accretion outburst.
However, the outer parts of the disk that we are interested in here remain in a steady state. Thus,
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we consider only steady state self-gravitating disk solutions in this work.
We follow Martin & Livio (2012) to obtain an analytic solution for the snow line radii assuming
that both the ammonia and nitrogen snow lines are in the self–gravitating part of the dead zone. The
disk has MRI active layers over a self-gravitating dead zone but we assume that Σ  Σcrit ≈ 0.





The accretion rate of the steady disk is








The term in brackets is constant for a fixed snow line temperature. This expression depends
sensitively on Q but Q is approximately constant in the range of accretion rates we use. We






M ′ = M/M, R
′
 = R/3R and R
′ = R/au. Then, we can solve equation (2.12) to calculate






























with x0,NH3 = 5.13× 1012. The equation
x = W (x) exp[W (x)] (2.16)
defines the Lambert function, W .





2 + σT 4irr. (2.17)
The mid–plane temperature of the disk is related to the disk surface temperature with equations (2.4)–
(2.6). In Fig. 2.1, the two solid lines show the snow line radii that are the solutions to Tc = Tsnow
with equation (2.17). The snow line radius in the disk model with a dead zone is farther from the
central star than in the fully turbulent disk model since the temperature of the disk is higher. With
a dead zone, for low accretion rates the snow line radius is insensitive to the accretion rate. The
self–gravitating dead zone prevents the snow lines from moving too close to the central star in the
late stages of disk evolution.
For lower accretion rates (Ṁ ≤ 10−8 M yr−1), irradiation dominates over the viscous heating






















































































The numerical values of equations (2.20) and (2.21) for our standard parameters are consistent
with the solid lines in Fig. 2.1 at low accretion rates.
The solid lines in Fig. 2.2 show the surface density of the disk with a self–gravitating dead zone
at the snow line radius, for nitrogen (blue line) and for ammonia (green line). The disk with the
dead zone has a roughly constant surface density with accretion rate, particularly for low accretion
rates. The surface density is much higher than even the maximum possible value for the critical
surface density that may be MRI active, Σcrit ≈ 200 g cm−2. Thus, our assumption of Σ  Σcrit
is justified. Furthermore, the surface density at the snow line radii is significantly higher in a disk
with a dead zone thus allowing for more solid bodies to form.
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For the low accretion rates expected at the end of the disk lifetime, the snow line radii for
nitrogen and ammonia in the solar system are both farther from the Sun than the main asteroid
belt. The ammonia snow line lies at about 9 au while the nitrogen snow line is at 12 au. Thus,
comets in the Kuiper belt are expected to form with significantly more nitrogen than asteroids in
the main asteroid belt. In the next Section we consider observational constraints from the isotopic
ratio of nitrogen, and estimate the fraction of the present Earth’s atmosphere that could have been
delivered by comets.
2.2 The delivery of cometary nitrogen to Earth
For the Earth’s atmosphere, the present ratio of 15N/14N is the combined result of the isotopic
ratio of the primitive Earth’s atmosphere, of asteroids and of comets. We follow the model of
Hutsemékers et al. (2009) to find the percentage of nitrogen that may have been brought to Earth
by comets.
The isotopic ratio in the present atmosphere is measured to be (15N/14N)t = 3.676× 10−3 (Junk
& Svec 1958). In contrast, the isotopic ratio of the primitive Earth, (15N/14N)p, is uncertain. Based
on the value of the ratio in enstatite chondrite-type material and measurement of the Earth’s interior,
we shall therefore consider the isotopic ratio of the primitive Earth’s atmosphere (15N/14N)p, to be
3.55 × 10−3 which reflects the ingredients of the Earth in the protosolar nebula (Cartigny et al.
1998; Cartigny & Marty 2013; Javoy et al. 1986; Jia & Kerrich 2004; Marty & Zimmermann 1999;
Murty & Mohapatra 1997).
The nitrogen isotopic ratio of the primitive Earth is very similar to that observed in asteroids,
thus we consider the nitrogen isotopic ratio of the present Earth as a mixture of that from comets
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and that from the primitive Earth’s atmosphere. The abundances of each isotope are equal to the










where n is the abundance and the subscripts p, c and t represent the primitive Earth, comets and
present Earth, respectively. The terrestrial isotopic ratio weighted by the relative abundances of

















(15N/14N)p − (15N/14N)c . (2.25)
This is the fraction of the nitrogen that was delivered to the Earth by comets compared to the total
amount of nitrogen in the atmosphere (Hutsemékers et al. 2009).
The isotopic ratio of nitrogen in comets is uncertain. McKeegan et al. (2006) analyzed COMET
81P/Wild2 grains returned by Stardust and found a bulk isotopic ratio that is close to the terrestrial
and chondritic value (15N/14N)c = 3.55 × 10−3 but most comets have a higher value. For comets
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measured remotely using optical-UV spectroscopy of CN and radio observations of HCN, the
isotopic ratio of nitrogen was found to be in the range of (15N/14N)c = 4.87 − 7.19 × 10−3
(Arpigny et al. 2003; Bockelée-Morvan et al. 2008a;b; Hutsemékers et al. 2005; Jehin et al. 2004;
Jehin et al. 2006; 2008; Manfroid et al. 2009). In our models, we consider (15N/14N)c values in the
range of 5.00− 7.00 × 10−3.
The current isotopic ratio of nitrogen in the Earth’s atmosphere is (15N/14N)t = 3.676 ×
10−3. The blue line in Fig. 2.3 shows that about 3 - 8 % of the Earth’s atmospheric nitrogen was
delivered by comets if no other processes have changed the isotopic ratio since the comets were
delivered. However, this current day isotopic ratio may be lower that of the Archaean atmosphere
which reflects the effect of the late heavy bombardment (LHB). Nitrogen content of the Archaean
atmosphere was brought to subduction zones (Mallik et al. 2018) and it results in the current
isotopic ratio of nitrogen in the Earth’s atmosphere.
If we consider the higher isotopic ratio of nitrogen in Archean Earth’s atmosphere of (15N/14N)t =
3.786 × 10−3 (Jia & Kerrich 2004), the yellow line in Fig. 2.3 shows that about 6 - 15% of the
Earth’s atmospheric nitrogen was delivered by comets.
In summary, if the isotopic ratio of nitrogen has not changed since the Archean era, the
cometary contribution of nitrogen is only about 5%. On the other hand, if in the Archean era,
the Earth has an enriched 15N atmosphere, the cometary contribution of nitrogen may be about 10
%.
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Figure 2.3: The fraction of the present Earth’s nitrogen that was delivered by comets, nc(N)/nt(N),
as a function of the cometary isotopic nitrogen ratio, (15N/14N)c. The blue line is the model with
the primitive Earth ratio of (15N/14N)p = 3.676 × 10−3 and the yellow line is the model with
(15N/14N)p = 3.786 × 10−3.
Figure 2.4: Top panel: The apsidal precession rate of a test particle as a function of semi–major
axis (solid lines) and the eigenfrequencies for the planets (horizontal-dotted lines) (see Table 2.1
for specific values). The intersection of the test particle’s precession rate with a planetary eigen-
frequency represents the location of a apsidal secular resonance. Bottom panel: The maximum
forced eccentricity of a test particle as a function of semi–major axis. The wider the gray region,
the more asteroids/comets will undergo resonant perturbations.
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2.3 Debris disk evolution
We now consider possible delivery mechanisms for nitrogen containing comets in the Kuiper
belt to collide with Earth. We first consider an analytic secular resonance model and then we use
N–body simulations to model the delivery of comets to the Earth.
2.3.1 Resonances in the Kuiper belt
In the context of the Kuiper belt, interior mean-motion resonances with Neptune generally pro-
duce scattering events from eccentricity excitations compared with exterior mean-motion reso-
nances that provide resonant capture of debris (Beauge & Ferraz-Mello 1994). Thus, we narrow
our investigation of a nitrogen transport mechanism to secular resonances rather than including
mean-motion resonances, since there are no interior mean-motion resonances within the Kuiper
belt. There are two types of secular resonances, apsidal and nodal. An apsidal resonance excites
eccentricity, while a nodal resonance excites inclination (Froeschle et al. 1991). Apsidal reso-
nances are the most important secular resonances for transporting material to the Earth, since the
comets remain in the orbital plane of the system’s solid large bodies with an increased eccentricity
and are more likely to collide with the Earth. Here, we apply a first-order secular resonance model
to the solar system to find all of the the apsidal resonance locations. We are particularly interested
in secular resonances that are outside of the ammonia snow line (at around 9 au at the end of the
gas disk lifetime, see Section 2.1) since objects outside of this location may contain large amounts
of nitrogen.
A secular resonance arises when the free precession rate of a test particle is equal to the eigen-
frequency of one of the planets (e.g. Froeschle & Scholl 1986; Yoshikawa 1987; Minton & Malho-
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tra 2011; Smallwood et al. 2018a;b). The planetary eigenfrequencies are obtained by calculating
the eigenvalues from the Laplace-Lagrange equations in the context of the generalized secular per-
turbation theory (see for example Murray & Dermott 1999). The eigenfrequencies for each of the
solar system planets are shown in Table 2.1. The free precession rate of a test particle with orbital











(Murray & Dermott 1999) where mj are the masses of the solar system planets, m∗ is the mass of
the Sun, b
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aj/a, if aj < a,






1, if aj < a,
a/aj, if aj > a.
(2.28)
The top panel of Fig. 2.4 shows the eigenfrequencies of the planets as horizontal dashed lines. The
test particle free precession rate is represented by the solid lines. Where the solid lines cross a
horizontal line there is an apsidal secular resonance.
We now consider the strength of the apsidal resonances. In the bottom panel of Fig. 2.4 we
show the forced eccentricity of a test particle in the solar system (for details on these calculations
see Murray & Dermott (1999) and Minton & Malhotra (2011)). Planetary debris that falls within
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Table 2.1: The apsidal eigenfrequencies for each of the solar system planets.










the high eccentricity parts of the gray-shaded regions undergoes eccentricity growth that leads to
ejection or collision with a larger object. In the context of nitrogen transport to Earth, the source of
nitrogen may originate from the Kuiper belt which extends roughly from 30 au to 50 au (Duncan
et al. 1995). The ν8 secular resonance is the most prominent secular resonance within the Kuiper
belt (Froeschle & Scholl 1986). It is produced when the free precession rate of the comets is
close to the eigenfrequency of Neptune. According to our linear secular resonance model, the
ν8 resonance is located at 40.9 au (the resonance location is based on first-order approximations)
which is consistent with the actual location of the resonance (Nagasawa & Ida 2000).
Populations of Kuiper belt objects that are in resonance suggest that Uranus and Neptune un-
derwent outward migration (Fernandez & Ip 1984; Malhotra 1993; 1995; Hahn & Malhotra 1999;
Tsiganis et al. 2005; Hahn & Malhotra 2005; Chiang & Jordan 2002; Chiang et al. 2003; Murray-
Clay & Chiang 2005; Morbidelli et al. 2007; Nesvorný 2015; Nesvorný & Vokrouhlický 2016).
During this dynamical phase, resonant bodies in the Kuiper belt were destabilized and there was
a sudden massive delivery of planetesimals to the inner solar system (e.g. Levison & Morbidelli
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2003; Gomes et al. 2005; Nesvorný et al. 2017). In particular, the ν8 secular resonance swept
through the inner parts of the Kuiper belt (Nagasawa & Ida 2000) and caused a large fraction of
the comets to acquire free precession frequencies similar to that of Neptune. Comets that origi-
nated or got ”bumped” into this sweeping resonance would have undergone increased eccentricity
excitations leading to collisions with Earth, allowing for the transport of nitrogen.
2.3.2 N–body simulations of Earth impacts
To study the delivery of comets to the Earth, we use the N -body simulation package, REBOUND,
to model the Kuiper belt including the Earth, the four giant planets and Sun in the solar system
(Rein & Liu 2012). We use a hybrid integrator called mercurius. This integrator uses WHFast
which is an implementation of a Wisdom-Holman symplectic integrator to simulation the long-
term orbit integrations of the planetary system. For close encounters of test particles and planets,
it switches smoothly to IAS15 which is a 15th-order integrator to simulate gravitational dynamics
(Rein & Spiegel 2015; Rein & Tamayo 2015). Thus, we can calculate the evolution of the Kuiper
belt for a duration of one hundred million years (Myr) quickly and precisely. In our simulation, we
take a snapshot every 0.1 Myr.
Comets interact with the Earth, the gas giant planets and the Sun due to gravitational forces
while there is no interaction between comets. The interaction time scale of some of the largest
asteroids are of the order of magnitude of the age of the Solar System (Dohnanyi 1969).
The obit of each comet is defined initially by six orbital elements, a, i, e, ω,Ω, ν. In our model,
we assume the semi–major axis, a, is distributed uniformly in the range amin = 38 to amax = 45 au
including the region of the ν8 secular resonance (see Fig. 2.4). The uniform distribution is given
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by
acomet = (amax − amin) × χr + amin (2.29)
(Lecar & Franklin 1997; Smallwood et al. 2018a) and χr is a randomly generated number between
0 and 1. The inclination, i, is randomly allocated in the range from 0◦ to 10◦ and the eccentricity,
e, is randomly allocated in the range from 0 to 0.1. The argument of periapsis, ω, the longitude of
the ascending node, Ω and the true anomaly, ν are all uniformly distributed in the range from 0◦ to
360◦.
The present-day orbital elements for each of the planets are set as the initial parameters for the
planets because the Solar system is stable over long time-scales (Duncan & Lissauer 1998; Ito &
Malhotra 2006). REBOUND queries those data automatically from NASA HORIZONS database.
A test particle that has a semi–major axis beyond 200 au is considered to be ejected.







where Mplanet is the mass of the planet and ap is the semi–major axis of the planet (Delsanti &
Jewitt 2006). The Hill radius for the Earth is 2 × 106 km. In principle, three Hill radii is the
range of the planet’s gravitational force and comets cannot remain on stable orbits within this
region (Gladman 1993; Chatterjee et al. 2008; Morrison & Malhotra 2015). The increased size of
the Earth artificially increases the rate of collisions with the Earth allowing us to simulate fewer
particles than would have been present in the early Kuiper belt.
Fig. 2.5 shows the initial eccentricity and semi–major axis distribution of 50,000 test particles.
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Figure 2.5: Initial distribution of semi–major axis and eccentricity of 50,000 test particles. Blue
dots are particles that collide with the Earth.
There are a total of 104 test particles that collide with the Earth within 100 Myr and the initial
conditions for these are shown by the blue dots. 70 of these test particles originate from the region
of the ν8 resonance around 40 − 42 au. The 3:2 and 5:3 mean motion resonances of Neptune that
are at 39.5 and 42 au also contribute a few of the collisions with the Earth.
On the other hand, a test particle that has semi–major axis a > 43 au is quite stable and the
region is regarded as the classic Kuiper belt objects and the final distribution of eccentricity and
semi–major axis of the comets in fig. 2.6 is roughly consistent with that observed scattered Kuiper
belt objects. However, there are still many particles in the inner region where a < 40 au. Current
observations show that this region is quite clear (see fig. 7 in Jewitt et al. 2009). Since we do not
consider the outward migration of Uranus and Neptune in our simulation, we do not reproduce this
clearing. The region of the ν8 resonance is not completely cleared out of comets yet. About 50%
of the test particles that were initially distributed in the region of the ν8 resonance are still in this
region.
Resonances in the Kuiper belt excite the eccentricities of the test particles and this increases
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Figure 2.6: Final distribution of semi–major axis and eccentricity of the test particles that remain
in the simulation.























Figure 2.7: Histogram of the number of collisions of comets with the Earth as a funciton of time.
There are 104 impact particles within 100 Myr.
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the chance of a close encounter with a planet. These close encounters result in outward or inward
migration of test particles. Once a test particle comes in to the inner solar system, the Earth has an
opportunity to capture it. Fig. 2.7 shows that particles begin colliding with the Earth after about 25
Myr and there are more than 4 impact particles every 5 Myr years after 30 Myr. In the next section
we use the results of our N–body simulation to estimate the amount of nitrogen that was delivered
to the Earth from the Kuiper belt.
2.3.3 Nitrogen delivery to the Earth
We now consider a simple calculation to scale our simulation result to calculate how much mass
may have been delivered to the Earth by comets. Most of the impacts come from the ν8 resonance
region and we focus on these. The fraction of comets that begin in the region we are interested
in 40-42 au, assuming a uniform distribution of the number of test particle in semi–major axis.
However, we inflated the size of the Earth to increase the possibility of a collision. Smallwood
et al. (2018a) calculated that the number of collisions is reduced by a factor of 800/5 if we shrink
the size of the Earth from its Hill’s radius to the radius of the Earth. Thus, the collision fraction
should be 3× 10−5 collisions per particle per 100Myr.
The initial mass of the Kuiper belt was at least 10 times the mass of Earth, M⊕ = 6 × 1027g
(Delsanti & Jewitt 2006). The amount of mass that originated in the ν8 resonance and collided
with the Earth is approximately 5 × 1023g in 100Myr. Because at the end of our simulation there
are still 50% of the original particles in the region of the ν8 resonance, we multiply the number of
collisions by a factor of 2 to find the mass to be ≈ 1× 1024 g. For comparison, the total mass that
was delivered to the Earth during LHB is estimated to be around 2× 1023− 2× 1024g by modeling
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the thermal effects of the LHB (Abramov et al. 2013). However, according to the constraint of
atmospheric 36Ar, Marty et al. (2016) estimated the cometary contribution to be about 2.0×1022 g.
This value is 2 orders of the magnitude lower than our estimate. However, we have not taken into
account the fact that a comet starts to sublime volatile when it enters the inner solar system. For
example, the dynamical lifetime of comet Halley is about 3000 perihelion passages or 0.2Myr
(Olsson-Steel 1988). It has lost about 0.4% of the total mass of the nucleus over the last 2,200 yr
(Schmude 2010). From observations, we have already found some small comets that have radius
< 0.4 km that have lost of most their mass (see table 9.4 in Fernández 2006). If we consider a
comet that has a nucleus radius of 1 km, the bulk density is 0.5 g cm−3 and the perihelion distance
is 1 au, the dynamical lifetime is less than 1000 orbits (see fig. 9.2 in Fernández 2006). Due to
the mass loss of comets, comets only possess 1 % to 10 % of their original mass when they collide
with the Earth. Thus, the mass delivered by comets in our model is in the approximate range of
1022 to 1023 g.
To calculate how much nitrogen could have been delivered in these comets, we use data of 16
comets from Le Roy et al. (2015); Paganini et al. (2012) to estimate the mean values of highest rel-
ative abundances of NH3 and HCN to be 0.7% and 0.28% with respect to water. Besides, in a recent
study, ROSINA measured the N2/CO ratio by mass to be 0.570 % on the comet 67P/Churyumov-
Gerasimenko and CO in this comet is about 10% with respect to water (Le Roy et al. 2015). Thus,
we use 0.057 % for the relative abundance of N2 with respect to water. H2O takes up 50% of the
composition of the comet by mass and thus the total mass of nitrogen from comets is estimated to
be in the range of 3.9 ×1019 to 3.9 ×1020g.
The total mass of the Earth’s atmosphere is 5.136× 1021g (Weast et al. 1989). Nitrogen makes
up 78 % of the composition of the current Earth’s atmosphere so that the mass of nitrogen in the
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atmosphere is 3.8 × 1021 g (Verniani 1966). If 10% of nitrogen was delivered by comets (see
Section 2.2) the mass of cometary nitrogen is 4× 1020g and our simulation is consistent with this
value.
Note also that here we only consider the contribution from the ν8 region. There would have
been additional collisions as a result of mean-motion resonances of Neptune (see fig. 2.5) and the
migration of Uranus and Neptune which we did not include in our simulation. In the Archaean
era, the partial pressure of nitrogen was at least 1.4 ∼ 1.6 times higher than today’s atmosphere.
Mallik et al. (2018) estimated this value by subtracting the net degassing flux of N from arcs and
back-arc basins (Hilton et al. 2002), mid-ocean ridges and intraplate-settings (Sano et al. 2001)
from the influx of N at subduction zones today. Due to N recycling efficiency, some nitrogen in the
Earth’s atmosphere was brought to the subduction zones and the deep mantle (Mallik et al. 2018).
However, there are some contradictory results that the partial pressure of the nitrogen in Archaean
atmosphere is similar or less than the present atmosphere’s based on different analyses of Archean
samples (Avice et al. 2018; Som et al. 2016). Consequently, it leaves some uncertainties and our
simulations cannot solve this problem.
2.3.4 Water delivery to the Earth
Because comets also contain a large amount of water, they deliver both nitrogen and water and
the D/H ratio in the Earth may also be changed. Since the D/H ratios of comets are much higher
than terrestrial water and enstatite chondrites do not contain large amount of water, it could be
used to constrain the contribution of water from comet to the Earth and it should be less than
about 10% (Bockelée-Morvan et al. 2004; Dauphas et al. 2000). Since water takes up 50% of a
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comet’s composition, we estimate the amount of water that delivered from comets and this value
is 5× 1021 ∼ 5× 1022g. The total mass of the water on the Earth is 1.35× 1024g. Therefore, the
water contribution from comets is just about 0.4% ∼ 4%. This value is more in agreement with
Marty et al. (2016) that states the cometary contribution of water is ≤ 1 %,whatever the reservoir
considered.
2.4 Discussion
Although it is not the main source of nitrogen in the Earth’s atmosphere, a significant fraction
of the present Earth’s nitrogen may have come from comets (about 5% ∼ 10%). The present
isotopic ratio of 15N/14N in the Earth’s atmosphere is a combination of the primitive Earth value
and the value contained in asteroids/comets that hit the Earth. With steady state protoplanetary
disk models that include a self–gravitating dead zone, we find that the ammonia and nitrogen snow
line radii were around 9 au and 12 au, respectively, at the end of the disk’s lifetime. Thus, comets
in the Kuiper belt probably contain a large amount of nitrogen. Besides, the Kuiper belt provides
an extremely cold environment where CO is frozen out and large enhancements of the isotopic
ratio 15N/14N occur there. Since the Earth’s atmosphere might be enriched in 15N in the Archean
era, the nitrogen in the Kuiper belt is a possible source.
Apsidal secular resonances played an essential role in bringing comets to the Earth. The most
prominent secular resonance in the Kuiper belt, the ν8 resonance, might have excited the eccen-
tricity of the comets. In the early stages of the solar system evolution, Uranus and Neptune both
underwent outward migration during which the ν8 resonance swept through comet-like objects
from the inner Kuiper belt to its present location at around 41 au. With numerical N–body simu-
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lations we have shown that comets around this region are scattered and may collide with the Earth
when they enter the inner solar system. The period of the LHB corresponds with the early Archean
era. During this time, the resonance most probably delivered comets and thus nitrogen to the
Earth. With the supplement of the late delivery of nitrogen to the Earth, the isotopic ratio 15N/14N
of the Earth’s atmosphere increased slightly. Our research quantifies the amount of nitrogen that is
delivered by comets.
Exoplanetary systems that contain both a warm and a cold debris belt (like the solar system)
may be common (e.g Moro-Martı́n et al. 2010; Morales et al. 2011). The outer debris disk is a po-
tential source of nitrogen to terrestrial planets in the inner regions. For example, the planetary and
debris disk system HR 8799 closely resembles that of the outer Solar system by having two mas-
sive debris disks that bracket four giant planets, with the outermost disk consisting of cold dust (T
∼ 45 K) (Marois et al. 2008). Investigating the delivery of nitrogen in such systems can contribute
to the understanding of the atmospheric properties of exoplanets and planetary habitability.
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CHAPTER 3
THE EVOLUTION OF A CIRCUMPLANETARY DISK WITH A DEAD ZONE
3.1 Circumplanetary disk model
We model a circumplanetary disk in 2D with FARGO3D that solves the hydrodynamical equa-
tions in the cylindrical coordinate system (R,φ) that is centered on the planet (Benı́tez-Llambay
& Masset 2016). The inner boundary is at Rin = 0.003RH and the outer boundary is at Rout =
1.0RH. RH is the Hill radius of Jupiter
In the radial direction we take 256 grid points distributed in logarithmic scale, and in the az-
imuthal direction we take 128 grid points at regular intervals. We set the mass of the planet Mp to
be one Jupiter mass, MJ, and the coordinate system corotates with the planet. Hence, we put a star
with mass M = 1M at an orbital radius of R = 14.3RH = 5.2 au, which revolves the center of






au ≈ 0.36 au. (3.1)
The initial surface density is set to be uniform and small, Σ = 0.001 g cm−2. The initial disk







where G is the gravitational constant.
The inner and outer radial boundaries have free flow boundary conditions. The density, energy
and radial velocity are copied from the last active zones to the ghost zones. Gas can only flow
out through the boundary and no gas can flow into the mesh from beyond the inner and outer
boundaries. Hence, the radial velocity in the ghost zones are set to be zero when it is toward the
active zone. The azimuthal velocities in the ghost zones are set to their local Keplerian velocities.
The energy equation in our model reads
∂e
∂t
+∇ · (ev) = −p∇ · v +Q+ −Q−, (3.3)
where e is thermal energy density (thermal energy per unit area), v is flow velocity, p is vertically
integrated pressure, Q+ is a heating source term and Q− is a cooling source term. From this
equation, each cell in the mesh grid gains or loses thermal energy because of flow advection,
compressional work, viscous heating, and radiative cooling, respectively. The heating term can be














(∇ · v)2, (3.4)
where ν is turbulent viscosity and τRR, τφφ and τRφ are the components of the viscous stress tensor
in radial-radial, azimuthal-azimuthal and radial-azimuthal directions. The cooling is determined
by black body radiation near the surface of the disc
Q− = σTe4, (3.5)
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where σ is the Stefan-Boltzmann constant and Te is the effective temperature. The effective tem-
perature is related to the mid-plane temperature, Tc, by
T 4c = τT
4
e , (3.6)








and the opacity is κ = aT bc , where Tc is in Kelvin. In our model, we take a = 0.02cm
2 g−1 and
b = 0.8 assuming that dust dominates the absorption properties of matter in the disk (Bell & Lin
1994; Zhu et al. 2009). The mid-plane disk temperature is derived from the internal energy via
e =
ΣRTc
(γ − 1)μ, (3.8)
where γ = 5/3 is the adiabatic index and R is the gas constant. Most of the mass of the disk is in
molecular hydrogen so the mean molecular weight is μ = 2.4 gmol−1 (Dutrey et al. 2014).
We adopt the layered disk model of Armitage et al. (2001) and assume a spatially varying
turbulent viscosity ν that depends on the local condition of the disk (see also Zhu et al. 2009;
Martin & Lubow 2011; Martin & Livio 2012). The critical surface density, Σcrit, and the critical
disk temperature, Tcrit, are the two constants we use to determine if a location is fully MRI active
or contains a dead zone, as discussed below.
The disk is ionized by external sources, such as cosmic rays or X-rays. For a lower disk surface
density, Σ < Σcrit, the gas is fully MRI active, where the ionizing sources can penetrate deep into
the mid-plane. However, the value of the critical surface density Σcrit is uncertain. For disks around
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T Tauri stars, at a radial distance less than 0.1 au where cosmic rays ionize effectively, the critical
surface density is Σcrit ≈ 100 g cm−2 (Umebayashi & Nakano 1981). If chemical reactions of
charged particles are taken into account, this value could be lower (Sano et al. 2000). The MRI
could operate in a disk ionized by stellar X-rays with Σcrit ≈ 1− 30 g cm−2 (Turner & Sano 2008;
Bai & Goodman 2009). In the circumjovian disk, Fujii et al. (2014) found the MRI can only be
sustained if the surface density is below 10 g cm−2 for the region around the Galilean satellites.
Due to the uncertainty, we let Σcrit be a free parameter that is in the range of 1− 10 g cm−2.
For disk temperature  800 K, collisional ionization of potassium makes the ionization fraction
increases exponentially with temperature (Umebayashi 1983) and thus we take this temperature to
be the critical above which MRI can operate. In other words, when T > Tcrit, the gas is fully MRI
active no mater how large Σ is. Therefore, if a region in a disk has Σ > Σcrit and T < Tcrit, a dead
zone around the mid-plane forms and the viscosity in the dead zone is much lower than that in a
fully MRI turbulent region because of the inefficient transport of angular momentum.
The viscosity in the fully MRI active parts of the disk is parametrized by the Shakura & Sun-
yaev (1973) α parameter
ν = αcsH, (3.9)
where the sound speed cs =
√RTc/μ and H is the vertical scale height of the gas. Observations
of FU Orionis suggested that α ≈ 0.01 (Zhu et al. 2007). Observations of X-ray binaries and dwarf
novae that have a fully turbulent disk gave an estimate of α ≈ 0.1− 0.4 (King et al. 2007; Martin
et al. 2019). MHD simulations found α ∼ 0.01 although those models depends on numerous
parameters such as the net magnetic flux (e.g., Hawley et al. 1995; Johansen et al. 2006; Yang
et al. 2009; Bai & Stone 2013), stratification (Davies et al. 2010; Bodo et al. 2014; Ryan et al.
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2017) and treatments of small-scale dissipation (Fromang et al. 2007; Oishi & Mac Low 2011;
Meheut et al. 2015; Walker et al. 2016). In this work, we assume the α parameter in a fully MRI
turbulent region to be 0.01. In regions with a dead zone, the viscosity is approximated with
ν = αdzcsH, (3.10)
where the parameter αdz is much smaller than α but may not be zero since there are several possible
mechanisms to drive turbulence in the dead zone. First, hydrodynamic instabilities such as the
baroclinic instability may operate in the dead zone (e.g., Klahr & Bodenheimer 2003; Petersen
et al. 2007; Lesur & Ogilvie 2010). A pressure gradient over surfaces of constant density can
generate vorticity leading to α ≈ 5×10−3 (Lyra & Klahr 2011). Second, shearing box simulations
showed that MHD turbulence generated in the disk surface layers can penetrate into the mid-plane
and exert a non-zero Reynolds stress there (Fleming & Stone 2003; Oishi et al. 2007; Turner et al.
2007; Oishi & Mac Low 2009; Okuzumi & Hirose 2011). Finally, self-gravity can also produce
turbulence in the mid-plane of the disk (e.g. Lodato & Rice 2004). The turbulence driven by
self-gravity can be up to α ∼ 0.1 (Shi & Chiang 2014). However, self-gravity is unlikely to play
a role in the circumplanetary disk (Martin & Lubow 2014) and we do not consider this effect in
our work. In any case, there are still some uncertainties for the turbulent transport in the dead zone
and we set the viscosity parameter in the dead zone to be a constant in the range of αdz = 10
−5 to
10−3.
We note that the region of the disk with a dead zone should ideally be modelled with a vertically
varying α viscosity parameter (e.g. Pierens & Nelson 2010) based on fits to MHD simulations (e.g.
Okuzumi & Hirose 2011; Gressel et al. 2011; Uribe et al. 2011; 2013). However, since we use 2D
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simulations in R − φ, we do not model the vertical structure of the disk. Instead, we consider α
as a density-weighted, vertically integrated quantity to model the radial flow through the disk (e.g.
Suzuki et al. 2010; 2016) and leave it as a free parameter (Section 3.3.3 ). This approximation
is reasonable as long as the column density of the active layer is much smaller than the column
density in the dead zone layer. Since the active layer is generally small (e.g. Martin et al. 2012a;b;
Fujii et al. 2014), this approximation does not significantly affect the disk mass in our steady-state
models. In the case of a much smaller dead zone size, our models represent the upper limit to the
disk mass.
We note that density waves in the circumplantary disk can also drive disk accretion. Zhu et al.
(2016) found that the tidal torque from the Sun can excite spiral density waves in the circumjovian
disk and it results in shocks that transport angular momentum through the disk. Thus, the effective
viscosity parameter in a dead zone may be larger than αdz. Their simulations showed that the
effective viscosity value is in the range 10−4 ≤ αeff ≤ 10−2 in a circumjovian disk. In our 2D
simulations, the tidal torque is self-consistently included and may produce a comparable αeff in the
disk.
To model the mass accretion from the protoplanetary disk onto the circumplanetary disk, we
continuously deposit gas mass at a constant rate over all values of φ at a radius of Radd = 0.33
RH which is the radius determined by the angular momentum of the material that falls into the
Hill sphere (Quillen & Trilling 1998; Estrada et al. 2009). We assume that the mass infall rate
Ṁ is similar to that in a protoplanetary disk and hence we consider Ṁ in the range of 10−11 −
10−9Myr−1 (Bate et al. 2003b; Lubow & D’Angelo 2006; Ayliffe & Bate 2009; Zhu et al. 2016)
(See Lubow & Martin (2012) for more discussion).
The fully MRI turbulent disk may evolve differently compared to a disk with dead zone. Strong
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Table 3.1: The parameters of the simulations. Column 1 is the name of the simulation. Column
2 is the mass infall rate on to the circumplanetary disk. Column 3 is the critical surface density.
Column 4 is the viscosity α parameter in MRI active regions. Column 5 is the viscosity parameter
in the dead zone, αdz. Column 6 is the simulation end time. Column 7 is the mass of the disk at the
end of the simulation. Column 8 is the snow line radius at the end of the simulation. The resolution
(R,φ) in all model is (256,128) except mode H1 has double resolution in both R and φ.
Model Ṁ Σcrit α αdz Simulation time Mass of disk Snowline radius
(M yr−1) (g cm−2) (yr) (MJ) (RH)
S1 10−9 - 0.01 - 3000 2.0× 10−4 7.0× 10−2
S2 10−10 - 0.01 - 3000 4.3× 10−5 2.5× 10−2
S3 10−11 - 0.01 - 3000 5.2× 10−6 7.0× 10−3
D1 10−10 1 0.01 10−4 10000 3.9× 10−4 2.4× 10−2
C1 10−10 10 0.01 10−4 10000 4.0× 10−4 2.5× 10−2
A1 10−10 1 0.01 10−3 10000 1.8× 10−4 2.9× 10−2
A2 10−10 1 0.01 10−5 10000 5.2× 10−4 2.7× 10−2
M1 10−9 1 0.01 10−4 4000 1.0× 10−3 6.8× 10−2
M2 10−11 1 0.01 10−4 17000 1.4× 10−4 5.7× 10−3
H1 10−10 1 0.01 10−4 6300 3.9× 10−4 2.3× 10−2
turbulence leads to a lower surface density and a higher temperature. Thus, it may result in satellites
being hard to form in a disk. In the next two sections we describe the results of fully MRI turbulent
disk simulations and then our disk models with a dead zone. In Table. 3.1, we summarized all of
the simulation parameters.
3.2 Fully MRI turbulent disk models
First we consider fully MRI turbulent disk models with α = 0.01 everywhere. Fig. 3.1 shows
the total mass of each disk as a function of time for three different infall accretion rates, Ṁ =
10−9 M yr−1 (model S1), Ṁ = 10−10 M yr−1 (model S2) and Ṁ = 10−11 M yr−1 (model S3).




























Figure 3.1: The total mass of the fully MRI turbulent disk models S1(Ṁ = 10−9 M yr−1),









































Figure 3.2: Steady-state, fully MRI turbulent circumplanetary disk models with mass infall rates
Ṁ = 10−9 (blue lines), 10−10 (orange lines) and 10−11 M yr−1 (green lines) at time t = 3000 yr.
Left panel: Surface density. Right panel: Temperature. The black dotted line is the critical tem-
perature Tcrit = 800K and the purple dotted line is the snowline temperature, Tsnow = 170K.
The four red dots represent the orbital locations of Io (R = 0.0077 RH), Europa (R = 0.0123 RH),
Ganymede (R = 0.0196 RH) and Callisto (R = 0.0345 RH).
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Figure 3.3: Surface density of steady-state, fully MRI turbulent disk at time t = 3000 yr (S2 model
with infall accretion rate Ṁ = 10−10 M yr−1). The sun is 5.2 au away (14.3 RH) on the right hand
side of the figure.
the mass accretion from the outer disk. The disk temperature also increases due to viscous heating
(Eq. 3.4). The viscosity increases with increasing disk temperature and the disk spreads outwards
until the disk reaches a quasi-steady state.
Fig. 3.2 shows the surface density and temperature profiles at time t = 3000 yr. The disk
spreads outwards but around a radius of about 0.4RH, where the tidal torque from the Sun exceeds
the viscous torque. Consequently, the tidal torque truncates the disk there (see also Martin &
Lubow 2011).
These simulations show that a fully MRI turbulent disk model is inadequate to explain the
formation of the Galilean satellites. The higher the infall accretion rate, the larger the mass of the
steady disk. For the highest mass infall rate Ṁ = 10−9 M yr−1 (model S1), the total gas mass
of the disk is comparable with the total mass of the Galilean satellites(∼ 2 × 10−4MJ). The solid
mass density in the disk is much smaller than the mass of the satellites since the dust-to-gas ratio
in a protoplanetary disk is only 1 - 10% (e.g. Soon et al. 2019). Dust drifts from the outer gap
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region of a protoplanetary disk and the positive gas pressure gradient produced by the gap dams
most of the pebble-sized dust. Because most dust has already grown to the size of pebbles when
it reaches the region around gas giants, it is dammed at the outer edge of the gap (Lambrechts &
Johansen 2012; Okuzumi et al. 2012; Sato et al. 2016). Thus, the dust-to-gas mass ratio is thought
to be < 1 % in a circumplanetary disk (Adachi et al. 1976; Zhu et al. 2012). Furthermore, the
disk temperature is above the snowline temperature within the region of the Galilean satellites and
therefore the temperature is too hot to explain the formation of icy satellites.
On the other hand, for the lower mass infall rates Ṁ  10−10 M yr−1 (models S2 and S3),
the temperature around the orbital location of Callisto is below the snowline temperature, and
water ice may condense there. However, the total masses in these two models (4.3× 10−5MJ and
5.2 × 10−6MJ) are not high enough for the Galilean satellites to form and grow to their current
masses.
Fig. 3.3 shows the surface density of model S2 in 2D at time t = 3000 yr. Our models show
prominent density wave structures in the circumplanetary disk that are not present in the 1D models
of Canup & Ward (2002) and Lubow & Martin (2013). The density waves are excited in the vicinity
of the Lindblad resonance due to the tidal torques from the Sun, and torques are exerted on the disk
at radii where the waves damp (Goldreich & Tremaine 1979).
Because the fully MRI turbulent disk is either not sufficiently massive or too hot to explain
the formation of the Galilean satellites in situ, we now consider disk models with dead zones that










































Figure 3.4: Left: Surface density of the models with a dead zone. Right: disk temperature of the
models with a dead zone. The horizontal black dotted line is the critical temperature Tcrit = 800K
and the horizontal purple dotted line is the snow line temperature, Tsnow = 170K. The red dots
show the location of the four Galilean satellites. The snapshots are shown at 10000 yr for D1, C1,
A1 and A2, 3800 yr for M1 and 170000 yr.
3.3 Disk models with a dead zone
In this Section we first consider the evolution of a fiducial disk model with a dead zone and
then we vary different disk parameters to understand their effects on the disk evolution and satellite
formation.
3.3.1 Fiducial disk model with a dead zone
We use a fiducial model (model D1) with the same parameters as model R9 in Lubow & Martin
(2013) except αdz = 10
−4 and Σcrit = 1 g cm−2. The mass infall rate is Ṁ = 10−10 M yr−1 and
α = 0.01. The blue lines in Fig. 3.4 show the surface density and the temperature profiles of the
disk at time t = 10000 yr. The blue line in Fig. 3.5 shows the evolution of the total disk mass in
time. The dead zone builds up in mass and expands outwards. Due to the tidal torque, the disk
is truncated around 0.4RH. The steady state mass of the disk is almost an order of magnitude






















Figure 3.5: The total mass of the disk for dead-zone models D1, C1, A1, A2, M1 and M2 as a
function of time.
temperature of the disk remains similar to that in model S2.
The tidal torque increases the effective viscosity in the dead zone. Due to the density waves,
the disk forms five local peaks in surface density. More specifically, those peaks are formed due to
some nonlinear properties of the spirals which are related to the m=2 lindblad resonances. They
roughly correspond to where the torque density is highest, but themselves are not spirals. There-
fore, the depth of the density peak has no direct association with the intensity of the spiral.
Satellitesimals may be trapped and grow in the peaks. The temperatures of two outer peaks
are below the snowline temperature and provide an ideal environment to form Ganymede and
Callisto with abundant water ice. Eventually, satellitesimals at the outer peaks migrate inward
to the current locations of Ganymede and Callisto. On the other hand, the two inner peaks have
temperatures above the snowline temperature. This may explain why Io and Europa contain no
water ice or only a little water ice. Thus, the temperature difference between inner peaks and outer
peaks can result in the different compositions for the inner and outer Galilean satellites.
The total mass of the disk approaches a steady state value. Thus, even though there is a dead
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zone within the disk, material is able to flow through it because of the effective viscosity driven
by the tidal torques. Material does not continue accumulating in the dead zone as it did in the 1D
models of Lubow & Martin (2013). There is a limit to the amount of mass that the circumplanetary
disk may contain even with a dead zone. In this model we do not expect outbursts to occur where
the MRI is triggered in the dead zone since there is no local peak in the temperature profile that
can reach the critical temperature. The total mass of the steady state gas disk is comparable to the
total mass of the Galilean satellites (about 4 × 10−4MJ).
3.3.2 Effect of the critical surface density
In this section, we consider how the critical surface density below which the gas is sufficiently
ionized by external sources for the MRI to operate affects the circumplanetary disk evolution. We
run a simulation with the same parameters as our fiducial disk model but with a higher critical
surface density Σcrit = 10 g cm
−2. The orange lines in Fig. 3.4 and in Fig. 3.5 show the surface
density and the disk temperature profiles in steady state and the evolution of total disk mass of
model C1. The surface density is similar to that of the fiducial model D1 because the surface
density in the steady state is much higher than the critical surface density and the dead zone is
largely unaffected. Therefore, the total mass of the disk is similar to model D1. The innermost
region of the disk (r ≤ 10−2RH) has a higher disk temperature than in model D1 and is slightly
depleted, but most of the disk is similar. Thus, the critical surface density has little influence for
the circumplanetary disk evolution unless the critical surface density is too high for a dead zone to
form in a circumplanetary disk.
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3.3.3 Effect of the viscosity in the dead zone αdz
We now explore the effect of changing the viscosity in the dead zone. This viscosity may be
induced by hydrodynamic instabilities or perturbations driven by the surface turbulent layers
Higher αdz
Model A1 has the same parameters as the fiducial model except for a larger αdz = 10
−3. The green
lines in Fig. 3.4 and in Fig. 3.5 show the surface density and the disk temperature profiles in steady
state and the evolution of the total disk mass of model A1. The surface density and the disk mass
are lower than the fiducial model by a factor of about 2.5 due to the larger αdz that allows material
to be transported efficiently and prevents the disk surface density from building up. In addition,
there is no density bump in this model as a result. The temperature profile is similar to that in
model D1 but is smoother. The temperature around Callisto is below the snowline temperature but
the disk around Ganymede has higher temperature than the snowline temperature. For Ganymede
and Callisto, they could form in the outer dead zone where abundant water ice exists and then
migrate inward to their current locations. However, the disk mass in this model is much too low
for the satellites to form.
Lower αdz
Model A2 has the same parameters as the fiducial model D1 except a smaller αdz = 10
−5. The red
lines in Fig. 3.4 and in Fig. 3.5 show the surface density and the disk temperature profiles in steady
state and the evolution of the total disk mass of model A2. There are six density bumps in the
surface density profile and the amplitudes of them are more prominent than those in the fiducial
model. The structure is similar to low disk accretion rate models in Zhu et al. (2016) which are
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inviscid (see thier figure 5). Due to the smaller αdz, the total mass of the disk is 5.2× 10−4 MJ and
is slightly higher than the fiducial model. The temperature profile is similar to the fiducial model
even though the disk has a smaller αdz because the effective α viscosity driven by the density
waves is comparable to 10−4. The three outer peaks are below the snowline temperature. Thus,
satellitesimals may be trapped and grow in those peaks which may be an ideal environment for ice
satellites. However, the total mass of the disk remains too small for the disk to have sufficient solid
mass to form the satellites.
3.3.4 Effect of the mass infall rate
Higher mass infall rates
Model M1 has the same parameters as our fiducial disk model but with a higher mass infall rate
of Ṁ = 10−9 M yr−1. The purple lines in Fig. 3.4 and in Fig. 3.5 show the surface density and
the disk temperature profiles in steady state and the evolution of the total disk mass of model M1.
The disk reaches a steady state after a time of about 1800 yr. The total disk mass is almost an order
of magnitude higher than the fiducial model and about three that of the Galilean satellites. The
dead zone forms farther out than the fiducial model, outside of the orbit of Europa. There are three
density bumps in the dead zone. However, the temperature is too high for water ice to condense
around Ganymede and Callisto in the innermost density bump. If the two outer Galilean satellites
can form in the outer two peaks, they might be able to condense water ice there since the disk
temperature there is lower than that at their current locations. This scenario is similar to model A
of the Galilean satellites formed by pebbles in Shibaike et al. (2019) in which three outer Galilean
satellites formed in order at the disk radius 0.065RH and then migrated inwards to their current
48
locations. The second density bump is close to the snow line temperature. It may help to explain
the melted structure of Ganymede. They would then migrate inward to their current locations.
There are no accretion outbursts even in the disk with high mass infall rate, in contrast to
previous 1D simulations (Lubow & Martin 2012). The outburst can only occur if sufficient material
is able to build up in the dead zone to drive viscous heating and trigger the MRI. However, because
the tidal torque drives an effective viscosity in the dead zone, the disk reaches a steady state rather
than continues to increase in mass.
Lower mass infall rates
Model M2 has the same parameters as the fiducial model except a lower mass infall accretion rate
of Ṁ = 10−11 M yr−1. The brown lines in Fig. 3.4 and in Fig. 3.5 show the surface density
and the disk temperature profiles near the end of the simulation and the evolution of the total disk
mass of model M2. Because the disk is still building up at 17000 yr, the surface density profile
and total disk mass are lower than fiducial model by a factor of 3. The disk temperature is much
lower than the fiducial model and the whole region around Galilean satellites is below the snowline
temperature. However, extrapolating the brown line in Fig. 3.1, it takes about 105 yr for the disk
to reach the mass of the disk of model D1. Due to the longer timescale of build up of the disk, it is
even more difficult to explain the formation of Galilean satellites in this model.
Effect of the resolution
Numerical viscosity could modify the accretion rate on to the disk significantly (e.g. Kley 1999;
Ochi et al. 2005). To investigate the effect of the resolution, we run the fiducial model (D1) with
double the resolution in both R and φ in model H1, with otherwise the same parameters. Because
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this simulation is more expensive than others, we just run it to t = 6300 yr. To make a clear
comparison, the upper two panels of Fig. 3.6 show the density and temperature profiles of models
D1 and H1. They are shown at the same instant of time t = 6300 yr. The surface densities of the two
models are similar to each other except that density bumps of model H1 are slightly shallower than
model D1. The temperatures of the two models are also similar to each other but the temperature
of model H1 is slightly higher than model D1 within R  0.02. The lower panel of Fig. 3.6 shows
the evolution of the total disk mass of models D1 and H1. There is a turning point at t ∼ 4000
yr on the black line, indicating that the disk of model H1 begins to reach a quasi-steady state. It
appears that the evolution of the total disk mass of model H1 converges to that of model D1 when
extrapolated with time. Thus, despite using a low resolution in the outer disk in our simulations,
the effect of numerical viscosity is not significant and the results from our steady-state models
should be representative.
3.4 Discussion
In this chapter, we have modelled the evolution of a circumplanetary disk and drawn some
conclusions about satellite formation. We have found that a circumplanetary disk model with a
dead zone does not contain sufficient material to form the Galilean satellites all at once. Canup
& Ward (2002) suggested that a solution to this problem is that the solid material does not need
to be present all at once, but needs to be processed through the disk over time. Hydrodynamical
simulations suggest that the material that flows on to the circumplanetary disk comes from the
upper layers of the protoplanetary disk (Machida et al. 2008; Tanigawa et al. 2012; Morbidelli























































Figure 3.6: Upper and middle panels: The surface density and disk temperature of models D1 and
H1 similar to Fig. 3.4 except that they are shown at the same time of t = 6300 yr. Lower panel:
The total mass of the disk for dead-zone models D1 and H1 as a function of time.
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& Mellema 2006; Paardekooper 2007; Birnstiel et al. 2011) and thus it is difficult to build up
sufficient solids to form the Galilean satellites in this way.
Furthermore, we have not included satellite-disk interactions that should be taken into account
when satellitesimals form and grow in the circumplanetary disk (Ward 1997; Lubow & Ida 2010).
In the high surface density disk, the orbit of the growing satellitesimal may undergo type-I or
type-II migration by satellite-disk interactions (Goldreich & Tremaine 1980). The type-I migra-
tion time-scale can be quite short for the Galilean satellites, around 102 yr (Canup & Ward 2002).
However, in a recent study, the Galilean satellites can lock into mean motion resonances during
their migration and their orbits become stable after 104 yr (Moraes et al. 2018). Besides, the
dead zone allows a lower-mass object to open a gap which leads to a much slower type-II migra-
tion, because the viscous gap-opening criterion is proportional to α (Goldreich & Tremaine 1980).
Moreover, satellitesimals may have much longer time scales of type-I migration due to uncertain
corotation torque (see, e.g., Baruteau et al. 2014). For Callisto, to release the gravitational binding
energy to prevent the interior temperature from heating to the water sublimation temperature, the
migration time scale should be > 105 yr (Canup & Ward 2002).
Lindblad resonances may play a role when a satellite opens a gap in the disk (Canup & Ward
2002; Lubow & Martin 2013). Once a planet opens a gap, the excitation of the eccentricity of the
planet due to the first-order Lindblad resonance has been widely studied (Goldreich & Sari 2003;
Ogilvie & Lubow 2003) and this resonance is sensitive to how clean and large the gap is. Nev-
ertheless, at late times when the accretion rate falls off, Ṁ  10−11 M yr−1, the surface density
around the Galilean satellites may drop to less than the critical density, thus the disk becomes fully
MRI turbulent and masses of satellitesimals may not reach the gap-opening criterion. The available
gas at this stage may be sufficient to damp eccentricities developed (Lubow & Martin 2013) and
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the evidence that the Galilean satellites have low eccentricities (<0.01) show those satellites have
never undergone large excitations. Moreover, to prevent the high temperature around the innermost
region of the dead zone, the Galilean satellites may form farther out than their current locations
and then migrate inwards later on. In future work, we will use N -body simulations to test whether
satellitesimals can survive in different models and migrate inward to their current locations.
Gressel et al. (2013) used 3D global hydrodynamic simulations and found that a circumplan-
etary disk may be tilted to the orbital plane of the planet by up to about 10◦. A tilted disk may
affect the accretion of material on to the circumplanetary disk. However, in our simulations we
have added the material at a radius corresponding to its angular momentum and thus the location
of the mass deposition is unaffected by the disk tilt. Accretion of material may still be in the plane
of the orbit of the planet and thus accretion causes a damping of the tilt. Another difference with a
tilted disk is that the tidal torque decreases with tilt. The torque is weakened by a factor of about
two for a disk inclination of i = 30◦ and by a factor of about 20 for i = 90◦ (Lubow et al. 2015).
Therefore, a misaligned circumplanetary disk tends to have a larger radius than an aligned disk
(see also Miranda & Lai 2015). This may lead to a slight increase in the mass of the circumplane-
tary disk. We do not expect significant warping to occur in a circumplanetary disk since the sound
crossing timescale is much less than the nodal precession timescale (e.g. Larwood et al. 1996; Lar-
wood & Papaloizou 1997; Martin et al. 2014). The tilt of the disk may be higher for lower mass
gap-opening planets (Gressel et al. 2013) and their circumplanetary disk may be unstable to tilting
as a result of the tidal interaction in the absence of accretion on to the disk (Martin et al. 2020).
Since the Galilean satellites are nearly coplanar to Jupiter’s orbit around the Sun, it is likely that
the circumplanetary disk around Jupiter was close to coplanar.
The mass accretion rate of a circumplanetary disk can be used to predict the radiation flux
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of a circumplanetary disk. With mock observations, ALMA may detect circumplanetary disks of
Jupiter-mass planets at high mass infall rates (Szulágyi et al. 2018; Zhu et al. 2018). The low mass
infall rate models in Lubow & Martin (2012) showed that the scale of mass accretion rates are
four or five orders of magnitude higher during the outburst phase. However, our models, which
include a dead zone and the effect of the tidal torque that drives additional mass transport, show
that circumplanetary disks are quite stable and reach a steady state. Thus, if accretion outbursts




ORBITAL DYNAMIC OF CIRCUMBINARY PLANETS
4.1 Three–body simulation set–up
To study the evolution of a third body orbiting around an eccentric binary star system, we use
the N -body simulation package, REBOUND. We use a WHfast integrator which is a second order
symplectic Wisdom Holman integrator with 11th order symplectic correctors (Rein & Tamayo
2015). We solve the gravitational equations for the three bodies in the frame of the center of mass
of the three–body system. The central binary has components of mass m1 and m2 with total mass
mb = m1+m2 and the mass fraction of the binary is fb = m2/mb. The orbit has semi–major axis
ab, the magnitude of the eccentricity of the binary is eb and the orbital period of the binary is Tb.
The Keplerian orbit of the planet with mass mp around the center of mass of the binary is defined
initially by six orbital elements, its semi-major axis a, inclination i, eccentricity e, longitude of the
ascending node φ, argument of periapsis ω, and true anomaly ν. Since the planet orbit is initially
circular, we set as initial conditions e = 0 and ω = 0. We take ν=0 and φ = 90◦ initially in our
suites of simulations. We vary the planet mass, initial inclination and semi-major axis of its orbit.
Note that the binary orbit is not fixed since the binary feels the gravity of the massive third body.
In order to plot the results, we work in a frame defined by the instantaneous values of the
eccentricity and angular momentum vectors of the binary, eb and lb respectively. The frame defined
by the binary has the three axes eb, lb × eb, and lb. Denoting the planet angular momentum as lp,
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Table 4.1: Parameters of the simulations in this chapter. The first column contains the name of the
model, the second and third columns indicate the binary mass fraction and initial eccentricity. The
fourth and fifth columns represent the mass of the planet in units of mb and the distance of the
planet with respect to the center of the mass in units of ab respectively.
Model fb eb mp/mb r/ab
A1 0.5 0.2 0.001 5
A2 0.5 0.5 0.001 5
A3 0.5 0.8 0.001 5
B1 0.1 0.2 0.001 5
B2 0.1 0.5 0.001 5
B3 0.1 0.8 0.001 5
C1 0.5 0.2 0.01 5
C2 0.5 0.5 0.01 5
C3 0.5 0.8 0.01 5
D1 0.1 0.2 0.01 5
D2 0.1 0.5 0.01 5
D3 0.1 0.8 0.01 5
E1 0.5 0.2 0.01 20
E2 0.5 0.5 0.01 20
E3 0.5 0.8 0.01 20
F1 0.1 0.2 0.01 20
F2 0.1 0.5 0.01 20
F3 0.1 0.8 0.01 20
G1 0.5 0.2 0.056 20
G2 0.5 0.5 0.050 20
G3 0.5 0.8 0.034 20
H1 0.5 0.2 0.116 20
H2 0.5 0.5 0.102 20
H3 0.5 0.8 0.070 20
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we determine the inclination of its orbital plane relative to the binary through
i = cos−1(l̂b · l̂p), (4.1)
where l̂b is a unit vector in the direction of the angular momentum of the binary and l̂p is a unit
vector in the direction of the angular momentum of the particle. The inclination of the binary
relative to the total angular momentum l is
ib = cos
−1(l̂ · l̂b), (4.2)
where l̂ is a unit vector in the direction of the total angular momentum (l = lb + lp). Similarly, we
determine the phase angle of the particle in the same frame of reference through
φ = tan−1
(




In the next sections, we vary masses and orbital properties of the binary stars and planets and
describe the binary and planet orbital evolution. We first ran some test particle simulations with the
planet mass set to zero in order to verify that our results are in agreement with the results presented
in Figure 2 in (Doolin & Blundell 2011). We then performed a set of simulations for various
values of the mass of the planet from mp = 0.001mb to mp = 0.01mb and its orbital radius from
r = 5 ab to r = 20 ab. We also explored the effect of different initial binary eccentricities and
mass ratios. In Table 4.1, we list the parameters for each model.
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4.1.1 Low mass planet at small orbital radius
Fig. 4.1 shows the results of our three–body simulations for a low mass planet with mp = 0.001mb
on an orbit with semi–major axis r = 5 ab for varying eb and fb. Each line in each plot corresponds
to a planet orbit with different initial inclination to the binary. The first and third columns show the
i cosφ–i sinφ plane while the second and fourth columns show the corresponding eb cosφ–eb sinφ
plane. The black stars represent the initial position of the planet.
The green lines represent prograde (relative to the binary) circulating orbits where the planet
displays clockwise precession in the longitude of the ascending node φ. The blue lines correspond
to retrograde circulating orbits where the planet displays counterclockwise precession in φ. The
red and purple lines identify librating orbits. The inclination at the center of these orbits is the
stationary inclination, is. In this low mass planet case, the centers are at i = is ≈ 90◦ and
φ = ±90◦. The red lines have initial inclination i < is while the purple lines have initially i > is.
These librating orbits display counterclockwise precession in φ.
The i cosφ–i sinφ phase plots are very similar to those in the test particle case considered by
Doolin & Blundell (2011). The eccentricity of the binary does not vary during the precession of
a test particle because the particle does not have angular momentum to exchange with the binary
system. The eb cosφ–eb sinφ panels for these models shows the curves are sometimes circulating
while slightly noncircular and sometimes librating due to the eccentricity oscillations associated
with the relatively small but nonzero particle (planet) mass. If instead the object orbiting the binary
is a planet (a nonzero mass object), eb initially increases or decreases depending on whether the
initial angle of the planet’s orbit is greater or smaller than the stationary inclination. As we shall
see, the larger the planet angular momentum, the larger the oscillations of the binary orbit.
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Figure 4.1: The i cosφ− i sinφ plane (first and third columns) and eb cosφ− eb sinφ plane (sec-
ond and fourth columns) for orbits with different values of initial inclination and longitude of the
ascending node. The planet has mass mp = 0.001mb, and orbital radius 5 ab. The binary eccen-
tricity is eb = 0.2, 0.5 , 0.8 in the upper, middle and lower panels respectively. The mass fraction
of the binary is fb = 0.5 in the first and second column and fb = 0.1 in the third and fourth col-
umn. The green and blue lines represent prograde and retrograde circulating orbits, respectively.
The red lines represent librating orbits with initial inclination i < is while the purple lines repre-
sent librating orbits with initial inclination i > is. The black stars mark the initial positions of the
planet with i ranging from 10◦ to 180◦. We removed unstable orbits.
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Figure 4.2: Time evolution of the binary eccentricity, eb, the inclination of the binary ib with
respect to the vector of the total angular momentum, and the inclination of the planet with respect
to the vector of the binary angular momentum,i, for Models A2, B2, C2 D2, E2 and F2. Each panel
contains one line for each different type of orbit with the difference being the initial inclination
which is shown in the bottom panel. The colors correspond to the orbit type described in Fig. 4.1.
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4.1.2 Effect of the binary eccentricity
In order to investigate the effect of the initial binary eccentricity, we ran simulations with initial eb
= 0.2, 0.5 and 0.8. Comparing the three rows in Fig. 4.1, we see that higher initial eccentricities
correspond to larger libration islands.
4.1.3 Effect of the binary mass fraction
The comparison between Models A and B in Fig. 4.1 shows the effect of decreasing the binary mass
fraction from fb = 0.5 to fb = 0.1. The size and shape of the orbits in the i cosφ–i sinφ plane
does not change significantly with mass fraction, but the variations of eb in the libration region
are larger for smaller binary mass fraction. We find that for lower binary mass fraction, the orbits
near the libration center (with inclination i = is and phase angle φ = ±90◦) become divergent for
moderate to high binary eccentricities (eb = 0.5, 0.8) and therefore might be unstable. This issue is
beyond the scope of this work. We will explore the stability of orbits close to misaligned binaries
in a future publication.
In the top row of Fig. 4.2 we consider in more detail the evolution of the orbits in time for
models with initial binary eccentricity of 0.5 and binary mass fraction fb = 0.5 (top left, model
A2) and fb = 0.1 (top right, model B2). We show eb, ib, and i as a function of time for different
values of the initial planet inclination. The color of the lines corresponds to the orbit type in
Fig. 4.1. Comparing the left and right plots, we see that there is less evolution of the binary in
the equal mass binary compared to the lower binary mass fraction. This is because with lower
binary mass fraction, the planet has more angular momentum compared to the binary and thus has
a stronger effect on the binary. The timescale for the oscillations is longer for smaller binary mass
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Figure 4.3: Same as Fig. 4.1 except mp = 0.01mb.
fraction.
4.1.4 High mass planet at small orbital radius
Fig. 4.3 shows the results in the i cosφ–i sinφ and eb cosφ–eb sinφ plane obtained with a higher
mass planet mp = 0.01mb orbiting an eccentric binary at r = 5 ab. The line colors correspond to
the same type of orbits as in Fig. 4.1. Comparing Fig. 4.3 with Fig. 4.1, we see that the region of
prograde circulating orbits is larger for a higher mass planet. The differences between the red and
purple lines becomes more prominent. The inclination at the center of the libration, is, decreases.
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For example, for model C2 with eb = 0.5 and fb = 0.5 it is 80
◦. Because of this decrease, there
is a narrower range of inclinations for which red orbits exist, those with initial inclination i < is,
and a wider range of inclinations for which purple orbits exist with i > is initially. We discuss the
value of the stationary inclination further in Section 4.2.
The higher planet mass causes the binary eccentricity to vary significantly not only in the
librating solutions, but also in the circulating orbits of the planet. The binary eccentricity in the
libration islands for Model C2 in Fig. 4.3 starts at eb = 0.5 and reaches values as large as eb  0.7.
By comparing Models C and D in Fig. 4.3, we can see the effect of changing the binary mass
fraction. The purple libration islands are significantly larger and there are fewer red orbits in
the simulation with fb = 0.1 because is is smaller than in the equal mass binary case. Therefore,
decreasing the binary mass fraction results in a lower stationary inclination. We find particle orbital
instability close to i = is and φ = 90
◦ for Model D1. There are no stable orbits in the region close
to the stationary inclination.
The variations in eb are larger for the smaller binary mass fraction, as seen in the eb cosφ–
eb sinφ plot. In particular, eb in Model D3 becomes very close to 1 during libration.
The middle panels of Fig. 4.2 shows the binary eccentricity, inclination and planet inclination
evolution with time for Models C2 and D2. We see again that decreasing the binary mass fraction
leads to larger amplitude oscillations in the binary eccentricity for librating orbits starting above
the critical angle (purple line). Model D2 has larger variations of ib and i during the libration of the
planet because the system has a larger planet to binary angular momentum ratio and the secondary
star (m2 = 0.1mb) interacts more strongly with the planet.
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Figure 4.4: Same as Fig. 4.3 except the orbital radius is 20 ab. The cyan lines show crescent orbits.
4.1.5 High mass planet at large orbital radius
We now increase the planet semi–major axis to r = 20 ab and keep its mass at mp = 0.01mb.
Comparing Models E in Fig. 4.4 with Models C in Fig. 4.3, we see that the libration islands become
even larger when the planet orbits the binary with a larger semi-major axis. The eccentricity of the
binary eb can be excited to larger values during the planet’s libration because in this configuration
the planet has more angular momentum to exchange with the binary system. The increase in the
initial binary eccentricity eb has the same effect as in previously described simulations, i.e., it
increases the range of stable librating orbits.
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We find that there are no retrograde circulating solutions for the low mass fraction case fb = 0.1
(see the third column of Fig. 4.4, there are no blue lines).
The eccentricity of the binary can be excited to very large values (close to 1) during the planet’s
precession in Models F1, F2, and F3. However, there is a new type of orbit that is different
from those described in previous sections. These librating orbits, represented by cyan lines, only
appear in the simulations with smaller binary mass fraction fb = 0.1 that start with higher initial
eccentricities eb = 0.5, 0.8. The cyan orbits have higher initial inclination than the librating purple
lines and display counterclockwise precession. In Model F2, these crescent shape orbits appear in
the i cosφ–i sinφ plane for i > 150◦ while in Model F3, they appear also for lower inclinations
i > 140◦. These librating orbits are not nested within each other, as they are in the prograde case.
These crescent orbits have been seen before in simulations, but not explored (e.g. Zanazzi & Lai
2018).
Appendix A of (Martin & Lubow 2019) shows that noncoplanar stationary states for retrograde
orbits with is < 180
◦ do not exist below a critical value of the angular momentum ratio jcr given





The lack of stationary states means that the crescent shaped librating orbits are always of non-zero
extent in the i cosφ − i sinφ phase plane. This is understood by the lack of stationary retrograde
inclinations for j < jcr. For example, for Model F2 j = 0.58 < jcr = 1.29 and for Model F3
j = 0.83 < jcr = 0.91.
Appendix A of Martin & Lubow (2019) shows analytically that stationary coplanar retrograde
i = 180◦ (and also prograde i = 0◦) orbits should exist. However, we have not been able to find
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such an orbit numerically for Models F1, F2, and F3.
In the bottom panels of Fig. 4.2, we show the evolution of eb, ib, and i for Model E2 and F2.
The time oscillations of eb, ib and i have longer periods compared to the corresponding case of
the same planet mass with smaller semi-major axis. We show the evolution of one of the crescent
orbits, the cyan lines in Model F2. As eb is very close to 1 during the precession, the vector of the
binary angular momentum changes quickly, resulting in the narrow peaks in the ib and i plots.
4.1.6 Systems with high angular momentum ratios
To investigate the retrograde librating orbits, we now consider simulations of an equal mass binary
with higher angular momentum ratios j = 1 and j = 2, with binary eccentricities eb = 0.2, 0.5, and
0.8. The angular momentum ratios are larger than the critical required for a retrograde libration
center given in Equation (4.4).
Fig. 4.5 shows the orbital evolution of simulations with j = 1 (left panels) and j = 2 (right
panels). There are librating orbits in the phase diagrams in the first and third columns of Fig. 4.5
that surround the stationary points. with is < 90
◦. The fully retrograde librating orbits (i > 90◦
throughout the orbit) are seen as the crescent magenta orbits in the i cosφ − i sinφ phase plane.
In the case of inclinations less than the critical inclination, the orbits decrease in extent in the
phase plane with increasing initial inclination. They are at most only partially overlapping and
are not fully nested. They reach zero extent at the stationary angle, is. For inclinations above
the stationary angle, the orbits increase in extent in the phase plane. Above the critical angle,
the binary eccentricity initially decreases while below the critical angle the binary eccentricity
initially increases starting at φ = 90◦, indicated by the stars in the phase planes. Unlike the
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Figure 4.5: Same as Fig. 4.4 except that each model has different mp to satisfy j = 1 (left) and
j = 2 (right).
prograde librating case, the retrograde librating orbits orbits are not nested about a common center
that occurs at the stationary inclination.
4.2 Stationary and critical angles of circumbinary planet
In this section, we compare our numerical results to the analytic results presented in Martin
& Lubow (2019) for the stationary inclination (inclination at the center of the libration island), is,
and the critical minimum inclination angle imin that separates the prograde orbits from the librating
orbits. We also calculate numerically the critical maximum inclination for librating orbits, imax.
The analytic results are based on secular equations with the quadrupole approximation for the
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binary potential (Farago & Laskar 2010). The equations are expected to break down for orbits that
are close to the binary.
We note that the planet orbit remains nearly circular in our simulations, as is expected analyti-
cally for the simulations with fb = 0.5 since the particle eccentricity is a constant of motion in the
secular quadrupole approximation for the binary (Farago & Laskar 2010). We will discuss the par-
ticle eccentricities obtained from our simulations in this Section. Analytic calculations have been
carried out to octupole order but only for circumbinary test particles (Naoz et al. 2017; Vinson &
Chiang 2018).
4.2.1 Stationary inclination
The stationary inclination is depends only the eccentricity of the binary, eb, and the ratio of the






2 + 60(1− eb)j2
10j
(4.5)
(see equation 17 in Martin & Lubow 2019), where we take the positive square root for prograde
orbits (cos is > 0) and the negative square root for retrograde orbits (cos is < 0; see Appendix A
of Martin & Lubow (2019)).
4.2.2 Prograde Stationary Inclination
The solid lines in Fig. 4.6 plot Equation (4.5) in the prograde case for eb = 0.2 (blue line), 0.5
(black line) and 0.8 (red line) as a function of the planet-to-binary angular momentum ratio j. For
fixed eb, the stationary inclination is decreases monotonically with increasing j and for fixed j it
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increases monotonically with increasing eb. The stationary inclinations for the models in Table 4.1
were determined numerically from the simulations. The magenta dots in Fig. 4.6 correspond to
the models with fb = 0.5 and the cyan dots correspond to the models with fb = 0.1. The results
confirm the prediction that for fixed binary eccentricity the stationary inclination depends directly
on j, independent of fb. The simulations are in very good agreement with the analytically results.
Thus, the higher order approximations such as octupole are not required to explain these results.
The quadrupole approximation made in deriving Equation (4.5) is more accurate for larger
planet orbital radii a. To test the accuracy of the prograde analytic solution, we consider simula-
tions with a close-in planet. In Fig. 4.7 we plot Equation (4.5) in the prograde case for eb = 0.2
(blue line), 0.5 (black line), and 0.8 (red line) as a function of a. The points show simulation re-
sults for numerically determined stationary inclinations. The dot colours correspond to the binary
eccentricity of the analytic lines. The orbit of the planet is unstable if a is less than about 2.3ab.
Thus, the innermost dots which we acquire by our simulations are for a planet at a = 2.3 (black
line) and 2.4 (red and blue lines). The simulations are in very good agreement with the analytically
results at large a, but deviate somewhat at smaller values of a. One indication of the deviation is
that the time average eccentricity of the planet is about 0.1 for a = 2.5 ab, rather than the value of
0 expected in the quadrupole approximation. The average eccentricity decreases with radius. At
a = 3.0 ab, it is about 0.04 and at a = 5.0 ab, it is about 0.01.
The black dotted lines in Fig. 4.8 and Fig. 4.9 plot the prograde stationary inclinations is from
our simulations and the magenta lines in the same figures plot the analytic solution for the pro-
grade stationary inclination given by Equation (4.5) as a function of binary eccentricity eb for all
parameters fixed except the binary eccentricity. Fig. 4.8 shows the results for a planet at r = 5 ab
while Fig. 4.9 refers to the same system but with the planet at r = 20 ab. The upper panels and
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Figure 4.6: Comparison of the analytic solution given by Equation (4.5) in the prograde case (solid
lines) with simulation results (dots) for the stationary tilt is of the planet relative to the binary as a
function of planet-to-binary angular momentum ratio j. The solid curves have binary eccentricities
eb = 0.2 (blue line), 0.5 (black line), and 0.8 (red line). Cyan dots correspond to models with fb =
0.1 and magenta dots correspond to models with fb = 0.5. The upper set of dots is for simulations
of models that have eb = 0.8, the middle set have eb = 0.5, and the lower set have eb = 0.2.














Figure 4.7: Comparison of the analytic solution given by Equation (4.5) in the prograde case (solid
lines) with simulation results (dots) for the stationary tilt is of the planet relative to the binary as a
function of the semi-major axis of the planet a. The solid lines have eb = 0.2 (blue line), 0.5 (black
line), and 0.8 (red line). The upper set of dots is for simulations of models that have eb = 0.8, the
middle set have eb = 0.5, and the lower set have eb = 0.2.
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bottom panels of two figures show the critical angles for an equal mass binary and a binary with
fb = 0.1 respectively. The left and right panels of the two figures show results for different planet
masses. The black dotted lines are in very good agreement with the analytic results. The prograde
stationary inclination values for the low mass planet are rather insensitive to the location of the
planet or fb and so the lines look similar and are in the range of 80
◦ − 90◦, since j is small (see
Fig. 4.6). On the other hand, the stationary inclination is sensitive to eb for the high mass planet.
The stationary inclination angle is smaller for smaller binary eccentricity and smaller binary mass
fraction (larger j).
4.2.3 Retrograde Stationary Inclination
The retrograde stationary inclination is given by Equation (4.5), where we take the negative square
root. The solid lines in Fig. 4.10 show the analytical solutions for eb = 0.2 (blue line), 0.5 (black
line), and 0.8 (red line) as a function of angular momentum ratio j. The retrograde stationary
inclination, is, decreases monotonically with increasing j. However, the behavior with binary ec-
centricity is more complicated, as we discuss further below. The six dots whose colours correspond
to the eb values for the analytic curves that represent is of Models G1 to H3. The simulations are
in very good agreement with the analytic predictions.
There are two major qualitative differences between the prograde and retrograde stationary
orbits. In the prograde case, for any value of planet-to-binary angular momentum ratio j there is a
stationary inclination value about which there are nested librating orbits in the i cosφ– i sinφ plane
(e.g., Figs. 4.1 and 4.7). But in the retograde case, we see from Fig. 4.10 that is reaches 180
◦ for
j = jcr given by Equation (4.4). For j < jcr there are no stationary noncoplanar librating orbits,
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as discussed in Section 4.1.5.
The second difference between the prograde and retrograde stationary orbits is that for any
fixed j, the stationary inclination angle is increases monotonically with eb in the prograde case,
but not generally in the retrograde case. The difference is seen by comparing Fig. 4.7 (prograde)
and Fig. 4.10 (retrograde) in that the curves in the prograde case for different eb do not intersect,
except at j = 0 and is = 90
◦ that is the upper limit of prograde tilts, while in the retrograde case
they do intersect and cross.
To confirm this crossing in the retrograde case, recognise that the intersection implies that is is






where cos is is given by Equation (4.5) in the retrograde case. This condition has an analytic







which is in agreement with the point of intersection in Fig. 4.10. For fixed j greater (smaller) than
jint, the stationary angle is increases with decreasing (increasing) binary eccentricity eb.
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4.2.4 Critical inclinations for libration
The critical minimum inclination angle between the prograde circulating and librating orbits can
be determined analytically. We follow the description in Section 3.4 of Martin & Lubow (2019).
There are two branches, one with lower j and one with higher j, based on the the sign of the
parameter χ that is defined as
χ = e2b − 2(1− e2b)j(2j + cos i) . (4.9)






4e2b − 4j2(1− e2b) + 1− 2j(1− e2b)
1 + 4e2b
, (4.10)
while if χ < 0, we have
cos imin =
√
(1− e2b)(1 + 4e2b + 60(1− e2b)j2)− (1− e2b)
10(1− e2b)j
. (4.11)
The green and red solid lines in Fig. 4.8 and Fig. 4.9 plot the analytic solutions of imin obtained
in Equation (4.10) (green segments for χ < 0) and Equation (4.11) (red segments for χ > 0) as
a function of eb. We also determined critical angles numerically in our simulations. The green
dotted lines and blue dotted lines in Fig. 4.8 and Fig. 4.9 show the simulation results for minimum
and maximum inclinations, respectively. Fig. 4.8 and Fig. 4.9 are determined for librating orbits
of a low mass planet (mp = 0.001mb) and a high mass planet (mp = 0.01mb), respectively. Note
that the dotted lines are shorter in the low binary mass fraction plots because some of the orbits
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are unstable in our simulations. However, the analytic solutions cover the entire range of binary
eccentricities. The analytic solutions and the three–body simulations are in very good agreement.
The comparison shows that both branches of the imin analytic solutions (red and green) agree well
with the simulations.
For a low mass planet, the value for imin is rather insensitive to the location of the planet or fb
and so the curves look similar in each panel. This insensitivity can be understood by the fact that
such models have small values of angular momentum ratio j. In the limit that j goes to zero, we
have from Equation (4.9) that χ > 0 for eb > 0. Therefore, imin is given by Equation (4.10) and
the plotted curves should be nearly entirely red, rather than green. In this limit that j goes to zero,






This equation implies that imin decreases monotonically from 90
◦ to 0◦ as eb increases from 0 to 1,
as we find in the low mass planet plots.
In the limit that j is large, we have that χ < 0 in Equation (4.9) and the entire curve for imin







independent of eb, as given by equation (40) in Martin & Lubow (2019). This minimum angle for
libration is the same as the so-called Kozai-Lidov angle of  39.2◦ (Kozai 1962; Lidov 1962).
Therefore, in this high j limit, imin should be constant and lie along the χ < 0 (green) branch,
independent of eb for eb < 1. In the lower right panel of Fig. 4.9 (the highest j panel), we find that
the green line is roughly what we predict. (There is a small red region close to eb = 1 that is not
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visible in the plot.) The upper left panel in this figure has a smaller j value for a given eb than in
the lower right panel. In going from the former panel to the latter panel, we see that the behavior
of imin is approaching the expectations of Equation (4.13).
The lower right panel of Fig. 4.9 shows the results for the simulations with the same parameters
as those in the upper right panel, but with a smaller binary mass fraction. In the smaller binary mass
fraction case, there are no retrograde circulating orbits, only the crescent shaped orbits described
in Fig. 4.4. Thus, the maximum libration angle (the blue dotted line) shows a different trend
compared to the other parameters which have retrograde precessing orbits.
4.3 Discussion
In this paper, we investigated the orbital evolution of a misaligned circular orbit planet with
nonzero mass around an eccentric orbit binary by means of numerical simulations. The planet and
binary interact gravitationally and the orbits of both vary in time. In particular, both undergo nodal
precession in the inertial frame. In our suite of three-body simulations, we consider a low mass
planet with mp = 0.001mb at r = 5 ab and a high mass planet with mp = 0.01mb at r = 5 ab
and at r = 20 ab along with some even higher angular momentum third bodies. We considered
different values of the eccentricity of the binary, eb, its mass fraction, fb, and the planet’s initial
inclination i. To map out the possible orbits in these systems, we concentrated on numerically
determining the transitions between the orbit families (circulating and librating for both prograde
and retrograde orbits). In addition, we determined the stationary orbits for which the relative tilt
and nodal phase between the planet orbit and binary orbit are constant in time.
For a very small planet mass, there are two stationary orbital states: coplanar and polar. In the
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Figure 4.8: Stationary inclination (is), critical minimum inclination (imin) for libration, and critical
maximal inclination for libration as a function of the binary eccentricity with the planet orbiting
at r = 5ab with different binary mass fractions fb =0.5 (upper panels) and 0.1 (lower panels) for
the lower mass planet (left panels) and the high mass planet (right panels). The dotted lines plot
the results of numerical simulations, while the solid lines are from the analytic model. The green
dotted lines show the boundary between the prograde circulating and librating orbits while the
blue dotted lines show the boundary between librating and retrograde circulating orbits. The black
dotted lines show is obtained from our simulations. The magenta lines plot the analytic solutions
for is from Equation (4.5). The red lines plot the analytic solutions for imin from Equation (4.10)
and the green solid lines plot the analytic solutions for imin from Equation (4.11).
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r=20 ab, fb = 0.5,mp = 0.001 mb

















r=20 ab, fb = 0.5,mp = 0.01 mb

















r=20 ab, fb = 0.1,mp = 0.001 mb

















r=20 ab, fb = 0.1,mp = 0.01 mb
Figure 4.9: Same as Fig. 4.8 except that the planet is orbiting at r = 20ab and the blue dotted
line in the lower right panel shows the boundary between the polar libration and the crescent orbits
region for the high mass planet models.















Figure 4.10: Comparison of the retrograde analytic solution given by Equation (4.5) with simu-
lation results of Models G1 to H3 for the retrograde stationary tilt is of the planet relative to the
binary as a function of planet-to-binary angular momentum ratio j with binary eccentricity eb =
0.2 (blue line), 0.5 (black line), and 0.8 (red line). The six dots represent the simulation results
with j = 1 and j = 2. The curves reach is = 180
◦ at j = jcr given by Equation (4.4).
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polar state, the stationary planet–to-binary tilt is 90◦ and the angular momentum of the planet is
along the binary eccentricity vector. The stationary states in the case that the planet mass is nonzero
is a generalisation to the polar state, but with the relative orientation not being perpendicular and
the nodal phase not being constant in time in the inertial frame.
Equations (4.5), (4.9), (4.10), and (4.11) predict that that the only parameters that control the
planet–to–binary tilt for the stationary orbit and the minimum tilt for the transition from circulation
to libration are the binary eccentricity eb and the ratio of the planet–to–binary angular momentum
j. Our numerical results agree with this prediction. Other parameters, such as the binary mass
fraction fb, only cause changes in these angles through their dependence on eb or j. For example,
in Fig. 4.6 we see that the stationary angle depends only on j for fixed eb for different values of
binary mass fraction fb. In addition, the general agreement between the simulations and analytic
predictions across a range of parameters implies that this dependence holds. These angles are also
related to the evolution of disks. Simulations by Martin & Lubow (2019) suggest that a prograde
disk approaches the stationary angle given by Equation (4.5), if we consider j to represent the
disk–to–binary angular momentum ratio.
The numerical results agree very well with the analytic equations for the stationary and min-
imum libration tilts given in Martin & Lubow (2019) (see Figs. 4.6, 4.8, 4.9, and 4.10). These
analytic equations are based on the quadrupole approximation for the secular binary gravitational
field (Farago & Laskar 2010). We find numerically that this approximation holds well, even for
orbits that are fairly close to the binary ∼ 3ab that is near the orbital radius where instability sets
in (see Fig. 4.7).
As predicted analytically, the main effect of increasing angular momentum ratio j for fixed eb
is to monotonically decrease the relative planet–to–binary stationary tilt is in the prograde case
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(where is ≤ 90◦) (see Fig. 4.6). In addition, this stationary tilt increases with increasing eb for
fixed j in the prograde case.
The behavior of the stationary tilt in the retrograde case is more complicated, but agrees with
the analytic predictions given in Martin & Lubow (2019). In this case, the stationary inclination
for noncoplanar orbits decreases with increasing j for fixed eb as in the prograde case. But is
changes from increasing with eb to decreasing at j = 2/
√
3. In addition, there are no noncoplanar
stationary orbits below a certain j value, denoted by jcr, that depends on eb (see Fig. 4.10 and
Equation (4.4)). This property does not hold in the prograde case.
Another difference between the prograde and retrograde cases is the topology of librating or-
bits. In the prograde case, the librating orbits are always nested in a i cosφ − i sinφ phase plane
about point with i = is and φ = ±90◦ (e.g., red and cyan lines in Fig. 4.1). In the retrograde case,
for j > jcr described above, librating orbits are not fully nested within each other and do not orbit
about the stationary point in the i cosφ−i sinφ phase plane (e.g., magenta lines in Fig. 4.5). In this
phase plane, prograde librating orbits have an oval shape, while retrograde librating orbits have a
crescent shape.
The variation of eb in time is significantly larger for a higher mass planet. In the simulation
with initial conditions eb = 0.2, fb = 0.1 and i = 170
◦, the binary eccentricity can be excited
to values very close to 1 (see Fig. 4.1). This behavior is similar to what occurs with Kozai-Lidov
oscillations in which the outer object is a planet (e.g. Naoz 2016).
The recent release of data from Gaia allowed us to better characterize the kinematics of the
eccentric equal mass close binary HD 106906 in the Lower Centaurus Crux group (Bailey et al.
2014). This system hosts both a wide asymmetric debris disk and a planetary-mass companion.
The formation mechanism of the planet and the stability of its orbit are still under debate (Rodet
79
et al. 2017; De Rosa & Kalas 2019). The binary components have masses M1 = 1.37M and
M2 = 1.34M. The orbital period is 49.2 day and the binary eccentricity is e = 0.67 (De Rosa &
Kalas 2019). The planet, HD 106906b was directly imaged with a projected separation of 738 au
and was found to be oriented at 21◦ from the position angle of the disk midplane, suggesting that
the planet’s orbit is not coplanar with the system (Kalas et al. 2015). The planet mass was inferred
to be mp = 11± 2MJ (Bailey et al. 2014). While the orbital properties of the planet are uncertain,
if we assume that the semi-major axis is 738 au and the eccentricity is zero, the ratio of the angular
momentum of the planet to the angular momentum of the binary is j = 1.13. According to our
analytical calculations, the stationary inclination is is = 73.5
◦ and the minimum critical angle
between the prograde circulating and the librating orbit regions is imin = 41.6
◦.
The expected orbital properties of a high inclination circumbinary planet depend on the mass
of the gas disk in which it forms, and when the planet forms. Martin & Lubow (2019) showed that
prograde disks of high mass align to the generalised polar state at tilts that are less than 90◦. A
giant planet that formed in such a disk would be expected to open a gap and not remain coplanar
with the disk (Lubow & Martin 2016; Pierens & Nelson 2018). Such a massive planet would
undergo libration oscillations in its orbit about an inclination of less than 90◦, even after the disk
has dispersed. As the disk loses mass, the inclination of the generalised polar state moves closer
towards 90◦. Thus, the timescale of the disk dispersal may affect the final inclination of debris left
over from the gas disk. A low mass gas disk, or massive disk that is dispersed on a sufficiently long
timescale forms a debris disk that orbits close to polar, as is the case for 99 Herculis, that is 3◦ away
from polar alignment (Kennedy et al. 2012). A planet (e.g., an Earth-like planet) formed from the
resulting polar debris disk would lie on a stationary polar orbit. A debris disk that is not close to
polar or coplanar would be subject to violent collisions due to nodal differential precession.
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CHAPTER 5
STABILITY MAPS OF CIRCUMBINARY PLANETS
In this Section we first describe the simulation set–up and the parameter space that we explore.
We then show the stability maps that describe the stable circumbinary orbits. Finally, we consider
the timescale on which the unstable orbits become unstable.
5.1 Simulation set–up and parameter space explored
In this work we are interested in the stability of circumbinary planet orbits that are close to the
binary. We consider orbits for which the initial semi–major axis 1.5ab ≤ a ≤ 6ab over times of
5 × 104Tb and over the full range of initial inclinations. We define the orbit as unstable once at
least one of three criteria are met. Instability occurs first, if the eccentricity of the planet becomes
large e > 1.0 so that the planet is not bound to the binary; second, if the semi–major axis of the
planet increases significantly, a > 10 ab; or third, if the semi-major axis of the planet becomes
very small, a < ab (see also, for example)(see also, for example Quarles et al. 2020). We define
the escape time to be the time at which one of these criteria is satisfied. If the planet does not meet
any of the three criteria for instability within the time of 5× 104Tb, then we classify it as stable.
There are four types of orbits which we described and shown in the i cosφ–i sinφ phase space
in Section 3 in our stability maps. Table 5.2 lists the values of the initial binary eccentricity,
binary mass fraction, and planet mass for all of the simulations that we consider. We explore
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Table 5.1: The initial conditions for the planet orbits in the three body simulations. The planet
is initially in a circular Keplerian orbit about the center of mass of the binary. The initial planet
eccentricity is e = 0, the argument of periapsis is ω = 0 and the longitude of the ascending node is
φ = 90◦. Column 1 shows the name of the orbital parameter. Column 2 shows the minimum value
in the phase space. Column 3 shows the maximum value in the phase space. Column 4 shows the
spacing in the phase space.
Orbital element Minimum value Maximum value Δ
a 1.5 ab 6 ab 0.05 ab
i 0 π π/80
ν 0 5π/3 π/3
Table 5.2: Parameters of the simulations. The first column contains the name of the Model, the
second and third columns indicate the binary eccentricity and mass fraction. The fourth column
represents the mass of the planet in units of mb
Model eb fb mp (mb)
A1 0.2 0.5 0.001
A2 0.2 0.1 0.001
A3 0.2 0.5 0.005
A4 0.2 0.1 0.005
A5 0.2 0.5 0.01
A6 0.2 0.1 0.01
B1 0.5 0.5 0.001
B2 0.5 0.1 0.001
B3 0.5 0.5 0.005
B4 0.5 0.1 0.005
B5 0.5 0.5 0.01
B6 0.5 0.1 0.01
C1 0.8 0.5 0.001
C2 0.8 0.1 0.001
C3 0.8 0.5 0.005
C4 0.8 0.1 0.005
C5 0.8 0.5 0.01
C6 0.8 0.1 0.01
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three binary eccentricities, eb = 0.2, 0.5, and 0.8, two binary mass fractions fb = 0.5 and 0.1,
and three different planet masses, mp = 0.001mb, 0.005mb, and 0.01mb. For test particles all
possible circulating and librating orbits with fixed binary eccentricity are covered by sampling
along the vertical line in the i cosφ − i sinφ, corresponding to φ = 90◦. In the non-zero mass
planet case, the vertical line does not sample all possible orbits at fixed initial binary eccentricity
because the binary eccentricity varies in time. For example, for the case with initial φ = 90◦,
two planet orbits with different initial inclinations but the same initial binary eccentricity have
different binary eccentricity by the time they reach φ = 0◦. We are considering stability maps
where the initial binary eccentricity is the same across all orbits so it is necessary to consider orbits
at different initial phase angles. For each model, we consider two initial values for the nodal phase
angle, φ = 90◦ and φ = 0◦. The case of initial φ = 90◦ is most favourable for producing librating
orbits, while the case of initial φ = 0◦ does not produce any librating orbits.
5.1.1 Stability maps for initial φ = 90◦
We first consider the stability maps for equal mass binaries and then for a binary mass fraction of
fb = 0.1.
5.1.2 Equal mass binary
Fig. 5.1 shows stability maps for equal mass binary models with initial binary eccentricity eb = 0.2
(models A1, A3, and A5, first row), models with binary eccentricity eb = 0.5 (models B1, B3, and
B5, second row), and models with binary eccentricity eb = 0.8 (models C1, C3, and C5, third row).
In each panel, we vary the initial separation, a, and the initial inclination, i. For each combination
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Figure 5.1: Orbital stability as a function of initial planet separation a and initial inclination i for
initial φ = 90◦. The binary is equal mass, fb = 0.5, and the initial binary eccentricity is eb = 0.2
(first row), 0.5 (second row), and 0.8 (third row). The third body has mass mp = 10
−3 mb (first
column), 5 × 10−3 mb (second column), and 10−2 mb (third column). The green and blue pixels
represent prograde and retrograde circulating orbits, respectively. The red pixels represent librating
orbits with initial inclination i < is while the purple pixels represent librating orbits with initial
inclination i > is. Each pixel represents simulations for six different values of the true anomaly
and the darker the colour, the more stable orbits. The white pixels represent unstable orbits.
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Figure 5.2: Same as Fig 5.1 except the binary mass fraction is fb=0.1.
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of these two parameters considered, we vary the true anomaly ν from 0 to 300◦ with an interval of
Δ = 60◦. Thus, each pixel in Fig. 5.1 represents six simulations in total.
The colour of each pixel represents the type of planet orbit. We follow the colour representation
in 3. Thus, the prograde circulating orbits are green and the retrograde circulating orbits are blue.
The librating orbits with initial inclination i < is are red and those with initial inclination i > is
are purple. Notice that one pixel can only display one colour for the six simulations in each pixel.
In some cases, there may be two types of orbits in the same pixel. In such cases, the colour refers
to the type of orbit that has the largest number of the six stable orbits. The darker the colour, the
larger the number of stable orbits. White pixels indicate unstable orbits. A lighter nonwhite pixel
indicates that some contributing orbits are unstable.
As seen in Fig. 5.1, the prograde circulating (green) orbits are the generally least stable orbits
for the equal mass binary, meaning that the minimum initial semi–major axis a for stable orbits
is generally larger than for the other orbit types. The critical inclination below which the orbit
is prograde circulating (green) (i.e., the inclination at red–green boundary) is higher for smaller
binary eccentricity and higher planet mass. The critical inclination does not vary much with planet
separation for the small separations considered, as expected in the analytic model of (Martin &
Lubow 2019). For these green orbits, the minimum stable initial planet semi–major axis does not
change much with planet inclination or planet mass, but is more strongly affected by the binary
eccentricity. The higher the binary eccentricity the more unstable the prograde circulating (green)
orbits are.
In Fig. 5.1, the retrograde circulating (blue) orbits are the most stable orbits for low binary
eccentricity e  0.5. The critical inclination above which the orbit is retrograde circulating (blue)
(i.e., inclination at the purple–blue boundary) is lower for smaller binary eccentricity and lower
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planet mass. These circulating retrograde orbits are generally stable closer to the binary than the
circulating prograde orbits. But there is significant dependence of stability on the initial planet
orbit inclination with orbits starting closer i = 180◦ being more stable. For the equal mass binary
case shown here, there is not much difference in stability of the retrograde circulating orbits across
different values of the planet mass (i.e., across a row in Fig. 5.1).
The librating orbits are the most stable orbits for high binary eccentricity. The stationary incli-
nation decreases with increasing planet mass. That is, the inclination is at the red–purple boundary
decreases with increasing planet mass, as expected in the analytic model of (Martin & Lubow
2019). The range of inclinations for which there are librating orbits with initial i < is (red orbits)
decreases with planet mass while the range of inclinations for which librating orbits with initial
i > is (purple orbits) increases with planet mass. The most stable orbits at high eccentricity occur
near the stationary inclination. Generally, the larger the difference in the initial planet inclination
from the stationary inclination |i− is|, the more unstable the librating planet orbits.
Comparing with Figure 14 in (Doolin & Blundell 2011), we find that our results are in general
agreement with their test particle simulations, since the mass of the planet has not affected our
results much for an equal mass binary. However, the stationary inclination, is, is always 90
◦ in
their simulations because the test particle does not have angular momentum to exchange with the
binary system. In addition, we have considered higher binary eccentricity than their simulations
that cover up to eb = 0.6. Consequently, we see more clearly that the near polar librating orbits
are the most stable at high binary eccentricity for an equal mass binary.
Fig. 5.2 shows the stability maps for binary mass fraction fb = 0.1 for binary eccentricity
eb = 0.2 (models A2, A4, and A6, first row), binary eccentricity eb = 0.5 (models B2, B4, and
B6, second row) and binary eccentricity eb = 0.8 (models C2, C4, and C6, third row). The range
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Figure 5.3: Same as Model C6 in Fig. 5.2 with the high accuracy IAS15 integrator and based on
the MEGNO indicator. The colour points are for MEGNO indicator < Y > between 1.5 and 2.4
at a time of 5× 104Tb that suggests orbital stability.
of angles for which the planet is librating is larger compared with the equal mass binary case,
however there is much more instability for low binary mass fraction. The effect of increasing the
mass of the planet is much more significant for fb = 0.1 than it is for an equal mass binary, as a
consequence of the planet mass being closer to the binary secondary mass.
The prograde circulating (green) orbits are the least stable orbits for high binary eccentric-
ity, eb ≥ 0.5, similar to the equal mass binary case. The innermost stable prograde orbits have
a  2.3 ab for the simulation with eb = 0.2. This radius does not change much with the mass of
planet for low binary eccentricity. However, the innermost stable orbits are much farther out for
high binary eccentricity, the separation is a  3.5 ab for binary eccentricity eb = 0.8. The criti-
cal inclination below which the orbit is prograde and circulating (i.e., inclination at the green–red
boundary) increases by about 3◦ as the planet mass increases for eb = 0.2, while for eb = 0.8, it
increases by about 15◦ with planet mass increasing from 0.001mb up to 0.01mp. These results
are consistent with analytic solutions of the green-red lines in the bottom panels of Fig. 4.8 that
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show that a low mass planet has higher icrit for small eb and lower icrit for large eb. The boundary
between prograde circulating and the librating orbits is unstable even if the planet is at large sep-
aration, a > 5 ab, in the high mass model (mp = 0.01 mb) with low binary eccentricity eb = 0.2
(Model A6). However, with increasing binary eccentricity, Model B6 and Model C6 show that the
boundary becomes more stable.
For low binary eccentricity eb ≤ 0.5, the retrograde circulating (blue) orbits are again the most
stable orbits. The innermost stable retrograde region is at separation a  1.5 ab for eb = 0.2 and
a  3.2 ab for eb = 0.8. The critical inclination above which the orbit is retrograde circulating
(i.e., inclination at the purple-blue boundary) is lower for smaller eb and lower mp. It increases
by about 20◦ with increasing mp for all the binary eccentricities considered here. For the high eb
model, the critical inclination of the retrograde circulating orbits increases to very close 180◦ for
mp = 0.01mb. This is consistent with blue dotted lines in the two bottom panels of Fig. 4.8 that
show the critical angles of the low mass planet and the high mass planet increase by about 20◦ as
the binary eccentricity increases from eb = 0.2 to 0.8 in the binary system with fb = 0.1.
As in the equal mass binary case, the librating orbits are the most stable orbits for high binary
eccentricity. But in this case of an unequal mass binary, the difference in stability between librat-
ing and circulating orbits is greater than in the equal mass binary case, especially at high binary
eccentricity. The innermost stable libration region is at a  2.5 ab for eb = 0.2 and a  2.3 ab for
eb = 0.8 for the models with mp = 0.01 mb. The stationary inclination is decreases with increasing
mp. Thus, the inclination of the transition from red to purple orbits is decreases with increasing
planet mass. For the small eb models (eb = 0.2), the purple libration region expands with increasing
planet mass mp, while the red libration region becomes very small. Thus, there are no red librating
orbits in the i cosφ–i sinφ phase plot of Model D1 in Fig. 4.3
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For the test particle orbits considered in (Doolin & Blundell 2011), the librating orbits in the
stablility maps appear close to symmetric about the stationary inclination i = is = 90
◦. However,
the symmetry is broken for a planet with mass. The asymmetry is larger for lower eb and higher
mp. For the low mp models, even for a planet at large radius (a > 5ab), the purple librating orbits
with i = 100◦ < i < 120◦ are unstable while the red libration region is stable. This is consistent
with the i cosφ–i sinφ phase plot of Model B1 in the Fig. 4.1 where there were no stable orbits
for initial i in this region. On the other hand, for the high mp model at small binary eccentricity
eb = 0.2, the orbit of the planet at large radius (a > 5ab) with i = 60
◦ < i < 80◦ is unstable. This
is consistent with the i cosφ–i sinφ phase plot of Model D1 in Fig. 4.3 where there were no red
stable librating orbits for initial i in this range.
Overall, for initial φ = 90◦, at low binary eccentricity, the polar orbits are generally more
unstable for the low mass fraction binary compared to the case of an equal mass binary. The
retrograde circulating orbits are the most stable orbits for low eb and the innermost region of the
stable retrograde orbit can extend down to a = 1.5 ab. The mass of the planet does not affect
the stability map much for equal mass binary, but it has a significant impact for the unequal mass
binary, particularly for low binary eccentricity. For high binary eccentricity, the librating orbits are
generally the most stable, particularly for inclinations close to the generalised polar angle is.
(Cuello & Giuppone 2019) reported dynamical maps for polar orbits for massive planets with
chaotic regions. They also find that polar circumbinary planets around eccentric binaries are less
stable for low binary mass ratios (see their Figure 8). (Giuppone & Cuello 2019) investigated the
orbital stability of a planet with i = 90◦ orbiting a binary with eb = 0.5 for various values of fb and
mp (see e.g., their figure 2). Their results for mp = 0.001 M shows that the planet is less stable for
low binary mass ratios and they are consistent with our simulation results in the middle-left panel
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of Fig. 5.2.
As a check on our results, we applied the Mean Exponential Growth of Nearby Orbits (MEGNO)
indicator value < Y > that can identify whether the orbit is chaotic or quasi-stable (Cincotta &
Simó 2000). If < Y > converges to a value 2 over time, the orbit is stable, while if < Y > di-
verges linearly in time, the orbit is chaotic. To test how the MEGNO indicator compares with our
results, we ran the most extremely eccentric and high mass case (Model C6) shown in the lower
right of Fig. 5.2 using the high accuracy IAS15 integrator. The resulting stability map in Fig. 5.3
shows most of the stable orbits in the lower right of Fig. 5.2 have < Y >  2. Therefore, the
MEGNO results are quite similar and support our conclusion that the generalised polar orbits are
the most stable for high binary eccentricity.
5.1.3 Stability maps for initial φ = 0◦
5.1.4 Binary with mass fraction fb = 0.1
In the case with initial φ = 0◦ there are no librating orbits. This can be seen for example from
Fig.4.1. Along the horizontal line in the i cosφ− i sinφ phase plot there are no librating orbits.
Fig. 5.4 shows the stability maps for initial φ = 0◦ and an equal mass binary. Unlike Fig. 5.1 for
the φ = 90◦ case, we see that the librating region is absent. The circulating regions are enlarged
with similar features. Initial inclination of 90◦ means that the initial angular momentum vector
of the planet orbit is perpendicular to both the binary angular momentum vector and the binary
eccentricity vector, in the direction of the j × eb vector.
Fig. 5.5 shows the stability maps for initial φ = 0◦ and binary mass fraction fb = 0.1. The
orbits are generally less stable compared to the equal mass binary case. There is a more sensitive
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Figure 5.4: Same as Fig. 5.1 except initial φ = 0◦.
92
Figure 5.5: Same as Fig. 5.2 except initial φ = 0◦.
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dependence on the mass of the planet in this case, as we found for the initial φ = 90◦ case. The
stability of the orbits in the φ = 0◦ case are quite similar to the stability for the circulating orbits
in the φ = 90◦ case, but extend to a wider range of initial inclinations.
The critical initial inclination above which the orbits are circulating and retrograde (inclination
at the green–blue boundary) increases with increasing planet mass. For the equal mass binary sim-
ulations, the critical inclination of the retrograde orbits with a high mass planet is about 100◦. For
small binary mass fraction, the critical initial inclination is larger than in the corresponding equal
mass binary case and increases with increasing binary eccentricity. The critical initial inclination
with high planet mass and low binary fraction increases to about 140◦ for eb = 0.8.
5.2 Circumbinary planet escape time
Figs. 5.6 and 5.7 show the escape times of unstable orbits, tesc. The panels in Figs. 5.6 and 5.7
correspond to the panels in Figs. 5.1 and 5.2, respectively. Each pixel in the density plot represents
the average tesc of a orbit. Darker pixels correspond to shorter escape times and a white pixel
represents a stable orbit.
We find that a system with smaller fb has more long-lived unstable orbits (more light pixels)
and a system with equal mass fraction models has more short-lived unstable orbits (more dark
pixels), similar to that described in (Doolin & Blundell 2011) for the test particle orbits.
Moreover, orbits with lower initial inclination are generally more short-lived and the number of
short-lived unstable orbits with high initial inclination increases with increasing binary eccentricity.
Orbits with initial inclination close to the stationary inclination, are more long-lived orbits even
in the innermost region especially for models with the small fb. For more extreme mass ratio
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Figure 5.6: Average escape time, tesc, as a function of planet semi–major axis a for a binary system
with binary mass fraction fb=0.5 and initial binary eccentricity eb = 0.2 (first row), 0.5 (second
row), and 0.8 (third row). The third body has mass mp = 10
−3 mb (first column), 5 × 10−3 mb
(second column), and 10−2 mb (third column).
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Figure 5.7: Same as Fig 5.6 except the binary mass fraction is fb=0.1.
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binaries, the binary torques due to resonances are weaker and therefore the unstable planet orbits
evolve more slowly.
Finally, we do not observe a significant difference for unstable orbits between systems with
different planet mass in the equal mass binary models. On the other hand, there are more long-
lived unstable orbits with increasing planet mass in the lower fb models especially for eb = 0.2.
5.3 Discussion
In this chapter, we have investigated the orbital stability of a misaligned initially circular orbit
close-in planet with nonzero mass around an eccentric orbit binary by means of numerical simula-
tions. In our suite of simulations, we have considered planets with masses mp = 0.001, 0.005 and
0.01mb around a binary with mass fraction fb = 0.1 and 0.5 and we sample different orbits by
varying the initial semi-major axis, a, inclination, i and true anomaly, ν. We consider two values
for the initial nodal phase angle, φ = 0◦ and φ = 90◦.
In general, we find that circumbinary planet orbits are stable over times of 5× 104Tb for initial
orbital radii a that are greater than about 2.2ab to about 4ab, although there are cases where the
instability extends to larger radii. The values depend on the planet and binary parameters.
The results show that at high binary eccentricity, planet orbits near the generalised polar orbits
are the most stable type of planet orbit. In particular, they are more stable than prograde and
retograde coplanar orbits. The enhanced stability of these generalised polar orbits over coplanar
orbits is most apparent for more a extreme mass ratio, high eccentricity binary, as seen in the
bottom right of Fig. 5.2.
The range of radii covered by stable nearly polar orbits increases with binary eccentricity.
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For high binary eccentricity, the resonant binary Lindblad torque on a low mass polar gas disk
decreases with increasing binary eccentricity (e.g. Miranda & Lai 2015; Lubow & Martin 2018;
Franchini et al. 2019a). As a result, the disk inner edge of a polar disk extends closer to the binary
center of mass than it does for a prograde coplanar disk. Analogous results appear in the planet
orbit case in that the radii for stable orbits extend closer to the binary center of mass for polar
orbits than is the case for coplanar orbits. For the polar case involving a high eccentricity binary,
the potential due to the binary is at each instant of time is nearly axisymmetric in the plane of
the planet orbit. Consequently the torque exerted on the planet perpendicular to its orbit plane
is relatively weak compared to a lower eccentricity case. Just the opposite behavior would be
expected for a coplanar planet. That is, with increasing binary eccentricity the binary potential
becomes more nonaxisymmetric in the plane of the planet orbit leading to a larger torque. Such
considerations support the simulation results we find that the polar orbits are more stable than
coplanar ones.
The orbital alignment of circumbinary planets depends upon the final alignment of the cir-
cumbinary disk. A low mass disk may evolve towards either coplanar alignment or polar align-
ment at i = 90◦. However, high mass disks may align to the generalised polar state at tilts that
are less than 90◦ (Martin & Lubow 2019). Assuming the disk evolves through instantaneously
stationary (generalised polar) configurations, the disk may move towards a tilt of 90◦ as it loses
mass. Therefore, the timescale of the disk dispersal plays a role in the final inclination of a debris
disk or protoplanet. disk-planet interactions must also be taken into account. A giant planet that
opens a gap may not remain coplanar with a misaligned disk (Lubow & Martin 2016; Pierens &
Nelson 2018; Franchini et al. 2019b). Thus, a massive planet could undergo libration oscillations
in its orbit even after the disk has dispersed.
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Our results have implications on the possible orbits in which circumbinary planets can reside.
The results in Figs. 5.1 and 5.2 suggest that for highly eccentric orbit binaries, planets found inward
of about 3.5ab can reside on only misaligned librating orbits including polar orbits. Planets found
inward of about 2.5ab around low eccentricity binaries can reside on only circulating retrograde
orbits. Planets at larger separations ≥ 4ab can be stable for both librating and circulating orbits
over a wide range of planet orbit inclinations. That is, orbital stability considerations alone do
not provide a constraint on the possible planet orbits, if the planet is far enough from the binary.
But based on disk simulations, we expect there to be a preference for highly inclined and polar
planets around high eccentricity binaries (e.g., Martin & Lubow 2018). Whether a disk evolves
to polar depends on its initial inclination and nodal phase. The detailed occurrence frequency of
polar disk configurations and therefore polar planets then depends on the initial disk misalignment
distribution that is not known. But binaries with inclined circumbinary disks are found to occur for




In this thesis, we have used analytic methods, N -body simulations and hydrodynamic simula-
tions to investigate the dynamics and stability of small bodies in the solar system and of circumbi-
nary planetary systems. We have explored the evolution of the isotopic ratio of nitrogen in the
Earth’s atmosphere. The secular resonance in the Kuiper belt perturbed comets and forced them to
migrate inwards in the inner solar system. Some of them collided with the Earth eventually after
the primordial Earth’s atmosphere had formed. Combining this with geological records and comet
data, we find that about 5% ∼ 10% of nitrogen in the Earth’s atmosphere may have been delivered
by comets to explain the current Earth’s atmosphere or the enriched 15N Earth’s atmosphere in
Archean eon.
Secondly, we investigate whether the regular Galilean satellites could have formed in a dead
zone of a circumplanetary disk. The tidal torque from the Sun that removes angular momentum at
the outer edge of a circumplanetary disk and constrains the size of the disk to about 0.4 RH. The
results of our simulations show that the maximum mass of the disk is around 0.001MJ. Since the
total solid mass of such a disk is much lower, we concluded that there is not sufficient material in
the disk for in situ formation of the Galilean satellites and that external supplement is required.
Thirdly, we study dynamics of nonzero mass, misaligned circumbinary planets in eccentric
binary systems. As was predicted by analytic models, for a misaligned circumbinary planet, a
prograde planet’s orbit precesses about the angular momentum vector of the binary. On the other
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hand, for sufficiently high initial inclination, a prograde planet’s orbit librates about the stationary
tilted state. For a fixed binary eccentricity, the stationary angle is a monotonically decreasing func-
tion of the ratio of j. The larger j, the stronger the evolutionary changes in the binary eccentricity
and inclination. We also calculate the critical tilt angle that separates the circulating from the li-
brating orbits for both prograde and retrograde planet orbits. The properties of the librating orbits
and stationary angles are quite different for prograde versus retrograde orbits. The results of the
numerical simulations are in very good quantitative agreement with the analytic models.
Finally, we investigate the orbital stability of circumbinary planets for various initial values
of the binary eccentricity, binary mass fraction, planet mass, planet semi–major axis, and planet
inclination by means of numerical simulations. Our results show that for small binary eccentricity,
the stable orbits that extend closest to the binary (most stable orbits) are nearly retrograde and cir-
culating. For high binary eccentricity, the most stable orbits are highly inclined and librate near the
so-called generalised polar orbit which is a stationary orbit that is fixed in the frame of the binary
orbit. For more extreme mass ratio binaries, there is a greater variation in the size of the stability
region (defined by initial orbital radius and inclination) with planet mass and initial inclination, es-
pecially for low binary eccentricity. Moreover, for low binary eccentricity and extreme mass ratio
binaries, inclined planet orbits may be unstable even at large orbital radii (separation > 5 ab). The
escape time for an unstable planet is generally shorter around an equal mass binary compared with
an unequal mass binary. We also found the binary eccentricity can determine which type of orbit
is most stable. Specifically, the most stable orbit for the low binary eccentricity is the retrograde
orbit while the most stable orbit for the high binary eccentricity is the polar libration orbit.
A circumbinary system could host more than one circumbinary planet, the interaction between
two planets must be taken into account and it changes dynamic and stability of both planets. We
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will extend our models from three-body to four-body to study multiple circumbinary planets. There
will be abundant data from TESS, PLATO and JWST, we expect more circumbinary binary systems
with planets could be found in near future. Besides, our models are not restricted with circumbinary
systems because our simulations are scale free and can be applied to different systems.
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