Abstract. The complementation problem for nondeterministic automata on infinite words has numerous applications in formal verification. In particular, the language-containment problem, to which many verification problems are reduced, involves complementation. Traditional optimal complementation constructions are quite complicated and have not been implemented. Recently, we have developed an analysis techniques for runs of co-Büchi and generalized co-Büchi automata and used the analysis to describe simpler optimal complementation constructions for Büchi and generalized Büchi automata. In this work, we extend the analysis technique to Rabin and Streett automata, and use the analysis to describe novel and simple complementation constructions for them.
Introduction
The complementation problem for nondeterministic automata on infinite words has numerous applications in formal verification. In order to check that the language of an automaton A 1 is contained in the language of a second automaton A 2 , one checks that the intersection of A 1 with an automaton that complements A 2 is empty. Many problems in verification and design are reduced to language containment. In model checking, the automaton A 1 corresponds to the system, and the automaton A 2 corresponds to the specification [Kur94, VW94] . While it is easy to complement specifications given in terms of formulas in temporal logic, complementation of specifications given in terms of automata is so problematic, that in practice the user is required to describe the specification in terms of a deterministic automaton (it is easy to complement a deterministic automaton) [Kur87, HHK96] , or to supply the automaton for the negation of the specification [Hol97] . Language containment is also useful in the context of abstraction, where a large system is replaced by an abstraction whose language is richer, yet its state space is smaller. Such abstractions are particularly useful in the context of parametric verification, where a parallel composition of an unbounded number of processes is abstracted by a composition of a finite number of them [KP00, KPP03] , and in the context of inheritance and behavioral conformity in object-oriented analysis and design [HK02] .
Other applications have to do with the fact that language equivalence is checked by two language-containment tests. For example, the translators from LTL into automata have reached a remarkable level of sophistication (cf. [GBS02] ), and it is useful to check their correctness, which involves a language-equivalence test.
Efforts to develop simple complementation constructions for nondeterministic automata started early in the 60s, motivated by decision problems of second order logics. Büchi suggested a complementation construction for nondeterministic Büchi automata that involved a complicated combinatorial argument and a doubly-exponential blow-up in the state space [Büc62] . Thus, complementing an automaton with n states resulted in an automaton with 2 2 O(n) states. In 1988, Safra introduced an optimal determinization construction, which also enabled a 2 O(n log n) complementation construction [Saf88] , matching the known lower bound [Mic88] . Another 2 O(n log n) construction was suggested by Klarlund in [Kla91] , which circumvented the need for determinization. The optimal constructions in [Saf88, Kla91] found theoretical applications in the establishment of decision procedures (cf. [EJ91] ), but the intricacy of the constructions makes their implementation difficult. We know of no implementation of Klarlund's algorithm, and the implementation of Safra's algorithm [THB95] has to cope with the rather involved structure of the states in the complementary automaton. In [KV01] we described a simple, optimal complementation of nondeterministic Büchi automata, based on the analysis of runs of universal co-Büchi automata. A report on an implementation of this construction can be found in [GKSV03] . The construction was extended to nondeterministic generalized Büchi automata in [KV04] . Beyond its simplicity, the construction has other attractive properties: it can be implemented symbolically [Mer00, KV01] , it is amenable to optimizations [GKSV03] and improvements [FKV04] , and it naturally generates certificates to the verification task [KV04] . Many of the applications described above for the language-containment problem involve Rabin and Streett automata; cf. [LPS81, KPSZ02] . In particular, applications that involve the composition of processes and objects are typically applied to systems augmented with a strong-fairness condition, which corresponds to the Streett acceptance condition. Since nondeterministic Büchi automata recognize all the ω-regular languages, the complementation procedure in [KV01] can be used in order to complement richer classes of automata on infinite words, like nondeterministic Rabin and Streett automata: given a Rabin or Streett automaton A, one can first translate A to a nondeterministic Büchi automaton A , and then complement A . While such an approach is reasonable for Rabin automata, it is not reasonable for Streett automata. Indeed, given a Rabin automaton A with n states and index k, the automaton A has O(nk) states, resulting in a complementary Büchi automaton with 2 O(nk log nk)
states. When A is a Streett automaton, however, A has O(n2 k ) states [SV89] , resulting in a complementary Büchi automaton with 2
states. The fact that going through Büchi automata leads to a doubly-exponential construction makes the complementation problem for nondeterministic Streett automata much harder than the corresponding problem for Rabin automata. The first exponential complementation construction for Streett automata was given in [SV89] . their bound for the size of complementary automaton is 2 m 2 O(nk log nk) states (optimality of this bound is still open). As has been the case with the early optimal constructions for Büchi automata, the constructions in [Kla91, Saf92] are quite complicated, and quite difficult to understand and teach.
In this work, we generalize the approach of [KV01, KV04] to nondeterministic Rabin and Streett automata, and describe novel and simple complementation construction for them. Given a nondeterministic Rabin automaton A with n states and index k, the complementary automatonÃ we construct is a nondeterministic Büchi automaton with 2 O(nk log n)
states. When A is a Streett automaton,Ã has 2 O(nk log nk)
states. Our construction is based on an analysis of the runs of the universal dual of A, by means of ranks associated with states. In this sense, it is closely related to the progress-measures introduced in [Kla90] . Note that while the constructions (Theorems 2 and 4) are simple, the analysis (Lemmas 3 and 4) is quite nontrivial. As in the case of Büchi, the state space of the complementary automaton consists of subsets of the state space of original automaton and ranking functions for them, thus our constructions can be implemented symbolically
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, and we expect them to be optimizable. Note that in the case of Streett automata, our blow-up matches the one of Klarlund and Safra, whereas in the case of Rabin automata, we improve the known 2 O(nk log nk) bound exponentially. At any rate, the main advantage of our approach is in the simplicity of the construction; the complexity analysis shows that, furthermore, there is no "penalty" for this simplicity.
Preliminaries
Automata on infinite words Given an alphabet Σ, an infinite word over Σ is an infinite sequence w = σ 0 ·σ 1 ·σ 2 · · · of letters in Σ. We denote by w l the suffix σ l ·σ l+1 ·σ l+2 · · · of w. An automaton on infinite words is A = Σ, Q, Q in , ρ, α , where Σ is the input alphabet, Q is a finite set of states, ρ : Q × Σ → 2 Q is a transition function, Q in ⊆ Q is a set of initial states, and α is an acceptance condition (a condition that defines a subset of Q ω ). Intuitively, ρ(q, σ) is the set of states that A can move into when it is in state q and it reads the letter σ. Since the transition function of A may specify many possible transitions for each state and letter, A is not deterministic. If ρ is such that for every q ∈ Q and σ ∈ Σ, we have that |ρ(q, σ)| = 1, then A is a deterministic automaton.
A run of A on w is a function r : IN → Q where r(0) ∈ Q in and for every l ≥ 0, we have r(l + 1) ∈ ρ(r(l), σ l ). In automata over finite words, acceptance is defined according to the last state visited by the run. When the words are infinite, there is no such thing "last state", and acceptance is defined according to the set Inf (r) of states that r visits infinitely often, i.e., Inf (r) = {q ∈ Q : for infinitely many l ∈ IN, we have r(l) = q}. As Q is finite, it is guaranteed that Inf (r) = ∅. The way we refer to Inf (r) depends on the acceptance condition of A. Several acceptance conditions are studied in the literature. We consider here five: -Büchi automata, where α ⊆ Q, and r is accepting iff Inf (r) ∩ α = ∅.
-co-Büchi automata, where α ⊆ Q, and r is accepting iff Inf (r) ∩ α = ∅.
-Generalized Büchi automata, where α = {G 1 , G 2 , . . . , G k } and r is accepting iff
The number k of sets in the generalized Büchi and co-Büchi acceptance conditions or pairs in the Rabin and Streett acceptance conditions is called the index of α (or A). Note that the Büchi and the co-Büchi conditions are dual, in the sense that a run r satisfies a Büchi condition α iff r does not satisfy α when regarded as a co-Büchi condition. Similarly, generalized Büchi and generalized co-Büchi are dual, and so are Rabin and Streett.
Since A is not deterministic, it may have many runs on w. In contrast, a deterministic automaton has a single run on w. There are two dual ways in which we can refer to the many runs. When A is a nondeterministic automaton, it accepts an input word w iff there exists an accepting run of A on w. When A is a universal automaton, it accepts an input word w iff all the runs of A on w are accepting.
We use three-letter acronyms to describe types of automata. The first letter describes the transition structure and is one of "D" (deterministic), "N" (nondeterministic), and "U" (universal). The second letter describes the acceptance condition and is one of "B" (Büchi) , "C" (co-Büchi), "GB" (generalized Büchi), "GC" (generalized co-Büchi), "S" (Streett), and "R" (Rabin) . The third letter designates the objects accepted by the automata; in this paper we are only concerned with "W" (infinite words). Thus, for example, NBW designates a nondeterministic Büchi word automaton and UCW designates a universal co-Büchi word automaton. For the case of Streett and Rabin automata we sometimes also indicate the index of the automaton. For example, USW[1] is a universal Streett word automaton with one pair in its acceptance condition.
In [KV01] , we suggested the following approach for complementing nondeterministic automata: in order to complement a nondeterministic automaton, first dualize the transition function and the acceptance condition, and then translate the resulting universal automaton back to a nondeterministic one. By [MS87] , the dual automaton accepts the complementary language, and so does the nondeterministic automaton we end up with. In the special case of Büchi automata, one starts with an NBW, dualize it to a UCW, which accepts the complementary language, and then translates the UCW to an equivalent NBW. Thus, rather than determinization, complementation is based on a translation of universal automata to nondeterministic ones, which turned out to be much simpler. In this paper, we extend this approach to Rabin and Streett automata.
Run DAGs Consider a universal word automaton A = Σ, Q, Q in , δ, α . Let |Q| = n. The runs of A on a word w = σ 0 · σ 1 · · · can be arranged in an infinite DAG (directed acyclic graph) G r = V, E , where -V ⊆ Q × IN is such that q, l ∈ V iff some run of A on w has r(l) = q. For example, the first level of G r contains the vertices Q in × {0}.
Thus, G r embodies exactly all the runs of A on w. We call G r the run DAG of A on w, and we say that G r is accepting if all its paths satisfy the acceptance condition α. Note that A accepts w iff G r is accepting. We say that a vertex q , l is a successor of a vertex q, l iff E( q, l , q , l ). We say that q , l is reachable from q, l iff there exists a sequence q 0 , l 0 , q 1 , l 1 , q 2 , l 2 , . . . of successive vertices such that q, l = q 0 , l 0 , and there exists i ≥ 0 such that q , l = q i , l i . For a set S ⊆ Q, we say that a vertex q, l of G r is an S-vertex if q ∈ S. Consider a (possibly finite) DAG G ⊆ G r . We say that a vertex q, l is finite in G if only finitely many vertices in G are reachable from q, l . For a set S ⊆ Q, we say that a vertex q, l is S-free in G if all the vertices in G that are reachable from q, l are not S-vertices. Note that, in particular, an S-free vertex is not an S-vertex. Finally, we say that the width of G is d if d is the maximal number for which there are infinitely many levels l such that there are d vertices of the form q, l in G. Note that the width of G r is at most n.
Runs of UCW and UGCW were studied in [KV01, KV04] . . Thus, r ≤ r , r, i ≤ r , and r ≤ r , i iff r ≤ r . In addition, r, i ≤ r , i iff r < r or r, i = r , i .
Generalized co-Büchi ranking
Recall that a run r satisfies α if there is some j ∈ I such that inf (r) ∩ B j = ∅. A generalized co-Büchi ranking (GC-ranking, for short) for G r is a function f : V → Ω I that satisfies the following conditions:
Thus, a ranking associates with each vertex in G r a rank in Ω I so that ranks along paths are not increased, and B j -vertices cannot get an odd rank with index j. Note that each path in G r eventually gets trapped in some rank. We say that the ranking f is an odd GC-ranking if all the paths of G r eventually get trapped in an odd rank. Formally, f is odd iff for all paths
is odd, and for all l ≥ l, we have f ( q l , l ) = f ( q l , l ). Note that, equivalently, f is odd if every path of G r has infinitely many vertices with odd ranks.
Lemma 1. [KV04]
The following are equivalent.
1. All the paths of G r satisfy the generalized co-Büchi condition {B 1 , . . . , B k }.
There is an odd GC-ranking for G r .
Proof: Assume first that there is an odd GC-ranking for G r . Then, every path in G r eventually gets trapped in an odd rank with index j, for some j ∈ I. Hence, as B jvertices cannot get an odd rank with index j, all the paths of G r has some j ∈ I for which they visit B j only finitely often, and we are done.
For the other direction, given an accepting run DAG G r , we define an infinite sequence G 0 ⊇ G 1 ⊇ G 2 ⊇ . . . of DAGs inductively as follows. For G ⊆ G r and j ∈ I, we say that j is helpful for G if G contains a B j -free vertex.
It can be shown that for every i ≥ 0, unless the DAG G 2i+1 is empty, then there is some j ∈ I that is helpful for G 2i+1 . Since the successors of a B j -free vertex are also B j -free, and since all the vertices in G 2i+1 have at least one successor, the transition from G 2i+1 to G 2i+2 involves the removal of an infinite path from G 2i+1 . Since the width of G 0 is bounded by n, it follows that the width of G 2i is at most n − i. Hence, G 2n is finite, and G 2n+1 is empty.
Each vertex q, l in G r has a unique index i ≥ 1 such that q, l is either finite in G 2i or B j -free in G 2i+1 , for some j ∈ I. Thus, the sequence of DAGs induces a function f : V → Ω I , where f ( q, l ) is 2i, if q, l is finite in G 2i , and is 2i + 1, j , if j is the minimal index helpful for G 2i+1 and q, l is B j -free in G 2i+1 . It can be shown that the function f is an odd GC-ranking
A co-Büchi-ranking for G r (C-ranking, for short) can be defined as a special case of GC-ranking. Since I = {1}, we omit the indices from the odd ranks, thus a C-ranking is a function f : V → [2n]. It can be shown (a special case of Lemma 1, see [KV01] for details) that all the paths of G r have only finitely many α-vertices iff there is an odd C-ranking for G r .
NRW complementation
In this section we analyze runs of USW and use the analysis in order to translate USW to NBW. The translation is then used for NRW complementation. We start with USW[1], and then generalize to USW with an arbitrary index.
Streett[1]-ranking
We first consider USW[1], where α = { B, G } contains a single pair, and G r is accepting iff all paths in G r have finitely many B-vertices or infinitely many G-vertices.
A
that satisfies the following two conditions:
Thus, an S[1]-ranking associates with each vertex in G r a rank in [2n] so that the ranks along paths may increase only when a G-vertex is visited, and no B-vertex is odd. Note that each path in G r either visit G-vertices infinitely often or eventually gets trapped in some rank. We say that the S[1]-ranking f is an odd S[1]-ranking if all the paths of G r either visit G-vertices infinitely often or eventually gets trapped in an odd rank. Formally, f is odd iff for all paths q 0 , 0 , q 1 , 1 , q 2 , 2 , . . . in G r , either q l ∈ G for infinitely many l ≥ 0 or there is l ≥ 0 such that f ( q l , l ) is odd, and for all l ≥ l, we have f ( q l , l ) = f ( q l , l ). Note that, equivalently, f is odd if every path of G r has infinitely many G-vertices or infinitely many odd vertices.
Lemma 2. The following are equivalent.
All the paths of
G r satisfy the Streett[1] condition { B, G }.
There is an odd S[1]-ranking for G r .
Lemma 2 implies that A accepts a word w iff there is a ranking for the run DAG G r of A on w such that every infinite path in G r has infinitely many G-vertices or infinitely many odd vertices. Intuitively, the lemma suggests that the two requirements that the Streett[1] condition involves (finitely many B or infinitely many G) can be reduced to a new condition of only one type (infinitely often, for odd or G-vertices). This intuition is formalized in the translation of USW[1] to NBW, which is described (as a special case of a translation of USW to NBW) in Theorem 2.
Streett-ranking We now turn to consider a general Streett condition
where G r is accepting iff all paths in G r have, for all 1 ≤ i ≤ k, finitely many B ivertices or infinitely many G i -vertices.
Consider a function f :
k that satisfies the following two conditions:
Thus, an S-ranking f associates with each vertex in G r a vector of k ranks in
We say that the ranking f is an odd S-ranking if, for all 1
is odd. Thus, for all 1 ≤ i ≤ k, all the paths of G r either visit G i -vertices infinitely often or eventually get trapped in an odd i-rank. Formally, f is odd iff for all paths q 0 , 0 , q 1 , 1 , q 2 , 2 , . . . in G r and for all 1 ≤ i ≤ k, either q l ∈ G i for infinitely many l ≥ 0 or there is l ≥ 0 such that f ( q l , l )[i] is odd, and for all l ≥ l, we have
. Note that, equivalently, f is odd if every path of G r has, for all 1 ≤ i ≤ k infinitely many G i -vertices or infinitely many vertices with an odd i-rank.
Lemma 3. The following are equivalent.
All the paths of G r satisfy the Streett condition
There is an odd S-ranking for G r .
Proof: Immediate from Lemma 2 and the definition of an odd S-ranking as the composition of k odd S[1]-rankings for the pairs in the Streett condition. into an equivalent NBW A i as described in Theorem 1, and then defining A as the product of the A i 's (see [Cho74] for the product construction for NBW). Such a product would have at most k ·3 nk ·(2n+1) nk states. We now describe a direct construction, which follows from the analysis of S-ranking, and which is exponentially better.
From USW to NBW
Theorem 2. Let A be a USW with n states and index k. There is an NBW A with 2
it guesses an odd S-ranking for the run DAG G r of A on w. At a given point of a run of A , it keeps in its memory a whole level of G r and a guess for the rank of the vertices at this level. In order to make sure that for all 1 ≤ i ≤ k, all the paths of G r either visit i-odd or G i -vertices infinitely often, A has a flag 1 ≤ i ≤ k and it remembers the set of states that owe a visit to i-odd or G i -vertices. Once the set becomes empty, i is changed to (i mod k) + 1.
Before we define A , we need some notations. A level ranking for A is a function
is odd, then q ∈ B i . Let R be the set of all level rankings. For a subset S of Q and a letter σ, let δ(S, σ) = s∈S δ(s, σ). Note that if level l in G r , for l ≥ 0, contains the states in S, and the (l + 1)-th letter in w is σ, then level l + 1 of G r contains the states in δ(S, σ).
For two level rankings g and g in R and a letter σ, we say that g covers g, σ if for all q and q in Q, if q ∈ δ(q, σ), then for all
odd }. Thus, a state of Q is in good (g, i) if it belongs to G i or has an i-odd rank. Now, A = Σ, Q , Q in , δ , α , where
. . , k}, where a state S, O, g, i ∈ Q indicates that the current level of the DAG contains the states in S, the pair that is now examined is i, the set O ⊆ S contains states along paths that have not visited a G i -vertex or an i-odd vertex since the last time O has been empty, and g is the guessed level ranking for the current level.
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-Q in = Q in × {∅} × R × {1}. -δ is defined, for all S, O, g, i ∈ Q and σ ∈ Σ, as follows.
g covers g, σ }.
Since there are at most (2n + 1) nk level rankings, the number of states in A is at most
.
For the proof of Theorem 1, note that when A is a USW[1], there is no need for the index component in the state space, and A has 2 O(n log n) states.
Theorem 3. Let A be an NRW with n states and index k. There is an NBWÃ with 2
Proof: The automatonÃ is obtained by translating the USW that dualizes A to an NBW.
Note that the previous complementation constructions for NRW involve a 2 states [Saf88] . Thus, our construction eliminates the term k from the exponent. In addition, the constants hiding in the O() notation are exponentially better in our approach. Indeed, the number of states of an NBW equivalent to an NRW[k] with n states may be 2nk. On the other hand, our ranks refer to the original state space of the automaton, and there is no need to double it for each pair. For example, when k = 1, going through NBW results in a complementary NBW with at most 3 2n · (4n + 1) 2n states, whereas our direct construction results in an NBW with at most 3 n · (2n + 1) n states.
NSW complementation
In this section we analyze runs of URW and use the analysis in order to translate URW to NBW. The translation is then used for NSW complementation.
Rabin-ranking Consider a Rabin condition
α = { G 1 , B 1 , G 2 , B 2 , . . . , G k , B k }. Let I = {1, . .
. , k}, and let
Recall that a run r satisfies α iff there is 1 ≤ i ≤ k such that Inf (r) ∩ G i = ∅ and Inf (r) ∩ B i = ∅. A Rabin rank  is a tuple r 1 , i 1 , . . . , r m−1 , i m−1 , r m of m ranks in Ω I , for 1 ≤ m ≤ k + 1. The i j 's are distinct, and except for the last rank, which is even, all the ranks are odd. We refer to m as the width of the rank, and to the j-th element of a Rabin rank γ as γ [j] . Let D I denote the set of Rabin ranks (with respect to α).
A Rabin ranking (R-ranking, for short) for G r is a function f : V → D I that satisfies the following conditions:
1. For all q, l ∈ V , let m be the width of f ( q, l ). Then,
For all edges q, l , q , l + 1 ∈ E, let m and m be the widths of f ( q, l ) and f ( q , l + 1 ), respectively, and let m = min{m, m }. Then,
Thus, if f ( q, l ) = γ and f ( q , l + 1 ) = γ , then Condition 2 guarantees that for
, and q ∈ G i m −1 . We refer to the latter conjunction as the bridge disjunct of Condition 2b.
For a vertex v ∈ V , the width of v, denoted width(v), is the width of f (v). A vertex with width 1 is even, and a vertex with width at least 2 is odd. We say that a vertex q, l is happy (with respect to f ) if f ( q, l ) = r 1 , i 1 , . . . , r m−1 , i m−1 , r m for some m > 1 and q ∈ G im−1 . Note that all happy vertices are odd. An R-ranking is an odd R-ranking if all infinite paths have infinitely many happy vertices.
Lemma 4.
All the paths of G r satisfy the Rabin condition
{ G 1 , B 1 , . . . , G k , B k }.
There is an odd R-ranking for G r .
Intuitively, Lemma 4 suggests that the requirements that the Rabin condition involves, which are of different types (infinitely often, for the G i elements, and finitely often, for the B i elements), can be reduced to a new condition of only one type (infinitely often, for happy vertices). This intuition is formalized in the construction below. Note that while the proof of Lemma 4 is complicated, the construction that follows is simple. 
states such that L(A ) = L(A).
Proof: Let A = Σ, Q, Q in , δ, { G 1 , B 1 , . . . , G k , B k } When A reads a word w, it guesses an odd R-ranking for the run DAG G r of A on w. At a given point of a run of A , it keeps in its memory a whole level of G r and a guess for the ranks of the vertices at this level. In order to make sure that all the infinite paths of G r visit happy vertices infinitely often, A remembers the set of states that owe a visit to happy vertices.
Before we define A , we need to adjust our notations to ranks in D I . A level ranking for A is a function g : Q → D I , such that for all q ∈ Q with width(g(q)) = m, and for all 1 ≤ j < m − 1, if g(q)[j] = r j , i j , then q ∈ G ij . Also, for all 1 ≤ j < m, if g(q)[j] = r j , i j , then q ∈ B ij . The correspondence between the above conditions and Condition 1 in the definition of R-ranking guarantees that g describes possible ranks for vertices in some level of G r . Let R be the set of all level rankings. Note that since a Rabin rank in D I can be characterized by at most k elements in
, and a permutation of I, the size of D I is at most n k · (n + 1) · k!. Accordingly, there are at most 2 O(nk log nk) level rankings. For two level rankings g and g in R, a subset S ⊆ Q, and a letter σ, we say that g covers g, S, σ if for all q ∈ S and q ∈ δ(q, σ), the following holds. Let m and m be the widths of g(q) and g(q ), respectively, and let m = min{m, m }. Then,
The correspondence between the above conditions and Condition 2 in the definition of R-ranking guarantees that if S is the set of states in level l, the (l + 1)-th letter in the word is σ, g describes the ranks of vertices of level l, and g covers g, S, σ , then g is a possible level ranking for level l + 1. Finally, for g ∈ R, let good (g) ⊆ Q be the set of states q such that the width of
, and q ∈ G im−1 . Now, A = Σ, Q , Q in , δ , α , where
Q × 2 Q × R, where a state S, O, g ∈ Q indicates that the current level of the DAG contains the states in S, the set O ⊆ S contains states along paths that have not visited a happy vertex since the last time O has been empty, and g is the guessed level ranking for the current level.
-Q in = Q in × {∅} × R. -δ is defined, for all S, O, g ∈ Q and σ ∈ Σ, as follows.
•
Since there are at most 2
level rankings, the number of states in A is at most
Remark 1. Below we discuss some variants of R-ranking, which still satisfy Lemma 4, and therefore, with a corresponding adjustment of the definition of "covers", can be used in order to translate URW to NBW. First, it can be shown that Condition 1a is not essential. In other words, the proof of Lemma 4 stays valid when we allow a vertex q, l with q ∈ G ij to have f ( q, l )[j] = r j , i j , for j < width( q, l ). Condition 1a, however, has the advantage that it restricts the state space of the NBW. Second, the indices i j of a Rabin rank r 1 , i 1 , . . . , r m−1 , i m−1 , r m need not be distinct. Again, the proof stays valid if we allow an index to repeat. As with Condition 1a, the fact the indices are distinct restricts the state space. On the other hand, in a symbolic implementation, such a restriction may cause complications.
Theorem 5. Let A be an NSW with n states and index k. There is an NBWÃ with 2
Proof: The automatonÃ is obtained by translating the URW that dualizes A to an NBW.
Language Containment
Recall that a primary application of complementation constructions is language containment: in order to check that the language of an automaton A 1 is contained in the language of a second automaton A 2 , one checks that the intersection of A 1 with an automaton that complements A 2 is empty. In this section we demonstrate the simplicity and advantage of our construction with respect to this application. We first show how an automaton that complements A 2 , when constructed using our construction, can be optimized in the process of its intersection with A 1 . We then describe the product P of A 1 with the complementing automaton, namely the automaton whose emptiness should be tested in order to check whether L(A 1 ) ⊆ L(A 2 ). Our goal in describing P is to highlight the simplicity of the language-containment algorithm. To the best of our knowledge, this is the first time that such a product P is described in a few lines.
Optimizations that depend on A 1
Consider a language-containment problem L(A 1 ) ⊆ L(A 2 ). The solution that follows from our approach is to start by dualizing A 2 , translate the result (a universal automatonÃ 2 ) to a nondeterministic automatonÑ 2 , which complements A 2 , and check the emptiness of the product A 1 ×Ñ 2 . Consider the universal automatonÃ 2 . Our translation ofÃ 2 toÑ 2 is based on ranks we associate with vertices that appear in run DAGs ofÃ 2 . Let n be the number of states on A 2 . The range of the ranks is 0, . . . , 2n, and, depending on the type ofÃ 2 , they may be associated with indices, and/or arranged in tuples. The bound 2n on the maximal rank follows from the fact that the width of the run DAG is bounded by n. To see the latter, consider a run DAG G r that embodies all the runs ofÃ 2 on a word w = σ 0 · σ 1 · · ·. A level l ≥ 0 of G r contains exactly all vertices q, l such that a run of A 2 on w visits q after reading the prefix σ 0 · σ 1 . . . σ l−1 . Thus, since there are n different states, there may be at most n different such vertices in each level.
In fact, we can tighten the width of G r further. Indeed, the structure of A 2 may guarantee that some states may not appear together in the same level. For example, if q 0 and q 1 are reachable only after reading even-length and odd-length prefixes of w, respectively, then q 0 and q 1 cannot appear together in the same level in the run DAG of A 2 on w, which enables us to bound its width by n − 1. In general, since the construction ofÑ 2 takes into an account all words w ∈ Σ ω , we need to check the "mutual exclusiveness" of q 0 and q 1 with respect to all words. This can be done using the subset construction [RS59] : let A 2 = Σ, Q 2 , Q 2 in , δ 2 , α 2 , and let
be the automaton without acceptance condition obtained by applying the subset construction to A 2 . Thus, for all S ∈ 2
Q2
, we have that δ
contains exactly all sets S of states such that all the states in S may appear in the same level of some run DAG of A 2 . Accordingly, we can tighten our bound on the maximal width a run DAG may have to r max = max S∈reach(A2) |S|, and tighten our bound on the maximal rank to 2r max . If Q 2 ∈ reach(A 2 ), then r max = n, and we do not optimize. Often, however, the structure of A 2 does prevent some states to appear together on the same level. As we shall explain now, the presence of A 1 can make the above optimization even more effective.
It is easy to see that some states may be mutual exclusive (i.e., cannot appear in the same level in the run DAG) with respect to some words and not be mutual exclusive with respect to other words. The definition of r max requires mutual exclusiveness with respect to all words. On the other hand, checking L(A 1 ) ⊆ L(A 2 ), we only have to consider mutual exclusiveness with respect to words in L(A 1 ). Note that the fewer words we have to consider, the more likely we are to get mutual exclusiveness, and then tighten the bound further. Checking mutual exclusiveness with respect to L(A 1 ) can be done by taking the product of A 1 with A in }, w) = S. Note that reach(A 2|A 1 ) excludes from reach(A 2 ) sets that are reachable in A 2 only via words that are not reachable in A 1 . Accordingly, we can tighten our bound on the maximal width a run DAG of A 2 on a word in L(A 1 ) may have to r max A1 = max S∈reach(A2 |A 1 ) |S|, and tighten our bound on the maximal rank in the construction ofÑ 2 , which is designated for checking the containment of
Note that since we actually need to consider only accepting run DAGs, we can optimize further by removal of empty states from the participating automata. For example, if a state s ∈ Q 2 is such that L(A s 2 ) = ∅, we remove s from the range of δ 2 . In particular, it follows that A 2 has no rejecting sinks, and the range of δ 2 may contain the empty set. This removes from reach(A 2 ) sets S that may appear in the same level in a rejecting run DAG of A 2 but cannot appear in the same level in an accepting run DAG. Consequently, r max may become smaller. Similarly, by removing (in addition) empty states from A 1 , we restrict reach(A 2|A 1 ) to sets S of states such that all the states in S may appear in the same level of some (accepting) run DAG of A 2 on a word in L(A 1 ). Finally, we can also remove from reach(A 2|A 1 ) sets S induced only by pairs s, S ∈ Q 1 ×2
for which the product of A 1 and A d Indeed, such sets cannot appear in the same level of an accepting run DAG of A 2 on a word in L(A 1 ).
The product automaton
We describe the construction for the most complicated case, where A 1 and A 2 are Streett automata. Other cases are similar, with modified definitions for R, covers, and good, as in the proofs of Theorems 3 and 5.
Let
in , δ 2 , α 2 . Also, let R, covers, and good, be as in the proof Theorem 5, with respect to the components of A 2 . As explained in Section 5.1, the ranks in the range D I of the level rankings in R can be restricted to Rabin ranks in which Ω I = [2r
We define the product of A 1 andÑ 2 as an NSW P = Σ, Q , Q in , δ , α , where
-δ is defined, for all q, S, O, g ∈ Q and σ ∈ Σ, as follows.
Discussion
Complementation is a key construction in formal verification. At the same time, complementation of automata on infinite words is widely perceived to be rather difficult, unlike the straightforward subset construction for automata on finite words [RS59] . Checking the syllabi of several formal-verification courses, one finds that while most mention the closure under complementation for automata on infinite words, only a few actually teach a complementation construction. Indeed, not too many researchers are sufficiently familiar with the details of known constructions, and many believe that most of the students would not be able to follow the intricate technical details. This situation has led to a perception that complementation constructions for automata on infinite words are rather impractical. Indeed, an attempt to implement Safra's construction led support to this perception [THB95] . Consequently, there is extensive work on simulation-based abstraction and refinement, cf. [LT87,AL91,DHW91], and research has focused on ways in which fair simulation can approximate language containment [HKR02] , and ways in which the complementation construction can be circumvented by manually bridging the gap between fair simulation and language containment [Att99, KPP03] .
We believe that this perception ought to be challenged. It is true that language containment is PSPACE-complete [MS73] , whereas simulation can be solved in polynomial time [HHK95] . Nevertheless, the exponential blow-up of complementation, which is the reason underlying the PSPACE-hardness of language containment, is a worstcase analysis. As we have learned recently in the context of reasoning about automata on finite words, worst-case blow-ups rarely occur in typical practice [EKM98] . This is confirmed by our recent experience with the complementation construction for Büchi automata [GKSV03] . It is worth remembering also that the translation from LTL to Büchi automata [VW94] was for several years considered impractical because of its worst-case exponential blow-up. We also found the construction of [KV01] quite easy to teach, covering it in a two-hour lecture
5
. We believe that the complementation problem for automata on infinite words ought to be investigated further by the research community, in order to make complementation constructions routinely applicable in formal verification. We hope that our results here for Rabin and Streett automata would constitute a significant contribution in that direction.
by way of contradiction that width(π) = 1. Thus, π has infinitely many even vertices. Since f is odd, π also has infinitely many odd vertices. It follows that π has infinitely many edges v, v such that v is even and v is odd, implying that So, each path π has width(π) = m > 1 and π visits infinitely many G im−1 -vertices. Recall that π gets trapped in m − 1 odd ranks r 1 , i 1 , . . . , r m−1 , i m−1 . By Condition 1b, the vertices in the trapped suffix are not B ij -vertices, so π visits only finitely many B im−1 -vertices. Hence, π satisfies the Rabin pair G im−1 , B im−1 , and we are done.
For the other direction, we first need some notations. Consider the Rabin condition α = { G 1 , B 1 , G 2 , B 2 , . . . , G k , B k }. We denote the generalized co-Büchi condition {B 1 , . . . , B k } by C(α). Recall that I = {1, . . . , k}. For J ⊆ I, let α J be a restriction of α to the pairs with indices in J. Accordingly, C(α J ) denotes the generalized co-Büchi condition obtained by restricting C(α) to sets with indices in J.
Consider a sub-DAG G ⊆ G r . Let G = V , E . A component of G is a connected (in the undirected sense) set C ⊆ V of vertices. Note that each vertex of G belongs to exactly one component. An index-labeling of G is a function ρ : V → 2 I such that for all edges v, v ∈ E , we have that ρ(v) = ρ(v ). Thus, each component of G has J ⊆ I such that all the vertices in the component are mapped to J. For a component C of G, we use ρ(C) to denote the set J ⊆ I for which ρ(v) = J for all v ∈ C.
Consider a sub-DAG G = V , E of G r such that all the paths of G satisfy the same Rabin condition α J , for J ⊆ I. Then, all the paths of G also satisfy the generalized co-Büchi condition C(α J ). Let g : V → Ω J be an odd GC-ranking for G . By Lemma 1, such a ranking exists. We say that a vertex q, l in G is transient if g( q, l ) is even. We say that an edge q, l , q , l+1 in G is transient if g( q , l+1 ) < g( q, l ), and is a bridge if g( q, l ) is odd with index i and q ∈ G i .
We define the DAG refine(G ) = V , E , where
q, l is transient}, and -E = (E ∩(V ×V ))\{ q, l , q , l+1 : q, l , q , l+1 is a transient edge or a bridge}.
Since g is an odd GC-ranking, each path of G has only finitely many transient vertices and edges. Hence, the removal of transient vertices and edges leaves us with a DAG that contains some suffix for all the infinite paths of G . Then, by removing bridges, we leave in refine(G) suffixes of exactly all the paths of G that get trapped in an odd rank with index i, for some i ∈ J, and visit G i only finitely often. Such a path π does not satisfy the Rabin condition { G i , B i }, and is guaranteed to satisfy the Rabin condition α J\{i} . In addition, a path π of G for which no suffix of π exists in refine(G ) satisfies the Rabin pair G i , B i , for the index i ∈ J for which π gets trapped in an odd rank with index i.
Let ρ : V → 2 J be such that ρ(v) = J \ {i}, where i is the index for which g(v) is an odd rank with index i. Since we removed transient vertices and edges, E (v, v ) implies that g(v) = g(v ). Therefore, ρ is an index labeling of refine(G ).
We can view refine(G ) as a collection of components. Each component C is a DAG, it has an index i ∈ J such that ρ(C) = J \ {i}, and all the infinite paths of C satisfy the Rabin condition α ρ(C) . For each of these components, we can repeat the procedure described above for G . That is, we use the fact that C satisfies the generalized co-Büchi condition C(α ρ(C) ), use a GC-labeling for it in order to remove bridges and transient vertices and edges, and end up with a partition of C into components that are guaranteed to satisfy a Rabin condition with an index smaller by 1. This process is repeated iteratively until we reach a Rabin condition with a single pair.
Formally, we define a sequence
of DAGs, where each DAG G i = V i , E i in the sequence is associated with an index labeling ρ i . Intuitively, the construction of the DAGs is such that a component C in G are finite, so g k+1 (v) = 0, for all v ∈ V k+1 . We define the Rranking f : V → D I so that for all v ∈ V , we have f (v) = g 1 (v), g 2 (v), . . . , g m (v) , where 1 ≤ m ≤ k + 1 is the maximal index for which v ∈ V m .
We prove that f is an odd R-ranking. The proof proceeds by an induction on k. If k = 1, then g 1 is such that each path of G r gets trapped in an odd rank with index 1 and visits G 1 infinitely often. Then, f (v) is g 1 (v) , for v with an even rank, and is g 1 (v), 1 , 0 , for v with an odd rank. Note that since all the paths in G r satisfies the Rabin condition { G 1 , B 1 }, each path has infinitely many bridges. Therefore, all the vertices in G 2 are finite, and g 2 (v) is indeed 0 for all v with an odd rank. Thus, f ( q, l ) is a Rabin rank. Since the width of all vertices is at most 2, Condition 1a is satisfied vacuously. In addition, since g 1 is a GC-ranking, where a vertex with an odd rank with index 1 cannot be a B 1 vertex, Condition 1b holds too. Since f (v)[1] = g 1 (v) and f (v)[2] = 0, for vertices v for which f (v)[2] is defined, Condition 2 also follows from the fact g 1 is a GC-ranking, where E(v, v ) implies that g 1 (v ) ≤ g 1 (v), and the fact that f (v)[2] = 0, for all vertices v for which f (v)[2] is defined. It is left to prove that f is odd. Since each path of G r gets trapped in an odd rank according to g 1 , all paths have width 2. Therefore, as all paths visit G 1 infinitely often, we are done.
For the induction step, consider the DAG G
