Visual processing is still thought by some to be carried out in a primarily feedforward, or 'bottom-up', manner. In this view, successively more complex image features are extracted by computations performed as the information passes from the retina, via the lateral geniculate nucleus (LGN) to the visual cortex. Feedback, or 'top-down', influences from higher to lower visual areas are ubiquitous in the brain, but their role in visual processing is not yet clear. Theoretical work over the past two decades, however, suggests that higher-level information can be used to help solve lower-level problems in visual processing. I shall review recent experimental studies that provide some indication as to how feedback pathways could implement top-down processing. I shall also describe some recent theoretical approaches, which attempt to explain how the visual system may solve certain computational problems.
One of the most elementary processes of early vision is the extraction of edges from images that, as they usually do in the 'real world', exhibit continuous changes in light intensity. It has generally been assumed that this task is carried out by a bottom-up system. Edges defined by changes in local light intensity can easily be detected by retinal ganglion cells. But how can we perceive edges where there are no changes in light intensity? For example, when we draw contours of faces in different illumination conditions, we know from our experience that we perceive edges that are not directly 'visible' as a change in light intensity.
Jones et al. [1] have recently constructed a model that exploits knowledge about three-dimensional objects and uses a top-down strategy to solve the edge detection problem, as applied in particular to delineating the edgesor contours -of a novel face. The problem of delineating the edge of a face is a difficult one, but if we can identify an object as a face, we can then use stored knowledge about the nature of faces to define the edge -the use of stored knowledge in this way is the essence of top-down processing. In the model [1] , this is done by reference to a set of stored 'prototypes'. The model attempts to work out the combination of prototypes that best fits the input data, and using that combination constructs a representation of the face in which the edge is specified.
Jones et al. [1] based their algorithm on a so-called 'flexible model'. First, pixelwise correspondences between a novel input image and the prototype images are computed, from which shape and pixel intensity (or texture) vectors are derived. These two vectors describe, respectively, the deviation in position and in amplitude between corresponding pixels of the novel image and the prototype. The novel image can then be represented by linear combinations of the shape and texture vectors. A prototype line drawing is associated with each prototype image. A number of algorithms can be devised that learn to associate the novel image with a combination of prototype line drawings, the simplest of which applies the shape vector to a line drawing representing an average prototype. Jones et al. [1] reported several examples showing that their approach is more tolerant of noise and incomplete information than a bottom-up strategy.
Back-projection in an adaptive resonance model
A top-down strategy is also used in 'adaptive resonance' models. Adaptive resonance theory (ART) was introduced by Grossberg [2] to show how brain networks can, in a stable fashion, develop a cognitive recognition code in response to sequences of sensory input patterns. Such neural networks learn by 'self-organization' to categorize diverse input patterns, without any prior bias. An example is the 'fuzzy ART' model [3] illustrated in Figure 1 . Fuzzy ART is implemented as a model neural network, in which the model neurons are interconnected 'units' that transform summed inputs into outputs. An input pattern (F 0 ) generates signals that travel via bottom-up pathways through the network. The input creates a pattern of activity in a first layer -the 'input representation field' (F 1 ). The F 1 units are connected to a second layer -the 'category representation field' (F 2 ) -and associated with each connection is an 'adaptive weight', which acts as a coefficient to determine the influence of activity in the 'presynaptic' F 1 unit on activity of the 'postsynaptic' F 2 unit.
The set of adaptive weights in the feedforward pathway acts as a pattern-matching filter that, for a given input, helps to select a 'winning' category neuron in the F 2 level. The winning category neuron, in turn, generates topdown signals. The adaptive weights in the top-down pathway encode a learned expectation, or prototype, which initiates a matching process at the lower, F 1 , level. Non-specific pathways determine how precise the fit of each top-down prototype is to the input pattern, and inhibit the winning category neuron if the error is too large. After a succession of such 'reset' events, the network either finds the category neuron that is most appropriate for the current input, or assigns a 'fresh' neuron to represent a new category. In either case, a 'resonant' state is said to exist when the top-down and bottomup signals are sufficiently consistent. During resonance, the weights of the connections to and from the winning category neuron adapt their values so as to match the current input more closely.
So, in the adaptive resonance theory model, top-down signals help train upper-level (F 2 ) neurons to categorise input patterns. By virtue of the matching process at the lower level (F 1 ), the weights of the connections to and from a given category neuron adapt only in the presence of an input pattern similar to all other patterns that cause the neuron to 'resonate'. Each category neuron thus learns to respond strongly to a range of input patterns which is neither too narrow nor too broad, and which is different from the range of patterns favored by other category neurons.
The anatomy of back-projecting visual pathways
Jones et al. [1] suggest that biological visual systems may implement algorithms similar to theirs by associating an 'ideal' output to several input images. Let us consider which anatomical and physiological properties of back-projecting pathways could provide a neural basis for such algorithms. Anatomical studies have documented massive back-projections from higher visual cortical areas to early stages of the visual system, such as the LGN or the primary visual cortex (V1), but little is known about the functional roles of these connections. Back-projecting pathways have been suggested to be involved in low-level visual processes, such as light adaptation, contrast sensitivity and chromatic sensitivity, and physiological investigations of neurons in the retina have provided some support for this view. But very little is known about the roles of back-projecting pathways in higher-level visual processes, such as the integration of luminance or color over large areas, or the determination of surface reflectances independently of illumination.
In an anatomical study reported a few years ago, Fitzpatrick et al. [4] found that, in the macaque visual cortex, neurons selectively located in at least two tiers of layer 6 of V1 project back to the LGN and could provide a neural substrate for two functionally different backprojecting subsystems. The first tier is located along the border between layers 5 and 6, and the second lies near the bottom of layer 6. The LGN consists of interleaved 'parvocellular' and 'magnocellular' layers, which have different physiological properties and are believed to mediate different aspects of vision. Fitzpatrick et al. [4] observed that neurons that project to the LGN from the upper V1 tier do so exclusively to the parvocellular layers, whereas those in the lower tier project to both magnocellular and parvocellular layers.
Within the visual cortex, individual 'feedback' axons from V2 enter Vl through the white matter and ascend vertically Simplified diagram of a 'fuzzy ART' model neural network, indicating specific (left) and non-specific (right) pathways. Circles represent units (neurons or assemblies of neurons) interconnected in three layers: the input layer (F 0 ), the input representation layer (F 1 ) and the category representation layer (F 2 ). Integrated activity from the first two layers gives levels of 'vigilance' and 'arousal' in the non-specific pathway. The category representation layer tests input patterns in order to extract their known (learned) category and suppress noise using back-projection pathways. If the input pattern does not fit any category, the back-projecting suppression is large which causes a low level of activity in the input representation layer, a high level of arousal and in consequence the resetting of the adaptive network and addition of a new category to the category representation field. to the cortical surface, giving off a short branch in the infragranular layers and, generally, a long branch which traverses layer 1 rectilinearly for a few millimeters, giving rise to a number of dense synaptic clusters in layers 1 and 2, but at most one in layer 3 [5] (Figure 2 ). There are also projections to V1 from more distant areas -such as V4, TE, TEO and so on -but they have a different feedback connectivity [6] . Areas that, like V2, are close to V1, are connected to V1 by pathways that arise from and project to both supragranular and infragranular layers in V1, whereas, for the more distant areas, the feedback pathways arise exclusively in infragranular layers and terminate in layer 1 [7] . Whereas feedforward connections are patchy and retinotopic -that is, connections representing neighbouring parts of the visual field are anatomically close -feedback connections are not exclusively so; they typically have two parts, a dense, retinotopically organized part and a more extended, diffused part.
In a recent study, Johnson and Burkhalter [8] used the techniques of axonal-track tracing and anterograde degeneration to show that, in the rat, feedback connections from the secondary visual area (V2) provide a strong, monosynaptic input to forward-projecting neurons in V1 (Figure 2 ). They found that the forward-projecting neurons (pyramidal cells) preferentially communicate with other pyramidal cells and have relative little input to inhibitory interneurons (stellate cells). Similarly, the back-projecting neurons produce monosynaptic excitatory responses in the pyramidal cells and contact approximately three-to four-fold fewer inhibitory interneurons.
On the basis of their results, Johnson and Burkhalter [8] propose that short-range and long-range connections of pyramidal cells have different synaptic strengths ( Figure 2) . The short-range local connections made by pyramidal cells, and the retinotopic feedback connections, are stronger than the connections the pyramidal cells make to inhibitory interneurons. In the case of the longrange connections made by the forward-projecting cells, however, the ones to other excitatory cells are weak, but those to inhibitory interneurons are strong. Similarly, in the case of the widespread (diffuse) feedback connections to distant (non-retinotopic) cells, the excitatory input to pyramidal cells is weak, but the input to inhibitory interneurons is strong (Figure 2 ). These properties of short-range and long-range connections could explain physiological results showing differences between the retinotopic and diffuse back-projecting components [7, 9] .
On the basis of their observations, Johnson and Burkhalter [8] suggest an organization for the back-projecting pathways that is different from that previously put forward by others [7] . The earlier view was that the short-range and long-range feedback connections have a distinct synaptic organization [7] -for example, with the topographic connections being predominantly to excitatory neurons, and the diffuse connections being mostly to [8] argue that the two types of connection instead have a different spatial selectivity, with the long-range collaterals making stronger inhibitory connections than the short-range collaterals. This hypothesis has important physiological consequences, because it could explain some complex physiological results in studies of the receptive field properties of cells in the visual cortex; in particular, in cases where the receptive field has a concentric 'centre-surround' organization, activation of the extended surround has opposite effects on the cortical cell depending on activation of the centre (see below).
Physiological relevance of back-projecting pathways?
Experiments aimed at investigating the influence of backprojecting pathways on the activities of cells in the LGN or V1 have given complex and varied results. Twenty years ago, Tsumoto et al. [9] reported that in the cat, a pathway projecting from primary visual area 17 back to the LGN had excitatory effects when the receptive field centres of the interconnected cells were precisely aligned, but inhibitory if they were more widely separately.
McClurkin and Marrocco [10] later obtained similar results for magnocellular cells and for one type (red-green) of colour-sensitive parvocellular cell in the LGN. For another type (yellow-blue) of colour-sensitive parvocellular cell, however, they found that cortical input was inhibitory when the receptive field centres of the connected cortical and LGN cells were within 2 degrees of each other, and excitatory beyond it; the inhibitory effect was stronger for lower spatial frequencies.
In the cat, back projections from the cortex enhance inhibitory mechanisms underlying the length tuning of LGN neurons [11] . The response amplitude of LGN cells is dependent on stimulus orientation within their receptive-field centers, relative to the orientation of the stimulus within the extended receptive-field surrounds. When the two parts of the stimulus have the same orientation, the inhibitory effect of the surround was seen to be enhanced. One explanation of this could be that the stimulus parts have the same orientation, orientation-selective cortical cells are strongly excited and provide a stronger feedback inhibition on the corresponding LGN cells. The consequences of experimentally blocking cortical activity showed that the effect is indeed strongly dependent on feedback from the cortex [11] .
Back-projecting pathways can also influence the phase relationship between oscillatory activities of recipient cells. This means that recipient cells that, without backprojection, would show independent activity, make correlated discharges under influence of a higher area. This mechanism has been suggested to be involved in the extraction of features from a visual stimulus. For example, neurons in V1 are orientation-sensitive, whereas cells in LGN are not. A light bar with a certain orientation can excite a V1 cell which, through back-projection, can synchronize the firing of LGN cells that are excited by the bar. If the orientation of the bar is changed, the same LGN cells can be excited, but their activities will no longer be synchronized. The feedback connections from the visual cortex to the LGN in the cat synchronize the responses of geniculo-cortical afferents, thereby increasing the 'gain' of the input for feature-linked events and thus helping to 'lock' the appropriate circuitry onto stimulus features [12] . Similarly, feedback from V2 has been found to synchronize pairs of cells in V1 by appropriate stimulation [13] .
Changing the parameters of these specific stimuli causes unpredictable responses in V1 cells, because interaction between forward-projecting and backward-projecting activities are strongly non-linear. This interaction can be described more precisely by changing different stimulus parameters in the receptive field center (forward projection) and in its extended surround (which modulates the back-projection activity). The responses of cortical neurons are regulated in a complex way by interactions between stimulation of their receptive-field centers, on the one hand, and of the extended receptive-field surrounds on the other. A stimulus in the receptive-field center alone stimulates certain types of cortical cell; a stimulus in the receptive-field surround with the same orientation was observed to suppress this response. But when the stimulus in the surround was orthogonal to that in the center, then it actually facilitated the response. Lowering the contrast of the stimulus in the receptive-field center reversed the facilitation effect in some cells and, in consequence, orthogonal-to-center stimulation of the surround gave a smaller response as compared with the response to the center alone [14] .
Complex oscillatory responses dependent on stimulus and cell type can be observed as early in the visual system as the retinal ganglion cells [15] . These ganglion cell properties can be simulated by coupled non-linear oscillators, the synchronization of which can be regulated by modulation of the strength of the coupling between them [16] . These results suggest that synchronization between LGN cells could be regulated in a similar manner, perhaps by modulating intrageniculate interneurons via back-projecting pathways. The situation is really more complex, because back-projecting fibres innervate not only interneurons, but also distal parts of the dendrites of LGN relay cells, whereas input fibers from the retina form synapses near the cell body [17] . This suggests that the control of information transmission from retina to LGN could be controlled by back-projecting pathways from the cortex in several ways: by direct interaction between retinal and cortical inputs on LGN relay cells, or via the interneurons (Figure 2 ).
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In summary Back-projecting pathways can facilitate, inhibit or synchronize responses of cells in the LGN or V1 as a function of the orientation difference between a stimulus in its receptive field centre, and one in its extended receptive field surround. Because the interaction between different stimuli parameters is non-linear and complex, more experiments exploiting multi-dimensional stimuli must be done. Back-projecting pathways in biological visual systems have the anatomical and physiological properties to implement algorithms invoked in theoretical studies such as that of Jones et al. [1] , but we are still far away from proving or disproving experimentally that they really do perform such functions.
