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In many scientific fields certain concepts or characteristics are used that are not di-
rectly observable. Examples of these are plentiful, in science as well as daily life,
since many descriptions of people, objects, organizations, and events include dif-
ficult to assess or broad concepts. A prime example of this is intelligence. When
describing someone as smart whilst telling a story at a party, this description is often
based on different observations of that person where he or she may have answered
questions correctly during trivia, got high grades in college, opted a creative solu-
tion to a problem, or talked about extensive responsibilities at their job. Fortunately,
it is unlikely that people listening to the story will demand an explanation of how
this characteristic was measured and which observations played a role in coming to
the conclusion that smart is indeed a good description that has some truth to it.
In science such objectivity generally is required, and as a result methods have
been developed that measure such an unobservable (latent) phenomenon by com-
bining multiple (manifest) measurements that could be made and are indicative of
the unobserved characteristic. A very well-known method is that of factor analysis,
which uses a number of observed variables to construct a score on the latent variable.
For example, by combining many test items that measure language proficiency and
mathematical skills an IQ score can be constructed. Item response theory is similar,
but also attempts to distinguish between the difficulty of the test items and the abil-
ity of the respondent. However, sometimes not one continuous value for a certain
characteristic, but a categorization is needed. For example in cases where a typology
such as personality type or social-economic class is measured, or in the case of diag-
noses where respondents need to be classified according to having a certain illness
or not. In these cases where the latent variable is categorical, and often many of the
manifest indicator variables such as the presence or absence of symptoms as well,
latent class analysis is a very general and broadly applicable method.
Whether or not these statistical models provide a good description of the latent
concept depends on a range of issues: finding a representative set of indicators,
making sure that the observations are a representative sample of the population of
interest, applying the right statistical models, and applying them correctly. Here the
focus is on the latter two, namely the suitability of latent class and latent Markov
models to describe the data at hand.
2 Chapter 1. Introduction
1.1 The Latent Class Model and Extensions
Latent class (LC) analysis was originally developed and demonstrated by Lazarsfeld
in 1950 (Lazarsfeld, 1950, 1959) as a probabilistic approach to model psychometric,
binary data. Work that he formalized and extended in 1968 (Lazarsfeld & Henry,
1968), which fifty years later is still a comprehensive and useful introduction to the
LC model. Half a decade later, Goodman (1974) extended the model to be appli-
cable to nominal items and solved many problems associated with its estimation,
introducing the basic LC model as it is used today.
In the social sciences LC analysis is generally used to classify respondents into
unobserved, unknown groups based on their responses to usually categorical, ob-
served variables. That is, based on their pattern of responses, respondents have a
certain probability to belong to a certain category on a latent variable. Some exam-
ples of this are distinguishing behavior patterns, such as combinations and severity
of adolescent substance use (Gilreath et al., 2014), creating a typology based on per-
sonal characteristics, such as categorizing households into social economic classes
based on income and social status (Savage et al., 2013), or classifying patients based
on illness manifestations, such as the severity and comorbidity of depressive symp-
toms (Ferdinand, De Nijs, Van Lier, & Verhulst, 2005).
This model, like many other statistical models, assumes the observations in the
data to be independent, which is problematic in the case of complex sampling de-
signs. For example, respondents may be observed in naturally occurring, manifest
groups or respondents may be observed at multiple different times. In those cases
the assumed independence of observations may not hold, as people from the same
group, or observations of the same person, tend to be systematically more similar to
each other than those from different groups or persons (Hox, 2010, pp. 4-5). Ignoring
this structure of the data will lead to biased results in the LC model as well (Kaplan
& Keller, 2011; Park & Yu, 2016).
In order to take into account this similarity of members from the same group Ver-
munt proposed the multilevel LC model (Vermunt, 2003), which introduces random
effects that allow observations from different groups to have different latent classes
and different probabilities of belonging to those classes. An earlier approach to this
was the multiple-group LC model (Clogg & Goodman, 1985), which estimates the
LC model separately for each observed group. Because this results in large numbers
of parameters that become unfeasible to interpret and compare it quickly loses its
value when many groups are observed. However, therein also lies the key idea of
the multilevel extension, because when many groups are observed it becomes possi-
ble to estimate the parameter distribution of the group-specific coefficients. That is,
add a random-effects mixture component to the original model with a latent variable
on the group level, in addition to the latent variable on the lower level.
The substantive benefit of this approach is that, in addition to the regular clas-
sification of respondents, it simultaneously allows a classification of the observed
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groups (Vermunt, 2008). Examples of these are classifying students and the schools
they attend in terms of (un-)healthy behavior (Allison, Adlaf, Irving, Schoueri -
Mychasiw, & Rhem, 2016), classifying residents and countries according to preferred
ways to purchase goods and services (Dal Bianco, Paccagnella, & Varriale, 2016), and
creating a typology of the relation between team supervisors and their team mem-
bers (Zinn, 2015).
Taking the dependence between repeated measurements of the same person into
account, rather than that of members to the same group, seems to be not that dif-
ferent in terms of the structure of the data. Yet, the latent (or hidden) Markov (LM)
model that is often used as a solution has developed more or less in parallel with
the LC framework and the two have only later been reconciled. This is presum-
ably mostly due to the goals of the initial developments. Wiggins (1955) originally
developed the LM model to take into account measurement error for a single item
that is measured multiple times for the same person, which he illustrated far more
elaborately some years later (Wiggins, 1973).
The extensions to this original model took somewhat of a reverse course when
compared to the multilevel LC model, since a way to take into account the nested
structure of the data was present from the beginning in the form of a (first order)
Markov chain, and it is the substantive goal of clustering that was added through
several extensions. Most notably, after Baum, Petrie, Soules, & Weiss (1970) made
it possible to efficiently estimate the model, and many contributions in the field of
item response theory (e.g. Rasch, 1960; Birnbaum, 1968), the ideas behind LC and
LM modeling were combined by allowing multiple indicators to measure the latent
variables, (a.o. Poulsen, 1982; Van de Pol & Langeheine, 1990; Langeheine & Van de
Pol, 1990), which implies that now a classification can be obtained similar to that
of LC modeling, and can be combined with the Markov chain to allow respondents
to switch between classes over time. In technical terms a finite mixture of Markov
chains could now be estimated. Further extensions quickly followed, such as allow-
ing covariates to be included (Vermunt, Langeheine, & Böckenholt, 1999; Bartolucci,
Pennoni, & Francis, 2007).
Substantively this model allows, in a relatively parsimonious way, the respon-
dents to be classified into states and the transition in and out of those states between
different measurement occasions to be modeled. That is, the model also describes
the structural change over time in the latent category that respondents belong to.
The number of applications and further developments of the LM model are plenti-
ful, and due to its popularity in the emerging data science and data mining fields
are quickly growing. Some examples include detecting different types of students
and their path to graduation or non-completion of college (Witteveen & Attewell,
2017), patterns and developments in criminal behavior (Bartolucci et al., 2007), and
an enormous body of work in the area of speech recognition.
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1.2 Goodness-of-Fit in the Multilevel Latent Class Model
Taking into account the additional dependence that results from complex sampling
designs does mean that the multilevel LC and LM models become quite complex
models with increased numbers of parameters and assumptions. Adherence to these
assumptions and the correct estimation of the parameters is central to how well the
model is able to summarize and capture the most important aspects of the observed
data. In other words, how well the model fits to the data.
Arguably one of the most influential works in this area is by Pearson (1900), in
which the chi-squared residual is described along with its asymptotic properties. As-
suming that the sample is a correct representation of the population, the idea is that
it should not be too unlikely that the differences between the predictions that follow
from a system of equations, a statistical model, and the actually observed data are
random errors. That is, when the predicted value is subtracted from the observed
value this is a quantification of error, and these errors should be attributable to ran-
dom chance instead of the model being outright wrong. This idea is so fundamental
to statistics that essentially any model fit test does something similar.
The problem with inspecting the full system of equations at once, which is done
with the chi-squared test (χ2), the likelihood-ratio test (G2), and adaptations of these
like the Aikaike Information Criterion and Bayesian Information Criterion (see e.g.
Burnham & Anderson, 2004), is that they can only state that something is wrong
with the model. The latter AIC and BIC can even only be used to compare two
models and indicate which is better. The problem with these global fit statistics is
that modern complex models need to adhere to a range of assumptions to work, and
have several substantive goals that are interwoven. It would then be useful to know
whether the model adheres to each of the assumptions individually and to what
extent it achieves its goals. This is especially true when considering that a model can
overall fit relatively well to the data, but simultaneously have extensive misfit in one
particular area. When that area is of interest to the research question, the conclusions
will be biased, or wrong, without any way to detect this.
For the original LC model such a local fit statistic exists, that uses the idea of
Pearson, and tests one central assumption that the model makes, namely that of
conditional independence of the indicator items. This assumption follows from the
idea that the latent variable is the common cause of the values of the indicator vari-
ables (see also Figure 1.1A). For example consider pessimistic thoughts, disturbed
sleep, and irritability that are three symptoms of depression. The assumption states
that these variables are related to each other, but only insofar that they are caused by
the same disorder. All three take on the same value (present) when a respondent is
depressed and the same value (absent) when not depressed. Conditional on (taking
into account) depression there is no further relation between the three.
Of course this is quite an unrealistic assumption to fully meet. For example, a
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FIGURE 1.1: Overview of the (A) Latent class (B) Multilevel latent class (C) Latent
Markov models. Dotted lines indicate conditional dependencies that are unwanted in
common applications of these models.
life event such as moving house may cause irritability and disturbed sleep, but in-
stead cause optimistic thoughts, implying that there will still be leftover association
between irritability and disturbed sleep even after taking depression into account.
The bivariate residual (BVR) (Vermunt & Magidson, 2016) is one way, amongst oth-
ers (Glas, 1999; Asparouhov & Muthén, 2015) to quantify such leftover association.
It does this by stating that, when everything is correct, the association between two
variables predicted by the model should be the same as the association in the ob-
served data. Because the data in these models is often wholly categorical, an efficient
way to do this is by using Pearson’s residual, and computing the difference between
the predicted and the observed responses. Subsequently, there are several ways to
determine whether this residual dependence between indicators is problematically
large (Oberski, Van Kollenburg, & Vermunt, 2013; Khalid & Glas, 2016) or is likely to
be due to random chance.
A similar assumption is made in the multilevel LC model. The multilevel ex-
tension explicitly exists to take into account the nested structure of the data, and to
make sure that the systematic similarity of respondents that are a member of the
same group is taken into account. Thus, conditional on the group-level latent vari-
able, the group members’ responses should be independent. For example schools
can be classified as good, adequate, or bad in terms of academic performance by first
classifying the students based on their grades and subsequently classifying schools
by looking how many A-, B-, through F-grade students they have. The assumption
is that the systematic similarity of students from the same school, or another type
of observed group, is explained by the group-level latent variable, which in turn
means that the entire list of grades, the response pattern, from one student should
be independent of that list for any other student.
Until recently, neither this assumption nor the quality of the group-level classi-
fication in terms of how well the model fits each of the observed groups was quan-
tifiable through a local fit statistic. The predominant, and very pragmatic, reason for
this is that the interest in multilevel LC models has only picked up recently. With
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that, the need for fit statistics that are easily obtainable and useful in an applied
context has grown.
1.3 Goodness-of-Fit in the Latent Markov Model
In the LM model the dependence assumption is slightly different, in that here the
data consists of multiple observations of the same person and often the main in-
terest is the way in which respondents change over time. In terms of the initial
classification of persons the same independence assumption holds as described in
the previous section, namely that at each measurement occasion the indicator items
should be independent given the latent variable. However, the within-respondent
dependence is the direct substantive effect of interest (do respondents change be-
tween measurements and how), for which the probabilities should be estimated such
that they not only describe change between occasions, but simultaneously capture
the whole range of indirect associations with all other occasions (all the observations
regardless of the distance between them should be conditionally independent, see
also Figure 1.1 (B) and (C)).
This distinction between the estimated transitions and the indirect pattern of de-
pendence is the result of combining a (first order) Markov chain and a latent mea-
surement model. The Markov recursion states that there is only a direct effect be-
tween two adjacent measurement occasions. Thus, the current state (t) of a person is
only affected by the previous one (t−1). This of course carries forward, if t is depen-
dent on t− 1 is dependent on t− 2 there is a relation between t and t− 2. However,
this relation should be captured by the model without additional parameters.
The more constrained form of this model, where the assumptions of homoge-
neous transitions and measurement invariance are made, can intuitively be under-
stood as estimating a classification for the very first measurement occasion, and one
probability of moving to and from every state between each occasion. Here the tran-
sition probabilities describe the dependence between observations t and t−1 or t+1.
Because of the forward recursion this is expected to indirectly model the relation be-
tween any pair of occasions, adjacent or very distant in time (Collins & Lanza, 2010).
This implies that in terms of the dependence structure, the same ideas as in the
multilevel LC model play a role, but distinguishing between certain pairs of obser-
vations is of substantive interest. That is, all the observations nested in a respondent
are expected to be conditionally independent, similar to all the respondents within a
group. However, adjacent observations are of a different substantive interest. More-
over, the relation between measurements of the same variable (autocorrelation) is
often found to be stronger in occasions that are closer together. These too may then
be of more importance, or should be distinguished from, very distant occasions.
As for the substantive goals in the common applications of the model in the social
sciences, it is important that the model correctly reproduces the item distributions
at each occasion as well as for each respondent. That is, the response patterns of the
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respondents should obviously be approximated, but so do the item distributions at
each individual measurement occasion.
For this model no directly applicable local fit statistics are available that allow
a simple test of the assumptions, causing much of the same problems as for the
multilevel LC model. However, some statistics and ideas do exist for similar models.
Most notably Titman (2007) takes a similar approach to quantifying misfit, but does
so for the univariate model, keeping the residual statistics as more of a global fit
indication. Furthermore, his approach is focused in particular on models where
there is an all absorbing state, such as death of the respondent. Vasdekis, Cagnone, &
Moustaki (2012) inspect univariate and bivariate residuals for longitudinal data, but
do so per item by item and time by time pair, resulting in hundreds to thousands of
residual statistics for only a moderate amount of items and measurement occasions.
1.4 Outline of the Thesis
In an effort to improve the applicability, ease of use, and especially correct use of the
multilevel LC and the LM model this thesis aims to do the following: (a) Introduce
local fit statistics for the multilevel LC model, (b) and for the LM model, whilst (c)
assuring that the statistics are easily obtainable and (d) inspecting the power and
type I error of the statistics to detect specific types of misfit.
The chapters in this thesis are, or are written as, journal articles and can be read
separately and independently from each other. This does mean that there is some
overlap in text, most notably in the sections that explain the technical details of the
statistical models. Notation throughout the chapters is kept as consistently as possi-
ble, although some minor inconsistencies in the use of subscripts remain.
In Chapter 2 of the thesis the local fit statistics BVR-group and BVR-pair are intro-
duced for the multilevel LC model, which are aimed at testing how well the model
captures between-group differences and within-group similarities. Furthermore the
bivariate residual is formulated such that it can be obtained for the multilevel model.
In Chapter 3 the properties of the BVR-group and BVR-pair statistics are studied
for the multilevel LC model with an extensive simulation study to determine the
power of these residuals to detect several types of misspecification.
In Chapter 4 five local fit statistics are proposed for the LM model, largely by
adapting the BVR-group and BVR-pair for the multilevel model. The latter, which
tests for residual within-respondent dependence, is furthermore split into a -lag1,
-lag2 and general version to inspect residual dependence in adjacent, nearby and
distant measurement occasions.
In Chapter 5 a new resampling approach is applied to the multilevel BVR statis-
tics to see whether the required parametric bootstrap to obtain p-values can be sped
up. This does require a slight adaptation of the residual statistics and leads to a fit





Latent Class Models for Categorical
Data
Abstract
In the context of multilevel latent class models, the goodness-of-fit depends on mul-
tiple aspects, among which are two local independence assumptions. However, be-
cause of the lack of local fit statistics, the model and any issues relating to model fit
can only be inspected jointly through global fit statistics. This hinders the search for
model improvements, as it cannot be determined where misfit originates and which
of the many model adjustments may improve its fit. Also, when relying solely on
global fit statistics, assumption violations may become obscured, leading to wrong
substantive results. In this chapter, two local fit statistics are proposed to improve
the understanding of the model, allow individual testing of the local independence
assumptions, and inspect the fit of the higher level of the model. Through an appli-
cation in which the local fit statistics group-variable residual and paired-case resid-
ual are used as guidance, it is shown that they pinpoint misfit, enhance the search
for model improvements, provide substantive insight, and lead to a model with dif-
ferent substantive conclusions that would likely not have been found when relying
on global information criteria. Both residuals can be obtained in the user-friendly
LatentGOLD 5.0 software package.
This chapter is published as: Nagelkerke, E., Oberski, D. L. & Vermunt, J.K. (2016). Goodness-of-Fit
of Multilevel Latent Class Models for Categorical Data. Sociological Methodology, vol.46(1), pp.252-282.
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2.1 Introduction
Latent class (LC) analysis is mostly used to detect and develop a latent, or unob-
served, classification of subjects based on multiple observed categorical character-
istics. The usefulness of this application in many scientific fields combined with
favorable properties, such as the ability to handle multiple dependent variables and
measurement error, have recently caused a growing interest in LC analysis. This
in turn has resulted in the development of several extensions to the regular model
in an attempt to relax assumptions and make the method more widely applicable.
An important extension that has gathered quite some attention is the multilevel LC
model (Muthèn & Aspahourov, 2009; Vermunt, 2003, 2008).
Substantively the major benefit of this multilevel extension is that it allows simul-
taneous classification of groups and individuals. The regular LC model may either
be used to distinguish typologies of the units under study that are systematically
similar (Harrell et al., 2012), or find the most common characteristics of predeter-
mined classes (Finch & Bronk, 2011; Laudy et al., 2005). The multilevel extension
now makes it possible for nested categorical data in which a natural grouping is
observed to also classify the groups based on the similarity of their members.
For example, employees can be classified in terms of job variety, which in turn
is associated with job satisfaction and turnover intent (Lambert, Hogan, & Barton,
2001). However, the effect is likely to be moderated by the team context whereby
correspondence rather than the absolute task variety is of importance. Perceiving
far lower task variety compared to the team may cause diminished confidence and
boredom, whereas far higher variety may induce stress. A simultaneous classifi-
cation of both employees and the teams in which they are nested would allow the
importance of this team context to be evaluated, providing more insight into out-
comes such as frictional unemployment, employee burnout, or declines in overall
job satisfaction.
In addition to the substantive application, the multilevel approach solves the sta-
tistical problem of dependent observations. Analogous to a multitude of statistical
methods, LC analysis assumes that the units under study are independent of one an-
other. However, this assumption does not hold when observing cases nested within
a certain grouping, whether they are persons that belong to a particular group or
repeated measures that belong to the same unit (Hox, 2010; Snijders & Bosker, 2012).
In the example, the responses of employees from the same team cannot be assumed
to be independent. An earlier solution to this dependence problem is the multiple-
group approach (Clogg & Goodman, 1984), but it requires all parameters to be esti-
mated separately for all groups, causing the method to lose its value when a large
number of groups is observed.
Compared with the regular LC model, the multilevel LC model thus has addi-
tional substantive applications and offers a solution for categorical data in which
there is dependence between observations. However, testing whether or not the
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model is correctly specified and actually captures all the dependence is currently
not possible in its own right, as inspecting model fit is limited to global tests, such
as the chi-square (χ2) or log-likelihood-ratio (L2), and model comparisons through
information criteria, such as the Bayesian information criterion (BIC) and Akaike in-
formation criterion (AIC). Although these tests and criteria can identify a well-fitting
model, or the best fitting out of a series of alternative models, their global nature lim-
its the control they provide. Especially when models become increasingly complex,
the information available on the cause of better or worse fit becomes obscured. This
in turn not only hinders the search for possible model improvements but also limits
substantive understanding of the data.
To gain insight, understand the result of model adjustments, and detect specific
misfit or violations of assumptions, these global criteria should ideally be supple-
mented with local fit statistics that single out and test one particular area of the
model. In a regular LC model, such local fit measures exist in the form of the bi-
variate residual (BVR) (Vermunt & Magidson, 2005; see also Mavridis, Moustaki, &
Knott, 2007) and a score-test approach that leads to modification indices (Glas, 1999;
Oberski, Van Kollenburg, & Vermunt, 2013). Both test the local independence as-
sumption that is central to the LC model and evaluate the degree to which the model
captures the association between all pairs of observed variables. As such, these mea-
sures indicate why one model fits better or worse, pinpoint violations of the local
independence assumption, and facilitate the search for model improvements. For
the multilevel LC model, however, there are currently no local fit statistics that give
these insights on the group level.
Here we propose two complementary diagnostic measures that enhance exactly
these abilities to detect a particular type of model misfit and increase the understand-
ing of the fitted model for multilevel LC analysis. Both take the form of a Pearson
residual and relate to the higher level of a multilevel LC model. The first resid-
ual, BVR-group, relates to the item distributions and is considered a between-group
measure. It can be used to evaluate the difference in responses between groups and
to detect misfit that originates from the model not fitting particular groups as well as
others. The second residual, BVR-pair, is a within-group measure in the sense that it
can be used to evaluate the degree of similarity among cases within a group, and it
is indicative of misfit that originates from any leftover dependence among the units
within groups.
The remainder of this chapter is structured as follows. In section 2, we intro-
duce the multilevel LC model. In section 3, we discuss the problems with model fit
statistics more elaborately, as well as the existing BVR, and introduce the proposed
residuals. In section 4, we demonstrate the use of the residuals as local fit measures
and the way in which they may affect substantive conclusions by applying them to
the job variability data used by Vermunt (2003). In section 5, we use a small simu-
lation study to demonstrate that the proposed measures have adequate power and
type I error.
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2.2 The Multilevel Latent Class Model
The multilevel LC model can be expressed using two equations: one for the lower
level denoting the conditional probability of all responses given by a unit and one for
the higher-level marginal probability of all response patterns per group (Vermunt,
2003; Lukočiené, Varriale, & Vermunt, 2010). The expression for the lower level is
essentially that of an LC model, but in the case of a multilevel structure it is made
conditional on the LC membership of the group (Vermunt, 2003, 2008).
Let the response of individual i in group j on item k be denoted as yijk, with a
total of J groups, each having nj individual members summing to N , and a total of
K items, each havingRk categories. All responses to theK items of person i in group
j are denoted as the vector yij , with r referring to one particular answer pattern of
length K when no values are missing and rk referring to a particular response to
item k. The latent variable ηij that classifies the units within groups has C latent
classes and the latent variable ζj that classifies the groups has G latent classes, with
c and g referring to one of these classes. Assuming conditional independence, the
lower level of the multilevel LC model is expressed as
P (yij = r|ζj = g) =
C∑
c=1
P (ηij = c|ζj = g)
K∏
k=1
P (yijk = rk|ηij = c, ζj = g). (2.1)
Removing the conditioning on the group-level latent variable (ζj) from Equation
2.1 results in the standard LC model, in which the probability of observing a par-
ticular response pattern r is a combination of the prevalence of LC c on the latent
variable ηij and the probabilities of observing the combination of the responses rk
conditional on the unit’s class membership. In the multilevel LC model, all these
terms are made conditional on the LC membership of the group a unit belongs to
(ζj = g), such that groups can be classified along G LCs and the probability of an
individual response pattern is affected by the group-level class membership.
The expression for the higher level of the model then denotes the marginal prob-
ability of all response patterns of individuals within group j as yj , with s denoting a
particular combination of response patterns of length nj ∗K. Here an assumption of
independence is required as well, but now the full response patterns of individuals
rather than the responses to one item should be independent:
P (yj = s) =
G∑
g=1
P (ζj = g)
nj∏
i=1
P (yij = r|ζj = g) (2.2)
The probability of observing the vector yj of all individual response patterns s in
group j is a combination of the prevalence, or size, of a particular group-level LC
g on the latent variable ζj and the probabilities of observing the combination of the
individual answer patterns r conditional on the LC membership of the group.
It should be noted that these two expressions result in a model in which both the
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lower-level class prevalence and the response probabilities can differ between all
higher-level classes. Although a multitude of constraints is possible, two are most
commonly used in practice, the first of which leads to the most used model that
simultaneously classifies higher- and lower-level units. The first constraint P (yijk =
rk|ηij = c, ζj = g) = P (yijk = rk|ηij = c) causes the response probabilities on the
lower level to be independent of the higher-level class membership but the class
sizes to be estimated freely (Lukočiené, Varriale, & Vermunt, 2010; Vermunt, 2003,
2008). The second possibility is to constrain the model by setting P (ηij = c|ζj =
g) = P (ηij = c), causing the response probabilities to be estimated freely but the
lower-level class membership to be independent of higher-level class membership
(Vermunt, 2004; Lukočiené, Varriale, & Vermunt, 2010).
2.3 Goodness-of-Fit
In this multilevel LC model, there are several key issues relating to model fit. There
are the two central assumptions —namely, the local independence of item responses
on the lower level and the conditional independence of response patterns of individ-
uals on the higher level— and there are the goals of correctly reproducing the item
distributions or observed frequencies for both the individual observations as well
as for the groups. These latter goals relate to arriving at a correct classification on
both levels and to obtaining the conditional probabilities of interest depending on
the substantive goal and specification of the model (Goodman, 2002).
Improving the fit of this model can be achieved in a multitude of ways that im-
prove the quality of the prediction, or relax an assumption. An LC or group-level
LC can be added, for example. Or, when keeping the same number of classes, a co-
variance between any combination of observed variables may be modeled, as well
as any direct effect from the group-level latent variable to an observed variable. Al-
though it is also possible to add additional categorical or continuous latent variables
to the model, for conciseness, these options are not explored in the application.
Unfortunately, despite these different sources of misfit and the many ways to
adjust the model, there is little information available as to where model misfit orig-
inates and what the effects are of model adjustments. Currently only the local in-
dependence assumption on the lower level of the model —the independence of re-
sponses conditional on the latent variable— can be inspected through the BVR. The
analogous assumption on the higher level —the independence of response patterns
conditional on the group-level latent variable— the quality with which the model
describes the individual responses, and the degree to which the model correctly de-
scribes the groups can only be assessed jointly through global statistics. That is, the
fit of the model as a whole is considered, rather than any of the individual aspects
of the model.
As a result local misfit may go unnoticed, because even when a model shows
adequate global fit, it may still be misspecified. In such cases, a type of local misfit
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averages out with other, correctly specified, areas of the model. This problem is re-
inforced when using information criteria, such as the BIC and the AIC, which only
compare estimated models. As long as all estimated models in such cases violate
one or more assumptions, selecting the best one will still result in using a model
that does not fit the data correctly. Ultimately this may lead to a wrong classifica-
tion and wrong substantive conclusions, especially when the classification is used in
subsequent analyses to relate classes to outcomes.
Of course, these problems with global fit measures apply to almost all statisti-
cal methods, but they do become more pressing in complex models as the possible
sources of misfit are abundant. This is especially clear in multilevel models, for
which both levels are considered simultaneously. For multilevel structural equation
modeling, several solutions have been offered to evaluate the fit separately for dif-
ferent levels. Yuan & Bentler (2007) did so by estimating the saturated covariance
matrices for each level of the full model and subsequently treat these as observed
single-level data to test the hypothesized model one level at a time. As such they
obtained common fit indices for each level individually. Ryu & West (2009) devel-
oped a similar approach whereby the model is initially estimated as hypothesized
and subsequently reestimated several times, each time saturating one of the levels.
Although both are elegant solutions to localize model misfit, such methods do
not apply to LC analysis, as the higher level cannot be estimated independently from
the lower level. As was shown in Equation 2.2, the vector of group-level patterns is
directly related to the estimated answer patterns for respondents. When the lower
level is saturated, this also greatly improves the fit on the higher level of the model.
Furthermore, even though these methods are able to separate the misfit on different
levels, they still are not local fit statistics in the true sense that they are able to pin-
point the assumption violation, misspecification, or variable that causes the misfit.
That is, even when the level at which misfit occurs can be determined, the possibili-
ties to improve the model remain plentiful and require more precise measures to be
detected.
To address this problem, two local fit statistics for multilevel LC models are pro-
posed in the sections that follow, which aim to test specific areas of the model indi-
vidually. The first tests the reproduction of univariate item distributions in all the
groups and provides a partial test of how well the higher level of the model fits the
data. The second is aimed at testing the conditional independence of response pat-
terns and in combination with the BVR allows a test of two central assumptions of
the model. Both provide information on the location and extent of misfit.
2.3.1 Bivariate Residual (BVR)
To show how the proposed statistics fit the LC framework, and for the sake of com-
pleteness, the existing BVR is briefly introduced. Vermunt & Magidson (2013) con-
structed the BVR to test the assumption of local independence for all pairs of ob-
served variables in a regular LC model, but the test can be applied identically to the
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lower level of a multilevel model. The BVR assesses the difference between the ob-
served frequencies (nrr′) and the model expected frequencies (mrr′) in the two-way
cross-tabulation of items k and k′ by a Pearson statistic divided by its number of
degrees of freedom (see also Vasdekis, Cagnone, & Moustaki, 2012; Bartholomew &
Leung, 2002); that is,
BV Rkk′ =
1








The expected frequencies follow from the LC model, which assumes conditional in-
dependence of item responses given LC membership. More specifically, they are
obtained by multiplying the class-specific probabilities of the response r on item k
and response r′ on item k′ and summing these over the LCs using the class mem-







P (yik = rk|ηi = c)P (yik′ = rk′ |ηi = c)P (ηi = c|yi = r). (2.4)
When no values are missing, the same mrr′ can be obtained by using P (ηi = c) as a
weight instead of P (ηi = c|yi = r) and multiplying the sum over classes by N rather
than summing it over N , because P (ηi = c) equals the average P (ηi = c|yi = r)
for the complete sample. However, in the case of missing values, the observed fre-
quencies contain only those cases for which both variables are observed. To obtain
the corresponding expected frequencies, the class membership probabilities should
be based on this subsample. That is, using P (ηi = c) is not appropriate, and the fre-
quency should be obtained by summing over the cases with both variables observed,
using P (ηi = c|yi = r) as a weight.
The above formulation for mrr′ can be easily generalized to be applicable in a
multilevel LC analysis. The sum over LCs must then contain the joint posterior prob-
ability of the lower- and higher-level latent variables, and the sum over individuals










P (yijk = rk|ηij = c, ζj = g)
P (yijk′ = rk′ |ηij = c, ζj = g)P (ηij = c, ζj = g|yj = s). (2.5)
Any deviation between the observed and the predicted frequency, which assumes
local independence of items given LC membership, is now contained in the residual.
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2.3.2 Group-variable Residual (BVR-group)
To further deconstruct global misfit, we here propose a group-variable residual,
BVR-group. As was shown in Equation 2.2 the response vector yj containing all
individual response patterns is a function of the size of the group-level class and the
individual answer patterns. This implies that, among other things, the univariate
response frequencies within each group should be modeled correctly for the LC so-
lution to be correct. Because the observed group membership can be understood as
a nominal covariate in a multilevel LC model, the BVR can be adapted to assess the
response to a nominal dependent variable and group membership:
BV Rgroup.k =
1








The observed frequency njr here is simply the number of units in group j with
response rk. The expected frequenciesmjr can be obtained from the individual prob-
abilities P (yijk = rk):
P (yijk = rk) =
G∑
g=1
P (yijk = rk|ζj = g)P (ζj = g|yj = s), (2.7)
where
P (yijk = rk|ζj = g) =
C∑
c=1










P (yijk = rk|ζj = g)P (ζj = g|yj = s). (2.9)
Thus, the probability of a particular response is summed over all group members
to obtain its frequency within the group, and it is itself a function of the group-class
response probabilities and the group-class membership probabilities. It should be
noted that for the class membership on the group level, the posterior probability
P (ζj = g|yj = s) is used. Because the interest lies in testing the group by variable
relationships and aggregating these over the groups, all available information on the
groups should be used, as contained in the posterior.
The statistic itself is computed for all groups separately and summed over the
groups to test the assumption of correct model fit in each of the groups. This sum is
additionally divided by (Rk−1)(J−1). The BVR-group now equals the average con-
tribution to the residual per degree of freedom. That is, the dimension of the matrix
to which Equation 2.6 is applied isRk×J , resulting in (Rk−1)(J−1) nonredundant
parameters. Correcting for both Rk and J standardizes the BVR-group such that it
is not affected by the number of groups or the number of categories on the variable.
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As can be seen in Equations 2.7 through 2.9, a special case exists when the nested
structure of the data is ignored by estimating the multilevel LC model with only one
group-level class. The results are identical to omitting the group-level latent vari-
able altogether and ensures that the BVR-group is independent from the number of
lower-level classes to obtain its baseline value, which is substantively indicative of
the between-group heterogeneity or the between-group variance. For this model,
the residual is then broadly comparable to the empirical Bayes estimates as used
in linear multilevel models. Although their common use is to test the normality
assumption on the higher level, they can also be used to construct influence diag-
nostics (Snijders & Berkhof, 2008) and as such are indicative of misfit.
2.3.3 Paired-case Residual (BVR-pair)
In a multilevel LC model, the higher level has a local independence assumption
similar to that of the lower level. Where the assumption in Equation 2.1 is that the
responses rk are independent for all the K items per individual, in Equation 2.2
the response patterns r are assumed independent for all the individuals per group.
However, to capture this dependence among units within a group, the responses
of the individual members should be related to one another. This cannot be done
as straightforwardly as is the case for the dependence between item pairs. Where
the response frequencies for the latter can be cross-tabulated directly, the cross-
tabulation of dependence among units requires all units within a group to be related.
An intuitive approach to do so is to create all pairs of units within every group and
obtain the pairwise response frequencies. The expected and observed response fre-



















To illustrate, consider a group containing five observations, with responses to
one of multiple variables, as in Table 2.1. The residual can be understood as con-
sidering the combined responses r and r′ of cases i and i′ to item k as one element.
To obtain the observed frequencies, a square contingency table of which the order
is equal to the number of categories on the variable of interest can then be made
per pair. The cell that identifies the actual answer pattern of that pair of cases has a
frequency of one and all else equals zero.
The corresponding predicted probability of a certain pair of responses follows
from the combined probability of person i giving response r and person i′ giving
response r′ conditional on the group-level class:
18 Chapter 2. Goodness-of-Fit of Multilevel Latent Class Models
TABLE 2.1: Obtaining the observed pairwise response frequencies
Data
Obs Var Group B C D E C
A 0 1 0 1 0 1 0 1 0 1 0 1
B 0 1 A 0 1 0 A 0 0 1 A 0 1 0 A 0 0 1 B 0 0 1
C 1 1 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0
D 0 1
E 1 1 D E D E E
F 0 2 0 1 0 1 0 1 0 1 0 1
G 1 2 B 0 1 0 B 0 0 1 C 0 0 0 C 0 0 0 D 0 0 1
H . . . . . . 1 0 0 1 0 0 1 1 0 1 0 1 0 0 0





P (yijk = rk|ζj = g)P (yi′jk = r′k)P (ζj = g|yj = s), (2.11)
where P (yijk = rk|ζj = g) can be obtained by Equation 2.8. Because these prob-
abilities are only conditional on the group-level latent variable in a model without
covariates, they are identical for identical patterns, and the order of the responses
is interchangeable. That is, within a group only the probabilities on the diagonal
and either the upper or lower off-diagonal need to be obtained. Aggregating these
probabilities to arrive at the expected frequencies can then be done by multiplying




(nj(nj − 1)/2)P (yijk = rk′ , yi′jk = r′k). (2.12)
Again, as is done for the BVR-group, the posterior probability is used in Equa-
tion 2.11 to obtain this estimated frequency. In this case the main reason is that this
weighting is more appropriate in cases in which groups are of different sizes and
thus contain different numbers of pairs per group. As can be seen from Equations
2.10 and 2.12, in comparison with Equations 2.6 and 2.9, the BVR-pair is not ob-
tained for each group separately and is only subsequently summed over the groups,
but the aggregation already occurs when computing the expected frequencies. By
weighting according to the posterior probability P (ζj = g|yj = s), the expected
frequencies account in the best manner for unequal group sizes. With equal group
sizes, using posterior or unconditional class membership probabilities will give the
same expected frequencies.
The observed frequency of pairs can now be obtained by summing the pairwise
tables from Table 2.1, as is done in Table 2.2. The probability of a pair follows from
equation 2.11 and the expected frequency from Equation 2.12. For the illustration,
the probabilities from the first model in the application section are used.
Here, the structure of equation 2.10 also becomes clear. Note that because the
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TABLE 2.2: Obtaining the pairwise residual contribution per answer pattern
Observed Probability Expected Residual Contr.
i′ r′ i′ i′
0 1 0 1 0 1 0 1
i 0 3 5 r 0 .415 .225 i 0 4.152 2.249 i 0 .320 .056






(.320 + .056 + .091) = 0.079
order of the observations within a group is arbitrary, observing a 0-1 pair is in fact
the same as observing a 1-0 pair. This is why the symmetric off-diagonal elements
of the table are combined in the first summation in equation 2.10. The latter part of
equation 2.10 adds the discrepancy between the observed and expected frequencies
on the diagonal.
To finally arrive at the BVR-pair the resulting residual is divided in such a way
that the statistic equals the contribution to the residual per degree of freedom, in this
case Rk(Rk − 1)/2 given the symmetry on the off-diagonals. In addition, the raw
residual is divided by the average group size to avoid extremely large values, which
are likely to occur because the theoretical maximum value of the statistic increases
as a triangular sequence with nj .
Unfortunately, the univariate marginal values for the resulting tables are not re-
produced correctly when groups differ in size, in which case (nrr′ + nr′r) 6= (mrr′ +
mr′r), which is also the case in the illustration. The cause is simply that an obser-
vation in a larger group is in more pairs than an observation in a smaller group.
Differences between the observed (n) and expected (m) frequencies would then not
only reflect the degree to which the model captures dependence between cases, but
the residual would also partly reflect the difference in the univariate distribution.
This changes the interpretation of the BVR-pair which is unnecessary because the
univariate distributions are always correctly reproduced by the model.
Therefore, a number of iterative proportional fitting (IPF) cycles are used to
equate the reproduced and observed marginal frequencies and reduce the BVR-pair
to zero when there is no residual dependence. The pairwise contingency table is
made symmetrical first, such that answer patterns that differ only in respect to the
order of the responses have the same frequency. As mentioned, the probability and
thus the expected frequency of a certain pair of responses are identical regardless of
order, but this is not necessarily the way in which they are observed.
In the IPF procedure the cells in the expected frequency table are adjusted so
that its marginals match the observed marginals. The subsequent iterations alter-
nate between row and column adjustments where each cell is multiplied by the ratio
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TABLE 2.3: Iterative Proportional Fitting (IPF) Illustration
Observed Expected IPF Cycle 1 - Row
i′ i′ i′
0 1 0 1 0 1
i 0 3 (5+1)/2 6 i 0 4.152 2.249 6.401 i 0 3.892 2.108 6
1 (5+1)/2 1 4 1 2.249 1.351 3.599 1 2.499 1.501 4
6 4 10 6.401 3.599 10 6.391 3.609 10
IPF Cycle 1 - Column IPF Cycle 2 - Row IPF Cycle 2 - Column
i′ i′ i′
0 1 0 1 0 1
i 0 3.654 2.236 5.99 i 0 3.66 2.34 6 i 0 3.66 2.34 6
1 2.346 1.664 4.01 1 2.34 1.66 4 1 2.34 1.66 4
6 4 10 6 3.999 10 6 4 10
Row operation: Multiply cell by the ratio between the observed and expected row marginals: cell(observed
row/expected row).
Column operation: Multiply cell by the ratio between the observed and expected column marginals:
cell(observed column/expected column).
between the observed and the expected row (column) marginal. This process con-
verges to a table with marginals equal to the observed marginal frequencies while re-
taining the cross-product ratios within the table (Bishop, Fienberg, & Holland, 1975).
An example can be found in Table 2.3.
The resulting BVR-pair statistic reduces to zero when the model captures all the
dependence among cases within a group. Identical to the BVR-group its baseline
value can be obtained by estimating the model where the nesting of the data is ig-
nored by modeling only one group-level class. The statistic is broadly comparable
with the residual intraclass correlation in mixed models, which is the degree of de-
pendence that is not captured by the model when controlling for the independent
variables (Snijders & Bosker, 2012). The BVR-pair is similarly related to the uncap-
tured dependence and indicative of the homogeneity within groups that is ignored
when the nested structure of the data is not or is only partially reproduced.
2.3.4 Bootstrap
The BVR, BVR-group and BVR-pair residuals are all obtained identically to Pear-
son residuals. However, for the BVR, it is known that it does not follow the chi-
square distribution, and the same is expected to be true for the two proposed mea-
sures. To still obtain p-values for the residuals, a parametric bootstrap can be used
(Langeheine, Pannekoek, & Van de Pol, 1996), which is known to work for the BVR
(Oberski, Van Kollenburg, & Vermunt, 2013). On the basis of the maximum likeli-
hood estimate, the bootstrap in this instance samples group-class membership, class
membership conditional on group-class membership, and the responses conditional
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on the membership of both. This results in alternative data sets with the same struc-
ture as the original to which the model is fitted. For each of these refitted models, the
BVR values are obtained. The estimated p-value then is the proportion of replicated
models in which the BVR residuals are larger than in the original model (Vermunt
& Magidson, 2013). As such the BVR-group and BVR-pair are compared not with
an asymptotic distribution but rather with an empirical distribution constructed by
simulation. The bootstrap p-values can be used for hypothesis testing, that is, for
determining whether potential assumption violations are statistically significant.
2.4 Application: Improving the Job Variety Classification
To illustrate the usefulness of the BVR-pair and BVR-group we apply them here to a
data example in which both employees and the teams in which they are nested are
classified on the basis of task variety. This is one of the examples Vermunt (2003)
used when introducing multilevel LC analysis, which provides the opportunity to
see whether the original solution can be improved on the basis of the two residuals.
The variety in the tasks of employees, as well as the degree to which they feel
that their capacities are put to good use, has been found to affect job satisfaction
and turnover intent (Lambert, Hogan, & Barton, 2001; Fila, Paik, Griffeth, & Allen,
2014). Although these outcomes are inherently individual, the broader context of the
team, department, or organization plays an important role in shaping these effects.
Gunter & Furnham (1996), for example, found that job variety has an opposite effect
on job satisfaction in two different organizations, and Van Mierlo, Rutte, Kompier, &
Doorewaard (2005) gave a broad overview of studies in which individual and team
tasks affected several outcomes.
One of the ways in which context may affect job satisfaction and turnover intent
may be through peer perceptions (e.g. Liu, Mitchell, Lee, Holtom, & Hinkin, 2012).
When direct coworkers perceive their jobs as highly varied when individuals do
not, this may adversely affect job satisfaction. In contrast, teams with larger differ-
ences in task variety may be better able to distribute the work, improving individual
job satisfaction and reducing turnover intent. By obtaining a classification of teams
through multilevel LC analysis on the basis of the perceived job variety classification
of the employees, it becomes possible to detect such differences in team composition
and investigate these questions.
Although relating the classification to an outcome variable is beyond the scope
of this example, the use of simultaneous classification can be easily extended. For
example, when job design is aggregated, it may explain frictional unemployment
caused by a mismatch between companies and the workforce in a region, a clas-
sification of countries on the basis of the degree of religiosity of their populations
may form an explanation for policy differences, or a classification of pupils and their
groups may be used to enhance school class composition (see also Bennink, Croon,
Keuning, & Vermunt, 2014).
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TABLE 2.4: BIC values for 29 models assuming local independence of items and indirect
effects of the group-level latent variable
Lower-level Classes
Group-level Classes 2 3 4 5 6
1 4,820 4,818 4,837 4,861 _c
2 4,786 4,785 4,799 4,482 4,844
3 4,794 4,795 4,794 4,814 4,837
4 4,802 4,806 4,808 4,826 4,850
5 4,811 4,818 4,822 4,839 4,865
6 4,820 4,831 4,838 4,857 4,881
a Values obtained using the number of groups J as the sample size in the BIC computation.
b Constraint: P (yijk = rk|ηij = c, ζj = g) = P (yijk = rk|ηij = c).
c Unidentified.
However, when the LC model is incorrectly specified or violates assumptions,
there is a possibility not only that teams and employees may be wrongly classified
but also that the relationship between an outcome and the classification may be sim-
ilarly unsound. This first step of classification is clearly an important one, because a
wrong classification may result in wrong substantive conclusions on the actual goal
of the study. Here the classification is reexamined using the proposed BVR-group
and BVR-pair statistics to demonstrate their use. After excluding all cases with miss-
ing values and two teams with only one member, the data contain 848 cases in 86
teams and are similar to the data used by Vermunt (2003) and Vermunt & Magid-
son (2005), as collected by Van Mierlo (2003). For all employees, the perception of
task variety in their jobs was measured with five categorical items, of which the four
categories are collapsed to make them dichotomous. The variable measuring task
repetitiveness is coded inversely with the other variables, such that a higher score
reflects lower repetition and all scores are substantively in accordance. All models
are estimated in LatentGOLD 5.0. The LatentGOLD syntax and survey wording are
provided in Appendix A and Appendix B, respectively. The data set itself is included
in LatentGOLD as example data.
Because the BIC is currently the main criterion for model selection, selecting the
best fitting from a series of alternative models, Table 2.4 depicts the BIC values for 29
models with differing numbers of classes. All of these models assume conditional
independence between the five items, contain one latent variable on both levels (η
and ζ), and allow only an indirect effect of the group-level latent variable ζ on the
items through the lower-level latent variable η (see also Vermunt, 2003). It should be
noted that these BIC values are computed using the number of groups as the sample
size, rather than the number of cases, as this is found to be the more appropriate
sample size to determine the number of classes in multilevel LC models (Lukočiené
et al., 2010; Lukočiené & Vermunt, 2010).
On the basis of these values, the model with two group-level and three low-level
classes would be the best fitting, resulting in the profile depicted in Table 2.5. On
the lower level, the largest of the three classes is one in which people report high
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Nonrepetitive .428 .279 .515 .125 .225 .385
Creative .631 .382 .707 .065 .914 .558
Diverse .792 .480 .961 .146 .483 .700
Capacity .730 .578 .837 .439 .350 .685
Variation .754 .461 .964 .192 .000a .668
Class 1 .752 .371
Class 2 .150 .537
Class 3 .098 .092
Prevalence .707 .293 .640 .263 .097
a Boundary solution.
levels of task variation and creativity. The second class is one in which people report
having repetitive, uncreative, and unvaried tasks. The third is a class with highly
creative tasks, yet quite unvaried and repetitive. On the group level, the classes
are less distinguished in their overall profile. Members of teams in the first group-
level class are most likely to belong to the first individual-level class and those of
the second higher-level class to the second lower-level class. Overall then the team
profile of the first group-level class is mostly that of diverse, varied, and challenging
tasks, whereas the second class has more repetitive tasks that allow less creativity.
However, the two problems laid out in section 2.3 would arise when this model
would be accepted solely on the basis of the BIC value. First, the BIC identifies
the best alternative out of the models presented, but it does not guarantee that no
assumptions are violated, that is, that the model picks up all relevant aspects in the
data. If this is not the case, the classification described in Table 2.5 could be faulty,
and any further analysis to relate this classification to outcomes may also be affected
negatively. Second, many alternative models can be specified, other than those with
differing numbers of classes.
In all the estimated models, conditional independence of the observed items is
assumed, which can be relaxed by allowing one or more covariances between the
observed variables. Furthermore, the effect of the group-level LC on the observed
variables is assumed to be fully mediated by lower-level class membership. This too
can be relaxed by allowing direct effects from the higher-level latent variable on any
of the items. The prohibitive difficulty of improving the model through trial and
error, or even considering the option of estimating all possible models, now quickly
becomes clear. When keeping the number of classes constant, there are 1,024 dif-
ferent combinations of allowable covariances and, for each of these combinations,
another 32 possible combinations of direct effects. If the possibility of equating cer-
tain parameters to one another is also considered, this model can be adjusted in 17
factorial different ways.
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TABLE 2.6: BVR, BVR-group, and BVR-pair residuals for the three class, two group-
level class model. Bootstrap p-values between parentheses
Nonrepetitive Creative Diverse Capacities Variation
Creative 0.763 (.242)
Diverse 0.248 (.282) 0.028 (.442)
Capacities 0.183 (.570) 0.359 (.308) 0.504 (.106)
Variation 0.010 (.706) 0.036 (.272) 0.153 (.016) 0.011 (.790)
BVR-group 1.586 (.000) 1.051 (.000) 0.788 (.164) 1.072 (.132) 0.816 (.316)
BVR-pair 1.740 (.000) 0.570 (.028) 0.123 (.296) 0.366 (.098) 0.000 (.974)
Note: Bayesian information criterion = 4,785.3.
To illustrate how the local fit measures may largely resolve the problem of identi-
fying misfit without the need to estimate many additional models, the residual mea-
sures for the model with the lowest BIC are presented in Table 2.6 with bootstrapped
p-values for all BVR measures in parentheses. The regular BVR indicates that the
variable measuring the diversity of a person’s job shows some residual dependence
with the variable measuring job variation, which substantively should come as no
surprise. On the higher level, the BVR-group and BVR-pair also show assumption
violations, whereby the repetitive and creative variables both show dependence be-
tween cases that is not captured by the model, as well as an incorrectly reproduced
item distribution between the groups. So, even though it is the best alternative out of
30 models, the three individual-level, two group-level class model violates the three
tested assumptions to some extent.
From Table 2.4, it can be concluded that improving this model is not achieved
by increasing the number of classes. Inspecting the BVR measures for these models
leads to the same conclusion, as a combination of problems on both levels of the
model persists when increasing either the number of classes on the lower level, the
higher level, or both.
Thus, to improve this model, a solution other than increasing the number of
classes is required. Starting model improvements on the lower level of the model is
often the most fruitful, as it is more likely that group-level dependence is introduced
by having a wrong specification on the lower level than the reverse (Lukočiené et al.,
2010). This is due to the higher level classification being partly determined by the
classes on the lower level, as can be seen in equation 2.2.
Substantively, the significant dependence between the self-reported variation
and diversity of work is sensible, and including a covariance between these two
variables seems justified. As shown in Table 2.7, adding this covariance removes
any problematic bivariate dependence on the lower level of the model.
Considering the BVR-group and BVR-pair statistics, the logical next step is to
add a direct effect from the group-level latent variable on the repetitive variable.
Such a direct effect is the most parsimonious solution in an attempt to capture more
dependence and improve within-group model fit regarding the repetitive variable,
adding only one parameter. Substantively too, there is evidence that the differences
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TABLE 2.7: Residuals for the three class, two group-level class model. Covariance be-
tween Variation and Diverse. Bootstrap p-values between parentheses
Nonrepetitive Creative Diverse Capacities Variation
Creative 0.101 (.642)
Diverse 0.602 (.104) 0.022 (.514)
Capacities 0.871 (.184) 0.001 (.938) 0.178 (.264)
Variation 0.062 (.400) 0.042 (.316) 0.000 (.999) 0.028 (.670)
BVR-group 1.576 (.000) 0.973 (.140) 0.776 (.264) 1.037 (.194) 0.842 (.312)
BVR-pair 1.523 (.000) 0.294 (.130) 0.128 (.296) 0.256 (.138) 0.011 (.780)
Note: Bayesian information criterion = 4,783.2.
in repetitive work between teams reflect on that of the individual tasks (Van Mierlo,
2003).
After adding this effect, problems arise in all five variables, as depicted in Ta-
ble 2.8, causing the model to no longer describe the within-team item distributions
correctly; nor does it adequately capture the dependence between cases. Yet despite
the large shift on the group level of the model, the lower level does not show any
problems. The interpretations of the individual-level classes (not reported) also do
not change, indicating that the problems are largely the result of a failure to cap-
ture team differences correctly. Given that there are problems with all five variables
on the group level of the model, adding an additional group-level class is the best
option here.
Adding a third group-level class indeed solves most problems on the higher level
of the model, as can be seen from Table 2.9. In this model, the covariance between the
variation and diverse variable, as well as the direct effect on the repetitive variable,
is retained. As a final adaptation, a direct effect from the group-level latent variable
on the creative variable is added, following the BVR-group value, and the reasoning
that the structure of a team and the overall packet of tasks it realizes may have a
direct effect on the creativity an employee has in accomplishing their share of the
teamwork.
In Table 2.10, the BVR, BVR-group and BVR-pair residuals for the final model
are presented. Further attempts to make this model more parsimonious result in
models in which significant residuals are reintroduced. Note that the model chosen
has a higher BIC value than the previous model (4,768.9 compared with 4,775.3), but
given the focus on model fit and misfit, we opt for the less parsimonious model. This
choice depends on the goal of the model specification. If the goal is to obtain high
posterior probabilities, the model for which the residuals are presented in Table 2.9
would be preferred (Burnham & Anderson, 2002; Hamaker, Van Hattum, Kuiper, &
Hoijtink, 2011).
The profile of this final model is presented in Table 2.11. Comparing these results
with those in Table 2.5, it becomes clear that the individual-level classification is
practically identical to that obtained in the model with two group-level LCs and
three individual-level LCs. On the group level, the additions to the model, an extra
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TABLE 2.8: Residuals for the three class, two group-level class model. Covariance be-
tween Variation and Diverse and direct effect from the group-level latent variable on
Nonrepetitive. Bootstrap p-values between parentheses
Nonrepetitive Creative Diverse Capacities Variation
Creative 0.004 (.922)
Diverse 0.737 (.082) 0.068 (.204)
Capacities 0.962 (.180) 0.026 (.732) 0.046 (.670)
Variation 0.019 (.664) 0.034 (.212) 0.000 (.999) 0.090 (.432)
BVR-group 1.544 (.000) 1.405 (.000) 1.356 (.000) 1.194 (.040) 1.125 (.048)
BVR-pair 1.657 (.000) 0.930 (.006) 1.325 (.002) 0.458 (.048) 0.280 (.070)
Note: Bayesian information criterion = 4,777.1.
LC and two direct effects, led to splitting up the large first class from the initial
solution. The second group-level class in this model is similar to the second class
in the model presented in Table 2.5. The first class from Table 2.5, however, is split
up into two classes. These two classes are rather similar when compared with each
other, as they are when compared with the class from the first model, but with a
large difference in degree of task repetition reported by the team members.
The results from Table 2.11 clearly show the difficulty in capturing team differ-
ences using team-level classes, as the first and third class differ only with respect to
the degree of task repetition. Given that the group-level classes in the initial model
are affecting the indicators only indirectly through the lower-level LC, such a rela-
tively small difference between teams may become obscured between other charac-
teristics that the teams do have in common. That is, detecting these specific charac-
teristics on the team level in a model without direct effects from the team-level latent
variable also requires more classes on the lower level. Such an addition of LCs on
either level is not warranted when inspecting the BIC values for these models, which
are known to favor model parsimony. However, through the proposed BVR-group
and BVR-pair this lack of a direct effect between the group-level LC and the repeti-
tiveness variable could be detected, as well as the subsequent need for an additional
class on the group level.
Maybe more important, because of the improved fit and the possibility to test
assumptions, the model arrives at different substantive results. In this instance, the
added group-level class causes a separation based primarily on task repetitiveness.
Given that the interest lies in relating the classes to job satisfaction or turnover intent
as an outcome, the results may differ between the original model as depicted in
Table 2.5, and the better fitting model arrived at in Table 2.11. When, for example,
task repetitiveness on the team level is detrimental to employee job satisfaction, it
would have been hard to distinguish as an important factor in the model with two
group-level classes. It would, however, be visible in the model with three group-
level classes in which a comparison between the first and third group-level classes
would identify repetitiveness as an important factor.
Using the residuals as additional guidance now results in a model with substan-
tial better fit that would likely not have been found when relying only on the BIC
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TABLE 2.9: Residuals for the three class, three group-level class model. Covariance
between Variation and Diverse and direct effect from the group-level latent variable on
Nonrepetitive. Bootstrap p-values between parentheses
Nonrepetitive Creative Diverse Capacities Variation
Creative 0.073 (.720)
Diverse 0.315 (.214) 0.054 (.362)
Capacities 0.620 (.274) 0.170 (.536) 0.003 (.880)
Variation 0.046 (.378) 0.114 (.154) 0.000 (.999) 0.053 (.546)
BVR-group 1.041 (.046) 1.185 (.012) 0.843 (.316) 1.150 (.054) 0.931 (.290)
BVR-pair 0.138 (.214) 0.589 (.020) 0.051 (.496) 0.326 (.118) 0.092 (.454)
Note: Bayesian information criterion = 4,768.9.
TABLE 2.10: Residuals for the three class, three group-level class model. Covariance
between Variation and Diverse and direct effect from the group-level latent variable on
Nonrepetitive and Creative. Bootstrap p-values between parentheses
Nonrepetitive Creative Diverse Capacities Variation
Creative 0.001 (.950)
Diverse 0.530 (.108) 0.085 (.192)
Capacities 0.837 (.186) 0.005 (.858) 0.090 (.454)
Variation 0.003 (.890) 0.048 (.238) 0.000 (.999) 0.023 (.716)
BVR-group 0.771 (.260) 0.739 (.452) 0.927 (.112) 1.083 (.136) 0.914 (.216)
BVR-pair 0.016 (.628) 0.011 (.696) 0.202 (.174) 0.280 (.150) 0.014 (.728)
Note: Bayesian information criterion = 4,775.3.
or comparable criteria. Both the proposed BVR-group and BVR-pair in combination
with the BVR, allow the detection of the initial assumption violations, and they iden-
tify not only which part of the model but also which specific parameters may prove
problematic. Misfit can be pinpointed and tested, allowing far more informed and
directed model adjustments, which may lead to different, more thoroughly tested,
substantive results.
It must be pointed out that in the application, the residuals were used as guid-
ance for illustration. However, comparable with many residual measures as well as
modification indices, the measures are by no means tied to a certain solution and
indicate only badness of fit and assumption violations. That is to say, model adjust-
ments should be theoretically driven, and blind adjustments to the model with the
mere goal of improving the fit should be discouraged as a poor research practice
that may, for example, lead to capitalization on chance (e.g. Kaplan, 1990; MacCal-
lum, Roznowski, & Necowitz, 1992).
2.5 Simulation
As a proof of concept, a small simulation study is presented in this section. The
final model from the application is used as the population model in the two con-
ditions presented, which contains three classes on both levels, a direct effect on the
creative and nonrepetitive variables, as well as a covariance between the diverse
and variation variables. The exact logit parameters for this model can be found in
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TABLE 2.11: Profile for the three class, three group-level class model. Covariance be-
tween Variation and Diverse and direct effect from the group-level latent variable on













Nonrepetitive .301 .316 .613 .554 .130 .233 .400
Creative .660 .348 .674 .731 .077 .844 .557
Diverse .822 .521 .754 .953 .209 .526 .698
Capacity .753 .590 .707 .851 .444 .342 .683
Variation .786 .506 .704 .962 .263 .000a .665
Class 1 .784 .382 .678
Class 2 .122 .529 .195
Class 3 .095 .090 .127
Prevalence .352 .345 .302 .613 .284 .103
a Boundary solution.
Appendix C. LatentGOLD 5.0 is used to generate 500 replicate data sets, which are
subsequently analyzed using the correct model, and a misspecified model that does
not contain the covariance and direct effects, and has only two group-level classes.
Identical to the application, bootstrapped p-values are obtained on the basis of 500
iterations.
For the misspecified model, the expectation is that the BVR-group detects the
absence of the two direct effects. Table 2.12 shows that the power to detect one of
these misspecifications indeed turns out to be high (.788). The second direct effect
is not detected. However, the logit parameters of the direct effect on the creative
variable are minute (effect coded –0.186 and –0.005). In addition, the type I error for
the three other variables does not differ significantly from the alpha level. The power
to detect the missing class through the BVR-pair is equally high. Tables 2.5 and 2.11
show that the major change between the two- and three-class models is a separation
of classes solely on the basis of the nonrepetitive variable. When the classes are not
separated, BVR-pair detects the residual dependence between respondents on this
particular variable. That the values for the variation variable are higher than the
nominal alpha levels can be explained by the fact that the logit parameter in the
population model is extremely high. As a result, in an attempt to explain maximum
group-level dependence, the model underestimates the dependence resulting from
the variation variable to be able to explain the group-level dependence that results
from the nonrepetitive and creative variables.
Table 2.13 shows the proportion of rejections under the correctly specified model,
that is, the type I error. Satisfactory error rates should be close to the nominal .05
level. This is the case in most instances, but BVR-pair for the diverse variable, as
well as BVR-group for the creative variable, differs significantly from .05. Whether
this is the result of the additional direct effect and covariance for these variables and
is a systematic issue requires further study and a more extensive simulation study.
The absolute differences appear to be small, however.
To summarize, although the simulation presented here is necessarily limited in
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TABLE 2.12: Misspecified model: Proportion of replications with bootstrap p-values
<.05 (Power)
Nonrepetitive Creative Diverse Variation Capacities
BVR-group 0.788 0.064 0.050 0.376 0.052
BVR-pair 0.872 0.048 0.032 0.378 0.042
scope, the power of the introduced measures is high, and the type I error rates are
close to their nominal levels. This simulation therefore demonstrates that our mea-
sures’ performance is satisfactory in the case of the application discussed, and it
provides proof of concept from which future investigations may depart.
2.6 Discussion
Several problems occur when using only global fit statistics or information criteria
for model selection in multilevel LC analysis. Because of the lack of local fit statis-
tics, potential model misfit may go unnoticed, and there is no information available
regarding how a model might be adjusted and improved. Therefore two new local
fit statistics, BVR-group and BVR-pair are proposed, which test individual areas of
the model and as such help in determining which areas of the model are problematic
and how a model can best be improved. In conjunction with the standard BVR, they
also allow the two local independence assumptions central to multilevel LC models
to be inspected and tested. Computation of both the BVR-group and BVR-pair is
already implemented in the user-friendly LatentGOLD 5.0 software package.
By using the BVR-group and BVR-pair as additional guidance to test and im-
prove a multilevel LC model, it is shown that they enhance the ease with which
fruitful model adjustments can be found. The model obtained by relying on the
two residuals has better global fit and is known to better adhere to the local inde-
pendence assumptions. The usefulness of the residuals is further emphasized by the
change in substantive results between the initial model selected through the BIC and
the latter model as improved through the use of the proposed statistics. That is, the
misfit that is detected in this instance is not a mere misspecification against which
the model is robust but actually distorts model-based conclusions.
That these model improvements can be found using a stepwise approach, and
that such an approach may lead to finding relations and effects that would otherwise
go unnoticed, does not, however, mean that these improvements lead to the true
population model. It should be noted that there is a substantial risk for capitalization
on chance, and in practice, such an approach should be used in conjunction with a
form of replication such as cross-validation. That is, the residuals merely indicate
local misfit and do not point to a given solution for that particular misfit.
Nonetheless, in this case important sources of misfit that affect the results have
been picked up by the two residuals. Still, this chapter serves as an introduction, and
a more in-depth simulation study is lacking. Such a future study would not focus as
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TABLE 2.13: Correct model: Proportion of replications with bootstrap p-values <.05
(Type I error)
Nonrepetitive Creative Diverse Variation Capacities
BVR-group 0.034 0.028 0.044 0.034 0.040
BVR-pair 0.046 0.052 0.076 0.046 0.048
much on the type I error rates, as the process of p-value bootstrapping is identical to
that of the BVR for which it has been extensively tested (Oberski, Van Kollenburg, &
Vermunt, 2013). Rather, it would focus on the consistency with which misspecifica-
tion is detected under different circumstances and in more complex models, such as
models incorporating covariates.
An additional extension that does require future work is to develop a similar
residual for LC models for longitudinal data, in which dependencies can be assumed
to take on the form of autocorrelation structures. Furthermore, the use of the BVR-
group and BVR-pair may be studied for different methods and models that could
also benefit from these statistics (e.g. see Varriale & Vermunt, 2012). The residu-
als are developed with the aim of testing the local fit of multilevel LC models, but
they can be applied to all cases in which categorical multilevel data are used. The
observed frequencies would be identical when applying the residuals to other meth-
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Analysis
Abstract
In the social and behavioral sciences, variables are often categorical and people are
often nested in groups. Models for such data, such as multilevel logistic regression
or the multilevel latent class model, should account for not only the categorical na-
ture of the variables, but also the nested structure of the persons. To assess whether
the model accomplishes this goal adequately, local fit measures for multilevel cat-
egorical data were introduced in Chapter 2 (published as Nagelkerke, Oberski, &
Vermunt, 2016). The BVR-group evaluates the variable-group fit, while the BVR-
pair evaluates the person-person fit within groups. In this chapter, we evaluate the
performance of these two measures for the multilevel latent class model (Vermunt,
2003). An extensive simulation study indicates that whenever multilevel latent class
modeling itself is viable, type I error is controlled and power adequate for both fit
statistics. Thus, the BVR-group and BVR-pair are useful measures to locate impor-
tant sources of misfit in multilevel latent class analysis.
This chapter is published as: Nagelkerke, E., Oberski, D. L. & Vermunt, J.K. (2017). Power and
Type I Error of Local Fit Statistics in Multilevel Latent Class Analysis. Structural Equation Modeling: A
Multidisciplinary Journal, 24(2), pp.216-229.
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3.1 Introduction
Latent class (LC) models can be used to search for classes of systematically similar
respondents by considering their responses to a number of discrete indicator items.
Analogous to many statistical methods this model assumes the observations that
are classified to be independent. However, dependence often does occur when re-
spondents are observed in naturally occurring groups, leading to a violation of the
assumption. When ignored, this dependence will bias the results (Park & Yu, 2016).
The multilevel extension to the LC model provides a solution for such cases of nested
categorical data (Vermunt, 2003) by taking the grouping into account. Additionally,
and maybe more important, it does not only solve the statistical problem of depen-
dent observations, but it substantively allows observed groups to be classified based
on their members (Vermunt, 2003, 2008) providing a simultaneous classification of
individuals and groups.
The resulting classification of respondents and groups could be used as a pre-
dictor in subsequent analyses (e.g. Roosma, Van Oorschot, & Gelissen, 2016), or co-
variates can be added to the model to try and substantively explain the classes af-
ter an exploratory or confirmatory classification (e.g. Fagginger Auer, Hickendorff,
Van Putten, Béguin, & Heiser, 2016; Tomczyk, Hanewinkel, & Isensee, 2015). Re-
gardless of the approach, in both these cases the quality of the classification has a
direct influence on the quality of the eventual outcomes of interest, and the fit of the
measurement model should be carefully considered before continuing with further
analyses.
Central to the model fit in multilevel LC analysis are two assumptions of condi-
tional independence given the latent variables. On the lower level the assumption is
that all dependence between items is captured by the latent variable, thus assuming
conditional independence of the indicators given the LC variable. This assumption
is identical to that of a regular LC model. On the higher level a similar assumption is
made, where the observed group members are assumed conditionally independent
given the higher-level latent variable.
In such relatively complex models, with assumptions on two levels and the dis-
tinct substantive goals of reproducing the overall and within-group responses, local
fit statistics are of increased importance. Traditionally, global fit indexes such as
Akaike’s information criterion (AIC) and Bayesian information criterion (BIC) are
used to examine whether all of the assumptions hold, relative to some measure of
model complexity. However, this approach has the disadvantage that misspecifi-
cations that are small relative to the model complexity may in fact still be harmful
to subsequent analyses of interest (Oberski, 2014). Furthermore, their use generally
limits itself to the comparison of estimated models in practice. With a nigh infinite
number of model specifications, the selected, best fitting model out of the estimated
alternatives might very well contain misspecifications and assumption violations.
For this reason, the global fit measures can best be supplemented with measures of
3.1. Introduction 33
local fit that examine the strength of evidence against individual model assumptions.
To examine local fit in models for multilevel categorical data, in Chapter 2 the
BVR-group and BVR-pair measures are proposed. Both are in line with the bivariate
residual (BVR) proposed by Vermunt & Magidson (2013) that measures how well the
item-item dependence is captured by a single-level LC model. The two multilevel
fit measures are comparable, but test how well the model captures the group-item
dependence and person-person dependence related to the higher level of the model.
All three, the BVR-group, BVR-pair, and BVR, take the form of a Pearson residual,
but despite this resemblance they do not follow an asymptotic chi-square distribu-
tion. P-values can nonetheless be obtained relatively easily by means of a parametric
bootstrap (Oberski, Van Kollenburg, & Vermunt, 2013).
The two higher-level residuals respectively aim to detect misfit related to the
conditional independence assumption and substantively correct reproduction of the
data. The BVR-group signals residual dependence between observed group mem-
bership and indicator items. When such residual dependence exists it is an indi-
cation of the model not fitting one or more of the groups correctly, implying that
the model does not fully capture the between-group differences. The BVR-pair sig-
nals residual dependence between persons that are members of the same group.
This residual dependence is also indicative of the model not correctly capturing the
nested structure of the data, but here the focus is on the within-group similarities of
the group members.
In Chapter 2 only a limited simulation study is provided, however, and little is
currently known about the properties of the two statistics. With an extensive sim-
ulation study we here aim to more thoroughly investigate the power and type I
error of the bootstrapped BVR-pair and BVR-group. Of primary interest is whether
and under what conditions the two statistics have enough power to detect several
types of misspecification of the multilevel LC model. The misspecifications of the
model that are considered are closely related to the two assumptions of conditional
independence added by the multilevel extension to the LC model; that is, the as-
sumption that the members of an observed cluster in the data are independent con-
ditional on the higher-level latent variable to achieve a group-level classification,
and the assumption that observed group membership and the individual responses
are conditionally independent to correctly reproduce the observed responses within
the observed groups (Vermunt, 2003).
It should be noted that the context of the study is confined to multilevel LC anal-
ysis for which the statistics are originally developed, but that they can be obtained
for any method that models nested categorical data, such as multilevel IRT. The two
residuals namely aim to test for the correct modeling of within-group similarities
and between-group differences by contrasting the observed and expected frequen-
cies. Whether these expected frequencies are obtained from a multilevel LC model
or an alternative method does not impact the way in which the eventual values are
obtained.
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The remainder of this chapter is structured as follows. In the following section
the multilevel LC model is briefly introduced. Next the BVR-group and BVR-pair
statistics are described, after which the design of the simulation study, including
the bootstrap procedure are discussed. The results of the simulation study and the
conclusions that can be drawn in terms of type I error and power are presented in
the final two sections.1
3.2 The Multilevel Latent Class Model
The multilevel LC model is described using two equations. Both strongly resemble
the expression of a regular LC model which classifies individuals based on the prob-
abilities of their responses. The equation for the lower level of a multilevel model
does exactly the same, but to take into account the nested structure of the data the
response probabilities are made conditional on the group-class membership. To clas-
sify the groups and obtain this group-class membership, the higher-level equation
describes the marginal probabilities of the combined response patterns of the group
members of observed groups; that is, it describes the vector of response patterns that
is obtained by combining all members of a group (Vermunt, 2003, 2008).
Let the lower-level latent variable be denoted as ηij , classifying units in C latent
classes, with one class referred to as c. The higher-level latent variable is denoted
ζj , with G group-level latent classes, one of which is denoted g. Here the response
of individual i in group j to item k is denoted yijk, with a total of J groups, all
having nj members summing to N , and K items having Rk categories. The vector
of responses of individual i in group j to all K items is denoted yij , with r referring
to a particular answer pattern and rk referring to one particular response to item k.
Assuming conditional independence the lower level of the model is expressed as:
Pr(yij = r|ζj = g) =
C∑
c=1
Pr(ηij = c|ζj = g)
K∏
k=1
Pr(yijk = rk|ηij = c, ζj = g). (3.1)
When the conditioning on the group-level latent variable is removed, Equation 3.1 is
identical to that of a regular LC model. Without this conditioning the probability of
observing a certain pattern of responses r is the sum over the unconditional proba-
bility of class membership multiplied by the product of all conditional probabilities
of observing the separate responses rk. In turn conditioning all these terms on the
group-level classes (ζj = g) allows the classification of groups.
Given the lower-level expression, the higher level now describes the classifica-
tion of groups based on their members. Here the vector of all response patterns of
units within group j is denoted as yj , with s denoting a particular combination of
1Appendices and additional resources can be found online at the Open Science Framework, at the
permanent URL: osf.io/23mp2.
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response patterns. The conditional independence assumption on this level relates to
the units within groups, where not the responses to single items, but the entire re-
sponse patterns of group members are assumed independent (Vermunt, 2003). The
upper level can then be expressed as:






Pr(yij = r|ζj = g). (3.2)
This second equation likewise resembles that of a regular LC model, but now the full
vector yj of individual response patterns s in group j is described as a combination
of the size, or prevalence, of group-level LC g, and the conditional probabilities of
observing the combination of individual answer patterns r.
Equations 3.1 and 3.2 describe the most general form of the multilevel LC model,
in which both the class sizes and the response probabilities are allowed to vary across
group-level LCs. This general form is hardly ever used, because of the difficulty
interpreting group clusters with a completely different lower-level structure. There
are two common ways to constrain the model. Setting Pr(ηij = c|ζj = g) = Pr(ηij =
c) fixes the class membership on the lower level to be independent of that on the
higher level, but allows the response probabilities to be estimated freely. The second
and most common constraint Pr(yijk = rk|ηij = c, ζj = g) = Pr(yijk = rk|ηij = g)
inversely fixes the response probabilities on the lower level to be independent of the
higher-level class membership, but allows the class sizes to be estimated freely. The
latter constraint leads to the model that simultaneously classifies respondents and
the groups in which they are nested (Lukočiené, Varriale, & Vermunt, 2010).
3.3 Multilevel Local Fit Statistics
The idea behind the two fit statistics for the higher level of the multilevel LC model
is relatively straightforward. Given that LC analysis is concerned with categorical
indicators, and both the substantive goal of the model as well as the assumptions
it makes can be reduced to adhering to a conditional independence assumption, a
test comparable to a chi-square test is an intuitive solution. Both statistics can then
compare the dependencies captured by the model to the dependencies present in
the data. Because the asymptotic distribution is unknown, in the following the type
I error and power are considered for the bootstrap of the measures.
3.3.1 BVR-group Residual
The BVR-group is concerned with the average model fit across groups, and quanti-
fies the covariance between observed groups and items that is not captured by the
model. When such residual covariance exists the observed group membership still
affects the response probabilities of group members, implying that between-group
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differences are not fully captured by the group-level latent variable; that is, the BVR-
group tests whether the observed response frequencies within the observed groups
are adequately reproduced by the model of interest.
The expectation under a well fitting model is, of course, that the expected and ob-
served response frequencies are close to identical. For the within-group frequencies
this implies that, given the model, the indicator variables should be conditionally
independent of observed group membership. To test this, a Pearson residual can
be obtained by cross-tabulating the observed and expected frequencies within all
groups. This residual is then indicative of all the uncaptured variation caused by
observed group membership.
The expected frequency, denoted as mjr, can be obtained from the model as the
individual probability of giving a certain response Pr(yijk = rk) and summing this
probability over the group members:
Pr(yijk = rk) =
G∑
g=1
Pr(yijk = rk|ζj = g)Pr(ζj = g|yj = s), (3.3)
with
Pr(yijk = rk|ζj = g) =
C∑
c=1





Pr(yijk = rk). (3.5)
These equations can be simplified in a model without covariates to multiplying
the probability of a response with the number of group members, rather than the
more general sum over nj in Equation 3.5. The observed response frequencies, de-












As shown in Equation 3.6 a separate residual is computed for each group and
each response category, all of which are subsequently summed over the J groups,
and Rk categories. Additionally, the resulting statistic is divided by (Rk − 1)(J − 1),
which is the number of non-redundant parameters in the cross-table, standardizing
the BVR-group so it is not affected by the number of groups in the data and the
number of categories of the variable.
Because the focus is mainly on item specific misfit, the BVR-group is here ob-
tained per item. However, by removing the sum over J groups the statistic can be
obtained per group to inspect whether misfit originates from the model not fitting
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specific groups. Moreover, by not summing over the Rk categories it can be ob-
tained per response category, which could be useful when extreme responses are a
plausible cause of misfit.
3.3.2 BVR-pair Residual
On the higher level of a multilevel LC model the assumption is made that given
the group-level latent variable the response patterns of nested units are condition-
ally independent. That is, the full response patterns r of all nj group members in
Equation 3.2 are assumed to be conditionally independent. The BVR-pair tests for
violations of this assumption. When there is residual dependence among the mem-
bers of observed groups the within-group similarity is not correctly reproduced by
the group-level latent variable. In other words, the nested structure of the data is not
fully captured by the model.
Because the assumption on this level does not relate to the items, but to the units,
the group members need to be related to one another. This is done by creating all
possible pairs of units within an observed group to obtain the pairwise response fre-
quencies. When the assumption that all dependence between the units is captured
by the model holds, the expected and observed frequencies would again be in agree-
ment. Here, by considering the pairwise frequencies, this would be indicative of the
response of unit i and i′, rather than item k and k′, being locally independent.
The expected frequency of a pair of responses is obtained using the joint proba-
bility of unit i giving response r, and unit i′ giving response r′ to item k:





Pr(yijk = rk|ζj = g)Pr(yi′jk = r′k|ζj = g)Pr(ζj = g|yj = s). (3.7)
After which the expected frequency mkrr′ can be obtained by multiplying with the




(nj(nj − 1)/2)Pr(yijk = rk, yi′jk = r′k). (3.8)
Essentially, the probabilities of all possible combinations of the discrete responses to
a single item are obtained per group and multiplied by the number of possible pairs
of members in a group.
Obtaining the observed frequency (nkrr′) can be thought of as creating a cross-
table for each pair. This table would identify the combined response of unit i and
i′ to item k, since only one cell would have a value of one. Subsequently summing
these tables over all pairs results in the pairwise frequency for that particular item
(for an illustration, see Chapter 2 - Table 2.1).
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Important to note here is that in a multilevel LC model the ordering of the re-
sponses does not matter for the probability of a pair. For example, two units re-
sponding to a dichotomous item forming a yes-no pair, have a probability that is
identical to a no-yes pair. Yet, in practice the observed frequencies for such pairs
will almost always differ depending on how the data set is ordered. Therefore, pat-




















To arrive at the BVR-pair, the raw residual is divided by the number of non-
redundant parameters in the table. Given the symmetry on the off-diagonals this is
a division by Rk(Rk − 1)/2. Additionally, because the theoretical maximum value
increases as a triangular sequence with nj , the statistic is divided by the average
group size, simply to reduce the resulting values.
Because of this triangular increase one more problem needs to be solved when
the groups are of different sizes, as it causes units in larger groups to be in far more
pairs than those in smaller groups. As a result, the observed and expected marginal
frequencies can differ, where (nkrr′ + nkr′r) 6= (mkrr′ +mkr′r). Such a difference af-
fects the values of the BVR-pair, whilst not being indicative of residual dependence.
To avoid the influence of these marginal differences on the BVR-pair, iterative pro-
portional fitting is used to update the table with expected pairwise frequencies so
that it retains its cross-product ratios (Bishop, Fienberg, & Holland, 1975), but has
the observed marginal frequencies (again, for an illustration see Chapter 2 - Table
2.3).
Note that the computational complexity of obtaining the BVR-pair is primarily
determined by the number of items, possible responses, and group-level classes.
For the BVR-group this would be the number of possible responses and groups.
The sample size in terms of the number of observations and groups only affects
frequency counts and thus adds little time to the required computations. However,
because the residuals do not follow a known asymptotic distribution, a bootstrap is
required to obtain p-values. This, of course, does increase the computational times,
and may make obtaining the computationally intensive for truly big data sets. For
N = 62, 500 the average time for 250 bootstraps in this study was approximately 9
minutes on a 4 x 3.30 Ghz processor.
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3.4 Simulation Design
The misfit that the two residual statistics aim to capture are the model not fitting
observed groups, causing residual conditional dependence between group member-
ship and indicator items, and the model not capturing all within-group dependence
between units, causing a residual dependence between pairs of observations. These
types of misift can be remedied in the multilevel LC model by either allowing a
direct effect from the group-level LC variable on one or more of the indicators, or
adding additional group-level LCs. To test the power of detecting such misfit this
logic is reversed, whereby a population model is assumed containing for instance a
direct effect and analyzing these data with a misfitting model excluding that particu-
lar parameter. To investigate the power and type I error of the two residuals a Monte
Carlo simulation is used to evaluate a range of different models, with differing types
of misspecification.
3.4.1 Variables and Factors
The power in LC models themselves is primarily dependent on two mutually influ-
encing factors, namely the amount of information and entropy, or class separation.
The former is what affects the power of any statistical test, and depends on com-
monly studied factors such as the sample size, the size of observed groups and the
number of observed items. In LC analysis an important additional aspect is how
distinctly different the LCs are, which is affected by the number of classes and the
effect sizes of the parameters.
The factors that are varied and affect the structure of the sample are:
• Number of observed groups: 50, 100 or 250 groups.
• Number of observed group members: 10, 50, or 250 group members.
• Number of indicator items: 6 or 10 items.
The factors that are varied and can be thought of as model specific are:
• Number of lower-level classes: 2 or 3 classes.
• Number of higher-level classes: 2 or 3 classes.
• Loglinear effect from the lower-level latent variable to the indicator: 0.424 or
0.693 (conditional response probabilities).
• Loglinear effect from the higher-level latent variable on one or two indicators:
0.000 (no direct effect), 0.201 or 0.511.
• Loglinear effect from the higher-level latent variable on the lower-level latent
variable: See Table 3.1.
The loglinear parameters are effect coded, leading to conditional probabilities of
0.7 or 0.8 in one lower-level class, and the complement of 0.3 or 0.2 in the other. In
conditions with three classes, half of the items in the middle class have a conditional
probability of 0.7 or 0.8, and the complement for the other half of the items. For
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TABLE 3.1: Logit parameters for the higher level: Effects of the first group-level class on
the two or three lower-level classes a
2 lower-level classes 3 lower-level classes
Logit 1 Logit 2 Logit 3 Logit 1 Logit 2 Logit 3
2 group class (W) 0.424 -0.424 - 0.196 0.014 -0.209
3 group class (W) 0.424 0.000 -0.424 -0.514 1.027 -0.514
2 group class (S) 0.693 -0.693 - 0.928 0.341 -1.269
3 group class (S) 0.693 0.000 -0.693 -0.693 1.386 -0.693
a. For examples of the resulting conditional probabilities see Appendix D. For all models see the
Open Science Framework: osf.io/23mp2.
examples of the conditional probabilities in the different population models see Ap-
pendix D. All intercept values are kept at zero, which implies equal class sizes. Of
course, by crossing the number of groups and their members different sample sizes
are obtained, namely 500, 1000, 2500, 5000, 12,500, 25,000, and 62,500.
The power to detect misfit is considered for eight types of misspecification, as
well as for the correctly specified models to estimate the type I error.
The misspecifications considered are:
• A missing class on the lower level
• A missing class on the higher level
• A missing direct effect (weak and strong)
• A missing direct effect when there are two direct effects (weak and strong)
• A missing class on the higher level and a missing direct effect
Design of Experiments
It needs to be taken into account that the model itself is relatively complex, and
that the residuals require a parametric bootstrap. This leads to many model re-
estimations since the bootstrap needs to be performed for each Monte Carlo repli-
cation. To reduce the computational intensity and keep the study feasible, a smaller
design than full factorial was chosen, whereby the higher order interactions between
the variables are deliberately left confounded (see e.g. Lundstedt et al., 1998). The
idea is identical to a fractional factorial design, or Ik−p design, but because the vari-
ables of interest have different numbers of levels the setup does not result in a true
fraction of the full factorial. Using SAS JMP (see e.g. Montgomery, 2012) a design
consisting of 422 conditions was generated that has no aliasing for the main effects,
nor for the second and third order interactions in the full set of conditions. This way,
only one fifth of the computations are needed. The compromise is that higher order
interactions cannot be estimated, although generally four variable interaction effects
and up are of limited practical value. It must be noted that these are interactions on
the variable level, which means that the limitations occur on the factor level, where
certain combinations are not taken into account. For example, all low N conditions
have an observed group size of 10.
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3.4.2 Monte Carlo and Bootstrap
The Monte Carlo simulation is conducted using a combination of R (R Development
Core Team, 2015) and LatentGOLD 5.0 (Vermunt & Magidson, 2015), whereby R is
used to generate syntax and post-process the results. Based on the desired pop-
ulation model, LatentGOLD is used to generate a data set, which is subsequently
analyzed with either a correctly or misspecified estimation model. To obtain the p-
value for the BVR-pair and BVR-group statistics a bootstrap is conducted using the
maximum likelihood values that follow from the estimation.
The bootstrap data is obtained by sampling group-level LC membership based
on the class prevalences, class membership conditional on the sampled group-level
LC membership, and finally the responses conditional on both the sampled mem-
berships. The p-value for the BVR statistics are then obtained by computing the
proportion of bootstrap samples in which the residuals are larger than in the origi-
nal model. This process of generating data, analyzing the data, and performing the
bootstrap is repeated for the desired number of Monte Carlo replications. The pro-
portion of significant p-values of the total number of replications then is indicative
of the power. For the null-models both the number of bootstrap samples and Monte
Carlo replications are set to 250. For the misspecified models both are set to 500 for
the large majority of models, with the exception of several conditions with a very
large N and weak class separation that are computationally extremely intensive.
3.5 Results
First the results for the null-models will be discussed, since estimations of power
cannot be interpreted when the nominal alpha levels are incorrect.
3.5.1 Type I Error
Table 3.2 depicts the average proportion of significant BVR values at the α = .05
level for the first indicator variable when a direct effect is present, and the third when
there is not, where the mean is computed over all conditions that satisfy a particular
factor. Note that this reverses the interpretation of the numbers in the table, where
all values lower than .05 are too liberal, since there are too few significant values
indicating misfit. The reason for depicting the third indicator is that, when present,
direct effects from the group-level latent variable on an indicator are on indicators
one and/or two. L here refers to the number of conditions that the average is based
on, because not all factors occur equally often due to the study design.
Overall, the BVR-group and BVR-pair statistics are very close to the nominal
alpha level, regardless of the condition that the mean is computed over. The BVR-
group, however, is slightly too liberal, especially in the conditions with a smaller N .
This may for a large part be due to the statistic taking the form of a chi-square (χ2)
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TABLE 3.2: Type I Error: BVR-group and BVR-pair mean and standard deviation of
the proportion of significant bootstraps per main factor for an indicator item with and
without direct effects








Classes = 2 159 .040 .020 .047 .015 216 .049 .014 .050 .013
Classes = 3 156 .048 .015 .050 .013 206 .048 .016 .051 .014
Group Cl. = 2 158 .047 .015 .051 .012 208 .050 .014 .051 .014
Group Cl. = 3 157 .041 .020 .047 .015 214 .048 .016 .050 .014
Items = 6 160 .044 .018 .048 .014 215 .048 .016 .049 .014
Items = 10 155 .044 .018 .049 .015 207 .049 .014 .051 .013
Groups = 50 103 .044 .018 .049 .015 137 .049 .016 .050 .013
Groups = 100 103 .042 .017 .046 .013 142 .048 .015 .050 .013
Groups = 250 109 .046 .020 .051 .015 143 .048 .014 .051 .015
Members = 10 106 .034 .021 .046 .016 143 .044 .016 .051 .012
Members = 50 103 .048 .015 .050 .013 139 .050 .013 .051 .014
Members = 250 106 .050 .013 .050 .014 140 .052 .014 .049 .014
N = 500 35 .036 .020 .048 .018 48 .047 .017 .049 .011
N = 1000 33 .029 .017 .041 .012 47 .042 .016 .051 .012
N = 2500 73 .042 .021 .050 .014 95 .047 .015 .051 .014
N = 5000 34 .045 .014 .048 .012 46 .050 .013 .050 .013
N = 12500 67 .049 .015 .049 .013 88 .050 .014 .051 .015
N = 25000 36 .051 .012 .049 .012 49 .053 .013 .050 .013
N = 62500 37 .051 .014 .053 .015 49 .051 .013 .049 .017
Class Sep. = Low 155 .045 .019 .050 .015 205 .049 .015 .050 .013
Class Sep. = High 160 .043 .017 .047 .012 217 .048 .014 .051 .014
Group Sep. = Low 156 .043 .019 .049 .015 209 .048 .015 .051 .014
Group Sep. = High 159 .045 .017 .048 .013 213 .049 .014 .050 .013
Overall 315 .044 .018 .049 .014 422 .049 .015 .050 .014
test, which becomes more conservative as sparseness increases, also when a para-
metric bootstrap is used (Langeheine, Pannekoek, & Van de Pol, 1996; Von Davier,
1997). That is, the chi-square test is too conservative in that the null-hypothesis that
there is no misfit is not rejected, making the BVR-group too liberal. In these con-
ditions the number of groups is set to 50 or 100 with only 10 members, leading to
relatively sparse frequency tables. This is in line with the BVR-pair not showing any
problems, as it is obtained on a R × R, rather than a R × J table, in addition to the
number of pairs being far larger than the number of observations.
The left hand side of Table 3.2 depicts the type I error for the first indicator item
and only for conditions in which a direct effect on the indicator is present. A direct
effect being present causes slightly more variation, but the overall results are still
good in terms of the type I error rate. The most problematic cases are clearly those
where little information per group is available, especially when there are many small
groups. This can for example be seen from the conditions N = 500 and N = 1000,
both of which have 10 observed cases per group. Again, this can largely be attributed
to sparseness.
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TABLE 3.3: Power to detect ignoring the nested structure: The last three columns indi-
cate the power to reject fit for item one, at least one item and at least half of the items,
respectively
Sample Class Separation BVR-group
N Groups GroupSize Items Lvl.1 Lvl.2 C Item 1 Min.1 50%
500 50 10 10 L L 3 0.062 0.476 0.002
500 50 10 6 H L 3 0.114 0.464 0.024
500 50 10 6 L H 3 0.654 0.992 0.830
500 50 10 10 H L 2 0.780 1.000 0.906
1000 100 10 10 L L 2 0.468 0.996 0.582
1000 100 10 6 L H 2 0.958 1.000 1.000
1000 100 10 10 H H 2 1.000 1.000 1.000
2500 50 50 10 H H 3 1.000 1.000 1.000
2500 50 50 10 L H 2 1.000 1.000 1.000
2500 250 10 10 L H 3 0.998 1.000 1.000
2500 250 10 6 H H 3 1.000 1.000 1.000
5000 100 50 10 L L 3 0.276 0.914 0.098
5000 100 50 6 H L 3 0.656 0.986 0.862
5000 100 50 6 H L 2 1.000 1.000 1.000
Inspecting the BVR that tests the local independence between items (not re-
ported) on the lower level of the model, does not indicate any problems with the
model itself either. Where it may have been possible that strong group-level depen-
dencies affect the fit or the fit statistics on the lower level, there is no evidence of this
occurring.
3.5.2 Power to Detect Ignored Nesting
The most fundamental type of misspecification considered in the simulation study
follows from specifying a model with too few classes on the group level when only
two are present in population. This results in a model that ignores the nested struc-
ture of the data altogether. As can be expected, the parameter estimates and latent
class solution in this situation are strongly biased, both in the parametric (Kaplan &
Keller, 2011) and non-parametric (Park & Yu, 2016) multilevel LC model.
Table 3.3 depicts the power to detect the presence of an additional group-level
class when only one is specified in the analysis, which is identical to specifying a
regular LC model. The full conditions are presented here, because splitting on all
factors would result in a largely empty table, whereas confounding any of the factors
would not provide the full picture. All conditions with a larger sample size are
omitted, as the power equals one.
Preferably the BVR-group and BVR-pair values should be significant for each
separate indicator item when detecting a missing class. The dependence that is
not captured by the model is namely affecting all of the indicators. However, it is
not necessarily the case that none of the group-level dependence is modeled on the
lower level, and the fit of some of the indicators may well be acceptable. Vice versa,
44 Chapter 3. Power and Type I Error
if only one or two of the indicator items were identified as not being reproduced cor-
rectly by the model, the conclusion of a missing class would probably not be drawn,
and model improvements would focus primarily around these specific items. There-
fore, what is reported in the table are three proportions for the BVR-group. Namely,
the power when only looking at the first item, the proportion of Monte Carlo repli-
cations where at least one out of the K residuals is significant, and the proportion
of replications where 50% or more of the BVR-group values are significant (so for
3 or 5 out of 6 or 10 indicator items). For conciseness, the BVR-pair values are in-
cluded separately in Appendix Table E.1, because they show an identical pattern,
albeit slightly less powerful.
The power of the BVR-group to detect that something is wrong when completely
ignoring the nested structure of the data, while there are two group-level classes,
is close to one in practically all situations. Judging from the second to last column
of Table 3.3 only in two extreme situations the combined power over all indicator
items drops below .90. In these two cases class separation on the group level is
almost nonexistent as shown in Table D.2 and Table D.3, with an estimated entropy
of 0.317 and 0.323 respectively. Combined with the small sample size and associated
uncertainty about the classification the dependence can actually be modeled without
a group-level class. The nested structure in these situations is only detected with a
truly large sample (power equals one in the omitted conditions with N ≥ 12, 500).
However, when misfit on any one of the items is detected, it is not necessarily
the case that misfit is found for all separate items. Generally more than half of the
items will be reported as problematic, but two remarkable discrepancies are the first
N = 1000 and N = 5000 conditions. At least one BVR-group value is significant
for these conditions, but rarely more than half indicate misfit. Inspecting these two
conditions further the average number of significant BVR-group values over all the
Monte Carlo replications are 4.91 and 2.50 out of 10, so it is still likely that misfit
in multiple indicators is detected for these two cases, although it may be too few to
point to an unmodeled group-level class.
In practice, this means that the BVR-group will detect the nested structure in
more typical situations where N is not too small and class separation at the group
level not too low. Situations with small N and an extremely low class separation at
the group level should already be cause for concern in the sense that there might not
be a nested structure strong enough to model. In all other situations, at least one of
the BVR-group values will generally be significant with an N ≥ 1000. Given that
this is a situation where one (identical to no) group-level class is modeled, there is
no other way to address this dependence than adding group-level classes. The exact
number of significant BVR-group values is less relevant in this respect, but will be
returned to in the next section.
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TABLE 3.4: Power to detect a missing group-level class: The last three columns respec-
tively indicate the power to reject fit for item one, at least one item and at least half of
the items
Sample Class Separation BVR-group
N Groups GroupSize Items Lvl.1 Lvl.2 C Item 1 Min. 1 50%
500 50 10 6 L H 2 0.062 0.238 0.002
500 50 10 6 H H 3 0.568 0.998 0.962
500 10 50 6 L H 2 0.104 0.504 0.020
500 10 50 6 H H 3 0.476 0.972 0.956
1000 100 10 6 H L 2 0.044 0.224 0.004
1000 100 10 10 L H 2 0.046 0.434 0.000
1000 100 10 6 L L 3 0.220 0.806 0.120
1000 100 10 10 H H 3 0.560 1.000 1.000
2500 250 10 6 L L 2 0.040 0.242 0.004
2500 250 10 10 H L 2 0.052 0.414 0.000
2500 250 10 6 H H 2 0.110 0.476 0.016
2500 250 10 6 L L 3 0.440 0.984 0.540 *
2500 250 10 10 L H 2 0.064 0.528 0.000 *
2500 250 10 6 H L 2 0.036 0.248 0.004 *
2500 250 10 10 H H 3 0.556 1.000 1.000 *
2500 50 50 6 H L 2 0.202 0.728 0.124
2500 50 50 6 L H 3 0.530 1.000 1.000
2500 50 50 10 H H 3 0.542 1.000 1.000
2500 50 50 10 L L 3 0.554 1.000 0.998
5000 100 50 6 L L 2 0.106 0.498 0.018
5000 100 50 10 H L 2 0.326 0.958 0.274
5000 100 50 6 H L 3 0.496 1.000 1.000
5000 100 50 6 H H 2 0.982 1.000 1.000
3.5.3 Power to Detect a Missing Group-level Class
A logical next step to consider is the situation in which too few, rather than no,
group-level classes are specified. From Table 3.4 it is evident that the power to detect
a third group-level population class as missing when two are specified is markedly
lower. Inspecting the conditions more closely the power of the BVR-group is ac-
ceptable in conditions with larger separation between the classes. Note here that
separation on the lower level also directly affects separation on the higher level, as
can be seen by the conditional probabilities in the population models, illustrated
by the group-level classes in Table D.4 and D.5. The stronger dependence between
group membership and the responses of its members in turn leads to a higher resid-
ual dependence when not modeled correctly. For the BVR-pair results see Table E.2
In case the classes are not as strongly separated, more information is required
to detect that the population may contain an additional class. However, this is not
achieved by simply having a larger sample, but requires the sample size at either
level to be sufficient. That is, enough information needs to be available on both
the higher and lower level to detect residual dependence on the higher level. This
is not too surprising given the model specification, whereby observed groups are
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essentially classified based on the lower-level class membership of their members.
Although a similar sample size recommendation for multilevel LC analysis is not
readily available, the consistently high power in conditions where group size is 50 is
in line with previous research on multilevel logistic regression (Moineddin, Mathe-
son, & Glazier, 2007).
To further clarify the mutual effect between the number of groups and their size
several additional conditions were considered. The marked N = 2500 conditions in
Table 3.4 are identical to the conditions with an N of 1000. Comparing these four
conditions to the lower N ones clearly shows that increasing the number of groups
when they are very small barely increases the power to detect the correct nested
structure, whilst the sample size more than doubles. The N = 500 conditions show
that conversely increasing the group size for a small number of groups does not
increase the power in a similar fashion. Whether this is due to too little power of
the multilevel LC model to detect the true structure, or the power of the BVR-group
to detect the failure of modeling the true structure is hard to disentangle and both
might be occurring.
A final remark on Table 3.4 is that the BVR-group residual is generally more
powerful with three, compared to two lower-level classes, even when the higher-
level classes are further apart in terms of conditional response probabilities. This is
a general trend, which can best be explained in terms of the population data. When
the group members belong to a higher number of distinct classes, the classification of
the groups is automatically more fine grained as well. That is, there is a more diverse
composition of the group members in terms of the lower-level class that they belong
to. This diversity will create a larger effect of observed group membership on the
probability to give a certain response, and hence, failing to model the effect will
create a larger residual. Related to this, note that the number of indicator items in
the condition are not further discussed, because it causes no systematic differences
in the power estimates.
The model here turns out to be quite good at redistributing the residual depen-
dence. The practical implication of these findings is that for weakly defined classes
or samples with small groups residual dependence is not picked up by one particu-
lar item, or a large majority of the items. Although this implies that groups should
have around fifty members, it may not actually be extremely problematic in terms
of model adjustments. The dependence is truly redistributed and generally ends
up in one or two items that do show problems. When these items are addressed,
for example by allowing a direct effect between the item and the group-level latent
variable, it will not resolve the problem and other indicators will show residual de-
pendence (for an example see the application in Chapter 2, Tables 2.7 and 2.8). This
will either cause many BVR-group values to start indicating problems, or iteratively
cause a few to show problems until an additional group-level class is the best so-
lution in terms of parsimony. Of course, addressing problematic items blindly to
merely reduce the residual dependence does lead to capitalization on chance, and
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will most likely not result in finding the population model. Given the results a good
exploratory approach would be to use global fit statistic or information criteria to de-
termine the number of classes, attempting to resolve any residual dependence with
theoretically sensible parameters, and if the dependence returns in other indicators
to increase the number of classes.
3.5.4 Power to Detect Missing Effects
A second general type of misspecification concerns a missing direct effect from the
group-level latent variable to one of the indicators. This model mimics the situation
in which observed group membership is not conditionally independent from the
indicators, and the univariate item distributions are not properly reproduced by the
model. Here the ideal outcome is reversed from the detection of a missing class in
terms of the residuals, where the BVR-group and BVR-pair should only detect misfit
in the item to which the direct effect pertains.
In Table 3.5 the power of detecting a weak missing direct effect is presented;
that is, an effect that causes a small residual dependence between observed group
membership and the first indicator item. With a few exceptions, the BVR-pair has
notably higher power to detect the misspecification. A quick summary of the results
is that power increases with sample size and is generally higher for larger, rather
than more, groups. The latter is also confirmed by inspecting several additional
conditions with ten groups with fifty members, otherwise identical to the N = 500
conditions presented, which all have slightly higher, but still insufficient power. An
extra set of conditions is also used for the effect of having more indicator items,
which increases power slightly. However, having four additional indicators primar-
ily increases lower-level class separation, which in turn only substantially affects
group-level class separation when the group-level effects are strong. That is, it pri-
marily increases power in already high-power conditions, and has a limited effect
on low-power conditions.
For the other factors, the results are somewhat paradoxical. First, it seems that
in small sample conditions a stronger separation of the classes generally leads to
lower power. However, this is an artifact of the importance of the direct effect to
separate the classes. When the effect is highly important for class separation (i.e.
creates a large discrepancy between the entropy of the model and the population)
it is picked up in conditions with weakly separated classes as it creates very large
residual dependencies. Furthermore, in conditions with more classes the power is
generally lower. The reverse at first seems more likely, as there is more information
on the correct specification. However, more classes simply make it easier to model
dependencies as there are a lot more parameters that can be used to compensate for
the missing direct effect.
It should be noted that the direct effect here is an effect coded logit of 0.201,
which creates only very minor changes in conditional probabilities. The power to
detect a missing direct effect with a stronger effect of 0.511, presented in Table E.3,
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TABLE 3.5: Power to detect the absence of a weak direct effect from the group-level









500 50 10 6 L L 2 2 0.646 0.511 0.543 0.540 0.340 0.550
500 50 10 10 L H 3 3 0.873 0.868 0.649 0.647 0.042 0.088
500 50 10 10 H H 3 2 0.960 0.953 0.817 0.814 0.108 0.194
500 50 10 6 H H 3 3 0.935 0.927 0.755 0.748 0.040 0.104
500 50 10 10 H H 2 3 0.590 0.570 0.943 0.943 0.228 0.478
1000 100 10 10 L L 2 2 0.684 0.585 0.704 0.703 0.680 0.918
1000 100 10 6 L L 3 3 0.575 0.564 0.416 0.412 0.030 0.076
1000 100 10 6 L H 2 2 0.858 0.818 0.613 0.619 0.090 0.574
1000 100 10 10 H H 2 3 0.588 0.570 0.943 0.943 0.358 0.736
1000 100 10 6 H H 3 2 0.913 0.915 0.677 0.675 0.084 0.222
2500 250 10 10 L H 2 3 0.536 0.496 0.716 0.718 0.732 0.980
2500 250 10 6 L H 3 2 0.728 0.721 0.419 0.412 0.040 0.102
2500 250 10 6 H L 2 3 0.357 0.314 0.826 0.827 0.922 0.970
2500 250 10 10 H L 3 3 0.874 0.871 0.830 0.828 0.084 0.614
2500 250 10 10 H L 2 2 0.721 0.665 0.940 0.940 0.938 1.000
2500 250 10 10 H L 3 2 0.258 0.150 0.787 0.787 0.058 0.064
2500 50 50 10 L L 3 3 0.996 0.995 0.602 0.596 0.286 0.490
2500 50 50 6 L L 3 2 0.639 0.279 0.333 0.331 0.728 0.674
2500 50 50 6 L L 2 3 0.757 0.665 0.535 0.540 0.900 1.000
2500 50 50 10 L L 2 2 0.993 0.983 0.709 0.714 0.910 1.000
2500 50 50 6 H L 2 2 0.995 0.991 0.834 0.839 0.582 1.000
2500 50 50 10 H H 2 2 1.000 1.000 0.949 0.949 0.378 1.000
2500 50 50 6 H L 3 3 0.999 0.999 0.712 0.707 0.166 0.776
2500 50 50 10 H H 3 3 1.000 1.000 0.868 0.866 0.154 0.826
5000 50 100 10 L H 2 3 0.946 0.927 0.727 0.731 0.854 1.000
5000 50 100 6 L L 2 2 0.990 0.972 0.554 0.565 0.708 1.000
5000 50 100 10 L L 3 2 0.719 0.373 0.481 0.479 0.998 0.946
5000 50 100 6 H H 2 3 0.959 0.951 0.845 0.849 0.650 1.000
5000 50 100 10 H H 3 2 1.000 1.000 0.819 0.817 0.462 0.998
5000 50 100 6 H L 3 3 0.999 0.999 0.712 0.708 0.286 0.972
12500 250 50 6 L H 2 2 0.999 0.998 0.626 0.640 0.176 1.000
12500 250 50 6 L H 3 3 0.997 0.997 0.596 0.587 0.134 0.698
12500 250 50 6 L H 3 2 0.999 0.999 0.571 0.564 0.720 0.980
12500 250 50 10 H L 2 3 0.816 0.775 0.938 0.939 1.000 1.000
12500 250 50 6 H L 3 2 0.669 0.438 0.625 0.625 0.802 0.102
quickly approaches one for all conditions with an N ≥ 1000. Only the conditions
with two group-level and three lower-level classes remain an exception, but this is
due to class separation being very low. See for example Tables D.2 and D.3, where it
is debatable whether there is a nested structure at all.
In Table 3.6 the results are averaged for the different sample sizes. The average
power seems relatively low, but this is due to a few conditions resulting in a power
close to zero to detect the weak effect that is missing (see also Tabel 3.5). The last
four columns give some insight into how precise the residuals are able to identify
the problematic variable, as they should preferably not identify other indicators as
causing misfit. The BVR-group here does surprisingly well, especially when consid-
ering that a direct effect from the group-level latent variable to any of the indicators
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TABLE 3.6: Average power to detect the absence of a direct effect from the group-level
latent variable on the first indicator variable, by sample size
Item 1 Item 2
BVR-group BVR-pair BVR-group BVR-pair
N Groups Size L 0.2 L 0.5 Log 0.2 Log 0.5 Log 0.2 Log 0.5 Log 0.2 Log 0.5 Log 0.2 Log 0.5
500 50 10 5 7 0.152 0.355 0.283 0.475 0.042 0.050 0.049 0.063
1000 100 10 5 6 0.250 0.849 0.505 0.916 0.044 0.056 0.038 0.090
2500 250 10 6 6 0.462 0.692 0.622 0.736 0.043 0.069 0.051 0.147
2500 50 50 8 5 0.513 0.702 0.846 0.936 0.059 0.090 0.136 0.242
5000 100 50 6 5 0.660 0.942 0.986 0.948 0.066 0.152 0.073 0.389
12 500 250 50 5 6 0.566 0.842 0.756 0.986 0.116 0.282 0.077 0.523
12 500 250 50 5 5 0.974 0.814 1.000 0.996 0.052 0.276 0.158 0.852
25 000 100 250 6 6 0.950 1.000 1.000 0.980 0.075 0.608 0.195 0.671
62 500 250 250 6 7 0.990 1.000 1.000 1.000 0.223 0.780 0.410 0.941
affects the LC solution (see e.g. Table D.6). When the direct effect in the population
is strong enough, excluding it from the model will affect the conditional probabil-
ities for all items in both the lower- and higher-level classes. In such a case one
group-level class, and thus the members of the observed groups that are classified
into that class, will systematically resemble one another more, causing the residual
to report uncaptured dependence. This can readily be seen from the BVR-pair value
for a strong direct effect and large N . Here the power is large enough to identify
the additional dependence that is created between members of the same group by
excluding a direct effect from the model, as the BVR-pair residual has a power of
close to one to identify both the first and second indicator as problematic.
Yet, this does not occur as persistently as expected. In most of these conditions
the BVR-group does not identify the second item as causing misfit up to a certain
point. As explained, there is true uncaptured dependence in all indicators due to
a missing direct effect, so it can be expected that as the amount of information to
identify that dependence increases, such as havingN = 62, 500, it is indeed detected.
Also, it cannot be expected that these residuals then remain equal to the nominal
alpha level. Nonetheless, even with a power to detect the direct effect on the first
indicator item of 0.9, mistakingly identifying the second indicator as problematic
only occurs in less than 30% of the replications.
Finally in Table 3.7 the average power of the more powerful BVR-pair is shown
for conditions where one direct effect is missing, but two are present in the popula-
tion. Comparing the power to that of the BVR-pair for Log(0.5) effects in Table 3.6 it
is clearly harder to detect this misspecification. Similarly comparing Item 3 in Table
3.7 to Item 2 in Table 3.6 the false detection rates go up slightly, which is not surpris-
ing given the stronger dependencies throughout the data. In large sample studies
it is even the case that the BVR-pair values almost always indicate significant misfit
on more than half of the indicator items, which could lead to the conclusion that
there are too few group-level classes. This may, however, not be extremely prob-
lematic as it is unlikely that adding a group-level class will be able to fully resolve
the residual dependence problem, and misfit will still be indicated for the first item.
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TABLE 3.7: Average power of the BVR-pair to detect the absence of a direct effect on
Item 1 when two are present, by sample size. The remaining effect is log(0.511) on Item
2 in all conditions
Log 0.2 Missing Log 0.5 Missing
N Groups Size L Item 1 Item 2 Item 3 50% L Item 1 Item 2 Item 3 50%
500 50 10 7 0.243 0.045 0.059 0.004 4 0.538 0.055 0.114 0.020
1000 100 10 5 0.391 0.050 0.071 0.015 6 0.626 0.043 0.115 0.012
2500 250 10 7 0.651 0.042 0.089 0.017 6 0.659 0.043 0.155 0.095
2500 50 50 6 0.691 0.052 0.120 0.027 6 0.999 0.050 0.233 0.170
5000 100 50 6 0.925 0.051 0.216 0.080 6 0.755 0.048 0.548 0.216
12 500 250 50 6 1.000 0.058 0.332 0.150 6 0.996 0.047 0.726 0.559
12 500 250 50 6 0.999 0.043 0.445 0.349 6 0.992 0.059 0.777 0.527
25 000 100 250 6 1.000 0.054 0.673 0.406 6 1.000 0.057 0.934 0.750
62 500 250 250 6 0.936 0.045 0.839 0.588 5 0.992 0.050 0.942 0.924
Furthermore, the test value of the BVR-pair, rather than its p-value, is larger by quite
a margin in the majority of cases (42 out of 51). For a selection of single conditions
from these averages including the test values see Table E.4.
With respect to the practical use of the BVR-group and BVR-pair, the power dif-
ferences in the two different types of misspecification could prove informative and
can be used to identify potential model improvements. Where the BVR-group gen-
erally has a higher power to detect a missing group-level class, the BVR-pair is bet-
ter able to detect missing direct effects. Since a missing class has been shown to
sometimes cause only one or two BVR-group values to be significant, the conclusion
could be drawn that only one or two items are problematic, rather than that an en-
tire group-level class is missing. However, when only one item is problematic it is
more likely that either the BVR-group and BVR-pair are both significant or only the
BVR-pair is significant. If there is a missing class it is more likely that either both
or only the BVR-group is significant. So, when only one of the two measures shows
residual dependence this can be indicative of what the cause of the problem is. Of
course, the wording here is deliberate in that one is more likely than the other, but
not necessarily always the case.
3.5.5 Determining the Misspecified Level
Given the mutual influence of the lower- and higher-level classes, class separation
and sample size, the BVR-group and BVR-pair residuals may also indicate group-
level misfit, when the true problem is too few lower-level classes. Table 3.8 gives the
values for the regular BVR and the BVR-group residuals when the population con-
sists of three lower-level classes and only two are present in the estimation model.
Note that the last column for the BVR values depicts the proportion of replications
where one third of the BVR values are significant rather than half, thus 5 out of 15 or
15 out of 45 item pairs showing residual covariance.
It is clear that the BVR detects residual dependence between indicator items as
soon as the information on the lower-level classes is sufficient, either by having a
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TABLE 3.8: Power of the BVR-group and lower-level BVR to detect a missing lower-
level class
Sample Class Separation BVR-group BVR
N Groups GroupSize Lvl. 1 Lvl. 2 G Item 1 Min. 1 50% Item 1 Min. 1 33%
500 50 10 L H 2 0.040 0.246 0.002 0.130 0.908 0.100
500 50 10 L H 3 0.328 0.970 0.126 0.248 0.998 0.002
500 50 10 H L 2 0.056 0.440 0.002 0.610 1.000 0.732
1000 100 10 L H 3 0.384 0.978 0.530 0.082 0.994 0.198
1000 100 10 L L 2 0.046 0.394 0.000 0.414 1.000 0.262
1000 100 10 H H 3 0.562 1.000 0.906 0.316 1.000 0.896
1000 100 10 H H 2 0.080 0.472 0.002 0.844 1.000 0.996
2500 250 10 L L 2 0.046 0.276 0.002 0.440 1.000 0.976
2500 250 10 H L 3 0.538 1.000 1.000 0.734 1.000 0.996
2500 50 50 L H 3 0.544 1.000 1.000 0.152 1.000 0.456
2500 50 50 H L 3 0.526 1.000 1.000 0.666 1.000 0.930
2500 50 50 H H 2 0.068 0.300 0.006 0.880 1.000 1.000
5000 100 50 L H 2 0.046 0.382 0.000 0.970 1.000 1.000
5000 100 50 H H 3 0.596 1.000 1.000 0.550 1.000 0.952
large enough sample size, or by having well defined and separated classes. Un-
fortunately the lower-level residual dependence is also detected by the higher-level
residuals, due to the way in which they are obtained. Ideally the latter would not
occur and misfit would solely be detected on the lower level.
However, as noted by Lukočiené, Varriale, & Vermunt (2010) the most fruitful
strategy in fitting multilevel LC models is assuring good fit of the lower level before
making adjustments to the higher level. This is also in line with studies concerning
per level fit in multilevel analysis (see e.g Yuan & Bentler, 2007), where misspecifi-
cation on the higher level does not systematically affect the lower-level fit when the
levels are considered separately. Therefore the BVR-group and regular BVR values
are contrasted for conditions with a missing higher-level class to those with a miss-
ing lower-level class in Table 3.8. In doing so it becomes clear that, although the
BVR-group does report misfit when the source of that misfit originates on the lower
level, the reverse does not occur. That is, the regular BVR values are very close to
nominal alpha when the misfit originates on the higher level (see Table E.5 for condi-
tions with a missing group-level class), still allowing the location of the misfit to be
identifiable. Furthermore, the average proportion of significant BVR values over all
replications (not reported) is similarly close to 0.05 verifying that significant values
are solely due to type I errors.
3.6 Conclusion
Inspecting the properties of the two recently developed local fit statistics BVR-group
and BVR-pair shows that they work as intended in detecting different types of misfit
that cause residual dependence in a multilevel LC model. They allow the level of
misfit to be determined, are generally capable of identifying the problematic items,
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and in combination with global fit statistics and the regular bivariate residual for the
lower level allow comprehensive testing and inspection of the main assumptions
and substantive goals of the model.
Nonetheless, there are several issues that should be noted. First, in situations
where the measures fail to detect the residual dependencies, this can have two dif-
ferent reasons. In cases where there is a fairly large sample on both levels, but classes
are not clearly separated in terms of conditional probabilities, the residuals them-
selves lack power. This is not surprising, but should be kept in mind. Both the
BVR-group and BVR-pair, analogous to many other fit statistics, merely test for dis-
crepancies between model predicted and sample observed frequencies. In situations
where the classes in the population are very hard to distinguish it is likely that ex-
isting dependencies can be modeled with fewer than the true number of classes and
parameters. This implies that the problem is limited in that parameter bias and clas-
sification errors in these situations will be low. However, when a weakly defined
class is highly relevant from a theoretical perspective, a substantive problem will re-
main. In turn this does mean that the residuals can be used in an exploratory setting
to see whether the nested structure needs to be taken into account.
In a few, rather exceptional, situations, class separation is primarily determined
by large between-group difference on only one item. The model is then able to suffi-
ciently approach the observed frequencies while misspecified, as it can redistribute
the dependence throughout the classes. This implies that not detecting misfit does
not guarantee correct parameter estimation, which brings us to an important point
that cannot be stressed enough. As with any residual modification index, and de-
spite the residuals working as intended when the data is sufficient for multilevel LC
analysis, they should not be used blindly. As already discussed in Chapter 2, simply
trying to reduce the residuals by addressing the area of the model they report to be
problematic will lead to capitalization on chance, and will hardly ever result in find-
ing the true population model. The residuals as they are applied here, only identify
the indicator items that are generally problematic. Since the different areas of the
model are intertwined, they cannot point to a given solution, as any conditional de-
pendence may be modeled in many different ways.
For practical use the general conclusion is that the residuals do provide relevant
information and can help to improve model fit, but should be used in conjunction
with other available measures. Also, it should be kept in mind that these are indeed
residuals that detect unmodeled dependence. The briefest summary would be that
if significant values are found, something is wrong in terms of capturing dependen-
cies. By using the BVR-group and BVR-pair residuals in conjunction with global fit
measures, the regular BVR, and plausible alternative models, it is possible to deter-
mine at which hierarchical level misfit occurs, identify which indicator items prove
problematic, and in most cases also point at the most parsimonious way to model
the uncaptured dependence. If no significant BVR-group and BVR-pair values are
found, one can be sure that the nested structure of the data is captured adequately by
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the model. Yet, although this is a valid conclusion, it does not always imply that the
specified model agrees with the true data generating process, meaning that evaluat-
ing and comparing alternative models may still be valuable; that is, a better fitting
or substantively more sensible solution can still be found when no misfit is detected.
Finally, despite this being an extensive simulation study, several factors, such as
different class sizes or the addition of covariates to the model, have not been taken
into account here due to the already high computational intensiveness of the current
conditions. Furthermore, the relation between the detection of misfit and actual
bias in parameter estimation has not been investigated, and is a valuable avenue for
future research, because currently little is known about the relation between these
types of misspecification and parameter estimation.
Still, for the extensive number of factors that were considered the overall conclu-
sion is that the measures work as intended, provided that the data are sufficient for
multilevel LC analysis to be viable. Although definitely requiring further research,
these results also bolster our expectation that they will work for other analyses deal-




Local Fit in Latent Markov Models
Abstract
Latent Markov, or latent transition, analysis provides a parsimonious and inter-
pretable way to model longitudinal, categorical, panel data where the phenomenon
of interest is not directly observable. However, model fit inspection and assumption
testing prove difficult in this type of model. Specifically, sparseness often inhibits the
use of goodness-of-fit testing, and commonly used alternative fit measures such as
the AIC and BIC are not directly suitable to test specific model assumptions. To im-
prove misfit detection and enhance the ability to search for possible model improve-
ments, several new local fit statistics are proposed. These statistics focus on testing
the two core assumptions of the model, namely capturing the nested structure of
longitudinal data and the conditional independence of measurement occasions that
follows from a first order Markov recursion. Applying these new local fit statistics
on two different types of data examples it is shown that they are able to distinguish
between different types of misfit that is due to unmodeled dependence, and allow a
more directed search for model improvements.
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4.1 Introduction
Research in the social sciences is often concerned with characteristics or phenomena
that are not directly observable. Examples range from well-being (Samuel, Bergman,
& Hupka-Brunner, 2013) or social status (Goodman, Maxwell, Malspeis, & Adler,
2015) in sociology, the degree of depression (Foli, South, Lim, & Jarnecke, 2016) or
personality types (Isler, Liu, Sibley, & Fletcher, 2016) in psychology, to stock market
regimes (Dias, Vermunt, & Ramos, 2015) or financial product preferences (Paas, Ver-
munt, & Bijmolt, 2007) in economics. In addition, the main interest generally lies in
the longitudinal development of such phenomena over time, rather than their mere
description. Developments that themselves are caused by not directly observable
processes.
When, as in the examples, the latent phenomenon is assumed to be categorical,
latent Markov (LM) models (also referred to as hidden Markov, latent transition,
or regime switching models models)1 simultaneously allow the latent concept to
be measured, as well as the latent process of change to be modeled (Van de Pol &
De Leeuw, 1986; Van de Pol & Langeheine, 1990; Vermunt, Langeheine, & Böck-
enholt, 1999). Moreover, the latent Markov approach was originally developed to
take measurement error into account for multiple measurements of a single vari-
able (Wiggins, 1955, 1973). A favorable property that has been retained throughout
several extensions.
Intuitively the general multivariate LM model can be thought of as combining la-
tent class models (Lazarsfeld & Henry, 1968; Hagenaars & McCutcheon, 2002) with
a (first order) Markov chain. Based on responses to categorical items, the respon-
dents are classified into several distinct latent classes that aim to measure a latent,
underlying, categorical phenomenon. Possible transitions that the respondents may
make between these classes over time are then described using a Markov chain,
whereby the classes are generally referred to as states to stress the dynamic nature.
The probability of transitioning from one state to another over time describes the
underlying, latent, structural process, or the development of the latent phenomenon
over time. Note that this presumes longitudinal panel data to model the changes of
respondents over time.
The major advantages of this model are both statistical and substantive in nature,
namely statistical parsimony as well as interpretability. Due to the Markov chain as-
sumption the current state membership is only affected by the previous state, rather
than by all measurement occasions. This heavily reduces the number of required
parameters. Substantively, having only this temporal relation often leads to more
meaningful interpretations of what happens between measurement occasions.
However, this combination of methods does come with relatively strong assump-
tions in both the measurement and structural part of the model. The measurement
1Even though all these models have specific properties and are not identical, the terms are fre-
quently used interchangeably. For an overview see Bartolucci, Farcomeni, & Pennoni (2014).
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model assumes that the different indicators are conditionally independent given the
latent variable. The structural part of the model assumes that the current state is in-
dependent from all occasions other than the previous one. That is, the state at t only
depends on the state at t−1, which is the regular Markov forward recursion. On the
one hand, these assumptions lead to the two major advantages of interpretability
and parsimony. On the other hand, testing these assumptions is currently problem-
atic and makes it hard to judge the correct application of the model.
The most apparent and foremost of these problems is that, for categorical data,
the model is fitted on the contingency table containing all possible answer patterns
for all measurement occasions. That is, for five binary items the contingency table for
one occasion consists of 32 cells. Measured at two and three occasions this increases
exponentially to respectively 1024 and 32768 cells (Collins & Lanza, 2010). That this
leads to problematic levels of sparseness is not surprising, and goodness-of-fit model
testing becomes troublesome.
Of course, alternative fit criteria such as the BIC and AIC can be obtained, and
used to compare the fit of different models, but come with problems of their own.
Firstly they are relative measures that only compare estimated models to one an-
other, and obtaining a better fit is not indicative of an overall well fitting model.
That is, the better fitting model according to an information criterion may still have
an overall bad fit. Secondly, these indexes only consider the global fit of the model.
In more complex models with multiple assumptions, such as a LM model, it can
occur that certain violations are obscured as they average out with correctly fitting
parts of the model.
To circumvent some of the problems associated with model testing using global
statistics, four local fit statistics are proposed in the following that will help in detect-
ing and locating possible sources of misfit in LM models. They aim to explicitly test
some of its key model assumptions, and are easily obtainable using the parameters
of an estimated LM model. They use an approach analogous to the two statistics
that have been proposed for the multilevel latent class model in Chapters 2 and 3
(published as Nagelkerke, Oberski, & Vermunt, 2016, 2017), which is not surprising
given that the situations where members are nested in groups and measurements
nested in respondents share many characteristics.
The remainder of this article is structured as follows: In the next section the LM
model is briefly introduced, in the second section model fit considerations are dis-
cussed, after which an existing local fit statistic for latent class models as well as
the four new fit statistics are introduced. Subsequently the proposed statistics are
applied to two data examples and the results as well as the implications of those
results are discussed. The final section contains additional points of discussion and
the concluding remarks.
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4.2 The Multivariate Latent Markov Model
Most applications of the LM model are geared towards measuring a latent, cate-
gorical phenomenon and simultaneously estimating the longitudinal development
of that phenomenon. This involves classifying respondents into states or classes
based on their observed responses and estimating the probabilities of moving be-
tween states given the current state membership. In other words, measuring a latent
phenomenon based on observed variables, and modeling the process of change of
this latent phenomenon over time.
Three parameter sets make up the core of the LM model. Firstly, similar to a la-
tent class model, there are the item response probabilities. These describe the proba-
bility of a respondent giving a certain response to a specific item at one measurement
occasion, conditional on their class membership at that time. Secondly there are the
initial latent state prevalences describing the probability of belonging to a certain
state at the first measurement occasion. Thirdly there are the transition probabilities
of moving from one state to another between occasions (Collins & Lanza, 2010).
Combined these sets of parameters make up the model equation. The response
of individual i at time t to item k is denoted as yitk, with a total of N individuals, T
measurement occasions, and K categorical items with Rk response categories. The
vector of responses of individual i at time t is denoted yit with rit referring to one
particular pattern, and yi and ri referring to the concatenation of those vectors over
t. Based on the responses at each occasion a respondent can be classified into a state
denoted s out of S total states on the latent variables ηt. The initial state membership
at t = 1 is referred to as η1. Conditional independence between the indicator items
k given the latent state membership at t is assumed in the measurement model.
Further assuming conditional independence of the latent states across measurement
occasions t except for t− 1 and t+ 1, the first-order Markov assumption, the model
can be expressed as:






P (η1 = s1)[
T∏
t=2






P (yitk = rtk|ηt = st)
]
. (4.1)
The last element of Equation 4.1 is analogous to a latent class model, whereby the
response probabilities are conditional on current state membership. This is essen-
tially the measurement part of the model, where the individual responses determine
state membership, and as such describe the relation between the observed indicator
items and the latent variable at one occasion. The latent state membership at t results
from the structural part of the model that describes the latent process, whereby the
initial state membership probabilities (η1 = s1) are the prevalence or size of the states
at t = 1. These are multiplied by the product of all transition probabilities, which
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describe the probability of switching state membership between measurement oc-
casions. Intuitively, the current state membership leading to the expected response
frequencies is obtained by starting with the unconditional initial membership prob-
ability and subsequently considering all possible transitions between timepoints 1
and t.
The central assumptions mentioned previously are clearly separated here. In the
measurement part of the model the assumption is that the items are conditionally
independent given the latent variable, because it is assumed that the covariance be-
tween the items is wholly caused by the latent phenomenon; given the states, the
items within each measurement occasion should be independent. In the structural
part of the model the assumption is that the latent variables are conditionally in-
dependent between measurement occasions; conditional on the first order Markov
chain that describes the longitudinal change in states between occasions, the latent
states are assumed independent. Combining these gives an assumed conditional
independence of the indicator items between and within measurement occasions.
The Markov chain here implies that the latent process is without memory. That is, it
holds that P (η3 = s3|η2 = s2, η1 = s1) = P (η3 = s3|η2 = s2) (Vermunt, Langeheine,
& Böckenholt, 1999).
Note that the more general form of the model is not often used in practice, and
several additional constraints are applied to reduce the number of parameters and
improve the interpretability. As formulated in Equation 4.1 the transition probabili-
ties as well as the state definitions may change between each measurement occasion.
This means that the S different states can have a substantially different meaning at
each measurement occasion, impeding the interpretation of the types of subgroups
that can be distinguished. Transitions from and to a state are then even more diffi-
cult to interpret, as people transition between states that have a completely different
meaning over time.
In order to avoid this, one additional assumption is that of measurement invari-
ance, whereby the state definitions are considered to be fixed by equating the item-
response probabilities across occasions. As a result the transition probabilities are
freely estimated, but the meaning of the states does not change over time, allowing
for a far more sensible interpretation of transitions from and to states that carry more
substantive weight. When measurement invariance does not hold for all indicator
items, or only for certain blocks of measurement occasions, the assumption can also
be applied partially.
A second additional restriction is that of homogeneous transitions, whereby the
transition probabilities are assumed to be fixed over time. That is, the transitions be-
tween latent states are time invariant and identical for all pairs of adjacent occasions.
This assumption mainly serves to reduce the number of parameters and simplify the
substantive interpretations by not having to consider each transition separately. Of
course, in cases where transition probabilities differ over time heterogeneous tran-
sitions are required to properly describe the data and the assumption needs to be
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partially relaxed, or not be made at all.
In other respects, it may be useful to extend parts of the model. For example,
in cases where the transition probabilities are freely estimated respondents with an
identical response pattern will have identical transition probabilities. This may not
be realistic as respondents can obviously differ in many other respects. Condition-
ing all the terms in Equation 4.1 on a covariate (Vermunt, Langeheine, & Böckenholt,
1999; Bartolucci, Pennoni, & Francis, 2007) allows respondents with different values
for that covariate, for example men and women, to have different transition prob-
abilities and follow a different longitudinal development. Moreover, the constraint
of equal state definitions over time as discussed above may be too harsh even after
controlling for covariates and respondents may still differ in terms of their transi-
tions. This can be relaxed by adding a second mixture component to the model,
which can be thought of as an additional level of classification that allows differing
state definitions and longitudinal trajectories (Van de Pol & Langeheine, 1990).
4.3 Model Misfit & Residual Dependence
In terms of the observed data, there are a number of issues relating to how well
these models fit. A well fitting LM model entails correctly reproducing the item
distributions at each measurement occasion for each individual item: The model
should, on average, fit each measurement occasion. Given the nested structure of the
data where measurements are nested within respondents, the response sequence for
each respondent should also be adequately approximated for each item: The model
should capture the observed longitudinal change of a respondent.
Figure 4.1 gives an overview of potential sources of misfit and already gives some
intuition on the local fit statistics that are proposed and discussed in the following.
In the first panel the assumption of conditionally independent indicator items from
the measurement model is shown. Given the latent variable, it is assumed that the
observed items show no residual covariance. The original bivariate residual (BVR)
(Vermunt & Magidson, 2013) quantifies any remaining dependence between the in-
dicator items for each pair of variables. Although initially developed for latent class
models, it directly translates to multilevel latent class and LM models.
As the item distribution of each indicator item needs to be reproduced ade-
quately for each measurement occasion, the observed time-variable should not affect
any of the indicators at any of the occasions given the model, as shown in the sec-
ond panel. A similar issue occurs in multilevel models as noted in Chapter 2, where
the observed group membership should not affect the items, because that would im-
ply that the model does not fit all the groups. The same is true here and a residual
effect of time is indicative of not all between-time differences being correctly mod-
eled. This idea can be applied to the next panel as well, where the observed unit
should not affect the indicators, as this would indicate that the between respondent
differences are not captured by the model.
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FIGURE 4.1: Overview of the BVR statistics proposed for the LM model
The final three panels of Figure 4.1 are closely related. Since the model assumes
the latent phenomenon to be fully captured by the latent variable and changes in
the latent phenomenon to be correctly described by the relation between the current
and previous latent state, item k measured at t should be conditionally independent
of any other measurement of item k. This can have several different implications.
The BVR-lag1 panel shows possible residual association between adjacent measure-
ments of an item. This would imply that despite the model aiming to capture the
relation between items measured at adjacent occasions, there is residual association
and the transitions over time cannot be described in enough detail. The BVR-lag2
panel shows a similar association, but here between more distant measurement oc-
casions. When such residual dependence exists it would be an indication that the
first-order Markov assumption may not hold, as more distant occasions also affect
the responses to an item. The BVR-pair panel combines all possible combinations
of measurement occasions, and describes residual dependence of every lag value
combined. This may imply either uncaptured within-respondent dependencies, or
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a violation of the first-order Markov assumption.
In summary, misfit can originate from a number of sources: (a) from residual co-
variance, or local dependence, between items measured at the same occasion, as well
as between an item k measured at t and any other measurement of that item given
the model; (b) from the model not fitting the item distributions at particular mea-
surement occasions, whereby the manifest time variable would affect the responses
to an indicator item; (c) from the structural model not describing the respondents’
changes adequately, and as a combination of all these, the model not fully capturing
the nested structure of the data. The local fit statistics proposed in the following
are all aimed at disentangling and locating these potential sources of misfit, which
may indicate ways to improve the model as well as provide valuable substantive
information.
To individually test these specific aspects of a model, comparing specific com-
binations of expected response frequencies to the observed responses has proven
a successful approach. In the regular latent class model a bivariate comparison of
observed and expected frequencies is used to test for residual dependence between
items that are assumed to be locally independent (Vermunt & Magidson, 2013). This
bivariate residual (BVR) is also applicable to the lower level of a multilevel latent
class model and similarly extends to testing the local independence of items in a LM
model. Applying this logic to test whether the nested structure of the data is ade-
quately captured by the multilevel latent class model has further proven successful
in Chapters 2 and 3.
An analogous approach is proposed here, where, by constructing a Pearson-like
residual, the relevant aspects of the model can be tested. One thing that must be
noted is that despite all these statistics taking the form of a Pearson residual, they
do not follow a chi-square distribution. This, however, is not highly problematic in
practice, as p-values can be obtained relatively easily through a bootstrap procedure
(Oberski, Van Kollenburg, & Vermunt, 2013; Nagelkerke, Oberski, & Vermunt, 2016,
2017).
4.3.1 Bivariate Residual (BVR)
The bivariate residual (BVR) is an already existing local fit statistic for latent class
models, and only requires a slight adaptation to be used in LM models. The aim
of the statistic is to detect any residual dependence between two observed indica-
tor items given the latent variable. It does so by inspecting whether the association
between a pair of variables in the observed data is properly reproduced by the esti-
mated model. Because the indicator items are categorical variables, this is achieved
by constructing a Pearson-like residual for the observed and expected response fre-
quencies on a contingency table of two indicator items:
BV Rkk′ =
1
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The observed frequencies here are simple counts of the combined responses to




t=1 I(yitk = r & yitk′ = r
′)). The expected
frequencies (mrr′) follow from the model as the joint probability of giving a specific








P (yitk = r|ηt = s)P (yitk′ = r′|ηt = s)P (ηt = s). (4.3)
The probability of state membership P (ηt = s) is not further conditioned or speci-
fied to keep the equation succinct here, but is the posterior probability based on the
answer pattern and the transitions of the respondent.
Of course, the observed and model expected frequencies should be close to iden-
tical for the conditional independence assumption to hold. Any deviation between
the two is contained in the BVR statistic as in Equation 4.2, which is then indicative
of residual dependence between the pair of indicators. In practice such dependence
may be resolved by explicitly modeling it and adding a covariance parameter be-
tween a pair of indicators at each measurement occasion as depicted in Figure 4.1.
When it occurs between a large number of indicator items, a better solution might
be to increase the number of states in the model, as the relation between the items
would need a more fine-grained latent variable to be properly reproduced.
Note that the expected and observed frequencies are in principle obtained for
each t and only subsequently summed. This means that, by not summing over the
T measurement occasions, the statistic can be obtained for each individual measure-
ment occasion to see whether the dependence between items primarily occurs at
certain occasions or is high in general. Furthermore, the BVR statistic is not the di-
rect Pearson-like residual, but is additionally divided (Rk− 1)(Rk′ − 1). This is done
to keep the value of the statistic broadly comparable for items with different num-
bers of response categories, since (Rk − 1)(Rk′ − 1) is the number of non-redundant
cells in the contingency table.
4.3.2 Time-variable Residual (BVR-time)
In Equation 4.1 it can be seen that the full vector of responses of an individual i is
modeled. This is a vector of vectors as it were, since it contains the concatenated
response patterns at each t. One step in deconstructing the global fit of the model is
by inspecting on average how well the model is able to reproduce the distribution
of each item k at each occasion t, rather than inspecting the overall fit across all
measurement occasions and all items simultaneously.
From the model equation it follows that individual i’s response to item k at oc-
casion t can be obtained by taking the product of the state membership probabilities
and the corresponding state-specific response probabilities, and summing these over
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the states. The probability of a specific response is:
P (yitk = r) =
S∑
s=1
P (ηt = s)P (yitk = r|ηt = s). (4.4)
State membership is determined by the regular Markov forward recursion, where
current state membership probabilities are determined using the state membership
at the previous occasion and the transition probabilities:
P (ηt = st) =
S∑
st−1
P (ηt−1 = st−1)P (ηt = st|ηt−1 = st−1). (4.5)
To inspect whether the model adequately fits the responses to a particular item at
a particular measurement occasion the model expected frequencies can be compared
to the observed data. Here the observed frequencies are counts of the Rk responses
to item k at each t, thus nktr =
∑N
i=1 I(yitk = r). The model expected frequencies
(mktr) can be obtained by considering the probability of a response from Equation




P (yitk = r). (4.6)
Here N refers to the number of respondents observed at t, so it automatically ex-
cludes missing values. Because the interest is primarily on item level fit, in the fol-
lowing the actual fit statistic is obtained as a sum over T . That is:
BV Rtime.k =
1








As with the BVR, this can be thought of as constructing a cross-table for both the
observed and expected frequencies and obtaining a Pearson-like residual for each
item. Here, the table is not Rk by Rk, but Rk by T . In terms of such a cross-table,
the number of non-redundant cells is (Rk−1)(T −1) by which the resulting Pearson
statistic is divided to make it independent of the number of categories of the variable
and the number of measurement occasions.
Unfortunately the univariate marginal frequencies in the constructed observed
and expected tables may differ. This would affect the value of the BVR-time, whilst
not being indicative of residual time-by-variable dependence. To circumvent this is-
sue the marginal frequencies are first equated using iterative proportional fitting
(IPF). By iterating between a row and column operation this algorithm updates
the cells to suit different marginal values, without affecting the cross-product ra-
tios (Bishop, Fienberg, & Holland, 1975). Here, the expected pairwise frequencies
are updated to agree with the observed marginal frequency (for an illustration see
Chapter 2, Table 2.3).
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A high value of the residual is then indicative of the responses to item k not
being correctly reproduced at one or more measurement occasions. Not correctly
reproducing an item at one or more occasions means the between-time differences
are not fully captured by the model. This can be indicative of an item not fitting the
latent trajectory, either because imposed measurement invariance does not hold for
example, or simply because that particular item is not a good indicator for the latent
phenomenon. Also note that the summation over T may be discarded, resulting in
a residual for each item at each occasion. This could be substantively beneficial, for
example to inspect whether items that show bad fit do so at the same measurement
occasions, or to see whether the misfit for one item is consistent at all measurements
or high at only a few occasions.
4.3.3 Case-variable Residual (BVR-case)
The BVR-case follows the same logic as the BVR-time, whereby a Pearson-like resid-
ual is obtained to indicate the difference between the observed and expected fre-
quencies. Here, however, it is not the item-by-time fit that is considered, but the
item-by-respondent fit. Not only should the model reproduce the item distributions
at each measurement occasion, but a good fitting model also fits the response pat-
terns of the individual respondents.
Again, the observed and model expected frequencies are required for this resid-
ual statistic to be constructed. However, a slight change to Equation 4.5 is made
where not the prior, model based, state membership probabilities are used, but the
posterior probabilities. The primary reason is that the individual differences are of
interest here, for which person-specific prediction probabilities are needed. When
using the prior, model based, probabilities the predictions would be identical for
each respondent. Using the posterior state membership probabilities Equation 4.5
becomes:
P (yitk = r) =
S∑
st=1
P (ηt = st|yi = ri)P (yitk = r|ηt = st). (4.8)
Note that by removing the conditioning of the state membership probability on the
vector of answer patterns in P (ηt = st|yi = ri) the probability of a response would
indeed become identical for all respondents. To obtain the expected values we here





P (yitk = r) (4.9)
The observed values are the response frequencies to one item over time, for one
person. That is, for each respondent nikr =
∑T
t=1 I(yitk = r). Having obtained these












The BVR-case primarily indicates whether the between-respondent differences
are correctly modeled. One possible cause for misfit in this respect is that there are
too few latent states and the more nuanced differences between respondents in one
or more of the indicator items cannot be reflected with the current number of latent
states. However, since the regular LM model tries to find one set of transitions for all
respondents, it is only to a lesser extent concerned with individual differences. Misfit
indicated by the BVR-case may therefore also warrant a more complex model such
as a LM model with an additional mixture component. In order to better indicate
whether misfit is caused by too few states or diverging temporal trajectories it can
best be used in conjunction with the BVR-pair.
4.3.4 Paired-observation Residual (BVR-pair)
The BVR-time and BVR-case test the univariate reproduction of indicator items in
such a way that the focus is on inspecting whether differences between measure-
ment occasions and respondents are correctly modeled. The BVR-pair focuses on
testing the within-case similarities, and thus whether the nested structure of the lon-
gitudinal data is adequately captured. That is, because respondents are observed
multiple times there will be a dependence between observations at different time
points that needs to be taken into account.
Testing this assumption requires a slightly different approach compared to the
previous residuals, as it does not require relating two variables to one another, but
requires looking at the relationship between responses within the same individual
across time points. This is similar to testing the within-group dependencies in mul-
tilevel LC models, for which an intuitive solution is to create all possible pairs of re-
spondents within each group and test whether these pairs show local independence
(see also Section 2.3.3). This solution can be applied here as well, but now observa-
tions are nested within a respondent, rather than respondents within a group. The
pairs that need to be created here are all possible pairs of responses to one item at
the different occasions.
Creating all possible pairs of responses is done per item, per individual, and
per combination of measurement occasions. Getting the observed frequency of the






x=1 I(yitk = r & yi(t−x)k = r
′). That is,
for all pairs of occasions the pair of responses to an item is identified per respondent.
Intuitively, this creates an Rk by Rk table with the response pairs at t and t − x
per respondent. Subsequently these are summed over all respondents to give the
pairwise response frequency.
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The expected pairwise frequencies are obtained through the joint probability of
a combination of responses, where r′and s′ are r and s at t− x:






P (ηt−x = s
′)P (ηt = s|ηt−x = s′)
P (yitk = r|ηt = s)P (yi(t−x)k = r′|ηt−x = s′). (4.11)








P (yi(t−x)k = r
′, yitk = r). (4.12)
Obtaining P (ηt = s|ηt−x = s′), the transition probabilities between time point
t and t − x, requires some elaboration here. Obtaining the response pair P (yitk =
r, yi(t−x)k = r
′) for more distant occasions namely requires the current state mem-
bership probabilities based on the response probabilities from all separate, previous
measurement occasions. In case the study encompasses many occasions, what is
unwanted is obtaining these probabilities in their own right, because that becomes
an increasingly lengthy computation of moving over all transitions for each possible
pair. A more efficient solution is to use the forward recursion and sum out the prob-
abilities of the previous measurement occasions at each step, reducing the problem
to linearly increasing with T , rather than triangularly.
To elaborate, P (yi1k = r′, yi2k = r) can be obtained from the model as:
P (yi1k = r





P (η1 = s
′, yi1k = r
′)P (η2 = s, yi2k = r|η1 = s′). (4.13)
For the next occasion P (yi1k = r′, yi3k = r) and P (yi2k = r′, yi3k = r) are needed. The
current probabilities can be passed on to the next occasion. Since the joint P (η1 =
s′, yi1k = r
′) and the transition probabilities P (η2 = s|η1 = s′) are available from the
model, P (η2 = s, yi1k = r′) can be obtained as
∑S
s′=1 P (η1 = s
′, yi1k = r
′)P (η2 =
s|η1 = s′).
Using the term P (η2 = s, yi1k = r′), the cumulative probability of pairs between
the current and all previous occasions can be obtained as:
P (yi3k = r, yi1k = r






[P (η2 = s
′, yi1k = r
′) + P (η2 = s
′, yi2k = r
′)]
P (η3 = s, yi3k = r|η2 = s′). (4.14)
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This sequence can be continued until all possible pairs are obtained. For the
next step P (η3 = s, yi1k = r′) + P (η3 = s, yi2k = r′) are needed, which can be
obtained by
∑S
s′=1[P (η2 = s
′, yi1k = r
′) + P (η2 = s
′, yi2k = r
′)]P (η3 = s|η2 =
s′). Note that the elements between square brackets also appear in Equation 4.14.
So, the probabilities from the previous occasion are passed on to the next using the
transition probabilities. This implies that for the next occasion P (η3 = s′, yi1k =
r′) + P (η3 = s
′, yi2k = r
′) will get P (η3 = s′, yi3k = r′) added to it in order to obtain
P (η4 = s, yi1k = r
′) + P (η4 = s, yi2k = r
′) + P (η4 = s, yi3k = r
′).
Thus, per pair of occasions the probabilities required are available from the pre-
vious step, except for the addition of P (η(t−1) = s′, yi(t−1)k = r′) and multiplication
with P (ηt = s, yitk = r|η(t−1) = s′), which are directly obtainable from the model.
Subsequently, all pairs between the fourth and previous occasions can be obtained
by plugging the above sum P (η3 = s′, yi1k = r′) + P (η3 = s′, yi2k = r′) + P (η3 =
s′, yi3k = r
′) into equation 4.14, again multiplying it by the transition probabilities
and summing over the classes for occasions three and four, etcetera:2
P (yi4k = r, yi1k = r
′) + P (yi4k = r, yi2k = r






[P (η3 = s
′, yi1k = r
′) + P (η3 = s
′, yi2k = r
′)+
P (η3 = s
′, yi3k = r
′)]P (η4 = s, yi4k = r|η3 = s′). (4.15)
Using these pairwise frequencies the same framework and broadly the same in-
terpretation as for the other BVR statistics can be maintained, and again a Pearson-




















The reason Equation 4.16 looks somewhat extensive is that here the main inter-
est is capturing the overall, time constant, dependence between observations nested
within cases. To make this explicit the pairs are considered to be interchangeable
over time rather than chronologically ordered. That is, similar to a multilevel nest-
ing, the order of observations is considered arbitrary and a yes - no pair treated
as equal to a no - yes pair. This leads to treating the off-diagonal elements in the
observed and expected frequency tables as symmetrical, which in Equation 4.16 is
achieved by summing the mirrored off-diagonal cells together. After making these
2An alternative could be to approximate the posterior probabilities by using a multiplication: For
lag-x the posterior probabilities would be approximated by multiplying the posterior state member-
ship probabilities with the transition probabilities when moving from t to t + 1 and repeating until
t + x is reached. However, this would be an approximation and would stray from the actual model
definition.
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tables symmetrical IPF is again applied to circumvent the problem of diverging
marginal frequencies similar to the BVR-time. The division by N/nt is a division
by the average number of observations per respondent (T if there are no missing
observations), and is used to reduce the value of the statistic when T is large.
This also ties in with the possible model adjustments that BVR-pair may point to.
The BVR-pair is indicative of any residual dependence between observations nested
in respondents, which results from not fully capturing the nesting in the data. Resid-
ual within-case dependence is mostly resolved by adding time constant parameters,
such as a respondent-level mixture component or a covariate. The BVR-pair is, how-
ever, most insightful in combination with the BVR-case and BVR-time, as it gives ad-
ditional indications which model adjustment may prove most fruitful. For example,
having a good reproduction of the longitudinal structure of the data points to model
improvements that are oriented to explaining more between-respondent variance.
4.3.5 Lag-1 Residual (BVR-Lag)
When describing the BVR-pair in terms of the structural process, rather than in terms
of within-person dependence, it provides an aggregate summary of all residual au-
tocorrelation for all lag combinations. By making all the pairs of observations for all
respondents the sum is that of t = 1, . . . , T combined with all x = 1, . . . , (t − 1). To
more precisely inspect the residual autocorrelation of items between time points the
last two fit statistics proposed in this chapter are the BVR-lag1 and -lag2.
Autocorrelation is often strongest between two adjacent measurement occasions,
and if the longitudinal dependence is not fully captured the expectation is that the
residual dependence is strongest for a brief period of lag. Furthermore, since the
BVR-pair is a lag-all residual, it can be deduced that a longer period of lag is causing
residual dependence when the occasions close together show little to no residual
autocorrelation.
The lag-1 autocorrelation is explicitly modeled at the latent level, as can be seen
from theP (ηt = st|ηt−1 = st−1) term in Equation 4.1. As mentioned, this translates to
the item level where the observed responses should, given the model, be condition-
ally independent. To obtain the expected frequency of the combination of responses
the same approach as for the BVR-pair is used, but here the only combination that is
considered is t by t− 1:






P (ηt−1 = s
′)P (ηt = s|ηt−1 = s′)
P (yitk = r|ηt = s)P (yi(t−1)k = r′|ηt−1 = s′). (4.17)
70 Chapter 4. Local Fit in Latent Markov Models






P (yitk = r, yi(t−1)k = r
′). (4.18)
The observed frequency of such a combination of responses can be counted by
using an indicator function similar to the one used for the BVR-pair: nkrr′ =
∑N
i=1∑T
t=2 I(yitk = r & yi(t−1)k = r
′). Having obtained the model expected and man-
ifest observed answer patterns for adjacent measurement occasions a Pearson-like
residual can again be obtained:
BV Rlag−1 =
1








When the lag-1 residual is high, there is residual dependence between adja-
cent measurement occasions. However, since the dependence between adjacent
occasions is explicitly modeled, the implication is that more fine-grained transi-
tions should be possible either by modeling more latent states, adding covariates
or adding a mixture component that would allow cases to have different transition
probabilities. Essentially, lag-1 as a modeled parameter is indicative of uncaptured
variance between cases in their transition from one occasion to the next. Lag-2, in
contrast, is more a test of the Markov assumption of the model, since it is indicative
of uncaptured autocorrelation between more distant occasions. As a result a high
value for this residual implies that t is not solely dependent on t − 1. This may be
resolved by, for example, allowing heterogeneous transitions to capture the latent
process more precisely, or explicitly modeling the overall lag-2 process at the latent
level for the specific problematic variables.
4.4 Example Application: National Youth Study
To illustrate the use of the different fit statistics two applications are briefly presented
here. The first uses data from the original National Youth Survey (Vermunt, Tran, &
Magidson, 2008; Elliott, Huizinga, & Menard, 1989) containing panel data on 1725
children collected from 1976 onward, starting at the ages 11 to 17 and following
them into adolescence to the ages of 27 to 33. The first five measurement occasions
from 1976 thru 1980 are annual, and the latter four waves are triennial, resulting in
nine separate observations. To take into account the different starting ages, and the
switch in observation frequency the model is specified as if the survey is conducted
annually starting at age 11, treating the ages without measurement as missing. The
actual number of observations is 13665.
From these data several questions on the frequency of substance use and abuse
are used, including alcohol, marijuana and harddrugs. The latter category is cre-
ated by combining several questions in the original survey that distinguish between
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Case 3.253 3.592 3.016
Pair 653.614 880.725 541.795
Longitudinal BVR
Time 122.178 51.445 22.443
Lag1 608.685 736.492 547.092
Lag2 416.784 462.414 324.170
many different types of drugs amongst which heroin, PCP, hallucinogenics such as
LSD, and amphetamines such as speed. To focus on the use of the residual statistics,
the data here is simplified and dichotomized into three variables, namely whether
or not the respondent used alcohol, marijuana, or other drugs in the past year.
By wholly ignoring the nested structure in the data and estimating a 1-state LM
model, the BVR statistics give some indication of the different types of dependence
that are present in the observed data, as no dependence is modeled. As can be seen
in Table 4.1 all values are high. Although in these data very apparent, estimating
this baseline-model to inspect whether there truly is autocorrelation (BVR-pair, -
Lag1 and -Lag2) worth modeling and enough between-item dependence (BVR) to
warrant a classification already provides valuable information for data in which this
might not be so abundantly clear. Note that due to the different ways in which
the eventual BVR values are obtained from the raw residual their values are not
comparable within one model.
To illustrate the misfit information provided by the BVRs, the approach here is
exploratory. Yet, in a confirmatory setting knowing from the outset that, for example,
there is limited autocorrelation may already be enough to reject or confirm several
substantive ideas. Furthermore, in later stages, knowing residual dependencies and
problematic variables may help in redesigning future data collection or theory.
Estimating several models constrained to have homogeneous transitions and
measurement invariance with an increasing number of states would lead to selecting
a 7-state model according to the BIC. However, a point not touched upon previously
is that selection of the number of states in LM models is challenging. Generally,
even the more penalized fit statistic have a tendency to select a high number of states
(Pohle, Langrock, Van Beest, & Schmidt, 2017). This is not surprising given the speci-
ficity of the many different dependencies that are modeled. That is to say, adding
more states allows, for example, the dependence between all indicator variables to
be modeled better and improve the fit of the model even when that dependence is
not related to the latent variable in the true model. This results in a substantively
wrong, and unparsimonious model. A solution, albeit a pragmatic one, is to weigh
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TABLE 4.2: Profiles for the 4-, 5-, and 6-state latent Markov model, assuming homoge-
neous transitions and measurement invariance
4-State 5-state 6-state
1 2 3 4 1 2 3 4 5 1 2 3 4 5 6
Alc .973 .131 .974 .995 .992 .057 .976 .858 .994 .997 .979 .110 .778 .043 .995
Mrj .032 .010 .844 .938 .040 .007 .915 .035 .939 .043 .910 .010 .041 .003 .940
Drg .019 .001 .067 .936 .030 .006 .073 .006 .944 .028 .073 .011 .008 .000 .946
Prev. .420 .256 .218 .106 .330 .225 .192 .148 .106 .354 .184 .122 .121 .111 .107
the substantive interpretation and meaningfulness of the number of states against
the model fit. Here too the BVR statistics may be of value.
Comparing the mean definitions of the classes across time for the 4-, 5-, and
6-state model in Table 4.2 shows that the states added in the latter models have
virtually no added value in substantive terms. In the 5-state model, the definition of
states one and three are close to identical and substantively no different than state
one in the 4-state model. The same can be said of states three and five in the 6-state
model with regard to state two of the 4-state model. Adding more states continues to
improve the BIC, but leads to highly similar states substantively, which points to the
model fit improvement to be mainly driven by having more transition patterns. A
good starting point therefore seems the 4-state model, where the states substantively
are ’Alcohol only’, ’No substance use’, ’Alcohol and Marijuana’, and ’All substances’
respectively.
When we look at the BVR values for these respective models in Table 4.3 a similar
pattern arises. From the 4-state model onwards, the misfit does not get resolved
very effectively by adding more states. The (not reported) 6- and 7-state model do
improve in terms of overall time-dependence (BVR-time), but problems resurface
in not correctly modeling the lag-1 autocorrelation. Looking at the problems with
the 4-state model, there is quite a strong residual dependence between the indicator
variables and time (BVR-time) and within-respondent residual dependence (BVR-
pair), yet the lower order autocorrelation is modeled relatively well (BVR-lag). This
indicates that the problem is mainly due to the latent process over time not being
captured fully. Although adding more states is a solution in its own right, there are
more parsimonious options to capture the time-dependence without adding states
that differ solely in terms of transition probabilities.
That is, in the 4-state model the bivariate relations between indicator variables
(BVR), the between-case variation (BVR-case), and the first-order autocorrelation
(BVR-lag1) all seem to be captured relatively well when looking at the reduction
from both the 1-state model in Table 4.1 and the 3-state model in Table 4.3, even
though some of the residuals remain significant. Given the high values and limited
reduction compared to the null model of BVR-time and BVR-pair, the main problem
seems to be the variable-by-time dependence for longer periods of lag.

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































74 Chapter 4. Local Fit in Latent Markov Models
TABLE 4.5: State membership by time in the 4-state latent Markov model with a cubic
age covariate
Age S1 - Alc Only S2 - None S3 - Alc & Mrj S4 - All
11 .032 .966 .001 .001
14 .316 .495 .156 .033
17 .357 .185 .324 .135
20 .384 .107 .309 .200
23 .482 .100 .235 .182
26 .562 .119 .194 .125
29 .602 .148 .161 .089
32 .625 .177 .118 .080
Substantively it also makes sense that the longitudinal process is not fully cap-
tured by a model that assumes homogeneous transitions. From the ages 11-17 to
27-33 the transition from, for example, a non-user class to the use of alcohol, mari-
juana and/or other drugs will not be homogeneous over time, but will be larger at
later ages (Flory, Lynam, Milich, Leukefeld, & Clayton, 2004). A non-linear effect
seems plausible as well, where at later ages people are increasingly likely to start us-
ing any of the substances. A cubic effect of age would allow transitions to flatten out
or reverse as people stop experimenting with drugs, which seems a further realistic
pattern (Chen & Kandel, 1995). In Table 4.4 the BVR values are presented for models
where age is taken into account as a covariate that affects the transitions between
states. The response and state membership probabilities in these classes are for all
practical purposes identical to those in Table 4.2, which is why in Table 4.5 some of
the model estimated age-dependent class membership probabilities are given.
The idea of non-homogeneous transitions clearly holds, given the stark reduc-
tion in BVR-time and the completely different class sizes for different ages. Table 4.4
does show that some residual dependencies surface again when allowing such tran-
sitions. Primarily, the within-person residual dependence (BVR-pair) and residual
autocorrelation (BVR-lag) starkly increase when correctly modeling the time depen-
dencies, indicating that large parts of autocorrelation and within-person similarities
over time were originally modeled as time-dependent variation. Further model im-
provements may be to try and increase the number of classes again, or to explicitly
model some of the residual dependence when there are theoretical reasons to do so.
Without expanding the model and getting into too much detail, the above il-
lustrates that the BVR-statistics are able to distinguish between different aspects of
fit. Where global fit statistics preferred the 7-state model over the 4-state model,
the BVR-pair and BVR-time show that the flexibility in transitions is central to im-
proving the fit of this model. By allowing non-homogeneous transitions, rather
than more states, the global fit of the model is improved from BIC = 28694.406
for the 4-state model, to 27740.694 for the 4-state model with a cubic time variable.
The 7-state model also fits slightly worse in absolute terms (-LL = 13695.814 versus
13635.578), and is less parsimonious as it has 69 parameters, compared to 63 of the
time-heterogeneous transition model.
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4.5 Example Application: Mood Regulation
The second application uses data of 165 German students that were prompted eight
times per day, for seven days, to answer several questions on their current mood to
study mood-regulation. Of the four items measured (wellness, happiness, content-
ment and feeling good) here the focus is on feeling good and feeling well. Originally
the items contain four categories ranging from, for example, very bad to very good.
However, the lowest category was used so infrequently that the categories ’very bad’
and ’very unwell’ are merged with ’bad’ and ’unwell’ respectively so that a three-
category variable results. For further details on the data see Crayen, Eid, Lischetzke,
Courvoisier, & Vermunt (2012). To avoid too much complication the data is consid-
ered in terms of person-days, where each day of each person is treated as a case,
with each prompt per day considered as an observation. This circumvents having to
consider the data structure as three-level nested data, which would overly compli-
cate the illustration. The model now considers mood-regulation per day, with 1148
observed days.
When a 1-state model is again estimated to look at the baseline dependence in the
data (Table 4.6), the bivariate association between the two variables is very large as
expected. However, since these variables are deliberately chosen to be substantively
highly similar and the interest lies in mood regulation what is more important is
that there is a strong autocorrelation and within-person dependence (BVR-lag and
BVR-pair).
As an initial step Table 4.7 shows the mean model parameters over time for the 2-,
3- and 4-state models, assuming measurement invariance and homogeneous transi-
tions. Again, as in the National Youth Study example the states that are added after
the third state are substantively highly similar to one of the existing states in the
3-state model and only differ in terms of their transition probabilities. The first and
second state in the 4-state model are highly similar, with the exception that respon-
dents in state two show a greater tendency to transfer, primarily to the second state.
Furthermore, the improvement in terms of capturing more of the dependence in the
observed data is limited as depicted in Table 4.8.
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TABLE 4.7: Profiles for the 2-, 3-, and 4-state latent Markov model, assuming homoge-
neous transitions and measurement invariance
2-State 3-state 4-state
1 2 1 2 3 1 2 3 4
Well
Not .198 .001 .047 .000 .882 .048 .032 .000 .883
Quite .787 .300 .916 .224 .118 .944 .737 .147 .117
Very .015 .700 .037 .776 .001 .007 .231 .853 .000
Good
Not .181 .010 .020 .005 .914 .018 .023 .001 .912
Quite .678 .293 .951 .197 .085 .968 .828 .046 .088
Very .186 .706 .029 .798 .002 .013 .150 .954 .001
Prevalence .750 .250 .655 .210 .135 .484 .230 .151 .135
Transition
State 1 .110 .724 .703 .101 .052 .785 .079 .067 .395
State 2 .890 .276 .264 .812 .457 .042 .178 .603 .042
State 3 .033 .088 .491 .083 .672 .302 .070
State 4 .090 .072 .028 .492
In this example, the ordinary, constrained model with substantively relevant
states shows almost the same problems as the National Youth Study data. The vari-
ables still show some misfit at each individual occasion (BVR-time), and the within-
day dependence is not captured all that well (BVR-pair). If the same solution to bet-
ter capture the time-dependence is applied and non-homogeneous transitions are
allowed, however, the within-day dependence does not get resolved as shown in
Table 4.9. It does result in a better estimate of the time-dependence.
A substantively more sensible approach is to include a mixture on the day-level,
to incorporate the possibility of different daily mood-regulation trajectories (Crayen
et al., 2012). Such a mixture allows a classification of person-days based on the transi-
tions that are made between each of the measurement occasions. Clearly, this model
captures the nested structure of the data significantly better, although fares worse
on capturing the exact item distribution at every occasion as indicated by the BVR-
time. From Tabel 4.10 it does appear that two types of mood-regulation can be dis-
tinguished, where some persons have a far more resilient mood over the day and
others tend to switch far more frequently.
Of course, this model could again be extended, for example by taking into ac-
count the third level of nesting to see whether respondents generally have a sta-
ble mood-regulation mechanism or whether within one respondent the mechanism
shows differences between days. Regardless, the BVR statistics do point towards
areas of misfit that need to be addressed and allow the global fit to be improved in a
fruitful way. Moreover, they allow a more finegrained control over model inspection
from a substantive perspective. As noted about Table 4.9, assuming both these mod-
els are theoretically tenable, the model with time-specific transitions is better able
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TABLE 4.8: BVR values for the 2-, 3- and 4-state model, assuming homogeneous transi-
tions and measurement invariance. Bootstrap p-values based on 500 iterations between
parentheses
2-state 3-state 4-state
Well Good Well Good Well Good
Good 803.384 (.000) 0.442 (.076) 0.451 (.146)
Higher-level BVR
Case 1.081 (.000) 1.224 (.000) 0.441 (.098) 0.306 (.072) 0.414 (.070) 0.248 (.212)
Pair 39.822 (.000) 73.068 (.000) 9.809 (.000) 21.074 (.000) 7.153 (.000) 16.163 (.000)
Longitudinal BVR
Time 3.322 (.000) 2.068 (.000) 3.223 (.000) 2.230 (.000) 1.940 (.000) 1.436 (.028)
Lag1 17.812 (.000) 24.957 (.000) 0.119 (.142) 0.051 (.284) 0.090 (.232) 0.046 (.292)
Lag2 8.513 (.000) 15.878 (.000) 1.593 (.000) 3.518 (.080) 1.108 (.000) 2.838 (.000)
TABLE 4.9: BVR values for the 3-state model with time-specific transitions and 2-class
multilevel Markov model. Bootstrap p-values based on 500 iterations between paren-
theses
Time-Specific Mixture
Well Good Well Good
Good 0.520 (.090) 0.309 (.108)
Higher-level BVR
Case 2.344 (.000) 2.670 (.000) 2.375 (.000) 2.722 (.000)
Pair 7.587 (.000) 17.400 (.000) 1.967 (.000) 4.960 (.000)
Longitudinal BVR
Time 0.476 (.622) 2.068 (.000) 3.402 (.000) 2.199 (.000)
Lag1 0.081 (.208) 0.041 (.332) 0.441 (.000) 0.127 (.010)
Lag2 1.082 (.000) 2.821 (.000) 0.713 (.000) 1.128 (.000)
to capture the item distribution at each measurement occasion, whereas the multi-
level Markov model is better able to explain the variation within each day. Of course
there is the possibility to further extend the model, possibly by combining the mix-
ture component with heterogeneous transitions, but it also serves as an example that
when one of these aspects is important for the research at hand, the BVR residuals
allow a choice to be made on substantive grounds. As such they may provide a
warning when an overall good fitting model is used in which one important aspect
is problematic.
4.6 Conclusion
In LM models global fit testing can be problematic for various reasons. Moreover,
even when applicable, global fit statistics may obscure local misfit and offer little
information on how to improve the model. In order to explicitly test model assump-
tions and get a better grasp on what aspects of the data are and are not captured by
the model, four new local fit statistic were introduced that give an indication, and
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TABLE 4.10: Transition probabilities for the 2-class, 3-state multilevel Markov model
Initial state probabilities
State 1 State 2 State 3
Class 1 .673 .154 .173
Class 2 .734 .159 .107
Transitions per state
Conditional (t− 1): State 1 State 2 State 3
Class 1 State 1 .734 .147 .119
Class 1 State 2 .394 .563 .043
Class 1 State 3 .570 .066 .365
Class 2 State 1 .970 .020 .011
Class 2 State 2 .001 .993 .006
Class 2 State 3 .084 .004 .913
allow testing of the uncaptured case-by-variabe (BVR-case), time-by-variable (BVR-
time), within-respondent (BVR-pair) and autocorrelational (BVR-lag) dependencies.
These statistics are also implemented in the LatentGOLD 5.1 software package.
Applying the new residual statistics to two data examples it is shown that they
do indeed indicate how well a model captures the respective aspects of the data, and
are able to deconstruct the global misfit. In the first application a clear age depen-
dence that was not modeled originally was indicated by the BVR-time. Including it
in the model led to a better global fit. Without the BVRs, the stark reduction in misfit
and the theoretical validity of the model would probably have lead to this model
being accepted as a good fitting model. However, it is shown that there may still be
residual within-person dependence and autocorrelation that needs to be addressed.
In the second application it is further shown that the BVRs may be of substantive
value, as two different models are shown to capture two different aspects of the data
better, which may both be valid for different research questions, or lead to diverging
additional studies.
Of course, as was already noted for the BVR-pair and BVR-case in Chapters 2 and
3, these are residual statistics that provide an indication of aspects of the observed
data that are not captured by the model. Blindly using these statistics in order to
reduce them to an acceptable level does not give any guarantee of finding the popu-
lation model, and leads to capitalization on chance. They do not indicate a solution,
or a dependence that should be modeled in any specific way, they are merely a de-
scription of where the model expectations diverge from the observed data.
An aspect that was not touched upon is that of the comparability of the different
BVR values. The way in which they are currently constructed means that their test
value gives little information in its own right. Of primary importance are the re-
duction of the value compared to wholly ignoring the dependence, that is, the part
of the dependence in the observed data that is modeled, and the p-value based on
a parametric bootstrap. Further research may focus on ways to make the residual
4.6. Conclusion 79
values comparable both within models and between samples, for example by con-
sidering the average contribution to the residual per respondent and indicating a
more relative or calibrated value for the residual dependence.
Finally, note that these residuals are quite flexible. Although the BVRs are here
introduced for LM models, by replacing the expected values from that of any other
model dealing with longitudinal categorical data (for example a mixture growth
model) these statistics can be obtained in the same way. This flexibility also extends
to the type of information required. Here the measures are constructed to provide
the most valuable information for LM models as we see them generally applied.
However, by not aggregating BVR-pair over all possible lag values for example, a
residual can be obtained for every lag-distance in cases where the autocorrelation is
expected to be particularly large or problematic; by not summing BVR-time over T
a residual can be obtained for each occasion to, for example, inspect possible regime
shifts; or by not aggregating BVR-case over N , problematic cases can be discerned.
These would provide similarly intuitive information that are a vast improvement





Approach to Assessing Model Fit
in Multilevel Latent Class Models
Abstract
In this chapter the alternative resampling approach proposed by Van Kollen-
burg (2017) is applied to the multilevel latent class model in order to obtain p-values
for the local fit statistics BVR-group and BVR-pair. Because the approach relies on
statistics that can be directly obtained from the data, these two statistics of interest
cannot be used directly, because they presume a model to be estimated in the resam-
pling process. By considering which association the BVR residuals aim to capture
the residual of, two alternative chi-square statistics, BVA-group and BVA-pair, were
formulated that give approximately the same information about the data. By resam-
pling data sets from the model as would commonly be done for the parametric boot-
strap, but subsequently only computing the chi-square value on these data without
re-estimating the model, the distribution of the chi-square statistics under the model
is obtained. When the chi-square statistic from the observed data fits nicely into this
distribution, it can be concluded that the model could be the data generating process
for this particular association. The results indicate nuanced differences between the
BVA and BVR statistics, most notably a lower power of the BVA statistics in condi-
tions where one indicator item is differently related to group membership than the
other variables. This, however, is not necessarily the result of a truly lower power of
the statistics, but rather the result of the BVA statistics answering a different question
about the data.
82 Chapter 5. An Alternative Bootstrap-based Approach
5.1 Introduction
Decisions on the appropriateness of statistical models are often based on one or more
model fit statistics. Many different of these fit statistics are available, that quantify
how well, or how precise, the estimated model summarizes, describes, or explores
the data. These statistics may be generally applicable or specific to the analysis
model that is used, may measure goodness- or badness-of-fit, and may compare
estimated models to one another or test one model against a particular value. Re-
gardless of the model and the statistic at hand, in order to make this decision of
whether the model shows a good fit to the observed data, it needs to be determined
whether the value of a fit statistic is an extreme value.
Decisions on the statistical significance of fit statistics, and parameters in general,
are often based on the p-value: the probability of finding the same or a more extreme
value when assuming that the null-hypothesis holds in the population. Although
the center of a heated statistical debate (Gelman & Loken, 2014), and the increased
advocacy for other metrics (Wagenmakers, 2007), p-values remain a valuable tool
for many researchers and are omnipresent in statistical research. Possibly, exactly
because they provide an interpretable probability of when something is deemed an
extreme value (Greenland et al., 2016).
The two most common types of p-value are the asymptotic and bootstrap p-
values. The former is easily obtained when the asymptotic distribution of a statistic
is known. For example, for a homoscedastic, normally distributed variable it is ex-
actly known what the p-value is for a certain value that is some standard deviations
from the mean. The bootstrap approach is more flexible and is often used in cases
where the asymptotic distribution is unknown. With a parametric bootstrap the
distribution of a statistic is built by computing the value many times on randomly
resampled, generated data. By doing this hundreds or thousands of times it is pos-
sible to determine whether the statistic obtained for the original data has an extreme
value, simply by seeing how often a more extreme value was found in the generated
data (Efron & Tibshirani, 1993).
The problem with bootstrapping goodness-of-fit statistics is that it relies on re-
sampling of the data and re-estimation of the model of interest on that data. For
smaller statistical models this is not directly problematic, but for large, complex
models such as a multilevel latent class (LC) model, very large samples, or cases
where many models need to be compared it may become unfeasible in practice
because of the computational intensity. This happened in the simulation study in
Chapter 3 where a combination of these three problems occurred and several of the
simulation conditions took multiple days to compute.
Recently an alternative resampling method was proposed (Van Kollenburg, 2017)
that borrows the idea of the posterior predictive check from the Bayesian framework
(Gelman, Meng, & Stern, 1996) and applies it to the maximum likelihood estimation
framework. It can be thought of as a shortcut to the general parametric bootstrap
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that uses data resampling from an estimated model, but eliminates the need for re-
estimation of the full model. It does so by focusing on a particular aspect of the data
that a researcher is interested in and only obtaining a statistic from the resampled
data that quantifies that precise aspect without model estimation. A very similar
approach has recently been proposed for structural equation models and applied to
case and model fit diagnostics (Lee, Cai, & Kuhfeld, 2016). The authors also note
that testing for residual dependence is a possibility. For example, when a model has
a conditional independence assumption between two variables a translation must
be made where it is understood that this independence assumption means that no
direct effect between the two variables exists in the model, and that testing whether
this holds could be done by looking at whether the model, despite the limitation,
correctly reproduces the covariance between those variables.
By definition this approach is ideal for local fit testing, since it considers only
those aspects of the data that are of interest. Furthermore, by eliminating the need
for an asymptotic distribution, as well as the need for full model re-estimation it
could be a very quick and efficient way to test the assumptions of complex models,
such as the multilevel LC model.
The BVR-group and BVR-pair introduced in Chapters 2 and 3 test two parts of
a multilevel LC, namely whether the specified model captures the within-group de-
pendence and between-group variation. The goal in this chapter is to formulate
statistics that can be computed directly from the data and quantify those two aspects
that the BVRs aim to test, so that this new approach may be used as an alternative to
the BVRs in cases where bootstrapping is unfeasible or computationally highly in-
tensive. Of course, while doing this, the general approach is also evaluated in terms
of how well it performs compared to the standard parametric bootstrap, albeit for
only one type of model.
In the remainder of this chapter the resampling method will be discussed first,
after which the local fit statistics BVR-pair and BVR-group will be reformulated to
be directly obtainable from the data, and be illustrated with the application as pre-
sented in Chapter 2, as well as compared to some of the results from Chapter 3.
5.2 Resampling of Statistics
The resampling method as proposed by Van Kollenburg (2017) is highly similar to a
regular parametric bootstrap at its core, and starts by estimating a statistical model
of choice. In our case a multilevel LC model, but of course resampling is possible for
any model applied to any data set.
After obtaining the model parameters it is then possible to generate data from
the model. From the model, and the term parametric, here signify that the model
parameters are used in generating the data, and the distributional assumptions of
the model about the data are considered to be true. For example, the estimated
covariance between two variables is used in generating the data, and if the model
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assumes a variable to be normally distributed, a random sample of that variable in
this framework would be drawn form a normal distribution with a certain mean
and variance. Although not strictly necessary the structure of the data is generally
maintained, so that the generated data has an equal number of observations and
in the case of nested data the same number of groups with the same number of
members.
The difference between the regular bootstrap and the new framework follows
from how this randomly sampled, generated data is used. The parametric bootstrap
at this stage would re-estimate the entire statistical model on the generated data in
order to obtain the replicate goodness-of-fit statistic of interest. The obvious down-
side is that this takes time, and depending on the required precision, requires several
hundreds to several thousands of model estimations to get a good idea of whether
the statistic found in the observed data would constitute an extreme value when
compared to other samples. To circumvent this, the suggestion is to use a statistic
that can be directly computed on the data without the need of estimating the model,
and thus can be computed very quickly on a large number of generated data sets.
This statistic should of course be indicative of the relevant aspect or property of the
data. Intuitively this may be thought of as bootstrapping only a very limited part of
the estimated model, requiring far less computation.
To elaborate, consider the example of a conditional independence assumption,
such as is made in factor analysis or LC models. Given the latent variable in these
models, the indicator variables should have no residual covariance. Assessing this
with a parametric bootstrap would consist of estimating the factor analytic model on
all the generated data sets, obtaining the residual covariance between the variables
for each one, and comparing the residual covariance from the generated data to that
of the original model. The alternative proposed would only require the covariance
between two indicator variables to be obtained from the generated data without
estimating the model. This is possible because the model is assumed to be true. That
is, the only covariance between the indicator variables that exists in the generated
data is due to the latent variable as a common cause because no other effects are
estimated, and if it is broadly equal to that in the observed data, the model thus
reproduces this aspect of the observed data adequately.
Overall then, what this method does is it constructs the sampling distribution of
a particular statistic under the model. Having this distribution in combination with
the value of the statistic in the observed data allows an answer to the question of
whether the model could be the data generating process for the observed data. If the
observed statistic constitutes an extreme value, either very high or very low, when
compared to what the statistic under the model is likely to be, it can be concluded
that it is unlikely that the estimated model holds in the population. When the ob-
served statistic is in the center of the distribution of that statistic under the model it
can be concluded that, for this particular aspect, the model could constitute the data
generating process.
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More formally, a given statistic Sy that quantifies the data characteristic of in-
terest is obtained on the observed data y. Next, the model of choice is estimated as
would normally be done for the analyses obtaining the parameter estimates θ̂. Based
on the parameter estimates new data is resampledM times, thus resulting inM gen-
erated data sets y(m)rep conditional on θ̂. On each of these data sets the same statistic
S
(m)
yrep is obtained, after which the proportion P (S
(m)
yrep > Sy) and / or P (S
(m)
yrep < Sy)
can be obtained, which is indicative of whether the statistic obtained on the gener-
ated data generally has a higher or lower value than that obtained on the observed
data. For the exact procedure of doing this for a chi-square statistic using a LC model
see Van Kollenburg (2017).
5.3 The Multilevel Latent Class Model
What follows is a very brief introduction of the multilevel LC model, which is gener-
ally used to simultaneously classify groups and their members based on categorical,
nested data. It is expressed using two equations that both resemble the expression of
a regular LC model, where one describes the lower level and classifies the members,
and one describes the higher level and classifies the groups (Vermunt, 2003, 2008).
For more details on the model please also refer to Chapters 2 and 3.
Given that there are N respondents, one of which is denoted i, that are all a
member of one group j out of J groups, and responded to K items, one of which
is denoted k, with response rk out of Rk responses, giving yijk as one response by
one respondent, then groups can be classified on the latent variable ζj with G cate-
gories and respondents can be classified on the latent variable ηij with C categories,
where one of the classes is referred to as g and c respectively. The model classifies
respondents based on their full response pattern to the K items, which is denoted
as the vector yij , where one pattern is denoted r. On the lower level of the model it
is assumed that the K items are conditionally independent given both ηij and ζj . It
can then be expressed as:
P (yij = r|ζj = g) =
C∑
c=1
P (ηij = c|ζj = g)
K∏
k=1
P (yijk = rk|ηij = c, ζj = g). (5.1)
Disregarding all elements referring to the group, so the conditioning on ζj = g
and subscripts j, Equation 5.1 is a regular LC model, where respondents are clas-
sified based on their response pattern P (yi = r). The probability of observing this
pattern r is the probability of all individual responses rk conditional on the latent
class membership of the respondent, namely the product of P (yijk = rk|ηij = c),
and the probability of being in a class, namely P (ηij = c). Conditioning on the
group-level latent classes ζj allows the probability of these response pattern to be
affected by the group-level latent class membership.
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On the higher level the idea is to classify the groups with regard to the responses
of the group members. This classification is based on the entire response patterns of
all the nj members of a group, where these patterns are concatenated in the vector
yj per group j, and one of these combinations of all the K × nj responses is referred
to as s. This part of the model assumes that the individual response patterns are
conditionally independent given the group-level latent variable ζj and is expressed
as:
P (yj = s) =
G∑
g=1
P (ζj = g)
nj∏
i=1
P (yij = r|ζj = g) (5.2)
Here the probability of observing a particular group, defined as the combination
of all the responses by all the members of that group P (yj = s) is modeled highly
similar to the lower level of the model, namely as the product of the probabilities
of observing the response patterns of its members conditional on the class mem-
bership of the group P (yij = r|ζj = g) and the unconditional probability, or size,
of the group-level class P (ζj = g). To avoid each group-level LC having its own
lower-level class definitions the additional constraint P (yijk = rk|ηij = c, ζj = g) =
P (yijk = rk|ηij = c) is needed. This fixes the response probabilities in the lower-level
classes to be identical for all group-level classes and the group-level classification is
achieved by the different classes having different compositions of lower-level classes
(Lukočiené, Varriale, & Vermunt, 2010).
5.3.1 Resampling in the Multilevel Latent Class Model
Parametric resampling in the multilevel LC model with categorical data is quite intu-
itive, since it is a probability or logit based model. Based on the maximum likelihood
estimates of the model parameters on the original data, the sizes, or prevalences of
the group-level classes P (ζj = g) are known. Using the structure of the original
data in terms of the number of groups and their sizes the group-level class member-
ship can be sampled first from this unconditional, multinomial probability for each
of the groups. Next the class membership of the group members can be sampled
conditional on the group-level class membership using P (ηij = c|ζj = g). Having
sampled these, the actual responses needed to obtain a generated data set can be
sampled from the response probabilities conditional on both group- and individual-
level class membership P (yijk = rk|ηij = c, ζj = g). This way a replicate of the
original data is generated where the assumption is that the model is true.
5.4 Relevant Statistics
In chapters 2 and 3 two local fit statistics are introduced, both of which take the
form of a Pearson residual to quantify two issues that are potential sources of misfit
in a multilevel LC model. The issue with residual statistics is, however, that they
presume a model as they quantify the discrepancy between the observed data and
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the model expected values, which require the model to be estimated. This means
they cannot be directly obtained from the (generated) data and are not suited to be
used in this new resampling framework. What is needed then is to consider what
information these statistics provide and how to reshape them to capture the same
information about the model, but such that the statistics can be obtained without
requiring model estimation.
5.4.1 Bivariate Group-Item Association (BVA-group)
The BVR-group residual considers whether the distribution of an indicator item is,
on average, correctly reproduced for all the observed groups. That is, it creates a
Pearson residual per group for one indicator item that compares the observed and
expected frequency of the responses, and aggregates this over the groups to quan-
tify the mismatch between the observed data and the model expected data between
groups.
Although not directly apparent, one way to reformulate the correct reproduction
of the per-group item distributions is to consider it as a dependence, or covariance
problem. Observed group membership should namely, given the model, not affect
the responses of its members in the situation where the between-group differences
are adequately captured by the model. In this context the observed group mem-
bership is essentially considered a categorical covariate that has zero effect on its
members given perfect fit of the model.
Extending this logic to come to an aggregate measure similar to the BVR-group,
where the univariate item reproduction of the model to all the observed groups at
once is considered, an alternative that can be directly obtained from the data is sim-
ply the covariance between the group-membership variable and the indicator vari-
able of interest. A common way to quantify the strength of the association between
two (nominal) categorical variables is the Pearson chi-square statistic, the value of
which increases the higher the dependence between the variables. Here those are
the indicator variable k and group-membership j:
χ2group =
1








where njkr is the frequency of respondents in group j with response rk, and mjkr is
the expected frequency when assuming independence and obtaining the expected
frequencies from the marginal frequencies. Doing this for the observed (y) and each
of the generated data sets (y(m)rep ) allows the comparison of χ
2 values. The division by
(J − 1)(Rk − 1) does not affect the results, but is mainly there to reduce the value of
the statistic in cases where many groups are observed, as is done for the BVR-group
residual.
This approach seems very similar to the way in which the BVR statistics are ob-
tained. The difference is that rather than obtaining a Pearson residual quantifying
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the difference between the observed and model expected frequencies, here the chi-
square value is used to quantify the association between group-membership and
the indicator variable. This association is obtained for the observed data, and com-
pared to the chi-squared values from each of the generated data sets. Thus, rather
than comparing the observed and model expected frequencies directly as the resid-
ual does, here a chi-square statistic is obtained for all data sets separately where the
observed values are those from the data (observed and generated) and the expected
values are those when assuming independence in the same data set. This approach
will be referred to as resampling the bivariate assocation (BVA).1
In cases where the model could be the data generating process in the population
the value obtained on the observed data should be an average, non-extreme, value in
the distribution of chi-square values generated under the model. Note that the fact
that this is a Pearson chi-square statistic does not matter in terms of its distribution,
which may or may not be a chi-square distribution, what matters is that the value
obtained on the data is similar to those obtained from the generated data.
5.4.2 Bivariate Pairwise Association (BVA-pair)
The other residual statistic, the BVR-pair, considers whether, on average, the within-
group dependence among group members is captured by the model. Similar to the
BVR-group it creates a Pearson residual, but does so on the pairwise responses of
group members. Here too obtaining a similar, but directly computable alternative
leads to considering an approach similar to the residual in the sense that this asso-
ciation can again be quantified through a Pearson chi-square statistic based on the
frequency of pairs of responses, but without comparing the observed to the model
expected values. What is compared are the actual values of a chi-square statistic
computed for each generated data set to quantify the deviation from independence.
The residual dependence that the BVR-pair quantifies is the association between
members of the same group that is not captured by the model, where these pairs of
persons i and i′ are all possible combinations of group members. It is then indicative
of whether the response of persons i and i′ are independent given the model. The
translation to a directly obtainable equivalent again leads to quantifying this depen-
dence between group members as a chi-square statistic and inspecting whether the
value obtained on the observed data fits the distribution of values obtained on the
generated data. For an illustration on how to get the pairwise frequencies please
refer to Chapter 2.
One additional issue is one that also arises for the BVR-pair statistic, namely that
there is no difference between pairs with a different order of responses. That is, tak-
ing a dichotomous item as an example, there is no substantive difference between
1In LatentGOLD this is achieved by using the procedure implemented for Monte Carlo simulation,
but with the model of interest as population model, and the data as the estimated model. In a (multi-
level) LC model the statistics in the observed data can directly be obtained by estimating a model with
only one class, which equals estimating a model without latent variables.
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respondent i responding 0 and i′ responding 1 versus the reverse of responses 1 and
0. This is completely arbitrary, and solely results from the ordering of the data. To
circumvent this order of responses impacting the value of the statistic the contin-
gency tables are made symmetric for both the observed and generated data before
obtaining the statistic. This can be incorporated into the general equation by treating



















The division by the constant JN
1
Rk(Rk−1)/2 does not affect the outcome, but again, as
for the BVR-group, BVR-pair and BVA-group, is here mainly to reduce the value of
the statistic.
5.5 Application: Speeding up the Job Variety Classification
To see how this resampling approach compares to the parametric bootstrap the ap-
plication from Chapter 2 will be reproduced to see whether approximately the same
conclusions will be drawn and the same model improvements seem most fruitful.
This application uses data on task variety and required creativity at work for 848
employees working in 86 different teams. It contains five categorical items measur-
ing the employees’ perception of task variety that are dichotomized and recoded so
that substantively a higher score indicates more variety and use of capacities. This
example was originally also used to introduce the multilevel LC model by Vermunt
(2003). For further information see Van Mierlo (2003) and Section 2.4.
The substantive idea behind classifying both the employees and teams in terms
of their task variety and use of capacities is that these characteristics affect a broad
range of job related issues, such as job satisfaction and turnover intent (Lambert,
Hogan, & Barton, 2001). Despite being largely individual outcomes, the broader
context of the team may shape such outcomes to quite a large extent (Liu, Mitchell,
Lee, Holtom, & Hinkin, 2012), making the classification of teams a valuable substan-
tive addition.
Because the new resampling approach does not affect any outcomes in terms
of the overall model specification and fit, the starting point is the same as that in
Chapter 2, where based on a large number of BIC values the model with two group-
level LCs and three lower-level LCs is selected as the best fitting model. For conve-
nience, Table 5.1 contains the BIC values that are presented in Chapter 2. Note that
the sample size on which these values are based is the number of groups J , rather
than respondentsN as suggested by Lukočiené, Varriale, & Vermunt (2010) (see also
Lukočiené & Vermunt, 2010).
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TABLE 5.1: BIC values for 29 models assuming local independence of items and indirect
effects of the group-level latent variable
Lower Level Classes
Group-level Classes 2 3 4 5 6
1 4,820 4,818 4,837 4,861 _c
2 4,786 4,785 4,799 4,482 4,844
3 4,794 4,795 4,794 4,814 4,837
4 4,802 4,806 4,808 4,826 4,850
5 4,811 4,818 4,822 4,839 4,865
6 4,820 4,831 4,838 4,857 4,881
a Values obtained using the number of groups J as the sample size in the BIC computation.
b Constraint: P (yijk = rk|ηij = c, ζj = g) = P (yijk = rk|ηij = c).
c Unidentified.
In Table 5.2 the BVR values for the model with two group-level classes and three
lower-level classes are shown, together with the p-values resulting from the para-
metric bootstrap and the new BVA resampling based on the chi-square value. In
relation to this, note that the interpretations do differ between the parametric boot-
strap and the chi-square resampling. Where the bootstrap of the residual indicates
how often a value larger than the observed residual was encountered in the gener-
ated data and indicating the p-value of misfit, the new resampling method indicates
how often a larger chi-square value quantifying the association between the vari-
ables is encountered. The latter implies that a resampling value of 0.500 is the best
possible value, namely in half of the cases the reproduced association between the
variables of interest is slightly stronger, and in half of the cases slightly weaker than
the association in the observed data. Values towards 0.00 and 1.00 respectively in-
dicate that the association in the generated data is always weaker (in none of the
replications a stronger association is found), or always stronger (in none of the repli-
cations a weaker association is found) than the association in the observed data,
which point to under- and overestimation of the association by the model. See also
Figure 5.1, which depicts the obtained bootstrap distribution for three of the cells in
Table 5.2.
The results from the two methods are largely identical, and both indicate prob-
lems with the nonrepetitive and creative variables on the higher level of the model.
The only major difference is located on the lower level of the model, where the boot-
strap indicates a problem with reproducing the covariance between the variation
and diverse variables, yet the observed chi-square value seems to fit nicely into the
distribution under the model.
Following the resampled values, the lower level of the model shows no major
misfit, and the most pressing issue is the fit of the nonrepetitive variable on the
higher level. One way to resolve this issue is improving the within-group model fit
and the ability of the model to capture the group-level dependence by including a
direct effect from the group-level latent variable to the indicator item. This relaxes
the P (yijk = rk|ηij = c, ζj = g) = P (yijk = rk|ηij = c) constraint for one particular
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FIGURE 5.1: Distribution of Three Resampled χ2 Statistics from Table 5.2. Dotted line
indicates the value in the observed data
item and allows the response probabilities to differ between group-level classes di-
rectly, rather than only indirectly via the lower-level latent variable. When allowing
this effect, which was also done in the original application in Chapter 2, the same
situation occurs as previously where now all variables show problems on the higher
level as depicted in Table 5.3. Both the BVR and BVA show this issue to a similar
extent.
Adding a third group-level class is here the most parsimonious solution to im-
prove the fit on the higher level. In the (not reported) three group-level class model
without the direct effect on the repetitive indicator the problems with this particular
item remain. In Table 5.4 the statistics for the three group-class model including the
direct effect from the group-level latent variable on the nonrepetitive indicator are
presented. Two issues are still being highlighted when interpreting the p-value as
the significance of misfit at face value, namely that the fit of the creative tasks and
use of capacities indicator variables on the higher level of the model is not ideal.
Here the model is extended for the sake of illustration, but in practice this would
not be advisable as the model is largely unproblematic. Firstly, because the BVA is a
two-sided test the p-value for an arbitrary significance level should be twice as small.
Secondly, there clearly is a multiple testing issue. Since exactly twenty p-values are
presented in these tables, one significant value at an α level of .05 is to be expected
on chance alone.
Choosing to continue despite the issues above, or by arbitrarily using a smaller
α level, the solution is to allow a direct effect from the group-level latent variable on
the indicator variables to improve fit on the higher level of the model. Allowing this
effect on either one of the indicator variables does not resolve all the issues, and in
Table 5.5 the values are presented for the model containing both. The profile of this
model is presented in Table 5.6. This is the first model that is substantially different
from the models that were found in the application using solely the bootstrap BVR
statistics. Compared to following the bootstrap BVR values to improve the model,
the lower-level LCs are practically identical. On the higher level, however, one large
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TABLE 5.2: Residual and association values for the three class, two group-level class
model. BVR, bootstrap p-values and χ2 BVA resampling values
Nonrepetitive Creative Diverse Capacities Variation
BVR p BVAa BVR p BVA BVR p BVA BVR p BVA BVR p BVA
Creative 0.763 .235 .228
Diverse 0.248 .282 .362 0.028 .402 .532
Capacities 0.183 .560 .696 0.359 .271 .317 0.504 .086 .768
Variation 0.010 .743 .592 0.036 .288 .494 0.153 .021 .388 0.011 .763 .461
BVR-group 1.586 .000 .001 1.051 .069 .034 0.788 .177 .331 1.072 .149 .043 0.816 .328 .445
BVR-pair 1.740 .000 .002 0.570 .040 .082 0.123 .320 .365 0.366 .111 .069 0.000 .966 .584
a The BVA is solely based on resampling and the observed χ2 value. It is unclear what the test statistic
would be, hence only the ’p-value’ is presented.
TABLE 5.3: Residual and association values for the three class, three group-level class
model. BVR, bootstrap p-values and χ2 BVA resampling values
Nonrepetitive Creative Diverse Capacities Variation
BVR p BVA BVR p BVA BVR p BVA BVR p BVA BVR p BVA
Creative 0.663 .275 .314
Diverse 0.508 .153 .410 0.038 .346 .506
Capacities 0.200 .567 .731 0.284 .337 .307 0.097 .290 .706
Variation 0.097 .290 .737 0.026 .246 .534 0.233 .009 .313 0.002 .914 .493
BVR-group 1.529 .000 .001 1.468 .002 .001 1.378 .000 .002 1.233 .042 .007 1.122 .034 .027
BVR-pair 1.587 .000 .002 1.401 .003 .082 1.397 .000 .002 0.575 .017 .011 0.263 .108 .066
and not very well defined class exists, compared to a more interpretable solution
with three equally sized classes in Chapter 2, Table 2.11.
This model also has slightly worse global fit than the model as found in Chapter
2 (BIC = 4781.328 versus 4775.3), which brings about an important warning. The
way in which these statistics were used in both applications is not advisable and by
no means propagated as it will in almost all cases lead to capitalization on chance.
In this case, blindly trying to resolve the indicated issues leads to two different sub-
stantive models, neither of which is likely to be the population model.
Despite this, the majority of the sources of misfit that are found by bootstrapping
the BVR statistics are also picked up by resampling the bivariate association. One
exception is the lower-level covariance that is structurally found to be problematic
by the bootstrap BVR, and not by the BVA.
The major benefit of the resampling approach should be its speed, and for the
final model the BVR bootstrap and BVA resampling respectively took 34.3 versus 1.2
seconds. This is already a factor 25 faster and does not take into account that the
overhead computation of reading the data and preparing the output is the same in
both instances and takes a non-trivial amount of time, because actually estimating
this particular model on a relatively small sample is quite fast. The longer the model
estimation takes, the smaller the proportion of overhead such as reading in the data
set will be, and the larger the relative improvement in speed will be. Theoretically
the method could be close to the number of bootstrap iterations faster, as it negates
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TABLE 5.4: Residual and association values for the three class, three group-level class
model: Direct effects on Repetitive and Creative indicators. BVR, bootstrap p-values
and χ2 BVA resampling values
Nonrepetitive Creative Diverse Capacities Variation
BVR p BVA BVR p BVA BVR p BVA BVR p BVA BVR p BVA
Creative 0.726 .253 .320
Diverse 0.450 .182 .444 0.014 .554 .549
Capacities 0.205 .553 .753 0.266 .361 .372 0.367 .180 .740
Variation 0.054 .464 .729 0.028 .276 .523 0.264 .012 .282 0.013 .792 .444
BVR-group 0.854 .143 .183 1.057 .056 .043 0.843 .107 .222 1.050 .182 .042 0.758 .453 .480
BVR-pair 0.020 .574 .266 0.453 .067 .106 0.111 .405 .247 0.311 .118 .072 0.038 .571 .626
TABLE 5.5: Residual and association values for the three class, three group-level class
model: Direct effects on Repetitive, Creative and Capacities indicators. BVR, bootstrap
p-values and χ2 BVA resampling values
Nonrepetitive Creative Diverse Capacities Variation
BVR p BVA BVR p BVA BVR p BVA BVR p BVA BVR p BVA
Creative 1.067 .142 .290
Diverse 0.215 .307 .518 0.048 .349 .504
Capacities 0.000 .996 .582 0.413 .239 .314 0.082 .416 .634
Variation 0.026 .553 .697 0.007 .525 .522 0.044 .073 .442 0.007 .817 .466
BVR-group 0.952 .087 .120 0.940 .120 .279 0.862 .234 .221 0.839 .493 .502 0.845 .356 .343
BVR-pair 0.064 .345 .196 0.051 .436 .405 0.165 .230 .234 0.001 .755 .619 0.001 .910 .473
the need for model estimation. That is, 500 times quicker than a bootstrap with
500 iterations. A quick test with one of the more complex latent Markov models as
used in Chapter 4, shows that the bootstrap BVR approach takes an approximate
117 minutes and the BVA resampling takes 49 seconds for 500 iterations (a factor 143
faster).
5.6 Monte Carlo Simulations
In order for the new resampling approach to be of value, it also needs to be deter-
mined whether or not the power to detect misfit can weigh up to that of the bootstrap
BVR. In this section two separate simulation studies are presented. Firstly, the small
simulation study from Chapter 2 is replicated in full. Secondly, a selection of the con-
ditions from the large Monte Carlo simulation presented in Chapter 3 is re-analyzed
using the BVA resampling approach.
5.6.1 Simulation: Models from the Application
To assure a realistic scenario, the final model as found in the application in Chap-
ter 2 is used as the population model to generate data from; that is, a three class,
three group-level LC model with a covariance between the variation and diverse in-
dicator items, and two direct effects from the group-level latent variable to both the
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TABLE 5.6: Profile of the three class, three group-level class model: Direct effects on













Nonrepetitive .228 .277 .496 .531 .119 .250 .395
Creative .689 .304 .606 .701 .079 .807 .554
Diverse .847 .456 .742 .961 .123 .518 .697
Capacity .794 .486 .719 .832 .449 .351 .681
Variation .811 .441 .703 .973 .188 .000a .664
Class 1 .818 .348 .684
Class 2 .083 .547 .200
Class 3 .100 .105 .117
Prevalence .192 .227 .581 .633 .256 .111
a Boundary solution
creative and the repetitive variables. The data structure is kept the same as in the
original data with 853 respondents divided over 86 groups. This simulation study is
performed with 1000 bootstrap or resampling iterations and 500 Monte Carlo repli-
cations. For the power computation the misspecified estimation model is a three
class, two group-level LC model without any of the added parameters.
An identical approach is taken in the small simulation study presented in Chap-
ter 2, but there are some minor differences in the power and type I error found. These
are due to random fluctuation as the entire process is redone with a higher number
(1000) of bootstrap iterations in order for the bootstrap BVR and resampling BVA
values to be computed on the same generated data. That is, the data is generated
and subsequently analyzed with both approaches. Model estimation is done twice,
once for each method, in order to compare the total time required. To determine
whether in both estimation steps the same model was obtained the log-likelihoods
are compared. In 477 replications the same model is estimated, in the other 23 cases
one of the estimations arrived at a local maximum and the likelihoods were not
identical. Nonetheless, all conditions are used in the following results because the
difference in likelihood on average is minute (the average difference is 0.863 on an
average log-likelihood of 2470.047).
Table 5.7 shows the estimated type I error rates. That is, the proportion of Monte
Carlo replications where the bootstrapped p-value exceeds significance whilst the
population and estimation models are identical. Note that in this context the p-
values obtained for the BVA are a two-sided test, and can either be too large or too
small, thus either exceed 0.975 or are smaller than 0.025. As can be seen from the
table, for both statistics the type I error rates are small, and generally adequate. A
value of zero in these instances, although not expected, is largely unproblematic as
long as it does not affect the power, because it only indicates that when the estima-
tion model is identical to the population model it is never rejected.
The power of the statistics is depicted in Table 5.8, and the results are virtually
identical to those found in Chapter 2 for the BVR. The BVA has lower power, some-
thing we will get back to, but does consistently detect the missing direct effect on
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TABLE 5.7: Type I error for BVR-pair and BVR-group with a parametric bootstrap and
for BVA resampling
Nonrepetitive Creative Diverse Capacities Variation
BVR p BVA BVR p BVA BVR p BVA BVR p BVA BVR p BVA
BVR/BVA-group .018 .000 .026 .000 .054 .042 .028 .000 .050 0.054
BVR/BVA-pair .034 .000 .056 .006 .052 .052 .050 .002 .064 0.042
TABLE 5.8: Type I error for BVR-pair and BVR-group with a parametric bootstrap and
for BVA resampling
Nonrepetitive Creative Diverse Capacities Variation
BVR p BVA BVR p BVA BVR p BVA BVR p BVA BVR p BVA
BVR/BVA-group .794 .750 .064 .006 .042 .040 .392 .150 .068 .028
BVR/BVA-pair .882 .746 .078 .012 .048 .038 .410 .144 .040 .040
the nonrepetitive indicator. These power values at first glance seem quite bad for a
model that is missing three parameters as well as a group-level class when compared
to the population. However, the same results as in Table 5.2 are expected, where all
other problems only surface after adjusting the original model. In that respect, the
nonrepetitive variable that poses a problem is consistently detected as causing mis-
fit by both methods. The second problematic indicator, creative, is not. This is not
surprising when looking at the population model specified, as the logit parameters
for this particular variable are an effect coded -0.186 and -0.005 (probability of .452
versus .548). Thus, although not very promising at first glance, the parameter that
should be detected as causing misfit is detected with relatively high power. In terms
of speed the BVA did do better, with an average duration of 7.8 for each replicate,
compared to 23.3 seconds for the BVR.
5.6.2 Simulation: Synthetic Data Conditions
A selection of the conditions that are presented in Chapter 3 is re-analyzed using
the BVA. It must be noted that, in contrast to the application, the BVR results in
this section are those as obtained from the original Monte Carlo simulation and a
new simulation is performed for the BVA statistics. This implies that the BVR and
BVA statistics are obtained for the same population models and have the same mis-
specifications, but the generated data is not identical. That is, it can of course be
expected that over the 500 Monte Carlo replications the differences in the generated
data average out, but as it was impossible to retain the 25 000 data sets generated for
each of the original simulation study conditions, new data is generated for the BVA
computation.
Dependence in the population of these conditions is created by specifying the
number of LCs, the logit parameters determining the response probabilities in both
the lower- and group-level classes, and occasionally a direct effect between an indi-
cator variable and the group-level latent variable. The general types of misspecifi-
cation considered are models that do not include a parameter for one of these types
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of dependence that was introduced in the population: A missing group-level LC
or a missing direct effect from the group-level latent variable on the first and / or
second indicator. For examples of the population profiles, see Appendix D. For
an extensive discussion of the original simulation study to determine the power of
the bootstrapped BVR values and its results, the reader is referred back to Chapter
3. Here the focus will be on the comparison between the BVA and BVR to detect
certain types misfit.
In Table 5.9 the type I error results are presented for the 13 selected conditions,
that is, conditions with the same generating and estimation models. Some aspects
of this table require some elaboration. Firstly, the BVA only has one value. This
is due to the synthetic nature of the data, where all groups have an identical de-
pendence structure in the generated data and are all the same size. This causes the
within-group dependence picked up by the BVA-pair, and the between-group vari-
ation picked up by the BVA-group, to be directly and unequivocally related. If the
chi-square value in the generated data is higher (or lower) than the observed chi-
square value for the group-item covariance, the same is true for the respondent-by-
respondent dependence. This implies that the two BVA values, in this data structure,
have identical power and type I error. This holds for the chi-square value per boot-
strap iteration, and thus also per Monte Carlo replication.
The average proportion in Table 5.9 depicts the proportion of significant values
per Monte Carlo iteration, averaged over all iterations. That is, there are as many
BVR and BVA values as there are items (6 or 10). For an α of 0.05 the expectation is
that, on average, five percent of all these values are significant. Similarly, the values
for one particular indicator item are also expected to be significant in 0.05 of the boot-
strap iterations. This is depicted for the first item. Because there is some ambiguity
on the direction of the test, for the type I error the BVA is presented for both two-
and one-sided tests (.975 < x < .025 and x < .050). The ambiguity is in the fact that,
in principle, over-estimation of an effect is a possibility due to the independence
assumptions. However, this requires the scenario that one indicator is virtually un-
related to group membership and all other indicator variables relatively strongly
related to group membership in the same direction. Because the population model
contains well-separated classes with indicator items all in the same direction, this is
less likely than one indicator being more strongly related to group-membership than
the other ones. Therefore, the expectation is that there is more gross underestimation
than overestimation of parameters. As an example, see the N = 5000 condition in
5.9, with extremely low group-level class separation there are indeed higher type I
error rates. This issue is also discussed below for power.
The results from table 5.9 are unambiguous. The type I error is controlled for both
the BVR and the BVA. The low values for the BVA are unproblematic as mentioned
before, since these indicate that in only a very limited number of cases the population
model is rejected as the correct model. That is, they are unproblematic in their own
right, unless they indicate low power to detect any misspecification.
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In Table 5.10 the power of the statistics is depicted for different types of misspec-
ification. Here too several remarks are required, which is mainly due to choices that
are inconsequential for the BVR simulation, do matter in terms of the BVA. Firstly,
all of the conditions are tested one-sided to get a fair comparison between the two
approaches. It namely is the case that here the model is explicitly designed to have
too few parameters, making underestimation of the covariance structures the only
realistic scenario. Furthermore, direct effects from the group-level latent variable
were specified to have a negative effect on the group-level separation in the original
simulation study. As said, this is inconsequential for the bootstrap of the BVRs, but
requires the BVA to detect the absence of the parameter through over-estimation of
the dependence structure. To avoid potentially creating artificial results because of
this, the models are presented with logits in both directions that are tested accord-
ingly (x > .95 and x < .05). Note that this is different from true over-estimation
as it actually is under-estimation of a negative effect that still causes dependent re-
sponse patterns. Also note in this respect, that the power of significant detection
of the misspecification is used as a good summary indication, but that in a normal
application the right-hand side area under the density graph (see Figure 5.1) would
be presented as p-value, for which, regardless of any predefined α level, extremely
high and extremely low values would be noticed.
As can be concluded from the power of the BVA compared to that of the boot-
strapped BVR, the BVA does not offer a replacement that detects misfit with equal
reliability. The primary issue is that, as was also partly concluded for the power of
the BVR statistics, the model is highly flexible in terms of redistributing dependence
structures. Due to the many probabilities that are estimated, a weak dependence be-
tween group membership and one of the indicators that is not explicitly modeled is
absorbed by very minor changes in the other logit parameters. Something that was
also concluded from the estimated parameter change for certain types of misspec-
ification in latent variable structural equation models (Oberski, 2014). This results
in a reproduction of the covariance, quantified by the chi-square, that is considered
to be non-problematic and in truth also will be relatively close to the covariance in
the observed data. The BVRs are better able to detect any misspecification whereas
the BVAs only in those cases where (relatively strong) dependence causes larger dif-
ferences between classes for an indicator item (for an example, see the difference on
the group level in Appendix F). In terms of the power to detect specific, in this case
known, misspecifications this makes the BVA worse than the BVR-group and BVR-
pair. In terms of answering the question whether, within the limits of chance, the
model could be the data generating process, the answer is a simple ’yes’, because
the majority of the dependence does get modeled, and as indicated by the propor-
tion of significant BVA values does not manifest itself elsewhere in the model. The
BVA concludes that, on average, all the estimated within-group dependencies are
similar enough to the observed dependencies to not be considered as misfit.
A result of the above is that the dependence of interest is modeled adequately,
100 Chapter 5. An Alternative Bootstrap-based Approach
and the BVA will not detect any misspecification, because the covariance it tests is
not unacceptably low under the model. Further inspection of this idea is possible
by inspecting the rank-order of the BVA for the indicator variable that should be re-
ported as problematic. Namely, if a direct effect from the group-level latent variable
is specified on an indicator variable, the expectation is that the covariance between
group membership and that indicator is too low in the generated data. For simula-
tion conditions that include such a direct effect, the number of times that the BVA
was lowest for this indicator variable was counted. The BVA-rank columns show
that the BVA does indicate the problematic indicator as the most important issue in
almost all cases, yet the misspecification is simply not strong enough to detect it at
an α level of .05.
In contrast to missing group-level dependencies for one single indicator variable,
the power to detect it for multiple indicators in the form of a missing group-level
class is on par with the BVR-group and BVR-pair statistics. Judging by the average
proportion of significant BVA values, when a group-level class is missing it indicates
that half of the indicators are problematic. This is due to the specification of the pop-
ulation: In a three group-class model the first class gets identical response probabil-
ities for all indicators (e.g. 0.8 to score 1), the third class gets the inverse probability
(0.2), and the middle class a combination where half of the indicator variables get
low (0.2), and half get high (0.8) probabilities (see also Appendix A). The result is
that if these three structures are forced into two classes, either the first or second half
of the items in the middle class will show problems (half of the items will end up
with probabilities of 0.2 in the 0.8 class or vice versa). This implies that half of the
items should have a high BVA value, which is the case. Furthermore, due to its low
type I error, the BVA pinpoints the problematic variables precisely given the average
proportion of significant BVA values of exactly 0.5 in high power conditions.
5.7 Conclusion
In this chapter the alternative resampling approach of data statistics proposed by
Van Kollenburg (2017) was applied to the multilevel LC model in order to obtain
p-values for local fit statistics. Because the method relies on statistics that can be
directly obtained from the observed and generated data, the BVR-group and BVR-
pair statistics needed to be transformed. By considering which associations in the
data these two local fit statistics aim to capture the residual of, two alternative chi-
square measures were formulated that quantify approximately the same information
about the data. The results in this chapter give way to a range of conclusions and
topics for further research.
The BVA was first applied to the same data set used to introduce the multilevel
BVR statistics with a small Monte Carlo simulation based on these data in Sections
5.5 and 5.6.1. Here the results show that the BVA and BVRs are capable of detect-
ing largely the same misfit. One exception on the lower level is the strong residual
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covariance between the variation and diverse variables, which is indicated by the
BVR and not by the BVA. This has a logical explanation in that the data is resam-
pled assuming the model to be the true model, without any re-estimation. This is
unproblematic, unless the area of the model that causes the misfit is dominant in
terms of model estimation, a suggestion of which can also be seen in Figure 5.1 -
Frame 3. Note that this does not indicate anything about the degree of misfit, but
the impact that one or more very strong dependencies may have on the estimated
model parameters. Here that dependence between the two indicators is by far the
largest (χ2 = 333.126 where the other bivariate associations in the data range from
χ2 = 16.174 to χ2 = 129.620). Since this dependence is exactly what is modeled in a
multilevel LC model, the impact that it has on the parameter estimates will be large.
That is, the model will be geared towards reproducing this covariance in particular.
The bootstrap BVR does pick up on this, since it re-estimates the model and de-
tects that the residual dependence is strong in terms of how it affects the model,
and indicates that the model as a whole can be improved. As a result it suggests to
explicitly include the covariance in the model to better reproduce the strong depen-
dence, which has the added benefit of making the model far more flexible in terms
of reproducing the other bivariate associations. The BVA fails to detect the issue, as
it resamples under the model that is geared strongly to reproducing the dependence
between that particular pair of variables, and as a result finds that the association
under the model and in the observed data correspond with one another.
A similar conclusion can be drawn based on the simulation results using large,
synthetic data sets in Section 5.6.2. Smaller and local dependencies are found to be
easily absorbed by the large number of other parameters in the model. In these sit-
uations, due to reestimation of the model, the BVRs are able to detect the location of
the residual dependence, yet the BVA does not since the observed and reproduced
covariances correspond to one another. This, despite being an unforeseen result,
may actually be a blessing in disguise. As noted in the results section, the BVA does
not so much fail to detect misfit, it merely concludes that the reproduction of an ob-
served bivariate association is adequate, and the subsequent conclusion is that, yes,
the model could be the data generating process for this particular covariance. Where
one of the largest problems with the BVR statistics is the possibility of capitalizing on
chance, and merely modeling dependencies to get rid of local misfit is an extremely
bad practice, the BVA statistics largely seem to circumvent this issue by answering a
different question.
Now, whether the conclusion based on the BVA ’p-values’ might simply be that
the variable is unproblematic in terms of the group-level dependence structure re-
quires further study. A very real possibility is namely still that the BVA statistics are
simply underpowered in situations where only one, or a limited number, of indica-
tor variables is problematic. Further studies could partly determine the difference
between being underpowered and being unproblematic by combining information
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on the degree of misspecification, the resulting parameter changes of that misspeci-
fication and the BVA p-value (see also Oberski, 2014; Khalid & Glas, 2016).
Lastly, in terms of detecting missing group-level classes, the BVA-group and -pair
statistics perform equally well or better than their BVR counterparts. This already
makes them a valuable addition to the toolbox when applying multilevel LC mod-
els. One of the most important, and simultaneously most difficult decisions in the
application of these models is determining the number of (group-level) classes. Of
course adding a mixture component on the group-level will often affect the global
fit of the model quite drastically, but not necessarily so (Lukočiené, Varriale, & Ver-
munt, 2010). Moreover, obtaining a better global fit in terms of an information index
such as the AIC or BIC does not mean that the additional class is a substantively
valuable addition to the model.
Here the two BVA values offer important solutions because of their speed and de-
tection rates. The intensive bootstrap procedure required for the BVR may be very
inhibitive in an exploratory setting that is common for the applications of multilevel
LC models. Determining the number of classes often requires many combinations
with different numbers of lower- and higher-level classes to be estimated, for which
performing the bootstrap may take several hours depending on the sample and data
structure. Obtaining the BVA is by all practical considerations as fast as the regular
estimation of the model, and despite its limitations is able to indicate whether or
not the bivariate dependence structures on the lower level (Van Kollenburg, 2017)
and univariate dependence structures on the higher level are decently reproduced.
Furthermore, in case of a missing group-level class, the power and precision with
which the BVA indicates which variables are problematic is of relevance. Here the
BVA also provides substantive information on the data structure and the potential
definition of the missing class due to its low type I error rate; those variables indi-
cated as problematic are highly likely to be important indicators for the definition
of additional classes. That is, an added group-level LC is likely to be substantively
different from the current classes in terms of one or all of the problematic indicators.
That determining the number of components is a very difficult and impactful
step in their application is generally true for finite mixture models, and the quick
resampling approach may therefore also be very valuable in, for example, finite mix-
ture item response models. In practically any other model the general idea behind
this type of bootstrap alternative is also applicable, as long as the aspect of the data
that affects fit, or is of substantive interest to the researcher, can be formulated in the
form of a (descriptive) statistic that is directly obtainable from the data. Of course,
and maybe a redundant note for the reader, these are not limited to chi-square values
but can also be correlations, covariances, frequencies, means, etcetera.
Overall, despite being largely comparable in terms of the information they pro-
vide on the data, there are nuanced differences between the BVR-group and -pair
compared to the BVA-group and -pair. Considering the goal with which the BVR-
group and BVR-pair were originally developed, the definition of the BVA statistics
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can be considered fundamentally closer to the intention of quantifying the degree
with which univariate and bivariate dependencies are captured by the model. How-
ever, the differences between the two are such that all four can be used in conjunction
and for different goals. In an exploratory, descriptive setting the BVAs can be used
to speedily give insight in the number of mixture components, and the BVRs can
be used to inspect the final model for gross assumption violations. In a predictive
setting the BVAs can be a quick first step in determining the outline of the model





The topics that this thesis covers are closely related, and as a result insights have
developed on the earlier chapters after these were published as journal articles. This
discussion therefore starts with briefly addressing the conclusions from the individ-
ual chapters.
In Chapter 2 the first two local fit statistics for multilevel latent class models are
introduced, first both in terms of this thesis as well as to become available for the
model. These BVR-group and BVR-pair residual statistics attempt to quantify the
group-level dependence that is not captured by the model. By creating a residual for
the within-group similarity and between-group variation, the idea was to come to
a general overview of how well the model fits the group-level structure of the data,
taking into account what might be considered two sides of the same coin.
In light of Chapter 5, these residuals indicate more than mere reproduction of the
bivariate dependence structures for the individual indicator items, providing they
are used in conjunction with a bootstrap to obtain their p-value. Through resam-
pling and re-estimating the model, a very strong and, given the model parameters,
difficult to reproduce dependence is still detected, even though the difference be-
tween the observed data and the reproduction by the model is no cause for concern.
This in turn does mean that capitalization on chance will be a more pressing concern,
which will be returned to later.
In Chapter 4 similar measures were introduced for the latent, or hidden, Markov
model that were shown to lead to better fitting models if used as guidance in model
adjustments. An extensive study into their exact properties is still required, simi-
lar to the simulation study presented in Chapter 3 for the multilevel BVR statistics.
Despite the latter not considering several of the more advanced modeling options,
such as multiple latent variables on the group level, or the addition of covariates,
it still provides a thorough general insight into what these statistics do, and do not,
detect. If similar properties hold for the Markov model the BVR statistics may also
be of high added value in fields that are less concerned with the correct modeling
of variance and covariance structures. In the areas of text recognition, unsupervised
learning, and big data prediction, for example, the hidden Markov model has gath-
ered a vast body of research. If indeed the BVR statistics developed for the Markov
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model can indicate areas of the model with hard to reproduce dependencies, in ad-
dition to plain misfit, they might be able to improve such applications regardless of
whether there is, true, narrowly defined model misfit.
Of course, for such uses several extensions and future developments will be re-
quired, and it is only in anticipation that such applications are proposed. For exam-
ple, the residual needs to be extended to continuous-time measurements, as well as
be made non-intrusive in model estimation. The latter was attempted in Chapter 5
by circumventing model re-estimation in a bootstrap procedure. The way in which
model assumptions can be tested in this way is not only fast, but the question that
is answered by considering local fit in this fashion is also very close to the defini-
tion of what a good fitting model entails. Namely, the correct reproduction of the
aspects of the data that are of interest. This may be a very promising direction for
future research, and currently more extensive versions of this type of resampling are
considerd. For example, true to the posterior predictive check as its Bayesian origin,
the general resampling scheme may offer an easy possibility to include parameter
uncertainty in frequentist bootstraps. Furthermore, exactly because building the dis-
tribution of a statistic under the model and comparing it to the value found in the
data is so close to the true definition of goodness-of-fit, an extension is considered to
overlap the model-based and sampling distributions.
Disregarding all this for a moment and returning to the work that is presented in
this thesis, there of course are several limitations and points of discussion that need
to be addressed. One of these limitations pertains directly to the BVR statistics and
although mentioned occasionally, it is maybe not stressed enough that these cannot
determine when the model itself fails and has too little power. That is, when the
sample (e.g. lowN ) or data structure (e.g. very low class separation) do not allow for
a multilevel latent class or latent Markov model to be estimated, the value of the BVR
statistics will not give any indication of this. This relates to the same shortcoming of
Chapter 3, where it is impossible to make a distinction between the model not having
enough power to model the true data structure and the BVR statistics having too low
power to detect a failure to do so. The latter, however, is a theoretical problem as the
outcome is the same.
In relation to this, it is also currently not possible to determine the degree or im-
pact of the indicated misfit between the different BVR statistics. Most notably for the
Markov model, where five different residuals are given, their test values cannot be
compared directly. Yet, the test values, in their own right are the best indication of
which of the indicator variables is most problematic in terms of the same residual.
That is, of the same type of residual the values can be compared, where larger val-
ues indicate larger misfit. It subsequently depends on how this misfit is dealt with
if the improvement in fit is proportional to the residual value. Due to the unknown,
or non-existent, asymptotic distribution of the statistics the bootstrap p-values simi-
larly cannot be used to compare the residuals. The p-values only indicate statistical
significance of the residual in its truest sense, and very minor residual values can be
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significant, whereas high test values may remain statistically insignificant. Whether
the residuals can be standardized more, and be made more comparable within and
between models is a possible future development. This may start as simple as con-
trolling for the sample sizes in a sensible way. The reverse direction here is also
possible, where it may be investigated whether the sum of all individual residuals
can be used as a global or level-specific fit index, something that works remarkably
well for the regular bivariate residual (Van Kollenburg, Mulder, & Vermunt, 2015).
This consideration of significance further brings up the point of multiple testing.
In a model with five indicator variables, twenty BVR, BVR-group, and BVR-pair
values are presented. Using the bootstrap p-values for these, it is likely that one is
significant and this number increases rapidly with increasing numbers of indicators.
The reason for not controlling for multiple testing is twofold. Firstly, the misfit,
whether a chance effect or not, truly is a result of the observed data. Secondly, it
will not prevent any issues that result from multiple testing in much the same way
that arbitrarily raising or lowering the alpha level would. In the social and health
sciences that provide the main background to the work presented blindly following
fit indexes is what became known as cookbook statistics, and is a prevalent bad
practice. Yet, researchers susceptible to blindly modeling residual dependence will
simply address the most problematic area or variable in the model in an attempt to
improve fit. Whether or not the p-value is controlled for multiple testing does not
truly matter in that respect.
Which neatly brings us to the warning that has so far been in each of the chapters,
and cannot be omitted from the discussion that indeed, especially by not controlling
for multiple testing, capitalization on chance is a real danger. Although the latent
class and latent Markov model are often applied in an exploratory setting, the pa-
rameters included in the model must of course be theoretically warranted.
Despite all these considerations, points of discussion and shortcomings, the gen-
eral outset of this project was to make complex latent variable models easier to apply,
and in that this thesis has a valuable contribution. Not only have different tests been
developed that assist in determining the adherence to assumptions and the correct
modeling of the data, they too have been shown to be of substantive value. This is
especially true when considering that virtually all decisions on the number of mix-
ture components in multilevel latent class and auto-correlation parameters in latent
Markov models are currently based on (an adaptation of) the AIC or BIC. Fortu-
nately, the BVR statistics presented are not only easily usable, they are also easily
implementable (all are already part of the LatentGOLD software package) as they
only require bivariate (categorical) expected frequencies from their respective mod-




Chapter 2: Latent GOLD Syntax
The full syntax is given for the first model, only the equations and latent variables
change thereafter. The high number of starting value sets and EM and NR iterations
were not required for these models, but used for convenience as not to have to revisit
and tweak the values.




tolerance=1e-100 emtolerance=0,0001 emiterations=250000 nriterations=5000;
startvalues
seed=0 sets=500 tolerance=1e-005 iterations=500;
bayes
categorical=0 variances=0 latent=0 poisson=0;
montecarlo












w_rep nominal, w_cre nominal, w_div nominal, w_cap nominal, w_var nominal;
latent




Cluster <- 1 | GClass;
w_rep <- 1 + Cluster;
w_cre <- 1 + Cluster;
w_div <- 1 + Cluster;
w_cap <- 1 + Cluster;
w_var <- 1 + Cluster;
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3-class, 2-group-class model, covariance between Variation and Diverse:
equations
GClass <- 1;
Cluster <- 1 | GClass;
w_rep <- 1 + Cluster;
w_cre <- 1 + Cluster;
w_div <- 1 + Cluster;
w_cap <- 1 + Cluster;
w_var <- 1 + Cluster;
w_var <-> w_div;
3-class, 2-group-class model, covariance between Variation and Diverse and direct
effect from group-level latent variable on Repetitive:
equations
GClass <- 1;
Cluster <- 1 | GClass;
w_rep <- 1 + Cluster + GClass;
w_cre <- 1 + Cluster;
w_div <- 1 + Cluster;
w_cap <- 1 + Cluster;
w_var <- 1 + Cluster;
w_var <-> w_div;
3-class, 3-group-class model, covariance between Variation and Diverse and direct








Cluster <- 1 | GClass;
w_rep <- 1 + Cluster + GClass;
w_cre <- 1 + Cluster;
w_div <- 1 + Cluster;
w_cap <- 1 + Cluster;
w_var <- 1 + Cluster;
w_var <-> w_div;
3-class, 3-group-class model, covariance between Variation and Diverse and direct
effects from group-level latent variable on Repetitive and Creative:
equations
GClass <- 1;
Cluster <- 1 | GClass;
w_rep <- 1 + Cluster + GClass;
w_cre <- 1 + Cluster + GClass;
w_div <- 1 + Cluster;
w_cap <- 1 + Cluster;




Chapter 2: Survey Questions
The survey questions are part of the Questionnaire on the Experience and Assess-
ment of Work [NL: Vragenlijst beleving en beoordeling van de arbeid (VBBA)].
Repetition - In your work, do you repeatedly have to do the same things?
Creativity - Does your work require creativity?
Diversity - Is your work varied?
Capacity - Does your work sufficiently require all your skills and capacities?
Variety - Do you have enough variety in your work?
Veldhoven, van, Marc, Theodorus F. Meijman, Jacobus P. J. Broersen, and R. J.
Fortuin. 1997. Handleiding VBBA: Onderzoek naar de beleving van psychosociale
arbeidsbelasting en werkstress met behulp van de vragenlijst beleving en beoordel-
ing van arbeid. [VBBA manual: An investigation of perceptions of psychosocial
workload and work stress by means of the Dutch Questionnaire on the Experience









tolerance=1e-008 emtolerance=0.001 emiterations=25000 nriterations=500;
startvalues
seed=0 sets=25 tolerance=1e-005 iterations=50;
bayes
categorical=0 variances=0 latent=0 poisson=0;
montecarlo














w_rep nominal 2, w_cre nominal 2, w_div nominal 2, w_cap nominal 2, w_var nominal 2;
latent




X <- 1 | G;
w_rep <- 1 | X + G;
w_cre <- 1 | X + G;
w_div <- 1 | X;
w_cap <- 1 | X;







0.514964 0.172265 0.529056 -0.419327 0.461674









Chapter 3: Population Profiles
Displaying all possible profiles would require 128 tables, hence a selection of what
a typical population would look like is included. An overview of all profiles is
available at osf.io/23mp2.
TABLE D.1: Profile of the conditional probabilities for 2 by 2 classes, high by low sepa-
ration (group by individual)
G1 G2 X1 X2 Overall
V1 .380 .620 .300 .700 .500
V2 .380 .620 .300 .700 .500
V3 .380 .620 .300 .700 .500
V4 .380 .620 .300 .700 .500
V5 .380 .620 .300 .700 .500
V6 .380 .620 .300 .800 .500
X1 .200 .800
X2 .800 .200
Prev. .500 .500 .500 .500
TABLE D.2: Profile of the conditional probabilities for 2 by 3 classes, low by low sepa-
ration (group by individual)
G1 G2 X1 X2 X3 Overall
V1 .460 .407 .700 .300 .300 .433
V2 .460 .407 .700 .300 .300 .433
V3 .460 .407 .700 .300 .300 .433
V4 .593 .540 .700 .700 .300 .567
V5 .593 .540 .700 .700 .300 .567




Prev. .500 .500 .333 .333 .333
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TABLE D.3: Profile of the conditional probabilities for 2 by 3 classes, low by high sepa-
ration (group by individual)
G1 G2 X1 X2 X3 Overall
V1 .440 .360 .800 .200 .200 .400
V2 .440 .360 .800 .200 .200 .400
V3 .440 .360 .800 .200 .200 .400
V4 .640 .560 .800 .800 .200 .600
V5 .640 .560 .800 .800 .200 .600




Prev. .500 .500 .333 .333 .333
TABLE D.4: Profile of the conditional probabilities for 3 by 3 classes, low by low sepa-
ration (group by individual)
G1 G2 G3 X1 X2 X3 Overall
V1 .580 .360 .360 .700 .300 .300 .433
V2 .580 .360 .360 .700 .300 .300 .433
V3 .580 .360 .360 .700 .300 .300 .433
V4 .640 .640 .420 .700 .700 .300 .567
V5 .640 .640 .420 .700 .700 .300 .567
V6 .640 .640 .420 .700 .700 .300 .567
X1 .700 .150 .150
X2 .150 .700 .150
X3 .150 .150 .700
Prev. .333 .333 .333 .333 .333 .333
TABLE D.5: Profile of the conditional probabilities for 3 by 3 classes, low by high sepa-
ration (group by individual)
G1 G2 G3 X1 X2 X3 Overall
V1 .620 .290 .290 .800 .200 .200 .400
V2 .620 .290 .290 .800 .200 .200 .400
V3 .620 .290 .290 .800 .200 .200 .400
V4 .710 .710 .380 .800 .800 .200 .600
V5 .710 .710 .380 .800 .800 .200 .600
V6 .710 .710 .380 .800 .800 .200 .600
X1 .700 .150 .150
X2 .150 .700 .150
X3 .150 .150 .700
Prev. .333 .333 .333 .333 .333 .333
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TABLE D.6: Profile of the conditional probabilities for 2 by 2 classes, high by high sepa-
ration (group by individual), two strong direct effects
G1 G2 X1 X2 Overall
V1 .184 .816 .852 .148 .500
V2 .184 .816 .852 .148 .500
V3 .320 .680 .800 .200 .500
V4 .320 .680 .800 .200 .500
V5 .320 .680 .800 .200 .500
V6 .320 .680 .800 .200 .500
X1 .200 .800
X2 .800 .200




Chapter 3: Additional Results
Additional results for Chapter 3, including the power of the BVR-pair residual when
only BVR-group is reported in the text, missing strong direct effects where only
weak are reported in the text, and some individual conditions where only averages
are presented in the text.
TABLE E.1: Power of the BVR-pair to detect ignoring the nested structure: The last three
columns respectively indicate the power to reject fit for item one, at least one item and
at least half of the items
Sample Class Separation BVR-pair
N Groups Size Lvl. 1 Lvl. 2 C Item 1 Min. 1 50%
500 50 10 L L 3 0.046 0.408 0.002
500 50 10 H L 3 0.076 0.350 0.008
500 50 10 L H 3 0.562 0.980 0.688
500 50 10 H L 2 0.694 0.996 0.834
1000 100 10 L L 2 0.388 0.990 0.358
1000 100 10 L H 2 0.910 1.000 1.000
1000 100 10 H H 2 1.000 1.000 1.000
2500 50 50 H H 3 1.000 1.000 1.000
2500 50 50 L H 2 1.000 1.000 1.000
2500 250 10 L H 3 0.996 1.000 1.000
2500 250 10 H H 3 1.000 1.000 1.000
5000 100 50 L L 3 0.196 0.838 0.028
5000 100 50 H L 3 0.588 0.974 0.754
5000 100 50 H L 2 1.000 1.000 1.000
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TABLE E.2: Power of the BVR-pair to detect a missing group-level class: The last three
columns respectively indicate the power to reject fit for item one, at least one item and
at least half of the items
Sample Class Separation BVR-pair
N Groups Size Items Lvl. 1 Lvl. 2 C Item 1 Min. 1 50%
500 50 10 6 L H 2 0.064 0.270 0.000
500 50 10 6 H H 3 0.542 1.000 0.930
500 10 50 6 L H 2 0.064 0.364 0.000
500 10 50 6 H H 3 0.452 0.976 0.884
1000 100 10 6 H L 2 0.050 0.276 0.006
1000 100 10 10 L H 2 0.042 0.404 0.000
1000 100 10 6 L L 3 0.152 0.678 0.068
1000 100 10 10 H H 3 0.564 1.000 1.000
2500 250 10 6 L L 2 0.048 0.240 0.004
2500 250 10 10 H L 2 0.060 0.380 0.000
2500 250 10 6 H H 2 0.078 0.440 0.004
2500 250 10 6 L L 3 0.396 0.944 0.396
2500 250 10 10 L H 2 0.064 0.460 0.000
2500 250 10 6 H L 2 0.052 0.280 0.008
2500 250 10 10 H H 3 0.556 1.000 1.000
2500 50 50 6 H L 2 0.110 0.514 0.024
2500 50 50 6 L H 3 0.534 1.000 1.000
2500 50 50 10 H H 3 0.536 1.000 1.000
2500 50 50 10 L L 3 0.556 1.000 0.968
5000 100 50 6 L L 2 0.072 0.386 0.002
5000 100 50 10 H L 2 0.188 0.868 0.044
5000 100 50 6 H L 3 0.494 1.000 1.000
5000 100 50 6 H H 2 0.784 0.980 1.000
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TABLE E.3: Power to detect the absence of a strong direct effect from the group-level









500 50 10 10 L L 2 3 0.532 0.295 0.693 0.694 0.990 0.998
500 50 10 10 L H 3 2 0.927 0.809 0.558 0.532 0.166 0.308
500 50 10 6 L H 2 2 0.965 0.847 0.616 0.637 0.068 0.748
500 50 10 6 L H 3 3 0.764 0.706 0.517 0.490 0.050 0.052
500 50 10 6 H H 3 2 0.937 0.886 0.671 0.657 0.210 0.086
500 50 10 10 H L 3 3 0.899 0.863 0.827 0.822 0.342 0.134
500 50 10 10 H H 2 2 0.974 0.930 0.947 0.949 0.660 1.000
1000 100 10 10 L H 2 3 0.659 0.509 0.719 0.722 0.996 1.000
1000 100 10 6 L L 3 2 0.689 0.075 0.323 0.324 0.126 0.524
1000 100 10 6 L L 2 3 0.530 0.267 0.530 0.530 0.986 1.000
1000 100 10 10 L L 2 2 0.901 0.619 0.706 0.709 1.000 1.000
1000 100 10 6 H H 2 3 0.662 0.553 0.840 0.844 0.996 1.000
1000 100 10 10 H L 3 2 0.659 0.144 0.782 0.781 0.992 0.970
2500 250 10 6 L H 3 2 0.837 0.644 0.425 0.383 0.084 0.204
2500 250 10 10 L L 3 2 0.715 0.099 0.472 0.470 1.000 1.000
2500 250 10 6 L H 2 3 0.641 0.462 0.572 0.577 0.990 1.000
2500 250 10 10 H L 2 3 0.509 0.336 0.936 0.937 1.000 1.000
2500 250 10 6 H L 2 3 0.933 0.916 0.750 0.737 0.256 0.214
2500 250 10 6 H H 2 2 0.971 0.920 0.853 0.862 0.822 1.000
2500 50 50 6 L H 2 2 1.000 1.000 0.620 0.656 0.046 1.000
2500 50 50 10 L H 3 3 1.000 0.999 0.680 0.665 0.856 0.934
2500 50 50 6 L L 3 3 0.977 0.928 0.484 0.457 0.636 0.746
2500 50 50 6 H L 3 3 0.986 0.381 0.618 0.614 0.970 1.000
2500 50 50 10 H L 2 3 0.929 0.780 0.937 0.938 1.000 1.000
5000 100 50 10 L L 3 2 0.997 0.326 0.478 0.472 0.874 1.000
5000 100 50 6 L H 2 3 0.982 0.910 0.580 0.603 0.838 1.000
5000 100 50 10 L L 2 3 0.946 0.741 0.696 0.703 1.000 1.000
5000 100 50 6 H L 2 2 1.000 0.994 0.829 0.837 1.000 1.000
5000 100 50 10 H L 3 3 1.000 1.000 0.835 0.830 1.000 0.742
12 500 250 50 6 L L 3 2 0.994 0.252 0.330 0.325 0.052 1.000
12 500 250 50 10 L L 2 2 1.000 0.991 0.704 0.717 1.000 1.000
12 500 250 50 10 L L 3 3 0.997 0.987 0.599 0.585 1.000 1.000
12 500 250 50 10 H H 2 3 0.987 0.962 0.943 0.945 1.000 1.000
12 500 250 50 10 H H 3 2 1.000 1.000 0.815 0.808 1.000 0.918
12 500 250 50 6 H L 2 3 0.929 0.773 0.825 0.830 1.000 1.000
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TABLE E.4: Selection of single conditions out of the averages in Table 3.7. The values of
the residuals are the averages of the bootstrap mean values over replications
Sample Class Separation Item 1 Item 2 Item 3
N Groups Size Items Lvl. 1 Lvl. 2 C G Power Val. Power Val. Power Val.
500 50 10 10 L L 2 2 0.998 5.010 0.040 0.044 0.078 0.167
500 50 10 10 H L 3 3 0.118 0.198 0.050 0.088 0.064 0.143
1000 100 10 10 L L 3 3 0.182 0.233 0.056 0.090 0.060 0.108
1000 100 10 10 H L 3 2 0.944 2.227 0.052 0.043 0.048 0.103
2500 50 50 6 L H 2 3 1.000 5.302 0.040 0.011 0.358 0.171
2500 50 50 6 H L 2 2 1.000 51.77 0.048 0.011 0.080 0.102
2500 250 10 10 L L 3 3 0.812 1.140 0.044 0.074 0.178 0.211
2500 250 10 6 H H 2 3 1.000 18.18 0.030 0.010 0.212 0.328
5000 100 50 6 L L 3 2 0.988 0.575 0.042 0.016 0.142 0.036
5000 100 50 10 H L 3 3 0.700 0.448 0.054 0.019 0.246 0.214
12 500 50 250 6 L L 3 3 0.976 0.407 0.048 0.016 1.000 5.814
12 500 50 250 10 H L 2 3 1.000 121.8 0.042 0.009 0.150 0.123
12 500 250 50 6 L L 2 2 1.000 21.26 0.046 0.002 1.000 1.135
12 500 250 50 6 H H 3 3 0.970 0.599 0.042 0.004 1.000 1.220
25 000 100 250 10 L H 2 2 1.000 272.5 0.040 0.002 1.000 1.545
25 000 100 250 6 H H 2 3 1.000 196.6 0.058 0.003 0.998 1.982
62 500 250 250 6 L H 3 3 1.000 3.042 0.052 0.004 1.000 0.935
62 500 250 250 6 H L 3 3 0.960 0.913 0.044 0.004 1.000 12.22
TABLE E.5: Power of the lower-level BVR values when a group-level latent class is
missing
Sample Class Separation BVR-group
N Groups GroupSize Items Lvl.1 Lvl.2 C Item 1-2 Item 1-3 Item 3-4
500 50 10 6 L H 2 0.032 0.044 0.060
500 50 10 6 H H 3 0.052 0.040 0.054
1000 100 10 6 H L 2 0.080 0.056 0.040
1000 100 10 10 L H 2 0.040 0.054 0.050
1000 100 10 6 L L 3 0.030 0.038 0.046
1000 100 10 10 H H 3 0.044 0.052 0.058
2500 250 10 6 L L 2 0.056 0.052 0.050
2500 250 10 10 H L 2 0.050 0.046 0.038
2500 250 10 6 H H 2 0.042 0.044 0.042
2500 50 50 6 H L 2 0.050 0.036 0.050
2500 50 50 6 L H 3 0.054 0.054 0.044
2500 50 50 10 H H 3 0.044 0.048 0.050
2500 50 50 10 L L 3 0.064 0.060 0.042
5000 100 50 6 L L 2 0.060 0.052 0.032
5000 100 50 10 H L 2 0.044 0.046 0.050
5000 100 50 6 H L 3 0.040 0.050 0.060
5000 100 50 6 H H 2 0.040 0.052 0.048
123
Appendix F
Chapter 5: Population Profiles
TABLE F.1: Profile of the conditional probabilities for 3 by 3 classes, high by high separa-
tion (group by individual). Positive direct effect from group-level latent on first variable
G1 G2 G3 X1 X2 X3 Overall
V1 .816 .260 .133 .873 .209 .127 .403
V2 .680 .260 .260 .800 .200 .200 .400
V3 .680 .260 .260 .800 .200 .200 .400
V4 .740 .740 .320 .800 .800 .200 .600
V5 .740 .740 .320 .800 .800 .200 .600
V6 .740 .740 .320 .800 .800 .200 .600
X1 .800 .100 .100
X2 .100 .800 .100
X3 .100 .100 .800
Prev. .333 .333 .333 .333 .333 .333
First item has a logit of 0.5108256 from the group-level latent variable
TABLE F.2: Profile of the conditional probabilities for 3 by 3 classes, high by high sep-
aration (group by individual). Negative direct effect from group-level latent on first
variable
G1 G2 G3 X1 X2 X3 Overall
V1 .489 .260 .461 .644 .209 .356 .403
V2 .680 .260 .260 .800 .200 .200 .400
V3 .680 .260 .260 .800 .200 .200 .400
V4 .740 .740 .320 .800 .800 .200 .600
V5 .740 .740 .320 .800 .800 .200 .600
V6 .740 .740 .320 .800 .800 .200 .600
X1 .800 .100 .100
X2 .100 .800 .100
X3 .100 .100 .800
Prev. .333 .333 .333 .333 .333 .333
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This dissertation is aimed at introducing ways to locally test model assumptions of
Multilevel Latent Class (LC) and Hidden or Latent Markov (LM) Models in order to
improve their applicability. These models are relatively complex models that allow
nested categorical data to be dealt with in a latent variable framework. As a result,
they are frequently applied in the social sciences and data science fields where these
classification methods have proven a valuable approach to analyze unobserved or
unobservable phenomena. Yet, despite their value and applicability, fit testing for
these models predominantly revolves around global fit statistics. Moreover, due to
several technical aspects and their complex nature, true tests of global fit are often
unobtainable, and model selection is primarily based on relative model fit statistics
such as the Akaike and Bayesian Information Criterion.
Because both the multilevel LC and the LM model can be considered extensions
to the regular LC model, the Bivariate Residual (BVR) that allows local assumption
testing for the regular LC model formed the starting point of this project. By gen-
eralizing the idea of the BVR and make it applicable to multiple types of local de-
pendence assumptions in the extended models, three goals are focused on. Namely
providing relevant information about potential violations of the assumptions that
these models make, make the statistics relatively easy to obtain, and inspecting the
properties of these statistics.
In Chapter 2, two local fit statistics for the multilevel LC model are introduced.
A regular LC model assumes that the indicator items that define the classification
are conditionally independent when the latent variable is taken into account. This
particular independence assumption is tested by the BVR that is available for the
original model. By obtaining a Pearson residual on the observed and expected con-
tingency tables containing the categories on two indicator items, the discrepancy
between the observed and expected bivariate frequencies can be quantified. This
discrepancy is indicative of violations of the conditional independence assumption,
as perfect adherence to the assumption would mean that the expected and observed
bivariate frequencies are identical and the residual would approach zero. Using
this logic as the starting point two similar measures are constructed for the multi-
level extension to the model. The assumptions that the extension adds are twofold,
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namely that the model is able to adequately reproduce the within-group responses,
and in order to deal with the nested data structure, that the individual observations
are conditionally independent when taking into account the higher-level latent vari-
able. Both of these issues are, or can be reduced to a form of assumed conditional
independence. The BVR-group statistic deals with the first issue of the model ade-
quately fitting the individual groups. Adhering to this assumption implies that the
observed responses of individuals should be independent of their group member-
ship, which is where it becomes apparent that this too is a conditional independence
issue. The same approach as that of the BVR is applied, but rather than obtaining the
residual between the observed and expected item-by-item contingency tables, the
contingency tables concern the group-by-item association. Any indication of resid-
ual dependence means that observed group membership still affects the responses
despite the assumption that the latent variable should capture all these effects. The
BVR-pair statistic deals with the second issue of between respondent dependence,
and similarly quantifies any discrepancy between the dependence that is present in
the data, and the dependence that the model is able to reproduce. In order to accom-
plish this the pairwise response frequencies of all members in an observed group are
obtained and compared to the model predicted pairwise frequencies, capturing any
association among group-members that should be captured by the group-level la-
tent variable. In an application it is shown that using these statistics leads to a better
understanding of the origins of possible model misfit, and that by using the infor-
mation provided by the statistics a globally better fitting model can be identified.
In Chapter 3 the properties of the in Chapter 2 introduced statistics are investi-
gated using an extensive simulation study. Results indicate that the Type I error of
the statistics is adequate, and power to indeed detect local assumption violations is
generally high in situations where the data allows for multilevel LC modeling. Not
only do the BVR-group and BVR-pair statistics detect the presence of misfit, they
too are found to discriminate well between the problematic and non-problematic
indicator items, as well as the different types of assumption violation that they are
constructed to detect. Furthermore, the results indicate that the original BVR is lim-
ited to detecting misfit on the lower level of the model, and although BVR-group
and BVR-pair can indicate higher-level misfit while its source is located on the lower
level, using the three fit statistics in conjunction it is possible to precisely locate the
misfitting areas in a large number of situations.
In Chapter 4, given the positive results in Chapters 2 and 3, similar local fit statis-
tics are introduced for the LM model. These include a translation of the multilevel
LC statistics to deal with longitudinally nested data, as well as the introduction of
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additional measures to capture autoregressive dependence. The BVR-case and BVR-
time statistics introduced in this chapter are broadly comparable to the BVR-group
statistic. However, where the assumption in the multilevel model entails reproduc-
ing the univariate item distributions within each of the observed groups, the re-
quired reproduction for a LM model can be considered in two directions. That is,
the response pattern of one case over time, and the individual responses within each
measurement occasion need to be adequately reproduced by the model. By using
the case-by-item and time-by-item contingency tables, instead of the group-by-item
frequencies, residuals for both these issues can be obtained and are indicative of any
discrepancies between the model based frequencies and the observed frequencies.
The BVR-pair statistic for the LM model is comparable to the BVR-pair statistic for
multilevel LC models in a similar fashion. Here too the important aspect is the as-
sumed independence between multiple observations of a single case, which can be
inspected with an almost analogous approach to testing the assumed independence
of multiple observations within an observed group. Because the BVR-pair statistic
in this instance tests all possible residual dependence between all possible combi-
nations of measurement occasions it can be split up into different BVR-lag statis-
tics, testing the conditional independence assumption violations between measure-
ment occasions with a fixed distance between them. This provides information that,
when combined with the BVR-pair measure for LM models can indicate whether the
Markov assumption holds, and if not whether this is due to the Markov assumption
being violated for longer or shorter periods of lag. Applying these statistics to two
data sets it is shown that they are indeed able to provide a lot of additional infor-
mation on model misfit, and allow improvements to the model to be made. More-
over, by using all the presented BVR residuals in conjunction enough information is
available to indicate whether the model is particularly well-suited to modeling the
between-person or between-time differences.
In Chapter 5 it is attempted to make testing for local misfit, that is obtaining a
p-value for the residuals, less intrusive. Because obtaining the bootstrap p-values
requires the re-estimation of the model on several hundred replicate data sets, the
time it takes to compute the final results of the analysis increases rapidly with model
complexity. By avoiding the step of model estimation during the bootstrap proce-
dure a large part of the computational complexity can be avoided. The way in which
this is achieved is by only considering whether a particular aspect of the data is cor-
rectly reproduced. Although answering a slightly different question than the BVR
residuals, the conditional dependence that the BVR statistics test for can be refor-
mulated into statistics that are directly obtainable from the data. By subsequently
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generating replicate data from the model as would be done for a regular bootstrap,
but instead building the distribution of the statistic of interest directly from the data
without model estimation it can be inspected whether the model could be the data
generating model for that particular aspect of the data. Although further study is
required, the initial results of this approach are positive and generally similar types
and severity of misfit can be detected when compared to the BVR statistics.
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Fietsen naar de maan,
op de wolken staan.
Strelen met je handen los,
lopen door een donker bos.
Vechten als een tijger,
dansen met een elf.





De macht van het kleine gaf jou juist de kans,
De kracht van het kleine tentoon te spreiden.


