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Abstrak – Salah satu cara dalam pembentukan thesaurus adalah dengan cara menghitung nilai kemiripan term. 
Untuk mendapatkan nilai kemiripan  tersebut dapat dilakukan  dengan pendekatan co-occurrence, yaitu melihat 
frekuensi kemunculan bersama term-term tersebut. Frekuensi tersebut dilihat dari seberapa banyak term tersebut 
muncul bersama pada dokumen-dokumen corpus. Setiap dokumen-dokumen yang terdapat pada corpus memiliki 
konten atau topik yang berbeda-beda sehingga term-term yang berada pada dokumen suatu topik akan memiliki 
konteks yang berbeda dengan term-term pada dokumen dengan topik lainnya. Oleh sebab itu, paper ini 
mengusulkan metode baru dalam perh itungan kemiripan term dengan co-occurrence yang memperhatikan 
klaster dari dokumen pada pengembangan thesaurus Bahasa Arab. Dokumen -dokumen corpus akan di-clustering 
untuk mengelompokkan berdasarkan kedekatan konten dari dokumen tersebut. Untuk mendapatkan nilai 
kemiripan term d ilakukan perh itungan clusterweight dengan memanfaatkan n ilai dari inverse class frequency 
setiap term terhadap klaster yang ada. Thesaurus dibentuk dengan melihat nilai has il perhitungan kemiripan term 
tersebut. Thesaurus yang dibentuk dengan metode usulan berhasil meningkatkan relevansi antar term yang 
dibuktikan  dengan hasil percobaan memiliki n ilai precision tert inggi sebesar 63,3%, recall sebesar 78,6%, dan f-
measure sebesar 50%. 
Kata kunci – Thesaurus, Co-occurrence, Kemiripan Term, Bahasa Arab, Klaster Dokumen
Abstract - Generat ing automatically is by calcu lating the similarity value term.  To  get the value of the similarity 
can be carried out with the co-occurrence approach is to see the frequency of occurrence along thes e terms. The 
frequency of how much these terms occurrence on documents corpus. Each of the documents contained in the 
corpus have content or topics vary. So, the terms that are in the document a specific topic will have a different 
context with  the terms of the document with other topics. Therefore, this paper proposes a new method of 
measurement term similarity with co-occurrence based on cluster of documents on the generate of Arabic 
thesaurus. The documents will be in the corpus clustering to group by the proximity of the content of the 
document. To get the term similarity value calculat ion clusterweight by leveraging the value of inverse cla ss 
frequency of each term to an existing cluster. Thesaurus is formed by looking at the value of the calculation 
result of the similarity term. Thesaurus formed by the proposed method succeeded in improving inter-term 
relevance is evidenced by the experimental results have a precision value of 63,3%, amounting to 78,6% recall 
and F-measure by 50%. 
Keywords - Thesaurus, Co-occurrence; Term Similarity; Arabic; Document Cluster 
I.  PENDAHULUAN 
Pada hakekatnya, temu kembali informasi harus 
dapat menampilkan dokumen-dokumen yang relevan 
sesuai dengan keiinginan pengguna pada proses 
pencarian dokumen. Terdapat permasalahan di mana 
kata kunci atau query yang digunakan untuk 
melakukan  pencarian dokumen memiliki makna yang 
berbeda-beda melihat batas keamampuan pengguna 
dalam pemilihan kata-kata yang digunakan dalam 
pencarian [1]. Perbedaan makna sebuah kata atau term 
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merupakan permasalahan yang terus dikaji dalam 
bidang  temu kembali informasi agar dokumen-
dokumen yang dihasilkan dalam pencarian dokumen 
relevan dengan keiinginan pengguna. Sistem harus 
dapat mengatasi permasalahan ambiguitas suatu kata 
serta harus dapat mengatasi ketidak cocokan antara 
dokumen dengan  query dari pengguna. Untuk 
mengatasi hal tersebut terdapat tools atau kamus yang 
dinamakan dengan thesaurus [2]. 
Thesaurus merupakan kamus yang minimal berisi 
daftar kemiripan term dan dapat digunakan sebagai 
alat dalam melakukan query expansion sehingga 
meningkatkan relevansi hasil pencarian [3]. Yang 
dimaksud dengan kemiripan term bukan hanya term 
yang memiliki art ian sama saja, namun term-term 
yang memiliki hubungan semantik atau kemiripan 
berdasarkan konsep konteks atau representasi objek 
yang sama [4]. Sebagai contoh lain penggunaan 
thesaurus juga dapat dikembangkan sebagai tools 
untuk melakukan ekspansi dalam melakukan cek 
plagiarism suatu dokumen. Di mana penelitian 
sebelumnya telah melakukan cek plagiarism dengan 
menghimpun kata-kata yang tersebar pada dua 
dokumen [5]. 
Terdapat dua cara dalam melakukan pembangunan 
kamus thesaurus yaitu, pembangunan secara manual 
dan secara otomatis. Pembangunan thesaurus secara 
manual memiliki permasalahan pada lama waktu 
proses pembangunan serta sumber daya yang 
dibutuhkan. Oleh sebab itu dibutuhkan pembangunan 
thesaurus dengan cara otomatis untuk menekan biaya 
dan efektifitas waktu [1]. Pembangunan thesaurus 
secara otomatis memiliki banyak cara, salah satunya 
dengan dengan menghitung kemiripan term secara 
statistikal. Pointwise mutual information dan dice 
yang dapat digunakan untuk menghitung kemiripan 
term secara simetris [6]. 
Penelitian yang dilakukan oleh [3] untuk 
membangun thesaurus Bahasa Arab secara otomatis 
dengan pendekatan statistikal co-occurrence. Teknik 
co-occurrence digunakan untuk menemukan 
kemiripan antar term dalam melakukan pembangunan 
kamus thesaurus. Bahasa Arab digunakan sebagai 
studi kasus dalam pembangunan kamus thesaurus 
tersebut dikarenakan Bahasa Arab digunakan pada 23 
negara bahasa resminya, dan hampir 422 juta orang 
menggunakan Bahasa Arab sebagai Bahasa 
keseharian. Selain itu Bahasa Arab memiliki 
morfolologi yang kompleks sehingga masih sedikit 
pengembangannya. [1]. Teknik co-occurrence yang 
digunakan untuk membangun thesaurus Bahasa Arab 
merupakan perhitungan kemiripan antar term secara 
asimetris dengan melihat kemunculan bersama kedua 
term [7]. 
Beberapa peneliti mengatakan bahwa perhitungan 
kemiripan secara asimetris lebih baik dibandingkan 
perhitungan secara simetris. Hal tersebut dikarenakan 
perhitungan secara simetris  akan menyebabkan 
keberulangan atau kemunculan term-term yang 
bersama akan terhitung lebih sering, sehingga tidak 
begitu membantu dalam melakukan eksplorasi kata 
kunci atau query expansion pada saat pencarian 
dokumen [3]. 
Teknik co-occurence dilakukan dengan 
memperhatikan frekuensi kemunculan bersama kedua 
term. Frekuensi kemunculan tersebut dihitung 
berdasarkan dokumen-dokumen yang ada pada 
corpus. Namun, setiap dokumen-dokumen pada 
corpus memiliki bahasan atau topiknya sendiri-sendiri. 
Hal tersebut mengakibatkan perbedaan konteks 
terhadap term-term yang berada pada topik yang 
berbeda. Sebagai contoh kata “يلص” pada topik 
“sholat” memiliki artian proses ibadah yang 
dinamakan sholat. Namun kata tersebut akan berbeda 
makna pada topik “nikah” yang memiliki artian 
berdo’a. Dari hal tersebut dapat disimpulkan 
perbedaan topik akan mengakibatkan perbedaan 
makna term-term pada topik tersebut. 
Hubungan term terhadap topik dokumen atau 
cluster dokumen dapat dilihat dari nilai keinformat ifan 
term tersebut. Nilai keinformatifan suatu term tidak 
hanya dapat dilihat dari sisi dokumen saja, melainkan 
juga dapat dilihat dari klaster dokumen itu berada [8]. 
Untuk mendapatkan nilai keinformatifan  suatu 
term pada cluster dokumen, maka diperlukan 
klasterisasi pada dokumen. Clustering dokumen-
dokumen corpus dalam melakukan pembangunan 
thesaurus secara otomatis dapat membantu 
meningkatkan relevansi antar term, dikarenakan 
dokumen-dokumen tersebut berkelompok-kelompok 
berdasarkan karakternya yang sama sehingga term-
term pada dokumen di cluster yang sama juga 
memiliki nilai kemiripan yang tinggi.  Sehingga term-
term pada cluster yang berbeda merupakan term-term 
yang memiliki topik bahasan yang berbeda yang 
mengakibatkan nilai relevansinya jauh. 
Oleh sebab itu paper in i mengusulkan metode baru 
dalam perhitungan kemiripan term dengan co-
occurrence yang memperhatikan cluster dari dokumen 
pada pengembangan thesaurus Bahasa Arab. Metode 
yang diusulkan merupakan pengembangan dari 
metode perhitungan co-occurrence sebelumnya, di 
mana metode sebelumnya memperhatikan kemunculan 
bersama term berdasarkan dokumen [2][3]. Sedangkan 
metode yang diusulkan memperhatikan kemunculan 
bersama term berdasarkan cluster dari dokumen 
dengan memanfaatkan perhitungan Inverse class 
frequency. Inverse class frequency digunakan untuk 
melihat nilai keinformatifan suatu term pada cluster 
dokumen. Metode yang disusulkan pada paper ini 
digunakan untuk meningkatkan relevansi term-term 
pada thesaurus. 
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II. METODE PENELITIAN 
 
Gambar 1. Alur Proses Metode Usulan 
Gambar 1 merupakan alur dari metode yang 
diusulkan. Metode tersebut merupakan pengembangan 
metode sebelumnya di mana metode sebelumnya  
memperhatikan kemunculan bersama term 
berdasarkan dokumen dengan memanfaatkan 
perhitungan TF-IDF, sedangkan metode usulan 
memperhatikan cluster dokumen dengan 
memanfaatkan perhitungan TF-ICF. 
A. Data 
Dokumen yang digunakan merupakan dokumen-
dokemen fiqih berbahasa arab yang diambil dari E-
Book pada Maktabah Syamilah. Dokumen yang 
digunakan sebanyak 1000 dokumen. Di mana 
dokumen tersebut diambil dari 5 topik yang berbeda-
beda yaitu haji, nikah, puasa, sholat dan zakat. Contoh 
dari dokumen yang digunakan dapat dilihat pada 
Gambar 2. 
 
Gambar 2. Contoh Dokumen Bahasa Arab 
B. Preprocessing 
Pada tahapan ini dilakukan preprocessing dari 
dokumen untuk mendapatkan term-term yang siap 
diolah pada proses berikutnya. Dokumen-dokumen 
fiqih berbahasa arab yang telah dikumpulkan akan di 
proses pemisahan rangkaian kata berdasarkan 
delimiter atau pemisah kata seperti karakter spasi. 
Proses pemisahan tersebut sering disebut dengan 
tokenizing. Kemudian proses dilanjutkan dengan 
normalization dan filtration yaitu menghilangkan 
harokat serta simbol-simbol yang tidak penting. 
Kemudian proses berlanjut dengan stopword removal 
atau menghapus kata-kata yang dianggap tidak 
penting. Untuk mendapatkan bentuk kata dasar maka 
kata-kata atau yang disebut dengan term dilakukan 
stemming. 
C. Clustering Dokumen 
Tahapan clustering digunakan untuk 
mengelompokkan dokumen-dokumen berdasarkan 
kedekatannya. Dokumen-dokumen corpus yang 
banyak dan tidak memiliki label perlu di clustering 
untuk dikumpulkan dengan dokumen-dokumen yang 
sejenis. Metode untuk melakukan clustering dapat 
dibagi dua yaitu secara hirarki dan secara partisi. 
Untuk melakukan clustering pada dokumen, metode 
partisi sangat cocok karena kebutuhan komputasi yang 
rendah. Sedangkan metode hirarki memiliki 
kompleksitas waktu yang tinggi [9]. 
Metode clustering K-Means merupakan salah satu 
metode partisi yang sangat mudah untuk 
diimplementasikan serta memiliki waktu kompleksitas 
yang rendah. Metode K-Means dilakukan dengan 
memilih K-dokumen sebagai centroid. Kemudian 
menghitung jarak setiap dokumen terhadap dokumen-
dokumen centroid. Perubahan titik centroid dilakukan 
secara berulang hingga tercapainya stop criteria [9]. 
Perhitungan jarak dokumen dengan titik centroid 
dilakukan dengan konsep vector space model di mana 
perhitungannya menggunakan cosine similarity seperti 
pada persamaan (1) di mana d merupakan titik 
centroid cluster ke a, sedangkan 𝑑 ′  merupakan 
dokumen ke i [9]. 
cos(𝑑 , 𝑑 ′) =
𝑑 ∙  𝑑 ′
|𝑑||𝑑 ′|
 (1) 
Perubahan titik centroid dilakukan setelah semua 
dokumen yang ada telah terbagi ke dalam klaster-
klaster. Perubahan titik centroid akan berhenti hingga 
stop criteria terpenuhi. Stop criteria dapat terjadi bila 
perubahan titik centroid tidak signifikan atau telah 
didefinisikan di awal batas perulangan dari proses 
clusterisasi itu sendiri. Dalam perubahan titik centroid 
cluster dilakukan dengan mengikuti persamaan (2) d i 
mana 𝑑𝑖 merupakan vektor dokumen pada cluster 𝑠𝑗 . 
𝑐𝑗  merupakan vektor centroid sedangkan 𝑛𝑗  
merupakan jumlah  dokumen yang terdapat pada 
klaster 𝑠𝑗  [10]. 
𝑐𝑗 =
1
𝑛𝑗
∑ 𝑑𝑖
∀𝑑𝑖∈𝑠𝑗
 (2) 
Clustering pada dokumen-dokumen corpus 
dilakukan dengan stoping criteria 1000 iterasi. Dari 
percobaan yang telah dilakukan dengan berbasis pada 
elbow method didapatkan 6 cluster dokumen. Cluster 
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dokumen tersebut yang digunakan untuk proses 
selanjutnya. 
D. Term Frequency – Inverse Class Frequency 
Inverse class frequency yang disingkat menjadi 
ICF merupakan salah satu metode pembobotan term. 
Pembobotan term dengan ICF memperhatikan 
kemunculan term pada kumpulan kategori atau cluster. 
Term yang jarang muncul pada banyak cluster adalah 
term yang bernilai untuk klasifikasi. Kepentingan tiap 
term diasumsikan memiliki proporsi yang 
berkebalikan dengan jumlah kelas yang mengandung 
term [8]. 
Pembobotan ICF dapat mengetahui nilai 
keinformatifan suatu term pada cluster. Hal in i 
dibuktikan oleh Fauzi dkk serta Septiyawan dkk, di 
mana ICF digunakan untuk pembobotan term pada 
perangkingan dokumen [8] [11]. 
TF-ICF dilakukan dengan melihat frekuensi term 
terhadap cluster sesuai dengan persamaan (3) di mana 
nilai ICF pada term j dipengaruhi dengan jumlah 
cluster yang ada C, dan 𝑐𝑓𝑗  jumlah cluster yang 
mengandung term j. 
𝐼𝐶𝐹𝑗 = 1 + log
𝐶
𝑐𝑓𝑗
 (3) 
Kemudian setiap term j pada cluster-cluster i akan 
dihitung bobotnya 𝐶𝑗𝑖  dengan perhitungan pada 
persamaan (4) di mana 𝑡𝑓𝑗𝑖   frekuansi term j pada 
cluster i dikali dengan ICF term j. 
𝐶𝑗𝑖 = 𝑡𝑓𝑗𝑖  ×  𝐼𝐶𝐹𝑗  (4) 
E. Co-occurrence Berdasarkan Cluster Dokumen 
Setelah dokumen-dokumen fiqih Bahasa Arab di 
clustering menggunakan metode K-Means dan setiap 
term memiliki nilai bobot TF-ICF, tahapan yang 
dilakukan selanjutnya adalah melakukan tahapan 
teknik co-occurrence pada term-term yang ada. 
Teknik co-occurrence ini dilakukan dengan 
perhitungan clusterweight. 
Perhitungan clusterweight yang dilakukan pada 
paper ini merupakan pengembangan dari perhitungan 
clusterweight konvensional [3].  Tu juan dari 
perhitungan clusterweight pada paper ini melakukan 
pembobotan berdasar kan cluster dokumen atau TF-
ICF. Perh itungan kemiripan tersebut dilakukan 
terhadap semua term yang ada dengan mengikuti 
persamaan (5) yang merupakan perhitungan kemiripan 
term pada tahapan teknik co-occurrence berbasis pada 
ICF di mana 𝐶ℎ𝑗𝑘 merupakan bobot term j dan term k 
muncul bersama pada cluster h (TF-ICF term j dan 
term k). TF d idapat dari frekuensi terkecil dari kedua 
term tersebut. 𝐶ℎ𝑗   merupakan bobot term j pada 
cluster h (TF-ICF term j). Sedangkan 𝐶𝑓𝑘    merupakan 
jumlah cluster yang terdapat term k   dan M adalah 
jumah cluster keseluruhan. 
𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑊𝑒𝑖𝑔ℎ𝑡 (𝑡𝑗, 𝑡𝑘) =  × 
∑ 𝐶ℎ𝑗𝑘
𝑚
h =1
∑ 𝑐ℎ𝑗
𝑚
h =1
×
 
log 𝑀
𝐶𝑓𝑘
log 𝑀
  
(5) 
Diketahui pula bahwa perhitungan ini merupakan 
perhitungan statistikal asimetris di mana 
𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑊𝑒𝑖𝑔ℎ𝑡 (𝑡𝑗, 𝑡𝑘)  ≠ 𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑊𝑒𝑖𝑔ℎ𝑡 (𝑡𝑘, 𝑡𝑗). 
Hasil dari perhitungan clusterweight merupakan 
nilai kemiripan antara term j dan term k. Nilai 
kemiripan tersebut digunakan untuk membentuk 
thesaurus. 
III. HASIL PENELITIAN 
Perhitungan clusterweight menghasilkan nilai 
kemiripan antar term di mana nilai tersebut digunakan 
untuk membentuk thesaurus. Contoh hasil kemiripan 
term yang dijadikan thesaurus jika digambarkan dapat 
dilihat pada Tabel 1. 
Tabel 1. Contoh Hasil Thesaurus 
يلص 
Doa 
ملس يلو كلم 
Salam Wakil Raja 
Tabel 2. Daftar Query Pengujian 
ID Q UERY 
Q1 
ةلاصلا يف مائو يف ةعونتم 
" Rukun-rukun dalam sholat " 
Q2 
جاوزلا نم نوناقلا ذيفنت ةيفيك 
" Bagaimana hukum melaksanakan nikah " 
Q3 
جحلا طورش 
" Syarat-syarat melaksanakan ibadah haji " 
Q4 
جحلا ءادأ نأ يغبني اذامل 
" Mengapa harus melaksanakan ibadah haji " 
Q5 
جحلا يف ةمرحم رومأ 
" Hal-hal yang dilarang saat berhaji " 
Q6 
ةاكزلا ردصي مزلم صخش يأ 
" Siapa saja yang wajib mengeluarkan zakat " 
Q7 
رشع ميسارملا 
" Tata cara berzakat " 
Q8 
موصلا نوناقلل نكمي فيك 
" Bagaimana hukum dalam berpuasa " 
Q9 
طقف مئاصلا رطفت يتلا ءايشلأا يه ام 
" Hal-hal apa saja yang membatalkan puasa " 
Q10 
مايصلا بجي اذامل 
" Mengapa harus berpuasa " 
Pengujian terhadap hasil pembentukan thesaurus 
dilakukan dengan menerapkannya terhadap pencarian 
dokumen. Untuk pengujian in i d igunakan query yang 
telah ditentukan seperti pada Tabel 2. Query yang 
telah ditentukan tersebut dimasukkan kedalam sistem 
untuk mendapatkan hasil perankingan dokumen fiqih 
bahasa arab. 
Term-term pada query akan dilihat kemiripannya 
dengan term lain pada thesaurus yang telah dibentuk. 
Term-term yang mirip akan digabungkan dengan term 
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pada query untuk digunakan dalam pencarian 
dokumen. Hasil dari pengujian didapatkan seperti pada 
Tabel 3. 
Tabel 3. Hasil Pengujian 
Query 
Metode Usulan Co-occurrence 
P 
(%) 
R 
(%) 
F 
(%) 
P 
(%) 
R 
(%) 
F 
(%) 
Q 1 20,0 17,6 18,8 50,0 44,1 46,9 
Q 2 10,0 27,3 14,6 34,1 63,6 34,1 
Q 3 50,0 78,6 50,0 30,0 64,3 40,9 
Q 4 26,7 53,3 35,6 40,0 80,0 53,3 
Q 5 3,3 14,3 5,4 10,0 42,9 16,2 
Q 6 23,3 77,8 35,9 23,3 77,8 35,9 
Q 7 63,3 30,2 40,9 50,0 23,8 32,3 
Q 8 11,8 9,1 11,8 63,3 34,5 44,7 
Q 9 23,3 50,0 31,8 20,0 42,9 27,3 
Q 10 10,0 42,9 16,2 10,0 42,9 16,2 
IV. PEMBAHASAN 
Dilihat dari tabel hasil pengujian, nilai-nilai 
precision, recall dan f-measure hasil pengujian banyak 
yang bernilai kecil atau di bawah 50%, hal in i 
dikarenakan oleh beberapa faktor. Yang pertama 
adalah metode query expansion di mana term-term 
pada thesaurus ditambahkan secara langsung terhadap 
term-term query hal tersebut menyebabkan bobot term 
query asli dengan term thesaurus menjadi sama dan 
mengubah nilai informasi dari query tersebut. 
Faktor kedua adalah perseberan term terhadap 
cluster yang ada  di mana suatu term memiliki 
frekuensi yang besar pada setiap cluster namun 
memiliki makna atau konteks yang berbeda mengingat 
kategori asli pada dokumen yang digunakan 
merupakan kategori-kategori yang memiliki konteks 
yang berbeda. Permasalahan tersebut dapat disiasati 
dengan lebih mengkonvergenkan kategori pada 
dokumen-dokumen corpus dan juga menggunakan 
metode query expansion yang tidak mengurangi nilai 
keinformatifan query awal. 
Dilihat pula pada hasil dokumen yang di-retrieve. 
Di mana dokumen-dokumen tersebut memiliki topik 
yang sama yaitu topik “puasa”, hal tersebut dapat 
diartikan bahwa term-term yang dihasilkan pada 
thesaurus berada pada satu topik. Meskipun beberapa 
term juga terdapat pada topik lain, namun jika term-
term hasil thesaurus digabungkan sesuai term query 
maka akan menunjuk pada topik yang sama. Dari sini 
dapat disimpulkan bahwa term-term hasil thesaurus 
berkelompok dan relevan dengan topik-topik yang 
ada. Namun perlu adanya filterisasi atau treshold 
terhadap hasil perhitungan clusterweight yang tepat 
untuk melakukan pembentukan thesaurus, karena 
semakin  kecil nilai treshold pada hasil clusterweight 
akan menyebabkan banyaknya term yang ikut 
digunakan pada query expansion. Sehingga makna 
dari query asli akan berubah. 
V. PENUTUP 
A. Kesimpulan 
Metode pendekatan statistikal asimetris co-
occurrence berdasarkan cluster dokumen merupakan 
metode pengukuran kemiripan term pada 
pembentukan thesaurus yang memperhatikan 
frekuensi kemunculan bersama dilihat dari cluster 
dokumen. Metode usulan tersebut dapat membentuk 
thesaurus Bahasa Arab secara otomatis. Hal in i 
dibuktikan dengan nilai terbesar precision sebesar 
63,3% d i mana nilai tersebut mampu bersaing dengan 
nilai precision dari metode co-occurence 
konvensional. 
B. Saran 
Dalam pembentukan thesaurus secara otomatis 
dengan pendekatan statistikal perlu memperhatikan 
kategori thesaurus yang akan dibentuk. Di mana 
kategori yang dibentuk harus spesifik seperti contoh 
pembentukan thesaurus kategori politik dan lain 
sebagainya. Dengan spesifikasi kategori tersebut 
maka term-term yang terbentuk merupakan term yang 
memiliki konteks yang sama. 
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