Cure models have been developed to analyze failure time data with a cured fraction. For such data, standard survival models are usually not appropriate because they do not account for the possibility of cure. Mixture cure models assume that the studied population is a mixture of susceptible individuals, who may experience the event of interest, and non-susceptible individuals that will never experience it. Important issues in mixture cure models are estimation of the baseline survival function for susceptibles and estimation of the variance of the regression parameters. The aim of this paper is to propose a penalized likelihood approach, which allows for flexible modeling of the hazard function for susceptible individuals using M-splines. This approach also permits direct computation of the variance of parameters using the inverse of the Hessian matrix. Properties and limitations of the proposed method are discussed and an illustration from a cancer study is presented.
INTRODUCTION
Models for survival analysis typically assume that everybody in the study population is susceptible to the event of interest and will eventually experience this event if the follow-up is sufficiently long. However, in some diseases there is strong biological evidence that, when considering endpoints other than natural death, the event would never occur for some fraction of the subjects. The assumption that some individuals will never experience the event may also be based solely on empirical considerations, such as the presence of a large number of long-term survivors. The presence of 'non-susceptible' individuals (or 'immune' or 'cured' regarding the event of interest) is suggested by a Kaplan-Meier plot of the marginal survival distribution function, which shows a long and stable plateau with heavy censoring at the right extreme. In recent years, there has been 512 F. CORBIÈRE ET AL.
information matrix. The model is presented in the next section. The penalized likelihood approach and the estimation procedure is described in Section 3. In Section 4 a simulation study is shown. An illustrative example is provided in Section 5.
THE MODEL

Mixture cure models
Let U be the unobserved indicator denoting whether an individual is susceptible (U = 1) or nonsusceptible (U = 0) to the event of interest and T is a non-negative random variable denoting the failure time of interest. Taking into account the possibility that a fraction of the population can be considered as immune or cured, the marginal, population-based survival and probability density functions are given by S pop (t|x, z) = (z)S(t|U = 1, x)+1− (z)
(1)
where S pop (t|x, z) and f pop (t|x, z) are the unconditional (marginal) survival and probability density functions of T for the entire population, respectively. S(t|U = 1, x) = P(T >t|U = 1, x) is the survival function for susceptible individuals given a covariate vector x = (x 1 , . . . , x p ) , and (z) = P(U = 1|z) is the probability of being susceptible given a covariate vector z = (z 1 , . . . , z q ) , which may include the same covariates as x. Mixture models assume that S(t|U = 1, x) is proper (i.e. total mass equals 1), so that lim t→∞ S(t|U = 1, x) = 0 and lim t→∞ S pop (t|x, z) = 1− (z). The zero-tail constraint proposed by Taylor [13] assumes that there is a t * such that for all t t * , S(t|U = 1, x) = 0. Usually one takes t * = t , where t is the last observed failure time. When (z) = 1 for all z, i.e. when there is no cured fraction, the mixture cure model reduces to the standard survival model. The proportion of cured patients can be modeled by the usual binary regression models. Farewell [6] , Kuk and Chen [12] , Peng and Dear [14] and Sy and Taylor [15] all used a logistic regression model with logit link, logit( (z)) = b z, where b is the vector of regression parameters associated with z, including an intercept. Other regression models include the probit link and the complementary log-log link [21] .
In parametric mixture cure models, S(t|U = 1) is specified by a few parameters, whereas in semiparametric mixture cure models it is left arbitrary. In PH models, the conditional distribution of T is modeled by
where S 0 (t|U = 1) and 0 (t|U = 1) are the baseline conditional survival and hazard functions, respectively. The marginal, population based, hazard function is then given by
513 From (4) it can be seen that at the population level, the PH assumption no longer holds. If S 0 (t|U = 1) is left arbitrary, the model is the semiparametric Cox PH mixture cure model as described by Kuk and Chen [12] , Peng and Dear [14] and Sy and Taylor [15] .
Likelihood function
Suppose the data are of the form (t i , i , x i , z i ), i = 1, . . . , n, where i is the censoring indicator with i = 1 if t i is uncensored and i = 0 otherwise. It follows that, if i = 1 then u i = 1, and if i = 0 then u i is not observed, where u i is the value taken by the random variable U i . Under the assumption of type I censoring, the likelihood contribution for individual
where 0 (t|U = 1) = t 0 0 (v|U = 1) dv is the conditional cumulative hazard function. When no cured fraction is assumed, i.e. (z i ) = 1 for all z i , the likelihood function (5) reduces to the likelihood of the standard survival model.
THE PENALIZED LIKELIHOOD APPROACH
Penalized likelihood function
Most often the conditional hazard function can be expected to be smooth. A possible means to introduce such a priori knowledge is to penalize the likelihood by a term, which takes large value for rough functions. We choose the roughness penalty function to be the L2 norm of the second derivative of the conditional hazard function. The penalized likelihood function is then given by
where l is the full log-likelihood given in (5) and >0 a positive smoothing parameter, which controls the trade-off between the fit to the data and the smoothness of the function. Maximization of (6) in the desired class of function defines the maximum penalized likelihood estimators (MPnLE) 0 (.|U = 1),b andĉ.
Approximation by splines
The estimatorˆ 0 (.|U = 1) cannot be computed explicitly but can be approximated by a linear combination of m cubic M-splines, which are normalized B-splines. An M-spline of order k is defined as 
Each M j is a piecewise polynomial of degree k −1 and each associated I j is a piecewise polynomial of degree k defined as (for t j x<t j+1 )
Note that M-splines are non-negative and I-splines are monotonically increasing. The monotonicity constraint for a function represented on a basis of I-splines can thus be fulfilled by constraining the coefficients to be positive. The estimatorˆ 0 (.|U = 1) can be approximated by a linear combination of m I-splines˜ 0 (.
. By differentiating, we get the conditional baseline hazard function with the same vector of coefficients
The resulting function is a smooth positive function, defined on the positive real line and has continuous second derivatives. A spline function is completely defined by a sequence of increasing knots (t 1 , . . . , t l ) and the coefficients h. The first knot is set at 0 and the last knot is set at the last (possibly censored) follow-up time point, so that the hazard function is defined on the whole follow-up period, including censored times greater than the last observed event time. Other knots can be either put equidistantly between the first and last one, or can be defined taking into consideration the observed times. Therefore, we have m =l +2 parameters to estimate the conditional hazard function. Theoretically, the more knots, the better the approximation. Increasing the number of knots does not deteriorate the MPnLE: this is because the degree of smoothing in the penalized likelihood method is tuned by the smoothing parameter and not by the number of splines. On the other hand, once a sufficient number of knots is established, there is no advantage in adding more. Moreover, the more knots, the longer the running time, especially if the method involves a search for the smoothing parameter. Furthermore, some numerical problems (slow convergence or failure to invert the Hessian matrix) can arise, particularly for a large number of knots. Generally, we found that a good choice for the number of knots is between 7 and 20. 
Estimation procedure
We implemented the method with a Fortran program. The approximation˜ 0 (t|U = 1) of 0 (t|U =1) is the function belonging to the space generated by the basis of splines, which maximizes pl( ). The estimateĥ of h for a fixed is obtained by maximizing the log-likelihood using the robust Marquardt algorithm [22] , which is a combination of a Newton-Raphson algorithm and a steepest descent algorithm. This algorithm has the advantage of being more stable than the NewtonRaphson algorithm while preserving its fast convergence property near the maximum. Convergence is attained when the difference between two consecutive log-likelihoods is small, the coefficients are stable and the gradient is small enough. This maximization method performs well in most cases. To avoid the identifiability problem that may sometimes arise due to the absence of constraint on the conditional survival function, initial MPnLE values for h and c may first be obtained by fitting a standard survival model to the uncensored subjects.
The variance of regression parameters are computed using the inverse of the matrix of the second derivatives of the penalized likelihood.
Selection of the smoothing parameter
Because we model the conditional hazard function and we do not constrain the conditional survival function at the right tail, parameters estimates may be sensitive to the choice of .
In our estimation method, an empirical estimate of can be provided or the smoothing parameter can be chosen by maximizing an approximate cross-validation score [23]
where l is the likelihood given in (5) with the corresponding Hessian matrix H l and H pl is the Hessian matrix based on the penalized likelihood [19] . In the presence of very late failure times, the automatic selection of the smoothing parameter may give MPnLE that suggest the absence of a cured fraction (i.e. (z) ≈ 1 andŜ(t max |U = 1)>0), where t max is the last follow-up times. However, the existence of very late failure times may also preclude the application of mixture cure models because it may indicate the absence of a cured fraction or insufficient follow-up.
SIMULATION STUDY
In this section we present the results from two simulation studies to illustrate the performance of the proposed estimation method.
The first simulation study aims at evaluating the performance of the model in a regression context. Data were generated from the logistic-Weibull mixture cure model. Specifically, the cured fraction is modeled through 1− (z) = [1+exp( 0 + 1 z)] −1 and the latency part is given by S(t|U = 1) = exp(−( t) exp( z)). The covariate z was fixed by design and binary, with half of the individuals having z = 1. Censoring times C were derived from an exponential distribution with censoring rate c . Each individual was followed for at most max = 10, so that the data were (t, , z) where t = min(C, 10) when that the covariate z has no effect on the incidence part or that it increases the cured fraction in individuals with z = 1, respectively. In the same way, values for were either 0 or 0.5, meaning that the covariate z has no effect on the latency part or that it accelerates the occurrence of failure in susceptible individuals with z = 1. We set = 0.3 and = 2.2. The censoring rate c was either 0.05, 0.1 or 0.3 representing, low, mild and heavy censoring, respectively (corresponding to an average 10, 25 and 50 per cent of censored susceptible individuals, respectively). The penalized likelihood approach was applied to each sample with seven equidistantly distributed knots defining the hazard function. The smoothing parameter was chosen automatically for each sample using the cross-validation method explained previously.
For each configuration, 500 samples were generated, with sample size 200. For each sample, the value ofŜ 0 (t max |U = 1) was recorded, where t max is the last follow-up time.
Tables I-III present the estimated biases for regression parameters 0 , 1 and based on 500 samples. To evaluate the adequacy of estimated variances, we compared the empirical variance, i.e. the variance of estimates, with the mean of estimated variances. The coverage rates of the normal approximation 95 per cent confidence interval, based on the point estimates and the estimated variances are also shown for each regression parameter. Results from the semiparametric mixture cure model of Peng and Dear [14] and Sy and Taylor [15] applied to the same samples with a zero-tail constraint are also presented in terms of biases and empirical variance. Results are only presented here for 1 = −1 and 1 = 0.5, but conclusions were almost identical for other simulated values.
It can been seen from Tables I to III that point estimates have little biases in most cases and that the proposed estimation method performs as well as the semiparametric approach. The biases onˆ 1 andˆ are higher in case of heavy censoring, meaning that a reasonable proportion of nonsusceptibles surviving for long enough is needed to ensure a good estimate of the incidence and latency effect of covariates. Also note that the penalized likelihood approach yields smaller biases forˆ 0 than the semiparametric modeling, due to the absence of tail constraint. In addition, the empirical variance and the mean of estimated variances agree pretty well and coverage rates are good in most cases with mild censoring, suggesting that the variance estimators perform quite well. In case of heavy censoring and small proportions of susceptible individuals ( 0 = −1.3863), the estimateˆ is not stable, due to an insufficient number of observed events, which is reflected by high observed and estimated variances. However, the variances estimators still perform well and coverage rates are still reasonable. In the second simulation study, we focused on the estimation of the baseline conditional hazard function. To illustrate the flexibility of the conditional hazard function estimator based on M-splines, we generated a mixture of two Weibull hazard functions, such that S(t|U = 1) = pS 1 (t|U = 1)+(1− p)S 2 (t|U = 1) where S 1 (t|U = 1) = exp(−( 1 t) 1 exp( Z )) and S 2 (t|U = 1) = exp(−( 2 t) 2 exp( Z )). We set 1 Under this setting 500 random samples were generated with sample size 1000, 400 and 200. The penalized likelihood approach was applied with an automatic search for the smoothing parameter with 14 equidistantly distributed knots. The performances of the estimates of the conditional hazard and survival functions were evaluated in term of biases at different time points, i.e. 0.6, 3.5, 6.5 and 10. The variance ofˆ 0 (t|U = 1) was computed using the delta method, and we compared the empirical variance, i.e. the variance of estimates, with the mean of estimated variances. The results are shown in Table IV . With sample size 1000, biases are small at all time points and suggest good properties of the estimators. Biases increase with smaller sample sizes. Empirical variances and the means of estimated variances agree in most cases and coverage rates are satisfactory. The largest variances are observed at time point 10, when the number in the set at risk is reduced. The good fit between the simulated conditional baseline hazard function and the mean estimated curves are illustrated graphically on Figure 1 .
APPLICATION
To illustrate the penalized likelihood approach, we consider the data from a study of patients with tonsil cancer who received radiation therapy [24] : 672 patients with squamous cell carcinoma of the tonsil were collected by the investigators. The data have already been explored using a semiparametric PH mixture model [15] and a semiparametric accelerated mixture cure model [25] . In this example, local recurrence is considered as the event and failure time is time from initial treatment to local recurrence. After an approximate 15 years follow-up period, 206 events were observed. The Kaplan-Meier plot of the marginal survival function levels off with a large and stable plateau at the right tail, ensuring the appropriateness of the mixture cure model approach (not shown here). Six covariates are considered here, including T-stage, which has four levels (T 1 ; T 2 ; T 3 ; T 4 ), neck node status, which has two levels (negative (N0) and positive (N+)), sex, and the continuous variables age, total dose and overall treatment duration. In our application of the penalized likelihood approach, we used 14 knots equidistantly placed between 0 and the last follow-up time (14.46 years). Adding more knots did not improve the likelihood significantly and did not result in modifications of the baseline conditional hazard function (not shown). The results were not sensitive to the location of knots. The smoothing parameter was chosen automatically based on the cross-validation criterion and was almost similar for 12 knots or more (about 10 −5 ). Standard errors for the parameter estimates were computed using the inverse of the second derivative of the penalized likelihood. Table V gives the results from the proposed penalized likelihood estimation method and from the Cox PH mixture cure model of Sy and Taylor [14] . Parameter estimates are very similar between the two estimation methods and variance estimates are in close agreement. T-stage acts significantly on the incidence part, patients with high T-stage being cured less often. The effect of T-stage is also significant on latency ( p = 0.003), with patients with T-stage = 2 having delayed recurrences. Node status is found to be significant in the latency part ( p = 0.012) but not in the incidence part ( p = 0.087), with earlier recurrence times for those with positive nodes. The total dose and treatment duration are highly significant for incidence but not for latency. Higher doses reduce the recurrence rate while patients with long treatment duration are at high risk to fail. Sex is not significant on either incidence or latency. While it is not significant for the incidence part, the effect of age is significant on latency, local recurrence being delayed in older patients. Figures 2 and 3 illustrate the effect of age and T-stage on incidence and latency. The estimated conditional and marginal hazard functions and the corresponding survival functions based on the penalized likelihood approach were computed for a male, node positive patient who received 64 Gy total dose and had overall treatment duration of 45 days. The number at-risk in the susceptible group, based on the model estimates, was 326.0 at t = 0, 158.43 at 6 months, 45.66 at 2 years, 11.20 at four years and only 1.85 after 8 years of follow-up. The effect of age (Figure 1 ) is computed for fixed T-stage = 2. The opposite effect of age on incidence and latency is illustrated by survival and hazard curves that cross. The effect of T-stage is computed for fixed age = 60 years. Similarly the marginal hazard curves cross after 1 year, illustrating the different effects of T-stage on incidence and latency. Because of a very long follow-up period beyond the last failure time, which ensures the appropriateness of the zero-tail constraint, the estimated conditional and marginal survival curves from the Cox PH mixture cure model (not shown here) are similar (although not smooth) to those obtained with our approach.
The conditional hazard curves for both age and T-stage show a bimodal shape between 0 and 4 years, with hazard peaking first around 0.5 year and then around 2.5 years. This was not modified by changing the location of knots. The hazard function is not plotted beyond 4 years, because of the very small number in the risk set beyond this date, but goes to infinity after the last event time (not shown). Note that this bimodal shape could not be identified using a Weibull mixture cure mixture model, and illustrates the flexibility of the approximation of the hazard function using splines. The reason for the two modes in the hazard is unclear. It may be due to scheduling of the patient's visits to the doctor's clinic, at which time recurrences may be first detected. First, the investigators of the study excluded cases with less than one month disease-free follow-up [24] : this explains why the estimate of the hazard function starts from zero. Second, it is possible (although not described in [24] ) that the recurrence has been assessed at visit times with similar schedules for most of the patients. This could have been treated by methods allowing for interval censoring if the visit times had been available. To compare the fit provided by the two-component mixture cure model against the standard survival model with no cured fraction, we used the normalized likelihood-based cross validation criterion (LCV), which is an nearly unbiased estimator of the Kullback−Leibler criterion [23] and reduces to the normalized Akaike information criterion for parametric models (without penalized likelihood). According to Commenges et al. [23] , a difference less than 10 −3 in the LCV values between two models is considered as 'negligible' (i.e. the fit provided by the two models are comparable), whereas a difference greater than 10 −2 is considered as 'moderate' to 'large'. Under the penalized likelihood approach, the results were LVC = 1.5070 for the one component (standard) survival model and LCV = 1.4605 for the two-component mixture cure model indicating that the introduction of a cured fraction provides a better fit to the data. This conclusion was not influenced by the number and location of knots. We also used the LCV to compare the fit provided by the proposed approach and a parametric Weibull approach including the standard Weibull survival model and the logistic-Weibull mixture cure model. The results were LCV = 1.5017 for the Weibull mixture cure model and LCV = 1.7547 for the standard Weibull model. Here again the introduction of a cured fraction improves the fit to the data. Moreover, it can be concluded from the comparison of the LCV values that the penalized likelihood approach is preferred to the Weibull mixture cure model. 
DISCUSSION
In this paper we propose a new estimation method applied to mixture cure models. Our work was mainly motivated by two major issues regarding estimation procedures in this kind of model: the estimation of the conditional survival/hazard function, and the closely related estimation of the variance of regression parameters. The proposed approximation of the conditional hazard function using splines yields a smooth and much more flexible estimate than standard fully parametric distributions. Moreover, estimation could be performed by direct maximization of the full-likelihood function, whereas the EM-algorithm is mostly used in semiparametric mixture cure models [14-16, 25, 26] . Although this estimation procedure works well without specifying any tail constraint, we did not completely rule out the identifiability issues commonly met with mixture cure models. The choice of the smoothing parameter based on the approximate cross-validation score may lead to an improper conditional survival estimate in the presence of late failure time. This issue corresponds, however, to cases where the application of mixture cure models may not be justified due to insufficient follow-up or because the presence of a cured fraction is questionable. Alternatively, data can be analyzed utilizing statistical models that account for heterogeneity among individuals. These models, also known as frailty models, differ from cure models in that they assume all individuals eventually experience the event of interest with varying risks that are greater than zero [27, 28] . The proportion of individuals considered to be cured in the former models are generally considered as having a low risk of experiencing the event in the latter models. As noted by Sy and Taylor [15] , the mixture cure model is a special case of a multiplicative frailty model, in which the hazard for an individual, conditional on U , can be written as (t|U, x) =U (t|U = 1, x). As a frailty variable, U is not entirely observable since an individual becomes labeled as U = 1 if an event is observed. Usually frailties are assumed to follow a distribution such as the gamma, inverse Gaussian or positive stable distribution. These frailty distributions do not allow individuals to have zero risk (i.e. Pr(U = 0) = 0), and the standard frailty models do not allow a cured proportion. As an extension of the parametric family, Aalen [29] considered a compound Poisson distribution, which allows a positive probability for the risk to be zero. A comparison of parametric mixture cure models, gamma frailty mixture models and compound Poisson models was performed by Price and Manutunga [30] in a one-sample, no-covariate analysis of a leukemia data set. Their results suggest that gamma frailty mixture models and compound Poisson models could perform better than parametric mixture cure models. However, these models only account for heterogeneity among individuals in the latency part, not in the incidence part. Parametric mixture cure models with random effects have recently been proposed [31] , but the choice of the frailty distribution and of their covariance matrix may be an important issue. Further work is needed to address these issues using a penalized likelihood approach.
