In this paper, a new control chart scheme has been developed for monitoring the production process mean using successive sampling over two occasions. The proposed chart reduces to three different existing control charts under different assumptions and is compared with these three existing control charts for monitoring the process average. It has been observed that the proposed control chart performs better than the other existing control charts in terms of average run length (ARL). A simulation study using an artificial data set was included for demonstrating the process shift detection power of the proposed control chart.
Introduction
Control charts are being used extensively for monitoring the manufacturing processes to detect any unusual change in the quality characteristic of interest. Timely and speedily investigation of the process shift and the corrective actions, communicated by the control charts, are useful measures toward bringing the process back into statistical control. The control chart is an effective on-line monitoring scheme extensively used for this purpose [1, 2] . Two types of control charts are most commonly used in the literature of the process control: one is used for monitoring the process mean or location (for example, X − Chart), and the other is used for monitoring the variability or dispersion (for example, R − Chart) [3] . In the beginning, the design structure of these charts was based upon simple random sampling, but recently, many techniques have been proposed regarding the designs and sampling schemes.
Successive sampling has been used extensively in applied and social sciences for estimating the mean of the finite population and attracted the attention of many researchers during the last two decades, for more details, see [1, [4] [5] [6] [7] [8] [9] [10] [11] . The idea of successive sampling on two occasions was introduced by [12] . The use of successive sampling in the area of control charts increases its monitoring ability substantially (see for example [13] ). The preparation of surveying the population for estimating the population parameter at different time points is called sampling over successive occasions [4] . In sampling over successive occasions on the matched portion of the sample, the information about the target/interested quality characteristics is collected from the sample of the current occasion, and the information from the preceding samples is used as the auxiliary information. The utilization of the auxiliary information for estimating the parameter using the current situation of population only on two successive occasions have been explored by many authors, including [4, 7, 14] .
Designing of Proposed Control Chart
Suppose that the main quality characteristic of interest is Y with mean µ Y and variance σ 2 Y , and that an auxiliary variable X having mean µ X and variance σ 2 X is also measured from sampling. The correlation coefficient between Y and X is denoted by ρ. It is assumed that σ 2 X = σ 2 Y = σ 2 for simplicity. It is also to be noted that our main variable of interest to be monitored here is the Y variable through discovered information of the X variable. Here, we would like to improve the efficiency of the estimator of µ Y using successive sampling over two occasions.
We draw two samples of size n each at the first and the second occasions. Suppose that there are m common (called matched) units from two occasions so that there are u (n − m) unmatched units from the second occasion. Let x m and y m show the sample means of the matched units for X and Y variables, respectively. Let x u and y u be the sample means for the unmatched units for X and Y variables, respectively. Then, Mukhopadhyay proposed the following estimator of µ Y :
where a, b, c, and d are constant satisfying a + b = 0 and c + d = 1. A more details about the estimation of these constants can be seen in [11] . The variance of estimator under the assumption that population variances are equal is given by
According to [21] [22] [23] , the distribution ofμ Y is given aŝ
The steps of the proposed control chart will be as follows:
Step 1
We draw two samples of size n each at the first and the second occasions. Suppose that there are m common (called matched) units from two occasions so that there are u (n − m) unmatched units from the second occasion. Let x m and y m be the sample means of the matched units for X and Y variables, respectively. Let x u and y u be the sample means for the unmatched units for X and Y variables, respectively.
Step 2
Compute the value of the estimator µ Y = ax u + bx m + cy m + dy u (The algorithm of determining a, b, c and d is given in Section 3.)
Step 3 (Decision State):
Declare the process as in-control if LCL 2 ≤μ Y ≤ UCL 2 and as out-of-control ifμ Y ≥ UCL 1 or µ Y ≤ LCL 1 . Otherwise, go to Step 4
Step 4 (Indecision State):
The process is declared as in-control if i proceeding subgroups have been declared as in-control. Otherwise, repeat Step 1.
Where LCL and UCL show lower control limit and upper control limit, respectively. The proposed control chart consists of four control limits according to the successive sampling estimator are namely LCL 1 , LCL 2 , UCL 1 , UCL 2 having two control limits coefficients k 1 and k 2 . The proposed control chart is an extension of several existing control charts. The proposed control chart reduces to the chart by [18] when i = 0 and to the chart by [24] when k 1 = k 2 . The proposed chart becomes the chart by [25] when i = 0 and
The two outer control limits for the proposed control chart are given as
The two inner control limits are given as
Here, µ 0 is the population mean when the process is in control.
Average Run Lengths
The probability that the process is declared as in-control based on a single sample is given as follows:
When the plotting statistic is in-decision state, the process is repeated as stated in Step 4 of proposed control chart. Let P 0 rep denote the probability for this area. Then, it is given as follows:
Let us define
Then, the probability P 0 in,1 given in Equation (10) can be written as follows:
The probability of repetition is given as
The probability that the process is declared as in control for the proposed chart is given as follows
The average run length (ARL) is one of the most useful performance measures for evaluating the efficiency of a control chart.
The ARL of the proposed control chart when the process is in control is defined as follows
Now, we suppose that the process is shifted from µ 0 to µ 1 = µ 0 + σ f ; where 'f ' indicates shift constant. Let P 1 in,1 denote the probability that the process is declared as in-control for the shifted process based on a single sample is given as
The probability of repeated sampling, say P 1 rep at µ 1 is given as
Then, Equation (22) can be written as
or
The probability of repetition P 1 rep is given as
Hence, the probability that the process is declared as in control for the shifted process is given as follows
So, the ARL for the shifted process is given as follows
Using the above mentioned equations an R-language code program was written and run under the Monte Carlo simulation procedure. The ARLs for in-control and shifted processes were estimated for mean monitoring under the normal distribution for different process settings. The ARL analysis of the proposed scheme for different process settings with control chart coefficients has been given in Tables 1-6. Tables 1-3 Table 2 . The ARL analysis for 300 with n = 30. Table 3 . The ARL analysis for 300 with n = 60. Table 6 . The ARL analysis for 370 with n = 60. The following trends can be noted from Tables 1-6: 1. For all other fixed parameters, the values of ARL decrease as the sample size increases. For example, when ARL 0 = 300, i = 1, ρ = 0.3, f = 0.0005, the ARL = 263 for n = 5, and ARL = 213 for n = 30. 2.
For all other fixed parameters, the values of ARL decrease as i increases from 1 to 4. 3.
It is found that the performance becomes better as this correlation gets stronger.
4.
The performance in terms of ARL becomes better as the subgroup size increases. Figure 1 shows the ARLs according to the shift constant f for different values of n when ARL 0 = 370, i = 1 and ρ = 0.6. It shows that ARLs decrease faster as the sample size increases. Figure 2 shows the ARLs according to the shift constant f for different values of n when ARL 0 = 370, i = 3, and ρ = 0.6. It is seen that ARL curves may meet each other as the sample size increases. It means that the difference between ARLs decreases as the sample size increases for higher values of i.
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Simulation Study
In this section, we will compare the efficiency of the proposed control chart over the existing control charts using the repetitive sampling and multiple dependent state (MDS) sampling through the simulated data. The comparisons between charts will be given for the same values of control chart parameters.
The methodology of developing the proposed control chart using MDS repetitive sampling for process mean monitoring will be further explained via simulation data. In this simulation study, we consider the case of ARL 0 = 370, n = 30, i = 2, k 1 = 3.0275, k 2 = 1.2171, and ρ = 0.6. A simulation data have been generated for constructing the control chart using the above mentioned parametric values. First 20 subgroups are generated from the in-control state of the process with mean zero and standard deviation 3, while the next 18 subgroups are generated from an out-of-control process with f = 0.01. Figure 3 shows the proposed control chart, where an out-of-control signal appears at 38th subgroup. The same data is also plotted on an control chart using repetitive sampling in Figure 4 . From Figure 4 , it is noted that all points lie between LCL 1 and UCL 1 , which cannot detect a shift in the process. The Figure 5 shows the control chart based on the MDS sampling. The control statistics are also plotted on this chart, which again cannot detect a shift in the process. So, by comparing the proposed chart with existing charts, it can be seen that the proposed chart has ability to detect a shift in the process as compared to other charts. 
The methodology of developing the proposed control chart using MDS repetitive sampling for process mean monitoring will be further explained via simulation data. In this simulation study, we consider the case of 0 = 370, = 30, = 2, 1 = 3.0275, 2 = 1.2171 , and = 0.6. A simulation data have been generated for constructing the control chart using the above mentioned parametric values. First 20 subgroups are generated from the in-control state of the process with mean zero and standard deviation 3, while the next 18 subgroups are generated from an out-of-control process with f = 0.01. Figure 3 shows the proposed control chart, where an out-of-control signal appears at 38th subgroup. The same data is also plotted on an control chart using repetitive sampling in Figure 4 . From Figure 4 , it is noted that all points lie between LCL1 and UCL1, which cannot detect a shift in the process. The Figure 5 shows the control chart based on the MDS sampling. The control statistics are also plotted on this chart, which again cannot detect a shift in the process. So, by comparing the proposed chart with existing charts, it can be seen that the proposed chart has ability to detect a shift in the process as compared to other charts. 
Comparison of Proposed Chart with Existing Charts
In this section, we compare the performance of the proposed chart with some existing charts including Shewhart control chart, repetitive sampling control chart, and the multiple dependent state sampling control chart using successive sampling. Tables 7-9 Figure 5 . Control chart using MDS sampling for simulation data: ARL 0 = 370 for i = 2 and ρ = 0.6 with n = 30.
In this section, we compare the performance of the proposed chart with some existing charts including Shewhart control chart, repetitive sampling control chart, and the multiple dependent state sampling control chart using successive sampling. Tables 7-9 It can be found from these tables that the proposed chart is much faster in detecting an out-of-control process. For instance, if a process faces a shift of 0.30 then the Shewhart chart will indicate the out-of-control process after an average of 83.83 samples, Shewhart control chart 82.19, repetitive sampling control chart 80.46 and multiple dependent state sampling chart will indicate an out-of-control process in 63.20 samples while the proposed successive sampling scheme detects the same process in only 3.38 average samples. The similar detecting ability of the proposed chart for ρ = 0.6 and 0.9 can be observed in Tables 7-9.
Concluding Remarks
In this article, we presented a control chart for process mean monitoring using successive sampling over two occasions and MDS sampling. The coefficients of the proposed control charts have been estimated for the target in-control ARL. Extensive tables have been constructed for different process settings to evaluate the monitoring ability of the proposed scheme. It has been observed that the proposed chart is comparatively efficient than four other existing charts in terms of the out-of-control ARLs. The proposed chart using successive sampling works well when the subgroup size is large. The performance in terms of ARL becomes better as the subgroup size increases. It is found that the performance becomes better as this correlation gets stronger. The proposed chart will be an efficient addition in the toolkit of the quality control personnel. The proposed control chart can be only used when the quality of interest follows the normal distribution. The proposed control chart for multivariate distribution can be considered as future research. Funding: This research received no external funding.
