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Abstrakt 
Tato bakalářská práce se zabývá vytvořením domácích úloh pro předmět Algoritmy na téma grafy. 
Práce se skládá z pěti úloh. První úlohou je vytvoření grafů pomocí matice sousednosti, další je 
vytvoření grafu pomocí seznamu sousednosti. Třetí úlohou je implementace Jarníkova algoritmu pro 
hledání minimální kostry. Čtvrtou je implementace Floyd-Warshallova algoritmu pro hledání 
minimálních cest v grafu, zjištění souvislosti a úplnosti grafu. Pátou úlohou je zjištění diskrétnosti 
grafu a implementace NP-úplného problému hledání maximální kliky grafu. 
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Abstract 
This Bachelor’s thesis is about preparing of homeworks for the course Algorithms on graphs. Thesis 
contains five parts. The first task is to create graphs using adjacency matrix, next is to create a graph 
using the adjacency lists. The third task is to implement Prim algorithm for finding the minimum 
skeleton. The fourth is the implementation of Floyd-Warshall algorithm for finding minimum paths  
in the graph, finding the connection and completeness of the graph. The fifth task is to identify and 
implement discretion chart NP-complete problem of finding a maximum clique of graph. 
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Úvod 
Tato bakalářská práce se zabývá vytvořením domácích úloh pro předmět Algoritmy na téma grafy. 
Práce se skládá z pěti úloh. První úlohou je vytvoření grafů pomocí matice sousednosti, další je 
vytvoření grafu pomocí seznamu sousednosti. Třetí úlohou je implementace Jarníkova algoritmu pro 
hledání minimální kostry. Čtvrtou je implementace Floyd-Warshallova algoritmu pro hledání 
minimálních cest v grafu, zjištění souvislosti a úplnosti grafu. Pátou úlohou je zjištění diskrétnosti 
grafu a implementace NP-úplného problému hledání maximální kliky grafu.  
 První kapitola práce nese název Teoretický úvod. Zabývá se teorií grafů, základními pojmy 
spojenými s grafy, pár vybranými algoritmy nad grafy a nakonec je uvedeno, jakým způsobem je graf 
reprezentován na počítači. 
 Druhá kapitola nese název Implementace. Je zde popsán způsob, jakým budou příklady 
implementovány a způsob testování. Dále jsou zde podrobně rozebrány jednotlivé implementované 
příklady. U každého příkladu je pak uvedeno pár testů.  
 V závěru je zhodnocena tato práce. 
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1 Teoretický úvod 
V této kapitole seznámím čtenáře s teorií grafů, grafy, pár základními pojmy z této oblasti, jež budu 
dále využívat, algoritmy pro hledání minimálních cest a minimálních koster a NP-úplnými problémy. 
Nakonec jsou uvedeny základní způsoby implementace grafu v počítačích. 
 
1.1 Teorie grafů 
Za zakladatele teorie grafů je považován švýcarský matematik Leonhard Euler, který roku 1736 řešil 
úlohu, jak projít přes sedm mostů v městě Krakovec, tak aby prošel všechny a ani na jednom nebyl 
dvakrát a nakonec se vrátil do původního místa. Nakonec zjistil pomocí grafů, že to nejde.  
Teorie grafů zkoumá vlastnosti struktur, zvaných grafy. Ty jsou tvořeny uzly, které jsou 
vzájemně spojené hranami. Formálně bychom graf G popsali jako dvojici (U, H), kde U je nějaká 
neprázdná množina uzlů (někdy taky označujeme jako vrcholy) a H je množina hran z některých 
dvojic prvků z U. Takový graf může snadno modelovat souvislosti mezi objekty, návaznosti, spojení 
nebo toky, atd. Své místo v informatice si grafy získaly díky dobré vyváženosti kombinací svých 
vlastností, snadným a názorným kreslením a hlavně jednoduchou zpracovatelností na počítačích. 
Grafy zobrazujeme jako diagramy, schémata apod. Musíme si však uvědomit, že rozmístění uzlů 
a tvar spojení uzlů nehraje vůbec žádnou roli a stejný graf může být nakreslen nekonečně mnoha 
různými způsoby. 
 
 
Obr. 1 – příklad jednoduchého grafu 
 
Graf z obrázku je dán množinou uzlů: 
  U={1,2,3,4,5,6} 
 a množinou hran: 
H={{1,2},{1,5},{2,3},{2,5},{3,4},{4,5},{4,6}} 
 6 
1.1.1 Hrana 
Hrana Hh ∈ je dvojice uzlů, tedy },{ vuh =  pro Uvu ∈, . Uzly u, v jsou konce hrany h. Protože 
hu ∈ , tak říkáme, že u náleží do h, nebo použijeme cizí slovo a řekneme, že u je incidentní s h. Uzly, 
se kterými je uzel u spojen hranou, se nazývají sousedi uzlu u. 
Hrana může být: 
- orientovaná - uspořádaná dvojice uzlů, má vyznačen směr průchodu, hranou lze procházet 
pouze ve vyznačeném směru, při kreslení znázorňujeme šipkou 
- neorientovaná -  neuspořádaná dvojice uzlů, bez vyznačení směru průchodu, hranou lze 
procházet oběma směry 
- smyčka - hrana vedoucí z uzlu do něj samotného orientovaná nebo neorientovaná. 
1.1.2 Neorientovaný graf 
Pojmem neorientovaný graf se v teorii grafů označuje takový graf, který obsahuje neorientované 
hrany. Hrany neorientovaného nemají tedy danou orientaci a výrazy (x, y) a (y, x) označují stejnou 
hranu. Neorientovaným grafem můžeme znázornit třeba elektrickou síť. 
 
Obr. 2 – příklad neorientovaného grafu 
1.1.3 Orientovaný graf 
Pojmem orientovaný graf se v teorii grafů označuje takový graf, který obsahuje orientované hrany. 
Hrany orientovaného grafu mají tedy pevně danou orientaci a výrazy (x, y) a (y, x) označují různé 
hrany. Každý neorientovaný graf možné převést na orientovaný graf, se stejným počtem uzlů 
a dvojnásobným počtem hran. V informatice se orientované grafy často používají například 
pro znázornění konečného automatu. Uzly odpovídají stavům automatu, hrany pak přechodům mezi 
nimi.  
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Obr. 3 – příklad orientovaného grafu 
1.1.4 Ohodnocený graf 
Graf může být rozšířen o ohodnocení hran. Tím dostaneme ohodnocený graf, kde číselná hodnota 
u hrany, občas označována jako váha udává vzdálenost, cenu, náklady na přesun, průchodnost apod. 
Tím dosáhneme modelu reálné sítě, což můžeme využít k modelování a následné analýze cest mezi 
městy, elektrického vedení, toků atd. 
 
Obr. 4 – příklad ohodnoceného grafu 
1.1.5 Podgraf 
Pografem grafu G rozumíme libovolný graf H (značíme GH ⊆ ) na podmnožině 
uzlů )()( GUHU ⊆ , který má za hrany libovolnou podmnožinu hran grafu G majících oba uzly 
v )(HU . Jinými slovy, podgraf dostaneme vymazáním některých hran a některých uzlů včetně hran 
z nich vedoucích. 
 
Obr. 5 – příklad grafu a jeho podgrafu 
 8 
1.1.6 Indukovaný podgraf 
Indukovaným podgrafem je podgraf GH ⊆ takový, který obsahuje všechny hrany grafu G mezi 
dvojicemi uzlů )(HU . Jinými slovy indukovaný podgraf vznikne vymazáním některých uzlů 
a pouze těch hran, které do vymazaných uzlů zasahují. 
 
Obr. 6 – příklad grafu a jeho indukovaného podgrafu 
1.1.7 Sled 
Sled je posloupnost uzlů a hran u0, h1, u1, h2,  ..., hn, un , kde každá hrana hi má počáteční uzel ui -1  
a koncoví uzel ui. 
1.1.8 Cesta 
Cesta z uzlu A do uzlu B je posloupnost uzlů a hran, po nichž se dostaneme z uzlu A do uzlu B, aniž 
bychom šli po některé hraně dvakrát. Tedy jedná se o sled, v němž se neopakují uzly. Délka cesty 
udává vzdálenost startovního a cílového uzlu cesty. V případě neohodnoceného grafu je dána počtem 
hran, přes které vede cesta. U ohodnoceného grafu se jedná o součet hodnot těchto hran. 
1.1.9 Kružnice 
Graf na n uzlech ( 3≥n ), které jsou spojeny hranami do jednoho cyklu, se nazývá kružnice. Značíme 
Cn, kde číslo n udává velikost cyklu. Jinak řečeno kružnice je cesta, kde první a koncový uzel jsou 
stejné. 
Graf, jehož podgraf obsahuje kružnici, nazýváme cyklickým, v opačném případě mluvíme 
o acyklickém grafu. 
 
Obr 7. Příklad kružnic 
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1.1.10 Strom 
Strom označuje neorientovaný graf, který je souvislý a neobsahuje žádnou kružnici. Strom je 
acyklickým grafem. 
1.1.11 Kostra 
Kostra souvislého grafu G takový podgraf souvislého grafu G na množině všech jeho uzlů, který je 
stromem. Kostra má n-1 hran, kde n značí počet uzlů, u souvislého grafu vždy existuje. 
1.1.12 Diskrétnost grafů 
Diskrétní graf je matematický pojem z oboru teorie grafů označující takový graf, v němž žádné dva 
uzly nejsou spojené hranou. Doplňkem diskrétního grafu je úplný graf. Od diskrétního grafu začínají 
mnohé grafové algoritmy (například Borůvkův algoritmus). 
1.1.13 Úplnost grafů 
Úplný graf označuje takový graf, v němž jsou každé dva uzly spojené hranou. Označuje se Kn, kde n 
je počet jeho uzlů. 
 
Obr 8. Příklady úplných grafů 
 
1.1.14 Souvislost grafů 
Souvislý graf je takový neorientovaný graf, v němž platí, že pro každé dva uzly x, y existuje alespoň 
jedna cesta z x do y. U orientovaných grafů zavádíme pojem silná a slabá souvislost.  
Graf je silně souvislý, pokud pro každé dva uzly x, y existuje cesta z x do y i z y do x. 
Graf je slabě souvislý, pokud jeho symetrizace (odstranění informace o směru hrany) je sou-
vislý graf.  
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1.2 Hledání minimální kostry grafu 
Úloha hledání minimální kostry nám popisuje, jak máme spojit všechny uzly grafu co nejlevněji 
(hranami s nejnižším ohodnocením). Praktickým využitím mohou být například jak propojit města 
co nejmenší délkou elektrického vedení. O hledání minimální kostry má smysl mluvit u ohodno-
cených grafů.  
Pro hledání minimální kostry se používají následující algoritmy: 
- Jarníkův algoritmus popíši v následující kapitole. 
- Kruskalův algoritmus pracuje na principu spojování hran s nejmenším ohodnocením, dokud 
tyto hrany nespojí uzly celého grafu. 
- Borůvkův algoritmus pracuje tak, že postupně spojuje komponenty souvislosti (na počátku je 
každý uzel komponentou souvislosti) do větších a větších celků, až zůstane jen jediný, a to je 
hledaná minimální kostra. V každé fázi vybere pro každou komponentu souvislosti hranu s co 
nejnižší cenou, která směřuje do jiné komponenty souvislosti a tu přidá do kostry. 
1.2.1 Jarníkův algoritmus 
Poprvé algoritmus popsal Vojtěch Jarník roku 1930, později byl znovuobjeven roku 1957 Robertem 
Primem a poté ještě jednou roku 1959 Edsgerem Dijkstrou. V zahraničí se téměř výlučně používá 
označení Primův algoritmus, vzácně pak Jarníkův algoritmus nebo DJP algoritmus. 
  Algoritmus začíná s jedním startovním uzlem, najde uzel, který je nejblíže k již existující 
kostře a ten přidá. Toto opakuje do té doby, než podgraf s kostrou obsahuje n-1 hran. Pro názornější 
vysvětlení algoritmu uvádím příklad: 
Vstupem algoritmu je ohodnocený souvislý graf na obrázku 10, u kterého se snažíme zjistit 
jeho minimální kostru. 
  
Obr. 10 Graf, jehož kostru hledáme 
 
Černá barva v obrázcích reprezentuje graf, zelená minimální kostru, světle modrá poslední přidanou 
hranu a tmavě modrá značí hrany, které sousedí s uzly již nalezené minimální kostry, a ještě je 
můžeme použít v minimální kostře. 
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Obr. 11 1. krok Jarníkova algoritmu 
 
Obr. 12 2. krok Jarníkova algoritmu 
 
V prvním kroku (Obr. 11) si zvolíme startovní uzel. My jsme si zvolili uzel D. Druhý vybraný 
uzel je nejbližší k uzlu D, cena hrany do A je 5, do B je 9, do E je 15 a F je 6. Tedy zvolíme hranu 
vedoucí do bodu A, která je nejnižší, použijeme ji. 
 V druhém kroku (Obr. 12) vybíráme uzel, který je nejbližší uzel buď k D, nebo k A. Cena 
hrany z D do B je 9 a z A do B je 7, z D do E je 15 a z D do F je 6. Cena poslední jmenované hrany je 
nejnižší, zvolíme tedy hranu z D do F. 
 
Obr. 13 3. krok Jarníkova algoritmu 
 
Obr. 14 4. krok Jarníkova algoritmu 
 
V třetím kroku (Obr. 13) je nejkratší hrana z A do B, kterou připojíme ke kostře. 
V čtvrtém kroku (Obr. 14) teď bychom nemohli použít hranu z D do B ani, kdyby byla 
nejkratší, jelikož by vznikla kružnice. Do kostry přidáme nejkratší hranu z B do E. 
 
 
Obr. 15 5. krok Jarníkova algoritmu 
 
Obr. 16 6. krok Jarníkova algoritmu 
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V pátém kroku (Obr. 15) je nejkratší hrana z E do C, kterou připojíme ke kostře. 
V šestém kroku (Obr. 16), který je posledním (n-1 krok) připojíme ke kostře uzel G, který 
můžeme spojit buď hranou z E do G o hodnotě 9, nebo z F do G o hodnotě 11. Zvolíme tedy hranu 
z E do G. Všechny uzly jsou už součástí stromu, získali jsme tedy minimální kostru grafu. Celková 
hodnota minimální kostry je 39. 
 Při realizaci algoritmu nemusíme probírat všechny hrany řezu. Pro každý uzel, který ještě 
není v kostře, si budeme pamatovat hodnotu ][vd tj. nejmenší cena hrany vedoucí do kostry a taky 
odkud ][v  příslušná hrana vede. Na začátku bude hodnota ∞=][vd a startovní uzel r bude mít 
nastavenu hodnotu 0][ =rd . Pak místo procházení všech hran řezu stačí projít pouze projít pouze 
hodnoty v ][vd  a vybrat tu nejmenší. Po každém přidání uzlu do kostry je nutné zkontrolovat, zda 
neexistuje levnější hrana z nově přidaného uzlu a případně aktualizovat pole ][vd a ][v . 
 Časová složitost Jarníkova algoritmu pří realizaci těchto seznamů v poli je )( 2nΟ . 
1.3 Hledání minimální cesty grafem 
V teorii grafů je hledání minimální cesty problém nalezení cesty mezi dvěma uzly tak, aby součet 
hodnot hran, přes které jdeme, byl minimální. Příkladem z reálného života může být nalezení 
minimální cesty mezi dvěma městy, kde města představují uzly a délky (případně časová náročnost) 
cest mezi nimi hrany. Algoritmy můžou řešit buď problém nalezení cesty mezi dvěma body, nebo 
rovnou nalezení matice cest mezi všemi uzly.  
Pro hledání minimální cesty se používají například tyto algoritmy: 
- Dijkstrův algoritmus najde nejkratší cestu v orientovaném grafu s nezáporným ohodnocením 
hran 
- Floyd-Warshallův algoritmus najde cesty mezi všema uzly pro graf s nezáporně 
hodnocenýma hranami  
- Bellman-Fordův algoritmus najde nejkratší cestu v orientovaném grafu s libovolným 
ohodnocením hran. 
1.3.1 Floyd-Warshallův algoritmus 
Algoritmus hledající minimální cestu mezi všemi páry uzlů, vhodný pro husté grafy (v tom případě 
rychlejší než Dijkstrův algoritmus opakovaný pro všechny uzly). Pracuje s grafy neobsahujícími 
záporné cykly. Funguje jak pro neorientované tak pro orientované grafy. 
 Pro práci algoritmu je nutné vytvořit dvojrozměrnou matici D[u, v] o velikosti n×n (n je počet 
uzlů), ve které budou po skončení algoritmu uloženy minimální cesty mezi všemi uzly. V nulté iteraci 
inicializujeme algoritmus. Hodnota  D0[u, v] je hodnota hrany uv, pokud vede hrana z u do v, jinak 
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nekonečno. Pokud u=v potom uložíme do matice 0 (cesta z uzlu do toho samého uzlu). Pak v n 
iteracích procházíme matici a porovnáváme, zda není nějaká lepší cesta. V i-té iteraci pracujeme 
s daty i-1 iterace. Po n-té iteraci máme matici s minimálními cestami. 
 Floyd-Warshallův algoritmus v pseudokódu: 
D := D0 { inicializace algoritmu} 
for i = 1 to n do 
  for u = 1 to n do 
    for v = 1 to n do 
 D[u, v] = min (D[u, v], D[u, i] + D[i, v]) 
 Časová složitost Floyd-Warshallova algoritmu je )( 3nΟ . 
1.4 NP a NP-úplné problémy 
NP (zkratka nedeterministicky polynomiální) je množina problémů, které lze řešit v polynomiálně 
omezeném čase na nedeterministickém Turingově stroji, který umožňuje v každém kroku rozvětvit 
výpočet na n větví, v nichž se posléze řešení hledá současně. Ekvivalentně se hovoří o stroji, který na 
místě rozhodování uhodne správnou cestu výpočtu. Alternativně lze tyto problémy definovat tak, že 
je to množina problémů, u kterých lze pro dodaný výsledek v polynomiálním čase ověřit jeho 
správnost (ale obecně nikoliv nalézt řešení v polynomiálním čase). 
NP-úplné problémy jsou takové nedeterministicky polynomiální problémy, na které jsou 
polynomiálně redukovatelné všechny ostatní problémy z NP. Jsou to NP-těžké problémy. Není znám 
algoritmus pro jejich řešení v polynomiálním čase. 
Velké množství NP-úplných problémů se týká grafů například: 
- Problém obchodního cestujícího 
- Problém kliky 
- Barvení grafu 3 barvami 
- Hamiltnovská kružnice 
- Hamiltnovský cyklus. 
 
1.4.1 Problém kliky 
Klikou rozumíme indukovaný podgraf, který je úplný. Klikovost grafu je celé číslo udávající velikost 
největší kliky v daném grafu. Klikovost úplného grafu Kn je n, klikovost diskrétního grafu je 1. 
Klikovost grafu G se značí ω(G). Problém nalezení takového čísla je NP-těžký. Rozhodnutí zda, daný 
graf má klikovost alespoň k, je NP-úplná. 
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Obr. 17 Příklad grafu se znázorněnou maximální klikou 
 
 Pro nalezení maximální kliky, použijeme algoritmus, který hledá kliku velikosti k. Hledání 
probíhá tak, že bude zkoumat všechny možné kombinace uzlů, které by mohly obsahovat kliku dané 
velikosti. Nejprve zjistíme, zda klikovost grafu není 1 tj. graf je diskrétní. Pak nastavíme k na 2 
a uložíme všechny kliky velikosti 2 (hrany grafu). Pak postupně zvětšujeme k, a hledáme kliky o 1 
větší než v předcházejícím kroku. Algoritmus končí v případě, že k  bude rovno počtu uzlů (zadaný 
graf je úplný), nebo pro dané k nebyla nalezena žádná klika, potom je klikovost dána předchozím 
krokem k-1. 
1.5 Implementace grafů v počítačích 
Pří reprezentaci grafu v počítačích máme několik možností jak graf vytvořit. Zvolený způsob závisí 
na několika faktorech jako je počet hran, co chceme s grafem dělat, případně jak často chceme graf 
měnit. 
 Při vytváření grafů si můžeme vybrat z následujících struktur: 
- Matice sousednosti 
- Seznam sousednosti 
- Plexová struktura (reprezentace pomocí množiny uzlů propojených ukazateli). 
1.5.1 Matice sousednosti 
Graf je reprezentován pomocí dvojrozměrného pole, kde uzly slouží jako indexy. Pokud existuje 
hrana z uzlu i do uzlu j pak je v poli na tomto indexu 1 jinak 0. Matici sousednosti není vhodné použít 
pro řídký graf (tzn. takový, kde je velmi málo hran). V takovém případě by paměť alokovaná pro 
matici obsahovala pouze zanedbatelné množství informací a zbytečně by se plýtvala paměť. Matici 
sousednosti je vhodné použít v případě, že s grafem budeme chtít nějak pracovat a bude potřebovat 
často zjišťovat existenci hran.  
V tabulce 1. je znázorněna matice sousednosti pro neorientovaný graf z obrázku 18. 
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 A B C D E F 
A 0 1 0 0 0 1 
B 0 0 0 0 1 0 
C 0 0 0 0 1 0 
D 0 0 0 0 0 0 
E 0 0 0 0 0 1 
F 0 1 0 0 0 0 
 
Obr. 18 Orientovaný graf 
 
Tab. 1 Matice sousednosti pro graf z obr.18 
V tabulce 2. je znázorněna matice sousednosti pro neorientovaný graf z obrázku 19. Můžeme 
si všimnout, že matice je souměrná podél hlavní diagonály. 
 
 
 A B C D E F 
A 0 1 0 0 0 1 
B 1 0 1 0 1 1 
C 0 1 0 0 1 0 
D 0 0 0 0 0 0 
E 0 1 1 0 0 1 
F 1 1 0 0 1 0 
 
Obr. 19 Neorientovaný graf Tab. 2 Matice sousednosti pro graf z obr.19 
1.5.2 Seznam sousednosti 
U seznamu sousednosti je graf reprezentován polem uzlů obsahující odkaz na seznam hran. Pokud 
hrana existuje, je uložena v seznamu u příslušného uzlu. Toto řešení má tu výhodu, že zabírá paměť 
pouze o velikosti, jež je úměrná počtu uzlů a počtu hran. Nevýhodou je zdlouhavé zjišťování, zda 
hrana existuje. Hodí se využívat pro řídké grafy a pro případy kdy s grafem nepotřebujeme moc 
pracovat a stačí nám ho pouze uložit do paměti.  
 Na následujících obrázcích je graficky znázorněno uložení grafu do seznamu sousednosti. 
 
 
Obr. 20 Orientovaný graf Obr. 21 Seznam sousednosti pro graf z obr. 20 
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2 Implementace 
Tato kapitola se zabývá implementací jednotlivých programů bakalářské práce. Obsahuje pět 
podkapitol, kde každá z podkapitol se zabývá jedním z implementovaných příkladů na grafy. Nejprve 
je popsáno, co daný příklad dělá. Pak je seznámení s datovými typy, jednotlivými funkcemi příkladu, 
kde je nejprve obecně popsáno, co příslušná funkce dělá, její jméno a parametry, se kterými pracuje  
a následně je popsáno, jak přesně funkce pracuje. Ke konci každé podkapitoly jsou stručně zmíněny 
testy jednotlivých příkladů. 
 Při vypracovávání příkladů bylo nutné psát programy tak, aby byly použitelné pro systém 
automatického zadávání a opravování v předmětu Algoritmy. To znamená, že každou funkci píši 
do zvláštního typu komentářů /**\/**/. Systém pak při zadávání úlohy obsah mezi těmito komentáři 
vymaže. Dále je nutné vytvořit speciální proměnou solved, která detekuje, zda funkce byla již řešena. 
Nejprve tu proměnnou dám na začátek funkce s hodnotou FALSE a pak ji umístím mezi tyto /**\/**/ 
komentáře s hodnotou TRUE. Takže při vytváření referenčního řešení se použijí těla mnou napsaných 
funkcí, kdy solved bude mít hodnotu TRUE. Po vymazání obsahu mezi komentáři bude mít proměnná 
solved hodnotu FALSE.  Student dostane prázdné funkce, které má za úkol vyplnit a nakonec smaže 
proměnnou solved. 
Součástí každého příkladu jsou dvě sady testů, které mají za úkol otestovat funkčnost 
studentem implementovaných funkcí. Při testování je nejprve ověřeno, zda funkce byla řešena 
pomocí proměnné solved. Pokud ano, je funkce zavolána, jinak se vypíše chybová hláška. Testování 
probíhá tak, že se volají jednotlivé implementované funkce a porovnává se studentův výsledek 
s referenčním řešením. Nejprve se otestují jednotlivé funkce, zda fungují a poté, se již testují 
jednotlivé algoritmy, zda fungují správně. 
 Testy jsou rozděleny na dvě části. Základní, které dostane student, testují funkce jen částečně 
a neprojdou všemi možnostmi daného příkladu. Pokročilé již obsahují komplexnější otestování 
funkcí, jelikož se podle nich bude opravovat. 
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2.1 ADT graf pomocí matice sousednosti 
První přiklad slouží k procvičení vytvoření abstraktního datového typu reprezentujícího graf pomocí 
matice sousednosti, modifikovanou o hodnoty hran. Graf je vytvořen tak, aby mohl pracovat ve dvou 
režimech. Prvním režimem je orientovaný ohodnocený graf. V druhém režimu se jedná 
o neorientovaný graf. V obou režimech se na diagonálu nevkládají žádné hrany. Typ režimu 
se přepíná pomocí proměnné typ ve struktuře grafu, kdy 0 indikuje orientovaný graf a 1 
neorientovaný graf. 
2.1.1 Struktura pro graf 
Graf je reprezentován strukturou TGraf: jež obsahuje tyto prvky: 
typ   - slouží k přepínání režimu, ve kterém se graf nachází 
int n  - počet uzlů grafu 
char *uzly - ukazatel na pole charů, ukládající jména uzlů 
int **hrany  - ukazatel na dvojrozměrné pole intů uchovávající informaci o tom zda daná hrana      
existuje a její hodnotu  
2.1.2 Inicializace 
Počáteční inicializace slouží pro prvotní nastavení grafu, abychom neměli v grafu nedefinované 
hodnoty, jež by vedly na nepředvídatelné chování aplikace. 
Funkce InicializujGraf je volána s jedním parametrem TGraf, kterému nastaví všechny 
ukazatele na NULL a proměnné na hodnotu 0.  
2.1.3 Alokace paměti 
Dynamická alokace paměti pro data grafu je rozdělena do dvou funkcí, kdy první funkce vytváří pole 
uzlů a druhá pole hran, která je trochu složitější na implementaci. Počet prvků v polích, je dán 
makrem ALOKUJ.  
Funkce AlokujPametUzlu a AlokujPametHran jsou volány s jedním parametrem a to ukazate-
lem na strukturu TGraf, do kterého uloží výsledek alokace. První funkce vytvoří pole charů. Druhá 
funkce vytvoří dvojrozměrné pole, tedy nejprve vytvoří pole ukazatelů na int a následně pomocí 
cyklu toto pole naplní ukazateli. V případě chyby při alokaci volají předpřipravenou funkci Error. 
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2.1.4 Uvolnění paměti 
Jednoduchá funkce, která uvolní všechnu paměť alokovanou grafem a vrátí ho do stavu po 
inicializaci. 
Funkce ZrusGraf je volána s jedním parametrem ukazatel na strukturu TGraf. Začíná zrušením 
pole hran pomocí cyklu, nejprve zruší jednotlivé řádky a pak uvolní pole ukazatelů, které obsahovalo 
jednotlivé řádky. Dále uvolní pole uzlů. Nakonec nastaví hodnoty grafu na inicializační.  
2.1.5 Vyhledání uzlu 
Tato pomocná funkce je použita ve všech operacích s grafem. Slouží k vyhledání indexu uzlu v poli 
uzlů, případně ke zjištění existence uzlu. 
Funkce IndexUzlu  je volána se dvěma parametry. Prvním je ukazatel na strukturu TGraf 
určující graf a druhým je char obsahující jméno uzlu, který hledáme.  Postupně prochází pole s uzly 
a testuje, zda se uzel neshoduje s hledaným. V případě, že nalezne, vrátí index tohoto uzlu v poli, 
jinak vrací -1. 
2.1.6 Vložení uzlu 
Funkce slouží k přidávání nových uzlů do grafu. 
Funkce PridejUzel je volána se dvěma parametry. Prvním je ukazatel na strukturu TGraf 
a druhým je přidávaný uzel. Nejprve se ověří, zda již daný uzel existuje, pokud ano, funkce nic 
nedělá. V opačném případě funkce ověří, zda je ještě volné místo v grafu, když uspěje, vloží na první 
volné místo v poli uzlů nový uzel a současně vynuluje všechny hrany v poli hran související s tímto 
uzlem. V případě přidání nového uzlu ještě zvedne proměnou pro počet uzlů v grafu o 1. 
2.1.7 Smazáni uzlu 
Funkce slouží k rušení uzlů grafu. Rušení probíhá tak, že je rušený uzel nahrazen posledním uzlem. 
Funkce SmazUzel je volána se dvěma parametry. Prvním je ukazatel na strukturu TGraf 
a druhým je rušený uzel. Nejprve se ověří, zda daný uzel existuje, když ne, funkce nic nedělá. 
V opačném případě funkce ověří, zda rušený uzel není posledním v poli. Když není, tak pouze sníží 
počet uzlů o 1, jinak ještě prohodí všechny hrany rušeného uzlu s posledním a nakonec prohodí jména 
těchto uzlů. 
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2.1.8 Vložení hrany 
Funkce slouží k vložení ohodnocené hrany do grafu. Pracuje ve dvou režimech. V prvním 
pro orientované grafy, kdy vloží pouze hranu z prvního do druhého uzlu. V druhém režimu vloží 
hranu také z druhého do prvního uzlu. Pokud již hrana existovala, je přepsána novou hodnotou. 
Funkce PridejHranu je volána se čtyřmi parametry. Parametry jsou ukazatel na strukturu 
TGraf, počáteční uzel hrany, koncoví uzel hrany a hodnota hrany. Nejprve si opět ověří, zda existují 
oba uzly, pokud ne, funkce nedělá nic. Dále se ověří, zda zadané uzly nejsou stejné (tzn. vkládání 
smyčky, které je zakázané) pokud to pude, uloží do pole hran na indexy dané prvním a druhým uzlem 
hodnotu hrany. V případě neorientovaného grafu ještě vloží stejnou hodnotu na zrcadlovou pozici 
v grafu (prohození indexu prvního a druhého uzlu hrany). 
2.1.9 Smazání hrany 
Funkce slouží k zrušení hrany grafu, tj. nastaví její hodnotu na 0. Opět pracuje ve dvou režimech. 
V prvním pro orientované grafy, kdy smaže pouze hranu z prvního do druhého uzlu. V druhém 
režimu smaže také hranu z druhého do prvního uzlu. 
Funkce SmazHranu je volána s třemi parametry. Parametry jsou ukazatel na strukturu TGraf, 
počáteční uzel hrany a koncový uzel hrany. Nejprve si ověří, zda existují oba uzly, pokud ne, funkce 
nedělá nic. Jinak nastaví hodnotu hrany na indexu daném prvním a druhým uzlem na 0. V případě 
neorientovaného grafu ještě nastaví 0 na zrcadlové pozici v grafu. 
2.1.10 Testy 
Testy jsou psány tak, aby byly názorné a student snadno pochopil, co dělá. V testech se ověřují 
jednotlivé operace, zda fungují. V základních testech se pouze ověřuje funkčnost částečně, kdy třeba 
neověřujeme práci na neorientovaném grafu, kterou ověříme až v pokročilých testech. 
Jako příklad uvádím pár názorných testů: 
[TEST17] 
Test vkladani neorientovanych hran: 
Pocet Uzlu: 5 
  A B C D E 
A 0 7 6 5 0 
B 7 0 4 6 0 
C 6 4 0 5 0 
D 5 6 5 0 1 
E 0 0 0 1 0 
 
[TEST18] 
Test ruseni hrany AB: 
Pocet Uzlu: 5 
  A B C D E 
A 0 0 6 5 0 
B 0 0 4 6 0 
C 6 4 0 5 0 
D 5 6 5 0 1 
E 0 0 0 1 0 
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2.2 ADT graf pomocí seznamu sousednosti 
Druhý příklad slouží k procvičení vytvoření abstraktního datového typu reprezentujícího graf pomocí 
seznamu sousednosti. Graf je vytvářen jako orientovaný ohodnocený. Uzly jsou uloženy v poli 
a obsahují ukazatele na první hranu v seznamech hran. 
2.2.1 Struktura pro graf 
Graf je reprezentován třemi strukturami a to  TGraf (ukládání grafů), THrany  (ukládání hran) 
a TUzly (ukládání uzlů). 
THrany uchovávají informace o jednotlivých hranách v podobě lineárního jednosměrně 
vázaného seznamu, který je reprezentován následujícími prvky: 
char uzel  - jméno koncového uzlu hrany v seznamu 
int hodnota  - hodnota hrany 
struct THrany *UK - ukazatel na další hranu, v případě poslední hrany obsahuje hodnotu NULL 
TUzly slouží pro uchování jednotlivých uzlů a ukazatelů na první hranu.  
char uzel  - jméno uzlu v seznamu 
THranyUK UK  - ukazatel na první hranu seznamu, pokud neexistuje, obsahuje NULL 
TGraf  ukládá graf v podobě pole uzlů, obsahuje tyto informace: 
int n    - počet uzlů grafu 
struct TUzly *uzly  - ukazatel na pole uzlů 
2.2.2 Inicializace 
Počáteční inicializace probíhá obdobně jako u předchozího příkladu.  
Funkce InicializujGraf je volána s jedním parametrem TGraf, kterému nastaví počet uzlů na 0 
a ukazatele na NULL. 
2.2.3 Alokace paměti 
Dynamická alokace paměti pro data grafu vytváří pole uzlů o počtu prvků daných makrem ALOKUJ.  
Funkce AlokujPole je volána s jedním parametrem a to ukazatelem na strukturu grafu TGraf, 
do kterého uloží výsledek alokace. V případě chyby při alokaci volá předpřipravenou funkci Error. 
2.2.4 Zrušení seznamu hran 
Pomocná funkce pro zrušení seznamu s hranami u daného uzlu. 
 Funkce ZrusSeznamHran je volána se dvěma parametry, prvním je ukazatel na strukturu 
grafu TGraf a druhým je uzel, u kterého chceme zrušit seznam hran. Pokud uzel existuje tak začne 
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rušit hrany. Hrany ruší doté doby dokud není ukazatel na první hranu NULL. Ruší se vždy první 
hrana seznamu, která je nahrazena následující hranou. 
2.2.5 Uvolnění paměti 
Jednoduchá funkce, která uvolní všechnu paměť alokovanou grafem a vrátí ho do stavu po inicializa-
ci. 
Funkce ZrusGraf je volána s jedním parametrem ukazatel na strukturu TGraf. Funkce postupně 
prochází všechny uzly. Nad každým uzlem zavolá funkci pro zrušení hran ZrusSeznamHran. 
Následně uvolní pole uzlů. Nakonec nastaví hodnoty grafu na inicializační.  
2.2.6 Vyhledání uzlu 
Tato pomocná funkce je použita ve všech operacích s grafem. Používáme ji na test, zda uzel existuje, 
případně pro zjištění indexu tohoto prvku v poli uzlů. Je implementována podobně jako v prvním 
případě. 
Funkce IndexUzlu  je volána se dvěma parametry. Prvním je ukazatel na strukturu TGraf 
určující graf a druhým jméno uzlu, který hledáme.  Postupně prochází pole s uzly a testuje, zda 
se uzel neshoduje s hledaným. V případě, že nalezne, vrátí index tohoto uzlu v poli, jinak vrací -1. 
2.2.7 Vložení uzlu 
Funkce slouží k přidávání nových uzlů do grafu. 
Funkce PridejUzel je volána se dvěma parametry. Prvním je ukazatel na strukturu TGraf 
a druhým je přidávaný uzel. Nejprve se ověří, zda již daný uzel existuje, když ano funkce nic nedělá. 
V opačném případě funkce ověří, zda je ještě volné místo v grafu, když uspěje, vloží na první volné 
místo v poli uzlů nový uzel a nastaví hodnotu ukazatele na další hranu na hodnotu NULL.  
V případě přidání nového uzlu ještě zvedne proměnou pro počet uzlů v grafu o 1. 
2.2.8 Smazáni uzlu 
Funkce slouží k rušení uzlů grafu, rušení probíhá tak, že je rušený uzel nahrazen posledním uzlem. 
Funkce SmazUzel je volána se dvěma parametry. Prvním je ukazatel na strukturu TGraf 
a druhým je rušený uzel. Nejprve se ověří, zda daný uzel existuje, když ne funkce nic nedělá. 
V opačném případě zavolá funkci ZrusSeznamHran pro zrušení seznamu hran nad rušeným uzlem, 
následně pak zruší všechny zbývající hrany s rušeným uzlem pomocí funkce ZrusHranu. Nakonec 
ověří, jestli rušený uzel není posledním v poli, když je, tak pouze sníží počet uzlů o 1, jinak ještě 
navíc prohodí poslední uzel v grafu s rušeným uzlem. 
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2.2.9 Vložení hrany 
Funkce slouží k vložení ohodnocené hrany do grafu. Pokud již hrana existovala, je přepsána novou 
hodnotou. 
Funkce PridejHranu je volána se čtyřmi parametry. Parametry jsou ukazatel na strukturu 
TGraf, počáteční uzel hrany, koncoví uzel hrany a hodnota hrany. Nejprve si opět ověří, zda existují 
oba uzly, pokud ne funkce nedělá nic. Dále se ověří, zda zadané uzly nejsou stejné (tzn. vkládání 
smyčky, které je zakázané). Pak funkce dynamicky alokuje paměť pro novou hranu. U nově vzniklé 
hrany nastaví ukazatel na další hranu na NULL, jméno koncového uzlu hrany a její hodnotu. 
V případě, že je seznam hran nad prvním uzlem hrany prázdný, nastaví ukazatel na první prvek na 
novou hranu. Jinak prochází seznam hran a hledá, zda přidávaná hrana již existuje, v tom případě, 
uvolní z paměti nově vzniklou hranu a u staré hrany nastaví novou hodnotu. Pokud hrana nebyla 
v seznamu nalezena, je připojena na konec seznamu. 
2.2.10 Smazání hrany 
Funkce slouží k zrušení hrany grafu, tj. odstraní ji ze seznamu hran.  
Funkce SmazHranu je volána s třemi parametry. Parametry jsou ukazatel na strukturu TGraf, 
počáteční uzel hrany a koncový uzel hrany. Nejprve si ověří, zda existují oba uzly, pokud ne, funkce 
nedělá nic. Jinak prohledá seznam hran u prvního uzlu, když hranu najde, uvolní ji z paměti 
a v seznamu spojí prvek, který byl před rušenou hranou s prvkem za rušenou hranou. 
2.2.11 Testy 
Testy jsou dělány obdobným způsobem jako v předcházejících příkladech. V základních testech se  
například neověřuje rušení n-té hrany seznamu, což je ověřeno v pokročilých testech. 
Jako příklad uvádím pár názorných testů: 
[TEST10] 
Test vlozeni dalsich hran  
Pocet Uzlu: 5  
A->B 7  ->C 6  ->E 1  ->F 5   
B->E 3  ->C 4  ->F 2   
C->E 1  ->B 5   
F->E 2   
E 
 
[TEST11] 
Test smazani 1. hrany: B->E 
Pocet Uzlu: 5  
A->B 7  ->C 6  ->E 1  ->F 5   
B->C 4  ->F 2   
C->E 1  ->B 5   
F->E 2   
E 
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2.3 Hledání minimální kostry 
Třetí přiklad slouží k procvičení algoritmů hledajících minimální kostru grafu. V příkladu je vybrán 
a implementován Jarníkův algoritmus. Pro svou práci vyžaduje strukturu grafu implementovanou 
v prvním příkladu. 
2.3.1 Struktura pro kostru 
Kostru ukládáme do struktur TSeznam (uložení informací o minimální kostře) a TPoleUzlu (uložení 
hran minimální kostry). 
Struktura TSeznam uchovává základní informace o minimální kostře 
int kostra    - zde bude uložena hodnota minimální kostry 
int n         - počet uzlů, jež obsahuje minimální kostra (o 1 větší kvůli startovnímu uzlu) 
PoleUzluUK pole - ukazatel na pole obsahující pole hran minimální kostry. 
Struktura TPoleUzlu uchovává jednotlivé hrany minimální kostry, hodnoty budou doplněny  
na konci algoritmu 
int hodnota  - obsahuje hodnotu hrany z minimální kostry 
int pouzit   - detekce zda je prvek již obsažen v minimální kostře 
char uzel1   - uzel kterým bude hrana připojena ke kostře 
char uzel2   - jméno druhého uzlu hrany. 
2.3.2 Inicializace 
Počáteční inicializace slouží pro prvotní nastavení seznamu s kostrou, abychom neměli nedefinované 
hodnoty, jež by vedly na nepředvídatelné chování aplikace. 
Funkce InicializujSeznam je volána s jedním parametrem TSeznam, kterému nastaví všechny 
ukazatele na NULL a proměnné na hodnotu 0, hodnotu minimální kostry nastaví na hodnotu makra 
NEHODNOCENO.  
2.3.3 Alokace paměti 
Dynamická alokace paměti vytváří pole obsahující minimální kostru. Počet prvků je dán makrem 
ALOKUJ.  
Funkce AlokujSeznam je volána s jedním parametrem a to ukazatelem na strukturu TSeznam, 
do které uloží výsledek alokace. V případě chyby při alokaci volá předpřipravenou funkci Error. 
2.3.4 Uvolnění paměti 
Jednoduchá funkce, která uvolní všechnu paměť alokovanou polem s kostrou a vrátí ho do stavu 
po inicializaci. 
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Funkce ZrusSeznam je volána s jedním parametrem ukazatel na strukturu TSeznam. Funkce 
volá operaci free, pokud je alokované pole s kostrami, na toto pole, následně nastaví hodnoty 
v seznamu na inicializační.  
2.3.5 Nahráni dat 
Funkce, která inicializuje pole s kostrou, abychom mohli volat algoritmus pro hledání minimální 
kostry. 
Funkce NahrajPole je volána s dvěma parametry. Prvním je ukazatel na graf. Druhým je 
ukazatel na strukturu s kostrou. Funkce zkopíruje všechny uzly grafu a uloží jejich jména do struktury 
s minimální kostrou na pozici uzel2. Dále ještě vyplní ostatní prvky struktury. Jako uzel1 nastaví ‘-’, 
hodnoty hran kostry na NEOHODNOCENO a příznak použit na FALSE. Nakonec ještě zkopíruje 
počet uzlů grafu do proměnné n seznamu. 
2.3.6 Nastavení startovního uzlu 
Funkce, která nastaví startovní uzel algoritmu. 
Funkce StartovniUzel je volána se třemi parametry. Prvním je ukazatel na graf. Druhým je uka-
zatel na strukturu s kostrou. Třetím je jméno uzlu, který chceme nastavit jako startovní. Funkce nej-
prve zjistí, zda uzel existuje. Pokud ano, bude tento uzel startovní, jinak startovním uzlem bude první 
uzel v seznamu. Funkce nejprve nastaví v seznamu s kostrou všem prvkům v poli jejich hodnotu 
na NEHODNOCENO (pro případ, kdyby již byl před tím nastaven jiný startovní uzel). A nakonec 
startovnímu uzlu nastaví hodnotu na 0. 
2.3.7 Nalezení nejlevnějšího uzlu 
Vybere v seznamu s kostrou prvek, který ještě není použit a má nejnižší ohodnocení. 
Funkce NajdiDalsiUzel je volána s jedním parametrem, tím je ukazatel na strukturu s kostrou. 
K práci jsou potřeba dvě pomocné proměnné. První je index nejlevnějšího prvku. Na začátku nastaví-
me na hodnotu 0. Druhou je hodnota, nejlevnějšího prvku, před startem hledání nastavíme 
na NEHODNOCENO. Postupně procházíme celé pole s kostrou. U prvků, které mají příznak použit 
nastaveny na FALSE vybírá ten, který má menší hodnotu, než máme uloženou v pomocné proměnné. 
Když najdeme tak si uložíme jeho hodnotu a index do pomocných proměnných. Po projití pole 
vrátíme index nejlevnějšího uzlu.   
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2.3.8 Jarníkův algoritmus 
Najde minimální kostru pomocí Jarníkova algoritmu. 
Funkce JarnikuvAlgoritmus je volána s dvěma parametry. Prvním je ukazatel na strukturu 
TGraf obsahující graf a druhý je ukazatel strukturu TSeznam, kde bude ukládat minimální kostru. 
Funkce hledá minimální kostru, dokud nejsou všechny prvky obsaženy v minimální kostře. Nejprve 
vybere pomocí funkce NajdiDalsiUzel uzel s nejlevnější hranou k aktuální kostře. Nastaví u tohoto 
prvku příznak použit na TRUE. Následně projde všechny hrany tohoto uzlu, za podmínky, že je jejich 
hodnota menší než ta, která je uložena v minimální kostře a současně druhý uzel té hrany nebyl ještě 
použit v minimální kostře, uloží je do struktury s minimální kostrou. Ještě také uloží jméno uzlu, 
se kterým pracuje na pozici uzel1. Po skončení algoritmu máme ve struktuře uloženy hrany minimální 
kostry.  
2.3.9 Hodnota kostry 
Spočítá hodnotu minimální kostry. 
Funkce HodnotaKostry je volána s jedním parametrem a to ukazatelem na strukturu s mini-
mální kostrou. Funkce projde všechny prvky pole s kostrou a sečte jejich hodnoty. V případě, 
že některý z prvků kostry má hodnotu NEHODNOCENO, uloží do proměnné pro minimální kostru 
NEHODNOCENO, jinak vloží hodnotu minimální kostry. 
2.3.10 Testy 
V základních testech se opět pouze ověřuje funkčnost částečně, kdy třeba neověřujeme nastavení 
startovního uzlu na neexistující uzel, či práci na nesouvislém grafu. Opět ověříme, až v pokročilých 
testech. 
Jako příklad práce algoritmu uvádím názorný příklad: 
[TEST19] 
Test hledani kostry: 
Pocet Uzlu: 5 
  A B C D E 
A 0 1 2 0 3 
B 1 0 4 0 5 
C 2 4 0 6 7 
D 0 0 6 0 8 
E 3 5 7 8 0 
  
Minimalni kostra: 12 
E  A  A  C  -   
A  B  C  D  E   
3  1  2  6  0   
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2.4 Hledání minimální cesty 
Čtvrtý přiklad slouží k procvičení algoritmů hledajících minimální cesty v grafu. V příkladu je vybrán 
a implementován Floyd-Warshallův algoritmus. Dále jsou zde implementovány testy, zda graf je 
úplný a souvislý. Pro svou práci vyžaduje strukturu grafu implementovanou v prvním příkladu. 
2.4.1 Struktura pro matici cest 
Pro reprezentaci matice cest využívá struktury TGraf, která byla implementována v prvním příkladu. 
2.4.2 Alokace a uvolnění paměti 
Jednoduché funkce, které slouží pro práci s pamětí 
Funkce AlokujMatici je volána s jedním parametrem TGraf *cesta, který obsahuje ukazatel 
na matici s cestami. Funkce volá pomocné funkce AlokujPametHran a AlokujPametUzlu na alokaci 
místa pro matici cest. 
Funkce ZrusMatici je volána s jedním parametrem TGraf *cesta, který obsahuje ukazatel 
na matici s cestami. Funkce volá pomocnou funkci ZrusGraf pro uvolnění místa matice cest. 
2.4.3 Nahrání uzlů 
Funkce zkopíruje jména uzlů do matice cest a současně tam uloží počet uzlů. 
Funkce NahrajUzly je volána s dvěma parametry. Prvním je TGraf *Graf, což je ukazatel 
na graf a druhým je TGraf *cesta, který obsahuje ukazatel na matici s cestami. Funkce postupně 
prochází všechny uzly grafu a ukládá jejich jména do matice cest. Nakonec ještě uloží informaci 
o počtu uzlů. 
2.4.4 Inicializace algoritmu 
Funkce vytvoří matici vzdáleností tj. vstup pro Floyd-Warshallovův algoritmus. 
Funkce InicializujFW je volána se dvěma parametry. Prvním je TGraf *Graf, což je ukazatel 
na graf a druhým je TGraf *cesta, který obsahuje ukazatel na matici s cestami. Postupně prochází 
všechny hrany grafu. Pokud hrana neexistuje, uloží do matice cest hodnotu makra NESPOJENO. 
Když existuje, uloží hodnotu hrany. V případě, že se nachází na hlavní diagonále, uloží do matice cest 
na příslušný index 0. 
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2.4.5 Floyd-Warshallův algoritmus 
Funkce spočítá minimální cesty pomocí Floyd-Warshallova algoritmu. 
Funkce je volána s jedním parametrem TGraf *cesta, který obsahuje ukazatel na matici 
s cestami. Postupně prochází všechny možné cesty a porovná, zda neexistuje lepší cesta, než ta 
uložená v matici cest. Pokud najde takovou, nahradí ji lepší hodnotou. Po skončení algoritmu 
dostaneme matici obsahující minimální cesty ze všech uzlů.  
2.4.6 Test úplnosti grafu 
Funkce ověří, zda zadaný graf je úplný. 
Funkce je volána s jedním parametrem TGraf *graf, což je graf, jehož úplnost chceme ověřit. 
Funkce postupně prochází všechny hrany grafu, když některá z hran neexistuje, skončí a vrátí 
FALSE. Po projití všech hran (pokud všechny existovali), vrací hodnotu TRUE. 
2.4.7 Test souvislosti grafu 
Funkce ověří, jak je graf souvislý. Vstupem je matice cest v grafu. Výstupem je pak číselná hodnota 
reprezentující úroveň souvislosti grafu. 0 reprezentuje nesouvislý graf, 1 slabě souvislý graf a 2 silně 
souvislý graf. 
Funkce je volána s jedním parametrem TGraf *cesta, což je matice s cestami v grafu. Do první 
pomocné proměnné souvislost uložíme startovní hodnotu 2 reprezentující silně souvislý graf. Do další 
pomocné proměnné pom si ukládáme počet cest mezi dvěma uzly. Funkce postupně prochází všechny 
cesty nad horní diagonálou. Pro každou kombinaci dvou uzlů vynuluje pomocnou proměnnou pom 
a testuje, zda existuje cesta z prvního do druhého uzlu. Jestliže ano, inkrementuje pom. To samé 
uděláme u cesty z druhého do prvního uzlu hrany. Pak v případě, že pom je menší jak souvislost, 
uloží do souvislosti pom. Když souvislost bude rovna nula, končíme. V opačném případě 
pokračujeme v testování. Nakonec vrátíme hodnotu proměnné souvislost, která obsahuje úroveň 
souvislosti grafu.  
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2.4.8 Testy 
V základních testech se opět pouze ověřuje funkčnost částečně, kdy třeba neověřujeme nastavení 
práci algoritmu na grafu bez hran, což otestujeme až v pokročilých testech. 
Jako příklad práce algoritmu uvádím názorný příklad: 
[TEST20] 
Test inicializace algoritmu 4: 
Graf: pocet Uzlu: 6 
  A B C D E F 
A 0 3 2 0 7 0 
B 1 0 3 1 2 7 
C 1 0 0 0 0 3 
D 0 0 2 0 0 7 
E 1 3 2 0 0 0 
F 0 0 7 1 3 0 
Inicializovany algoritmus:   
   A  B  C  D  E  F 
A  0  3  2  N  7  N 
B  1  0  3  1  2  7 
C  1  N  0  N  N  3 
D  N  N  2  0  N  7 
E  1  3  2  N  0  N 
F  N  N  7  1  3  0 
  
[TEST21] 
Test hledani minimalnich cest 4: 
Minimalni cesta:   
   A  B  C  D  E  F 
A  0  3  2  4  5  5 
B  1  0  3  1  2  6 
C  1  4  0  4  6  3 
D  3  6  2  0  8  5 
E  1  3  2  4  0  5 
F  4  6  3  1  3  0 
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2.5 Hledání maximální kliky 
Pátý přiklad slouží k procvičení zjišťování diskrétnosti grafu, hledání maximální kliky a klikovosti 
grafu. Pro svou práci vyžaduje strukturu grafu implementovanou v prvním příkladu. Problém kliky je 
řešen způsobem popsaným v kapitole 1.4.1. Pro svou práci vyžaduje strukturu grafu implementova-
nou v prvním příkladu. 
2.5.1 Struktura pro uložení klik 
Kliky ukládáme do struktury TKlika, která obsahuje: 
int pocet - počet uložených klik v poli 
int k           - velikost uložených klik v poli 
int alokovano   - alokovaná paměť pole 
int *pole      - pole, v němž se budou ukládat kliky 
 Do pole intů ukládáme jednotlivé kliky. Vkládáme indexy do pole uzlů (je to rychlejší, než 
kdybychom ukládali jména uzlů a následně museli indexy zjišťovat). S polem pracujeme jako by bylo 
dvourozměrné, kde index další kliky v poli je závislý na velikosti kliky. To je z důvodu úspory 
paměti, abychom nemuseli alokovat zbytečnou paměť, z které bychom pak využívali pouze 
zanedbatelné množství. 
 Uvedu příklady práce s tímto polem: i-tá klika bude začínat na indexu klika->k*i a končit  
na indexu klika->k*i+(klika->k-1). Dále třeba poslední prvek pole bude začínat na indexu:  
klika->k*klika->pocet. 
2.5.2 Inicializace 
Počáteční inicializace slouží pro prvotní nastavení struktur s klikami, abychom neměli nedefinované 
hodnoty, jež by vedly na nepředvídatelné chování aplikace. 
Funkce Inicializace je volána s jedním parametrem TKlika, kterému nastaví ukazatel na NULL 
a proměnné na hodnotu 0.  
2.5.3 Alokace paměti 
Funkce, která alokuje paměť pro pole klik. Jestliže pole již bylo alokováno, rozšíří jeho velikost. 
Funkce Realokuj je volána s jedním parametrem a to ukazatelem na strukturu TKlika. Nejprve 
zvětší velikost alokované paměti struktury o hodnotu danou druhou mocninou makra ALOKUJ (aby 
se nealokovalo stále znova), poté zavolá funkci realloc, která zvedne alokovanou paměť pole 
na hodnotu danou v proměnné alokováno. Pokud realloc vrátí NULL volá funkci Error. 
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2.5.4 Uvolnění paměti 
Jednoduchá funkce, která uvolní všechnu paměť alokovanou polem s klikami a uvede ho do stavu 
po inicializaci. 
Funkce Uvolni je volána s jedním parametrem a to ukazatelem na strukturu TKlika. Funkce 
volá operaci free, pokud je alokované pole s klikami. Potom nastaví hodnoty této struktury 
na inicializační.  
2.5.5 Test diskrétnosti grafu 
Funkce ověří, zda zadaný graf je diskrétní. 
Funkce je volána s jedním parametrem TGraf *graf, což je graf, jehož diskrétnost chceme 
ověřit. Funkce postupně prochází všechny hrany grafu. Když některá z hran existuje, skončí a vrátí 
FALSE. Po projití všech hran vrací hodnotu TRUE. 
2.5.6 Naplnění pole klik 
Funkce slouží k prvotnímu naplnění pole klik z grafu. Do pole klik ukládá kliky velikosti dva 
tj. hrany grafu.  
Funkce NaplnHranami je volána s dvěma parametry. Prvním je ukazatel na graf TGraf. 
Druhým je ukazatel na strukturu s klikami TKlika. Funkce prochází všechny možné hrany grafu. 
Pokud hrana existuje, uloží ji do pole klik na poslední místo a inkrementuje počet klik v tomto poli. 
Když je paměť pro pole klik plná, zavolá funkci pro přidání paměti Realokuj.  
2.5.7 Porovnání klik 
Funkce porovná dvě kliky a zjistí počet rozdílných uzlů, které kliky obsahují. To se hodí, například 
pro testování, zda jsou kliky shodné, nebo když potřebujeme zjistit, o kolik uzlů se dané kliky liší. 
Funkce RozdilKlik  je volána se čtyřmi parametry. Prvním je ukazatel na graf TGraf. Druhým je 
ukazatel na strukturu s klikami TKlika. Třetím parametrem je index do pole, kde začíná první klika 
a čtvrtým je index druhé kliky. Hledání probíhá tak, že se postupně testují všechny kombinace 
zadaných klik a v případě shody zvětší pomocnou proměnnou o jedna. Po otestování všech možností, 
vrátí velikost kliky mínus počet shod, tedy počet uzlů, ve kterých se zadané kliky liší. 
2.5.8 Index rozdílného 
Funkce porovná dvě kliky a zjistí první prvek, ve kterém se kliky liší. 
Funkce IndexRozdilneho  je volána se čtyřmi parametry. Prvním je ukazatel na graf TGraf. 
Druhým je ukazatel na strukturu s klikami TKlika. Třetím parametrem je index do pole, kde začíná 
první klika a čtvrtým je index druhé kliky. Hledání probíhá tak, že porovnává uzly z druhé kliky 
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s uzly první kliky a hledá index prvního uzlu druhé kliky, který není obsažen v první klice. Nakonec 
funkce vrátí index do pole uzlů tj. obsah pole klik na nalezeném indexu. 
2.5.9 Odstranění stejné kliky 
Funkce ověří, zda poslední vložená klika není již v seznamu klik obsažena. 
Funkce JizObsahuje  je volána s dvěma parametry. Prvním je ukazatel na graf TGraf. Druhým 
je ukazatel na strukturu s klikami TKlika. Funkce postupně porovnává poslední kliku se všemi 
ostatními pomocí funkce RozdilKlik. Pokud vrátí 0, znamená to, že daná klika je již obsažena 
v seznamu a můžeme ji smazat snížením počtu klik v poli o jedna. 
2.5.10 Ověření kliky 
Funkce ověří, zda by sloučením dvou klik vznikla větší klika. 
Funkce TestKlika  je volána se čtyřmi parametry. Prvním je ukazatel na graf TGraf. Druhým je 
ukazatel na strukturu s klikami TKlika. Třetím parametrem je index do pole, kde začíná první klika 
a čtvrtým je index druhé kliky. Ověřuje se tak, že se porovnají všechny kombinace uzlů zadaných klik 
a testuje, zda existuje hrana. Hrany na hlavní diagonále přeskakuje. Pokud nějaká hrana neexistuje, 
vrátí FALSE jinak TRUE. 
2.5.11 Hledání klik 
Úkolem funkce je najít kliky o jedna větší, než jsou uloženy v prvním poli s klikami. 
Funkce HledaniKlik je volána s třemi parametry. Prvním je ukazatel na graf TGraf, druhým je 
ukazatel na strukturu prvního pole klik TKlika *klika1, třetím je ukazatel na strukturu druhého pole 
klik TKlika *klika2. Nejprve nastaví velikost u kliky2 na hodnotu o jedna větší, než v struktuře klika1 
a počet klik ve struktuře klika2 na 0. Pak postupně kombinuje spolu všechny kliky v poli klika1, aby 
se otestovaly všechny kombinace. Pokud se kliky budou lišit o jeden prvek (funkce RozdilKlik), 
vyzkoušíme, zda se jedná o kliku (funkce TestKlika). Když se jedná o kliku, otestujeme, zda již není 
plné pole s klikami kliky2. Pokud ano přidáme volnou paměť (funkce Realokuj) a do pole kliky2 
na poslední místo uložíme příslušnou kliku z pole klika1 a jako poslední uzel nové kliky dáme 
rozdílný uzel druhé kliky (funkce IndexRozdilneho). Nakonec zvedneme počet klik v poli klika2. 
Po přidání kliky do pole klika2 otestujeme, zda klika již nebyla v poli uložena (funkce JizObsahuje). 
Po proběhnutí těchto věcí dostaneme v poli klika2 všechny kliky o jedna větší, než byly 
uloženy v poli klika1. 
2.5.12 Prohození polí 
Jednoduchá funkce slouží k záměně struktur s klikami. Používáme proto, abychom mohli počítat další 
krok při hledání klikovosti. 
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Funkce ProhodPole  je volána s dvěma parametry. Prvním je ukazatel na strukturu s prvními 
klikami TKlika. Druhým je ukazatel na strukturu s druhými  klikami TKlika. Prohodí pole klik 
a jednotlivé proměnné daných struktur. 
2.5.13 Zjištění klikovosti 
Funkce má za úkol zjistit maximální kliky grafu a klikovost grafu. 
Funkce ZjistiKlikovost je volána s třemi parametry. Prvním je ukazatel na graf TGraf, druhým 
je ukazatel na strukturu prvního pole klik TKlika a třetím je ukazatel na strukturu druhého pole klik 
TKlika. Nejprve si ověří, zda zadaný graf je diskrétní. Pokud ano nastaví klikovost pro první pole klik 
na 1 a skončí. Jinak opakovaně volá funkci HledejKliky. Když bude druhé pole s klikami obsahovat 
nějaké kliky, prohodí pole s klikami pomocí funkce ProhodPole. Funkce končí v případě, že klikovost 
je rovna počtu uzlů, nebo druhé pole s klikami je prázdné.  
2.5.14 Testy 
V základních testech se opět ověřuje funkčnost částečně, kdy třeba neověřujeme hledání klik v grafu 
bez hran. Zase otestujeme až v pokročilých testech. 
Jako příklad práce algoritmu uvádím pár názorných příkladů: 
[TEST16] 
Test zjisteni klikovosti 3: 
Graf: Pocet Uzlu: 6 
  A B C D E F 
A 0 1 1 1 0 0 
B 1 0 1 0 1 1 
C 1 1 0 1 1 1 
D 1 0 1 0 1 1 
E 0 1 1 1 0 1 
F 0 1 1 1 1 0 
Kliky pro: k=2 
AB AC AD BC BE BF CD CE CF 
DE DF EF  
Maximalni kliky a klikovost:4 
BCEF CDEF   
[TEST19] 
Test hledani klik v grafu bez hran 
Graf: Pocet Uzlu: 4 
  A B C D 
A 0 0 0 0 
B 0 0 0 0 
C 0 0 0 0 
D 0 0 0 0 
Maximalni kliky a klikovost:1 
A B C D 
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3 Závěr 
Po nastudování teorie grafů bylo zvoleno pět příkladů k implementaci, které jsem implementoval 
v jazyce C. Příklady byly psány tak, aby byly bez problémů použitelné jako domácí úkoly 
pro studenty předmětu Algoritmy. Testy byly navrhnuty tak, aby byly názorné a student pochopil, co 
se děje u každého testu. Programy byly testovány na operačním systému Windows a Linux. 
Možnou nevýhodou je nutnost použít funkce a struktury z prvního příkladu k fungování 
posledních tří příkladů. Takže je možné, že pokud student neimplementuje první příklad zcela 
správně, nemusí mu pak tyto úlohy korektně pracovat. 
Možným budoucím rozšířením programu by bylo implementování dalších funkcí a algoritmů 
pro práci s grafy jako je třeba Problém obchodního cestujícího, nebo případné vytvoření nějakého 
efektivnějšího algoritmu pro hledání maximální kliky grafu. 
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Seznam příloh 
Příloha 1. CD obsahující zdrojové texty a technickou zprávu 
 
