Starting with Aharoni and Linial [1], the deficiency δ(F ) = c(F )−n(F ) ≥ 1 for minimally unsatisfiable clause-sets F ∈ MU, the difference of the number of clauses and the number of variables, is playing an important role in investigations into the structure of MU. In my talk 1) I want to give a high-level overview on recent developments.
MU is the set of clause-sets F , which are unsatisfiable, while removal of any clause renders F satisfiable; one can say that F ∈ MU ("MU") presents a "single reason" for unsatisfiability, while a general unsatisfiable F may contain many F ′ ⊆ F with F ′ ∈ MU ("MUSs"), and thus has "many reasons" for unsatisfiability (see [18] for a recent work on finding MUSs).
Using n(F ) for the number of variables actually occurring in F and c(F ) := |F | for the number of clauses, the deficiency is δ(F ) := c(F ) − n(F ). There are many proofs of "Tarsi's Lemma" ∀ F ∈ MU : δ(F ) ≥ 1 (for a recent overview on them see the introduction of [16] ). By [6] we know that deficiency is a proper complexity parameter, each level MU δ=k := {F ∈ MU : δ(F ) = k} for k = 1, 2, . . . polytime-decidable, with growing complexity. The level k = 1 is well-known ( [5] ), the level k = 2 also quite well ( [9, 14] ), while beyond that for general MU still not much is known (though slowly this is changing). A general overview on MU is given in [10] , while a recent extensive overview, also discussing the various connections to combinatorics, is the introduction of [16] . Currently there are (at least) developments in the following areas concerning MU as layered by deficiency:
• The minimum degree of variables (minimum number of occurrences) is studied in [13, 16] , which seems an intricate problem, especially when looking for precise numbers. The maximum over all minimum degrees for deficiency k is denoted by VDM(k).
• Knowing VDM(1) = 2 (i.e., for deficiency 1 there must exist a variable occurring only twice), it is relatively easy to gain understanding of MU δ=1 , while VDM(2) = 4 leaves some work for MU δ=2 , but is a good start. The next frontier is VDM(3) = 5 -so F ∈ MU δ=3 has a variable occurring in one sign at most 3 times, and in the other sign at most 2 times, and by this information there is a chance to reconstruct F from MU δ≤2 .
• A refined parameter is the number fc(F ) of full clauses for F ∈ MU, the number of clauses C ∈ F with |C| = n(F ), where the maximum for deficiency k is denoted by FCM(k); obviously we have FCM(k) ≤ VDM(k). We have FCM(1) = 2, FCM(2) = 4 (exercise: find the easy examples), and FCM(3) = 4 = VDM(3) − 1 ( [16] ; creating an example is a bit tougher now, and the upper bound needs some insight).
• An important restriction for us is UHIT ⊂ MU, the set of unsatisfiable hitting clause-sets, that is, where every two different clauses have at least one clashing literal pair. Considering only such F ∈ UHIT , the maximum of fc(F ) over UHIT δ=k is denoted by FCH(k) ≤ FCM(k). This parameter is studied in [15] , drawing new connections to number theory and the study of certain recursions, started in [7, Page 145] , and today called "meta-Fibonacci recurrences" ( [4] ).
• The big theorem on the horizon, explaining the structure of MU, is a proof (and formulation) of the Finite Patterns Conjecture, as discussed in the outlook of [16] : for every deficiency k we can describe the elements of MU δ=k via finitely many "patterns" (currently for k ≥ 3 even the precise meaning of "pattern" is not known).
• For UHIT this can be said precisely: the conjecture is that the number of variables of F ∈ UHIT δ=k for fixed k is bounded, after elimination of "singular" variables, that is, variables occurring in one sign only once. And indeed we conjecture the maximum to be equal 4k−5 for k ≥ 2. For k = 2 this is known, while we established it for k = 3 in [17] . This (non-trivial) proof uses a variety of reductions, the most basic one being singular DP-reduction, DPreduction (also called "variable elimination") applied to a singular variable.
• The study of singular DP-reduction for MU is the topic of [14] , containing results related to confluence (the result of the reduction is independent of the choices made during the (nondeterministic) reduction). The main result here is, that in general the number of variables in the result is unique, while for deficiency 2 moreover the isomorphism type of the result is unique.
• More generally the concept of clause-irreducibility is developed in [17] (with a forerunner in number theory; see [11, 2] ). This surprisingly powerful concept says, that an unsatisfiable F is clause-irreducible iff there is no F ′ ⊂ F with c(F ′ ) > 1 such that F ′ is logically equivalent to a single clause.
I want to motivate and give examples for the above developments in my talk. An interesting algorithmic problem is posed in [16] :
1. A general upper bound on VDM(k) is developed, and it is shown that this bound is (precisely) sharp for lean clause-sets, which are clause-sets without non-trivial autarkies (lean clause-sets were introduced in [12] , but indeed already implicitly considered in [8] via "weak satisfiability").
2. As an aside, it is interesting to note here, that the bound is already sharp for variable-minimal unsatisfiable clause-sets, as introduced in [3] , and further studied in [16] , also correcting various errors from [3] .
3. So, if the bound is violated, then there must be an autarky! 4. We can indeed simulate the corresponding autarky reduction (as introduced in [19] , removing the clauses satisfied by the autarky) in polynomial time, exploiting the refinement of deficiency by surplus, as first studied in [20] .
5. But how to find the autarky in polynomial time is an open problem. The underlying problem is to find for some polytime decidable class of satisfiable clause-sets a satisfying assignment in polynomial time.
