Under certain mild conditions, some limit theorems for functionals of two independent Gaussian processes are obtained. The results apply to general Gaussian processes including fractional Brownian motion, sub-fractional Brownian motion and bi-fractional Brownian motion. A new and interesting phenomenon is that, in comparison with the results for fractional Brownian motion, extra randomness appears in the limiting distributions for Gaussian processes with nonstationary increments, say sub-fractional Brownian motion and bi-fractional Brownian. The results are obtained based on the method of moments, in which Fourier analysis, the chaining argument introduced in [11] and a paring technique are employed.
Introduction
Let X t = (X 1 t , . . . , X d t ), t ≥ 0 be a d-dimensional Gaussian process with component processes being independent copies of a 1-dimensional centered Gaussian process. We assume that there exist some α 1 > 0 and H ∈ (0, 1) such that Var (X 1 t ) = α 1 t 2H for all t ≥ 0. Some well known Gaussian processes possessing this property, say Brownian motions (Bms), fractional Brownian motions (fBms), sub-fractional Brownian motions (sub-fBms) and bi-fractional Brownian motions (bi-fBms). Let X be an independent copy of X. When X and X are fBms, we know that the intersection local time of X and X does not exist if Hd = 2 ( [10, 15] ), and this is called the critical case. If X and X are fBms with H ≤ 1/2, the following convergence in law was obtained in [2] . as n tends to infinity, where
with B(·, ·) being the Beta function, and N is a real-valued standard normal random variable.
In this paper, we consider the asymptotic behavior of 1 h(n) as n tends to +∞, under certain mild conditions.
The random variables in (1.1) appear in the study of occupation times for the Gaussian random field X u − X v and their corresponding derivatives, see [4, 6, 10, 13, 15] and the references therein. It is of interest to find a normalization function h(n) with proper growing speed as n tends to infinity, so that (1.1) converges to a non-trivial distribution. It turns out that the choice of h(n) depends on R d f (x)dx. That is, when R d f (x) dx = 0 which corresponds to the first-order limit law, one may choose h(n) = n; when R d f (x) dx = 0 which corresponds to the second-order limit law, one needs to choose a normalization function h(n) = √ n with slower growing speed.
To obtain the desired limit theorems for (1.1), we make the following assumptions on the Gaussian process X: (B) Given m ≥ 1, there exists a positive constant κ depending on m, such that for any 0 = s 0 < s 1 < · · · < s m and x i ∈ R d , 1 ≤ i ≤ m, we have
(C1) For any 0 < t 1 < t 2 < t 3 < t 4 < ∞ and γ > 1, there exists a nonnegative decreasing function β 1 (γ) with lim γ→∞ β 1 (γ) = 0 such that, if
where ∆t i = t i − t i−1 for i = 2, 3, 4.
(C2) For any 0 < t 1 < t 2 < t 3 < t 4 < ∞ and γ > 1, there exists a nonnegative decreasing function β 2 (γ) with lim γ→∞ β 2 (γ) = 0 such that, if [2, 11, 12, 16] .
Note that the stationary increment property was used to obtain the limit laws for functionals of fBm or fBms in the previous literatures

In this work, we do not require the stationary increment property, but instead assume some weaker conditions (A1) and (A2). Assumption (B) characterizes the nondeterminism property of X, and it is satisfied if, for instance, X is self-similar and has the local nondeterminism property. Assumption (C1) is required in Theorem 1.3 (first-order limit law) and Theorem 1.4 (second-order limit law), while Assumption (C2) is only needed in Theorem 1.4.
The following are the main results of this paper.
Theorem 1.3
Under the assumptions (A1), (A2), (B) and (C1), we further suppose that Hd = 2 and f is a real-valued bounded measurable function on R d with R d |f (x)||x| β dx < ∞ for some β > 0. Then, for any t 1 and t 2 ≥ 0,
as n tends to infinity, where 
.
In this paper, the Fourier transform is given by, when f ∈ L 1 (R d ),
where ι = √ −1.
Theorem 1.4
Under the assumptions in Theorem 1.3, we further assume that R d f (x) dx = 0 and (C2). Then, for any t 1 and t 2 ≥ 0,
as n tends to infinity, where
with Γ(·) being the Gamma function, and η is another real-valued standard normal random variable independent of N , Z .
As a byproduct, using similar arguments as in the proofs of Theorems 1.3 and 1.4, we can easily obtain the following results. Theorem 1.5 Under the assumptions (A1), (A2), (B) and (C1), we further suppose that Hd = 1 and f is a real-valued bounded measurable function on R d with R d |f (x)||x| β dx < ∞ for some β > 0. Then, for any t ≥ 0, 1 n
Z(t)
as n tends to infinity, where Z λ is a positive random variable with parameter λ > 0 and E [Z m λ ] = Γ(m+λ) m!Γ(λ) for all m ∈ N, Z(t) is defined in [16] and is independent of Z
Theorem 1.6 Under the assumptions in Theorem 1.5, we further assume that R d f (x) dx = 0 and (C2). Then, for any t ≥ 0,
with Γ(·) being the Gamma function, and η is another real-valued standard normal random variable independent of Z(t) and Z 
as ε → 0 in the critical case Hd = 2 (see, Theorem 1 in [10] and Remark 3.2 in [15] ). Indeed, using the self-similarity of fBms and change of variables, one can get that 
Moreover, comparing Theorem 1.4 with Theorem 4 in [3] , one may obtain the following equality
Limit theorems for functionals of two independent Brownian motions and their extensions were obtained in the 1980s, see [7, 8, 3] and references therein. However, the corresponding results for fBms were not much since then. There are two main reasons. One is that the general fBm is neither a Markov process nor a semimartingale. This means that methods working for Bms probably fail for fBms. The other is that the role played by the second fBm in the limit laws is not well understood. Recently, Nualart and Xu in [12] proved central limit theorems for functionals of two independent d-dimensional fractional Brownian motions in the case Hd < 2. After that, Bi and Xu in [2] showed the first-order limit law in the critical case Hd = 2 with H ≤ 1/2, but it does not include the interesting case d = 3 which may have physical relevance. The contribution of this paper is that, in the case Hd = 2, for more general Gaussian processes other than just fBms, we obtain the first-order limit law and the second-order limit law in Theorem 1.3 and Theorem 1.4, respectively.
Compared with the previous proofs of limit laws for fBms, we encounter some new challenges due to the lack of stationary increments property and short range dependence property, both of which played critical roles in deriving limit laws for fBms with H ≤ 1/2. Moreover, the second Gaussian process causes a big trouble when proving the convergence of even moments. Thanks to the methodologies developed in the recent papers [12, 2, 16] and the introduction of some new ideas, especially the pairing technique, these issues are solved eventually.
To conclude the introduction, we briefly mention some of the innovations in this paper.
First of all, we do not assume the stationary increment property for our Gaussian processes. Instead, we propose two increment properties (A1) and (A2), which only concern the increment on a time interval whose length is significantly larger/smaller than the preceding interval. So our results cover several well-known Gaussian processes besides fBms. A surprising observation is that, compared with stationary increments, non-stationary increments cause extra random phenomena (see Remark 1.7).
Secondly, we characterize the type of increments of Gaussian processes that contribute to the moments of the limiting distribution in the case Hd = 2. Roughly speaking, only increments on intervals with uncomparable lengths contribute in the first-order limit law. As for the secondorder limit law, some increments on intervals far away also contribute. The characterization of the increments in the first-order limit law is given in Assumption (C1), which is weaker than the one in Lemma 2.3 of [16] for fBm with Hurst index H ≤ 1/2. The characterization of the increments in the second-order limit law, in addition to Assumption (C1), is given in Assumption (C2), which enables us to obtain the standard Gaussian random variable η in Theorem 1.4. Assumptions (C1) and (C2) are satisfied by fBms, sub-fBms and bi-fBms, see Lemmas 2.4, 2.5 and 2.6.
Thirdly, the role played by the second Gaussian process in the second-order limit law in the case Hd = 2 is clearly revealed. For fBms with Hd < 2, the role played by the second fBm was explained in Lemma 3.2 and (3.22) of [12] . It turns out that the second Gaussian process plays a similar role as the second fBm does in [12] . However, noting that the method used in [12] cannot be applied directly here, we develop a new methodology, in which the key idea is to pair the second Gaussian process with the first one in a proper manner (see Step 3 and Step 4 in the proof of Proposition 4.5 for details). Moreover, this kind of paring technique indicates the relationship between the first-order limit law and the corresponding second-order limit law. We believe that our methodologies also work well for a variety of functionals and multiparameter processes. For instance, one may use them to extend results in [3] to multiple independent Gaussian processes. In particular, the paring technique developed here could be used to obtain a functional version of the central limit theorem proved in [12] and extension to more general Gaussian processes should also be available. This should be discussed in another paper.
The paper is outlined in the following way. After some preliminaries in Section 2, Section 3 is devoted to the proof of Theorem 1.3 and Section 4 to the proof of Theorem 1.4, based on the method of moments, Fourier transform, the chaining argument introduced in [11] and a paring technique.
Throughout this paper, if not mentioned otherwise, the letter c, with or without a subscript, denotes a generic positive finite constant whose exact value is independent of n and may change from line to line. Moreover, we use x · y to denote the usual inner product in R d and B(0, r) the ball in R d centered at the origin with radius r.
Preliminaries
Let X t = (X 1 t , . . . , X d t ), t ≥ 0 be a d-dimensional centered Gaussian process defined on some probability space (Ω, F, P ). The components of X are independent copies of a 1-dimensional centered Gaussian process. In this paper, we always assume that H = 2/d ∈ (0, 1) and that
where α 1 > 0 is a constant that appears in Assumption (A1). This is a rather weak condition that is satisfied by a variety of Gaussian processes. In particular, it is straightforward to validate the following Gaussian processes.
Example 2.1 X 1 t is a 1-dimensional fBm, of which the covariance function is
Example 2.2 X 1 t is a 1-dimensional sub-fBm, of which the covariance function is
Example 2.3 X 1 t is a 1-dimensional bi-fBm, of which the covariance function is
where H ∈ (0, 1), K ∈ (0, 1] and HK = 2/d.
It is easy to see that Assumptions (A1) and (A2) are satisfied by fBm with
Using Taylor expansion, one can show that Assumptions (A1) and (A2) are satisfied by sub-fBm with By Lemma 2.4, it suffices to show that the first term on the right-hand side of (2.2), i.e.,
satisfies Assumptions (C1) and (C2). Clearly I = 0 if H = 1/2. It suffices to show the case H = 1/2.
For assumption (C1), if ∆t 2 = θ 2 ∆t 4 with 0 ≤ θ 2 ≤ 1 γ < 1, ∆t 1 = θ 1 ∆t 4 with θ 1 ≥ 0 and ∆t 3 = θ 3 ∆t 4 with θ 3 ≥ 0, then
If H < 1/2, the inequality |y α − x α | ≤ |y − x| α with α ∈ (0, 1] implies that |I| ≤ (∆t 4 ) 2H θ 2H 2 . If H > 1/2, then by mean value theorem with a, b ∈ (0, 1),
If ∆t 4 = θ 4 ∆t 2 with 0 ≤ θ 4 ≤ 1 γ < 1, ∆t 1 = θ 1 ∆t 2 with θ 1 ≥ 0 and ∆t 3 = θ 3 ∆t 2 with θ 3 ≥ 0, then, using similar argument as above, we can show
Next we show that assumption (C2) is also satisfied by sub-fBms. Note that 
where c 1 , c 2 ∈ (0, ∆t 2 ) and c 3 is between c 1 and c 2 + ∆t 4 .
This implies
The proof is completed. Proof. Note that bi-fBms are fBms when K = 1. By Lemma 2.4, it suffices to consider the case [17] . Let B HK be a 1-dimensional fBm with Hurst index HK. For any 0 < t 1 < t 2 < t 3 < t 4 < ∞, we denote
By Lemma 2.4, it suffices to show that the first term on the right-hand side of (2.3) satisfies Assumptions (C1) and (C2). Define
For Assumption (C1), if H ≤ 1/2, then it is easy to see
where we use the increment property of concave function y = x K in the first inequality and |y α − x α | ≤ |y − x| α with α ∈ (0, 1] in the second inequality.
Similarly,
Therefore,
For the case H > 1/2, if ∆t 2 = θ 2 ∆t 4 with 0 ≤ θ 2 ≤ 1 γ < 1, ∆t 1 = θ 1 ∆t 4 with θ 1 ≥ 0 and ∆t 3 = θ 3 ∆t 4 with θ 3 ≥ 0, then
where we use the increment property of concave function y = x K in the first inequality and |y α − x α | ≤ |y − x| α for α ∈ (0, 1] in the second inequality.
If θ 1 > 1, then by mean value theorem
For Assumption (C2), recall the condition 
where
If H ≤ 1/2, then, by the inequality |y α − x α | ≤ |y − x| α with α ∈ (0, 1],
If H > 1/2, then by mean value theorem
, where c 3 ∈ (0, ∆t 4 ) and c 4 is between (∆t 1 + ∆t 2 ) 2H + c 1 and
where we use the facts that ∆t 4 ≤
, where c 7 ∈ (0, ∆t 2 ) and c 8 is between (∆t 1 + ∆t 2 + ∆t 3 + ∆t 4 ) 2H + c 5 and (
Therefore, for any H ∈ (0, 1) and K ∈ (0, 1),
This completes the proof.
Proof of Theorem 1.3
In this section, we will prove Theorem 1.3. Some ideas will be borrowed from the proof of Theorem 1.1 in [2] , in which the stationary increment property of fBm played a crucial role. Noting that the stationary increment property is not assumed in this article, new ideas would be introduced to obtain the desired limit law. For the sake of clarity, we will spell out all the details.
For any t 1 > 0 and t 2 > 0, define
The following result shows that the limiting distribution of
Proof. Without loss of generality, we can assume t 1 ≤ t 2 and then obtain
where in the second inequality we use the fact that the probability density function of
This gives the desired result.
Now we only need to consider the limiting distribution of 1 n F n (t, t) for t > 0. For simplicity of notation, we write F n (t) for 1 n F n (t, t). Using Fourier transform, F n (t) can be rewritten as
We show that F n (t) and G n (t) have the same limiting distribution.
Proof. We first observe that
Since f is bounded and integrable,
Now it suffices to show lim
where in the last inequality we use the Cauchy-Schwarz inequality.
By Assumption (B),
where the second inequality follows from integrating w.r.t to x 1 , u 2 , v 2 and Lemma 5.1, and the last inequality is due to Lemma 5.3.
When i = 3, using inequality | f (x) − f (0)| < c β |x| β , Assumption (B) and Lemmas 5.1 and 5.3, we can obtain that
When i = 4, using similar arguments as i = 2 and i = 3, we can get
This concludes the proof.
For the simplicity of notation, we set
Note that
So the limiting distribution of G n (t) can be easily deduced from that of G n (t).
We next give the limiting distribution of G n (t).
Proposition 3.3 Assume the same conditions as in Theorem 1.3. Then, for any
as n tends to infinity, where B(·, ·) is the Beta function, Z λ is a positive random variable with parameter λ > 0 and
Proof. The proof is split into five steps for easier reading.
Step 1. We first show tightness. Let I n m be the m-th moment of G n (t). Then
for any σ ∈ P m , where P m is the set consisting of all permutations of {1, 2, · · · , m} and
Applying Cauchy-Schwarz inequality and Assumption (B),
dx.
For i = 1, 2 · · · , m, we make the change of variables
with the convention u 0 = 0 and then obtain
where the second inequality follows from Lemma 5.1, and c m,H,t is a finite positive constant depending only on m, H and t.
Step 2. We show that I n m is asymptotically equal to I n m,γ defined in (3.5) as n → ∞. For any positive constant γ > 1, let
Using Cauchy-Schwarz inequality and then inequality (3.4),
where in the last inequality we use the change of variables in (3.3) and Assumption (B).
Noting that
we obtain by Lemmas 5.1 and 5.3,
where n m−2 is from the estimation
and ln γ is due to Lemma 5.2.
Combining inequalities (3.6), (3.7) and (3.8) gives
Step 3. We establish the relationships among
) and J n m,γ,2 (a 1 , a 2 ) in (3.12), which are given in (3.14)-(3.15) and (3.24)-(3.26).
For any a 1 , a 2 > 0, define
Using similar arguments as in obtaining (3.9), we get
For any a, b > 0 and σ 1 , σ 2 ∈ P m , we define
and
It is easy to see that
(a, b). We take the following notations:
For γ sufficiently large in comparison with γ 1 and γ 2 , we can use Assumptions (A1)
On the other hand, recalling J n m,γ,1 (a 1 , a 2 ) defined in (3.11) and noting that O m,γ (b) is one of the m! partitions of
Next, by (3.18), (3.19), (3.21) and (3.23), we obtain
where the first equality follows from Lemma 5.6.
Similarly
Finally in this step, we provide the relationship between I n m,γ in (3.5) and I Step 4. We obtain estimates for I n m . For positive numbers a 1 , a 2 , b 1 and b 2 , define
m) + 1 with ∆ being the symmetric difference operator for two sets.
Using similar arguments for obtaining (3.9), we get
Note that when γ is sufficiently large, for (y 1 , · · · , y m ) in the set B m γ (0, 1) defined in (3.13),
Thanks to (3.9), (3.14), (3.15), (3.24), (3.25), (3.26) and (3.28), we get that, when γ is sufficiently large,
where we use (3.27) in the last inequalities.
Step 5. We obtain the limit of I n m , which is also the limit of the m-th moment of G n (t) defined in (3. 
Γ(m + (
Proof of Theorem 1.3. The desired result follows directly from Lemmas 3.1 and 3.2, equality (3.2) and Proposition 3.3.
Proof of Theorem 1.4
In this section, we will prove Theorem 1.4. To make notations simpler, we will abuse some notations from Section 3. We use F n (t 1 , t 2 ) to denote the left-hand side of (1.2), i.e.,
To obtain the limiting distribution of F n (t 1 , t 2 ), we first show that F n (t 1 , t 2 ) has the same limiting distribution as F n defined in (4.1) with t = t 1 ∧ t 2 , through Lemmas 4.1 and 4.2. Then, we prove that the m-th moment of F n is asymptotically equal to I n m in (4.2) by Lemma 4.3. Finally, we obtain the limit of the m-th moment The following result shows that the limiting distribution of F n (t 1 , t 2 ) depends only on t 1 ∧ t 2 .
Proof. This follows easily from the proof of Lemma 3.1.
Lemma 4.2 Let
Proof. This follows easily from the proof of Lemma 3.2.
By Lemmas 4.1 and 4.2, we only need to consider the weak convergence of
for which we will compute the m-th moments of F n for all m ∈ N. Throughout this section, we will fix the order m of the moment and let P denote the set consisting of all permutations of {1, 2, . . . , m}.
3)
The following lemma indicates that the m-th moment of F n is asymptotically equal to I n m .
Lemma 4.3 lim
Proof. Note that
Since f is bounded, the first term on the right-hand side of (4.4) is less than a constant multiple of n − m 2 . As for the second term, using Fourier transform, we get
Applying Cauchy-Schwarz inequality to the right-hand side of (4.5) on the domains D 
.
By Fubini's theorem and Assumption (B),
e nt e −2mnt
where the last inequality follows from Lemma 5.3.
On the other hand,
where U f is the inverse Fourier transform of f 2 .
Therefore, combining all the inequalities/equality after (4.5), we have, Using Fourier transform, the boundedness of | U f |, Assumption (B) and Lemma 5.3, we get that the right-hand side of (4.6) is less than
Now we represent I n m given in (4.2) using Fourier transform. For t ≥ 0 and σ ∈ P, set
where D n m is defined in (4.3). Then by Fourier transform,
By the preceding lemmas in this section, to prove Theorem 1.4, it suffices to compute lim n→∞ I n m . To do this, we will use Assumption (B) and adapt the chaining argument from [11] to obtain some estimates in Lemma 4.4, which is crucial to the calculation of lim n→∞ I n m in Proposition 4.5. For better readability, we split the rest of this section into four parts.
(I) Symmetrization of |I n m | via Cauchy-Schwarz inequality. In this part, we will obtain an upper bound for |I n m |, see (4.8) . To this goal, we will first apply the Cauchy-Schwarz inequality to the integral in (4.7) and then use Assumption (B) for the variance. Note that this kind of procedure will be used frequently for similar integrals in the sequel.
For the integral on the right-hand side of (4.7), the Cauchy-Schwarz inequality yields
Taking into account that
| is symmetric in terms of x i s, the second factor on the righthand side of the above inequality does not depend on σ and hence
Substituting this estimate into (4.7) yields
Making the change of variables y i = m j=i x j (with the convention y m+1 = 0), we can write
Applying Assumption (B) and making the change of variables
(II) Chaining argument. In this part, we apply the chaining argument introduced in [11] to the integral on the right-hand side of (4.8). The main idea is to replace each product f (y 2i−1 − y 2i ) f (y 2i − y 2i+1 ) by f (−y 2i ) f (y 2i ) = | f (y 2i )| 2 , noting that, by the assumption R d |f (x)||x| β dx < ∞ for some β > 0, the differences f (y 2i−1 − y 2i ) − f (−y 2i ) and f (y 2i − y 2i+1 ) − f (y 2i ) are bounded by constant multiples of |y 2i−1 | α and |y 2i+1 | α , respectively, for any α ∈ [0, β]. Making these substitutions for
where ⌊ 
f (y j − y j+1 ) for k = 1, 2, . . . , m − 1, and
In this way, by (4.8) we obtain the decomposition
(III) Some crucial estimates. We fix a constant λ ∈ (0, 1/2). The estimation of each term A k,m , for k = 1, . . . , m, is given below. Proof. To prove part (i), we first consider the case when k is odd. By the assumption on f , we
Lemma 4.4 There exists a positive constant c such that
Integrating with respect to the y i , s i and r i for i ≤ k − 1 gives, by Lemmas 5.3 and 5.5,
where ds = ds k · · · ds m , dr = dr k · · · dr m and dy = dy k · · · dy m .
By Lemmas 5.3 and 5.4,
Choosing α small enough such that
We next consider the case when k is even. By Assumption (B), A k,m is less than a constant multiple of
Using similar arguments as in the odd case,
Combining (4.9) and (4.10) gives the desired estimates in part (i).
Finally, we show part (ii). If m is odd, by Lemmas 5.3 and 5.5,
where the last second inequality follows from Lemma 5.5 and the last inequality can follow easily from Remark 1.8.
If m is even, then by Lemma 5.5,
(IV) Convergence of moments. In this final part, we show the convergence of I n m given in (4.7), and then prove Theorem 1.4. Recall that 
Proof. The convergence of odd moments follows easily from Lemma 4.4. So we only need to show the convergence of even moments, which will be done in five steps.
Step 1. We show that I n m is asymptotically equal to I n m,γ defined in (4.12). Let
Then, using similar arguments as in (I) Symmetrization of |I n m | via Cauchy-Schwarz inequality,
Thanks to Lemma 4.4, 
where in the last inequality we use the arguments as in (I) Symmetrization of |I n m | via CauchySchwarz inequality and Lemma 4.4.
When ℓ is odd, integrating with respect to the y i , u i and v i for all i = ℓ and using Lemmas 5.3 and 5.5,
where in the last equality we use similar arguments as in the proof of Lemma 5.3.
Similarly, when ℓ is even, by Lemmas 5.3 and 5.5,
where we use Remark 1.8 to get the third inequality and the proof of Lemma 5.3 in the last equality.
Therefore, lim sup n→∞ |I n m − I n m | = 0. Now for any γ > 1, define
where we use Lemma 4.4 in the last inequality.
For any odd numbers k, ℓ ∈ {1, 2, · · · , m} with k = ℓ, define
Then, by the symmetry of u and v in the above inequality,
Integrating with respect to the u i and v i for i = k, ℓ and all y i s gives
Making the change of variables as in the proof of Lemma 5.3, we could obtain that the right-hand side of the above inequality is less than a constant multiple of (ln γ)/n. Therefore,
This implies that lim sup
Step 2. We show that I n m,γ is asymptotically equal to I 
For any ε ∈ (0, 1), define
Then T σ ε = T ε ∩ T σ,ε . This implies that
Using similar arguments as in (I) Symmetrization of |I n m | via Cauchy-Schwarz inequality,
Now, by Assumption (B) and Lemma 4.4, | I n m,γ − I n,ε m,γ | is less than
This gives lim sup
Step 3. Recall the change of variables y i = m j=i x j for i = 1, 2, · · · , m. We see that I n,ε m,γ can also be written as
For any σ ∈ P, define P 1 = {σ ∈ P : #A(σ) = m/2} and P 0 = P − P 1 ,
For any σ ∈ P, let
In the following, we will show the asymptotic behavior of I n,ε,σ m,γ when σ ∈ P 0 and σ ∈ P 1 , respectively.
For any σ ∈ P 0 , there exist j, k, ℓ ∈ {1, 2, · · · , m/2} with k = ℓ such that σ(2j) ∈ {2k, 2k − 1} and σ(2j − 1) ∈ {2ℓ, 2ℓ − 1}. We claim that
In fact, from (4.17) there are four possibilities for the values of σ(2j) and σ(2j − 1): (1) σ(2j) = 2k and σ(2j − 1) = 2ℓ; (2) σ(2j) = 2k and σ(2j − 1) = 2ℓ − 1; (3) σ(2j) = 2k − 1 and σ(2j − 1) = 2ℓ; (4) σ(2j) = 2k − 1 and σ(2j − 1) = 2ℓ − 1. In this first case, the claim follows from (4.18) directly.
In the second and the third cases,
In the last case,
We next show that |y 2k − y 2ℓ | ≤ 4mε or |y 2k − y 2ℓ | ≤ 4mε.
Without loss of generality, we can assume that k < ℓ. Then
if |x 2k − x 2ℓ | ≤ 2mε, and
Using similar arguments as in (I) Symmetrization of |I n m | via Cauchy-Schwarz inequality and then Lemma 4.4,
This yields, by Lemmas 5.3 and 5.5, lim sup
Note that the integral on the right hand side goes to zero as ε tends to zero.
Observe that
Obviously, I
n,ε,σ m,γ = I n,ε,σ m,γ,1 + I n,ε,σ m,γ,2 .
Step 4. For any σ ∈ P 1 , we will show that lim sup Recall the definition of P 1 in (4.16). It is easy to see that #P 1 = 2 m 2 ( m 2 )!. Moreover, for any σ ∈ P 1 , the expression of summation m j=i (y σ(j) − y σ(j)+1 ) on the right-hand side of (4.20) after simplification only has two possibilities. One is that it consists of only variables y with odd indices when i is odd, and the other is that among the variables y in its expression, there is only one variable y with even index when i is even. Note that all variables y with odd indices are in the ball centered at the origin with radius ε and ε is a positive constant which can be chosen arbitrarily small.
For any σ ∈ P 1 , using similar arguments as in (I) Symmetrization of |I n m | via CauchySchwarz inequality and Lemma 4.4, lim sup
where σ(i) = σ(i) if σ(i) is even and σ(i − 1) otherwise. Step 5. We obtain the limit of I n m as n tends to ∞. By Assumptions (C1) and (C2),
is between β(γ, n) In the sequel, we always assume that γ is very large. Note that lim sup 1 (2π) d This completes the proof of convergence of even moments. 
Appendix
Here we give some lemmas which are used to estimate moments when n goes to infinity. Recall that Hd = 2. The generic constant c is independent of n and varies at different places. Proof. The results can be proven using change of variables and the fact that Hd = 2. 
