Given a lower envelope in the form of an arbitrary sequence u, let LSP (u, d) denote the maximum length of any subsequence of u that can be realized as the lower envelope of a set of polynomials of degree at most d. Let sp(m, d) denote the minimum value of LSP (u, d) over all sequences u of length m. We derive bounds on sp(m, d) using another extremal function for sequences.
Introduction
A graph G contains a graph H if some subgraph of G is isomorphic to H. Otherwise G avoids H. If G and H are graphs, LSG(G, H) denotes the number of edges in the largest subgraph of G that avoids H. Let sg(m, H) denote the minimum of LSG(G, H) over all graphs G with m edges. The function sg(m, H) has been bounded for complete bipartite graphs in [2] and for large subgraphs without short cycles in [4] . isomorphic to u.
Usually a function f (n) is called quasilinear if there exists a constant t such that f (n) = O(n log(n) t ). However in this paper, all of the quasilinear functions will satisfy an even stronger property: for each such function f (n), there will exist a constant t such that f (n) = O(n2 α(n) t ). It is easy to see that sp(m, k) ≤ ss(m, a k+2 ), where a n denotes the alternation abab . . . of length n, since two polynomials of degree k can intersect at most k times. We use this inequality to show that sp(m, k) is quasilinear in m 1/2 for every k > 0.
0 − 1 Matrix Results
The first result is analogous to a result about complete bipartite graphs [2] . It is included to introduce a useful probabilistic technique that applies to other 0 − 1 matrices, and to use for corollaries about extremal functions of other 0 − 1 matrices.
Theorem 1.
If P is an r × s 0 − 1 matrix with all entries equal to 1 and
This result follows from the next two lemmas, very similar to the proofs in [2] .
Lemma 2. If P is an r ×r 0 −1 matrix with all entries equal to 1 and r ≥ 2, then sm(m, P ) = Ω(m r/(r+1) ).
Proof. Let A be any 0 − 1 matrix with m ones. First we claim that the maximum possible number of copies of P in A is less than m r . To see this, note that any copy of P is defined by the r ones on its main diagonal. Among the m ones in A, there are at most m r ways to choose r ones, which is less than m r . Now create a matrix A ′ from A by not changing the zeroes in A, and changing each one in A to zero with probability 1 − p, such that p =
. The expected number of ones in A ′ is mp and the expected number of copies of P in A ′ is at most p r 2 m r . Then there is a P -free 0 − 1 matrix contained in A that has at least mp−p r 2 m r = Ω(m r/(r+1) ) ones on average. Therefore there exists a choice of A ′ which produces a P -free subgraph of size Ω(m r/(r+1) ).
Lemma 3.
If P is an s × r 0 − 1 matrix with all entries equal to 1 and s ≥ r ≥ 2, then sm(m, P ) = O(m r/(r+1) ).
Proof. Let A be an m r/(r+1) × m 1/(r+1) matrix with every entry equal to 1, and let A ′ be a P -free 0 − 1 matrix contained in A. Let t be the number of ones in A ′ , let R denote the rows of A ′ , and let w i denote the number of ones in row i of A ′ for each i ∈ R. By convexity,
. By the pigeonhole principle, i∈R
The next two lemmas give operations on 0 − 1 matrices that only change sm(m, P ) by at most a constant factor, with some corollaries. Proof. Let A be a 0 − 1 matrix with m ones such that every 0 − 1 matrix contained in A with at least sm(m, P ) + 1 ones contains P . Suppose that A ′ is a 0 − 1 matrix contained in A with 2sm(m, P ) + 1 ones. Choose a copy of P in A ′ and delete the one in the bottom right corner of P . Do this a total of sm(m, P ) + 1 times. The deleted entries form a copy of P , so A ′ contains R. Both of the operations in the last two lemmas are analogous to operations for the Turán extremal function ex(n, P ) [5] . The next lemma shows that the probabilistic technique from Lemma 2 can give tight lower bounds on sm(m, P ) for other 0 − 1 matrices P .
Proof. Let A be any 0 − 1 matrix with m ones. The maximum possible number of copies of P in A is less than m 2 . To see this, note that any copy of P is defined by the 2 ones on its main diagonal. Among the m ones in A, there are at most m 2 ways to choose 2 ones, which is less than m 2 . Now create a matrix A ′ from A by not changing the zeroes in A, and changing each one in A to zero with probability 1 − p, such that p =
The expected number of ones in A
′ is mp and the expected number of copies of P in A ′ is at most p 3 m 2 . Then there is a P -free 0 − 1 matrix contained in A which has at least mp−p 3 m 2 = Ω(m 1/2 ) edges on average. Therefore there exists a choice of A ′ which produces a P -free subgraph of size Ω(m 1/2 ).
The next lemma gives a trivial upper bound on sm(m, P ) for 0−1 matrices P in terms of ex(n, P ).
Proof. Let A be an m 1/2 × m 1/2 matrix with every entry equal to 1. Then the maximum number of ones in any P -free 0 − 1 matrix contained in A is ex(m 1/2 , P ).
This lemma can be used to derive a number of corollaries about sm(m, P ). Proof. It is known that for every such P , there exists a constant t such that ex(n, P ) ≤ n2 α(n) t [6] . Since ex(n, P ) is quasilinear in n, then sm(m, P ) is quasilinear in m 1/2 by Lemma 9.
Corollary 12.
Proof. Since ex(n, P ) = O(n), then the result follows from Corollary 10.
The next two lemmas show that for every 0 − 1 matrix P with ex(n, P ) = O(n), either sm(m, P ) = Θ(1) or sm(m, P ) = Θ(m 1/2 ).
Lemma 13. If P is either the k×1 matrix with all ones, the 1×k matrix with all ones, or a k ×k matrix with k ones on a diagonal, then sm(m, P ) = k −1.
Proof. The upper bound follows by considering either the m × 1 matrix with all ones, the 1 × m matrix with all ones, or an m × m matrix with m ones on a diagonal. The lower bound follows since P has k ones.
The next lemma gives a more general bound than the one in Lemma 8. Proof. Let A be a 0 − 1 matrix with m ones. Construct a sequence S by the following process: Start S as the empty sequence. For each row in A from top to bottom, scan the current row from left to right, and append the integer i to S if column i has a 1 in the current row. By the Erdos-Szekeres theorem, S contains either a non-increasing or non-decreasing subsequence of length m 1/2 . This subsequence corresponds to a 0 − 1 matrix contained in A that avoids P and has at least m 1/2 ones.
Corollary 15. Suppose that P is a matrix such that ex(n, P ) = O(n). Then sm(m, P ) = Θ(m 1/2 ) if for every k, P is not contained in any of the following matrices: the k × 1 matrix with all ones, the 1 × k matrix with all ones, or a k × k matrix with k ones on a diagonal. Otherwise, sm(m, P ) = Θ(1). Proof. The lower bound follows from Lemma 17. For the upper bound, let m = k 2 be a perfect square and consider the sequence u of length m such that u = (a 1 . . . a k )
k . Let each disjoint copy of (a 1 . . . a k ) in u be called a block.
Let v be a subsequence of u of length 3k and suppose for contradiction that v avoids abab. Every subsequence of length k + 1 has a subsequence isomorphic to aa. Therefore there are k disjoint copies of aa in v. The first copy of aa is in two blocks of u, and each successive copy requires at least one more block since v avoids abab. This is a contradiction. Proof. Let m = k 2 be a perfect square and consider the sequence u of length m such that u = (a 1 . . . a k ) k . Again, let each disjoint copy of (a 1 . . . a k ) in u be called a block.
Let s be any subsequence of u that avoids v. Create a 0 − 1 matrix A from s with k columns and k rows that has a one in row i and column j if s has letter a i in block j.
