In this paper, we propose a data-driven approach to the Smith compensator for the simultaneous attainment of a controller and a mathematical model of linear time-delay SISO systems. Under the situation in which we do not know a mathematical model of a plant, the proposed method here enables us to obtain the optimal Smith compensator for the desired tracking property based on the direct utilization of a one-shot closed loop experimental data. In addition, by introducing the special structure to the feedback controller used in the Smith compensator, it is possible to obtain not only the desired controller but also the mathematical model of a plant with a time-delay. Finally, we also give an experimental result in order to show the validity of the proposed method.
INTRODUCTION
There are many applications in which a plant includes a time-delay, like a transmission delay of signal transfers, a transport delay of materials in process control systems, and so on. Since a time-delay causes a deterioration of the performance of a designed control system, it is important to compensate the effect of the time-delay in the feedback loop. For this purpose, it is well known that the Smith compensator (cf. Smith [1959] ) is effective for control of time-delay systems. The Smith compensator has a simple structure which compensates the error between the outputs of the internal model of a plant with-and without delay. where τ denotes the time delay of the actual plant whileτ denotes the time delay of the model in the Smith compensator. If the mathematical modelGe −τ s completely reflects the dynamics of the actual plant (i.e.,G = G and τ = τ ), then it is a well known fact that the Smith compensator completely leads to the desired tracking property. However, in the case in which a mathematical model is unknown, it is impossible to construct such a desirable ⋆ This paper was not presented in any IFAC meeting Smith compensator. Alternatively, the direct utilization of the data is expected to yield the desirable Smith compensator since the data have fruitful information of the plant. Moreover, it is also expected that the achievement of the desired output by some sort of method based on the direct use of the data enables us to identify the plant as the internal mathematical model in the Smith compensator. The attainment of a model, which is obtained as a byproduct, is important from the practical points of view. For example, the obtained model can be utilized for finding out information on model uncertainties, monitoring of the actual status of a plant, detection of an aging variation of a plant, the re-design of more advanced controllers, and so on. As for such a simultaneous attainment of a controller and a model for time-delay systems, Abe [1999] studied the application of Wind-surfer approach (cf. Lee et al. [1995] , Lee [1999] and so on) to Internal Model Controller (IMC, Morari et al. [1984] and Morari and Zafiriou [1989] ). Although the aim of Abe [1999] was to obtain both of a mathematical model of a plant and a desirable controller for time-delay systems, many iterative experiments for the identification and the controller design are also required.
By the way, recently, the direct data-driven approach to the design of a controller attracts as one of the effective ways for achievement of the desired specification, e.g., (Fujisaki et al. [2005] , Kaneko [2008] , Safonov and Tsao [1997] , Yamamoto and Oakano [2006] ) and so on. Particularly, in the cases in which a controller with a tunable parameter has already been implemented, this approach is also regarded as data-driven parameter tuning. As for related studies on the Smith compensator, the application of Iterative Feedback Tuning (IFT, which was originally proposed in Hjalmarsson et al. [1998] ) to IMC was studied in Bruyne [2003] . IFT is the tuning method that iteratively updates the variable parameter of a controller so as to minimize a performance index, e.g., the sum of squared error signal between the desired reference signal and the actual output, by using the input/output data obtained in the iterative closed loop experiments. This minimization can be computed as a non-linear optimization technique like Gauss-Newton method in which required quantities (gradient, Hessian, Jacobian, and so on) consist of the experimental data. This also means that IFT requires many experiments in order to update the parameter of a controller so as to achieve the minimization of the performance index. Thus, IFT spends considerable expense and time, which is a crucial problem with respect to practical points of view. Moreover, Bruyne [2003] did not take into account obtaining a mathematical model.
From these backgrounds, we propose a data-driven approach to the Smith compensator for the simultaneous attainment of a desirable controller and a mathematical model of linear time-delay SISO systems. Here, we apply Fictitious Reference Iterative Tuning (FRIT), which was provided and developed in Kaneko et al. [2005] and Souma et al. [2004] , to the parameter tuning of the Smith compensator. FRIT requires only a one-shot experiment and offline optimization for obtaining the optimal parameter of a controller. This means that FRIT has a great advantage compared with IFT in the sense that the time and cost for obtaining the optimal parameter are drastically reduced. Virtual Reference Feedback Tuning (VRFT), which was provided and studied in Campi et al. [2002] and Sala [2007] , is also a controller parameter tuning method that enables one to obtain the optimal parameter of a controller with only a one-shot experimental data. In VRFT, one should perform the computation with a non-proper transfer function 1 while FRIT requires no computation involving any non-proper transfer function (see Section 2.2). In addition, VRFT has not been developed to the parameter tuning for time-delay systems. In the regard to this point, the proposed method in this paper is an effective tuning method for time-delay systems with only a one-shot experimental data. Particularly, we show that the optimization of the cost function appeared in FRIT for the Smith compensator leads to both the optimal controller for achievement of a desired response and a mathematical model reflecting the dynamics of the actual plant. This paper is organized as follows. In Section 2, we give some required preliminaries and the problem formulation. In Section 3, we give a brief explanation of FRIT. In Section 4, we explain how FRIT is embedded into the Smith compensator and then show that performing FRIT leads to obtain the optimal controller and to identify the mathematical model of a plant. In Section 5, in order to the validity of our results, we show an experimental example. In Section 6, we give concluding remarks.
[Notation] Let R and R n denote the set of real numbers and that of real vectors of size n, respectively. For a rational transfer function G(s), we denotes the output 1 In VRFT, ∥u 0 − C(ρ)(r − y 0 )∥ is minimized, where y 0 and u 0 are the initial input and output, respectively, and C(ρ) is the parameterized controller. The virtual referencer is computed so as to satisfy y 0 = T dr , where T d is the desired transfer function and y 0 is the initial output. This implies thatr should be computed as T
time signal of G with respect to the input time signal u as y = Gu for the enhancement of the readability. For a time signal w, we denote the value of w at the time t as w(t). For a time signal w, we denote the delayed signal as e −Ls w(t) := w(t − L). Under the sampling period ∆, we prepare the norm defined by
for the sampled time series of w from t = 0 to t = N ∆.
PRELIMINARIES

Problem formulation
Consider the Smith compensator illustrated in Fig.1 . In this paper, we treat a linear, time-invariant, and singleinput single-output system with a time-delay, which is described by Ge −τ s , where G denotes the transfer function of the lumped part and τ denotes the length of the timedelay. We assume that G and τ are unknown while the relative degree of G is known. We also assume that G is stable and minimum phase. By using information of the relative degree of G, it is possible to set the lumped part of mathematical model in the Smith compensatorG in Fig. 1 asG
( 1) with the unknown parameter vector
The length of the time delay in the Smith compensator is described by the unknown parameterτ . In Fig.1 , the feedback controller C F B is also described by
with the unknown parameter vector
Thus, we treat the Smith compensator with the unknown parameter vector Fig.2 . The output and the input of the closed loop in Fig.2 depend on ρ, so they are denoted by y(ρ) and u(ρ), respectively. In addition, we denote the 
We give the desired transfer function from r to the output y as T d . Notice that the desired output can not respond faster than the inherent time delay τ of the plant. Moreover, we do not know the length of the time delay. Thus T d should be given as
where T d0 denotes the lumped part of the desired transfer function from r to y and its relative degree is greater than that of G. In T d , we also set a tunable time-delay parameterτ , which has already been used in the internal model in the Smith compensator (cf. Masuda et al. [2010] )
In order to obtain the parameter for the desired tracking property, we prepare the cost function described by
Under these settings, the problem we consider here is formulated as follows. Problem 2.1. We consider the Smith compensator with the tunable parameter illustrated in Fig.2 . We are also given a desired transfer function T d described by Eq.(4). Set the initial parameter ρ 0 =:
Perform one-shot experiment and obtain the data u 0 := u(ρ 0 ) and y 0 := y(ρ 0 ), respectively. Then, the problem is to find the optimal parameter
with the property thatG M (ρ * M )e −τ * s is also closer to the actual plant Ge −τ s , where ρ
Problem 2.1 requires the optimal parameter not only for the desired tracking property but also for the model reflecting the dynamics of the actual plant simultaneously.
Fictitious Reference Iterative Tuning
In this section, we review the fictitious reference iterative tuning (FRIT) based on the references (Kaneko et al. [2005] , Souma et al. [2004] ) which is a main tool for solving Problem 2.1. Fig.3 illustrates a conventional feedback control system that consists of a plant and a controller C(ρ) with a tunable parameter ρ. Consider the problem (N,∆) with T d which is a desired transfer function r to y. First, by using the initial parameter ρ 0 , perform the first experiment on the closed loop system with C(ρ 0 ) and obtain the initial data u 0 := u(ρ 0 ) and y 0 := y(ρ 0 ). Here we also assume that C(ρ 0 ) tentatively stabilize the closed loop so as to yield the bounded input and output. By using them, we compute the fictitious reference signal r(ρ) (which was introduced by Safonov and Tsao [1997] in the unfalsified control framework) described bỹ
Next, we introduce the cost function described by
And then we minimize J F (ρ) and implementρ * := arg min ρ J F (ρ) to the controller. Note that Eq.(8) with the fictitious referencer(ρ) in Eq. (7) requires only u 0 and y 0 . This means that the minimization of Eq. (8) can be performed off-line by using only one-shot experimental data. As for the relationship between the minimization of J(ρ) and that of J F (ρ), it was shown in Theorem 3.1 in Souma et al. [2004] that J(ρ * ) = 0 is equivalent to J F (ρ * ) = 0. Although it is difficult to ideally minimize the cost function J F (ρ) to be zero, this relation implicitly means that the minimization of J F (ρ) is deeply related to that of J(ρ).
MAIN RESULT
The basic idea for the simultaneous attainment of the optimal controller and the mathematical model
Consider the feedback system with the Smith compensator illustrated in Fig.1 . If we know the mathematical model of a plant, i.e.,Ge −τ s = Ge −τ s , it is easily shown that
achieves the complete tracking property:
However, we do not know information on Ge −τ s . In this case, based on Eq.(9), we parameterize the feedback controller in Fig.2 as
which means that C F B is also parameterized by the model parameter ρ M . Thus, we do not use ρ C , so we denote
T henceforth. Here, we obtain the following theorem. Theorem 3.1. Consider the feedback controller C F B (ρ M ) described by Eq.(11) in Fig.2 . Then,
holds if and only if Ge −τ s =G(ρ M )e −τ s holds.
[Proof] ("If" Part) It follows from the well known role of the Smith compensator that Ge −τ s =G(ρ M )e −τ s leads to the perfect tracking described by Eq.(12).
("Only if" part) By using C F B (ρ M ) described by Eq.(11), we see that
Here, assume that ρ M andτ satisfy Eq.(12). Then, from Eq.(13), the relation Eq.(12) can be described by
which can be also rewritten bỹ
Due to 1 − T d0 e −τ s ̸ = 0, we see that Eq.(15) yields
From Theorem 3.1, if we implement C F B described by (11) with a tunable parameter ρ M as illustrated in Fig.4 , then the achievement of Eq. (12) by tuning the parameters ρ M andτ is equivalent to the attainment of the model of a plant asG(ρ M )e −τ s = Ge −τ s . That is, this theorem guarantees the simultaneous attainment of the optimal controller from the desired tracking and the mathematical model of a plant. Fig. 4 . The Smith compensator with the feedback controller described by Eq.(11)
FRIT for the Smith compensator
Here, we apply FRIT for the purpose of obtaining the optimal parameter of the Smith compensator in Fig.4 .
Firstly, we set the initial parameter ρ 0 M andτ 0 . Then we perform a one-shot experiment in the Smith compensator Fig.4 and obtain the initial data u 0 and y 0 . In order to apply FRIT, we compute the fictitious referencẽ
which can be obtained by substituting the dotted line region in Fig.4 to C(ρ) described by Eq. (7). We then minimize the cost function
which corresponds to Eq.(8).
Here, by using the input-output relation of a plant y 0 = Ge −τ s u 0 and Eq.(13), simple calculations yield
This implies that if a parameter ρ = [ρ
T
Mτ ]
T is implemented in the closed loop illustrated in Fig.4 with ρ and we applyr(ρ) defined by Eq.(16) as the reference signal then the output of G ry (ρ) coincides with the actual output. Notice that this relation holds for an arbitrary parameter ρ. On the other hand, if some parameter ρ
then it follows from Eq. (18) and Eq. (19) that
holds. Sincer(ρ * ) is nonzero for almost every sampling point, we can regard that G ry (ρ * ) = T d0 e −τ * s generically holds if it is possible to achieve J F (ρ * ) = 0 at ρ * .
From Eq. (16) and Eq. (17), it should be noted that the optimization of J F (ρ) requires only the initial data u 0 and y 0 . This means that we do not have to do many experiments for updating quantities required in the iterative computation in non-linear optimization. Alternatively, the off-line optimization with only the initial data u 0 and y 0 yields the optimal parameter. If this optimization can be achieved such that J F is approximately equal to zero, we can regard that the optimal parameter for the desired tracking property can be also obtained. Moreover, it follows from Theorem 3.1 that applying FRIT to the Smith compensator illustrated in Fig.4 enables to obtain not only the parameter for the desired tracking property but also a model of a plant simultaneously.
Here, we regard the delay in the desired transfer function as one of the tunable parameters, which was proposed in Masuda et al. [2010] . However, our approach is different from Masuda et al. [2010] in the sense that we apply the Smith compensator. Moreover, our method enables the simultaneous attainment of the optimal parameter for the desired tracking and the model of a plant with a delay.
Algorithm
We summarize the proposed method as follows. T and give the desired transfer function T d . 1. In Fig.4 , we implement ρ 0 . 2. Perform a one-shot experiment and obtain the data u 0 and y 0 . 3. Construct the cost function J F (ρ) by using the fictitious referencer(ρ) described by Eq.(16) and minimize it by (conventional) non-linear optimization 3 off-line. 3 We can utilize well known numerical methods like Gauss newton method, steepest descent method, and so on.
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4. We obtain the optimal parameter ρ * := arg min ρ J F (ρ) which yields the desired controller and the mathematical model of the plant with the time-delay. Remark 3.1. The actual measured data u 0 and y 0 include the noise. If it is difficult to neglect the effect of noise, we repeat the experiment with respect to the same controller C 0 (q) twice under the assumption that the noises in the different experiments are uncorrelated each other. This technique and the assumption are also taken by IFT or VRFT ( cf. Hjalmarsson et al. [1998] and Campi et al. [2002] ). We denote the first experimental data with {y
u } and the second experimental data with {y
u }, respectively. Here, n n , where i, j = (1, 2) or (2, 1). Thus, by modifying the cost function J F (ρ) as
, we can approximate the cost function so as to eliminate the effect of noise. 2
EXPERIMENTAL EXAMPLE
In this section, we give an experimental example in order to show the validity of our results. The system we address here is illustrated in Fig. 5 . This is the cart-positioning cart pulley belt servo motor is applied to this system as the input u. Moreover, we insert the time delay with the length τ = 1.0[sec] at the measurement. Of course, we assume that we do not know the length of the time-delay. Thus, the mathematical model of this system is described bỹ
with unknown parameter ρ = [a 1 a 2 τ ] T . The desired transfer function is described by 
where the unknown parameterτ is also used in T d . The sampling time is 1.0 × 10 −3 sec.
For this system, we implement the Smith compensator which is illustrated in Fig.4 . First, we set the initial parameter ρ 0 = [0.5 0.1 0.01] T and perform the initial experiment. Fig.6 and Fig.7 denote the initial input u 0 and the initial output y 0 , respectively. Moreover, in Fig.7 , we also illustrate the reference signal r and the desired output with the initial time delay 0.01sec. Next, by using u 0 and y 0 , we set the fictitious reference described by Eq.(16) and then minimize J F (ρ) described by Eq.(17) in the off-line nonlinear optimization. Here we apply nonlinear Gauss-Newton method. As a result, we obtain the optimal parameter ρ * = [1.6504 0.1371 0.9247] T . We perform an experiment with ρ * in order to see that this parameter can yield the optimal tracking property. We illustrate the result with ρ * in Fig.8 , where the solid line, the chained line, and the dotted line denote the output y(ρ * ), the reference r and T d0 e −τ * s , respectively. In Fig.8 ,
−τ * s and y(ρ * ) are almost the same so we see that the optimal parameter ρ * yields the desired tracking property. Moreover,τ * is also close to the actual time-delay.
We validate that the model with ρ * reflects the dynamics of this plant. In order to do this, we make comparisons In Fig.9 , we describe the simulation output and the experimental output by the dotted line and the solid line, respectively. From Fig.9 , we see that the experimental data and the simulation output are almost the same so we can regard that the obtainedG(ρ * M )e −τ * s reflects the dynamics of the actual plant.
CONCLUDING REMARKS
In this paper, we have proposed a data-driven approach to the simultaneous attainment of a controller and a mathematical model of linear time-delay systems in the architecture of the Smith compensator. Here, we have applied the fictitious reference iterative tuning (FRIT) to the parameter tuning of the Smith compensator. The proposed method in this paper is an effective tuning method for the Smith compensator in the sense that we can obtain the desired parameter with only a one-shot experiment. Moreover, by introducing the special structure in the feedback controller in the Smith compensator, our approach also enables to obtain the mathematical model simultaneously.
One of the future directions of this research is to guarantee the stability. The selection of the initial parameter should be clarified since it deeply concerns with the result of the optimization. Moreover, the analysis of the effect of the noise is also an important issue.
