The use of response surface approximations with the BLISS method is explored. BLISS is a MDO method for decomposition based optimization of engineering systems, that involves system optimization with relatively small number of design variables and a number of subsystem optimizations that could each have a large number of local variables. In BLISS, the optimum sensitivity analysis data are used to relate the subsystem optimization solutions with the system optimizations. Instead, with the proposed procedure, polynomial response surface approximations using either the system analysis or the subsystem optimization results are used. The response surface construction process is well suited for computing in a concurrent processing environment. The iSIGHT framework is used in implementing and evaluating this procedure on a conceptual level aircraft and ship design problem.
Introduction
The design of complex systems, such as aerospace, automotive, and manufacturing processes are comprised of multiple subsystems with complex interactions, where stringent and often conflicting design requirements are imposed. In order to effectively solve such design and optimization problems, it is essential that these systems be decomposed into more manageable disciplinary problems that can be concurrently solved while simaltaneously accounting for the interactions among the different disciplines (Sobieszczanski-Sobieski, 1988) . A number of MDO (Mutidisciplinary Design Optimization) methods have been formulated in ____________________________________________ recent years and a survey of these methods is provided in Balling and Sobieszczanski-Sobieski, 1996 and Haftka, 1997 . While the architecture of some of these MDO methods may not be entirely intuitive, their solution approach provides for a much more practical and efficient path to reaching an optimal solution over the conventional allin-one approach.
The All-in-One (A-i-O) formulation (referred to as MDF in Cramer et al., 1994) is the conventional approach for solving the MDO problem. While the method is well understood, the principal drawbacks are its expense in having to perform a complete muldisciplinary analysis (MDA) at every stage, including computing derivatives and its lack of modularity and fit with respect to integrated product teams in the industry. The Concurrent SubSpace optimization (CSSO) method (SobieszczanskiSobieski, 1988 , Renaud and Gabriele, 1993 provides for multidisciplinary feasiblity at each CSSO cycle and separate optimizations within the subsystems but deals with all the design variables simultaneously at the system/coordination problem level. The latter approaches to CSSO make use of response surfaces at the system level which is not effective for design spaces of dimensionality over approximately 20. The Collaborative Optimization (CO) method (Braun and Kroo, 1997, Sobieski and Kroo, 1998) and Individual Discipline Feasible (IDF) method (Cramer et al., 1994) dispenses with multidisciplinary compatibility at each system iteration, instead the feasibility is attained as the system optimization problem converges. CO has the appealing property of disciplinary autonomy that fits well with the industry settings but has so far been demonstrated only for problems with a small bandwidth of coupling between the disciplines.
The recently introduced BLISS method (Sobieszczanski-Sobieski, Agte and Sandusky, 1998) uses a gradient-guided path to reach the improved system design, alternating between the set of modular design subspaces (disciplinary problems) and the system level design space. BLISS is an A-i-O like method in that a complete system analysis performed to maintain multidisciplinary feasibility at the beginning of each cycle of the path. In contrast to the other MDO methods, the system level optimization
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American Institute of Aeronautics and Astronautics 2 problem with BLISS uses a relatively small number of design variables that are shared by the subspaces (disciplines) and solution of the system level problem is obtained using the derivatives of the behavior (state) variables with respect to system level design variables and the Lagrange multipliers of the constraints obtained at the solution of the disciplinary optimizations.
This paper explores the use of Response Surfaces (Box and Draper, 1987) for the solution of the system level optimization problem in BLISS, with the objective being to reduce the total work, where total work is computed as the total number of disciplinary (black box) analyses, including those required during system analysis, sensitivity analysis, and disciplinary optimizations (BBOPT), required for convergence of the BLISS procedure. In addition the use of response surfaces at the system level will eliminate the dependency on the optimum sensitivities and the Lagrange multpliers of the active disciplinary constraints. The limitation, however, with the use of response surfaces is that the number of independent system level design variables will be restricted to approximately 20 variables.
BLISS Procedure
The BLISS procedure comprises of the system analysis and sensitivity analysis, local disciplinary optimizations, and the system optimization. The details of the complete BLISS procedure is provided in Sobieszczanski- . For completeness, the key steps in the BLISS procedure are outlined below. 0. Initialize local disciplinary (X) and system level (Z) variables. 1. System analysis (SA) to compute the state variables (Y) and the design constraint functions (G); the SA includes all the local disciplinary analysis (BBAs) for all the black boxes/disciplines (BBs). If the starting point is feasible, then the BLISS procedure will maintain feasiblity while improving the system objective. Alternatively, if the starting point is infeasible, the constraint violations are reduced while minimizing the increase in system objective.
BLISS with Response Surfaces
The use of response surfaces in the BLISS method for system level optimization will eliminate the dependency of the system optimization problem formulation and solution on (i) the optimum sensitivities, and, (ii) the Lagrange multipliers of the active subsystem (black box/disciplinary) constraints. In addition, the smoothing operation resulting from the use of response surfaces may improve the convergence characteristics of the numerical optimization scheme, as well as reduce the possibility of being trapped in a local minimum.
In this paper, the response surfaces are used only with the system optimization task ) for approximating the subsystem (black box/disciplinary) analyses outputs. They are not used within the subsystem optimizations (BBOPT). Two algorithms, BLISS/RS1 and BLISS/RS2, that are modifications of the original BLISS outlined in the previous section are proposed. The primary difference between the two algorithms is that in BLISS/RS1 the response surfaces are constructed and updated using system analysis data (step 1 of BLISS procedure, Section 3.0) while in BLISS/RS2 the response surfaces are constructed using the subsystem (black box/disciplinary) optimization data (step 4 of BLISS procedure, Section 3.0) performed for linearly extrapolated Y variables. BLISS/RS1: Algorithm 1 0. Initialize local disciplinary (X) and system level (Z) variables. 1. System analysis (SA) to compute the state variables (Y) and the design constraint functions (G); the SA includes all the local disciplinary analysis (BBAs) for all the black boxes/disciplines (BBs). 2. Check for convergence of the BLISS procedure.
3.1 If this is the first pass (first cycle), operate in ∆Z space, generate ∆Z j , j=1,N vectors using DOE methods or randomly, within reasonable move limits on ∆Z. 5. Maintain constant Z, and perform BBOPT in the X space for each. This BBOPT is the same as in the original BLISS procedure (outlined in Section 2.1).
Given X, Z from Step 7 and Y from SA in step 1: Find ∆X that, Minimizes φ = D(y r,i ,X). ∆X Satisfy G(X,Y,Z) < 0 Here, y r,i corresponds to an element of the vector Y r . In here, this 1 element, y r,i corresponds to the system objective function that is computed as a single output item in one of the BBs (or, disciplines). The output is the optimal objective and X to be saved for use in step 7.
6. Given the response surfaces for Φ and special constraints G xz from step.3.1.2 or updated in step 3.2.4, perform optimization in the Z-space: Find ∆Z that, Minimizes Φ Satisfy G xz < 0, and ∆Z within move limits. Note that the special constraints, G xz , are those constraints that are strongly dependent of both X and Z variables.
7. Update X and Z using the results from Step 5 and 6. BLISS/RS2: Algorithm 2 0. Initialize local disciplinary (X) and system level (Z) variables.
1. System analysis (SA) to compute the state variables (Y) and the design constraint functions (G); the SA includes all the local disciplinary analysis (BBAs) for all the black boxes/disciplines (BBs).
2. Check for convergence of the BLISS procedure. As stated in the prior section, y r,i corresponds to an element of the vector Y r and this corresponds to the system objective function that is computed as a single output item in one of the BBs (or, disciplines). 6. Update X and Z and begin next cycle from Step 1.
Needless to mention, the quality of the response surfaces is critical to improving the computational efficiency of the BLISS procedure (alternatively, reducing the number of BLISS cycles). The actual procedure of the response surface construction is outlined in Section 4.1.
Response Surface Construction
In this work, an "adaptable" response surface model (RSM) implementation in iSIGHT software is used (Golovidov, Kodiyalam et al., 1998) . In this approach, a minimum number of designs are used to construct an initial model around the baseline design. Typically, a linear model is constructed initially, although the user has an option to request a quadratic initial model. For a linear model, this number would be (N inp +1), where N inp is the number of inputs. After the best design is found using this model within the specified design space bounds, the design is analyzed using the "Exact analysis", the data is included into the model data set, and the model is regenerated. The cycle is repeated with new design space bounds and the model is updated with another optimum design for the current model state. Each additional design in the model data set allows for the definition of one additional quadratic term in the polynomial, up to a full quadratic, after which a least squares fit is used for calculating the coefficients. Since the initial designs constitute only a small fraction of the total data set of the model, their effect is diminished and their distribution in the design space is of much less importance than in the case when all designs for model construction are distributed and analyzed up front. iSIGHT uses randomly generated or DOE generated designs for the initial model. The described approach allows the model to be built at run time following the path of the optimizer, and automatically provides more designs for the model near the region of the optimum, resulting in the increased accuracy of the model near the optimum design. In most simple problems convergence occurs before a full quadratic polynomial is constructed or soon thereafter.
In more complicated problems with functions of nontrivial shape, restarting of optimization and regenerating of the response surface model may still be required. The algorithm proved to be very efficient and reliable and was tested on several realistic design problems.
The order in which the quadratic coefficients of the model polynomial are defined is determined by the order of input parameters of the model. As more and more design points become available, pure quadratic terms are first calculated, and then mixed coefficients are defined. The RSM performance can be improved by using the results of a DOE study and analysis of variance (ANOVA) to determine the most important input parameters, and then use that information for setting the order of defining the model coefficients .
BLISS Enhancements
With the BLISS method, due to the solution of separate optimization problems in X and Z spaces, in the presence of non-convex constraints, it is possible that a gradient based optimization search can drive the variables in a different direction as compared to a direction when the design variables are not partitioned. This may result in the BLISS procedure terminating at a different solution point. A possible 2 design variable scenario is shown in Figure 1 . The local variable is thickness (X) and the system variable is length (Z).
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Point 1 corresponds to the initial infeasible starting point with respect to both constraints G1 and G2. Point 2 corresponds to the optimal solution point if both variables are changed simultaneously as done in a A-i-O method. Point 3 corresponds to the solution point resulting from a BBOPT (discipline/subsystem) with thickness as the X variable. Finally, Point 4 corresponds to solution point from the SOPT (system) optimization with length as the Z variable. Clearly, BLISS partitioning would end up in a local point as the final solution (when using a gradient based optimization procedure) as compared to P2.
An approach that is suggested here to handle this situation is similar to the collaborative optimization procedure of Braun and Kroo, 1997. Specifically, the relevant Z design variables are duplicated in the BBOPT problems by X' variables and a compatibility constraint is used in the system optimization problem for each duplicated variable to ensure compatibility between Z and X' as the BLISS procedure converges.
Numerical Examples
Two design examples are used to test and demonstrate the BLISS procedure with response surfaces. Both the the aircraft design optimization (Sobieszczanski- and the conceptual ship design problem (Kodiyalam et al., 1997) use low fidelity analysis codes representative of a conceptual design stage. The results from the BLISS procedure with response surfaces are compared with the conventional MDF method.
Aircraft Optimization
In this example, a supersonic business jet modeled as a coupled system of structures (BB1), aerodynamics (BB2), propulsion (BB3), and aircraft range (BB4) is used. This problem is identical to the one used by Sobieszczanski- . The aircraft optimization objective is to maximize the range. Complete details of the problem can be obtained from the reference cited above.
Conceptual Ship Design
MDO of a conceptual design of an oil tanker ship, where several disciplines are analyzed to provide one complete system analysis is considered. The disciplines involved in the system analysis include: (i) Hydrodynamics (BB1): involves engine propulsion calculations, wave and skin resistances (drag) modules, stability factor and range calculations; (ii) Structures (BB2): involves weights and stress calculations; and, (iii) Cost (BB3): total ship cost and the return-oninvestment (ROI) computations.
The mathematical formulation of the A-i-O optimization problem is as follows: Maximize: Return-on-Investment (ROI) = f(X) Subject to: Range = 10,000 Nm (+ 1.0%) Disp. Weight = 2*10 8 lbs (+ 1.0%) Max. (Bending & Shear) Stress < 30 ksi Stability factor < 0.0 Bounds on design variables. Six design variables, including, hull length, deck height, hull thickness, deck thickness, installed engine horse power, and fuel weight, are considered.
The BLISS decomposition consists of 3 BBs (Hydrodynamics, Structures and Cost). The system level objective is to maximize ROI. A total of 3 system 6 design variables are considered: Hull length, Deck height, and Fuel weight. BB1 has one local variable (X1 = Installed HP) and local constraints on Range. BB2 has two local variables (X2 = Hull thickness and deck thickness) and local constraints on displacement weight, bending and shear stresses. BB3 computes the ROI and does not perform any local optimization. All the local constraints and Stability requirement computed in BB1 are treated as system level constraints. Figure 2 shows a data flow diagram of one full system analysis for the problem. The results are provided in Table 2 . The initial design is an infeasible design with an ROI of 0.2660. The ROI here represents (1/number of years to recover the investment). In this example, the BLISS method did not arrive at the best known solution of 0.278 for the objective function (ROI).
Summary
A method for optimization of engineering systems has been developed and demonstrated on numerical examples of an aircraft and a ship. Typically, the design variables cluster into a set of a relatively few design variables that govern the system design, and a set of local variables that govern the design detail. The latter are usually large in number but they cluster by the system components. The method decomposes the problem into several optimizations at the component level that may be executed concurrently, and a coordinating optimization at the system level. In the original version of the method (SobieszczanskiSobieski et al, 1998) , the system-level were linked to the component-level optimizations by the optimum sensitivity derivatives. In the version reported herein the two optimization levels link through the Response Surfaces of a polynomial function type, and two variants of that linkage are introduced. In variant 1 the response surfaces for the system objective and the system constraints are constructed in the space of the system design variables using the system analysis results. In variant 2, the response surfaces are being updated with the system component optimization results. In yet another variant of the method, the system-level design variables are assigned counterparts at the component level, with special constraints dedicated to enforce compatibility of each variables and its counterpart. The purpose of the above variations of the method algorithm is to improve the method robustness by smoothing discontinuities and overcoming the detrimental effects of non-convexity.
The method was demonstrated in application to a conceptual-level design of a supersonic business jet aircraft and a ship. Results were compared to those obtained by an all-in-one optimization (A-i-O), A-i-O with the response surfaces, and the original BLISS. In the aircraft test case, the method minimum objective agreed very well with that of the benchmark A-i-O. In the ship test case, the method fell short of the benchmark value by 4.3 %. In all the tests, the method showed a satisfactory capability to satisfy the constraints. In regard to the amount of numerical work, two different metrics were used. The metric equated to the number of the system analyses was found to be case-dependent. By that metric in the aircraft application, the method was not as efficient as BLISS but still an order of magnitude more efficient than A-i-O. In the ship case, the method was both an order of magnitude more efficient than A-i-O and about twice more efficient than the original BLISS. The other metric was the number of individual component analyses. Under that metric in the aircraft case, the method more expensive than the original BLISS but still more economical than A-i-O, while in the ship application the method turned out to be more efficient than BLISS and about on par with A-i-O.
Interpreting the above results one should remember that the underlying analyses were exceedingly simple, typical of the conceptual design stage. One expects that the cost of the system analysis relative to the component analysis will increase as the design moved to the preliminary and detailed stages, hence the metric based on the number of the system analysis is likely to dominate.
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