1. Introduction {#j_jib-2017-0010_s_001}
===============

Bacterial genomes are relatively small, and vary in size by more than one order of magnitude, ranging from approximately 150 kilobases \[[@j_jib-2017-0010_ref_001]\] to 13 megabases \[[@j_jib-2017-0010_ref_002]\]. Due to processes such as rearrangements, gene duplication or loss, and horizontal gene transfer, bacterial genomes are extremely variable in terms of gene repertoires. Further, bacterial chromosome architecture is subject to a balance between genetic novelty and stability of the gene arrangement in the chromosome. While genetic novelties have great influence in adaptation, the introduction of new genes tends to disrupt the chromosome organization. The trade-off between these two processes depends on bacterial niche and lifestyle \[[@j_jib-2017-0010_ref_003]\]. Furthermore, gene order conservation usually involves two categories of genes: namely, rare and persistent genes, where the mechanisms that led to each kind are not identical. In summary, conservation cannot be explained in all instances by operons and lateral gene transfer \[[@j_jib-2017-0010_ref_004]\].

Throughout the years, several models were developed to explain gene order conservation \[[@j_jib-2017-0010_ref_005]\]. The latest models are the Co-regulation Model (CM) and the Selfish Operon Model (SOM) \[[@j_jib-2017-0010_ref_006]\], \[[@j_jib-2017-0010_ref_007]\]. CM is based on the observation that genes that are found close together on the chromosome can be regulated efficiently. Therefore, genes involved in the same metabolic pathway or the same protein complex would constitute selective advantages when being clustered. This model leads to the conclusion that operons are the origin of the cluster organization in bacterial chromosomes. The main problem with CM is that it fails to explain the selective advantages of gene proximity while co-transcription still is not possible. The second model, SOM, is based on lateral gene transfer. The model states that if a set of genes provides equivalent fitness (independent of their position), physical proximity provides an advantage to the genes themselves. In this case, clustered genes are favored over spread ones while being transferred. Therefore, genes can be gradually moved close together even before co-transcription is possible \[[@j_jib-2017-0010_ref_007]\], \[[@j_jib-2017-0010_ref_008]\].

Different environments, habitats, energy sources, and niches ("lifestyles" for short) require particular characteristics from bacterial species to survive, reproduce and proliferate. Hence, one can observe various genome-sizes and mobile DNA elements associated with different lifestyles \[[@j_jib-2017-0010_ref_009]\], \[[@j_jib-2017-0010_ref_010]\]. It is reasonable to expect that these organisms possess a large and varied genomic arsenal to withstand different environmental conditions. To facilitate the identification of genomic features that might influence bacterial adaptation to a specific niche, we introduce LiSSI (LifeStyle-Specific-Islands).

2. The LiSSI Approach {#j_jib-2017-0010_s_002}
=====================

LiSSI is organized into four modules. Subsequent to data acquisition (GenBank or locally), a standard run consists of: defining groups of putative homologous genes (evolutionary sequence analysis), followed by island detection and identification of the most discriminant islands for a given lifestyle (statistical learning). Further, functional classification can be used to search for protein domains in the selected genes/islands. Optionally, the tool can be used without island detection. In this case, it will report putative homologous genes that are mainly associated with a given lifestyle. LiSSI's analysis pipeline is shown in Figure [1](#j_jib-2017-0010_fig_001){ref-type="fig"}.

![LiSSI pipeline. LiSSI is divided into four modules. After data acquisition (GenBank or locally), a standard run involves: the definition of groups of putative homologous genes (evolutionary sequence analysis), followed by island detection and identification of the most discriminant islands for a given lifestyle (statistical learning methods). Further, functional classification can be used to search for protein domains in the selected genes/islands. Full lines represent mandatory steps, dotted lines represent optional steps.](jib-14-20170010-g001){#j_jib-2017-0010_fig_001}

LiSSI was implemented in Java and R. Java is used to generate the graphical user interface and in file manipulation operations, whereas R is used for the statistical analysis. LiSSI combines evolutionary sequence analysis with statistical learning methods (Random Forest with feature selection, model tuning and robustness analysis); and additional steps for island detection and functional classification of the features. In summary, our strategy aims to identify conserved consecutive homology sequences (islands) in genomes and to identify the most discriminant islands for a given lifestyle.

LiSSI extends the methodology described by Barbosa et al. \[[@j_jib-2017-0010_ref_011]\]. Instead of solely analyzing individual genes, we here aim to study the evolution of genome organization. To address island detection, we included G[ecko 3]{.smallcaps} in our pipeline \[[@j_jib-2017-0010_ref_012]\]; to address functional classification of the selected features, we relied on a BioJava \[[@j_jib-2017-0010_ref_013]\] module to implement a Pfam search \[[@j_jib-2017-0010_ref_014]\]. Pfam stores protein families and is used to identify conserved protein domains. Finally, the software incorporates a module to perform a BLAST search \[[@j_jib-2017-0010_ref_015]\] against NCBI. In summary, we now 1) extend our strategy to not just work on single genes but gene islands, and 2) provide a standalone software including a graphical user interface (GUI) guiding the user through all necessary data analysis steps, from importing genomes from NCBI via BLASTing, homology detection, island finding, and classification, to feature selection, decision tree visualization and functional enrichment.

2.1. LiSSI Input Data Processing {#j_jib-2017-0010_s_002_s_001}
--------------------------------

LiSSI has an intuitive and straight-forward GUI layout using a wizard dialog guiding the user from selecting and retrieving the genome annotation files to setting the analysis parameters. The result plots and tables are organized in a separate tab.

**Step 1 -- Load genomes.** The first step is to load a set of genome annotations of representatives for each of the lifestyles of interest. With LiSSI, we implemented three options: "Select from local folder", "Download from GenBank" or a combination of both. One may now either select local directories storing files in GenBank format, or select a list of genomes/species for a list of all fully sequenced genomes available at NCBI.

**Step 2 -- Select genomes.** Here, one has to confirm the selection of genomes using some basic information downloaded in the previous step.

**Step 3 -- Set parameters.** The third and final step is displayed in Figure [2](#j_jib-2017-0010_fig_002){ref-type="fig"}. The user is asked to set the parameters 1) for homology detection using BLAST \[[@j_jib-2017-0010_ref_015]\] and Transitivity Clustering \[[@j_jib-2017-0010_ref_016]\], 2) for island detection using Gecko \[[@j_jib-2017-0010_ref_017]\], and 3) for the Random Forest classifier \[[@j_jib-2017-0010_ref_018]\], \[[@j_jib-2017-0010_ref_019]\]. Note that one may also load intermediate results from previous runs or external analyses here. The LiSSI web site provides detailed tutorials guiding through this process step by step. All preset/standard parameters have been selected based on statistical considerations published in previous work (homology detection, refer to \[[@j_jib-2017-0010_ref_020]\] or on our experience with the use case data presented below \[island detection and classification\]).

![LiSSI software layout. Top-left the selection panel with a tab for Analysis and Results; Top-right the main panel, where all instructions and results will be displayed; and Bottom, the progress panel.](jib-14-20170010-g002){#j_jib-2017-0010_fig_002}

2.2. LiSSI Output Data Analysis {#j_jib-2017-0010_s_002_s_002}
-------------------------------

All intermediate results of LiSSI can be inspected individually. We briefly outline them in the following

**Homology detection.** A corresponding tab summarizes the results found during the homology detection step. It is divided in "Summary" and "Distribution". In the first, one may find basic information about the homology detection process, such as time required for BLAST and Transitivity Clustering. In the latter, one can find a histogram with the cluster size distribution.

**Classification.** This tab provides all figures created during the classification process. The "Joint Distribution" depicts the distribution of the genetic features (either homologous genes or islands, according to user selection) among the two lifestyles under investigation. The remaining tabs hold the receiver operating characteristic (ROC) plots depicting the classification performance on three data-sets: 1) the full data set, 2) the data set with a bias towards class "non-pathogenic" (i.e., all features that were mainly found in non-pathogenic organisms), and 3) the data-set with a bias towards class "pathogenic". Each of the plots displays the classification performance using real labels (dark-blue solid line) and using random labels (light-blue dashed line). One would expect a significant drop in performance on random labels, thus a dashed ROC curve being well below the solid one. If this is not the case, one can learn classifier models on randomly labeled data that is as good as the classifier learned from real-label data; rendering it useless. In addition, the distribution of AUC (Area Under Curve) values of the ROC curve for the distinct runs are represented as box-plots. See Figure [3](#j_jib-2017-0010_fig_003){ref-type="fig"} for an example.

![LiSSI: Pathogenicity classification performance results. A Receiver Operating Characteristics (ROC) plots shows the performance of the classification models using genes as features to distinguish pathogenic actinobacteria from non-pathogenic ones. The data was evaluated five times using different 5-fold cross-validation sets to assess the robustness of the classifiers. The real label classifier curves are presented as dark-blue solid lines, while the random label classifiers are depicted as light-blue dashed lines (the ones close to the baseline). The variation of the AUCs (area under curve) in the cross-validation was included in the figure as a box-plot (bottom right). The numbers below each box-plot are the lower and upper quartiles.](jib-14-20170010-g003){#j_jib-2017-0010_fig_003}

**Feature Selection.** Here, LiSSI presents the decision trees generated subsequent to feature selection. Similarly to the previous tab, it shows figures for the full data set and for each of the two bias directions. By clicking on the nodes one may retrieve more information about the respective genetic feature (homologous genes or islands) or run follow up analysis (Pfam or BLAST). See Figure [4](#j_jib-2017-0010_fig_004){ref-type="fig"} for an example.

![Decision tree created using the most discriminative non-pathogenicity islands. Our classification pipeline (see text) selected the above island as the most representative island for non-pathogens. Nodes containing an identifier represent a genetic feature, in this case, an island. By clicking on the nodes it is possible to visualize the island structure, as well as the gene content and the respective genomes.](jib-14-20170010-g004){#j_jib-2017-0010_fig_004}

3. Application {#j_jib-2017-0010_s_003}
==============

We selected all 199 completely sequenced Actinobacterial genomes that belonged to at least one of the following lifestyles: aerobes (AE), anaerobes (AN), non-pathogenic (NP), and pathogenic (PA). The annotation for oxygen tolerance was extracted from fusionDB \[[@j_jib-2017-0010_ref_021]\], while the pathogenicity annotations were extracted from Barbosa et al. \[[@j_jib-2017-0010_ref_011]\]. These labels distribute as follows: 63 AE, 23 AN, 112 NP, and 87 PA. The whole-genome annotation was downloaded from NCBI. For the complete list of species and labels see Supplementary File 1.

We used LiSSI's default parameters for all steps and data sets. The homology threshold of 35 was set to the lower bound of the interval of reasonable values for Actinobacterial species identified in Röttger et al. \[[@j_jib-2017-0010_ref_020]\]. We used the following island detection parameters: minimum number of genomes: 2; minimum size: 8; maximum indels: 2. The classification parameters were set to ten runs of 5-fold cross-validation, growing 500 trees per run.

3.1. Pathogenicity {#j_jib-2017-0010_s_003_s_001}
------------------

Bacteria can be roughly divided according to pathogenicity classes into non-pathogens and pathogens. This subdivision is an oversimplification of what might actually be a continuum, where the bacteria classification depends not only on intrinsic characteristics but on the host and environmental factors \[[@j_jib-2017-0010_ref_022]\].

Pathogens have a higher tendency to gene loss which leads to smaller genomes when compared to non-pathogens, which is commonly explained by the metabolic abundance provided by the host. That eventually leads to the loss of metabolic genes that are no longer under selective pressure \[[@j_jib-2017-0010_ref_023]\]. Alternatively, the lack of certain metabolic pathways might actually enhance bacterial virulence \[[@j_jib-2017-0010_ref_024]\], \[[@j_jib-2017-0010_ref_025]\].

In contrast to pathogens, non-pathogens are exposed to a constantly changing environment, where they need to quickly adapt to extreme changes in salinity or sunlight exposure. Furthermore, their survival depends on the ability to metabolize several sources of nutrients \[[@j_jib-2017-0010_ref_025]\], \[[@j_jib-2017-0010_ref_026]\], \[[@j_jib-2017-0010_ref_027]\], \[[@j_jib-2017-0010_ref_028]\]. Therefore, it is expected that these organisms possess a large genetic arsenal ensuring their survival in ever changing environmental conditions.

We applied LiSSI to first find homologous gene sets and genomic islands. We observe homologous genes exclusively found in either pathogens or non-pathogens. We also see islands exclusively found in one of the two classes, PA or NP. We found 375,427 distinct homologous genes, where 317,751 were mainly present in non-pathogens and 57,676 in pathogens. The situation is the opposite for islands. Most of the 465 islands are mainly present in pathogens (386); the remaining 79 are mainly present in non-pathogens. Note that there is no island that is present in more than 35 % of the either, non-pathogens or pathogens.

Afterwards, we applied LiSSI to learn random forest classifiers and decision trees on the best extracted features. The results vary heavily depending on whether we use genes or islands as features. When using genes, the classifiers show good performance for both non-pathogen bias ($\documentclass[10pt]{article}
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$ = 94.81 %). It indicates that we can find gene sets specific for pathogens, as well as gene sets specific for non-pathogens. On the other hand, when using islands as features, the scenario is fairly different. The overall classification performance dropped massively: non-pathogen bias performs poorly ($\documentclass[10pt]{article}
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$ = 63.61 %) and pathogen bias as well although not as bad ($\documentclass[10pt]{article}
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$ = 88.84 %). See Supplementary File 2 for more details.

3.2. Oxygen Consumption {#j_jib-2017-0010_s_003_s_002}
-----------------------

The presence of atmospheric oxygen is a limiting factor for bacterial growth; specifically, oxygen levels cannot exceed those found in a bacterium's native habitat \[[@j_jib-2017-0010_ref_029]\]. Above these levels bacteria are subject to decrease in population growth and ultimately death due to the harmful effects of oxidation caused by superoxide and hydrogen peroxide in cellular components \[[@j_jib-2017-0010_ref_029]\], \[[@j_jib-2017-0010_ref_030]\]. During oxidative stress, lipids are the major target, leading to alterations in membrane fluidity and potentially disrupting membrane-bound proteins. Further, modifications in proteins can lead to conformational changes and consequently loss of function. Another main target of oxidative stress is the DNA, leading to single- or double-strand breaks and, in extreme cases, blocking replication by cross-linking the DNA to other molecules \[[@j_jib-2017-0010_ref_031]\], \[[@j_jib-2017-0010_ref_032]\]. Regarding oxygen tolerance, bacteria can be roughly divided into aerobes and anaerobes.

Aerobes are defined as organisms that require atmospheric oxygen conditions (roughly 20 %) to achieve optimal growth. The overhead associated with an oxidative environment is compensated by enabling aerobic respiration, a pathway substantially more efficient than fermentation \[[@j_jib-2017-0010_ref_033]\]. Aside from the presence of a metabolic pathway that can use oxygen as the final electron acceptor, other features are ubiquitous among these organisms, such as enzymes that degrade peroxide (catalases and peroxidases) \[[@j_jib-2017-0010_ref_029]\], \[[@j_jib-2017-0010_ref_034]\]. Other metabolic features are also expected to be found to prevent oxidative agents formation, plus, mechanisms to repair oxidative damage and eliminate damaged molecules \[[@j_jib-2017-0010_ref_030]\].

Anaerobic organisms are defined as organisms that can tolerate only low amounts of atmospheric oxygen and are not capable of performing cellular respiration. Organisms of this class lack the mechanisms for cellular respiration and to protect the cellular components against oxidative damage \[[@j_jib-2017-0010_ref_035]\]. It is not clear which genes might be either exclusive or essential for this class of organism \[[@j_jib-2017-0010_ref_036]\].

Comparing the two classes using LiSSI, we found 335,532 distinct homologous genes, where 198,529 were mainly present in aerobes and 28,974 in anaerobes. Similarly, most of the 181 identified islands were mainly present in aerobes (107); the remaining 74 were mainly present in anaerobes. Again, the classification results differ between the gene-based and the island-based procedure. Using homologous gene sets, the classifiers had good performance for both biases: aerobe bias ($\documentclass[10pt]{article}
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$ = 92.48 %) and anaerobe bias ($\documentclass[10pt]{article}
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$ = 99.15 %), as well as for the classifier using the full data set ($\documentclass[10pt]{article}
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$ = 95.15 %). On the other hand, using islands as features, the scenario is different. The classification performance dropped significantly: aerobe bias achieved an $\documentclass[10pt]{article}
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$ of 66.51 %, and the anaerobe bias yielded an $\documentclass[10pt]{article}
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$ of 78.26 %. See Supplementary File 2 4 for more details.

4. Conclusion {#j_jib-2017-0010_s_004}
=============

We introduced LiSSI, a bioinformatics software for identifying signature genes or islands (conserved consecutive sequences of homologous genes) that distinguish bacterial lifestyles. We illustrate its functionality by identifying genetic features for bacterial pathogenicity and tolerance for atmospheric oxygen. While signature genes could always be detected with high accuracy, islands are harder to identify and less well conserved. Although the use of genomic islands as classification features is a highly valuable function, it is also very vulnerable to test set bias -- as the classification performance for tolerance for atmospheric oxygen might suggest.

Note that, in contrast to *de novo* approaches (e.g. PIPS and GIPSy \[[@j_jib-2017-0010_ref_037]\], \[[@j_jib-2017-0010_ref_038]\]) LiSSI is a comparative approach, thus, dedicated (and limited) to detecting genetic features discriminating between two sets of species, i.e. genes/islands appearing in most of the species of one lifestyle but rarely in any species of the other lifestyle. Genetic elements that are not conserved among the species of one of the two sets may remain undetected.
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