Wireless mesh networks have seen a real progress because of their implementation at a low cost. Thus, the planning of such networks presents many challenges for network operators. Our aim in this paper is to provide a new solution to the planning problem using a multi-objective optimization approach.
INTRODUCTION
Wireless Mesh Networks (WMNs) are a class of NextGeneration Networks (NGN) that provides one of the most promising solutions to improve network coverage, deliver community broadband Internet access services and reduce deployment cost. In such networks, communications between two nodes can be supported by intermediate nodes called Mesh Routers (MRs). Fig.1 illustrates a relatively static infrastructure of a WMN composed by three types of wireless routers. The routers which connect the clients to the requesting service are called Access Points (APs). The relays route the traffic to other relays via a point-to-point connection until a router with an Internet connection is found. Such a wireless router is called a Mesh Gateway (MG) [1] .
To further allow simultaneous communications and improve the capacity of mesh networking, a mesh router is usually equipped with multiple wireless interfaces built on either on the same or different wireless access technologies.
WMNs have been deployed in diverse environments such as home networks, companies and universities. Such networks can also serve the purpose of temporary infrastructure in disaster and emergency situations or in various control system such as public area surveillance. However, these applications continue to confront the problems of connectivity and performance caused by poor planning of wireless networks.
In the last six years, considerable interest has been given to the problems of designing WMNs. Most of these studies has focused on routing [2] , interference measurement and capacity analysis [3] , power control [4] , topology control [5] , link scheduling [6] and channel/radio assignment [7] . However, few studies have addressed the placement of nodes in the network.
Fig 1: Infrastructure of a WMN
In this paper, we consider the planning of Multi-Radio MultiChannel WMNs and we focus on the nodes placement. Thus, our contribution can be summarized as follow:

We considered all parameters that influence the design result including: Deployment cost, client coverage, channels assignment, flow routing, network capacity, interference, robustness and load balancing.
We proposed a new model for the problem of WMNs planning where the three conflicting objectives are optimized simultaneously; minimizing the cost, maximizing the coverage and the throughput improvement (by balancing the load on the links).
To resolve this problem, we used a meta-heuristic in order to obtain optimal results and allowing the planner to choose the one that satisfies his budget.
The rest of the paper is organized as follow: Related works are presented in Section 2. We present the formulation of our model in Section 3. In Section 4, we describe a multiobjective optimization of the proposed model. Section 5 presents experimental results. We conclude our work and give directions for future research in Section 6.
RELATED WORKS
Many formulations and algorithms have been proposed for WMNs planning. The authors of [8] , [9] , [10] optimized the placement of MRs (i.e. the backbone WMNs) to provide large coverage to clients at a minimum cost while granting good performances and a minimum level of interference. Other contributions (eg [11] , [12] , [13] ) have introduced different methods to select a minimum number of MRs to become gateways while satisfying the throughput, interference and congestion constraints. In [14] , the authors define a generalized form of a linear program that takes into account interference and transmission power to minimize the cost function. The study of [15] present an optimization model for WMNs planning that aims to minimize the network deployment cost while providing complete clients coverage.
Most studies propose models with one objective which is to minimize the cost. However, the planning problem invokes multiple performance measurements or objectives (which are often conflicting) to be simultaneously optimized. In this context, a multi-objective formulation of this problem has been proposed in [16] where the authors simultaneously optimize the cost and the level of interference on all network links. These authors have added a third objective function (minimizing congestion in the neighborhood of gateways) to their model in [17] . Their approach seems to be more realistic. Thus, we exploit their works and we introduce more constraints and new objective functions to improve the planning solution.
MODEL FORMULATION
In this section, we propose the network model by presenting a new multi-objective formulation of nodes placement problem. Our model contains three objective functions and exploits the tradeoff between the deployment cost, client coverage, throughput and robustness. Indeed, maximizing the coverage will influence the throughput, and increase the number of MRs. However, minimizing nodes number will decrease client's coverage and influence on the throughout. Our model differs from others in that we consider all the parameters that have an impact on the planning solution and that we use a multi-objective formulation which represents a more realistic approach.
We consider a Multi-Channel Multi-Radio WMN represented by a graph G = (V, E) where V is the set of wireless routers and E describes the set of links between each pair of MRs. We assume the MRs have the same number of radio interfaces R. Each one is equipped with K channels (K >R). A link can be established between two MRs when one of their interfaces use the same channel and the distance between them is less than the transmission range of each MR. To consider interference between the links of WMNs, we adopt the Protocol Interference Model [3] where a transmission on the channel k is successful when all interferes in the neighborhood of the transmitter and receiver are silent on channel k during the transmission time. Let N = {1, ..., n} be the set of Points of traffic Demand (Mesh Clients) and S = {1, ..., s} be the set of Candidate Sites to host a node (AP, MR, MG) . Table 1 shows the notations used to describe the model.
The objectives of our planning problem are to: 1) Select the set of candidate sites where APs can be installed so that the demand points of service are covered. 2) Install MRs in CSs to ensure the network connectivity. 3) Select among the MRs, which will act as gateways while respecting the financial and performance requirements.
4) Minimize the number of nodes to install. Capacity of link (j,l) using channel k C max Maximum capacity of the radio interface of a router R Number of radio interfaces per node K Number of channels per radio interface 
F j
Flow between the gateway and the ISP Q All frequency channels Q = {1, ..., K}
A Constant
Furthermore, our model minimizes the deployment cost (the number of nodes), maximizes clients coverage and minimizes congestion on links. Therefore, the model is formulated as follows:
Subject to :
The objective function (1) calculates the total number of routers and gateways in the network. Function (2) maximizes the coverage of DPs while the function (3) balances the loads between links. The constraint (4) is used to ensure that a given DP i is assigned to at most one CS. Inequality (5) implies that a DP i is affected and covered by an installed node in CS j. A node can use at most R radio interfaces; this is expressed by constraint (6) . The constraint (7) indicates that the maximum number of channels that can be active on the link (j, l) does not exceed K. The constraint (8), (9) and (10) limit the interference between links while inequality (11) expresses the robustness constraint: once a router is deployed on a CS, it is necessary that there are at least two nodes on disjoint paths that connect it to the network; this ensures that a single failure does not disconnect the network. The constraint (12) implies that the sum of requests for service from a router j must not exceed the capacity of its radio interface. Inequality (13) explains that the flow on a link cannot exceed the capacity of this link. The constraint (14) defines the flow balance. For the constraint (15) , it allows the existence of a link between two routers in CSs j and l using channel k only when both routers are installed, and use the same channel k. The constraint (16) states that the number of links from a mesh node is limited by the number of radio interfaces. Inequality (17) ensures that a router can be a gateway only if it is installed. Constraint (18) stipulates that a node installed in CS j can routes the flow to the Internet only if it is a gateway. This flow is limited by a large number M. We consider the delay as a QoS constraint to be satisfied by the inequality (19) by limiting the number of communication hops, if a mesh node j is installed as an MG and an AP is installed in the CS l, then the path length between j and l cannot exceed A hops.
MODEL RESOLUTION
In this section, we propose an algorithm for nodes placement in a WMN. The problem as it was formulated in the previous section has three objective functions with a large number of constraints, making it difficult to solve because it does not have a single solution but a set of solutions located in the front of Pareto, unlike the single-objective methods which ignore this compromise solution. The advantage of this method is that it allows decision makers to choose the best solution according to the encountered situation. Thus, we use the evolutionary technique called Multi-Objective Particle Swarm Optimization (MOPSO) proposed in [18] where the authors introduced the mechanism of Crowding Distance to maintain diversity in the Pareto frontier. This method is based on the PSO of Kennedy and Eberhart [19] which is built on the social behavior of flocks of birds that tend to imitate successful actions they see around them, while there bringing their personal variations. A swarm (population) consists of several particles (individuals).
In this method, the building of an initial solution that meets the constraints is a sensitive task that should be done carefully. This leads us to propose the algorithm 1 where we first randomly generate a coverage matrix that expresses the allocation of every DP i to a CS j and another connectivity matrix between each CSs j and l. Both matrixes contribute to the construction of initial feasible solutions, representing the placement of Mesh APs, Mesh Relays and MGs, which will be stored in the archive. A particle represents the set of binary variables representing the solution of the problem namely: n j , rj, and gj . We considered the planning of a network with a grid topology to increase the number of neighbors of a CS ( [20] ) and we proceeded to the placement of nodes in three steps:
1. Access Points Placement: We placed randomly the nodes in CSs to cover all the DPs that are not yet assigned to an access point.
Relays Placement:
We added new routers to connect the graph G (V, E) by requiring all nodes to have at least two neighbors which ensure robustness to the network ( eg. Algorithm 2).
Gateways Placement:
We choose randomly among the nodes deployed in steps 1 and 2, who will act as a gateway.
These steps are accompanied by a constraints checking and an evaluation of objective functions. Mutation and Crowding Distance techniques are applied to different generations of the swarm to provide different non-dominated solutions. 
RESULTS AND ANALYSIS
To show the quality of the proposed solution, we study the performance of our algorithm by investigating the effect of varying several parameters that influence the deployment of a WMN on a grid topology. We first define standard settings by considering a 8×8 grid topology for the candidates sites, 200 demand points (clients), the traffic demand T i = 2Mb/s, C jl k = C max =54Mb/s, H = R = 3 and number of channel k = 11. All experiments were carried out on a Core i3 machine. Table 2 shows the first 4 non-dominated solutions.
In Fig. 2 .a, we represent an initial distribution of Demand Points to be served by a WMN. It constitutes the input of our algorithm. Fig. 2 .b represents the output solution which shows that 17 Mesh Access Points, 18 Mesh Relays and 4 Mesh Gateways to be deployed. This is a well optimized solution because only 54,7% of candidate sites will be occupied. We observe that our solution provides good performances and coverage at a low cost. In the following, we present the effects of changing key parameters namely: The clients number (N), the candidate sites number (S), the traffic demand (T i ), the radio interfaces number (R) and the hops number (H).
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Relay AP Fig.3 shows that the optimal number of APs increases when the number of DPs increases while this has a negligible effect on the relay and the gateways number. This shows that we need more APs to cover all the DPs. The load balancing function is also maximized as it is mentioned in Table 3 . By varying the number of CSs, we observe (in Table 4 and Fig. 4 ) that the number of relays and gateways increases when the number of CSs increases. This is caused by the need of connecting the network and providing more bandwidth respectively. We also studied the effect of changing T i on deployment cost showed in Fig. 5 and we report in Table 5 the values of the tree objective functions. When T i increases, we see the number of APs increases highly to satisfy this service demand to cover more clients. However, it result a low fairness on links so the throughput decreases. Finally, an optimal number of radio interfaces permits the maximization of throughput and the demand satisfaction with minimum number of nodes. Fig. 6 and Table 6 show that when R = 2, the coverage and the throughput (Load Balancing function) are maximized. While the cost is minimized when R= 3. 
Fig 4: Number of nodes when N varies

CONCLUSION
In this paper, we proposed a new model and algorithm for wireless mesh networks planning by optimizing new objective functions subject to additional constraints to take into account interference, robustness and load balancing. The use of the MOPSO method to resolve our model provides very interesting results and lets the network planner decide which solution responds to his requirements. Additionally, we studied the effect of varying the key parameters on the cost and the performance of the WMN.
As further research topic, we intend to propose new algorithm for the channel assignment optimization. This will provide a complete solution for WMNs planning.
