Abstract. The concept of generalized domination unifies well-known variants of dominationlike problems. A generalized domination (also called [σ, ρ]-Dominating Set) problem consists in finding a dominating set for which every vertex of the input graph is satisfied, given two sets of constraints σ and ρ. Very few problems are known to be W[1]-hard when restricted to graphs of bounded tree-width. We exhibit here a large new (infinite) collection of W[1]-hard problems parameterized by the tree-width of the input graph, that is ∃[σ, ρ]-Dominating Set when σ is a set with arbitrarily large gaps between two consecutive elements and ρ is cofinite (and an additional technical constraint on σ).
Introduction
Motivation. Parameterized complexity is a recent theory introduced by Downey and Fellows (see e.g. [6, 7] for surveys). This theory undelines the connection between a parameter (different from the usual size of the input) and the complexity of a given problem, and allows to study more precisely its complexity. A problem is said to be FPT (fixed-parameter tractable) parameterized by a parameter k if it can be solved in O(f (k) · poly(n)) time, for a computable function f and a polynomial p, where n is the size of the input. Parameterized intractable problems are at least W [1] -hard, where W [1] is one of the most important class of parameterized complexity and believed to be strictly including the class FPT (see e.g. [6, 7] ).
In classical computational complexity, the usual considered parameter is the size of the input graph. From the point of view of parameterized complexity, one can consider several different parameters, e.g. the size of the dominating set or the tree-width of the input graph, as the parameter on which the complexity of the problem may depend.
In this article, we study the parameterized complexity of generalized domination, also known as ∃[σ, ρ]-Dominating Set, introduced by Telle [15, 16] . Let σ, ρ be two fixed subsets of N (throughout this paper N denotes the set of nonnegative integers while N * denotes the set of positive integers). The problem is defined as follows: It is well known that usual optimization problems such as Minimum Dominating Set (minimum [σ, ρ]-dominating set with σ = N and ρ = N * ) or Maximum Independent Set (maximum [σ, ρ]-dominating set with σ = {0} and ρ = N) are NP-hard. When dealing with generalized domination, in many cases the problem of finding any [σ, ρ]-dominating set is already NP-hard. Thus one usually considers the existence problem of finding any [σ, ρ]-dominating set in a given graph, as well as the optimization problems min-[σ, ρ]-Dominating Set and max-[σ, ρ]-Dominating Set asking for a dominating set of minimum or maximum size respectively. In this paper, we only consider existence problems unless otherwise stated.
Many difficult (i.e. NP-hard) well-known problems become efficiently tractable when restricted to graphs of bounded tree-width. This decomposition into a tree-like structure of the input graph allows to write algorithms which efficiently solve the considered NP-hard problems. A natural question is whether this tree-like structure can be used to solve every [σ, ρ]-Dominating Set problems in FPT time parameterized by the tree-width of the input graph.
In this article, we give a more accurated picture of the parameterized complexity of ∃[σ, ρ]-Dominating Set: we show that for (infinitely) many cases of σ and ρ, ∃[σ, ρ]-Dominating Set becomes W[1]-hard when parameterized by the tree-width of the input graph.
As one can easily prove (see Appendix C) that ∃[σ, ρ]-Dominating Set as well as minimization and maximization versions are in XP whenever σ and ρ are recursive sets for which the membership of any integer t can be decided in polynomial time, determining the exact parameterized complexity class of this problem for special cases of σ and ρ is of particular interest. Also note that it can easily be proven (see Appendix C) that whenever σ and ρ are recursive sets (with no restriction), the problem k-[σ, ρ]-Dominating Set is FPT when parameterized both by the tree-width of the input graph and the maximum size k of a solution.
Related work. The ∃[σ, ρ]-Dominating Set problem has been extensively studied since its introduction by Telle [15, 16] (see also e.g. [10, 13, 7] ).
Several results have been found on the classical computational complexity of some cases of ∃[σ, ρ]-Dominating Set, on general graphs (see e.g. [15, 16] ), and on some classes of graphs such as bounded tree-width graphs [15, 16, 17] or chordal graphs [8] .
From the parameterized complexity point of view, it is well known that most of the usual existence domination problems are W[1]-complete or W[2]-complete on general graphs (see e.g. [4, 5] ). In an attempt to unify these results, Golovach et al. [9] have shown that, when σ and ρ are both finite sets, k-[σ, ρ]-Dominating Set is W[1]-complete when parameterized by the size k of the expected [σ, ρ]-dominating set.
For bounded tree-width graphs, van Rooij et al. [7] give an O * (s tw ) time algorithm for any ∃[σ, ρ]-Dominating Set problem with σ and ρ finite or cofinite sets, where s is the minimal number of states needed to recognize σ and ρ, improving a result by Telle et al. [17] .
One may wonder whether every problem solvable in O(n poly(tw ) ) parameterized by treewidth (i.e. in XP, see e.g. [6, 7] ) is also solvable in FPT time for the same parameter. The answer is no, and Lokshtanov et al. [11] have shown that k-Equitable Coloring and kCapacitated Dominating Set are W[1]-hard when parameterized by the size of the expected solution plus the tree-width of the input graph. We will use these results to prove the W[1]-hardness of ∃[σ, ρ]-Dominating Set parameterized by the tree-width of the input graph for (infinitely) many cases of σ and ρ.
Our result. In this paper, we focus mainly on σ, the constraints of vertices which are in the [σ, ρ]-dominating set, and study the consequence of considering a non-periodic set σ. We exhibit a large new (infinite) collection of W [1] -hard domination problems parameterized by the tree-width of the input graph, that is ∃[σ, ρ]-Dominating Set when σ is a set with arbitrarily large gaps between two consecutive elements (such that a gap of length t is at distance poly(t) in σ, see Section 3) and ρ is cofinite. Theorem 1. Let σ be a set with arbitrarily large gaps between two consecutive elements (such that a gap of length t is at distance poly(t) in σ), and let ρ be cofinite. Then the problem ∃[σ, ρ]-Dominating Set is W[1]-hard when parameterized by the tree-width of the input graph.
Lots of natural well-known infinite sets of integers verify the condition on σ given below, e.g. the positive powers of α ≥ 2 (e.g. for α = 3, the set {3, 9, 27, 81, . . .}), the set of all prime numbers ({2, 3, 5, 7, 11, 13, . . .}), or the Fibonacci numbers ({1, 2, 3, 5, 8, 13, . . .}). On the other hand, this result doesn't work for infinite sets with bounded gaps, e.g. the set of all integers excepted the multiple of α ≥ 2 (for e.g. α = 3, the set {0, 1, 2, 4, 5, 7, 8, 10, . . .}), or the set of integers with gaps corresponding to the digits of a real β with infinite digits (for e.g. β = 3.1415 . . ., the set {3, 5, 10, 12, 18, . . .}).
By a result from Courcelle et al. [3, 4] , one can prove that if σ and ρ are both ultimately periodic sets (see e.g. [6] ), then any problem [σ, ρ]-Dominating Set (existence, minimization and maximization) is FPT when parameterized by the tree-width of the input graph (the proof of this result is postponed to Appendix B).
Associated with our W[1]-hardness result, we are getting closer to a complete dichotomy of the parameterized complexity of ∃[σ, ρ]-Dominating Set parameterized by tree-width.
Preliminaries
Graphs. Let G = (V, E) be a finite undirected n-vertex m-edge graph without loops nor multiple edges. V (G) (or simply V if its clear from the context) denotes the set of vertices of the graph G, while E(G) (or simply E) denotes the set of edges. For two vertices x, y ∈ V , we denote an edge betwen x and y by xy.
, and it is dominated by a set S ⊆ V if v ∈ N [S]. A subset of vertices S ⊆ V is called a dominating set 1 if every vertex of G is dominated by S. A vertex v which is added to the dominating set is said to be selected, while a vertex which is not added to the dominating set is said to be non-selected.
The incidence graph I(G) of a graph G is a bipartite graph with V (G) ∪ E(G) as set of vertices, and for two vertices e, v of I(G), with e ∈ E(G) and v ∈ V (G), e is adjacent to v in I(G) if e is incident to v in G.
Tree-width. A tree-decomposition [1] of a graph G is a rooted tree T in which each node i ∈ T has an assigned set of vertices X i ⊆ V (G) (called bag), such that (1) every vertex v ∈ V (G) appears in at least one bag X i of T , (2) every edge uv ∈ V (G) has its both ends appearing in a same bag X j of T , and (3) for every vertex v ∈ V (G), the bags containing v induce a connected subtree of T . The width of a tree-decomposition is the size of the largest bag of T minus one, i.e. max i∈T |X i | − 1. The tree-width of a graph G is then the minimum width over all tree-decompositions of G.
Proof of Theorem 1
To prove Theorem 1, we will reduce from k-Capacitated Dominating Set which is known to be W[1]-complete when parameterized by the tree-width of the input graph plus the size of the expected capacitated dominating set [11] :
k-Capacitated Dominating Set Input: A graph G = (V, E) of tree-width tw , a function cap : V → N, and a positive integer k. Parameter: k + tw . Question: Does G admit a set S of cardinality at most k and a domination function dom associating to each vertex v ∈ S a set dom(v) ⊆ V \ S of at most cap(v) vertices, such that every vertex w ∈ V \ S is in dom(v) for some v ∈ S? If so, (S, dom) is called a k-capacitated dominating set.
Let σ be a set with arbitrarily large gaps between two consecutive elements (such that a gap of length t is at distance poly(t) in σ), and let ρ be cofinite. We define q 0 = min q∈ρ {q | ∀r ≥ q, r ∈ ρ}. We give in the following an fpt-reduction from k-Capacitated Dominating Set to ∃[σ, ρ]-Dominating Set (the size of the constructed graph is polynomial in the size of the input graph, and the tree-width is "almost" preserved), thus proving this latter problem is W[1]-hard when parameterized by the tree-width of the input graph.
For readability reasons, we suppose that min ρ ≥ 2 (hence q 0 ≥ 2) and min σ ≥ 1. The construction, gadgets and proofs can easily be adapted to the extremal cases when min ρ ≥ 1 or min σ = 0. 2 Some functions on σ. For the construction of our fpt-reduction, we suppose that we are given some computable functions on σ:
-Γ − (x, q): returns the lowest element p of σ, greater than q, for which there are at least x integers before p which are not elements of σ; -Γ + (x, q): returns the lowest element p of σ, greater than q, for which there are at least x integers after p which are not elements of σ; -Γ 0 (q): returns the lowest element p of σ greater than q.
Those functions will allow us to find some gaps of particular length in σ used in the construction of our gadgets for the fpt-reduction.
However, we need a technical condition on such gaps. The construction of some of our gadgets (gadgets C and L, see below) will require gaps of length depending on the number of vertices in the input graph. For this purpose, we suppose that a gap of length t can be found at distance poly(t) in σ, that is Γ − (t, q) (for some q) is polynomial in t.
fpt-reduction from k-Capacitated Dominating Set. Let I(G) be the incidence graph of G. We note N I (v) the neighborhood of v in I(G), corresponding to the set of edges incident to v in G. An original-vertex in I(G) corresponds to a vertex in G, while an edge-
Given an instance (G, cap, k) of k-Capacitated Dominating Set, where G is of treewidth at most tw and cap is the function of capacities on the vertices of G, we construct an 2 Recall that we suppose 0 / ∈ ρ, as otherwise S = ∅ would be a trivial [σ, ρ]-dominating set.
instance H of ∃[σ, ρ]-Dominating Set with H of bounded tree-width, such that G admits a k-Capacitated Dominating Set if and only if H admits a [σ, ρ]-dominating set. The idea for the fpt-reduction is that using the functions Γ, we can find a gap in σ of size greater than k (the parameter of k-Capacitated Dominating Set), and use this gap to control the number of selected neighbors with respect to the capacity of each selected vertex.
To construct H, we start with a copy of I(G), and we add some gadgets on original-vertices and edge-vertices of I(G) (see Figure 1 ). We add gadgets capacity, satisfiability and domination on each original-vertex of I(G), with gadget domination linked to each edge-vertex neighboring the corresponding original-vertex, and a gadget edge-selection on each edge-vertex of I(G). We also add a global gadget limitation with one central vertex linked to each original-vertex of I(G) (see Figure 2) . Suppose G admits a k-capacitated dominating set. We explain how this k-capacitated
If a vertex of G is in S, then the corresponding original-vertex of H will be in D. For each vertex u ∈ V (G) \ S which is dominated by a vertex v ∈ V (G), the edge-vertex e in I(G) representing the edge between u and v in G will also be in D. The gadget limitation will ensure that no more than k original-vertices of H are selected into D, and hence will translate into a k-capacitated dominating set of G.
The other vertices of H (those which are not in I(G)) are vertices of the several gadgets.
Into the different gadgets, there will be two kind of vertices. If a solution exists, forced vertices will be forced to be selected, while choosable vertices will always be satisfied no matter if they are selected or not.
We now describe the gadgets used for the fpt-reduction (see Figure 2 ):
-force gadget (F), one for each vertex to be forced. This technical gadget forces a given vertex of H to be selected if a solution exists. For a vertex w ∈ V (H) we want to force, we add a clique with min σ vertices linked to w. Let α σ,ρ = min p∈N {p ∈ σ ∧ p ∈ ρ ∧ p + min σ + 1 ∈ σ} and β σ,ρ = min p ∈N {p − 1 ∈ ρ ∧ p + 1 ∈ σ}. As ρ is cofinite, σ ∩ ρ = ∅ and hence α σ,ρ always exists. We also add a clique with α σ,ρ vertices linked to w, and a clique with β σ,ρ vertices linked to every vertex of the former clique.
-domination gadget (D), one for each original-vertex in I(G). This gadget ensures that an original-vertex of I(G) is either selected, or has at least one selected neighbor in I(G), i.e. the selected vertices form a dominating set in I(G).
For each original-vertex v ∈ I(G), we add a (non-selectable) vertex v linked to v and to each edge-vertex e ∈ N I (v), q 0 − 2 independent forced vertices linked to v , and an extra forced vertex linked to v with Γ + (1, 0) independent forced neighbors and to a clique with min σ vertices. -edge-selection gadget (E), one for each edge-vertex in I(G). The selected edge-vertices will correspond to the domination function of the k-Capacitated Dominating Set problem we reduce from. This gadget ensures that each selected edge-vertex in I(G) has at least one selected neighbor (vertex of G) in I(G)).
For each edge-vertex e ∈ I(G), we add Γ − (1, q 0 + 1) − 1 independent forced vertices linked to e. -capacity gadget (C), one for each original-vertex in I(G). This gadget ensures that a selected original-vertex v of I(G) has at most cap(v) selected neighbors in I(G). Moreover, this gadget allows a selected original-vertex to have a valid number of selected neighbors in H with respect to σ.
forced vertices linked to v, and cap(v) independent choosable vertices linked to v with Γ 0 (q 0 + 1) − 1 independent forced neighbors each. -satisfiability gadget (S), one for each original-vertex in I(G). This gadget allows any nonselected vertex of V (G) to have a valid number of selected neighbors in H with respect to ρ.
For each original-vertex v ∈ I(G), we add q 0 independent choosable vertices with Γ 0 (q 0 ) independent forced neighbors each. -limitation gadget (L), one for the whole graph H. This gadget limits the number of selected original-vertices in I(G) to at most k vertices, where k is the parameter of the original k-Capacitated Dominating Set we reduce from. We add one central forced vertex c linked to every original-vertex of I(G) and to a clique with min σ vertices, Γ + (|V (G)|, k) − k independent forced vertices linked to c, and k independent choosable vertices linked to c with Γ 0 (q 0 ) − 1 independent forced neighbors each.
Proof of correctness. ← 
For the "only if" part, let (S, dom) be a k-capacitated dominating set of G, where dom is the domination function of vertices in G. We construct a [σ, ρ]-dominating set D of H. Let I(G) be the incidence graph of G.
For each selected vertex v ∈ S, and each dominated vertex u ∈ V (G) such that u ∈ dom(v), add the edge-vertex e ∈ V (I( Proof. Let σ and ρ be fixed. Let G be the input graph of k-Capacitated Dominating Set and H be the constructed graph for ∃[σ, ρ]-Dominating Set.
First, we prove that the size of H is polynomial in the size of G. The limitation gadget is created once for the whole graph, and the capacity gadget is created once for each originalvertex. The cardinalities of those two gadgets depend on the Γ functions, and a polynomial in the size of G due to our technical constraint on σ (see Section 3). The technical force gadget contains min σ + 1 + α σ,ρ + β σ,ρ vertices for each forced vertex. The other gadgets are created once for each original-vertex or edge-vertex of I(G), and each has a cardinality depending on the Γ functions and on σ and ρ. Hence the overall number of vertices in H depends only on σ and ρ which are fixed and hence constants, and polynomialy on the number of vertices and edges of G due to our technical constraint on σ. The reduction is then polynomial in the size of the input graph plus the parameter k.
We now prove that the tree-width of H is polynomial in the tree-width of G. Let T (I(G)) be an optimal tree-decomposition of I(G), whose tree-width is at most the tree-width of G. We explain how one can construct a tree-decomposition of H of width bounded by the tree-width of I(G).
If we consider each force gadget as one vertex, then every gadget is a tree. Moreover each gadget has only one vertex (the root of the gadget) which is linked to some originalvertices and/or edge-vertices of I(G): the root of domination gadget is linked to one originalvertex of I(G) and every edge-vertex adjacent to this original-vertex, the roots of satisfiability and capacity are linked to one original-vertex, the root of edge-selection gadget is linked to one edge-vertex, and the root of limitation gadget is linked to every original-vertex of I(G) (see Figure 1) . Starting from the tree-decomposition T (I(G)) of I(G), we link the treedecomposition of each gadget to a bag containing one of the original-vertices or edge-vertices of I(G) to which the gadget is linked. We then add the root of each gadget to all the bags of the tree-decomposition containing its neighbors in I(G). Thus for a given vertex of I(G) we add at most 3 vertices to the bags containing this vertex. Now consider the force gadget. It contains a clique with min σ + 1 vertices and a clique with α σ,ρ + β σ,ρ vertices, and hence is of tree-width at most α σ,ρ + β σ,ρ (the size of the biggest clique). Hence all the other gadgets, which are only trees excepted for their forced vertices, are also of tree-width at most α σ,ρ + β σ,ρ (the tree-width of the force gadget). As for a given vertex of I(G) at most 3 vertices are added to the bags containing this vertex, the overall tree-decomposition of H is of width tw (H) ≤ 4tw (G) + α σ,ρ + β σ,ρ , where α σ,ρ + β σ,ρ is a constant as σ and ρ are fixed. Hence the reduction is FPT with respect to the parameter, that is the tree-width of the input graph G.
Conclusion
We have proven that the ∃[σ, ρ]-Dominating Set problem parameterized by the tree-width of the input graph becomes W[1]-hard when σ can have arbitrarily large gaps between two consecutive elements (such that a gap of length t is at distance poly(t) in σ) and ρ is cofinite.
This result gives a large new (infinite) collection of domination problems being W[1]-hard when parameterized by the tree-width of the input graph. Associated with a result from Courcelle et al. [3, 4] , which allows one to prove (see Appendix B) that when σ and ρ are ultimately periodic sets the problem ∃[σ, ρ]-Dominating Set as well as minimization and maximization versions are FPT when parameterized by the tree-width of the input graph, we are getting closer to a complete dichotomy of the parameterized complexity of ∃[σ, ρ]-Dominating Set parameterized by tree-width.
This naturally requests further investigations onto the parameterized complexity of this problem for other cases of sets σ and ρ. In particular, what is the parameterized complexity of ∃[σ, ρ]-Dominating Set when σ is recursive with bounded gaps between two consecutive elements but not ultimately periodic? Can we circumvent the technical constraint on σ which requires a gap of length t to be at distance poly(t) in σ?
A Proof of Lemma 1 (correctness of the gadgets)
We prove that inside each gadget, every vertex (forced or choosable) is always satisfied, and that the gadgets play their respective roles.
Inside the gadgets, there are two kind of vertices: vertices that are forced (i.e. must be selected), and vertices that are choosable (i.e. can be selected). Each forced vertex is forced to be selected by the force gadget (see below), while each choosable vertex has some forced neighbors which allows it to be satisfied no matter if it is selected or not.
For gadget force, let v be the vertex to be forced. It has a clique with min σ vertices and a clique with α vertices as neighbors in the gadget. As we look for a [σ, ρ]-dominating set with 0 / ∈ ρ, at least one of the vertices of the clique with min σ vertices or v must be selected. If v is selected, each vertex of the clique has one selected neighbor, and as 1 / ∈ ρ (recall that for readability reasons we supposed that min σ ≥ 1 and min ρ ≥ 2), at least one vertex of the clique must be selected. But if a vertex of the clique is selected, then it needs at least min σ selected neighbors, and hence every vertex of the clique and v must be selected. Thus every vertex of the clique and v must be selected, which implies that v must be selected. Moreover, recall that α σ,ρ = min p∈N {p ∈ σ ∧ p ∈ ρ ∧ p+min σ +1 ∈ σ} and β σ,ρ = min p ∈N {p−1 ∈ ρ ∧ p+1 ∈ σ}, and there is a clique with β σ,ρ vertices linked to every vertex of the clique with α σ,ρ vertices. If the neighbor of v in H is not selected, then every vertex of the clique with β σ,ρ vertices can be selected, and every vertex of the gadget will be satisfied. If the neighbor of v in H is selected, then every vertex of the clique with α σ,ρ vertices can be selected, and every vertex of the gadget will be satisfied. Indeed, α σ,ρ is defined in order to satisfy every vertex of the gadget if the neighbor of v in H is selected, while β σ,ρ is defined in order to satisfy every vertex of the gadget if the neighbor of v in H is not selected.
For gadget satisfiability, let v be the controlled non-selected vertex. It has q 0 independent choosable neighbors in the gagdet which can be selected as they have Γ 0 (q 0 ) forced neighbors each. Thus v must always have at least q 0 selected vertices in H, and hence it will have a valid number of selected neighbors in H.
For gadget edge-selection, let e be the controlled edge-vertex. It has Γ − (1, q 0 + 1) − 1 forced neighbors in the gadget. If e is not selected, then it has Γ − (1, q 0 + 1) − 1 ∈ ρ forced neighbors in the gadget, and hence has a valid number of selected neighbors in H. If e is selected, then it needs at least one more selected neighbor in H (which is a vertex of G) as
For gadget capacity, let v be the selected vertex whose capacity is controlled. It has
forced neighbors in the gadget (including the central forced vertex of gadget limitation), and hence can have at most cap(v) more selected vertices in H. The only other neighbors it has in H are edge-vertices from I(G), and cap(v) + q 0 independent choosable neighbors in the gadgets capacity and satisfiability that can be selected if v has less that cap(v) selected neighbors in I(G). The independent choosable neighbors in gadget capacity have always a valid number of selected neighbors in H. Indeed, for any of those choosable neighbors, one can be selected if v is selected and hence it has Γ 0 (q 0 + 1) ∈ σ selected neighbors, and if one is not selected, then it has at least Γ 0 (q 0 + 1) ∈ ρ selected neighbors. Finally, v can have exactly Γ + (deg G (v) + q 0 , cap(v)) ∈ σ ∩ ρ selected neighbors in H, and hence it will have a valid number of selected neighbors in H.
For gadget domination, let v be the vertex of G whose domination state is controlled. The corresponding vertex v in the gadget has q 0 − 2 forced neighbors in the gadget, and one extra forced neighbor (forced by the clique with min σ vertices as in the force gadget) with Γ + (1, 0) forced neighbors which forbid v from being selected (as otherwise this extra vertex would have Γ + (1, 0) + 1 / ∈ σ selected neighbors). Thus v has exactly q 0 − 1 / ∈ ρ selected neighbors and can't be selected, so it needs at least one more selected neighbor in H (which will be in I(G)).
For gadget limitation, let c be the central forced vertex which limits the number of selected vertices in G to at most k. It is forced by the clique with min σ vertices as in the force gadget. It has Γ + (|V (G)| + k, k + min σ) − k forced neighbors in the gadget (including the min σ vertices of the clique to which it is linked), and k independent choosable neighbors in the gadget which can be selected if c has less than k selected neighbors in G. Thus c can have at most Γ + (|V (G)| + k, k + min σ) selected neighbors in H, at most k of them being vertices of G as the next element in σ which is greater than Γ + (|V (G)| + k, k + min σ) is greater than the number of vertices in G. Hence c will have a valid number of selected neighbors in H.
B FPT cases
By a result from Courcelle et al. [4] , problems on graphs of bounded tree-width which are expressible in CMSOL (an extension of MSOL introduced by Courcelle [3] ) are solvable in FPT time. One can prove that ∃[σ, ρ]-Dominating Set is expressible in a classical monadic second-order logic (MSOL) formula for graphs of bounded tree-width when σ and ρ are finite or cofinite sets. Using CMSOL, one can also find a counting monadic second-order logic (CMSOL) formula which expresses ∃[σ, ρ]-Dominating Set when σ and ρ are ultimately periodic sets. Unfortunately, the generic FPT algorithm given by Courcelle et al. [4] is not efficient in practice.
We suppose here that σ and ρ are two ultimately periodic sets. We will give an algorithm which solves ∃[σ, ρ]-Dominating Set efficiently in FPT time on graphs of bounded treewidth. This algorithm can easily be adapted to also return a dominating set of minimum or maximum size.
Our algorithm will use a bottom-up dynamic programming approach on the nice treedecomposition of the input graph. As the input graph is of bounded tree-width, we can suppose that such nice tree-decomposition is given (it can be constructed in FPT time [2, 5] ). Due to space restriction, we only describe here the operation and time complexity on join node, which is the most costly, and give hints for the other nodes.
Some definitions. σ and ρ are two ultimately periodic sets. Thus there exist two unarylanguage finite deterministic automata of minimum size (in the number of states) which can enumerate the elements of σ and ρ respectively (see [6] ). Let p (resp. q) be the size (i.e. number of states) of the minimal automaton iteratively enumerating the elements of the set σ (resp. ρ). For convenience, we will denote by Q σ = {σ 0 , σ 1 , . . . , σ p } and Q ρ = {ρ 0 , ρ 1 , . . . , ρ q } the states of the automata of σ and ρ respectively.
Let G = (V, E) be the input graph, and (T, χ) a nice tree-decomposition of G.
Definition 1 (partial solution). Let T i be the subtree of T rooted at the node i of T , and G i the subgraph of G containing only vertices of G appearing in the bags of T i . A subset S i ⊆ V associated to a characteristic of i is called a partial solution if every vertex in V (G i ) \ {v | v ∈ X i } has a valid number of selected neighbors with respect to σ and ρ.
Characteristics will contain the current state of each vertex in the corresponding automaton: selected vertices will have states from the automaton of σ, while non-selected vertices will have states from the automaton of ρ. At the end of the algorithm, the solution of the problem (if one exists) will be found in one of the characteristics of the root of the nice tree-decomposition.
Definition 2 (state of a vertex). Let v ∈ V be a vertex of G, i a node of T , S i a partial solution, and Q σ (resp. Q ρ ) the set of states of the automaton A σ (resp. A ρ ) enumerating the elements of σ (resp. ρ). We define the state of v in X i , noted s i (v), by
To each node of the nice tree-decomposition, the algorithm will associate a collection of characteristics which will correspond to different states of the vertices in the given node.
Definition 3 (characteristic of a node). Let i be a node of T , S i a partial solution, and n i = |X i | ≤ tw (G) + 1. A characteristic of the node i is a n i -plet of states (s i (v 1 ), . . . , s i (v n i )), where the state s i (v j ) of v j corresponds to the number of selected neighbors it has in S i . c(i) denotes the collection of characteristics of the node i.
For the operation on join nodes, we need to define compatible characteristics.
Definition 4 (compatible characteristics). Let i be a join node of T , j and k the two child nodes of i, and A σ and A ρ the two automata enumerating the elements of σ and ρ respectively. Remark that n i = |X i | = |X j | = |X k |. Two characteristics (e 1 , . . . , e n i ) ∈ c(j) and (f 1 , . . . , f n i ) ∈ c(k) are compatible if for every 1 ≤ l ≤ n i , e l and f l are states from the same automaton, i.e. e l ∈ Q σ ⇔ f l ∈ Q σ and e l ∈ Q ρ ⇔ f l ∈ Q ρ .
Operation on leaf, introduce, forget, and root nodes. The algorithm propagates partial solutions from the leaves to the root of the nice tree-decomposition, using characteristics on its nodes.
On a leaf node introducing the node v, the algorithm creates two characteristics of one element each (for v): one for v selected (its state will be in A σ ), and one for v non-selected (its state will be in A ρ ).
On an introduce node introducing the node v, the algorithm will duplicate every characteristics of its child, with one for v selected, and the other for v non-selected. In the first case, the state of each vertex in the characteristic is updated, as it then has one more selected neighbor.
On a forget node forgetting the node v, the algorithm first keeps only characteristics of its child in which the state of v is valid, i.e. is a final state of the corresponding automaton. It then copies each remaining characteristic without the state of v.
On the root node of the nice tree-decomposition, the algorithm searches for a characteristic in which every vertex has a valid state, i.e. is a final state of the corresponding automaton.
Operation join node. The operation on a join node basically consists on merging two compatible characteristics from the characteristics of the two child nodes.
Let i ∈ χ be a join node, and let j and k be its two child nodes. As we use a nice tree-decomposition, X i = X j = X k and n i = |X i | = |X j | = |X k |. The collection c(i) of characteristics of the node i is constructed from the characteristics of j and k by combining two compatible characteristics. Note that a vertex v ∈ X i can be dominated by another vertex u ∈ X i in the partial solution, so the merging operation must prevent u from being counted twice (in s j (v) and s k (v)).
A characteristic in c(i) is constructed from each couple of compatible characteristics (s j (v 1 ) , . . . , s j (v n i )) ∈ c(j) and (s k (v 1 ), . . . , s k (v n i )) ∈ c(k). Because they are compatible, for every v ∈ X i , the state of v in X j is in the same automaton as its state in X k , and hence also will be the state of v state in X i . Let N i = {u | u ∈ X i , s i (u) ∈ Q σ } be the set of selected neighbors of v which are counted twice (both in j and in k). Let s k (v) = σ l . We define
The state of v in X i is constructed in this way: Proof. Let i be a join node, and j and k its two children. It suffices to prove that given two compatible characteristics from j and k with partial solutions S j and S k , the partial solution S i associated to the constructed characteristic in i is valid, i.e. the vertices in V (G i ) \ {v | v ∈ X i } have a valid number of selected neighbors counted by their state in the corresponding automaton.
Indeed, S i = S j ∪ S k . Moreover, the operation on i does not modify the selected vertices in S i . The only changed states are those of the vertices in X i , and hence S i is a (valid) partial solution. For a given vertex v ∈ X i , the computation of its state counts (using the corresponding automaton) the global number of selected neighbors it has in S j ∪ S k = S i , by starting from its state in X j and adding the number of selected neighbors it has in S k \ S j .
Theorem 2. The problem ∃[σ, ρ]-Dominating Set can be solved in O * (s tw ) time on graphs of bounded tree-width, where s is a small polynomial in the total number of states of the two minimal automata enumerating σ and ρ.
Proof (sketch). To obtain this time complexity, we use the same ideas as in [7] , using transformations between states sets and taking advantage of fast subset convolution [1] .
Suppose Q σ = {σ 0 , . . . , σ a , . . . , σ p } and Q ρ = {ρ 0 , . . . , ρ b , . . . , ρ q }, where {σ 0 , . . . , σ a } is the aperiodic subset of σ, and {ρ 0 , . . . , ρ b } the aperiodic subset of ρ. Before the operation on a join node i with |X i | = n i , we transform the set of states {σ 0 , . . . , σ a , . . . , σ p } to {σ 0 , σ ≤1 , . . . , σ ≤a , σ a+1 , . . . , σ p }, and {ρ 0 , . . . , ρ b , . . . , ρ q } to {ρ 0 , ρ ≤1 , . . . , ρ ≤b , ρ b+1 , . . . , ρ q }. This transformation and its converse can be done in O * (((p − a) 2 + (q − b) 2 + a + b) n i ) time each. Note that for finite or cofinite sets σ and ρ, we obtain an O * ((p + q) n i ) time complexity. Recall that n i ≤ tw , and there are at most O(n) nodes in the nice tree-decomposition. As the time complexity of the operation on join nodes is the most costly, the overall time complexity of the algorithm follows. Proof. In k-[σ, ρ]-Dominating Set, we ask for a [σ, ρ]-dominating set of cardinality at most k. Hence every vertex of the input graph will have at most k neighbors in the [σ, ρ]-dominating set, so we can reduce this problem to [σ , ρ ]-Dominating Set where σ = σ ∩ {0, . . . , k} and ρ = ρ ∩ {0, . . . , k} are both finite. If a(k) (resp. b(k)) denotes the maximum time needed to decide whether t ∈ σ (resp. t ∈ ρ) for t ≤ k, then σ and ρ can be computed in O(k · a(k)) time (not depending on the size of the input graph) and hence in polynomial time. Using the algorithm given in Appendix B, k-[σ, ρ]-Dominating Set can be solved in FPT time when parameterized both by the tree-width of the input graph and the maximum size k of a solution.
