This paper presents a method for solving Poisson's equation with Dirichlet boundary conditions on an irregular bounded three-dimensional region. The method uses a nodal-point discretization and adaptive mesh refinement (AMR) on Cartesian grids, and the AMR multigrid solver of Almgren. The discrete Laplacian operator at internal boundaries comes from either linear or quadratic (Shortley-Weller) extrapolation, and the two methods are compared. It is shown that either way, solution error is second order in the mesh spacing. Error in the gradient of the solution is first order with linear extrapolation, but second order with Shortley-Weller. Examples are given with comparison with the exact solution. The method is also applied to a heavy-ion fusion accelerator problem, showing the advantage of adaptivity.
Introduction
We present a numerical method for solving Poisson's equation with Dirichlet boundary conditions, ∆ϕ = ρ on Ω, ϕ = g on ∂Ω (1) on a bounded three-dimensional region Ω. Our motivation is to combine adaptive mesh refinement with complex geometry and eventually to include particle-in-cell (PIC) simulation following the ideas in [6] . We use a nodalpoint scheme instead of a cell-centered or finite-volume discretization (as in [7] or [1] ) because the nodal discretization is a relatively simple way to treat geometry: a node is either inside or outside the domain.
Our approach uses data on nodes of rectangular Cartesian grids. At nodes away from the domain boundary, we take the standard seven-point discretization for (1) , with truncation error that is second order in the mesh spacing. At nodes adjoining the boundary, we use the same regular discretization after extrapolating either linearly or quadratically from nodes in the domain. We combine this discretization with an adaptive mesh refinement (AMR) procedure based on the block-structured approach of Almgren [2] . The term "adaptive" is customarily used in this field to refer to solvers on locally refined grids, even when the grids are fixed in advance. Previous work on node-centered Poisson solvers on irregular domains, such as [5] and [11] , has been done on uniform grids only.
Other approaches to solving Poisson's equation in complex geometries include unstructured grid frameworks, but these do not work as easily with PIC methods, or with multigrid solvers. Cartesian grid methods have the advantage over unstructured grids of easier grid generation, particularly in three dimensions, for which unstructured grid generation is an open problem. An approach closely related to ours was developed by Young et al. [14] using a variational formulation based on rectangular finite elements. We also note that their method uses conjugate gradient with an incomplete LU preconditioner as a solver, and requires a great deal more memory than the matrix-free multigrid solver used here. We prefer to use a simpler method that is as close to a classical finite-difference discretization method as possible and for which there is considerable experience in combining them with PIC methods. There is an extensive literature on Cartesian grid methods applied to other problems. For a survey, see [4] . These are mostly volume-of-fluid methods for hyperbolic problems. The state of the art for both algorithms and software for elliptic problems is far less well developed.
The truncation error of our method at the domain boundary varies with the mesh spacing in zeroth order if the extrapolation is linear, or in first order if quadratic. However, even with zeroth-order truncation error on the boundary, the overall induced solution error is still second-order accurate, as we show using a modified-equation analysis as in Johansen and Colella [7] . We solve the linear system using a simple domain-decomposition point-relaxation strategy. We show evidence that the algorithm is second-order accurate in L ∞ norm for various exact solutions, and compare the adaptive and nonadaptive calculations. We show that the gradient computed from the solution is also second-order accurate in L ∞ norm, provided the extrapolation at boundaries is quadratic; if extrapolation is linear, then the gradient is only first-order accurate in L ∞ norm. Thus if gradients are needed, as they are with particle simulations, then second-order accuracy requires quadratic extrapolation at boundary nodes, so that linear extrapolation as suggested in [5] is no longer sufficient. Finally, we demonstrate that our method works efficiently with good multigrid performance on a real physical problem, solving for the potential inside a heavy-ion fusion accelerator.
2 Nodal Discretization
AMR Spatial Discretization
Adaptive mesh refinement (AMR) methods are based on sets of grids on multiple levels of refinement, such that grids on the same level have the same mesh spacing. For each level in the AMR hierarchy, the underlying discretization of space is given as lattice points (i 0 , . . . , i D−1 ) = i ∈ Z D , where i corresponds to a point of space x 0 + h · i, with x 0 ∈ R D a fixed origin of coordinates for all levels, and h the mesh spacing at the particular level.
The problem domain is discretized using node-centered grids. A grid Γ ⊂ Z D consists of the lattice points within a rectangular region bounded by two points p, q ∈ Z D , where p = (p 0 , . . . , p D−1 ) is the lower corner of Γ and q = (q 0 , . . . , q D−1 ) is the upper corner. Thus Γ = {i ∈ Z D : p ≤ i ≤ q} where the notation a ≤ b means each entry of a is less than or equal to the corresponding entry of b.
We will find it useful to define a number of operators on points and subsets of Z D . We denote by Γ + i the translation of a set Γ by a point i ∈ Z D . We define a coarsening operator C r : Z D → Z D , where r is a positive integer, by
The coarsening operator acting on subsets of Z D can be extended in a natural 3 way to a node-centered grid:
We extend this discretization of space to represent a nested hierarchy of grids that discretize the same continuous spatial domain. We assume that our problem domain can be discretized by a nested hierarchy of grids Γ 0 N , . . . ,
where n l ref is the refinement ratio between levels l and l + 1.
AMR calculations are performed on a hierarchy of node-centered meshes Ω
. Typically, Ω l N is decomposed into a union of nodecentered grids, R(Ω l N ), such that any two distinct Γ, Γ ∈ R(Ω l N ) intersect only on grid faces.
For a node-centered union of rectangles Ω N at a fixed level of refinement, we define the interior nodes Ω N,int as those for which all neighbors along coordinate axes are also in Ω N . That is,
where e d is the unit vector in dimension d.
A discretized dependent variable in AMR is a level array
We denote by ϕ i ∈ R m the value of ϕ at node i ∈ Ω l N , corresponding to the point x 0 + h · i ∈ R D where h is the mesh spacing at level l.
From a formal numerical analysis standpoint, a solution on an adaptive mesh hierarchy {Ω l N } lmax l=0 approximates the exact solution to the PDE only on interior nodes, and only on those interior nodes that are not covered by interior nodes at a finer level. These are defined as the valid nodes of Ω l N (see Figure 1) :
A composite array ϕ comp is a collection of discrete values defined on the valid nodes at each of the levels of refinement: 
Single-Level Laplacian Operator
The discrete Laplacian operator ∆ h on a level with mesh spacing h is defined on the valid nodes of that level, as
where ∆ h d is a second-derivative operator in dimension d,
The truncation error of this method can be analyzed. Let ϕ e be the exact solution, and for all valid i, ϕ e,h i = ϕ e (ih + x 0 ) . Then the truncation error is defined as
If all the points in the stencil (2)-(3) for i are valid nodes, then it is well known that (τ h ) i = O(h 2 ) .
Multilevel Laplacian Operator
There are three cases in which i is a valid node at level l, but j = i ± e d is not (see Figure 2 ). (a) The node j is on the physical boundary. Then we take the value of ϕ N,l j from the physical boundary conditions. (b) The node j is covered by a grid at finer level l + 1. Then we project the valid data from the finer level, ϕ N,l
The node j is on the boundary with coarser level l−1. Then we interpolate from the coarser-level nodes on the coarse/fine interface, as described in Section 2.4.
Coarse/Fine Boundary Interpolation
When the stencil for evaluating the operator on ϕ N,l at level l includes a node j lying on the boundary with the next coarser level l − 1, as shown in Figure 2 (c), we must interpolate ϕ N,l j from ϕ N,l−1 at the valid coarser-level nodes.
We assume that the refinement ratio n l−1 ref is a power of 2. Then the interpolation from level l − 1 to level l is a composition of log 2 (n l−1 ref ) successive interpolations each with refinement ratio of 2.
If n l−1 ref > 2 then we first interpolate from level l − 1 to the interface with the grids of level l coarsened by n l−1 ref /2. The remaining inter-level interpolations use data only on the coarse/fine interface and the physical boundary conditions, which are set at each intermediate stage (see Figure 3 ).
In the remainder of this section, we assume a refinement ratio of 2.
If the level-l node j coincides with a node at level l − 1, then we project the value of ϕ N,l−1 j/2 . In other cases, in two dimensions we use quadratic in- Fig. 3 . A two-dimensional example with refinement ratio of 4. We interpolate to finer-level nodes on the coarse/fine interface in two stages. terpolation along one-dimensional interfaces, and in three dimensions we use biquadratic interpolation along two-dimensional interfaces.
2-dimensional problem: 1-dimensional interface
In the two-dimensional problem, the coarse/fine interface is one-dimensional. Along the interface, the coordinates vary in only one of the two dimensions, say the first. Let (a, b) be the coordinates of a point of approximation on the interface. If h is the mesh spacing at the finer level, then the coarse nodes on the interface are at (a ± h, b), (a ± 3h, b), etc. We interpolate to the fine nodes with a piecewise quadratic function.
The piecewise linear interpolation function f 1 on the interface has values equal to ϕ N,l−1 at the coarse nodes. At the fine nodes,
This is extended to the piecewise quadratic interpolation function, f 2 , which also has values equal to ϕ N,l−1 at the coarse nodes. At the fine nodes,
The second derivative f 2 (a) then comes from the coarse values f 2 (a − h), f 2 (a+h), and either f 2 (a−3h) or f 2 (a+3h) or both, using one of the following formulas:
We use (6a) if both (a − 3h, b) and (a + 3h, b) are valid coarser-level nodes.
In case the nodes (a ± 3h, b) are not both valid on the coarser level, at least one of them must be valid because every grid has length of at least two cells in each dimension. So we use either (6b) or (6c).
3-dimensional problem: 2-dimensional interface
In the three-dimensional problem, the coarse/fine interface is two-dimensional, so that along the interface, the coordinates vary in only two of the three dimensions, say the first two. Let (a, b, c) be the coordinates, in level l, of a point of approximation on the interface with level l−1. If both a and b are even, then (a, b, c) is a coarse node, and we project the value ϕ N,l−1 (a/2, b/2, c/2). If either a or b is even, but not both (see Figure 4 , left side) then we interpolate along the line as in Section 2.4.1. In the remainder of this section we consider the case in which both a and b are odd (see Figure 4 , right side). Then the coarse nodes are at (a ± h, b ± h, c), (a ± 3h, b ± h, c), (a ± h, b ± 3h, c), etc. We interpolate to the fine nodes with a piecewise biquadratic function.
The piecewise bilinear interpolation function f 1 on the interface has values equal to ϕ N,l−1 at the coarse nodes. At the fine nodes,
This is extended to the piecewise biquadratic interpolation function f 2 , which also has values equal to ϕ N,l−1 at the coarse nodes. At the fine nodes, where f 1 is the linear interpolant (7) . Our value for the second derivative
. We calculate these second derivatives from points along a line, following equations (6) as described in Section 2.4.1.
Computing Gradients
After solving for the electrostatic potential, we calculate its gradient in order to find the electric field. On a single level with mesh spacing h, the gradient is computed at a valid node i as:
where D h d is a first-derivative operator in dimension d,
This stencil for the gradient at i uses the same points as for the discrete Laplacian operator, except for i itself. See Section 2.3 for the discussion of cases in which i is a valid node at level l, but j = i ± e d is not. These cases are treated in exactly the same way for the gradient as for the discrete Laplacian. In particular, coarse/fine boundary interpolation is as described in Section 2.4.
For an exact solution ϕ e with ϕ e,h i = ϕ e (ih + x 0 ) for valid i, consider the error in the gradient
If all the points in the stencil (9)-(10) for i are valid nodes, then (η h ) i = O(h 2 ).
Truncation Error of Multilevel Operator
Section 2.3 listed the three cases in which i is a valid node at level l, but j = i ± e d is not.
If j is on the physical boundary (case a), then there is no error in taking ϕ N,l j from the boundary condition, so we still have (τ h ) i = O(h 2 ) .
If j is covered by a grid at finer level l + 1 (case b), then there is no error in projecting the valid data from the finer level, ϕ N,l
The rest of this section treats truncation error when ϕ N,l j is interpolated from ϕ N,l−1 at the valid coarser-level nodes (case c). The truncation error τ h is at best O(h 2 ), as it is with a single-level discrete Laplacian operator as shown in Section 2.2. Because of the h 2 denominator in (3), the truncation error is two orders of accuracy below that of the approximation error at the interface point.
When interpolating along a one-dimensional interface, with (5) and the fourpoint formula (6a), the interpolation is actually cubic, and hence fourth-order accurate,
so that when using the stencil (2)-(3) with such a point, the truncation er-
. Formulas (6b) and (6c) with (5) are for quadratic interpolation and hence give third-order accuracy,
Interpolating across a two-dimensional interface with (7)- (8), if all four second partial derivatives along lines are calculated with the four-point formula (6a), then the two-dimensional biquadratic approximation is fourth-order accurate,
so yields truncation error of τ h (a, b, c) = O(h 2 ) when using the stencil (2)-(3) with such a point. If (6b) or (6c) is used for one or more second partial derivatives, then the formula for f 2 is third-order accurate:
yielding truncation error of τ h (a, b, c) = O(h).
Solution Error
If the computed solution with mesh spacing h is ϕ h , then the solution error ξ h = ϕ h − ϕ e satisfies the equations
As in [7] , we can view this equation as being approximated by a continuous potential theory problem for (1), in which the charge density is piecewise constant in cells, being (τ h ) i in cell i. Each cell has volume h D . The contribution of each cell to ξ h is proportional to the total charge on the cell: Hence we expect solution error of ξ h = O(h 2 ). From a smooth solution, then, the error in the gradient computed according to Section 2.5 is η h = O(h 2 ), for points on the coarse/fine interface as well as for points away from the interface.
in the domain. On a level with mesh spacing h, we use a discretization of the form
For the regular stencil, the coefficients are c 0
is nonzero when there are inhomogeneous internal boundary conditions, as shown below. In this case, the discrete operator is affine, not linear, and before applying the solver in Section 4, the problem must first be converted to residual-correction form.
At points near an internal boundary, where not all points of the regular stencil lie in the domain, we make an approximation for (∆ h d ϕ N,l ) i (d = 0, . . . , D − 1) that is based on the regular 3-point stencil (3) and extrapolation from available data to covered points of the stencil. For a point of evaluation at index i, corresponding to point in space x = x 0 + h · i, we define x L and x R as follows (see Figure 5 ).
Otherwise, set x L to be the first point on the segment from x to x − h · e d that lies on the internal boundary.
Otherwise, set x R to be the first point on the segment from x to x + h · e d that lies on the internal boundary. 5 . Points (marked by ×) and distances used in approximating near an internal boundary, when the shaded area is outside the domain. In this example,
We also define ϕ L as the value of ϕ at x L from either ϕ N,l i−e d or the boundary condition, and similarly ϕ R as the value of ϕ at x R from either ϕ N,l i+e d or the boundary condition. We set distances L = ||x − x L || and R = ||x R − x||.
With a Dirichlet boundary condition, two different approximations are used:
• The Shortley-Weller approximation [11] , based on quadratic extrapolation from ϕ N,l i , ϕ L and ϕ R to the covered grid nodes of the regular stencil:
The error in this approximation to the second derivative is
• Linear extrapolation to the covered grid nodes of the regular stencil:
The error in this approximation to the second derivative is 
Coarse/Fine Boundary Interpolation
If the domain is not rectangular, then coarse/fine boundary interpolation is more complicated. Near a fine node on the coarse/fine interface, some of the coarse-node neighbors may be outside the domain.
As in the case of rectangular domains, we assume a refinement ratio of 2. For higher refinement ratios, we perform a composition of interpolations with refinement ratio of 2.
Again, if a level-l node j of the stencil for the discrete Laplacian at i lies on the physical boundary, then we apply the physical boundary conditions; and if j coincides with a node at level l − 1, then we project the value of ϕ N,l−1 j/2 . In other cases, where possible we use quadratic interpolation in two dimensions, biquadratic interpolation in three dimensions. If some of the required coarse points are covered, then the interpolation formulas are modified as shown below.
For non-rectangular domains, our algorithms depend on whether or not nodes are reachable from other nodes. In this context, "reachable" means that the segment connecting the nodes lies entirely in the domain.
2-dimensional problem: 1-dimensional interface
In the two-dimensional problem, the coarse/fine interface is one-dimensional. As in Section 2.4.1, let (a, b) be the coordinates of a point on the interface over which the first coordinate varies. Let h be the finer-level mesh spacing. We assume that at least one of the coarse neighbors (a − h, b) and (a + h, b) is reachable from a. If both are reachable, then we use the formulas of Section 2.4.1.
If (a + h, b) is not reachable from (a, b), then we must use one-sided formulas.
3-dimensional problem: 2-dimensional interface
In the three-dimensional problem, the coarse/fine interface is two-dimensional. As in Section 2.4.2, let (a, b, c) be the coordinates of a point on the interface, along which the first two coordinates vary but the third is fixed. If either a or b is even then we interpolate along the line, following Section 3.2.1. In the remainder of this section, we assume both a and b are odd.
Letting h be the finer-level mesh spacing, then the nearest coarse neighbors of (a, b, c) on the interface are (a ± h, b ± h, c). We assume that at least one of these is reachable from (a, b, c). If all are reachable, then we can use the formulas of Section 2.4.2.
If not all four of the nearest coarse neighbors on the interface are reachable from (a, b, c), then the first approximation is the mean of the values at the subset of these coarse neighbors that are in the domain, except that if the number is three, then one of them is ignored. See Figure 6 for the five cases: (i) one coarse neighbor; (ii) two coarse neighbors, on a line parallel to an axis;
(iii) two coarse neighbors, not on a line parallel to an axis; (iv) three coarse neighbors; (v) four coarse neighbors. In case (iv), the first approximation is the mean of the values at the two diagonally opposite coarse neighbors, as in case (iii). Note that for fully resolved geometries, except on thin domains, all cases may occur except (iii). Fig. 6 . The first approximation at the center node indicated by × is a weighted average of the neighboring coarse nodes that are in the domain. Weights are indicated beside the coarse nodes.
In cases (iii), (iv) and (v), this first approximation is bilinear. In cases (i) and (ii), in order to get a bilinear approximation we need to add a correction. Case (i) requires a correction in both directions, and case (ii) requires a correction in the direction perpendicular to the line containing the two coarse neighbors. See Figure 7 for the coefficients of the corrections. Adding to the bilinear approximation, we can make a biquadratic correction if there are enough coarse nodes in the domain to obtain estimates of the second derivatives. We use one of the formulas (6) for estimating the second derivative in each dimension, where the correction term takes the form − h 2
2
In cases (i) or (ii) above, in each dimension where a onesided biquadratic correction is made we also need an additional correction of (2h) 2 2
Computing Gradients
When the domain Ω is not rectangular, the regular stencil (9)-(10) for the gradient at a valid node may include points that are not in the domain. On a level with mesh spacing h, we use a discretization of the form
For the regular stencil, the coefficients are g 4d+1
At points near an internal boundary, where not all points of the regular stencil lie in the domain, we make an approximation for D h d ϕ N,l based on the regular stencil (9)-(10) and quadratic extrapolation from available data to covered points of the stencil. Using the same notation as Section 3.1 and Figure 5 , we set
The error in this approximation to the first derivative is O(LR) = O(h 2 ).
The same coarse/fine boundary interpolation described in Section 3.2 for computing the discrete Laplacian is also used for computing the gradient.
Truncation Error
Applied at an internal boundary point i, the Shortley-Weller formula (17) gives rise to truncation error (τ h ) i = O(h), and the linear extrapolation formula (18) gives rise to truncation error (τ h ) i = O(1).
In the two-dimensional problem, along a one-dimensional interface, if we use linear interpolation (4) Case 3 above is the only one that occurs in geometries that are resolved fully.
In three dimensions, the bilinear approximation f 1 across a two-dimensional interface is second-order accurate,
so truncation error is τ h (a, b, c) = O(1). If we have data at enough coarselevel nodes to make a biquadratic correction, as we can do with a rectangular domain and also expect with fully resolved geometries, then the new approximation f 2 is third-order accurate: 
Solution Error
In Section 2.6 we showed that away from coarse/fine interfaces and internal boundaries, we have truncation error τ h = O(h 2 ). The analysis in Section 3.4 shows that with fully resolved geometries, we have truncation error τ h = O(h) everywhere else, except on internal boundaries if the discrete Laplacian is computed by the linear extrapolation formula (18), in which case τ h = O(1) at these points.
As in Section 2.7, we can view the modified equation (15) for the solution error ξ h as a potential theory problem for (1), in which the charge density is piecewise constant (τ h ) i in cell i. The contribution of each cell to ξ h is proportional to the total charge on the cell: 
AMR Multigrid Algorithm
Pseudo-code for the AMR multigrid algorithm [2] to solve L(ϕ) = ρ is shown in Figure 9 . Here L is the multilevel operator on the composite array. We note that for convergence of a solution with node-centered data, there must be at least one non-periodic dimension, because with periodic boundary conditions in all dimensions on multiple levels of data, it is not possible to set integral weights such that the integral over the whole domain of the right-hand side is zero.
The operator at level l, L comp,l , depends not only on level l but also on the coarser level l − 1 and finer level l + 1, as outlined in Section 2.2. The pseudocode also refers to the no-finer-level operator L nf (ϕ f , ϕ c ), which operates on the level of ϕ f , with ϕ c as the data at the next coarser level, and no finer level.
The smoothing operator AMRmgRelax(ϕ f , R f , r), described in detail in Figure 8 , performs a mini-V-cycle iteration on ϕ f for L nf and right-hand side R f , assuming the coarse-grid values required for the boundary conditions are identically zero. The number r is the refinement ratio. This procedure uses two routines described in the Appendix: Average for fine-to-coarse averaging (see Section A.1), and Interp for coarse-to-fine interpolation (see Section A.2).
procedure AMRmgRelax(ϕ f , R f , r) 
Convergence Tests
Before describing the convergence tests, we define the norms we use to measure error on multilevel hierarchies. Let f comp = {f l } lmax l=0 be a composite array defined on the nodes of each level. The L ∞ norm of f l is defined as the maximum value over the valid nodes at level l:
ref ) e l := e l + δe l ϕ l := ϕ l,save + e l else solve L nf (e 0 , 0) = R 0 on Ω 0 N , by one-level multigrid algorithm. ϕ 0 := ϕ 0 + e 0 end if } Fig. 9 . Pseudo-code description of the AMR multigrid algorithm.
The composite L ∞ norm is the maximum over all levels:
For finite p we define the L p norm of f l by integrating |f l | p over the valid nodes. If the mesh spacing on level l is h l , then
20
The composite L p norm is the p-th root of the sum of p-th powers of the norms of each level:
If error e h is computed with mesh spacing h, and error e 2h with mesh spacing 2h, then the convergence rate of their norms is defined as
Thus e h = O(h p ), so p = 1 indicates first-order accuracy, and p = 2 indicates second-order accuracy.
Solver Tests on a Rectangular Domain
We initialize the right-hand side ρ of the solver to be a function for which we can compute the analytical solution ϕ in (1) . We compute the solution on the two levels at different base refinements, and compare the solutions U h with base-level mesh spacing h to the exact solutions U e . The boundary conditions of the computed solution are inhomogeneous Dirichlet. The value at the boundary is set to the analytic solution at that location. We find the difference between the computed and exact solutions, ξ h = U h − U e , and between the computed and exact values of the gradient, η h = ∇ h U h − ∇U e . We also evaluate the truncation error τ h = ρ − ∆ h U e .
Problem 1 polynomial on rectangular domain. We initialize the charge density ρ to be a function of r,
and set boundary conditions for the exact solution
(22) Fig. 10 . Grid configuration for Problem 1. There are two levels of refinement. The edges of the coarser-level grid and the face cells of the finer-level grids are shown. The refinement ratio between the levels is two. In this illustration, the coarser-level domain contains one 16 × 16 × 16 grid, and there are four grids at the finer level where the domain is 32 × 32 × 32. We also use fully refined versions of this same set of grids, all partitioned so that the maximum length of any grid in any dimension is 32.
We use the two-level grid hierarchy shown in Figure 10 , on a domain that has unit length in each direction and is centered at the origin. Coarse/fine interpolation is biquadratic. In (21), we set R 0 = 1 2 and ρ 0 = 3 4 .
In Table 1 we show the convergence of the error ξ h in the two-level solution with mesh spacing h at the coarser level. Solution error converges quadratically to zero in all three norms, showing uniform second-order convergence of the solution across the domain. Table 2 shows the convergence of the truncation error, τ h , and the order of convergence of its norms. The truncation error converges to first order in L ∞ norm and to second order in L 1 and L 2 norms. These results are consistent with second-order convergence everywhere except on a set of codimension two, on which convergence is only first order. In the discretized 
So ||τ h || 2 = O(h 2 ). These are the convergence properties expected from the analysis in Section 2.6 for bicubic interpolation on the coarse-fine interfaces except on the edges (a set of points of codimension two) where interpolation is biquadratic. The truncation error is O(h) on the edges and O(h 2 ) elsewhere. Table 3 shows the convergence of the error in the gradient, η h , and the order of convergence of its norms. The gradient error converges to second order in all three norms.
Solver Tests on a Non-Rectangular Domain
Problem 2 point charge inside a sphere. In our tests of convergence on a non-rectangular domain, we use the following physical example. The domain lies between a cube with corners at ( 1 2 , 0, 0) and (1, 1 2 , 1 2 ) and a sphere centered at ( 1 2 , 1 2 , 1 2 ) with radius r = 1/ √ 35 = 0.169, as illustrated in Figure 11 . We solve for the field within this domain due to a point charge at q = (0.52, 0.45, 0.49), from Laplace's equation
with inhomogeneous Dirichlet boundary conditions for ϕ enforced on the sphere and on the faces of the cube.
We use biquadratic interpolation at coarse/fine interfaces, and either the Shortley-Weller approximation or linear extrapolation to compute the derivative near internal boundaries, as discussed in Section 3.1.
The exact solution is
In Tables 4-5 we show the norms of the solution error, ξ h , with h the mesh spacing at the coarser level, and the order of convergence. We see that ||ξ h || = O(h 2 ) in all three norms, with both Shortley-Weller and linear extrapolation, showing uniform second-order convergence of the solution across the domain. As shown by Gibou et al. [5] , the rate of convergence of solution error is the same for both methods. As can be seen by methods similar to those of (23)-(24), these norms are consistent with truncation error that is second order everywhere except a set of codimension one -the interior boundary -where it is only first order.
With linear extrapolation, the truncation error norms are ||τ h || ∞ = O(1), ||τ h || 1 = O(h), and ||τ h || 2 = O(h 1/2 ) These norms are consistent with trunca- Fig. 11 . In our examples, we solve for the field outside the shaded region due to a point charge within it. We solve on nested hierarchies of grids in the configuration shown with two levels of refinement. tion error that is second order everywhere except on a set of codimension one -the interior boundary -where it is zeroth order. convergence of the gradient has also been observed by Jones and Menzies [8] in solving Poisson's equation on nonuniform grids. If a Poisson solver is to be used in conjunction with a particle-in-cell method, then the gradient must be calculated, so these results show an advantage of the Shortley-Weller approximation over linear extrapolation at internal boundaries. 
Accelerator example
The high current, heavy-ion beam injector of the High Current Experiment [10] is used as an example. In this injector, an ion beam is extracted from an emitter in a triode configuration, and it then propagates into a set of electrostatic quadrupoles, where it is both accelerated and transversely confined. Figure 12 shows the overall configuration of the injector, with the emitter at the lower left corner of the image. The need of AMR in this particular example is driven by the need to resolve high gradients in density in the vicinity of the emitting surface and the beam edge, as well as adequately resolving the conductor geometry.
The modeling to date has been done with the Warp code [6] , which provides a three-dimensional, time-dependent description. Warp is a multidimensional intense beam simulation program being developed and used at the Heavy Ion Fusion Virtual National Laboratory. The discrete-particle models in Warp combine the particle-in-cell (PIC) technique commonly used for plasma modeling with a description of the "lattice" of accelerator elements. The self-consistent field is assumed electrostatic -Poisson's equation is solved on a mesh that moves with the beam. The three-dimensional Poisson solver is limited to a Cartesian mesh with uniform spacing. Non-rectangular boundary conditions are included using the Shortley-Weller approximation. A prototype axisymmetric (r, z) AMR Poisson solver has been implemented in Warp and used to carry out time-dependent simulations of the injector. These simulations have shown the benefit and the effectiveness of the mesh refinement technique in converging to the right physical solution using less grid resolution [13] [12] .
In this example, the three-dimensional AMR solver is used to solve Laplace's equation, given the injector geometry as the boundary conditions. In a full simulation of the injector, Neumann boundary conditions would be applied at the edge of mesh. However, Neumann boundary conditions have not yet been implemented in the AMR solver, so Dirichlet boundaries are used. This limitation should not alter the conclusions on how effective the AMR solver is on the example, and will be once Neumann boundary conditions are implemented. The illustration of the injector geometry in Figure 12 shows grids at two levels of refinement. The coarser level, with mesh spacing 1/40, has two boxes that together cover a rectangular domain with a 16 × 16 × 80 index space. The finer level has 23 boxes contained in the same rectangular domain with mesh spacing 1/160 in a 64 × 64 × 320 index space. These finer-level boxes are concentrated near the emitter. Figure 13 shows the convergence of the residual, with the results for runs with fine-level mesh spacings of 1/80, 1/160, and 1/320, and either one level or two levels. In the two-level examples, the refinement ratio between the two levels is 4. As a measure of the amount of computation per iteration, Table  10 lists the number of cells and number of grids at each level for the one-and two-level examples with the different mesh spacings. In Figures 14 and 15 we show contour lines of the potential on a cross-section of the domain. 
Conclusions
We have demonstrated a method of solving Poisson's equation with Dirichlet boundary conditions on adaptive meshes in complex geometries, such that the error in both the solution and the gradient is second order in the mesh spacing. We have applied this to a heavy-ion fusion accelerator problem and have illustrated the effectiveness of the method where the use of mesh refinement has significantly reduced the amount of work required to reach a given resolution where it is needed. We are applying our method to further work in PIC codes for the accelerator with particles.
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A Interlevel Transfer Operators

A.1 Averaging
The Average operator is used to average from a finer level down to a coarser level, or to construct averaged residuals in multigrid iterations. Averaging from level l to level l − 1, we assume that the refinement ratio r = n l−1 ref is a power of 2. To obtain the averaged value at node i ∈ C r (Ω l N,int ) of level l − 1, we use the values at the level-l nodes ri + q, where the components of q satisfy −r/2 ≤ q d ≤ r/2 for d = 0, . . . , D − 1.
A.1.1 On Rectangular Domains
For a refinement ratio of r, we define weights w q on the points in
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The averaging operator down to level l − 1 is defined at nodes i ∈ Ω l−1 N where Θ r + ri ⊂ Ω l N . These are the interior coarse nodes of level l. Thus for i ∈ C r (Ω l N,int ):
where the weight at point q = (q 0 , . . . , q D−1 ) ∈ Z D is
with δ the Kronecker delta. In words, the weights of the nodes come from the tensor product of the weights in the one-dimensional trapezoidal rule. 
A.1.2 Case of Non-Rectangular Domains
It is possible that a non-rectangular domain might not contain some of the points needed in averaging by the method of Section A.1.1. Then the weights will need to be adjusted so that only points in the domain are given nonzero weights.
To simplify the procedure for non-rectangular domains, averaging is performed as a composition of averagings with refinement ratio of 2. In the remainder of this section, we assume that the refinement ratio is 2.
We have a separate weight array for each coarse node. The adjustment we make in (A.2) is to zero out the weight of every fine node that is not reachable from the coarse node by a path lying entirely in the domain, consisting of edges parallel to the axes, without backtracking. The weight of the projected coarse node on the finer level is then increased so that the total of the fine-node weights at the coarse node is 1. Thus
where for 0 = q ∈ Θ 2 , we define the weight As in Section 3.2, "reachable" here means that there is a path through the fine nodes that avoids backtracking, where each edge in the path is parallel to one of the axes and lies entirely in the domain. A two-dimensional domain subset is shown in Figure A. 2 with the weights on the fine nodes. Weights of fine nodes in averaging to the coarse node indicated by ×. The shaded area is outside the domain. Some nodes have weight 0, even though they are in the domain, because there is no path to them from × following edges that lie entirely in the domain, without backtracking.
A.2 Interpolation
The Interp operator is used in multigrid iteration to interpolate the correction from the coarser level to the next finer level. We interpolate from the neighboring coarse nodes, using a formula that is bilinear in two dimensions, trilinear in three dimensions.
In this section, we assume we are interpolating from level l −1 to level l, where the refinement ratio is r = n l−1 ref .
A.2.1 On Rectangular Domains
The interpolated value at i ∈ Ω N,l is a linear combination of the values at the 2 D coarse nodes in Ω N,l−1 that are the vertices of the box with corners at C r (i) = ( i 0 /r , . . . , i D−1 /r ) and C r (i) + u. The length fractions for each dimension d = 0, . . . , D − 1 are
and these are multiplied to give the weights of the coarse nodes, offset from C r (i) by 0 ≤ q ≤ u:
Then the interpolation formula is
Interp(ϕ N,l−1 ) i = 0≤q≤u w i,q · ϕ N,l Cr(i)+q .
See Figures A.3 and A.4 for illustrations in two dimensions.
A.2.2 Case of Non-Rectangular Domains
When the domain is not rectangular, some of the points needed in interpolating by the method of Section A.2.1 may be outside the domain. As we did with averaging in Section A.1.2, we assume that the refinement ratio is a power of 2, and to simplify the procedure, we perform interpolation as a composition of interpolations with refinement ratio of 2. In the remainder of this section, we assume a refinement ratio of 2. The value at i is interpolated from coarse nodes in the box with corners i/2 and i/2 = ( i 0 /2 , . . . , i D−1 /2 ). The number of such coarse nodes is 2 to the power of the number of odd components of i. We assign equal weight to each of these coarse nodes that is reachable from the fine node in the sense described in Section A.1.2: that is, connected by a path through fine nodes along edges parallel to the axes, with no backtracking. See Figure A .5 for weights used in interpolating to some of the fine nodes in a sample twodimensional domain subset. 
