We investigate the density decay in the pair-annihilation process A + A → ∅ in the case when the particles perform anomalous diffusion on a cubic lattice. The anomalous diffusion is realized via Lévy flights, which are characterized by long-range jumps and lead to superdiffusive behavior. As a consequence, the critical dimension depends continuously on the control parameter of the Lévy flight distribution. This instance is used to study the system close to the critical dimension by means of the nonperturbative renormalization group theory. Close to the critical dimension, the assumption of well-stirred reactants is violated by anticorrelations between the particles, and the law of mass action breaks down. The breakdown of the law of mass action is known to be caused by long-range fluctuations. We identify three interrelated consequences of these fluctuations. First, despite being a nonuniversal quantity and thus depending on the microscopic details, the renormalized reaction rate λ0 can be approximated by a universal law close to the critical dimension. The emergence of universality relies on the fact that long-range fluctuations suppress the influence of the underlying microscopic details. Second, as criticality is approached, the macroscopic reaction rate decreases such that the law of mass action loses its significance. And third, additional nonanalytic power law corrections complement the analytic law of mass action term. An increasing number of those corrections accumulate and give an essential contribution as the critical dimension is approached. We test our findings for two implementations of Lévy flights that differ in the way they cross over to the normal diffusion in the limit σ → 2.
I. INTRODUCTION
Reaction diffusion models in arbitrary spatial dimensions d provide a plethora of intensively studied nonequilibrium many body systems [1] [2] [3] [4] . One important challenge in studying those systems is to unveil the connection between the microscopic model and the emergent macroscopic physics by integrating out the short-range degrees of freedom. Intriguingly, there are conditions under which certain macroscopic observables depend only weakly on the microscopic details. These universal quantities can be observed in low dimensional systems below the critical dimension d c where long-range fluctuations are significant enough to suppress the microscopic details. This fact allows one to classify reaction diffusion systems below the critical dimension by universal quantities such as critical exponents [5] . On the contrary, less effort has been made to investigate reaction diffusion systems above their critical dimension (d > d c ). One reason is that powerful perturbative approaches are conceptually restricted to d < d c and in general do not allow us to determine the subtle dependence of nonuniversal quantities on the microscopic details in d > d c . Moreover, since simple mean field approaches provide a qualitatively correct description for d > d c , this regime is considered to be less interesting compared to d < d c .
Despite the applicability of mean field calculations in d > d c , the pair-annihilation process is worth studying above its critical dimension d c = 2. As demonstrated in [6] , the mean field term for three-dimensional pairannihilation is complemented by an additional nonanalytic correction term. The correction term originates from long-wavelength fluctuations and is expected to be important close to the critical dimension where the mean field approximation becomes unfaithful. In this paper we study the pair-annihilation process where the ordinary diffusing Brownian particles are replaced by super diffusing Lévy flyers. The motivation to study Lévy flights is twofold. First of all, the jump length statistics of a Lévy flyer leads to superdiffusive behavior, which is argued to be a ubiquitous phenomenon [7] and is observed in nature in various contexts, such as turbulence [8, 9] , transport phenomena [10] [11] [12] [13] [14] , epidemic spreading [15] [16] [17] or the foraging of animals [18, 19] . Besides the practical relevance, superdiffusion has also evolved into a rich field of theoretical research [20] [21] [22] [23] [24] [25] . Second, from a technical point of view, Lévy flights allow us to tune the critical dimension and thereby to probe the system close to criticality [26] . This enables us to examine the mechanism of the breakdown of mean field. We will see that in addition to the correction term known from the diffusive case [6] , a great number of further corrections become relevant as the critical dimension approaches the spatial dimension from below. By employing the formalism of nonperturbative renormalization group theory (NPRG), devised by Wetterich et al. [27, 28] and elaborated in the context of reaction diffusion models by Delamotte, Canet et al. [29] [30] [31] [32] [33] , the nonuniversal mean field term and the corrections are calculated.
The pair-annihilation process models chemical reacarXiv:1306.5476v2 [cond-mat.stat-mech] 13 Jul 2013 tions of two identical particles reacting to an inert product. The process consists of two competing ingredients. On the one hand, the erratic motion of the particles leads to the stirring of the reactants. In the case of Lévy flights, the erratic dynamics is characterized by the slowly decaying power tail ∝ r −d−σ according to which the particles perform random jumps of length r (the control parameter 0 < σ < 2 is referred to as the Lévy exponent). On the other hand, the annihilation reaction A + A → ∅ tends to build up anticorrelations between the particles and thereby works against the stirring [34] . The critical dimension d c divides the regime d > d c where the stirring is dominant such that mean field is valid from the regime d < d c where long-range anticorrelations lead to fractal-like reaction kinetics and the breakdown of mean field. As efficient stirring is in favor of the mean field assumption, the critical dimension is lowered for small values of σ where the probability for long jumps is high. This allows us to use the Lévy exponent σ as a control parameter to adjust the critical dimension and probe the system close to criticality. We will see that d c = σ.
For asymptotically late times t, the density decay in A + A → ∅ is known to obey the power law [35] 
The results for ordinary diffusion are formally obtained by setting σ = 2. Instead of looking at the density decay in time, a different, though related question, is to determine the steady state density if the additional particle input ∅ → A with rate J is included. This leads to the scaling law
for asymptotically small and homogeneous particle input J. The exponents δ and α are related by δ = 1+1/α [36] . The behavior for d > d c is correctly predicted by mean field which, in the context of reaction kinetics, is called the law of mass action. It states that the rate of a chemical reaction is proportional to the concentration of its reactants.
In the present paper, we focus on the description of the steady state with homogeneous particle input. Our paper is structured as follows. After defining the precise mathematical model of anomalous pair-annihilation in Sec. II, we give a brief introduction to the method of nonperturbative renormalization group theory with an emphasize on the application for A + A → ∅ in Sec. III. The results of our analysis are presented in Sec. IV. We conclude in Sec. V.
II. THE MICROSCOPIC MODEL
As we are going to calculate nonuniversal properties of A + A → ∅, we start by giving a detailed definition of the underlying microscopic model. The A particles are chosen to be represented by idealized, structureless point particles. In order to provide an UV cutoff, the particles are confined to the sites of some cubic lattice L = aZ d with lattice spacing a (the generalization to other lattice geometries is straightforward) [37] . The physical state of the collection of A particles inside the lattice is described by a tuple of non-negative integers n = (. . . , n x , . . . ), where n x is the occupation number for the lattice site x ∈ L.
The motion of the particles is modeled by random jumps on the lattice. Mathematically, this stochastic dynamics is defined as a Markov process, where the random jump events occur independently and Poisson-distributed at rate 1/τ . Hence, the mean time between two consecutive jumps is given by the microscopic time scale τ . The probability for a particle to jump from lattice site x to y is denoted by p(x − y) (we assume translational invariance). The precise form of p(x − y) is given below. For the time being, we only require a power law
with Lévy exponent 0 < σ < 2 and amplitude A. The slowly decaying power tail in Eq. (2) is characteristic of a Lévy flight statistics. More precisely, the second moment of the jump length probability distribution is diverging for σ < 2. This condition invalidates the central limit theorem and results in superdiffusive dynamics. The starting point for our calculations is the master equation
p(x − y) − n x P (n, t)
for the probability P (n, t) of finding the system in state n at time t. The second line in Eq. (3) describes the random jump of one of the n x + 1 particles from site x to the site y and is the gain term for the probability flow, whereas the first line constitutes the loss term. Throughout this paper, we chose units of length and time such that the lattice spacing a and the jump rate 1/τ are equal to 1. In the well established procedure devised by several authors [38] [39] [40] [41] , the technique of Fock space formulation is used to map the process (3) onto the field theory given by the bare action (space time points are denoted by
Essential for the formalism are the two independent fields ψ,ψ : R × L → R resulting from the coherent state path integral prescription. Recall that the one-point function ψ(t, x) is equal to the particle density ρ(t) at time t, whereas ψ (t, x) has no direct physical interpretation and is required to vanish due to probability conservation [42] . The discrete fractional derivative −D A ∇ σ encodes the Lévy flights on the lattice structure L with respect to (2) and is defined by
In contrast to the discrete Laplacian resulting from the nearest neighbor hopping of an ordinary random walker, the fractional derivative is nonlocal due to the longrange jumps of a Lévy flyer. Because of the spatial translational invariance, the operator −D A ∇ σ is diagonal in Fourier space with integral kernel (p) ≡ 1 − x∈L p(x) e −ip·x [43] and S 0 is written as
where the integration
d of the cubic lattice. Following the terminology of field theory, we will refer to (p) as the dispersion relation.
For small momenta |p| 1, the dispersion is dominated by the nonanalytic term [35] (p) D A |p| σ , for |p| 1.
The anomalous diffusion constant D A has dimension of length σ /time, which indicates superdiffusive scaling between space and time. Because of its nonanalyticity, the term D A |p| σ is solely generated by the long-range jumps and can be obtained by approximating the Fourier series in the definition of (p) by an integral. Performing the integration yields the relation between the amplitude A in Eq. (2) and the anomalous diffusion constant in Eq. (5) [16] :
Besides the requirement of the power law decay for large jumps, we have not specified p(x) yet. In this paper we want to discuss two different choices for p(x). First, the pure power law
where
is determined by the normalization condition. According to Eq. (6), this fixes the diffusion constant to be
The second choice is most easily defined in momentum
A |p| σ ).
(For p ∈ R d , the last expression is the characteristic function of a symmetric Lévy σ-stable random variable.) The inverse Fourier transform ofp 2 (p) leads to the probability density p 2 (x) which obeys the required power law decay of Eq. (2),
The qualitative difference between p 1 (x) and p 2 (x) is manifest in the limit σ → 2. In the case of p 1 , defined by Eq. (7), the amplitude A
(1) remains of O(1) in the limit σ → 2. On the contrary, in the case of p 2 , the corresponding amplitude A (2) in Eq. (8b) vanishes linearly in the limit σ → 2. A heuristic argument to explain this vanishing is that as σ → 2, the probability density p 2 becomes a Gaussian with an exponentially decaying tail instead of an algebraically decaying power law tail. The dual observation in momentum space is the following. While the anomalous diffusion constant D (1) A in Eq. (7b) diverges linearly in the limit σ → 2, the diffusion constant D (2) A in Eq. (8) is held constant as σ → 2. To summarize, the difference between p 1 and p 2 in the limit σ → 2 is that the limit is performed while keeping either the amplitude A (1) or the diffusion constant D
A fix, respectively. This difference will turn out to be crucial for the discussion of the two-dimensional pair-annihilation process in Sec. IV. Mathematically, there is no reason why one should favor one of the two possibilities over the other. It is the physical context that has to determine which model one should use to implement the Lévy flights.
Let us remark that, whenever we write p(x) and (p) without indices, we refer to any probability density with corresponding dispersion relation that fulfill the conditions (2) and (5), respectively. All formulae written in terms of p(x) and (p) hold universally, independent of the specific form of the functions. We use the index i ∈ {1, 2} to indicate that a result may only be valid for a particular choice given by either Eq. (7) or Eq. (8) .
Let us come back to the master Eq. (3). In order to implement that two particles on the same lattice site undergo the pair-annihilation reaction with rate λ, appropriate terms are added to the master equation which translate to the interaction terms [1] 
(4b)
Furthermore, particle input at lattice site x with rate J is enabled by the term
In summary, the action functional S = S 0 + S λ + S J given by Eqs. (4a) to (4c) provides a field theoretical description of the superdiffusive pair-annihilation process with additional particle input. As the mapping onto the field theory is exact, all microscopic details (such as the lattice structure) are covered and the description is equivalent to the master equation.
III. THE NPRG FORMALISM

A. General idea
We are interested in the mean number of particles n x at lattice site x ∈ L after time t, i.e. we want to compute the particle density
at x. In the field theory formalism, the particle density translates to the one-point function of the ψ field. With the generating functional
Assuming a homogeneous initial particle distribution, the mean particle density remains spatially constant, due to the translational invariance of the lattice L = Z d and we write ρ(t, x) = ρ(t).
Analogously to Eq. (9), the probability conservation n P (n, t) = 1 imposes the constraint ψ = 0 on the one-point function of theψ field [42] .
In the saddle point approximation, the dominant contribution to the particle density (9) is identified by demanding the phase of the 'Boltzmann factor' in Z to be stationary: δ S/δψ ψ=ρ,ψ=0 = 0 = δ S/δψ ψ=ρ,ψ=0 . We will refer to this stationary condition as the mean field equation. If one evaluates the stationary condition for the action functional S[ψ, ψ] given by Eq. (4), one obtains the mean field rate equation ∂ t ρ = −2λ ρ 2 + J for the density. Despite neglecting the fluctuations around the saddle point, the mean field consideration is known to give a qualitatively correct description above the critical dimension [44] . In fact, the steady state J = 2λ ρ To go beyond the mean field calculation and thereby to take correlations among the particles into account, one has to compute the generating functional Z beyond the saddle point approximation. The drawback of the Z[j, j] functional is that it is not on the same footing as the microscopic action functional S[ψ, ψ] in the following sense:
• The action enters Z in the exponent of the 'Boltzmann factor' so that Z depends on S in an exponential manner.
• The action is a functional of the fields ψ andψ, whereas Z depends on the external fields j andj. 
The construction is carried out by adding the auxiliary mass term
to the action S. The function R k works as a k-dependent infrared cutoff and is used to inhibit the propagation of the long range modes in a controlled way. To leave the physical limit k = 0 unaffected by this artificial cutoff, one requires R 0 = 0. On the contrary, for k = ∞, one demands R k=∞ = ∞ to prevent the propagation of any modes and thereby to freeze all fluctuations in the mean field limit. Apart from these two constraints, we specify the precise form of R k below (see Eq. (16)). The k dependence of S + ∆S k is inherited to the generating functional Z k and leads to the family of effective actions Γ k [45] . The effective action Γ k obeys the exact NPRG flow equation
which establishes the interpolation between the microscopic model and the emerging macroscopic physics. Equation (11) is referred to as the Wetterich equation and uses an implicit matrix notation such thatR k and Γ (2) k denote the 2 × 2 matrices of the second functional derivative of ∆S k and Γ k , respectively. The quantities that appear under the trace of the Wetterich equation are understood as operators. For example, Γ (2) k is the operator defined through the kernel Γ (2) (x, y) = δ 2 Γ/δψ(x)δψ(y). The trace is taken with respect to the matrix indices as well as in the operator sense.
Characteristic for the Wetterich equation is its oneloop structure which emerges if it is translated to a Feynman diagram. In contrast to perturbative treatments, the full field dependent propagator Γ
is used and renders Eq. (11) to be exact, despite the one-loop structure [28] . A profound consequence of the topological one-loop structure is the fact that both the free part S 0 as well as the particle input S J do not become renormalized along the flow (see the following paragraph). Consequently, we may write the effective action functional as
with some generic interaction functional Γ int,k [ψ, ψ] that is fixed by the Wetterich flow equation and the initial condition Γ int,k=∞ = S λ .
B. One-loop structure
The one-loop structure of Eq. (11) suggests to use diagrammatic techniques in order to exploit the algebraic structure by topological considerations. Before we begin with the discussion, we give some basic definitions to set up a common language. Calculations are most efficiently carried out in momentum space where translational invariance is exploited. We write p = (ω, p) for the Fourier space dual to x = (t, x) ∈ R × L and abbreviate dω 2π p by p . The vertex functions Γ (n,m) k (p i ; q j ) are defined as the coefficients of the functional Taylor expansion of the interaction functional Γ int,k around vanishing fields [46] :
As usual, the vertex functions are represented pictorially by vertices with one leg for each of its arguments, e.g.
We discriminate between incoming (right hand side) and outgoing (left hand side) legs which are associated to the ψ andψ fields, respectively. This notion stems from the fact that the ψ fields are infinitesimally earlier in time than theψ fields, as a result of the path integral construction.
At vanishing fields, the propagator Γ
Let us emphasize three important consequences of Eq. (13).
• Due to the off-diagonal form, the propagator connects only incoming to outgoing legs.
• Performing the Fourier transform of (13) in the temporal direction by using the residue theorem and (p) + R k (p) > 0 to locate the residues' position relative to the real axis, gives rise to the causality conserving Heaviside step function Θ(t 2 − t 1 ). Consequently, the propagator can only connect earlyψ fields to later ψ fields [42] .
• The two points mentioned above, imply that the propagator cannot connect legs of the same vertex [33] .
The RG flow of the vertex function Γ (n,m) k is determined by differentiating the Wetterich Eq. (11) with respect to the fields. In terms of Feynman diagrams, the flow equation is represented by all possible one-loop diagrams with n outgoing and m incoming legs.
A crucial observation is the fact that initially at k = ∞ the only nonvanishing vertex functions are Γ 4b)). It follows that any vertex which is generated along the renormalization flow cannot have more outgoing than incoming legs [47] . As this property holds for k = ∞, it suffices to show that the property is preserved by the flow equation, so that it becomes inherited to k < ∞: Since any internal line reduces the number of incoming and outgoing external lines by one, it is impossible to construct one-loop diagrams with more outgoing than incoming external lines and the claim follows.
We conclude that the propagator cannot be dressed by any one-loop diagram. This instance is special for the pair-annihilation process and is not true in general for other processes such as the branching and annihilating random walk [3] . By the same argument, we can rule out the renormalization of the particle input Γ J and justify the ansatz (12) retrospectively.
The vertex function Γ (2,2) k is of particular significance, as it gives rise to the law of mass action term in the equations of motion (10) . As can be read off from Eq. (4b), the initial vertex function is directly related to the microscopic reaction rate λ by Γ (2,2)
The dependence on the momenta is only due to momentum conservation, a result of the point particles' local interaction. Because momentum conservation is preserved by the propagator (13) , it is inherited to all scales and the most general form for Γ
In order to solve for the running reaction rate λ k (p i ; q j ), we note that the flow equation of λ k (p 1 , −p 1 ; q 1 , −q 1 ) closes, when the total incoming and outgoing momenta vanish separately. This follows from the simple structure of the Feynman diagram
Moreover, as λ k is independent of the momenta for k = ∞ and the right hand side of Eq. (14) depends on the external momenta only through the vertex, we conclude inductively, that
is an exact identity on all scales. Making use of this symmetry and translating the diagrams in (14) into algebraic expressions gives the exact flow equation for λ k ≡ λ k (0, 0, 0, 0):
(the loop integration w.r.t. ω p is already performed). By similar reasoning, we find that Γ
, a priori only true for k = ∞, holds for all k.
The flow Eq. (15) can also be obtained by truncating the interaction functional Γ int,k to be of the same form as the microscopic interaction S λ (given by Eq. (4b)) where λ is replaced by the renormalized rate λ k . The reason why this shortcut yields the correct result is that higher vertices, which are created along the renormalization flow, do not contribute to the flow of λ k .
C. The cutoff function
Besides the requirements R k=0 = 0 and R k=∞ = ∞ to guarantee Γ k=0 = Γ and Γ k=∞ = S, respectively, the cutoff function is still unfixed. A convenient choice for R k which favors analytic treatment is proposed to be [48, 49] 
At a given scale k, the Heaviside step function separates the physical modes into the low energy (long-ranged) modes with (p) < k and the high energy (short-ranged) modes (p) > k w.r.t. the reference energy k . We choose the dependence of the reference energy k on k to approximate the dispersion relation (p) for small momenta |p| (cf. Eq. (5)), i.e., k = D A k σ . Whereas the high energy modes are fully incorporated into Γ k and do not contribute to the flow any longer (due to the term ∂ kRk in Eq. (11)), the low energy modes give contributions to the flow. The prefactor in (16) effects that all low energy modes propagate in the same way:
on-site lattice continuum
The RG flow from microscopics (k = ∞) to macroscopics (k = 0) can be divided into three characteristic regimes. The degrees of freedom being integrated out for k > k * are very short-ranged and are thus restricted to the lattice sites. Fork < k < k * the fluctuations propagate through the lattice and thereby perceive the lattice structure. In the continuum regime k <k, the flow is driven by the very long-ranged modes, which cannot resolve the underlying lattice. The schematic plots below show the typical partition of the two-dimensional Brillouin zone into low (black) and high (white) energy modes for the three characteristic regimes.
A crucial consequence of the cutoff (16) is the emergence of two characteristic scalesk and k * dividing the flow into the three parts k > k * ,k < k < k * and k <k (see Fig. 1 ), also compare [49] . Let k * be defined by max p (p) = k * such that all p modes in the Brillouin zone are treated as low energy modes for k > k * (see Fig. 1 (c) ). As a consequence, the propagator (17) is independent of the momentum and becomes proportional to δ x,y in position space. The interpretation is that the fluctuations being integrated out for k > k * correspond to length scales shorter than the lattice spacing and are therefore confined to the lattice sites. Referring to [49] , we call those fluctuations on-site. Fork < k < k * the high energy modes corresponding to the boundary of the Brillouin zone (see Fig. 1 (b) ), are already integrated out completely and do not contribute to the RG flow. This regime is dictated by fluctuations which are still shortranged but do propagate through the lattice and thereby perceive the local lattice structure. The fact that the low energy modes form a nonisotropic subset of the Brillouin zone (see Fig. 1 ) reflects the anisotropy of the lattice at small distances. In contrast to k * , the boundaryk is not defined sharply. As a rule of thumb,k is the scale below which the low energy modes form an approximately isotropic subset of the Brillouin zone (see Fig. 1 (a) ). In more technical words, for k <k the dispersion function can be approximated by (p) ≈ |p| = D A |p| σ for the low energy modes, which fulfill (p) < k . We refer to this regime as the continuum limit of the flow, because the lattice has no impact on the nonanalytic term D A |p| σ of the dispersion relation (compare the discussion around Eq. (6)). Consequently, for k <k, the flow cannot be dis-tinguished from the continuum model where the lattice Z d is replaced by R d . The position space interpretation is that the flow is driven by long-range fluctuations that propagate through the whole lattice and cannot resolve the lattice structure. Universal properties, which are independent of the microscopic details, originate from this regime of the flow.
For future reference, we define
to be the fraction of the low energy modes inside the Brillouin zone. As k k , we obtain the continuum scaling
IV. RESULTS
A. The macroscopic reaction rate
We use the cutoff function (16) in the flow equation (15) of the reaction rate. The solution of this differential equation with initial condition λ k=∞ = λ is given by
In the macroscopic limit k = 0 this yields
and the microscopic rate λ becomes connected to its macroscopic counterpart λ 0 . The inverse rate 1/λ 0 , being the typical time scale for the reaction A + A → ∅ to take place, is the sum of two contributions. First, the summand 1/λ is interpreted as the duration of the reaction between colliding particles based on the microscopic model. Second, the additional term 1/ > 0 is a measure for the effect of anticorrelations between the particles and slows the process down. The second term depends on the microscopic details such as the lattice structure through the dispersion function (p) and is thus nonuniversal. If necessary, we write 1/λ reaction kinetics beyond the law of mass action for σ > d. Accordingly, we identify σ with the critical dimension d c .
For the sake of concreteness we assume that particles annihilate instantaneously on contact. This corresponds to the choice λ = ∞ and the macroscopic rate takes the form 1/λ 0 = 1/ . As we will explain below, this assumption does not affect our conclusions for the physics close to the critical dimension. Figure 2 shows the dependence of λ 0 on the critical dimension d c = σ < d in d = 1 spatial dimension. Small values of σ correspond to jump length distributions where long jumps occur more frequently and the particles stir more efficiently. As the stirring works against the correlations, the integral 1/ is monotonically increasing in σ and as a consequence, λ 0 decreases with σ. For σ = 0 the probability for a jump of length |x| decays as |x| −d (see Eq. (2)). At the same time, the number of possible target sites at the distance |x| grows as |x| d . Consequently, the jump probability is homogeneous in space such that the lattice structure becomes irrelevant and spatial anticorrelations vanish. Thus, for σ = 0, the effective reaction rate λ 0 is only limited by the inverse mean time between two consecutive jumps which is set equal to unity. This explains why the macroscopic reaction rate takes the maximum λ 0 = 1 at σ = 0 (see Fig. 2 ).
In general, the macroscopic reaction rate λ 0 gets contributions from fluctuations on various length scales as can be seen by the fact that the integral 1/ in (19) is performed over the whole Brillouin zone. Consequently, as already noted above, λ 0 is nonuniversal and its dependence on the microscopic details is subtle. Nevertheless, as the critical dimension approaches the spatial dimension from below, the macroscopic rate can be approximated by the universal power law
This equation holds universaly for arbitrary microscopic reaction rates λ and not only for λ = ∞. The loss of the nonuniversal character of λ 0 for σ → d is a consequence of long-range fluctuations. Mathematically, the reason is that the integral in Eq. (19) gets its dominant contribution from the small momentum region |p| <k 1, where the dispersion function can be approximated by the continuum limit D A |p| σ . These long-range fluctuations suppress the nonuniversal, finite contributions arising from |p| >k in
so that the dependence of λ 0 on the short-range physics becomes negligible as σ → d. For λ < ∞ the nonuniversal finite term also contains the summand 1/λ from Eq. (19) . The power law (20) holds for both jump length probability distributions, p 1 and p 2 . In the former case one replaces D A by D 
1 (see Fig. 2 ). The derivation of (20) does not translate mutatis mutandis to the two-dimensional case. Instead, we have to distinguish
and
depending on the implementation of the Lévy flights. This is the first instance where we encounter the impact of the difference between the jump length probability distributions p 1 and p 2 on the pair-annihilation process in the limit σ → 2. Before we derive Eqs. (21a) and (21b), we want to give a physical explanation. As noted above, the decrease of the macroscopic reaction rate λ 0 is a consequence of the anticorrelations among the particles that slow the process down. Apparently, the decrease in λ
is only logarithmic in the distance to the critical dimension and thus much slower than the linear decrease of λ
0 . The reason is that D
A diverges as σ → 2 and thereby increases the anomalous diffusibility of the particles which counteracts the anticorrelations.
The derivation of (21b) is analogous to that of Eq. (20) . Let us now explain the appearance of the logarithm in Eq. (21a).
Naively, applying the same reasoning that leads to (21b) would give λ 
A and D 
N p 2 remains finite. Consequently, both terms have to be taken into account simultaneously to approximate the small momentum behavior of the dispersion function. Equation (21a) is then gained by integrating 1/(D
A |p| σ + D
N p 2 ) on a small domain around p = 0 and expanding the result in (d − σ).
A crucial consequence of the decay of λ 0 is that the law of mass action term 2λ 0 ρ 2 is less significant close to the critical dimension. Correction terms beyond the law of mass action are needed to maintain a quantitatively valid description of the steady state. The following paragraph explains how the flow of λ k generates nonanalytic corrections to the law of mass action term.
B. Corrections to the law of mass action
So far, we have only considered the flow of Γ 
In general, the coupling constants may depend on the external momenta. In the local potential approximation (LPA) this dependence is neglected so that the interaction functional be-
The macroscopic equations of motion (10) yield
(U (n,m) being the nth and mth derivative of U w.r.t. its first and second argument, respectively) for the steady state in the LPA. As described in the previous section, the leading term of U (1,0) 0 (0, ρ) for small densities ρ is the law of mass action term 2λ 0 ρ 2 . We are mainly interested in nonanalytic correction terms to the law of mass action. It is known that the local potential U k is analytic for k > 0 and any nonanalytic term can only be created at k = 0 [28] . This puts us in a comfortable position. In order to determine nonanalytic terms, it is sufficient to investigate the last part of the RG flow, arbitrarily close to k = 0. This leads to universality in the sense that nonanalytic terms can only depend on the microscopic model indirectly through the behavior of the RG flow at k → 0. In more physical words, the nonanalytic terms are solely sourced by longrange modes p 0 (as k → 0 the cutoff ∂ k R k (p) in the flow equation suppresses other modes), which cannot resolve the microscopic details such as the lattice structure. The upshot is that the LPA, despite being an approximation, can be used to compute nonanalytic terms exactly, as long as all relevant features of the flow which give rise to the nonanalytic terms are incorporated exactly.
We proceed with the computation of nonanalytic cor- The flow of the running reaction rate λ k (solid red) is divided into the three separate regimes k <k,k < k < k * and k * < k (compare Fig. 1 ). Before the macroscopic limit λ k=0 is reached (i.e. for k <k), the flow is dominated by long-range fluctuations and can be approximated by the continuum limit Eq. (24) (dotted blue). These long-range fluctuations generate nonanalytic corrections to the law of mass action. As the long-range fluctuations cannot resolve the microscopic details, the nonanalytic terms can only depend on the microscopic model indirectly through the macroscopic reaction rate λ0. Hence, the correction terms are universal functions of the nonuniversal rate λ0.
rection terms by exploiting the flow equation
for the derivative of the local potential. In terms of Feynman diagrams, the right hand side of Eq. (23) generates all one-loop diagrams with exactly one outgoing leg. Almost all of those diagrams are diverging in the limit k → 0. The divergencies are artificial in the sense that they arise from the fact that one tries to expand the nonanalytic function U
(1,0) 0 (0, ψ) in the field ψ. Consequently, the diverging Feynman diagrams can be resumed and thereby generate the nonanalytic terms at k → 0. As can be seen by power counting (more details are given in Appendix B), the most diverging diagrams are the ones that are built out of vertices with two incoming legs only. This suggests to extract the nonanalytic terms by using the truncation U k (ψ, ψ) = 2λ kψ ψ 2 + λ kψ 2 ψ 2 in Eq. (23). Instead of using the full solution Eq. (18) for λ k , the continuum approximation
for small k is sufficient to generate the nonanalytic terms dominated by the long-range physics (see Fig. 3 ). The term Σ k in Eq. (24) measures the deviation of the inverse running coupling 1/λ k from its macroscopic limit 1/λ 0 .
Applying this ansatz for U k in Eq. (23) yields
The integration may be performed with the help of a computer algebra system after expanding the integrand in powers of Σ k . Due to the universal character, the resulting nonanalytic terms are independent of the arbitrarily chosen integration boundary Λ. Eventually, one obtains (exact up to order ρ 3 )
with the amplitudes
and ≡
d−σ σ
being the relative distance to the critical dimension. As elaborated in Appendix B, the expression (25b) for the amplitudes A n is an exact result close to the critical dimension.
We give a rough order of magnitude argument to illustrate that the sum of nonanalytic terms in Eq. (25a) is an essential correction to the law of mass action for d = 1. As can be seen in (25a), the exponent 2 + n of the nth correction term is close to the analytic law of mass action exponent for small n . The corresponding amplitude A n is approximated by
n . Using Eq. (20), we see that the expression in square brackets is approximately one for d = 1 and → 0. Hence, the amplitudes A n are of the same order of magnitude as 2λ 0 and have a similarly small impact as the law of mass action term for → 0. However, as the exponents of the correction terms are close to 2, many corrections have to be taken into account simultaneously, which leads to an accumulative effect. If we estimate the number of correction terms which add up coherently by 1/ (such that the exponent 2 + n remains below 3), we obtain a total contribution of order 1. The crux of the above estimation is the linear decrease of λ 0 close to the critical dimension, Eq. (20) . This linear decrease holds for the two Lévy flight implementations given by p 1 and p 2 . Hence, as confirmed by computer simulations (see Fig. 4 ), the corrections to the law of mass action are important, independent of the implementation of the Lévy flights. A detailed description of the simulation methods can be found in Appendix C.
Things are different for d = 2. According to Eqs. (21a) and (21b), the macroscopic reaction rate decreases either logarithmically or linearly, depending on whether the Lévy flights are implemented via p 1 or p 2 , respectively. In the latter case, a similar reasoning as in one dimension shows the importance of the correction terms (see Fig. 5(b) ). We make two complementary observations regarding the case when the particle's jump length probability distribution is the pure power law p 1 . First, the divergence of the anomalous diffusion constant D (1) A ∼ 1/(d−σ) for σ → 2 diminishes the amplitudes A n given by Eq. (25b). This reduces the influence of the correction terms as opposed to the implementation via p 2 . Second, as was pointed out above, the macroscopic reaction rate λ (1) 0 decays only logarithmically as the critical regime is approached (see Eq. (21a) and the discussion thereafter). Hence, the law of mass action term 2λ
(1) 0 ρ 2 remains a significant contribution even close to criticality and makes the corrections insignificant. Our considerations are confirmed by computer simulations shown in Fig. 5 .
V. CONCLUSION
We have studied the pair-annihilation process with homogeneous particle input of rate J on a d-dimensional cubic lattice. Whenever two particles collide on the same lattice site, they react according to A + A → ∅ with rate λ. The problem of determining the steady state density ρ for fixed particle input J turns out to be nontrivial. The main reason for the difficulty is anticorrelations among the particles induced by the annihilation reaction. In the mean field prescription these anticorrelations are neglected and the steady state is described by J = 2λ ρ 2 . The effect of the anticorrelations is to slow down the pair-annihilation reaction and the reaction rate λ becomes renormalized. We have computed the renormalized macroscopic reaction rate λ 0 exactly and we have found 1/λ 0 = 1/λ + p 1/ (p). The crucial point is the integral of the reciprocal of the dispersion function which adds to the inverse microscopic reaction rate and thereby increases the effective reaction time scale. Consequently, the macroscopic reaction rate is lowered compared to the microscopic rate, which is in agreement with the intuition that anticorrelations slow down the effective reaction. Because modes of all length scales contribute to the integral, λ 0 depends on the microscopic details and is thus nonuniversal.
For low dimensional systems below the critical dimension d c , the integral p 1/ (p) is infrared divergent and the macroscopic rate λ 0 vanishes. The vanishing of λ 0 is known as the breakdown of the law of mass action and leads to fractal-like reaction kinetics for d < d c . In the case where the particles perform Lévy flights, the critical dimension d c coincides with the Lévy exponent 0 < σ < 2.
We have used two different jump length probability distributions p 1 (x − y) and p 2 (x − y) to define the probability that a particle jumps from lattice site x to site y. 
FIG. 4. (a)
According to the law of mass action, the steady state is determined by J = 2λ0 ρ 2 (dotted black line). As the critical dimension σ approaches the spatial dimension d = 1 from below, the macroscopic reaction rate λ0 vanishes according to Eq. (20) and the law of mass action term loses its significance. This explains the discrepancy between the simulated data (red crosses) and the theoretical law of mass action (manifest in the last two plots). Additional nonanalytic correction terms have to be included (blue solid line) in order to compensate the loss of significance of the law of mass action term and to ensure good agreement with the simulations. The red squares in the lower right plot show the simulation results for finite microscopic reaction rate λ = 1 as opposed to the instantaneous annihilation (λ = ∞). Due to the universal behavior of the renormalized rate λ0 close to the critical dimension (compare the discussion around Eq. (20)), both data sets collapse on the same curve. For this plot, the number of nonanalytic corrections was chosen such that the exponent 2 + n remains below 3. The Lévy flights were implemented according to the pure power law p1. that in the limit σ → 2 only one of the two quantities, either the amplitude or the diffusion constant, can be of order 1. In the case of p 1 , it is the amplitude that is held fixed and the diffusion constant that diverges in the limit σ → 2. In the case of p 2 , the anomalous diffusion constant is held constant and the amplitude vanishes as σ → 2.
The focus of this paper has been on the study of the pair-annihilation process above the critical dimension. By adjusting the Lévy exponent and thereby tuning the critical dimension, it is possible to investigate the system close to criticality. It turns out, that long-range infrared fluctuations have a significant impact, especially close to the critical dimension. We have identified three interrelated consequences of these fluctuations which drive the mechanism of the break down of the law of mass action. First, despite being a nonuniversal quantity and thus depending on the microscopic details, the macroscopic reaction rate λ 0 can be approximated by a universal law close to the critical dimension. The emergence of universality relies on the fact that long-range fluctuations suppress the influence of the underlying microscopic details. Second, as criticality is approached, the macroscopic reaction rate decreases and the law of mass action loses its significance.
In d = 1 dimension the decrease is always linear, irrespective of whether p 1 or p 2 is used. In d = 2 dimensions λ 0 decreases either logarithmically or linearly in the case of p 1 and p 2 , respectively. As a consequence, the steady state is no longer accurately described by J = 2λ 0 ρ 2 close to the critical dimension. Third, additional nonanalytic power law corrections complement the analytic law of mass action term 2λ 0 ρ 2 . The corrected steady state equation then reads J = 2λ 0 ρ 2 + n A n ρ 2+n . As the corrections are generated by the flow of the reaction rate, the amplitudes A n are universal functions of the macroscopic rate and have been computed exactly. When the relative distance = (d − d c )/d c to the critical dimension is small, the exponents of the nonanalytic terms are close to 2 and many summands add up coherently. This compensates the loss of significance of the analytic law of mass action term due to the decay of λ 0 . We have seen that the correction terms are essential in the one-dimensional case. In two dimensions, one has to distinguish whether the Lévy flights are implemented via p 1 or p 2 . Interestingly, the corrections turn out to be less important when the former implementation is used. This conforms with the observation that λ 0 (1) decays only logarithmically so that 2λ 0
(1) ρ 2 remains significant which makes the corrections less relevant. Hence, for practical purposes, the law of mass action remains valid in two dimensions above the critical dimension as long as the random jumps follow the pure power law distribution p 1 . Our theoretical findings are in good agreement with computer simulations.
We have used the method of nonperturbative renormalization group theory (NPRG) to derive our analytic results. The success of this approach relies on the oneloop structure of the flow equation and the simple initial vertex structure, which is special for the pair-annihilation process. Accordingly, the propagator does not become renormalized and the simple dependence among the vertex functions enables the exact computation of the running reaction rate λ k . The knowledge of λ k is important for the understanding of the physics driven by the longrange fluctuations close to the critical dimension. Not only have the long-range fluctuations a crucial impact on the value of λ 0 , but the flow of λ k also generate the corrections to the law of mass action. The special properties of the pair-annihilation process allowed us to describe the effects of the long-range fluctuations analytically. But we expect the same qualitative results for more complicated stochastic processes close to criticality.
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is not neglected completely, since they are generated by λ k in the course of integrating Eq. (23) w.r.t. k. It is the back-reaction of g (n,m) k on the flow of the couplings which is prohibited by the ansatz (B1). The purpose of this appendix is to show that the back-reaction gives only minor corrections to the amplitudes A n in Eq. (25) and can be safely neglected. In particular, the contributions of the back-reaction turn out to be suppressed by the inverse distance to the critical dimension. The same reasoning can also be applied to justify the momentum independence of λ k in Eq. (B1).
For the discussion, we use Feynman diagrams as a tool to efficiently organize the power counting in the flow parameter k. This will allow to identify the relevant terms, which generate the nonanalytic corrections. As already emphasized, the right hand side of Eq. (23) generates one-loop Feynman diagrams with one outgoing leg and an unrestricted number of incoming legs. Some of these diagrams are shown in Fig. 6 . With the exception of the law of mass action diagram Fig. 6(a) , all other diagrams lead to divergent terms for k → 0. To classify the diagrams by their divergence, we apply the following power counting rules.
• The one-loop structure gives a factor of V(k) → K d k d from the momentum integration and a factor ∂ k k from the Wetterich formalism.
• Each internal line represents the propagator term
• Vertices with two incoming legs may be approximated by λ 0 up to leading order as k → 0.
By employing these rules, we find the scaling law 
for k → 0. Thus, all couplings beyond the law of mass action diverge in the limit k → 0. As these divergencies are artifacts of the series expansion in ρ, they have to cancel in the sum J = lim k→0 m 2 g (1,m) k ρ m . One way to extract finite results is by rewriting the sum in terms of some scaling function f as
By demanding independence of Eq. (B3) on the running system size 1/k for k → 0, the scaling function is found to behave as the nonanalytic power law f (x) ∼ x 1+d/σ for large arguments x. Apart from numerical factors, this gives the first correction term A 1 ρ 2+ of Eq. (25a). There are two sources for the higher correction terms A n ρ 2+n with n > 1. First, the flow of the coupling λ k may be taken into account. This means that vertices with two incoming legs are not approximated by λ 0 but rather by
(compare Eq. (24)). Second, one may include diagrams, which consist of vertices with more than two incoming legs such as the diagram of Fig. 6(d) .
The truncation given by Eq. (B1) keeps only diagrams which are built out of vertices with two incoming legs. To justify this approximation, we argue that diagrams consisting of vertices with more than two incoming legs give only minor corrections to g FIG. 7.
The particle input J is plotted against the average density ρ of the stationary state, similar to the plot of Fig. 4(a) . The different point styles correspond to different choices of the system size N . As all data points clearly lie on the same line, we can exclude finite size effects.
of Fig. 6(d) as a concrete example, but the reasoning can also be applied to other diagrams. Up to leading order in k, the vertex with three incoming legs contributes a factor g The purpose of this appendix is to elaborate on the validity of the simulation methods with which Figs. 4 and 5 were produced. We have simulated the pair-annihilation process by the well established Gillespie algorithm [51] . Because of the bounded amount of computational resources (especially memory), one can only simulate finite systems. Hence, we have run the simulations on a finite lattice with periodic boundary conditions. We denote the total number of lattice sites by N . To rule out finite size effects, we have performed simulations for various system sizes: For d = 1 we chose N ∈ {10 6 , 10 7 , 10 8 , 10 9 } and for d = 2 we chose N ∈ {300 × 300, 30 000 × 30 000}. The data obtained are insensitive to the system size (see Fig. 7 ).
Let us comment on the way we have implemented the random jumps according to the probability densities p 1 and p 2 . For every particle, we have restricted the set 8 . The result of a numerical simulation of the pairannihilation process with particle input J using the Gillespie algorithm on a finite (N = 10 6 ) lattice. Initially, at t = 0, the lattice is empty. After a short transient regime the stationary state is reached and the average particle density (dotted blue line) can be measured.
of possible target sites to the first M < N neighboring sites only. This induces a maximal jump length for each particle. Strictly speaking, because the variance of the jump length distribution is necessarily finite, the particles do not perform superdiffusion but normal diffusion. However, for reasonable values of M and σ the resulting statistics is, for all practical purposes, indistinguishable from the true distribution with diverging variance. This can be seen by estimating the relative frequency f of jumps larger than the maximal jump length. For example, in d = 1 and for M = 10 6 , σ = 0.9 and p 1 (x) = 1/(2ζ(1 + σ)) |x| −1−σ , one has f ≈ R\[−M/2,M/2] p 1 (x) dx < 10 −5 . This means that in less than one out of 10 5 random jumps a Lévy flyer might actually 'experience' the finiteness of the system. Table I gives an overview of the values of M used for Figs. 4 and 5. The maximal jump length in two dimensions is significantly smaller than the maximal jump length in d = 1. However, as we have investigated twodimensional systems only for σ > 1.9, large jumps are considerably seldom. Moreover, note that in the case where the Lévy flights are implemented via p 2 , M is a power of 2. The reason for this is that we have used the radix-2 Cooley-Tukey algorithm to efficiently transform p 2 (p) = exp(−D (2) A |p| σ ) into position space by a fast Fourier transform.
We close this appendix by noting that every data point in Figs. 4 and 5 corresponds to one run of the Gillespie algorithm with fixed particle input J and an initially empty lattice. After some relaxation time the stationary state is reached and we obtain the mean particle density by averaging the particle density over time. A typical behavior of the particle density is shown in Fig. 8 .
