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Abstract
In the last century, the aggregation states of matter have been one of the
most important aspects studied by physicists: the Spin Glass is one of those
states.
The main objective of this TFG is to study the Spin Glass behavior presented
in some materials introducing several models and mathematical concepts,
as well as some important applications in other disciplines such as biology,
mathematical optimization and neural networks.
The models studied more deeply in this document are the REM (Random
Energy Model) and the Sherrington-Kirkpatrick model. These are called
models on average, i.e. all the spins in the system interact somehow between
them. The real models are so complex that, nowadays, there are still many
issues to resolve.
The REM is a ”toy model” and studied their behavior is helpful to un-
derstand basic concepts of statistical mechanics of disordered systems. The
Sherrington-Kirkpatrick model is more interesting than REM because their
behavior is useful in fields such as computing or optimization.
Finally, the presentation of the Sherrington-Kirkpatrick model affected by an
external magnetic field is basically to introduce the Cavity Method and the
Smart Path Method.
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Cap´ıtol 1
Introduccio´
Els sistemes Spin Glass han estat objecte de mu´ltiples investigacions du-
rant me´s de quatre de`cades, coneguts com a sistemes de comportament com-
plex, consequ¨e`ncia del cara`cter aleatori en la disposicio´ dels seus spins i la
frustracio´ entre les interaccions magne`tiques en el sistema. Inicialment van
ser estudiats per f´ısics amb l’objectiu de modelitzar estats d’agregacio´ de la
mate`ria i van ser tractats dins de la meca`nica estad´ıstica de sistemes desorde-
nats. L’estudi com a objectes purament matema`tics creix a partir de mitjans
anys noranta. A continuacio´ es presenta una breu introduccio´ sobre el desen-
volupament de la seva investigacio´, sense proporcionar informacio´ detallada
ja que no e´s l’objectiu d’aquest treball.
1.1 Introduccio´ histo`rica
Al comenc¸ament dels anys setanta un grup de cient´ıfics va iniciar l’estudi
del comportament de sistemes de spins desordenats. Com a primer experi-
ment, van provar d’afegir desordre a sistemes ja ordenats, com cristalls, per
fer un estudi. Aquest experiment no va tenir e`xit, llavors es van parar a
estudiar el comportament Spin Glass que presentaven alguns materials.
Els primers experiments amb cristalls de spin van ser fets per f´ısics, com Vin-
cent D. Canella o John A. Mydosh, els quals van publicar diversos articles
mostrant els resultats dels seus experiments com, per exemple, ”Magnetic
Ordering in Gold-Iron Alloys”, publicat el 1972 [1]. Van estudiar les propie-
tats magne`tiques d’aleacions del tipus AuFe, CuMn o AuMn que presentaven
el segu¨ent comportament: els spins (dipols magne`tics) de les impureses Fe,
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Mn produeixen una polaritzacio´ magne`tica en els electrons de conduccio´ del
metall Au, Cu, la qual e´s ferromagne`tica per algunes dista`ncies i antiferro-
magne`tica per altres. Aquesta polaritzacio´ magne`tica provoca que apareguin
camps magne`tics locals. Posteriorment, els spins tracten d’alinear-se d’acord
amb el camp local. Com que les impureses so´n col·locades en el metall de
manera aleato`ria, algunes interaccions seran ferromagne`tiques i altres anti-
ferromagne`tiques. D’aquesta manera sorgeixen les caracter´ıstiques ba`siques
d’un cristall de spin: el desordre i la frustracio´. Dues de`cades me´s tard,
el 1993, John A. Mydosh va publicar a Londres el llibre ”Spin Glasses: an
experimental introduction” [2].
El 1975 els f´ısics Sam F. Edward i Philip W. Anderson van publicar un
article anomenat ”Theory of spin glasses” [3] on van proposar el primer
model de cristalls de spin de curt abast: la interaccio´ entre part´ıcules es
do´na u´nicament amb els ve¨ıns immediats i es te´ la mateixa probabilitat de
que sigui ferromagne`tica o antiferromagne`tica. El sistema pot tenir diversos
estats de mı´nima energia, que no necessa`riament tenen relacio´ entre ells,
deguts a la frustracio´ entre les interaccions magne`tiques.
El mateix any, David Sherrington i Scott Kirkpatrick van proposar el primer
model d’abast infinit: de mitjana, cada spin interacciona amb la mateixa
intensitat amb tota la resta de spins del sistema. En la publicacio´ ”Solvable
model of a spin glass” [4], trobem detallat aquest model, amb la solucio´
proposada per aquests dos f´ısics. Aquest sera` un dels models a estudiar al
llarg d’aquest treball [5, 6].
El 1979 Giorgio Parisi do´na solucio´ a l’equacio´ de Sherrington i Kirkpatrick
usant la fo´rmula de replica-symmetric [7].
L’any segu¨ent, s’introdueix el model d’energia aleato`ria de Bernard Derri-
da, me´s conegut com Random Energy Model (REM), que va detallar aquest
mateix any en una publicacio´ anomenada ”Random-Energy Model: Limit of
a Family of Disordered Models” [8]. No e´s un model amb gaire intere`s real
pero` e´s molt u´til matema`ticament ja que al ser un model simple, permet un
estudi complet del seu comportament. Me´s endavant farem un estudi me´s
profund d’aquest model [5, 6].
Durant els segu¨ents anys i fins l’actualitat, molts matema`tics i f´ısics han con-
tinuat estudiant el comportament dels cristalls de spin com, Marc Me´zard,
Gerard Toulouse, Miguel A. Virasoro, Francesco Guerra, Michel Talagrand,
etc.
El 1996 va haver una important reunio´ a Berl´ın on van asistir tots els ex-
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perts del camp dels cristalls de spin de diferents nacionalitats (la majoria
matema`tics) i com a resultat es va publicar el 1997 ”Mathematical Aspects of
Spin Glasses and Neural Networks” editat per Anton Bovier i Pietro Picco
[9].
L’any 2002, Francesco Guerra va publicar [10] el l´ımit superior de l’energia
lliure del model de Sherrington-Kirkpatrick i va coincidir amb la solucio´ tro-
bada per Giorgio Parisi. En menys d’un any, Michel Talagrand anuncia la
corresponent solucio´ del l´ımit inferior de l’energia lliure d’aquest model [6].
1.2 Conceptes ba`sics
Com a primera definicio´ podem dir que un cristall de spin e´s una col·leccio´
de spins que manifesten un estat de ”desordre congelat”(frozen disorder).
Com hem dit anteriorment, tenen un comportament molt complex a causa
de l’aleatorietat en l’orientacio´ dels spins i la frustracio´ entre les interaccions
magne`tiques en el sistema.
Figura 1.1: En aquest sistema tan simple amb tres spins hi ha frustracio´.
Observem que l’energia d’interaccio´ J entre els spins S1 i S2 i entre S1 i S3
e´s positiva i negativa entre S2 i S3. Per tant, el spin S1 esta` frustrat ja que
tant si apunta cap amunt com si apunta cap avall no podra` satisfer mai totes
les condicions per aconseguir un estat de mı´nima energia.
A continuacio´ explicarem en que` consisteix la frustracio´ en el sistema d’una
manera me´s clara i detallada i tambe´ parlarem del desordre, usant un exemple
molt sencill i fa`cil d’entendre [11].
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Considerem que tenim N individus que volem classificar en dos grups. Su-
posem que entre cada dos individus hi ha un sentiment d’amor o d’odi i que
aquest sentiment e´s rec´ıproc. Dif´ıcilment podrem separar els individus en
dos grups de manera que en cada grup tots s’estimin. Aquesta situacio´ la
podem formalitzar de la manera segu¨ent: a cada parella d’individus i i j, hi
associem un nombre Ji,j que val 1 si s’estimen i −1 si s’odien. A me´s, a cada
individu i, li assignem una variable σi que pren els valors 1 o −1 segons en
quin dels dos grups situem aquest individu. Aleshores, donat el conjunt de
relacions J := {Ji,j, 1 ≤ i < j ≤ N}, l’objectiu e´s minimitzar el que seria la
quantitat de desenc´ıs generat per la classificacio´ σ := {σi, 1 ≤ i ≤ N} en dos
grups, e´s a dir, minimitzar
H(J, σ) = −
∑
1≤i<j≤N
Ji,jσiσj.
Observem que com me´s gran e´s el valor de H(J, σ) hi ha me´s parelles d’indi-
vidus amb sentiment d’odi mutu que estan en el mateix grup, i parelles que
s’estimen en grups diferents; hi ha, per tant, un grau me´s gran de frustracio´.
Aquesta frustracio´ genera inestabilitat ja que els individus voldran classificar-
se d’una altra manera. Es parla de frustracio´, ja que hi ha individus que no
es sentiran co`modes on els hem classificat.
Passem ara a parlar del desordre en el sistema. El desordre ve del fet que
el conjunt de relacions J s’escullen a l’atzar segons una determinada llei
de probabilitat. Com que no depe`n de la temperatura, parlem de desordre
congelat.
1.3 Marc matema`tic
Abans de comenc¸ar a drescriure el marc matema`tic e´s important remarcar
que la majoria dels coneixements que he adquirit sobre aquest tipus de models
s’han obtingut del treball fet per Michel Talagrand [5, 6, 12] ja que, tot i la
seva complexitat, utilitza eines bastant senzilles.
Els cristalls de spin so´n sistemes formats per N part´ıcules que poden prendre
dos valors: +1 i −1, depenent de la direccio´ del spin. Considerem l’espai
ΣN = {−1, 1}N . Un punt σ = (σ1, . . . , σN) a ΣN li direm una configuracio´.
Considerem una col.leccio´ de variables aleato`ries HN(σ) que representa l’ener-
gia de la configuracio´ σ. La funcio´ HN s’anomena el hamiltonia` del sistema.
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Les energies HN(σ) so´n aleato`ries, a causa del desordre.
Com hem vist a l’apartat anterior, volem estudiar els valors petits de
HN(σ) =
∑
1≤i<j≤N
Jijσiσj.
El ca`lcul de les σi e´s un problema matema`tic dif´ıcil i complex, aix´ı que una al-
ternativa a aquest ca`lcul e´s utilitzar els factors de Boltzmann: exp(−βHN(σ)),
on β ≥ 0 e´s un nou para`metre. E´s a dir, a cada configuracio´ σ li assignarem
una probabilitat:
GN(σ) =
1
ZN
exp(−βHN(σ)), (1.1)
on ZN e´s el factor de normalitzacio´ o funcio´ de particio´:
ZN = ZN(β) =
∑
σ∈ΣN
exp(−βHN(σ)), (1.2)
on la suma esta` sobre qualsevol de les configuracions σ. Fent aixo`, el problema
es converteix en un de me´s simple que consisteix a estudiar la mesura de
probabilitat GN , anomenada mesura de Gibbs.
La idea f´ısica e´s que la mesura de Gibbs quantifica les fluctuacions te`rmiques
del sistema de N spins amb nivells d’energia HN(σ) quan esta` en equilibri
te`rmic amb un bany de calor a la temperatura T = 1
β
. E´s a dir, GN(σ) e´s la
probabilitat de trobar el sistema en la configuracio´ despre´s que s’ha deixat
sense pertorbar molt de temps. El signe − e´s per respectar les convencions
de la f´ısica, on es minimitzen les energies, no es maximitzen.
La mesura de Gibbs e´s una mesura de probabilitat. Ella mateixa e´s aleato`ria.
Per tant, tenim dos nivells d’aleatorietat: respecte a l’espai ΣN i respecte a
l’aleatorietat associada al hamiltonia`.
El ca`lcul de ZN e´s un objectiu important, i aquest ca`lcul e´s equivalent a la
comprensio´ de GN , pel fet que les derivades de logZN respecte als diversos
para`metres que considerarem s’expressen com integrals respecte a GN .
Per exemple,
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d
dβ
logZN(β) =
1
ZN(β)
∑
σ∈ΣN
−HN(σ)exp(−βHN(σ)) = 〈−HN(σ)〉. (1.3)
En aquesta fo´rmula, aix´ı com en la resta de les notes, 〈·〉 denota l’esperanc¸a
pel que fa a la mesura de Gibbs, e´s a dir,
〈f(σ)〉 = 1
ZN
∑
σ∈ΣN
f(σ)exp(−βHN(σ)) =
∫
ΣN
f(σ) dGN . (1.4)
Finalment e´s important dir que la famı´lia (HN(σ)) e´s una famı´lia conjunta-
ment gaussiana de variables aleato`ries que no sempre estara` centrada.
Sota aquesta condicio´ suposarem
∀σ ∈ ΣN , E(H2N(σ))− (EHN(σ))2 ≤
N
2
, (1.5)
on E denota l’esperanc¸a de les variables HN(σ).
1.4 Models de cristalls de spin a treballar
Primer de tot hem de destacar que models de cristalls de spin podem tro-
bar de dos tipus: els models reals i els models en mitjana. Els primers so´n els
que me´s es donen a la naturalesa i e´s on el model te´ en compte la localitzacio´
geome`trica de les part´ıcules (per exemple, els a`toms haurien d’interaccionar
ba`sicament amb els que tenen al seu voltant); mentre que en els segons s’o-
blida aquesta localitzacio´ perque` s’accepta que tots els a`toms interaccionen
d’alguna manera entre ells. En aquest treball estudiarem models en mitjana,
ja que els models reals so´n forc¸a dif´ıcils de tractar avui dia.
Com hem vist en apartats anteriors, tenim com a model general per a un
sistema de N part´ıcules el hamiltonia`:
HN(σ) = −
∑
1≤i<j≤N
Jijσiσj.
Les Jij ens indiquen el desordre que hi ha al sistema i les σ so´n configuracions.
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Si considerem que Jij = J , amb J constant i que estem en dimensio´ 1, tenim
l’anomenat Model de Ising, on representem l’energia com
HN(σ) = −J
∑
1≤i<j≤N
σiσj.
Aquest e´s el model me´s simple que podem trobar i un dels pocs dels quals
coneixem la solucio´ exacta. Si tenim que J no e´s constant es parla del Model
de Ising generalitzat.
Si, en canvi, tenim que les Jij so´n variables aleato`ries gaussianes centrades,
tenim dos models a estudiar: el Model de Sherrington-Kirkpatrick i el Model
REM, que so´n els models que s’estudiaran amb me´s profunditat al llarg
d’aquest document.
Al Cap´ıtol 2 estudiarem el model d’energia aleato`ria de Derrida (REM),
on les energies HN(σ) so´n variables aleato`ries independents i ide`nticament
distribu¨ıdes que segueixen una distribucio´ N (0, N/2) i el hamiltonia` e´s de la
forma:
HN(σ) = −
∑
1≤i<j≤N
Jijσiσj.
Al Cap´ıtol 3 estudiarem el model de Sherrington-Kirkpatrick. Les energies
es defineixen com:
HN(σ) = − 1√
N
∑
1≤i<j≤N
Jijσiσj,
on les Jij so´n variables aleato`ries independents i ide`nticament distribu¨ıdes
que segueixen una distribucio´ normal esta`ndard.
Per completar l’estudi, al Cap´ıtol 4, parlarem del model de Sherrington-
Kirkpatrick afectat per un camp magne`tic extern. Aquest model no sera`
tractat amb la mateixa profunditat que els dos anteriors pero` s’intentara`
donar una visio´ clara i general del seu comportament.
Definirem el hamiltonia` de la manera segu¨ent:
−βHN(σ) = −HN,β(σ) = β√
N
∑
1≤i<j≤N
gijσiσj + h
∑
i≤N
σi,
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on gij so´n variables aleato`ries independents i ide`nticament distribu¨ıdes que
segueixen una distribucio´ normal esta`ndard. L’u´ltim terme representa l’accio´
d’un camp magne`tic extern, on h > 0 representa la intensitat.
1.5 Aplicacions
Els models de cristalls de spin van ser estudiats en primer lloc per f´ısics
amb l’objectiu de poder explicar el comportament d’alguns materials, pero`
amb el temps s’han trobat diferents aplicacions en altres disciplines. A con-
tinuacio´ veurem algun exemples.
− Biologia:
En aquest a`mbit s’han constru¨ıt models molt similars als dels Spin
Glass per estudiar l’evolucio´ de certs organismes. Els models biolo`gics
tenen caracter´ıstiques semblants a les dels sistemes de spins desorde-
nats, com per exemple, l’estabilitat i la diversitat.
Anem a construir un model per a l’evolucio´. Suposem, que tenim una
sequ¨e`ncia d’informacio´, com pot ser el genoma d’un organisme, i que
representarem amb un vector S de N spins del tipus Ising, amb Si =
±1. Podem assignar a S el valor H(S) que e´s el que l’organisme e´s
propens a ser seleccionat per la naturalesa.
Per a estudiar aquest model, hem de trobar el mı´nim del hamiltonia`.
La dificultat es troba quan el nombre de spins e´s molt gran, ja que el
nombre de configuracions creix exponencialment.
− Optimitzacio´:
L’objectiu d’un problema d’optimitzacio´ e´s trobar les variables per mi-
nimitzar/maximitzar una funcio´ multivariable. La funcio´ per minimit-
zar/maximitzar s’anomena la funcio´ objectiu i es representa per
f(x1, x2, . . . , xn).
Molts dels problemes que utilitzen cristalls de spin per fer un ana`lisi de
la situacio´ pertanyen a la classe de problemes NP-complete (Non Deter-
ministic Polynomial Time Complete Problems). Alguns exemples so´n:
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la determinacio´ d’un estat fonamental, l’ana`lisi del ”Travelling Sales-
man Problem” o TPS i el problema de la particio´ de grafs. Parlarem
dels dos u´ltims:
El problema ”Travelling Salesman Problem” o TPS e´s considerat un
dels problemes me´s dif´ıcils d’optimitzacio´. El podem enunciar com:
”Donades N ciutats, es vol trobar el trajecte me´s breu per visitar,
nome´s una volta, cada ciutat i tornar al punt de partida”.
En altres paraules, si identifiquem les N ciutats amb els vectors ri i
anomenem lij a la dista`ncia que hi ha entre dues ciutats i i j, el proble-
ma e´s trobar la permutacio´ P de ciutats que minimitzen la dista`ncia
total, e´s a dir
L =
∑
l(rP (i),rP (j)).
on L e´s la funcio´ objectiu.
E´s important dir que en el TPS el temps per resoldre el problema creix
exponencialment en funcio´ del nombre de ciutats, d’aqu´ı ve la gran
dificultat per resoldre’l.
Un altre exemple important e´s el problema de particio´ de grafs. El
podem definir com segueix:
Suposem que tenimN ve`rtexs V = {v1, v2, . . . , vN} i siguiE = {(vi, vj)}
el conjunt d’arestes. Aquest problema consisteix en dividir el conjunt
V en dos subconjunts V1 i V2, amb la mateixa mesura N/2 i minimitzar
el nombre d’arestes que connecten ve`rtexs de V1 amb ve`rtexs de V2. La
funcio´ objectiu sera` el nombre d’arestes entre V1 i V2.
Per entendre-ho millor, posem un exemple molt senzill. Considerem un
graf amb N = 6 i E = {(1, 2), (1, 3), (2, 3), (2, 4), (4, 5)}.
Per la particio´ V1 = {1, 2, 3}, V2 = {4, 5, 6}, la funcio´ objectiu e´s f = 1.
En canvi, per la particio´ V1 = {1, 2, 4}, V2 = {3, 5, 6}, la funcio´ objectiu
e´s f = 3.
Aquest problema te´ aplicacions en la vida real, com ara la configuracio´
dels components en un xip d’ordinador per minimitzar longituds de
cablejat.
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− Xarxes neuronals:
En aquesta branca, podem trobar moltes aplicacions dels cristalls de
spin, pero` ens centrarem en una molt interessant, que e´s l’anomenat
Brain Modelling.
La recerca de crear models per simular les transmissions d’informacio´
en el cervell ha estat important en els u´ltims anys. Crear un model real
e´s gairebe´ impensable, pero` s’han constru¨ıt ma`quines amb prestacions
similars a les d’un cervell animal.
Cada neurona rep i envia informacio´ a un gran nombre de ce`l·lules del
sistema nervio´s. Aquesta informacio´ e´s transmet a trave´s de la sinapsis.
Si la sinapsis e´s excitato`ria la representem amb un nombre positiu Jij,
que mesura la intensitat de transmissio´ d’una ce`l·lula a una altra. Si
la sinapsis e´s inhibito`ria la representem amb un nombre negatiu.
En el model me´s simple, Si representa l’estat de la i-e`ssima neurona.
Si aquesta s’ence´n Si = +1 i si s’apaga Si = −1.
Minimitzar el hamiltonia` en aquest model significa trobar la transmis-
sio´ d’informacio´ me´s ra`pida.
Cap´ıtol 2
El model REM (Random
Energy Model)
En f´ısica estad´ıstica de sistemes desordenats, el model d’energia aleato`ria
de Derrida (REM) e´s considerat possiblement el model me´s simple de cris-
talls de spin que es pot resoldre amb exactitud. Aquesta simplicitat fa que
es puguin introduir conceptes importants, com el me`tode de la re`plica, que
s’estudiara` me´s endavant. En aquest model la correlacio´ entre els diferents
nivells d’energia e´s insignificant, per aixo` no te´ gaire intere`s real. A continu-
acio´ trobem una presentacio´ d’aquest model i els resultats obtinguts del seu
estudi.
2.1 Presentacio´ del model
Considerem un sistema de N part´ıcules de manera que ΣN = {−1, 1}N i
σ = (σ1, . . . , σN) tal i com s’han descrit al marc matema`tic.
Definim
pN = pN(β) =
1
N
E logZN(β), (2.1)
on
ZN = ZN(β) =
∑
σ∈ΣN
exp(−βHN(σ))
e´s la funcio´ de particio´ i β > 0.
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Anem a estudiar el comportament de pN(β) quan fem tendir N a infinit.
2.1.1 Observacio´. La quantitat pN esta` estretament relacionada amb l’e-
nergia lliure. En f´ısica es defineix l’energia lliure com −β−1pN(β). Aquest
terme −β−1 e´s una mole`stia pels matema`tics, aix´ı que prescindirem d’ell.
Per tant, per nosaltres ”l’energia lliure” sera` pN(β).
El model REM es caracteritza per:
Les variables aleato`ries (HN(σ)) so´n independents i ide`nticament distribu¨ıdes
seguint una distribucio´ normal N (0, N/2).
La funcio´ de densitat de cada una de les energies (HN(σ)) e´s
g(x) =
1√
piN
exp(−x2/N).
L’objectiu e´s arribar a demostrar el segu¨ent teorema:
2.1.2 Teorema. Pel REM tenim
l´ım
N→∞
pN(β) =
β2
4
+ log 2, si β ≤ 2
√
log 2,
l´ım
N→∞
pN(β) = β
√
log 2, si β ≥ 2
√
log 2.
2.2 Resultats previs
A continuacio´ estudiarem uns resultats previs necessaris per poder de-
mostrar el teorema anterior.
Cal remarcar que, per hipo`tesis del REM, les variables aleato`ries (HN(σ)) es-
taran centrades. En la proposicio´ que veurem a continuacio´ no necessa`riament
sera` aix´ı, pero` e´s interessant veure el resultat, ja que me´s endavant veurem
una consequ¨e`ncia d’aquest.
2.2.1 Proposicio´. Sigui (HN(σ)) una famı´lia conjuntament gaussiana de
variables aleato`ries, no necessa`riament centrada. Suposem que es compleix
(1.5). Llavors, per cada β ≥ 0 tenim que
pN(β) ≤ β
2
4
+
1
N
log
∑
σ∈ΣN
exp(−βEHN(σ)). (2.2)
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Abans de comenc¸ar la demostracio´, introduirem un lema essencial per tal de
poder provar el resultat anterior.
2.2.2 Lema. Sigui g una variable aleato`ria gaussiana centrada. Llavors,
tenim que
E(eg) = e
1
2
E(g2).
Demostracio´. Sabem que
E(g2) = σ2.
Una variable aleato`ria amb distribucio´ N (σ2, σ2) te´ la segu¨ent funcio´ de den-
sitat:
f(x) =
1√
2piσ2
exp
(
−(x− σ
2)2
2σ2
)
.
Com que g te´ distribucio´ N (0, σ2),
E(eg) =
∫ +∞
−∞
ex√
2piσ2
exp
(
− x
2
2σ2
)
dx =
∫ +∞
−∞
1√
2piσ2
exp
(
2xσ2 − σ2
2σ2
)
dx.
Reordenant termes arribem a
E(eg) = eσ
2/2
∫ +∞
−∞
1√
2piσ2
exp
(
−(x− σ
2)2
2σ2
)
dx
de manera que aquesta integral do´na 1, al ser la funcio´ de densitat d’una
distribucio´ N (σ2, σ2). Per tant, aplicant que E(g2) = σ2, obtenim el que
vol´ıem demostrar.
2
Passem ara a demostrar la Proposicio´ 2.2.1.:
Demostracio´. Farem servir la desigualtat de Jensen, demostrada a l’ape`ndix
(Teorema A.1.2 )
E(logZN) ≤ logE(ZN). (2.3)
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Tenim,
pN(β) =
1
N
E(logZN(σ)) ≤ 1
N
logE(ZN(σ))
=
1
N
logE
(∑
σ∈ΣN
exp(−βHN(σ))
)
=
1
N
log
∑
σ∈ΣN
E(exp(−βHN(σ))).
Podem escriure
E(exp(−βHN(σ))) = E [exp(−[βHN(σ)− βEHN(σ)]) exp(−βEHN(σ))] .
Ara, aplicant a aquesta expressio´ E(eg) = e
1
2
E(g2), obtenim
E(exp(−βHN(σ))) = exp
(
β2
2
E(HN(σ)− E(HN(σ)))
)2
exp(−βE(HN(σ))).
Sabem per hipo`tesis que
E(H2N(σ))− (EHN(σ))2 ≤
N
2
.
Substituint, arribem a
E(exp(−βHN(σ))) ≤ exp
(
β2N
4
)
exp(−βE(HN(σ))).
Tornem a pN(β) i apliquem aquest u´ltim resultat
pN(β) ≤ 1
N
log
∑
σ∈ΣN
E(exp(−βHN(σ)))
≤ 1
N
log
∑
σ∈ΣN
exp
(
β2N
4
)
exp(−βE(HN(σ)))
=
β2
4
+
1
N
log
∑
σ∈ΣN
exp(−βE(HN(σ))).
2
A partir d’ara suposarem que
EHN(σ) = 0 per cada σ ∈ ΣN , (2.4)
de manera que les variables HN(σ) estan centrades i E(H
2
N(σ)) ≤ N/2.
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2.2.3 Lema. Si β ≥ 0, tenim que
pN(β) ≤ β
2
4
+ log 2, (2.5)
i si β ≥ 2√log 2 tenim que
pN(β) ≤ β
√
log 2. (2.6)
Demostracio´. Es veu clarament que pN(β) ≤ β24 + log 2 aplicant la proposicio´
anterior amb la condicio´ (2.4).
Veiem ara que si β ≥ 2√log 2 es compleix que pN(β) ≤ β
√
log 2 . Considerem
ZN ≥ exp(β ma`x
σ∈ΣN
(−HN(σ)))
i, per tant,
pN(β) ≥ 1
N
E log exp
(
β ma`x
σ∈ΣN
(−HN(σ))
)
=
β
N
E ma`x
σ∈ΣN
(−HN(σ)).
Agafant β = 2
√
log 2 i combinant-lo amb (2.5), veiem que
1
N
E ma`x
σ∈ΣN
(−HN(σ)) ≤
√
log 2. (2.7)
Tot seguit, utilitzem (1.3) per aconseguir
d
dβ
pN(β) =
1
N
E〈−HN(σ)〉 ≤ 1
N
E(ma`x
σ∈ΣN
(−HN(σ))) ≤
√
log 2, (2.8)
Per tant, integrant aquesta expressio´ obtenim∫ β
2
√
log 2
d
dµ
pN(µ) dµ ≤
∫ β
2
√
log 2
√
log 2 dµ
pN(β)− pN(2
√
log 2) ≤ β
√
log 2− log 2.
Usant (2.5), tenim que
pN(2
√
log 2) ≤ 2 log 2.
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Aix´ı
pN(β) ≤ β
√
log 2− log 2.
Llavors, tenim que si β ≥ 2√log 2,
pN(β) ≤ β
√
log 2.
2
2.3 Demostracio´ de l’objectiu
A continuacio´ demostrarem el teorema consequ¨e`ncia de l’estudi del model
REM usant tots els resultats preliminars estudiats anteriorment.
Considerem un para`metre α ∈ R+ que escollirem me´s tard i sigui
Y = card {σ ∈ ΣN : −HN(σ) ≥ αN} =
∑
σ∈ΣN
1{−HN (σ)≥αN}, (2.9)
Sabem que HN(σ) so´n variables aleato`ries amb la mateixa funcio´ de densitat
(que segueixen una distribucio´ normal i estan centrades), per tant, la seva
funcio´ de distribucio´ no depe`n de σ. Llavors, podem utilitzar la segu¨ent
propietat per calcular l’esperanc¸a de Y :
E(X) =
∞∑
k=0
P (X ≥ k),
on X es defineix de la mateixa manera que HN(σ).
Aix´ı,
E(Y ) =
∑
σ∈ΣN
P (−HN(σ) ≥ αN) = 2NP (−HN(σ) ≥ αN) .
A partir d’ara, per simplificar les expressions direm que aN = P (−HN(σ) ≥ αN).
Per tant, hem obtingut que
E(Y ) = 2NaN . (2.10)
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Sigui
Y 2 = card
{
(σ, σ
′
) ∈ Σ2N : −HN(σ) ≥ αN,−HN(σ
′
) ≥ αN
}
=
∑
(σ,σ′ )∈Σ2N
1{−HN (σ)≥αN,−HN (σ′ )≥αN}
de manera que
E(Y 2) =
∑
(σ,σ′ )∈Σ2N
A(σ, σ
′
), (2.11)
on
A(σ, σ
′
) = P
({
−HN(σ) ≥ αN,−HN(σ′) ≥ αN
})
.
Hem de considerar dos casos:
1. Si σ
′
= σ, tenim
A(σ, σ) = P (−HN(σ) ≥ αN) .
2. Si σ 6= σ′ , per independe`ncia tenim
A(σ, σ
′
) = [P (−HN(σ) ≥ αN)]2 .
Per tant, l’esperanc¸a de Y 2 e´s
E(Y 2) = 2NP (−HN(σ) ≥ αN) + 2N(2N − 1) [P (−HN(σ) ≥ αN)]2
= 2NaN + 2
N(2N − 1)a2N .
Considerem ara,
E(Y − E(Y ))2 = E(Y 2)− [E(Y )]2
= 2NaN + 2
N(2N − 1)a2N − 22Na2N
= 2NaN(1− aN)
≤ 2NaN .
Si definim A = {Y ≤ 2N−1aN}, tenim
Y − E(Y ) ≤ 2N−1aN − 2NaN
= aN(2
N−1 − 2N)
= −2N−1aN ≤ 0.
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Elevant al quadrat
(Y − E(Y ))2 ≥ 22N−2a2N . (2.12)
Ara, anem a buscar una cota per la probabilitat de A. Per aixo`, utilitza-
rem la condicio´ (2.14), la desigualtat de Chevychev, demostrada a l’ape`ndix
(Teorema A.1.3), i la desigualtat vista anteriorment E(Y −E(Y ))2 ≤ 2NaN :
P (A) = P (Y ≤ 2N−1aN)
≤ P ((Y − E(Y ))2 ≥ 22N−2a2N)
≤ 4
2Na2N
E(Y − E(Y ))2
≤ 4
2NaN
.
Sigui BN = {σ ∈ ΣN : −HN(σ) ≥ αN}.
Considerem en AC = {Y ≥ 2N−1aN}, la segu¨ent cota per ZN(β)
ZN(β) =
∑
σ∈ΣN
exp(−βHN(σ))
=
∑
σ∈BN
exp(−βHN(σ)) +
∑
σ∈BcN
exp(−βHN(σ))
≥
∑
σ∈BN
exp(−βHN(σ))
≥
∑
σ∈BN
exp (αN)
≥ exp (αβN)Y.
Per tant, tenim
ZN(β) ≥ exp(αβN)2N−1aN . (2.13)
Ara
1
N
logZN(β) ≥ 1
N
log
(
exp(αβN)2N−1aN
)
= αβ +
N − 1
N
log 2 +
1
N
log aN .
Per trobar una cota inferior per ZN(β) en A, considerem una configuracio´
σ0 ∈ ΣN en el conjunt A = {Y ≤ 2N−1aN}. Tenim
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ZN(β) =
∑
σ∈ΣN
exp(−βHN(σ)) ≥ exp(−βHN(σ0))
utilitzant el fet que tots els termes de la suma anterior so´n positius.
Aplicant logaritmes, obtenim
logZN(β) ≥ −βHN(σ0)
i amb aixo`, podem escriure
1
N
E (1A logZN(β)) ≥ − β
N
E (1AHN(σ0)) .
Considerem ara
E (1AHN(σ0)) ≤ |E (1AHN(σ0)) | ≤ E| (1AHN(σ0)) | ≤ E|HN(σ0)|
i
E|HN(σ)| =
∫ +∞
−∞
|x| 1√
piN
exp
(
−x
2
N
)
dx =
√
N
pi
.
Llavors,
− β
N
E (1AHN(σ0)) ≥ − β
N
E|HN(σ0)|
= − β
N
√
N
pi
= −
√
1
pi
β√
N
= −L β√
N
,
on L e´s una constant universal. Fins aqu´ı hem obtingut
1
N
E (1A logZN(β)) ≥ −L β√
N
.
Buscarem ara una cota per pN(β), que e´s el que realment ens interessa, usant
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tots els resultats vists anteriorment:
pN(β) =
1
N
E(1A logZN(β)) +
1
N
E(1AC logZN(β))
≥ −L β√
N
+ E(1AC )
(
αβ +
N − 1
N
log 2 +
1
N
log aN
)
= −L β√
N
+ P (AC)
(
αβ +
N − 1
N
log 2 +
1
N
log aN
)
≥ −L β√
N
+
(
1− 4
2NaN
)(
αβ +
N − 1
N
log 2 +
1
N
log aN
)
.
Resumint
pN(β) ≥ −L β√
N
+
(
1− 4
2NaN
)(
αβ +
N − 1
N
log 2 +
1
N
log aN
)
. (2.14)
A continuacio´ utilitzarem la Proposicio´ A.2.1 demostrada a l’ape`ndix: Si
tenim g una variable aleato`ria centrada amb E(g2) = τ 2, per t > τ ,
1
L
(
1 + t
2
τ2
) exp(− t2
2τ 2
)
≤ P (g ≥ t) ≤ exp
(
− t
2
2τ 2
)
.
L denota un nombre positiu, no necessa`riament el mateix en cada cas. Si
posem t = αN, g = −HN(σ) i τ 2 = N2 tenim que
1
L (1 + 2α2N)
exp
(−α2N) ≤ aN ≤ exp (−α2N) .
Considerem un s tal que s <
√
log 2. Anem a provar que 2NaN → ∞, quan
N →∞. Tenim
2NaN ≥ 2
N
L(1 + 2α2N)
exp(−α2N) = exp(N(log 2− α
2))
L(1 + 2α2N)
→∞
aplicant la regla de l’Hoˆpital.
Llavors, si fem tendir N →∞ en (2.14) obtenim
l´ım
N→∞
ı´nf pN(β) ≥ αβ + log 2− α2. (2.15)
L’u´ltim terme l’hem obtingut fent log aN i multiplicant-lo per
1
N
en la segu¨ent
desigualtat. El resultat l’hem substituit a (2.14)
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1
L (1 + 2α2N)
exp
(−α2N) ≤ aN .
Ens do´na
1
N
log aN ≥ 1
N
log
(
1
L (1 + 2α2N)
)
− α2.
Considerem ara dos casos:
− Si β < 2√log 2, podem considerar α = β
2
.
Per un costat tenim que
l´ım
N→∞
ı´nf pN(β) ≥ β
2
2
+ log 2− β
2
4
=
β2
4
+ log 2.
Amb aixo` i el punt (2.5) del Lema 2.2.3, obtenim que
l´ım
N→∞
pN(β) =
β2
4
+ log 2.
− Si β ≥ 2√log 2, considerant s→ √log 2, tenim que
l´ım
N→∞
ı´nf pN(β) ≥ β
√
log 2 + log 2− log 2
= β
√
log 2.
Amb aixo` i el punt (2.6) del Lema 2.2.3, obtenim que
l´ım
N→∞
pN(β) = β
√
log 2.
2
Cap´ıtol 3
El model de
Sherrington-Kirkpatrick
Els f´ısics David Sherrington i Scott Kirkpatrick van presentar el seu model
de cristalls de spin l’any 1975 com un model simple ’solucionable’, pero` va
resultar que la solucio´ original era incorrecta i inconsistent. Van haver de
passar 24 anys per poder tenir solucionat l’estudi d’aquest model, dut a terme
per Giorgio Parisi i Michel Talagrand. A continuacio´ presentarem el model
i farem un estudi sobre els resultats obtinguts.
3.1 Presentacio´ del model
Considerem un sistema de N part´ıcules de manera que ΣN = {−1, 1}N i
σ = (σ1, . . . , σN). Com en el model REM, considerem la funcio´ de particio´
ZN = ZN(β) =
∑
σ∈ΣN
exp(−βHN(σ)).
Sigui
pN = pN(β) =
1
N
E logZN(β). (3.1)
Volem veure com es comporta pN(β) quan fem tendir N a infinit.
3.1.1 Observacio´. En aquest model, a difere`ncia del REM, el l´ımit de pN(β)
nome´s e´s va`lid per 0 < β < 1.
25
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El model de Sherrington-Kirkpatrick es caracteritza per:
Les variables aleato`ries (HN(σ)) associades a aquest model es defineixen com
HN(σ) = − 1√
N
∑
i<j
gijσiσj (3.2)
on (gij)i<j so´n variables aleato`ries independents i ide`nticament distribu¨ıdes
amb distribucio´ N (0, 1), que compleixen:
− poden ser tant positives com negatives.
− so´n sime`triques, e´s a dir, gij = gji.
− si sabem que gij > 0 i gjk > 0, no sabem res sobre el signe de gik.
L’objectiu principal e´s demostrar el teorema que segueix:
3.1.2 Teorema. Si β < 1, llavors
l´ım
N→∞
pN(β) =
β2
4
+ log 2.
3.2 Resultats previs
Al model de Sherrington-Kirkpatrick, a difere`ncia del model REM, si
tenim dues configuracions diferents σ, σ∗ ∈ ΣN , les seves energies
HN(σ) = − 1√
N
∑
i<j
gijσiσj i HN(σ
∗) = − 1√
N
∑
i′<j′
gi′j′σ
∗
i′σ
∗
j′ ,
no so´n independents. Podem calcular
E(HN(σ)HN(σ
∗)) = E
( 1√
N
)2∑
i<j
gijσiσj
∑
i′<j′
gi′j′σ
∗
i′σ
∗
j′

= E
((
1√
N
)2∑
i<j
g2ijσiσjσ
∗
i σ
∗
j
)
+
+ E
( 1√N
)2 ∑
i<j
i
′
<j
′
gijgi′j′σiσjσ
∗
i′σ
∗
j′
 .
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En la u´ltima igualtat, el primer sumatori indica la suma dels termes en que`
gij = gi′j′ , si i = i
′
i j = j
′
. El segon sumatori indica els casos en que` i 6= j
o i
′ 6= j ′ .
Sabem que E(gij) = 0 i que E(g
2
ij) = 1, ∀i, j ∈ {1, . . . N} ja que les variables
aleato`ries gij segueixen una distribucio´ normal esta`ndard. Per tant, podem
escriure
E(HN(σ)HN(σ
∗)) =
1
N
∑
i<j
σiσjσ
∗
i σ
∗
j
=
N
2
(
1
N
∑
i≤N
σiσ
∗
i
)2
− 1
2
,
i, en particular
E(H2N(σ)) =
N − 1
2
. (3.3)
Acabem de veure la primera aparicio´ de
R(σ, σ∗) =
σ · σ∗
N
=
1
N
∑
i≤N
σiσ
∗
i , (3.4)
que es diu la superposicio´ (overlap) de σ i σ∗.
3.2.1 Observacio´. Com me´s semblants so´n dues configuracions σ i σ∗, me´s
propera a 1 estara` la superposicio´.
Els lemes que enunciarem a continuacio´ ens seran de gran utilitat a l’hora de
demostrar el nostre objectiu.
3.2.2 Lema. Si δ < 1 tenim que
2−N
∑
σ∈ΣN
exp
 δ
2N
(∑
i≤N
σi
)2 ≤ 1√
1− δ . (3.5)
La demostracio´ d’aquest lema no es fara` ja que els resultats utilitzats per
resoldre-la no so´n de gran utilitat en aquest treball. Podem trobar-la feta a
l’ape`ndix de [6] o indicada al Cap´ıtol 3 de [5].
3.2.3 Lema. Si γ + β2 < 1 tenim que
E
∑
σ,σ∗∈ΣN
exp (−βHN(σ)− βHN(σ∗)) exp γ
2N
(σ·σ∗)2 ≤ 1√
1− β2 − γ (EZN)
2.
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Demostracio´. Comenc¸arem fent el ca`lcul de l’esperanc¸a de ZN(β). Per fer
aixo` utilitzarem el Lema 2.2.2.
E(ZN(β)) = E
(∑
σ∈ΣN
exp(−βHN(σ))
)
=
∑
σ∈ΣN
exp
(
1
2
β2E(H2N(σ))
)
=
∑
σ∈ΣN
exp
(
β2
2
(
N − 1
2
))
= 2N exp
(
β2
4
(N − 1)
)
.
Observem que
E(ZN(β)) > 2
N exp
(
β2
4
(N − 2)
)
i, per tant, elevant al quadrat
(E(ZN(β)))
2 > 22N exp
(
β2
2
(N − 2)
)
. (3.6)
Considerem ara l’expressio´
E
[ ∑
σ,σ∗∈ΣN
exp (−βHN(σ)− βHN(σ∗)) exp γ
2N
(σ · σ∗)2
]
que podem escriure-la de la manera segu¨ent
∑
σ,σ∗∈ΣN
[
exp
γ
2N
(σ · σ∗)2E(exp(−βHN(σ)− βHN(σ∗)))
]
ja que exp γ
2N
(σ · σ∗) no e´s aleatori per l’esperanc¸a.
Usant de nou el Lema 2.2.2 i l’expressio´ (3.6), obtenim
∑
σ,σ∗∈ΣN
[
exp
γ
2N
(σ · σ∗)2E(exp(−βHN(σ)− βHN(σ∗)))
]
=
=
∑
σ,σ∗∈ΣN
[
exp
γ
2N
(σ · σ∗)2 exp
(
1
2
E(−βHN(σ)− βHN(σ∗))2
)]
.
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Usant (3.2) i (3.3), veiem que
E(−βHN(σ)− βHN(σ∗))2
= β2
[
EH2N(σ) + 2E(HN(σ)HN(σ
∗)) + EH2N(σ
∗)
]
= β2
[
N − 1
2
+ 2
(
N
2
R(σ, σ∗)2 − 1
2
)
+
N − 1
2
]
= β2(N − 2) + β2NR(σ, σ∗)2
= β2(N − 2) + β
2
N
(σ · σ∗)2.
Per tant, substituint∑
σ,σ∗∈ΣN
[
exp
γ
2N
(σ · σ∗)2 exp
(
1
2
E(−βHN(σ)− βHN(σ∗))2
)]
=
∑
σ,σ∗∈ΣN
exp
( γ
2N
(σ · σ∗)2
)
exp
[
1
2
(
β2(N − 2) + β
2
N
(σ · σ∗)2
)]
=
∑
σ,σ∗∈ΣN
exp
( γ
2N
(σ · σ∗)2
)
exp
(
1
2
β2(N − 2)
)
exp
(
β2
2N
(σ · σ∗)2
)
≤ 2−2N(E(ZN(β)))2
∑
σ,σ∗∈ΣN
exp
(
δ
2N
(σ · σ∗)2
)
= 2−2N(E(ZN(β)))2
∑
σ,σ∗∈ΣN
exp
(
δ
2N
(
∑
i≤N
σiσ
∗
i )
2
)
,
on δ = γ + β2. Considerem ara σ
′
i = σiσ
∗
i . Si fixem un valor de σ
∗ tenim
2−N
∑
σ∈ΣN
exp
 δ
2N
(∑
i≤N
σiσ
∗
i
)2 = 2−N ∑
σ′∈ΣN
exp
 δ
2N
(∑
i≤N
σ
′
i
)2 .
Usant el Lema 3.2.2 obtenim
2−N
∑
σ′∈ΣN
exp
 δ
2N
(∑
i≤N
σ
′
i
)2 ≤ 1√
1− δ .
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Per tant,
E
[ ∑
σ,σ∗∈ΣN
exp (−βHN(σ)− βHN(σ∗)) exp γ
2N
(σ · σ∗)2
]
≤ (E(ZN(β)))2
∑
σ∗∈ΣN
2−N
2−N ∑
σ∈ΣN
exp
 δ
2N
(∑
i≤N
σiσ
∗
i
)2
≤ (E(ZN(β)))2
∑
σ∗∈ΣN
2−N
1√
1− δ
= (E(ZN(β)))
2 1√
1− δ ,
que e´s el que vol´ıem demostrar.
2
3.2.4 Observacio´. Una caracter´ıstica molt especial de l’actual model e´s que
E(Z2N) ≤ K(β)(EZN)2, (3.7)
on K(β) e´s una constant universal que depe`n u´nicament de β < 1. De fet,
prenent γ = 0 al Lema 3.2.3., tenim que
E(Z2N) ≤
1√
1− β2 (EZN)
2. (3.8)
La segu¨ent proposicio´ i el lema que veurem me´s endavant ens seran de gran
utilitat a l’hora de demostrar el model de Sherrington i Kirkpatrick ja que
ens permetran trobar cotes de ZN(β) i pN(β). Amb el lema queda clar que
a trave´s de pN podem obtenir molta informacio´ sobre
1
N
logZN .
3.2.5 Proposicio´. Considerem una variable aleato`ria Y ≥ 0. Llavors,
P
(
Y ≥ 1
2
E(Y )
)
≥ 1
4
[E(Y )]2
E(Y 2)
. (3.9)
Demostracio´. Si A = {Y ≥ 1
2
E(Y )} llavors
E(Y ) = E(Y IAc) + E(Y IA) ≤ 1
2
E(Y ) + E(Y IA),
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ja que en el complementari, Y ≤ 1
2
E(Y ). Ara, utilitzant Cauchy-Schwarz,
obtenim
E(Y )
2
≤ E(Y IA) ≤ [E(Y 2)]1/2P (A)1/2.
Si elevem al quadrat, arribem al que vol´ıem demostrar
[E(Y )]2
4
≤ E(Y 2)P (A).
2
La proposicio´ que segueix no es demostrara` ja que no forma part d’aquest
treball. L’enunciem perque` ens fara` falta per provar el segu¨ent lema. Podem
trobar la demostracio´ al Cap´ıtol 5 del llibre [5].
3.2.6 Proposicio´. Considerem una funcio´ F a RM , i suposem que la seva
constant de Lipschitz e´s com a ma`xim A, e´s a dir,
x, y ∈ RM ⇒ |F (x)− F (y)| ≤ A‖x− y‖ (3.10)
on ‖x‖ e´s la norma euclidiana de x. Llavors si g = (g1, . . . , gM) on les
variables aleato`ries gi so´n independents i ide`nticament distribuides N (0, 1)
tenim que, per cada u > 0,
P (|F (g)− EF (g)| ≥ u) ≤ exp
(
− u
2
2A2
)
.
3.2.7 Lema. Per cada β > 0 i per cada u > 0, tenim que
P
(∣∣∣∣ 1N logZN(β)− pN(β)
∣∣∣∣ ≥ u) ≤ exp(−Nu2β2
)
. (3.11)
Demostracio´. Siguin M = N(N−1)
2
i σ ∈ ΣN .
Considerem un punt de RM
a(σ) =
1√
N
σiσj,
amb i < j.
Suposem que tenim un vector g = (g1, . . . , gM) com a la Proposicio´ 3.2.6, e´s a
dir, on les variables aleato`ries gi so´n independents i ide`nticament distribu¨ıdes
amb llei N (0, 1). Llavors, podem expressar el hamiltonia` com el producte
escalar:
−HN(σ) = a(σ) · g.
CAPI´TOL 3. EL MODEL DE SHERRINGTON-KIRKPATRICK 32
Considerem la funcio´
F (x) =
1
N
log
(∑
σ∈ΣN
exp(βa(σ) · x)
)
.
Amb aquesta definicio´ tenim
F (g) =
1
N
logZN .
Anem a veure que la funcio´ F satisfa` (3.10) agafant A = β√
2N
, e´s a dir,
|F (x)− F (y)| ≤ β√
2N
‖x− y‖.
E´s a dir, hem d’arribar a
1
N
∣∣∣∣∣log ∑
σ∈ΣN
exp(βa(σ) · x)− log
∑
σ∈ΣN
exp(βa(σ) · y)
∣∣∣∣∣ ≤ β√2N ‖x− y‖.
Calculem la norma euclidiana de a(σ):
‖a(σ)‖ =
√∑
i<j
1
N
σ2i σ
2
j =
√
N − 1
2
≤
√
N
2
.
Aplicant Cauchy-Schwarz tenim que
|a(σ) · x| ≤ ‖a(σ)‖ · ‖x‖ ≤
√
N
2
‖x‖.
Per tant,
|a(σ) · x− a(σ) · y| ≤
√
N
2
‖x− y‖.
Aquesta expressio´ podem escriure-la com
a(σ) · x ≤
√
N
2
‖x− y‖+ a(σ) · y,
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la qual podem expressar com
∑
σ∈ΣN
exp(βa(σ) · x) ≤ exp
(
β
√
N
2
‖x− y‖
) ∑
σ∈ΣN
exp(βa(σ) · y).
Aplicant logaritmes i dividint per N obtenim
1
N
log
∑
σ∈ΣN
exp(βa(σ) · x) ≤ β
N
√
N
2
‖x− y‖+ 1
N
log
∑
σ∈ΣN
exp(βa(σ) · y),
i aixo` e´s exactament
F (x) ≤ F (y) + β√
2N
‖x− y‖.
F e´s una funcio´ Lipschitz, llavors, com es compleixen totes les hipo`tesis de
la Proposicio´ 3.2.6 podem aplicar el resultat i obtenim fa`cilment que
P
(∣∣∣∣ 1N logZN(β)− pN(β)
∣∣∣∣ ≥ u) ≤ exp(−Nu2β2
)
.
2
3.3 Demostracio´ de l’objectiu
Anem a provar que, si β < 1,
l´ım
N→∞
pN(β) =
β2
4
+ log 2.
Per comenc¸ar, aplicant la Proposicio´ 3.2.5 a ZN(β) i (3.8) obtenim que
P
(
ZN(β) ≥ 1
2
E(ZN(β))
)
≥ 1
4
E(ZN(β))
2
E(Z2N(β))
≥ 1
4
√
1− β2. (3.12)
Abans hem vist que
E(ZN(β)) = 2
N exp
(
β2
4
(N − 1)
)
.
Substituint a l’expressio´ anterior, tenim que
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P
(
ZN(β) ≥ 2N−1 exp
(
β2
4
(N − 1)
))
≥ 1
4
√
1− β2,
i es pot reescriure com
P
(
1
N
logZN(β) ≥ N − 1
N
(
β2
4
+ log 2
))
≥ 1
4
√
1− β2. (3.13)
Usem ara el Lema 3.2.7 agafant u = tβ√
N
, amb t > 0. Tenim
P
(∣∣∣∣ 1N logZN(β)− pN(β)
∣∣∣∣ ≥ tβ√N
)
≤ exp(−t2).
Si diem
A =
{∣∣∣∣ 1N logZN(β)− pN(β)
∣∣∣∣ ≥ tβ√N
}
,
el seu complementari sera`
AC =
{∣∣∣∣ 1N logZN(β)− pN(β)
∣∣∣∣ ≤ tβ√N
}
⊆
{
1
N
logZN(β)− pN(β) ≤ tβ√
N
}
.
Per monotonia, tenim que
P
(∣∣∣∣ 1N logZN(β)− pN(β)
∣∣∣∣ ≤ tβ√N
)
≤ P
(
1
N
logZN(β)− pN(β) ≤ tβ√
N
)
.
Com que P (A) ≤ e−t2 , llavors P (AC) ≥ 1− e−t2 . Podem escriure
P
(
1
N
logZN(β) ≤ pN(β) + tβ√
N
)
≥ 1− e−t2 ,
de manera que, si suposem e−t
2
< 1
4
√
1− β2 tenim
P
(
1
N
logZN(β) ≤ pN(β) + tβ√
N
)
> 1− 1
4
√
1− β2. (3.14)
Usant (3.13) i (3.14) obtenim que
N − 1
N
(
β2
4
+ log 2
)
≤ 1
N
logZN(β) ≤ pN(β) + tβ√
N
.
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Per tant,
pN(β) ≥ N − 1
N
(
β2
4
+ log 2
)
− tβ√
N
=
β2
4
+ log 2− 1
N
(
β2
4
+ log 2
)
− tβ√
N
.
Fent tendir N →∞ obtenim
l´ım
N→∞
ı´nf pN(β) ≥ β
2
4
+ log 2. (3.15)
A (3.3) hem vist que
E(H2N(σ)) =
N − 1
2
≤ N
2
.
Amb aixo`, β < 1 i sabent que (HN(σ)) so´n variables aleato`ries gaussianes
centrades, cumplim les hipo`tesis necessa`ries per poder aplicar el Lema 2.2.3.,
concretament, que
pN(β) ≤ β
2
4
+ log 2.
Fent tendir N →∞ obtenim
l´ım
N→∞
sup pN(β) ≤ β
2
4
+ log 2. (3.16)
Finalment, de (3.15) i (3.16) obtenim que, per β < 1
pN(β) =
β2
4
+ log 2.
2
Cap´ıtol 4
El model de
Sherrington-Kirkpatrick amb
camp extern
El me`tode de la cavitat (o Cavity Method) e´s un me`tode matema`tic pre-
sentat el 1985 per Marc Me´zard, Giorgio Parisi i Miguel A. Virasoro, per
resoldre alguns tipus de models de la f´ısica estad´ıstica de sistemes desorde-
nats. Va ser inventat per fer front al model de Sherrington Kirkpatrick encara
que te´ moltes altres aplicacions. En aquest cap´ıtol introduirem el model de
Sherrington-Kirkpatrick afectat per un camp magne`tic extern i donarem una
idea de com resoldre’l utilitzant el me`tode de la cavitat i un altre me`tode
anomenat me`tode del camı´ bo (o Smart Path Method) [11].
4.1 Presentacio´ del model
Com en els dos models anteriors, considerem un sistema format per N
part´ıcules de manera que ΣN = {−1, 1}N i σ = (σ1, . . . , σN). Sigui
ZN = ZN(β) =
∑
σ∈ΣN
exp(−βHN(σ))
i sigui
pN = pN(β) =
1
N
E logZN(β) (4.1)
la quantitat que volem estudiar.
36
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El hamiltonia` en aquesta versio´ del model es defineix com segueix:
−βHN,β(σ) = −HN,β(σ) = β√
N
∑
1≤i<j≤N
gijσiσj + h
∑
i≤N
σi,
on gij so´n variables aleato`ries independents i ide`nticament distribu¨ıdes que
segueixen una distribucio´ normal esta`ndard. L’u´ltim terme representa l’accio´
d’un camp magne`tic extern, amb una intensitat h > 0.
L’objectiu e´s demostrar el segu¨ent teorema:
4.1.1 Teorema. Sigui β0 tal que
16β20 exp(16β
2
0) ≤
1
2
.
Per cada β ≤ β0, tenim
l´ım
N→∞
pN(β, h) =
β2
4
(1− q)2 + log 2 + E log cosh(βz√q + h), (4.2)
on q e´s l’u´nica solucio´ de l’equacio´
q = E tanh2(βz
√
q + h) (4.3)
i z e´s una variable aleato`ria amb distribucio´ normal esta`ndard, independent
de les gij.
4.1.2 Observacio´. Recordem que
coshx =
ex + e−x
2
tanhx =
ex − e−x
ex + e−x
.
4.1.3 Observacio´. L’equacio´ (4.2) e´s l’anomenada fo´rmula replica-symmetric,
en aquest model (canvia en funcio´ del model que es vol estudiar).
Remarquem que sempre considerarem el factor h > 0 ja que, si prenem h = 0,
el model de Sherrington-Kirkpatrick e´s l’estudiat al Cap´ıtol 3.
La demostracio´ del Teorema 4.1.1 no la farem, pero` s´ı que introduirem dos
me`todes fonamentals i cla`ssics, ja que so´n eines importants que s’utilitzen
per a la resolucio´ de models de cristalls de spin: el me`tode de la cavitat i el
me`tode del camı´ bo.
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4.2 Introduccio´ al Cavity Method i al Smart
Path Method
El me`tode de la cavitat consisteix en un argument per induccio´ sobre N .
Considerem un sistema de N−1 spins i afegim en un segon moment l’N -e`ssim
spin σN . L’objectiu e´s descriure la magnetitzacio´ de l’u´ltim spin en funcio´
dels altres estudiats anteriorment. Al reduir un sistema de N part´ıcules a un
de N − 1 es crea una ”cavitat”, d’aixo` deriva el nom Cavity Method.
En la pra`ctica, el que es fa e´s descomposar el hamiltonia`
−HN,β(σ) = β√
N
∑
1≤i<j≤N
gijσiσj + h
∑
i≤N
σi,
en la suma de dos termes: un que conte´ a σN i un totalment independent de
σN , e´s a dir, quedaria de la manera segu¨ent:
−HN,β(σ) =
[
β√
N
∑
1≤i<j≤N−1
gijσiσj + h
∑
i≤N−1
σi
]
+σN
(
β√
N
∑
i≤N−1
giNσi + h
)
.
Sigui ρ = (σ1, . . . σN−1), tal que ρ ∈ ΣN−1. Podem escriure el terme que no
depe`n de σN com
−HN−1,β−(ρ) = β
−
√
N − 1
∑
1≤i<j≤N−1
gijσiσj + h
∑
i≤N−1
σi,
on hem canviat β per β−, definida com segueix:
β− =
β
√
N − 1√
N
.
Si a me´s, escrivim
g(ρ) =
β√
N
∑
i≤N−1
giNσi
tindrem el hamiltonia` expressat d’una manera me´s compacta, e´s a dir,
−HN,β(σ) = −HN−1,β−(ρ) + σN(g(ρ) + h).
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Al Cap´ıtol 1 hem vist que 〈·〉 indica la mitjana respecte a la mesura de Gibbs
sobre ΣN . Ara, 〈·〉− indicara` la mitjana respecte a la mesura de Gibbs sobre
ΣN−1 amb hamiltonia` HN−1.β− .
Una altra notacio´ que usarem e´s Av que ens indica la mitjana respecte a
l’u´ltima component de σ, o sigui, respecte a σN = ±1.
Llavors, si considerem una funcio´ f definida a ΣN , (1.4) es pot escriure de la
manera segu¨ent:
〈f〉 = 〈Avf exp[σN(g(ρ) + h)]〉−
Z
, (4.4)
on Z = 〈Av expσN(g(ρ) + h)〉− = 〈cosh(g(ρ) + h)〉−.
4.2.1 Observacio´. Hem d’anar amb compte i no confondre Z amb la funcio´
de particio´ ZN .
La fo´rmula (4.4) es pot generalitzar de manera immediata per a funcions a
ΣnN , amb n ≥ 1
〈f〉 = 〈Avf exp[
∑
l≤n σ
l
N(g(ρ
l) + h)]〉−
Zn
,
on Av e´s la mitjana respecte σ1N = ±1, . . . , σnN = ±1.
Una altra eina molt utilitzada e´s, tal i com hem dit abans, el me`tode del
camı´ bo. Sigui
gt(ρ) =
√
tg(ρ) + βz
√
1− t√q,
on z e´s una variable aleato`ria que segueix una distribucio´ normal esta`ndard,
independent de les gij i q ∈ (0, 1) e´s l’u´nica solucio´ de (4.3).
Considerem la segu¨ent mesura de probabilitat en ΣN
〈f〉t = 〈Avf expσN(gt(ρ) + h)〉−
Zt
,
on Zt = 〈Av expσN(gt(ρ) + h)〉− = 〈cosh(gt(ρ) + h)〉−.
Per funcions f definides a ΣnN , n ≥ 1, definim
〈f〉t =
〈Avf exp [∑l≤n σlN(gt(ρl) + h)]〉−
Znt
,
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on Zt e´s sempre la mateixa.
Definim tambe´
νt(f) = E〈f〉t.
Prenent t = 0 i t = 1, obtenim
ν0(f) = E〈Avf〉−
ν1(f) = ν(f) = E〈f〉.
Calcular ν0(f) e´s molt me´s fa`cil que calcular ν(f) ja que a ν0(f) l’u´ltim spin
e´s independent dels primers N − 1. A me´s, tenim la relacio´
ν(f)− ν0(f) =
∫ 1
0
ν
′
t(f) dt.
Per tant, per trobar ν(f) es calculara` ν0(f) i la derivada ν
′
t(f).
4.2.2 Observacio´. Per demostrar el Teorema 4.1.1 es necessita el segu¨ent
teorema important, que ens do´na la converge`ncia quadra`tica de la superpo-
sicio´ cap a l’u´nica solucio´ de l’equacio´ (4.3).
4.2.3 Teorema. Sigui β0 tal que
16β20 exp(16β
2
0) ≤
1
2
.
Per a tot β ≤ β0, tenim
ν
(
(R(σ, σ∗)− q)2) = E 〈(R(σ, σ∗)− q)2〉 ≤ K
N
,
on q e´s l’u´nica solucio´ de (4.3) i K > 0.
Finalment, amb els resultats que acabem de veure i tres eines auxiliars que
donarem a continuacio´ es podria demostrar el teorema anterior, i amb aquest,
el Teorema 4.1.1, resultat de l’estudi d’aquest model.
− Per a tota funcio´ f definida a ΣnN i t ∈ (0, 1), tenim
ν
′
t(f) = β
2
∑
1≤l≤k≤n
νt(fσ
l
Nσ
k
N(R(σ
l, σk)− q))
− β2n
∑
1≤l≤n
νt(fσ
l
Nσ
n+1
N (R(σ
l, σn+1)− q))
+ β2
n(n+ 1)
2
νt(fσ
n+1
N σ
n+2
N (R(σ
n+1, σn+2)− q)).
CAPI´TOL 4. EL MODEL DE SHERRINGTON-KIRKPATRICK AMB CAMP EXTERN41
− Si f e´s una funcio´ no negativa definida a ΣnN , tenim
νt(f) ≤ exp(4n2β2)ν(f).
− Si f− e´s una funcio´ definida a ΣnN−1, llavors
ν0(f
−σ1Nσ
2
N) = E(tanh
2 Y )ν0(f
−),
on Y = βz
√
q + h i z e´s una variable aleato`ria gaussiana esta`ndard.
Conclusions
Fa uns mesos vaig llegir un article escrit pel Dr. David Ma´rquez-Carreras
i en Dr. Carles Rovira [11] sobre els cristalls de spin i em va semblar in-
teressant, llavors vaig decidir fer un TFG sobre el comportament dels Spin
Glasses per aprofundir una mica en el tema.
Vull destacar que, a pesar d’haver trobat molt material, la majoria d’articles
i llibres que parlen sobre els models de cristalls de spin estan escrits per f´ısics
i l’enfocament que es do´na e´s diferent al que jo volia en el meu treball. A
me´s, algunes refere`ncies tenien un grau de dificultat molt alt, pel que em
va costar trobar un material adequat a les meves necessitats. Finalment,
amb el treball fet per Michel Talagrand m’he sentit molt co`moda ja que, a
pesar de la dificultat del tema, amb eines d’un curs de Probabilitats i conei-
xements essencials sobre variables gaussianes es poden arribar a demostrar
comportaments molts complexos.
Un aspecte que m’ha sorpre`s molt e´s la quantitat d’aplicacions que hi ha
d’aquests models en altres disciplines. La recerca bibliogra`fica que he fet
sobre aquestes aplicacions e´s molt escassa, m’hauria agradat tenir me´s temps
per haver-la ampliat. Queda pendent com un treball futur.
Despre´s d’haver estudiat el model REM, he pogut veure que realment e´s un
”toy model”, com acostumen a dir-li. Segurament les seves aplicacions so´n
limitades, pero` serveix per introduir conceptes importants en altres models.
En canvi, m’he adonat que el model de Sherrington-Kirkpatrick s’utilitza en
moltes disciplines, com per exemple, en l’optimitzacio´ combinato`ria.
Tambe´ m’hauria agradat estudiar me´s profundament el model de Sherrington-
Kirkpatrick afectat per un camp extern, pero` estic satisfeta ja que he pogut
introduir els me`todes de la cavitat i del camı´ bo.
En definitiva, estic contenta amb el treball realitzat no obstant m’hague´s
agradat ampliar-lo una mica me´s.
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Ape`ndix A
Elements de la teoria de la
probabilitat
A.1 Desigualtats de Jensen i Chevychev
Abans de comenc¸ar anem a veure que` vol dir que una funcio´ sigui convexa:
A.1.1 Definicio´. Sigui I un interval en R i sigui f : I −→ R. La funcio´ f
es diu convexa si per a tots x, y ∈ I i tots λ, µ ≥ 0 tals que λ + µ = 1 es
compleix:
f(λx+ µy) ≤ λf(x) + µf(y).
Tambe´ podem dir que una funcio´ f e´s convexa si, per a qualsevol punt x0 la
gra`fica de f es troba enterament per sobre de la seva tangent en el punt x0:
f(x) ≥ f(x0) + b(x− x0),∀x ∈ R. (A.1)
A.1.2 Teorema. (Desigualtat de Jensen).
Sigui g : R −→ R una funcio´ convexa i sigui X una variable aleato`ria amb
esperanc¸a finita i tal que g(X) tambe´ tingui esperanc¸a finita. Aleshores
g(E(X)) ≤ E(g(X)).
Demostracio´. Sabem que g e´s una funcio´ convexa, per tant, usant (A.1) tenim
que existeix un b ∈ R tal que ∀x ∈ R:
g(x) ≤ g(E(X)) + b(x− E(X)).
43
APE`NDIX A. ELEMENTS DE LA TEORIA DE LA PROBABILITAT 44
Apliquem ara esperances als dos costats de la desigualtat:
E(g(x)) ≤ E[g(E(X))] + E[b(x− E(X))].
Per monotonia obtenim:
E(g(x)) ≤ E[g(E(X))] + b(E(x)− E(X)).
2
A.1.3 Teorema. (Desigualtat de Chebychev).
Sigui X una variable aleato`ria no negativa i sigui f : R+ −→ R+ una funcio´
creixent tal que E(f(X)) <∞. Llavors, tenim que per tot a ∈ R es compleix:
f(a)P{X ≥ a} ≤ E(f(X)).
Demostracio´. La desigualtat
f(a)I{X≥a} ≤ f(X)
e´s sempre certa ja que:
1. Si I{X≥a} = 0, tenim que 0 ≤ f(X), i aixo` e´s cert per hipo`tesis.
2. Si I{X≥a} = 1, tenim que f(a) ≤ f(X) i aixo` es compleix ja que f e´s
creixent i X ≥ a.
Ara, apliquem esperances als dos costats de la desigualtat:
E(f(a)I{X≥a}) ≤ E(f(X))
Per monotonia, obtenim que:
E(f(a)I{X≥a}) = f(a)E(I{X≥a}) = f(a)P (X ≥ a) ≤ E(f(X)).
2
A.2 Variables Gaussianes
Sigui g una variable aleato`ria gaussiana centrada, e´s a dir, que segueix
una distribucio´ normal N (0, τ 2).
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La seva funcio´ de densitat es defineix com segueix:
1√
2piτ
exp
(
− t
2
2τ 2
)
,
tal que E(g2) = τ 2. Si τ = 1 tenim una variable anomenada normal
esta`ndard.
Un fet fundamental e´s que
E(exp(ag)) = exp
(
a2τ 2
2
)
. (A.2)
Demostrem-ho:
E(exp(ag)) =
1√
2piτ
∫ ∞
−∞
exp
(
at− t
2
2τ 2
)
dt
= exp
(
a2τ 2
2
)∫ ∞
−∞
1√
2piτ
exp
(
−(t− aτ
2)2
2τ 2
)
dt
= exp
(
a2τ 2
2
)
.
Aquesta u´ltima igualtat es deguda a que la integral do´na 1, al ser la funcio´
de densitat d’una distribucio´ N (aτ 2, τ 2).
Ara, es veu fa`cilment que, si X e´s una variable aleato`ria, es te´
P (X ≥ t) exp(t) ≤ E(exp(X)).
Suposem que X e´s discreta:
E(exp(X)) =
∞∑
k=1
exp(ak)P (X = ak)
≥
∞∑
k=1
exp(ak)P (X = ak)1{ak≥t}
≥ exp(t)P (X ≥ t).
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En canvi, si X e´s absolutament cont´ınua:
E(exp(X)) =
∫
R
eyfX(y) dy
≥
∫ ∞
t
eyfX(y) dy
≥ exp(t)P (X ≥ t).
Si considerem un para`metre λ > 0, com que P (X ≥ t) = P (λX ≥ λt),
P (X ≥ t) ≤ exp(−λt)E(exp(λX)). (A.3)
La segu¨ent proposicio´ ens servira` per trobar un extrem inferior i un extrem
superior de P (g ≥ t).
A.2.1 Proposicio´. Sigui g una variable aleato`ria gaussiana (centrada) amb
E(g2) = τ 2. Sigui t > 0 i L una cosntant, no necessa`riament sempre la
mateixa. Llavors
1
L
(
1 + t
2
τ2
) exp(− t2
2τ 2
)
≤ P (g ≥ t) ≤ exp
(
− t
2
τ 2
)
. (A.4)
Demostracio´. Usant (A.3) i despre´s (A.2) veiem que
P (g ≥ t) ≤ exp(−λt)E(exp(λg))
= exp(−λt) exp
(
λ2τ 2
2
)
≤ exp
(
λτ − t
τ
)2
exp
(
− t
2
2τ 2
)
≤ exp
(
− t
2
2τ 2
)
.
Fins aqu´ı hem trobat un extrem superior de P (g ≥ t). Anem a veure ara que
1
L
(
1 + t
2
τ2
) exp(− t2
2τ 2
)
≤ P (g ≥ t).
Farem la demostracio´ pel cas en que τ = 1. El cas general es deixara` com
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exercici.
P (g ≥ t) = 1√
2pi
∫ ∞
t
exp
(
−y
2
2
)
dy
=
1√
2pi
∫ ∞
t
1
y
[
y exp
(
−y
2
2
)]
dy
=
1√
2pi
1
t
exp
(
−t
2
2
)
− 1√
2pi
∫ ∞
t
1
y2
exp
(
−y
2
2
)
dy
≥ 1√
2pi(1 + t2)
exp
(
−t
2
2
)
− 1√
2pi
∫ ∞
t
1
y2
exp
(
−y
2
2
)
dy.
Considerem ara tres casos pels diferents valors de t:
− Si t > 1, tenim
1√
2pi
∫ ∞
t
1
y2
exp
(
−y
2
2
)
dy ≤ P (g ≥ t),
per tant, substituint a l’expressio´ anterior obtenim
P (g ≥ t) ≥ exp
(
−t
2
2
)
1
1 + t2
1
2
√
2pi
.
− Si 0 < t < 1, tenim
P (g ≥ t) ≥ 1√
2pi
∫ ∞
1
exp
(
−y
2
2
)
dy = L.
− Per tant, si t > 0, tenim
P (g ≥ t) ≥ L 1
1 + t2
exp
(
−t
2
2
)
.
2
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