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Abstract
This paper studies the fixed budget formulation of the Ranking and Selection (R&S)
problem with independent normal samples, where the goal is to investigate different
algorithms’ convergence rate in terms of their resulting probability of false selection
(PFS). First, we reveal that for the well-known Optimal Computing Budget Allocation
(OCBA) algorithm and its two variants, a constant initial sample size (independent of
the total budget) only amounts to a sub-exponential (or even polynomial) convergence
rate. After that, a modification is proposed to achieve an exponential convergence
rate, where the improvement is shown by a finite-sample bound on the PFS as well as
numerical results. Finally, we focus on a more tractable two-design case and explic-
itly characterize the large deviations rate of PFS for some simplified algorithms. Our
analysis not only develops insights into the algorithms’ properties, but also highlights
several useful techniques for analyzing the convergence rate of fixed budget R&S algo-
rithms.
Keywords: ranking and selection; fixed budget; convergence rate.
1 Introduction
Stochastic simulation has become one of the most effective approaches to modeling large,
complex and stochastic systems arising in various fields such as transportation, finance,
supply chain management, power and energy, etc. It has also been used in many applications
to identify which system design is optimal under certain performance criterion (e.g., the
expected cost). This leads to what is called simulation optimization or Optimization via
Simulation (OvS). In particular, using simulations to identify the best design among a finite
number of candidates, generally referred to as Ranking and Selection (R&S), is of great
practical interest to study.
The research on R&S is largely concerned with two related yet different formulations. The
fixed confidence formulation aims to attain a target confidence level of the selected design’s
quality using as little simulation effort as possible, whereas the fixed budget formulation
typically requires maximizing the probability of correct selection (PCS) under a fixed budget
of simulation runs. For fixed confidence, a considerable amount of research effort goes to
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the indifference zone (IZ) formulation, which dates back at least to [1]. An IZ procedure
guarantees selecting the best design with (frequentist) probability higher than certain level
(e.g., 95%), provided that the difference between the top-two designs is sufficiently large.
Numerous efficient IZ procedures have been proposed in the simulation literature, including
but are not limited to the KN procedure in [2], the KVP and UVP procedures in [3], and
the BIZ procedure in [4]. We refer the reader to [5] and [6] for excellent reviews of the
development on this topic. In addition, the Bayesian approaches (see, e.g., [7]) and the
probably approximately correct (PAC) selection (see, e.g., [8]) have also been studied in this
stream of works.
In this paper, we study the fixed budget formulation under a frequentist setting. In
simulation optimization, the Optimal Computing Budget Allocation (OCBA) algorithm in [9]
is one of the most widely applied and studied algorithms. Although OCBA is usually derived
under a normality assumption and asymptotic approximations, it is well known for its robust
empirical performance even when the sample distributions are non-normal. Moreover, its key
allocation rule can be formally justified from the perspective of the large deviations theory
(see, e.g., [10]). However, a major criticism is that a theoretical performance guarantee is still
lacking to this date, mostly due to the difficulties in characterizing the PCS for sequential
sampling algorithms. On the other hand, in the Multi-Armed Bandit literature, the same
problem has been studied under the name of “Best-Arm Identification”, where the Successive
Rejects (SR) algorithm proposed in [11] currently stands as one of the best algorithms. Built
on a framework of sequential elimination, SR not only achieves good performance but also
allows a finite-sample bound to be derived. Furthermore, [12] showed that SR can match the
optimal rate up to some constant in the Bernoulli setting. Nevertheless, SR’s performance
under general distributions has not yet been studied. Bayesian methods are also gaining
momentum recently. For example, the simple Bayesian algorithms proposed in [13] were
shown to achieve the optimal posterior convergence rate. However, there was no guarantee on
the frequentist performance. The follow-up work, [14], improved the Expected Improvement
method and provided a frequentist bound, but the guarantee was for the fixed confidence
setting.
Among the aforementioned algorithms, OCBA inarguably has the most variants and
extensions. It has been extended to multi-objective optimization ([15]), finding simplest
good designs ([16]), R&S under input uncertainty ([17]), optimizing expected opportunity
cost ([18]) and many others. Meanwhile, there are attempts to approach the problem from
different perspectives. For example, [19] considered fixed budget R&S under a Bayesian
framework and formulated the problem as a Markov Decision Process, allowing a Bellman
equation and an approximately optimal allocation to be derived. Also interestingly, [20]
revealed that some variants of the Expected Improvement methods essentially have the
same allocation as the OCBA methodology. Nonetheless, as was mentioned in [21] as one
of the open challenges, “there are no theoretical proof to show how good the finite-time
performance of OCBA is with respect to the real problem”.
The purpose of this paper is to better understand existing algorithms’ behavior through
rigorous analysis, and develop insights for improving their performance. In particular, our
work highlights convergence analysis on the OCBA algorithm and some of its variants, where
the convergence rate is measured in terms of the large deviations rate of the probability of
false selection (PFS). A small portion of the results in this paper can be found in [22], which
only improves two variants of OCBA in a simplified two-design setting. The current paper
significantly extends [22] by generalizing to the multiple-design case, and characterizing the
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LD rate for several other algorithms. Specifically, our contributions are summarized as
follows.
1. We show that for three OCBA-type algorithms including the original OCBA, a constant
initial sample size only amounts to a sub-exponential (or even polynomial) convergence
rate of PFS.
2. By making the initial sample size increase linearly with the total budget, we improve
the convergence rate to exponential, as is shown by a finite-sample bound on the PFS.
The improvement is further validated via numerical experiments.
3. As further exploration towards general convergence analysis, we exactly characterize
the convergence rate of two simplified algorithms for a two-design case, where the
results showcase some interesting insights as well as useful proof techniques.
The rest of the paper is organized as follows. A brief review on the fixed budget R&S
problem is provided in Section 2. Section 3 reveals the drawback of constant initial sample
size for several OCBA-type algorithms, and proposes a modification to improve their conver-
gence rate. Section 4 conducts a preliminary study on convergence rate characterization by
analyzing some simplified algorithms in a two-design case. Numerical results are presented
in section 5, followed by conclusion and future work in section 6.
2 Problem Formulation
Given a set of designs I = {1, . . . , K}, our goal is to select (without loss of generality) the
one with the highest expected performance. Samples from simulating design i are denoted
by Xir, where r denotes the rth simulation run. Each design’s expected performance is
unknown, and is typically evaluated through multiple simulation runs and estimated by the
sample mean
X¯i,Ni :=
1
Ni
Ni∑
r=1
Xir,
where Ni is how many times design i has been sampled/simulated. The subscript Ni will
be suppressed when there is no ambiguity. The true best and the observed best designs are
denoted by
b := argmax
i∈I
µi, bˆ := argmax
i∈I
X¯i,
respectively. We make the following standard assumptions to avoid technicalities, where N
stands for normal distribution and “i.i.d.” means “independent and identically distributed”.
Assumption 2.1.
(i) K ≥ 2 and µi 6= µj for any two different designs i and j.
(ii) For each design i, {Xir} are i.i.d. samples from N (µi, σ2i ), where σi > 0. The samples
are also independent across different designs.
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Then, under a fixed budget T of simulation runs, it is desired to maximize the probability
of correct selection (PCS), which is defined as
PCS := P
{
bˆ = b
}
= P
{⋂
i 6=b
{
X¯b > X¯i
}}
.
We will also refer to 1 − PCS as the probability of false selection (PFS). The challenge of
fixed budget R&S problem lies in how to make the best use of a finite simulation budget to
distinguish the best design from the rest. Numerous algorithms have been proposed to this
end, and their performance is typically evaluated using two types of measures.
The first type is asymptotic measures, which are often based on the large deviations
(LD) theory. It has been shown in [10] that many algorithms have the following asymptotic
property.
− lim
T→∞
1
T
log PFSA(T, P ) = RA(P ), (2.1)
where A is an algorithm, P is a problem instance, PFSA(T, P ) is the PFS of algorithm A
applied to problem P under budget T , and RA(·) ≥ 0 is called an LD rate function. For
convenience, we say an algorithm A has an exponential convergence rate if its PFS converges
exponentially fast to 0, i.e., its LD rate RA is positive. Asymptotically optimal algorithms
have been derived by maximizing RA (see, e.g., [10]), but it is an insufficient performance
measure since it focuses primarily on the asymptotic performance. For example, all the
terms in
{
e−T , T e−T , T 2e−T , . . .
}
have the same LD rate according to (2.1), yet they behave
quite differently for small values of T .
Measures of the second type emphasize more on the finite-sample performance. One
approach is to approximate the PFS using tight bounds, but it could be remarkably difficult
for algorithms that allocate the budget in a sequential style. Another approach is to plot out
the PCS curve and visualize how fast it converges to 1 as T increases. The main downside,
however, is that such empirical results are problem-specific and may fail to represent the
general performance of an algorithm.
Bearing the pros and cons of these three approaches in mind, we will analyze and improve
existing algorithms from an LD perspective, and substantiate the improvement using finite-
samples bounds combined with numerical results.
3 Analyzing and Improving OCBA-type Algorithms
We begin by addressing the convergence rate of the well-known OCBA algorithm, which has
not been rigorously studied to the best of our knowledge. Two of its variants, called OCBA-
D and OCBA-R, are also studied for a comparison. Surprisingly, we discover that if all three
algorithms follow the common practice of a constant initial sample size, then the PFS con-
verges only sub-exponentially fast as opposed to the often implicitly conjectured exponential
rate. A quick modification is then proposed to guarantee an exponential convergence rate.
3.1 OCBA, OCBA-D, and OCBA-R
This section gives a brief introduction to OCBA and two of its variants, which we call OCBA-
D and OCBA-R. To better describe the algorithms, we introduce the following notations.
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Algorithm 1 OCBA (Chen et al. (2000))
1: Input: N0 ≥ 2,∆ ≥ 1, T ≥ KN0.
2: Initialization: Sample each design N0 times and compute X¯i(0) and S
2
i (0). Ni(0) ←
N0. T
′(0)← N0K +∆. ℓ← 0.
3: while
∑
i∈I Ni(ℓ) < T and T
′(ℓ) ≤ T do
4: bˆ← argmaxi∈I X¯i(ℓ).
5: Compute αˆ1(ℓ), . . . , αˆK(ℓ) using (3.1).
6: for i = 1, . . . , K do
7: Run max{0, ⌊αˆi(ℓ)T ′(ℓ)⌋ −Ni(ℓ)} replications for design i.
8: Ni(ℓ+ 1)← max{Ni(ℓ), ⌊αˆi(ℓ)T ′(ℓ)⌋}. Compute X¯i(ℓ+ 1) and Si(ℓ+ 1).
9: end for
10: ℓ← ℓ+ 1.
11: T ′(ℓ+ 1)← T ′(ℓ) + ∆.
12: end while
13: Output: bˆ = argmaxi∈I X¯i(ℓ).
Let S2i,n denote the standard sample variance estimator of n i.i.d. samples from design
i, and let ℓ denote the iteration number of the algorithms, where ℓ = 0 corresponds to the
initialization phase. The budget allocated to design i at the end of the ℓth iteration is written
as Ni(ℓ), and other quantities are defined accordingly. For example, we let X¯i(ℓ) := X¯i,Ni(ℓ)
and S2i (ℓ) := S
2
i,Ni(ℓ)
. The OCBA algorithm is presented in Algorithm 1.
OCBA has three input parameters: (i) N0 ≥ 2 is the size of samples for an initial
estimation of each design’s mean and variance; (ii) ∆ ≥ 1 is the increment of available
budget at each iteration; (iii) T ≥ KN0 is the total budget. An auxiliary variable, T ′, is
introduced to implement sequential allocation. The procedure begins with estimating each
design’s mean and variance using N0 samples, where T
′ is set to be KN0. Then, at each
iteration, the algorithm increases T ′ by ∆, and (re)computes the fractions αˆ1(ℓ), . . . , αˆK(ℓ)
according to the following equations.
βˆi(ℓ) =
{
S2i (ℓ)/[X¯bˆ(ℓ)− X¯i(ℓ)]2 if i 6= bˆ
Sbˆ(ℓ)
√∑
i 6=bˆ βˆ
2
i (ℓ)/S
2
i (ℓ) o./w
, αˆi(ℓ) :=
βˆi(ℓ)∑
i∈I βˆi(ℓ)
. (3.1)
With the fractions computed, the algorithm tries to match its current Ni with the target
allocation ⌊αˆi(ℓ)T ′⌋ to the greatest possible extent: if Ni is below the target, run additional
simulations to match its target; otherwise, maintain the current Ni since consumed budget
cannot be refunded. All the mean and variance estimates are updated at the end of each
iteration. The process continues iteratively until the total budget is depleted. Finally, the
design with the highest sample mean is selected as the output.
Observe that two features of OCBA stand out from Algorithm 1. The first one to notice
is the allocation fractions specified by (3.1), which is a plug-in estimate of
βi :=
{
σ2i /(µb − µi)2 if i 6= b
σb
√∑
i 6=b β
2
i /σ
2
i o./w.
, αi :=
βi∑
i∈I βi
. (3.2)
The fractions in (3.2) can be derived by asymptotically maximizing a lower bound of the PCS
under a normality assumption (see, e.g., [9]). Moreover, [10] showed that for algorithms us-
ing a deterministic allocation of Ni = ⌊αiT ⌋, such fractions approximately maximize the LD
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rate of PFS in the case of i.i.d. normal samples. The other feature is sequential allocation,
which consists of incrementally allocating the budget, repeatedly updating the estimated
fractions αˆi, and asymptotically matching the true allocation fractions αi as T → ∞. Em-
pirical evidence shows that sequential allocation may be the key to its good finite-sample
performance, even though a quantitative analysis is not available due to its highly complex
dynamics. In this paper, we attempt to better understand OCBA by studying its asymptotic
behavior, and our results will also shed some light on its finite-sample performance.
Algorithm 2 OCBA-D
1: Input: N0 ≥ 2, T ≥ KN0.
2: Initialization: Sample each design N0 times and compute X¯i(0) and S
2
i (0). Ni(0) ←
N0. ℓ← 0.
3: while
∑
i∈I Ni(ℓ) < T do
4: Compute αˆ1(ℓ), . . . , αˆK(ℓ) using (3.1).
5: Run one replication for design i∗ = argmaxi∈I {αˆi(ℓ)/Ni(ℓ)}.
6: Ni∗(ℓ+ 1)← Ni∗(ℓ) + 1. Compute X¯i∗(ℓ+ 1) and Si∗(ℓ+ 1).
7: ℓ← ℓ+ 1.
8: end while
9: Output: bˆ = argmaxi∈I X¯i(ℓ).
Algorithm 3 OCBA-R
1: Input: N0 ≥ 2, T ≥ KN0.
2: Initialization: Sample each design N0 times and compute X¯i(0) and S
2
i (0). Ni(0) ←
N0. ℓ← 0.
3: while
∑
i∈I Ni(ℓ) < T do
4: Compute αˆ1(ℓ), . . . , αˆK(ℓ) using (3.1).
5: Draw an independent sample U(ℓ) from Uniform(0, 1).
6: Run one replication for design i∗ = min{k | U(ℓ) ≤∑ki=1 αˆi(ℓ), 1 ≤ k ≤ K}.
7: Ni∗(ℓ+ 1)← Ni∗(ℓ) + 1. Compute X¯i∗(ℓ+ 1) and Si∗(ℓ+ 1).
8: ℓ← ℓ+ 1.
9: end while
10: Output: bˆ = argmaxi∈I X¯i(ℓ).
In addition to OCBA, we also consider variations on OCBA and propose two variants,
OCBA-D and OCBA-R, which are presented in Algorithms 2 and 3, respectively. The “D”
and “S” stand for “Deterministic” and “Randomized”. Both variants inherit the fractions in
(3.1) and are designed to be fully sequential, i.e., at each iteration only a single additional
run is allocated to some design i∗. However, their difference lies in the way i∗ is chosen. For
OCBA-D, i∗ corresponds to the design with the largest ratio αˆi(ℓ)/Ni(ℓ), where the ratio is
roughly a measure of need for simulations: intuitively, an undersampled design is reflected
by a larger ratio relative to the others’. In OCBA-R, i∗ is chosen randomly by using the
fractions as a sampling distribution. In other words, conditional on the αˆ vector, the choice
of i∗ is independent of everything else. In sum, all three algorithms are governed by the
“asymptotically optimal” fractions given by (3.2), except that they use different sequential
allocation strategies to approximate such fractions.
6
We consider OCBA-D and OCBA-R for two reasons. First, fully sequential allocation
and randomization are among the most natural forms of generalization to consider, examples
including the most-starving version of OCBA ([23]) and the Top-two Sampling Algorithms
([13]). It is therefore important to know if any finding for OCBA also applies to these
variants. Second, such variations can often make the algorithm behave more regularly and
thus more amenable to analysis.
3.2 Convergence Analysis
As a main contribution of this paper, we formally analyze the performance of OCBA, OCBA-
D and OCBA-R. Firstly, we show that all three algorithms attain the “asymptotically op-
timal” allocation fractions given by (3.2) as T → ∞. Secondly, we reveal that despite the
convergence of fractions, if the initial sample size N0 is chosen as a constant independent of
T , then these algorithms suffer from a sub-exponential convergence rate.
To put our work in perspective, [10] were among the first to study the asymptotics of fixed
budget R&S algorithms. They established that if an algorithm pre-specifies some fractions
αi > 0 and simply sets Ni = ⌊αiT ⌋, then the PFS converges exponentially fast under weak
assumptions on the sample distributions’ tails. In particular, if the samples are i.i.d. normal,
then the fractions given by (3.2) approximately maximize the LD rate of the PFS. Perhaps
under the influence of such insights, there seems to be an implicit conjecture that algorithms
which “asymptotically” attain the optimal allocation fractions, such as OCBA, should enjoy
a similar LD rate to its static counterpart’s, or at least guarantee exponential convergence.
In what follows, we disprove this conjecture by using OCBA and the two proposed variants
as counterexamples.
To set the basis for our major discovery, we link Algorithms 1-3 through the convergence
of their actual allocation fractions Ni(ℓ)/
∑
j Nj(ℓ). Observe that T → ∞ if and only if
ℓ → ∞, so we characterize such convergence in terms of ℓ for convenience. All the proofs
omitted in the paper can be found in the electronic companion.
Proposition 3.1. Let Assumption 2.1 hold and denote “almost surely” by “a.s.”. Then, for
OCBA, OCBA-D and OCBA-R, the following holds.
(i) Ni(ℓ)→∞ a.s. as ℓ→∞ for all i ∈ I.
(ii) αˆi(ℓ)→ αi a.s. as ℓ→∞ for all i ∈ I.
(iii) Ni(ℓ)/
∑
j∈I Nj(ℓ)→ αi a.s. as ℓ→∞ for all i ∈ I.
Proposition 3.1 is not surprising since all three algorithms are designed to approximate
and match the true fractions αi in (3.2). It holds regardless of the value of N0 (as long
as N0 ≥ 2), because the algorithms are capable of correcting the estimation error from the
initialization phase. For this reason, a small N0 is often employed to leave room for better
allocation flexibility in succeeding iterations. For example, a common suggestion for N0 is
between 5 and 20 (see, e.g., [24, 25]). Nevertheless, the following theorem suggests that a
constant N0 independent of T can cause the PFS to converge rather slowly.
Theorem 3.1. Let Assumption 2.1 hold. If N0 is chosen as a constant independent of T ,
then for OCBA and OCBA-D,
PFS(T ) ≥ CT−(K−1)(N0−1), ∀T ≥ KN0, (3.3)
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for some constant C > 0 independent of T . Also, for OCBA-R,
− lim
T→∞
1
T
logPFS(T ) = 0. (3.4)
Theorem 3.1 appears somewhat surprising, as it states that a constant initial sample
size leads to at most a polynomial convergence rate for OCBA and OCBA-D, and a sub-
exponential convergence rate for OCBA-R. At a high level, it implies that the initial estima-
tion error, though vanishing as T →∞, does not decrease at a sufficiently fast rate. It also
implies that the convergence of allocation fractions alone does not say much about how fast
the PFS converges. Before showing Theorem 3.1, we present a few technical lemmas and
describe the main idea behind the proof.
Lemma 3.1. Let Sn be the sample standard deviation of n i.i.d. normal samples with
variance σ2. Then, for any 0 < x < σ,
P(Sn ≤ σ − x) ≤ exp

−(n− 1)4
[
1−
(
σ − x
σ
)2]2
 , (3.5)
P(Sn ≥ σ + x) ≤ exp
(
−(n− 1)x
2
4σ2
)
, ∀x > 0. (3.6)
Lemma 3.2. Let S2n be the sample variance of n i.i.d. N (µ, σ2) random variables. Then,
∀c > 0, ∃ǫ¯ ∈ (0, σ) such that ∑
n≥2
P {Sn ≤ σ − ǫ¯} ≤ c. (3.7)
Lemma 3.3. Let S2n be the sample variance of n i.i.d. N (µ, σ2) random variables. Then,
∀a ∈ (0, b), where b > 0 is a constant, ∃Kb > 0 such that
P {Sn ≤ a} ≥ (Kba)n−1 .
Lemma 3.1 provides some basic tail bounds for the standard deviation estimator Sn, which
can be used to prove Lemma 3.2. Lemma 3.3 is the leading cause behind the polynomial
convergence rate for OCBA and OCBA-D, as it points out that the left tail of Sn converges
to 0 only at a polynomial rate. We will present the proof of Theorem 3.1 for OCBA, and
the rest can be found in the electronic companion. To illustrate the main idea, consider an
adversarial scenario for OCBA where
1. After the initialization phase, bˆ is some suboptimal design, e.g., design 2.
2. The algorithm allocates all the remaining budget to design 2.
3. The sample mean of design 2 beats all other designs’ over all iterations.
In the scenario described above, we say that the algorithm “freezes” all the designs other
than design 2, which only happens if the initial estimates for the “frozen” designs are highly
inaccurate. For instance, we may consider a case where for all i 6= 2, Si(0) takes very small
value and thus αˆi(ℓ) is also tiny. This would trick the algorithm into greedily sampling design
2, while all the other designs’ mean and variance estimates get no further update and thus
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stay inaccurate. To avoid technicalities, we further require design 2 to be the observed best
design throughout the allocation process, so that αˆ2(ℓ) takes the same functional form for
any iteration ℓ (recall from (3.1) that αˆbˆ(ℓ) has a different form than αˆi(ℓ), i 6= bˆ). The rest is
to bound the probability of such an event from below, and show that it is not exponentially
rare.
Proof. Proof of Theorem 3.1 (OCBA). Assume without loss of generality that µ1 > µ2 >
· · · > µK . For each design i, we will construct events Ei(T ) such that on E(T ) :=
⋂K
i=1Ei(T ),
a false selection always occurs. Without ambiguity, we will simply drop T and write E and Ei
instead. To begin with, by Lemma 3.2 we can choose ǫ¯ ∈ (0, σ2) such that
∑
n≥N0
P{S2,n ≤
σ2−ǫ¯} ≤ 1/4. By a similar argument, there exists η¯ > 0 such that
∑
n≥N0
P{X¯2,n ≤ µ2−η¯} ≤
1/4. Let
E2 :=
{
X¯2,n ≥ µ2 − η¯, ∀n ≥ N0
} ∩ {S2,n ≥ σ2 − ǫ¯, ∀n ≥ N0} .
Then, P(E2) ≥ 1− 14 − 14 = 12 by a union bound. For i 6= 2, we let
Ei :=
{
X¯i,N0 ≤ µ2 − η¯ − 1
} ∩ {Si,N0 ≤ N0(σ2 − ǫ¯)/T} .
We now show that
⋂K
i=1Ei ⊆ FS by induction, where “FS” stands for the false selection
event. Fix a sample path on Ei. Note that bˆ = 2 after the initialization phase. Assume that
bˆ = 2 at the end of the (ℓ− 1)th iteration, then at the ℓth iteration, for any i 6= 2,
αˆi(ℓ) =
S2i (ℓ)/δˆ
2
2,i(ℓ)∑
j 6=2
S2j (ℓ)
δˆ2
2,j
(ℓ)
+ S2(ℓ)
√∑
j 6=2
S2j (ℓ)
δˆ4
2,j
(ℓ)
≤ S
2
i (ℓ)/δˆ
2
2,i(ℓ)
S2(ℓ)
√
S2i (ℓ)
δˆ4
2,i(ℓ)
=
Si(ℓ)
S2(ℓ)
≤ N0(σ2 − ǫ¯)
S2(ℓ)T
,
where δˆi,j(ℓ) := X¯i(ℓ)−X¯j(ℓ). From E2 we have S2(ℓ) ≥ σ2−ǫ¯, thus αˆi(ℓ)T ′(ℓ) ≤ αˆi(ℓ)T ≤ N0
for all i 6= 2 and only design 2 will get additional sample at step 7 of Algorithm 1. Since
X¯2(ℓ) ≥ µ− η¯ > µ2− η¯−1 ≥ X¯i,N0 = X¯i(ℓ) for all i 6= 2, design 2 will still be bˆ at the end of
the ℓth iteration. Continue this process and a false selection is certain when the algorithm
terminates. Finally, the probability of E can be bounded from below as follows.
P(E) = P
(
K⋂
i=1
Ei
)
=
K∏
i=1
P(Ei) ≥ 1
2
∏
i 6=2
P(Ei)
=
1
2
∏
i 6=2
[
P
{
X¯i,N0 ≤ µ2 − η¯ − 1
}︸ ︷︷ ︸
(†)
P
{
Si,N0 ≤
N0(σ2 − ǫ¯)
T
}
︸ ︷︷ ︸
(††)
]
,
where the last equality follows from the independence of X¯i,N0 and Si,N0. Furthermore,
(†) ≥ pi for some constant pi > 0 (independent of T ), and (††) ≥ [Ki(σ2 − ǫ¯)/T ]N0−1 by
Lemma 3.3, where Ki > 0 are constants independent of T . Gather all the terms and the
conclusion follows.
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The key to proving Theorem 3.1 is to exploit the asymmetry of the standard deviation
estimator’s distribution. Specifically, when constructing events Ei(T ), we require Si,N0 to
decrease in order 1/T as T → ∞ for all i 6= 2. Then, Lemma 3.3 can be used to show
a polynomial lower bound for P(Ei). Another way to construct a “freezing” event is by
increasing S2(ℓ) in order T , but this merely produces an exponential lower bound according
to (3.6) in Lemma 3.1. In other words, only exploiting the left tail of Si,N0 would produce a
tighter lower bound for the PFS.
Theorem 3.1 can be counterintuitive at first glance. Recall from [10] that for normal
samples, any fixed fractions αi > 0 would guarantee an exponential convergence rate. This
particularly includes equal allocation, i.e., Ni = ⌊T/K⌋ for all designs i. In this regard, The-
orem 3.1 seems to suggest that equal allocation is better than more sophisticated sequential
allocation procedures, which contradicts numerous empirical studies in which OCBA ex-
hibits significant advantage over equal allocation. To resolve the “conflict”, note that the
LD rate is only defined in an asymptotic sense, meaning that when T gets large enough,
equal allocation will eventually achieve a lower PFS than all three OCBA-type algorithms
we consider. However, the crossing point of T may be so large that the PFS is already very
close to 0, which also explains why such a crossing point is not always observed in numerical
results.
3.3 A Modification for Improvement
We propose a simple modification to the three OCBA-type algorithms, which is to make
N0 grow linearly in T . This can be done by choosing a constant α0 ∈ (0, 1/K) and setting
N0 = ⌊α0T ⌋. Intuitively, the PFS should converge at least as fast as equally allocating ⌊α0T ⌋
to all designs, where an exponential convergence is guaranteed. More formally, we have the
following finite-sample bound on the PFS.
Theorem 3.2. Let Assumption 2.1 hold and suppose that µ1 > µ2 > · · · > µK. If N0 =
⌊α0T ⌋ for some α0 ∈ (0, 1), then for OCBA, OCBA-D and OCBA-R, there exists some
positive constants C1, . . . , CK (independent of T ) such that
PFS(T ) ≤ C1 exp
(
−δ
2α0T
8σ21K
)
+
K∑
i=2
Ci exp
(
− δ¯
2
i α0T
2σ2iK
)
, ∀T ≥ KN0, (3.8)
where δ := µ1 − µ2 and δ¯i = µ2 − µi + δ2 for i = 2, . . . , K.
Proof. Proof of Theorem 3.2 Note that since N0 ≤ Ni ≤ T for all designs i, if the event
E :=
T⋂
r=N0
{{
X¯1,r ≥ µ1 − δ
2
}⋂{⋂
i 6=1
{
X¯i,r ≤ µi + δ¯i
}}}
occurs, then we have a correct selection regardless of the exact values of Ni’s. Apply a
Gaussian tail bound for X¯ and we have
PFS(T ) ≤ P(E c) ≤
T∑
r=N0
[
P
(
X¯1,r < µ1 − δ
2
)
+
K∑
i=2
P
(
X¯i,r > µi + δ¯i
)]
≤
∞∑
r=N0
P
(
X¯1,r < µ1 − δ
2
)
+
K∑
i=2
∞∑
r=N0
P
(
X¯i,r > µi + δ¯i
)
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≤
∞∑
r=N0
exp
(
− δ
2r
8σ21
)
+
K∑
i=2
∞∑
r=N0
exp
(
− δ¯
2
i r
2σ2i
)
.
Evaluate the geometric sums and (3.8) follows.
The bound (3.8) fills the long-standing void of a finite-sample PFS upper bound for
OCBA-type algorithms. It also applies to a broad class of algorithms that involve a warm-
up phase of acquiring initial estimates. An idea similar to using a linearly increasing N0 is
to enforce hard thresholds for the actual fractions such that, e.g., Ni(ℓ)/
∑
j Nj(ℓ) > ǫi for
some ǫi > 0. Both methods will force Ni(ℓ) to grow at least linearly fast in T , but we work
with the former mainly for conveniently obtaining a PFS bound. The choice of α0 inevitably
involves a tradeoff between lower initial estimation error and higher flexibility in subsequent
allocation. In Section 5, we will use numerical results to demonstrate that an appropriately
chosen α0 can lead to a significant improvement in the finite-sample PCS.
One drawback of the finite-sample bound in (3.8) is that it is too general and thus can
be quite loose. While a tighter upper bound should reflect the pros and cons of different
sequential allocation strategies, deriving such a bound is known to be very challenging even
for nicely structured fully sequential algorithms. In the upcoming section, we turn our
attention to algorithms which follow simple designs yet capture some key features of advanced
algorithms. The idea is to examine the individual impact of a feature through LD rate
analysis, and keep the intuition uncluttered from other common features in a sophisticated
algorithm.
4 Characterizing the LD Rate for Simplified Algorithms
In this section, we focus on algorithms with an exponential convergence rate, for which the LD
rate is one of the most precise quantitative measures of asymptotic behavior. Nevertheless,
LD rate analysis remains difficult for sophisticated sequential allocation algorithms. In this
section, we exactly characterize the LD rate for some simplified algorithms, and compare their
LD rates with that achieved by the optimal static allocation derived in [10]. Each algorithm
to be considered has a simple structure yet represents certain important feature of more
advanced algorithms. Our analysis will focus on a two-design case for better tractability,
but the proof techniques and insights can provide a basis for more general convergence
analysis.
4.1 Algorithms Overview
We consider a case of K = 2 and study three algorithms, which are presented in Algorithms
4-6. Algorithm 4 is the deterministic algorithm studied in [10], which statically allocates the
budget according to pre-specified fractions p and 1−p, hence the name “deterministic static
(DS)”.
A slight modification of DS leads to the randomized static (RS) algorithm in Algorithm 5,
which uses the static fractions as a sampling probability distribution at every iteration, and
thus can be roughly regarded as a simplified version of OCBA-R or the Top-two Sampling
Algorithms in [13]. To the best of our knowledge, the (frequentist) convergence rate of such
a randomized algorithm has not been studied in the literature.
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Finally, Algorithm 6 is a two-phase algorithm which uses phase I to estimate the optimal
DS fractions (see Section 4.2 for more details), and then implements the estimated fractions
in phase II. The two-phase algorithm is a vanilla version of our modified OCBA-type algo-
rithms, as it enforces a linearly growing N0, but does not update the fraction estimates in
all subsequent iterations. Also, notice that we do not reuse the initial 2N0 samples in phase
II, so N1 and N2 are not bounded from below by a linear function of T and Theorem 3.2
does not apply. However, we will show that it still has an exponential convergence rate due
to the rapid decrease of initial estimation error as T increases.
Algorithm 4 Deterministic static (DS)
1: Input: p ∈ (0, 1), T ≥ 0.
2: Allocation: Run N1 = ⌊pT ⌋ and N2 = ⌊(1 − p)T ⌋ replications for designs 1 and 2.
3: Output: argmaxi∈{1,2} X¯i,Ni.
Algorithm 5 Randomized static (RS)
1: Input: p ∈ (0, 1), T ≥ 0.
2: Allocation: At each iteration, independently simulate design 1 with probability p, and
design 2 with probability 1− p.
3: Output: argmaxi∈{1,2} X¯i,Ni.
Algorithm 6 Two-phase
1: Input: α0 ∈ (0, 1), T ≥ 0.
2: Phase I: Run N0 = ⌊α0T/2⌋ replications for each design and compute S1,N0 and S2,N0 .
Set pˆ← S1,N0/(S1,N0 + S2,N0).
3: Phase II: Run N1 = ⌊(1 − α0)pˆT ⌋ additional replications from design 1, and N2 =
⌊(1− α0)(1− pˆ)T ⌋ additional replications from design 2.
4: Output: argmaxi∈{1,2} X¯i,Ni.
4.2 LD Rate Analysis
4.2.1 Analysis of DS Algorithm
Before proceeding to the LD rate analysis of the RS and two-phase algorithms, we recall
some well-established results for the DS algorithm. In addition, we also derive a few new
results which will serve as benchmarks. Following the normality assumption and letting
δ := µ1 − µ2, the PFS can be written as
PFSDS(T ) = P
(
X¯1,N1 − X¯2,N2 < 0
)
=
∫ − δ√
σ2
1
N1
+
σ2
2
N2
−∞
1√
2π
e−
t2
2 dt,
where we assume that µ1 > µ2 and σ1, σ2 > 0 henceforth. Ignoring the integrality constraints
on N1 and N2, it can be shown that setting N1/(N1 +N2) ≈ p∗ := σ1/(σ1 + σ2) minimizes
the PFS. In simulation literature, this is often known as “the optimal strategy for two-design
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problems is to allocate the budget proportionally to their standard deviations”. The same
conclusion can be reached by maximizing the following LD rate with respect to p ∈ (0, 1),
− lim
T→∞
1
T
log PFSDS(T ) =
δ2
2
(
σ2
1
p
+
σ2
2
1−p
) ,
where p∗ is again the unique maximizer, and the corresponding optimal LD rate is given by
R∗DS(δ, σ1, σ2) :=
δ2
2(σ1 + σ2)2
. (4.1)
We will use the optimal DS allocation as a benchmark in subsequent analysis. In practice,
the true variances are unknown and thus p∗ cannot be implemented. A simple alternative is
equal allocation (EA), i.e., setting p = 1/2. The LD rate for EA is given by
REA(δ, σ1, σ2) :=
δ2
4(σ21 + σ
2
2)
. (4.2)
Since 2(σ1+ σ2)
2 ≤ 4(σ21 + σ22) ≤ 4(σ1+ σ2)2, we have R∗DS/2 ≤ REA ≤ R∗DS. In other words,
EA’s LD rate is never more than a factor of 2 away from the optimal DS rate. Another
interesting fact is that, without prior knowledge on the designs’ performance, EA is the
most robust algorithm. Indeed, consider the robust optimization problem
inf
p∈[0,1]
sup
σ1,σ2>0

 R
∗(δ, σ1, σ2)
REA(δ, σ1, σ2)
=
σ21
p
+
σ22
1−p
(σ1 + σ2)2

 ,
which is to find the p that minimizes the worst case ratio between R∗DS and REA. It can
be checked that the inner-layer problem’s optimal value is min{1
p
, 1
1−p
}, so p = 1/2 is the
optimal solution.
We now derive a PFS bound that holds for an important class of algorithms. Since the
optimal DS allocation only involves the designs’ variance information, it would be reasonable
for us to restrict our discussion to algorithms with the following property.
Definition 4.1. A fully sequential algorithm is called variance-driven if
(i) at iteration ℓ = 0, it runs N0 ≥ 2 replications for each design to obtain initial variance
estimates S21(0) and S
2
2(0);
(ii) at every iteration ℓ = ℓ¯, the algorithm decides which design to simulate next solely based
on (S21(ℓ), S
2
2(ℓ)) for all ℓ ≤ ℓ¯, i.e., the history of variance estimates up to iteration ℓ¯;
(iii) at the end of final iteration ℓ = L, output bˆ = argmaxi∈{1,2} X¯i,Ni(L).
Note that in the case of K = 2, OCBA’s allocation fractions in (3.2) degenerate to
α1/α2 = σ1/σ2. Therefore, the three OCBA-type algorithms we considered in Section 3, i.e.,
OCBA, OCBA-D and OCBA-R, all fall into the category of variance-driven on two-design
problems. We will derive a tight PFS upper bound which holds for all algorithms of this
type.
Lemma 4.1. Let X¯n and S
2
n be the sample mean and sample variance of n i.i.d. normal
random variables, respectively. Then, for all n ≥ 2, X¯n is independent of (S22 , S23 , . . . , S2n).
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Lemma 4.1 is an extension of the well-known result that X¯n and S
2
n are independent for
normal distribution. Given a total budget of T , we let N1 and N2 denote the total number
of simulation runs for designs 1 and 2 when the algorithm terminates, i.e., N1 + N2 = T .
Then, Lemma 4.1 has the following implication in our context.
Corollary 4.1. For any variance-driven algorithm, it holds that (X¯1,N1 , X¯2,N2) | N1 ∼
(Z1, Z2) almost surely, where Z1 ∼ N (µ1, σ21/N1), Z2 ∼ N (µ2, σ22/(T − N1)), and Z1 is
independent of Z2.
Generally speaking, the final mean estimates X¯1,N1 and X¯2,N2 can have a highly non-
trivial correlation if an algorithm sequentially allocates the computing budget based on
some iteratively updated statistics. Surprisingly, Corollary 4.1 reveals that for variance-
driven algorithms, X¯1,N1 and X¯2,N2 are conditionally independent given N1 = n1 for some
n1 ≥ N0. Moreover, their joint distribution coincides with what we get from deterministically
allocating n1 and T−n1 runs to designs 1 and 2, respectively. This is due to the nice property
of normal distribution characterized in Lemma 4.1, and it gives rise to a tight PFS lower
bound for all variance-driven algorithms.
Proposition 4.1. For any variance-driven algorithm A, we have
PFSA(T ) ≥ 1− Φ
(
δ
√
T
σ1 + σ2
)
, ∀T ≥ 2N0,
where Φ is the cumulative distribution function (c.d.f.) of N (0, 1) distribution.
Proof. Proof of Proposition 4.1. For any fixed N0 ≤ N1 ≤ T −N0,
PFS = P
(
X¯1,N1 < X¯2,T−N1
)
= 1− Φ

 δ√
σ2
1
N1
+
σ2
2
T−N1

 ,
where the right-hand side (RHS) is convex inN1 and is minimized when N1 = N
∗
1 := p
∗T . For
an algorithm A described in the statement, it follows from Corollary 4.1 that (X¯1,N1, X¯2,N2) |
N1 is distributed as two independent normal random variables. Thus, by Jensen’s inequality,
PFSA(T ) = E
[
P
(
X¯1,N1 < X¯2,N2 | N1
)] ≥ P (X¯1,EN1 < X¯2,EN2) ,
where the RHS is further bounded from below by the PFS corresponding to N∗1 , which yields
exactly the lower bound in the statement.
Proposition 4.1 establishes optimality for the optimal DS algorithm in a very strong
sense: no variance-driven algorithm can beat the optimal DS allocation under any finite T
(up to some rounding error). The same typically does not hold if K ≥ 3, where it can be
checked numerically that the optimal DS algorithm may perform poorly on some problem
instances under small budgets. Nonetheless, from an asymptotic point of view, it remains an
open question whether sequential algorithms can achieve a higher LD rate than the optimal
DS algorithm when K ≥ 3.
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4.2.2 Analysis of RS Algorithm
Recall from Algorithm 5 that at each iteration, the RS algorithm simulates design 1 with
probability (w.p.) p and design 2 w.p. 1−p, where p ∈ (0, 1) and the samples are independent
of the decisions. Let {U(ℓ)} be a sequence of i.i.d. Bernoulli(p) random variables representing
whether design 1 is sampled at each iteration ℓ. To ensure that the sample means are well-
defined, we set N1 =
∑T
ℓ=1 U(ℓ) + 1, N2 = T − N1 + 1 so that each design gets sampled at
least once. Then, the PFS is given by
PFSRS(T ) = P(X¯1,N1 < X¯2,N2) = E[P(X¯1,N1 < X¯2,N2 | N1)]
=
T∑
k=0
P
(
X¯1,k+1 < X¯2,(T−k)+1
)(n
k
)
pk(1− p)T−k, (4.3)
which does not allow a closed form. However, a quick observation is that the RHS of (4.3)
is bounded from below by the term corresponding to k = 0, i.e.,
PFSRS(T ) ≥ P
(
X¯1,1 < X¯2,T+1
)
(1− p)T , ∀T,
which gives the LD rate upper bound
− lim
T→∞
1
T
log PFSRS(T ) ≤ − log(1− p).
Thus, the RS algorithm’s LD rate is bounded as δ →∞, which is in sharp contrast with the
LD rate of the DS algorithm, where the latter grows in order δ2 according to (4.1). Since the
separation margin of µ1 and µ2 measures the difficulty of a correct selection, this means that
the RS algorithms cannot take advantage of a larger δ due to the randomness introduced
in allocation. It also echoes our observation in Section 3 that algorithms with the same
limiting allocation fractions may have drastically different LD rates. More precisely, we have
the following exact characterization.
Theorem 4.1. For the RS algorithm, we have
− lim
T→∞
1
T
logPFSRS(T ) = inf
α∈[0,1]

 δ
2
2
(
σ2
1
α
+
σ2
2
1−α
) + kl(α, p)

 , (4.4)
where kl(α, p) := α log α
p
+ (1 − α) log 1−α
1−p
is the Kullback-Leibler (K-L) divergence between
two Bernoulli distributions with parameters α and p, respectively.
The optimization problem in (4.4) is in general non-convex and an analytical solution
is not available. Nonetheless, it can be checked numerically that the p value maximizing
the LD rate of the RS algorithm is different from p∗, the optimal DS fraction. The proof of
Theorem 4.1 relies on the following lemma, where Z+ denotes the set of nonnegative integers.
Lemma 4.2. Let gT : Z
+ 7→ (0,∞) be a sequence of functions for T ∈ Z+. If there exists a
function g∗ : (0, 1) 7→ R such that 1
T
log gT (⌊αT ⌋) converges uniformly to g∗(α) on α ∈ [0, 1],
then
lim
T→∞
1
T
log
[
T∑
k=0
gT (k)
]
= sup
α∈[0,1]
g∗(α). (4.5)
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Proof. Proof of Lemma 4.2. First of all, notice that
lim
T→∞
1
T
log
[
T∑
k=0
gT (k)
]
≥ lim
T→∞
1
T
log gT (⌊αT ⌋) = g∗(α), ∀α ∈ [0, 1].
so taking the supremum on the RHS gives a lower bound. For the upper bound,
lim
T→∞
1
T
log
[
T∑
k=0
gT (k)
]
≤ lim
T→∞
sup
α∈[0,1]
1
T
log [(T + 1)gT (⌊αT ⌋)]
= sup
α∈[0,1]
lim
T→∞
log
1
T
[(T + 1)gT (⌊αT ⌋)]
= sup
α∈[0,1]
g∗(α),
where the interchange of limit and supremum is justified by the uniform convergence of
1
T
log gT (⌊αT ⌋) (see, e.g., Theorem 5.3 in [26]).
Lemma 4.2 can be viewed as a generalization of limt→∞
1
t
log(e−at+e−bt) = b for a > b > 0,
i.e., the LD rate of a sum is determined by the largest summand. In the context of Theorem
4.1, gT (·) is a sequence of functions that take values in (0, 1), so (4.5) roughly corresponds to
the gT (⌊αT ⌋) term that converges to 0 “at the slowest rate”. With Lemma 4.2, Theorem 4.1
can be shown by checking the uniform convergence of the function sequence 1
T
log gT (⌊αT ⌋).
4.2.3 Analysis of Two-phase Algorithm
Recall from Algorithm 6 that the two-phase algorithm first uses α0 fraction of the budget to
obtain initial estimates of σ1 and σ2, and then allocates the remaining budget according to
the plug-in estimate of p∗ given by pˆ := S1/(S1 + S2). Since the allocation in phase II only
depends on the value of pˆ from phase I, we first characterize pˆ’s distribution as follows.
Lemma 4.3. The probability density function (p.d.f.) of pˆ is given by
fN0(p) =
2Γ(N0 − 1)[
Γ
(
N0−1
2
)]2 [p(1− p)]N0−2
(
σ1σ2
(1− p)2σ21 + p2σ22
)N0−1
, p ∈ [0, 1],
where Γ is the gamma function Γ(t) =
∫∞
0
xt−1e−xdx.
With Lemma 4.3, we can apply a similar technique involving “the slowest term” in Section
4.2.3 to establish the LD rate of the two-phase algorithm.
Theorem 4.2. For the two-phase algorithm, we have
− lim
T→∞
1
T
logPFS(T ) = min
p∈[0,1]

 (1− α0)δ
2
2
(
σ2
1
p
+
σ2
2
1−p
) + α0
2
log
(
(1− p)2σ21 + p2σ22
2p(1− p)σ1σ2
)
 . (4.6)
We argue that the RHS of (4.6) is not bounded in δ. Let p∗δ be the minimizer correspond-
ing to parameter δ, and let p∗ := lim infδ→∞ p
∗
δ, p¯
∗ := lim supδ→∞ p
∗
δ. If p
∗ = 0 or p¯∗ = 1, then
the second term in the objective function is unbounded in δ; otherwise if p∗ > 0 and p¯∗ < 1,
then the first term will be unbounded as δ →∞. Either case, the two-phase algorithm does
not suffer from an LD rate bottleneck as the RS algorithm does. However, it can be checked
numerically that the two-phase algorithm is usually far from matching the LD rate of the
optimal DS algorithm. This should be no surprise since pˆ is subject to estimation error.
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5 Numerical Results
We test the performance of four algorithms: OCBA, OCBA+, OCBA-D+, OCBA-R+,
where OCBA is the original OCBA with a constant initial sample size N0, and the “+”
algorithms are modified versions that implement N0 = ⌊α0T ⌋ for some chosen α0 ∈ (0, 1).
The purpose is to see whether making N0 grow linearly with T can boost the PCS. We
apply these algorithms to six problem instances, which are listed as follows. In particular,
the “Slippage Configuration” refers to the least favorable setting where all the suboptimal
designs have the same mean.
(1) Ten designs A: µ = [1, 1.1, 1.2, . . . , 1.8, 5], σ = [5, 5, . . . , 5, 20].
(2) Ten designs B : µ = [1, 1.1, 1.2, . . . , 1.8, 5], σ = [20, 20, . . . , 20, 5].
(3) Slippage Configuration A: µ = [1, 1, 1, 1, 2], σ = [2, 2, 2, 2, 10].
(4) Slippage Configuration B : µ = [1, 1, 1, 1, 2], σ = [10, 10, 10, 10, 2].
(5) Equal variances : µ = [1, 2, . . . , 10], σi = 10, ∀i = 1, 2 . . . , 10.
(6) Increasing variances : µ = [1, 2, . . . , 10], σ = [6, 7, 8, . . . , 15].
The algorithm parameters are N0 = 10,∆ = 20 for OCBA, and α0 = 0.2 for all the
modified algorithms. We would like to see how fast the PCS converges to 1 as T increases
from 200 to 4000 (with an increment of 200). To estimate the PCS, all the algorithms are
run for 10,000 independent replications using common random numbers, i.e., the algorithms
share the same Xir samples for each design. The PCS curves are gathered in Figure 1, and
a number of observations follow.
1. In Figure 1 (a)-(f), the modified algorithms achieve a higher PCS than OCBA for every
fixed T . This demonstrates the advantage of using a linearly growing N0.
2. In Figure 1 (a) and (c), OCBA clearly suffers from slower convergence. Notably, on
those two problem instances, OCBA takes approximately three times the budget of
OCBA-R+ to attain a 95% PCS, which echoes our finding that a constant N0 only
gives a polynomial rate.
3. The improvement is less visible in Figure 1 (e) and (f), where the corresponding in-
stances are “easier” as they have relatively spread-out means and smaller variances.
Therefore, more benefit can be gained from using linearly growing N0 on “harder”
problem instances.
4. Among the modified algorithms, OCBA-D+ and OCBA-R+ outperform OCBA+ on
all problem instances, which can be expected from their fully sequential feature as
it makes better use of the budget. However, no clear ranking is observed between
OCBA-D+ and OCBA-R+.
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(a) Ten designs A.
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(b) Ten designs B.
500 1000 1500 2000 2500 3000 3500 4000
T
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
PC
S
OCBA
OCBA+
OCBA-D+
OCBA-R+
(c) Slippage Configuration A.
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(d) Slippage Configuration B.
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(e) Equal variances.
500 1000 1500 2000 2500 3000 3500 4000
T
0.4
0.5
0.6
0.7
0.8
0.9
1
PC
S
OCBA
OCBA+
OCBA-D+
OCBA-R+
(f) Increasing variances.
Figure 1: Comparison of PCS for different algorithms.
18
6 Conclusion and Future Work
This paper studies the problem of fixed budget Ranking and Selection with independent
normal samples. By analyzing the performance of several OCBA-type algorithms, we dis-
cover that a constant initial sample size only leads to a sub-exponential convergence rate.
A linearly growing initial sample size is then proposed to achieve both better theoretical
(asymptotic) and practical (finite-sample) performance. In addition, we explicitly charac-
terize the large deviations rate of some simplified algorithms, which sets a basis for more
general convergence analysis.
With the study of fixed budget Ranking and Selection actively ongoing, we think that
this work points to a least a number of directions that are worth pursuing.
1. Tighter PFS bounds. Our paper explores some techniques for analyzing the con-
vergence rate of sequential allocation algorithms. However, more powerful approaches
still need to be developed to derive tighter PFS bounds which capture the features of
different algorithms.
2. Explicit balance between exploration and exploitation. The fixed budget Rank-
ing and Selection problem is also called a “pure exploration” problem in the Multi-
Armed Bandits literature, as the tradeoff between exploration and exploitation is rel-
atively less explicit. It would be practically useful to design an algorithm that can
explicitly balance these two aspects.
3. Better performance measure. As is mentioned at the end of Section 2, the three
prevailing performance measures, i.e., finite-sample bounds, large deviations rate and
numerical results, are all subject to some restrictions. This calls for a better perfor-
mance measure, which should not only reflect the general performance of algorithms,
but also allow tractable characterization.
Acknowledgement
The authors gratefully acknowledge the support by the National Science Foundation under
Grant CAREER CMMI-1453934.
A Proofs for OCBA-type Algorithms.
Proof. Proof of Proposition 3.1. Since (ii) is a direct consequence of (i) due to the consistency
of mean and variance estimators, we will show (i) and (iii) for OCBA, OCBA-D, and OCBA-
R.
1. Proof for OCBA.
(i) Suppose that all the random variables are defined on a probability space (Ω,F ,P).
By the Strong Law of Large Numbers (SLLN), there exists a measurable set
Ω1 ⊆ Ω such that P(Ω1) = 1 and for all ω ∈ Ω1 and any design i ∈ I,
(1) X¯i,n → µi and Si,n → σi as n→∞.
(2) Si,n > 0 for all n ≥ 2.
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(3) X¯i,n 6= X¯j,m for all j 6= i and n,m ≥ 1.
Since the samples follow nondegenerate normal distributions, (2) and (3) both
occur with probability 0, and Ω1 is guaranteed to exist. Here we mainly need (2)
and (3) to avoid some trivial edge cases for OCBA.
Take any sample path ω ∈ Ω1. We will show that on ω, Ni(ℓ)→∞ as ℓ→∞ for
all designs. Assume for a contradiction that this does not hold, then there exists
a nonempty set I˜ ⊆ I such that Nj(ℓ) 6→ ∞ for all j ∈ I˜. This means that for
all j ∈ I˜, X¯j(ℓ) and Sj(ℓ) will be fixed at some constants for all ℓ large enough.
Under this assumption, we claim that the following holds.
Claim 1. There exists a constant α˜ > 0 such that for all designs i ∈ I, αˆi(ℓ) > α˜
for all ℓ large enough.
Proof. Proof of Claim 1 It suffices to show that every αˆi(ℓ) converges to some
positive constant. Note that X¯i(ℓ) → µi and Si(ℓ) → σi as ℓ → ∞ for all
i ∈ I \ I˜. Since µi 6= µj for all i 6= j, we further know that for all ℓ large enough,
bˆ will be fixed and so does the form of βˆi (note that βˆbˆ has a different form than
the other βˆi’s). It then follows from the continuity of βˆi in (X¯i, Si)i∈I that βˆi(ℓ)
will converge to some constant β˜i > 0, and αˆi(ℓ)→ β˜i/(
∑
i∈I β˜i) > 0.
However, when T ′(ℓ) gets sufficiently large, we would have ⌊αˆjT ′(ℓ)⌋ ≥ ⌊α˜T ′(ℓ)⌋ >
Nj(ℓ) for some design j ∈ I˜, where step 6 of Algorithm 1 will allocate additional
budget to j, hence a contradiction.
(iii) Similarly, we will show convergence on Ω1. Let ǫ be an arbitrary positive number.
From (ii), there exists ℓ0 such that αˆi(ℓ) ∈ [αi−ǫ, αi+ǫ] for all ℓ ≥ ℓ0. Furthermore,
since Ni(ℓ)→∞ for any design i, we can find ℓi ≥ ℓ0 such that Ni(ℓi+1) > Ni(ℓi),
i.e., Ni jumps at the ℓith iteration. Let ℓ¯ := maxi∈I ℓi so that every Ni has jumped
at least once since iteration ℓ¯. We claim that for all ℓ ≥ ℓ¯,
⌊(αi − ǫ)T ′(ℓ)⌋ ≤ Ni(ℓ) ≤ ⌊(αi + ǫ)T ′(ℓ)⌋, ∀i ∈ I. (A.1)
To see why (A.1) holds, first notice from step 7 of Algorithm 1 that
Ni(ℓ) = max {Ni(ℓ− 1), ⌊αˆi(ℓ)T ′(ℓ)⌋} ≥ ⌊αˆi(ℓ)T ′(ℓ)⌋ ≥ ⌊(αi − ǫ)T ′(ℓ)⌋,
so the first inequality in (A.1) holds. For the other inequality, there are two cases
to consider. If Ni(ℓ) = ⌊αˆi(ℓ)T ′(ℓ)⌋ then (A.1) holds apparently. Otherwise,
Ni(ℓ) = ⌊αˆi(ℓ′)T ′(ℓ′)⌋, where
ℓ′ := max{ℓ˜ < ℓ | Ni(ℓ˜+ 1) > Ni(ℓ˜)},
which is the iteration corresponding to the most recent jump. We know ℓi corre-
sponds to a jump, so ℓi ≤ ℓ′ < ℓ. Since ℓi ≥ ℓ0, the definition of ℓ0 ensures that
αˆi(ℓ
′) ≤ αi + ǫ. Thus,
Ni(ℓ) = ⌊αˆi(ℓ′)T ′(ℓ′)⌋ ≤ ⌊(αi + ǫ)T ′(ℓ)⌋,
so (A.1) always holds. This would imply that
αi − ǫ
1 +Kǫ
≤ lim inf
ℓ→∞
Ni(ℓ)∑
j∈I Nj(ℓ)
≤ lim sup
ℓ→∞
Ni(ℓ)∑
j∈I Nj(ℓ)
≤ αi + ǫ
1−Kǫ
for all ǫ sufficiently small. Send ǫ→ 0 and the conclusion follows.
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2. Proof for OCBA-D.
(i) Using the Ω1 constructed previously, this can be shown by following a similar
argument as in OCBA’s proof (proof by contradiction).
(iii) Pick design 1 as reference design. It suffices to show that on Ω1, Ni(ℓ)/N1(ℓ) →
αi/α1 as ℓ → ∞ for all i 6= 1. To begin with, for any ǫ > 0, there exists ℓ′ such
that for all ℓ ≥ ℓ′, αˆi(ℓ) ∈ [αi − ǫ, αi + ǫ], ∀i ∈ I. Furthermore, since Ni(ℓ) is
nondecreasing in ℓ and Ni(ℓ) → ∞ as ℓ → ∞, we can find ℓ′′ ≥ ℓ′ such that all
the designs satisfy Ni(ℓ) ≥ Ni(ℓ′) + 2 for all ℓ ≥ ℓ′′, i.e., all the Ni’s have jumped
at least twice since the ℓ′th iteration. Then, we claim that for any design i 6= 1,
αi + ǫ
Ni(ℓ)− 1 ≥
α1 − ǫ
N1(ℓ)
, ∀ℓ ≥ ℓ′′. (A.2)
Assume for a contradiction that (A.2) does not hold. Let
ℓi := max{ℓ˜ | Ni(ℓ˜) = Ni(ℓ)− 1},
namely, the iteration when design i is chosen to be simulated and Ni is about
to jump from Ni(ℓ) − 1 to Ni(ℓ). It then follows from the definition of ℓ′′ that
ℓ′ ≤ ℓi ≤ ℓ, and from step 5 of Algorithm 2 we have
αˆi(ℓi)
Ni(ℓi)
≥ αˆj(ℓi)
Nj(ℓi)
, j 6= i. (A.3)
However, if (A.2) does not hold, then we will have
αˆi(ℓi)
Ni(ℓi)
≤ αi + ǫ
Ni(ℓ)− 1 <
α1 − ǫ
N1(ℓ)
≤ αˆ1(ℓi)
N1(ℓi)
,
hence a contradiction to (A.3). Thus, (A.2) provides an upper bound on Ni(ℓ).
Ni(ℓ) ≤
(
αi + ǫ
α1 − ǫ
)
Ni(ℓ) + 1. (A.4)
By symmetry (using design i as a reference design), we also have
α1 + ǫ
N1(ℓ)− 1 ≥
αi − ǫ
Ni(ℓ)
, ∀ℓ ≥ ℓ′′,
which gives the following lower bound on Ni(ℓ).
Ni(ℓ) ≥
(
αi − ǫ
α1 + ǫ
)
(N1(ℓ)− 1). (A.5)
Combining (A.4) and (A.5) and we have
αi − ǫ
α1 + ǫ
≤ lim inf
ℓ→∞
Ni(ℓ)
N1(ℓ)
≤ lim sup
ℓ→∞
Ni(ℓ)
N1(ℓ)
≤ αi + ǫ
α1 − ǫ.
Take ǫ→ 0 and we conclude that Ni(ℓ)/N1(ℓ)→ αi/α1 as ℓ→∞.
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3. Proof for OCBA-R.
(i) Let 1{·} denote an indicator function. Define an event
Ω2 :=
⋂
n≥1
⋂
0≤m≤n−1
{
ω ∈ Ω
∣∣∣∣ limℓ→∞ 1ℓ∑
ℓ
1{U(ℓ)∈[m
n
,m+1
n
]} =
1
n
}
,
which has probability 1 due to SLLN. We will show that Ni(ℓ)→∞ as ℓ→∞ on
Ω3 := Ω1 ∩Ω2. Assume for a contradiction that this is not true. By an argument
similar to OCBA’s proof, αˆi(ℓ)→ α˜i as ℓ→∞ for some α˜i > 0. Then, any design
i will be simulated if and only if U(ℓ) falls into some nonempty interval Ii(ℓ). We
can find ni, mi, ki ≥ 0 such that [mini , mi+kini ] ⊆ Ii(ℓ) for all ℓ large enough, and the
definition of Ω2 ensures that
lim inf
ℓ→∞
1
ℓ
∑
ℓ
1{U(ℓ)∈Ii} ≥ lim
ℓ→∞
1
ℓ
∑
ℓ
1
{
U(ℓ)∈
[
mi
ni
,
mi+ki
ni
]} =
ki
ni
,
so all the designs will be simulated infinitely often, which is a contradiction.
(iii) It follows from (i) that for any arbitrary ǫ > 0, there exists ℓ′ such that for all
designs, αˆi(ℓ) ∈ [αi − ǫ, αi + ǫ] for all ℓ ≥ ℓ′. Meanwhile, at each iteration ℓ,
design i is simulated if and only if U(ℓ) ∈ Ii(ℓ) := [
∑i−1
j=0 αˆj(ℓ),
∑i
j=0 αˆj(ℓ)], where
we let αˆ0(ℓ) := 0, ∀ℓ. Also define I−ǫi := [
∑i−1
j=0 αj + (i − 1)ǫ,
∑i
j=0 αj − iǫ] and
Iǫi := [
∑i−1
j=0 αj − (i − 1)ǫ,
∑i
j=0 αj + iǫ]. We may assume that ǫ is sufficiently
small so that I−ǫi and I
ǫ
i are both well-defined. It follows that I
−ǫ
i ⊆ Ii(ℓ) ⊆ Iǫi for
all ℓ ≥ ℓ′. Furthermore, there exists intervals I ′i and I ′′i (independent of ℓ) with
rational endpoints such that I ′i ⊆ I−ǫi ⊆ Iǫi ⊆ I ′′i , |I−ǫi \ I ′i| ≤ ǫ and |I ′′i \ Iǫi | ≤ ǫ.
Combining all these and by the definition of Ω2,
αi − 2iǫ = lim
ℓ→∞
1
ℓ
∑
ℓ
1{U(ℓ)∈I′i}
≤ lim inf
ℓ→∞
1
ℓ
∑
ℓ
1{U(ℓ)∈Ii(ℓ)}
≤ lim sup
ℓ→∞
1
ℓ
∑
ℓ
1{U(ℓ)∈Ii(ℓ)} ≤ lim
ℓ→∞
1
ℓ
∑
ℓ
1{U(ℓ)∈I′′i }
= αi + 2iǫ.
Send ǫ→ 0 and we have 1
ℓ
∑
ℓ 1{U(ℓ)∈Ii(ℓ)} → αi as ℓ→∞. The conclusion follows
immediately from the fact that Ni(ℓ) = N0 +
∑
ℓ≥0 1{U(ℓ)∈Ii(ℓ)}.
Proof. Proof of Lemma 3.1. According to Lemma 1 in [27], if X ∼ χ2(n), then
P(X − n ≤ −2√nx) ≤ e−x, ∀x > 0,
P(χ2(n)− n ≥ 2√nx+ 2x) ≤ e−x, ∀x > 0.
Since (n−1)Sn/σ2 ∼ χ2(n−1), (3.5) and (3.6) can be derived by a change of variable.
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Proof. Proof of Lemma 3.2 Fix ǫ as some arbitrary number in (0, σ). From Lemma 3.1 we
know that P {Sn ≤ σ − ǫ} ≤ Cǫe−γǫn, ∀ǫ ∈ (0, σ), where γǫ := 14
[
1− (σ−ǫ
σ
)2]2
and Cǫ := e
γǫ .
Thus, ∃L ≥ 1 such that
∑
n≥L
P {Sn ≤ σ − ǫ} ≤ Cǫe
−γǫL
1− e−γǫ ≤
c
2
.
If L = 2, then set ǫ¯ = ǫ and (3.7) holds. Otherwise, since P {Sn ≤ σ − ǫ} ↓ 0 as ǫ ↑ σ,
∃ǫ′ ∈ (0, σ) such that ∑L−1n=m P {Sn ≤ σ − ǫ′} ≤ c/2. Take ǫ¯ := max{ǫ, ǫ′} and we have
∑
n≥m
P{Sn ≤ σ − ǫ¯} ≤
L−1∑
n=m
P{Sn ≤ σ − ǫ¯}+
∑
n≥L
P{Sn ≤ σ − ǫ¯}
≤ c
2
+
∑
n≥L
P{Sn ≤ σ − ǫ} ≤ c,
so that (3.7) also holds.
Proof. Proof of Lemma 3.3 Note that (n − 1)S2n/σ2 ∼ χ2(n − 1). Let Z1, Z2, . . . be i.i.d.
N (0, 1) random variables, and we have
P{Sn ≤ a} = P
{
(n− 1)S2n
σ2
≤ (n− 1)a
2
σ2
}
= P
{
n−1∑
i=1
|Zi|2 ≤ (n− 1)a
2
σ2
}
≥ P
{
n−1⋂
i=1
{
|Zi| ≤ a
σ
}}
=
[
P
{
|Z1| ≤ a
σ
}]n−1
,
where we observe that
P
{
|Z1| ≤ a
σ
}
≥ 2a
σ
1√
2π
e−
a2
2σ2 ≥

2e− b22σ2
σ
√
2π

 a := Kba,
by inspecting the shape of normal distribution’s density,
Proof. Proof of Theorem 3.1 (continued). It remains to show (3.3) for OCBA-D and (3.4)
for OCBA-R. For OCBA-D, we use the same construction of events Ei as in OCBA’s proof.
It suffices to show inductively that bˆ = i∗ = 2 for all iterations ℓ. We know that this is true
at ℓ = 0. Assume that it holds for the (ℓ − 1)th iteration. Then, at the ℓth iteration, we
have for all i 6= 2,
αˆi(ℓ)
αˆ2(ℓ)
=
S2i (ℓ)/δˆ
2
2,i(ℓ)
S2(ℓ)
√∑
j 6=2
S2j (ℓ)
δˆ4
2,j(ℓ)
≤ S
2
i (ℓ)/δˆ
2
2,i(ℓ)
S2(ℓ)
√
S2i (ℓ)
δˆ4
2,i(ℓ)
=
Si(ℓ)
S2(ℓ)
≤ N0(σ2 − ǫ¯)
S2(ℓ)T
≤ N0
T
, (A.6)
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which implies that
αˆi(ℓ)
Ni(ℓ)
=
αˆi(ℓ)
N0
≤ αˆ2(ℓ)
T
<
αˆ2(ℓ)
N2(ℓ)
, ∀i 6= 2.
Thus, i∗ = 2 and bˆ = 2 at the ℓth iteration, and the process will eventually lead to a false
selection. The rest follows from the same argument in OCBA’s proof.
Next, we prove (3.4) for OCBA-R. Fix an arbitrary ǫ ∈ (0, 1). The event E2 uses the
same construction as in OCBA’s proof, i.e.,
E2 :=
{
X¯2,n ≥ µ2 − η¯, ∀n ≥ N0
} ∩ {S2,n ≥ σ2 − ǫ¯, ∀n ≥ N0} ,
where η¯ > 0 and ǫ¯ ∈ (0, σ2) are chosen such that P(E2) ≥ 1/2. For i 6= 2, we let
Ei :=
{
X¯i,N0 ≤ µ2 − η − 1
} ∩ {Si,N0 ≤ ǫ(σ2 − ǫ¯)/(K − 1)} .
Let E := ⋂Ki=1Ei and L := T − KN0 − 1. Note that if E occurs and the algorithm picks
i∗ = 2 at all iterations, then a false selection always occurs. This provides a lower bound for
the PFS,
PFS(T ) ≥ P {{i∗ = 2, ∀ℓ = 0, . . . , L} ∩ E}
= P
{{
i∗ = bˆ = 2, ∀ℓ = 0, . . . , L
}
∩ E
}
= E
[
L∏
ℓ=0
αˆ2(ℓ)1E
]
, (A.7)
where the last inequality follow from the design of Algorithm 3, and
αˆ2(ℓ) =
S2(ℓ)
√∑
j 6=2
S2j (ℓ)
δˆ4
2,j(ℓ)∑
j 6=2
S2j (ℓ)
δˆ2
2,j(ℓ)
+ S2(ℓ)
√∑
j 6=2
S2j (ℓ)
δˆ4
2,j (ℓ)
, ∀ℓ = 0, . . . , L,
since bˆ = 2 for all ℓ = 0, . . . , L. Furthermore, on event E we have
αˆi(ℓ) ≤ αˆi(ℓ)
αˆ2(ℓ)
≤ Si(ℓ)
S2(ℓ)
=
Si,N0
S2(ℓ)
≤ ǫ(σ2 − ǫ¯)
(K − 1)(σ2 − ǫ¯) ≤
ǫ
K − 1 ,
where the second inequality follows from (A.6), the equality follows from i∗ = 2 for all
ℓ = 0, . . . , L, and the third inequality is a consequence of E2 and Ei. Thus, αˆ2(ℓ) = 1 −∑
i 6=2 αˆi(ℓ) ≥ 1− ǫ for ℓ = 0, . . . , L, and plugging it into (A.7) gives
PFS(T ) ≥ P(E)(1− ǫ)T−KN0,
where P(E) =∏Ki=1 P(Ei) > 0 is a constant independent of T . Therefore,
− lim
T→∞
1
T
log PFS(T ) ≤ − log(1− ǫ).
Take ǫ ↓ 0 and (3.4) follows.
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B Proofs of Characterizing the LD Rate.
Proof. Proof of Lemma 4.1. For any 2 ≤ k ≤ n, S2k is a function of the deviations (X¯k −
X1, . . . , X¯k −Xk). Thus, it suffices to show that
X¯n ⊥ ((X¯2 −X1, X¯2 −X2), . . . , (X¯n −X1, . . . , X¯n −Xn)),
where ⊥ denotes independence, and we denote the RHS by Yn. Note that (X¯n, Yn) is a linear
transformation of (X1, . . . , Xn) and hence are jointly normal, the result follows from
Cov(X¯n, X¯k −Xj) = 0, ∀2 ≤ k ≤ n, j ≤ k,
which can be checked by direct computation.
Proof. Proof of Corollary 4.1. For N0 ≤ k ≤ T −N0, let
Y1,k := (S1,N0 , . . . , S1,k), Y2,k := (S2,N0, . . . , S2,k).
Note that N1 = k if and only if (Y1,k, Y2,T−k) falls into some event Ak(T ) that is measurable.
Furthermore, following the proof of Lemma 4.1, it can be shown that (X¯1,k, X¯2,T−k) ⊥
(Y1,k, Y2,T−k) since (X1,1, X1,2, . . .) ⊥ (X2,1, X2,2, . . .). Thus, for any N0 ≤ k ≤ T −N0,
P
(
X¯1,N1 ≤ x, X¯2,N2 ≤ y | N1 = k
)
=P
(
X¯1,k ≤ x, X¯2,T−k ≤ y | (Y1,k, Y2,T−k ∈ Ak(T ))
)
=P
(
X¯1,k ≤ x, X¯2,T−k ≤ y
)
.
The conclusion follows from X¯1,k ⊥ X¯2,T−k.
Proof. Proof of Theorem 4.1. Recall the following Gaussian tail bound. For X ∼ N (0, 1)
and x > 0,
e−
x2
2 ≥ P(X > x) ≥ x
x2 + 1
1√
2π
e−
x2
2 . (B.1)
Applying the upper bound in (B.1) to the PFS expression in (4.3) yields
PFSRS(T ) ≤
T∑
k=0
exp

− δ2
2
(
σ2
1
k+1
+
σ2
2
T−k+1
)

(n
k
)
pk(1− p)T−k. (B.2)
We will apply Lemma 4.2 to (B.2) to show a lower bound for the RS algorithm’s LD rate. The
upper bound follows similarly from the lower bound in (B.1) and is thus omitted. Letting
gT (k) denote the summands in the RHS of (B.2), we have
1
T
log gT (⌊αT ⌋) =

− δ
2
2
(
σ2
1
T
⌊αT ⌋+1
+
σ2
2
T
⌊(1−α)T ⌋
+ 1
) + 1
T
log
(
Γ(T + 1)
Γ(⌊αT ⌋+ 1)Γ(⌊(1− α)T ⌋+ 1)
)
+
1
T
log
(
p⌊αT ⌋
)
+
1
T
log
[
(1− p)⌊(1−α)T ⌋]} ,
(B.3)
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where the first, third and fourth terms are clearly uniformly convergent in α as T →∞. For
the second term, a well-known approximation of the log gamma function (see, e.g., [28, 29])
gives
log Γ(x) =
(
x− 1
2
)
log x− x+ 1
2
log(2π) + r(x), (B.4)
where there exists a constant C > 0 such that the remainder |r(x)| < C/x for all x ≥ 1. It
follows from (B.4) that the second term converges uniformly to −α logα− (1−α) log(1−α).
Sending T → ∞ in (B.3) gives the objective function in the RHS of (4.4), and applying
Lemma 4.2 leads to the infimum problem.
Proof. Proof of Lemma 4.3. Given two independent nonnegative random variables X, Y with
probability densities functions (p.d.f.s) fX and fY , it can be verified that for t ∈ (0, 1),
d
dt
P
(
X
X + Y
≤ t
)
=
1
(1− t)2
∫ ∞
0
yfX
(
t
1− ty
)
fY (y)dy. (B.5)
So we only need to compute the p.d.f.s for S1 and S2. Suppose that N0 = n. Then, since
(n− 1)S21/σ21 ∼ χ2(n− 1),
P(S1 ≤ x) = P
(
χ2(n− 1) ≤ (n− 1)x
2
σ21
)
,
and by differentiating on both sides,
fS1(x) =
2(n− 1)x
σ212
n−1
2 Γ
(
n−1
2
) ((n− 1)x2
σ21
)n−3
2
exp
(
−(n− 1)x
2
2σ21
)
.
The p.d.f. of S2 has a similar form and is omitted. Plugging their densities into (B.5) and a
direct computation yields the result.
Proof. Proof of Theorem 4.2. The PFS for the two-phase algorithm is given by
PFS(T ) =
∫ 1
0
P
(
N
(
δ,
σ21
⌊(1− α0)pT ⌋+ 1 +
σ22
⌊(1− α0)(1− p)T ⌋+ 1
)
< 0
)
fN0(p)dp.
(B.6)
Apply the Gaussian tail bounds in (B.1) and we have∫ 1
0
ψT (p)fN0(p)dp ≥ PFS(T ) ≥ K(T )
∫ 1
0
ψT (p)fN0(p)dp, (B.7)
where the function ψT is defined as
ψT (p) := exp

− δ
2
2
(
σ2
1
⌊(1−α0)pT ⌋+1
+
σ2
2
⌊(1−α0)(1−p)T ⌋+1
)

 ,
and K(T ) is of order
√
T as T → ∞. From (B.7) we know that the PFS has the same LD
rate as
∫ 1
0
ψT (p)fN0(p)dp, so it suffices to study the latter. Similar to the proof of Theorem
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4.1, if gT (p) :=
1
T
log (ψT (p)fN0(p)) converges uniformly to a function g
∗ on p ∈ [0, 1] as
T →∞, then Theorem 5.3 in [26] guarantees that
lim
T→∞
max
p∈[0,1]
gT (p) = max
p∈[0,1]
g∗(p). (B.8)
To check uniform convergence, we have
gT (p) = − δ
2
2T
(
σ2
1
⌊(1−α0)pT ⌋+1
+
σ2
2
⌊(1−α0)(1−p)T ⌋+1
)
︸ ︷︷ ︸
(1)
+
N0 − 2
T
log(p(1− p))︸ ︷︷ ︸
(2)
+
N0 − 1
T
log
(
σ1σ2/[(1− p)2σ21 + p2σ22 ]
)
︸ ︷︷ ︸
(3)
+
1
T
log
(
2Γ(N0 − 1)[
Γ
(
N0−1
2
)]2
)
︸ ︷︷ ︸
(4)
,
where N0 = ⌊α0T/2⌋ and − limT→∞ gT (p) gives the objective function in the RHS of (4.6).
The uniform convergence of (1), (3) and (4) can be easily checked. However, (2) is not
uniformly convergent near the two endpoints 0 and 1. To show (B.8), note that (1), (3) and
(4) are all uniformly bounded in p and T , while log(p(1− p)) → −∞ as p → 0 or 1. Thus,
for any M > 0 and ǫ > 0, there exists corresponding 0 < p1 < p2 < 1 such that for all T
large enough,
gT (p) < M − ǫ, ∀p ∈ [0, p1) ∪ (p2, 1]. (B.9)
Fix a p˜ ∈ (0, 1) and take M = g∗(p˜). Then, gT (p˜) ≥ M − ǫ for all T large enough, which
together with (B.9) implies that the maximizer of gT can only lie in [p1, p2] for all T large.
Let p∗ ∈ argmaxp∈[0,1] g∗(p), which is guaranteed to exist since g∗ is continuous on (0, 1) and
g∗(p)→ −∞ as p→ 0 or 1 (see, e.g., Proposition A.8 in [30] for Weierstrass’ Extreme Value
Theorem). Further expand the interval [p1, p2] if necessary such that p
∗ ∈ [p1, p2], which
does not affect the preceding argument. Since gT converges uniformly on [p1, p2], we have
lim
T→∞
1
T
log
∫ 1
0
(ψT (p)fN0(p)) dp ≤ lim
T→∞
1
T
log
(
max
p∈[p1,p2]
ψT (p)fN0(p)
)
≤ lim
T→∞
max
p∈[p1,p2]
gT (p)
= max
p∈[p1,p2]
g∗(p) = max
p∈[0,1]
g∗(p),
where the last equality follows from p∗ ∈ [p1, p2]. For a lower bound, choose an ǫ > 0 such
that [p∗ − ǫ, p∗ + ǫ] ⊆ [0, 1], and we have
lim
T→∞
1
T
log
∫ 1
0
(ψT (p)fN0(p)) dp ≥ lim
T→∞
1
T
log
∫ p∗+ǫ
p∗−ǫ
(ψT (p)fN0(p)) dp
≥ lim
T→∞
min
p∈[p∗−ǫ,p∗+ǫ]
1
T
log (2ǫψT (p)fN0(p))
= min
p∈[p∗−ǫ,p∗+ǫ]
g∗(p),
where the last equality is due to uniform convergence. Take ǫ ↓ 0 and the lower bound
follows from the continuity of g∗ on (0, 1).
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