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Bright quantum dot single photon sources (SPS) have mostly relied on coupling to op-
tical cavities with high quality (Q) factors. Since the Q-factor represents the damping
of the optical resonator in time, which can be shown to correspond to the resonance
spectrum width1, bright sources with high Q-factors rely on the (small) probability of
a quantum dot emitting within the very narrow resonance peak. In this thesis I have
investigated the possibility of bright emission from emitters in low-Q cavities, which are
easier to fabricate and result in a higher device yield than their high-Q counterparts.
With the use of computerised numerical modelling methods such as the finite-difference
time-domain (FDTD) method and the transfer matrix method (TMM) I have investi-
gated two types of devices: optical micropillars, and emitters exploiting Tamm Plas-
mons (TPs).
In my inspection of the properties of Tamm Plasmon based emitters, I focused on
the photonic properties of the interface between the metal and cavity (spacer). I show
that multiple values of the metal and spacer thickness can result in the same Tamm
eigenfrequency. This in turn allows me to account for spectral detuning of the Tamm
mode when the metal thickness is varied, which can cause brightness filtering. This
reveals considerable effects of the metal layer on the absorption and side emission, the
two most significant loss channels. Significant effects on the far-field of the emission
within optic fibre collection angles (NA≤0.22) are also shown. By demonstrating differ-
ences in the total extraction efficiency of up to 75% of the peak value within the range
considered, I demonstate the benefits of optimising TP structures with the metal-spacer
interface in mind.
By simulating a variety of micropillars, I examine the visible effects of the changing
physical structure on the cavity quantum electrodynamics (QED). By optimising the
active coupling to the cavity with the diameter I demonstrate the theoretical possibility
of high-β (> 90%) low-Q (≈ 102) micropillars. I then demonstrate how the passive
efficiency of the cavity mode depends on the ratio of the top and bottom DBR trans-
1The Q-factor can be mathematically defined as Q = λ/FWHM
iii
iv
missivity, and that internally efficient pillars can be designed with Q-factors in the low
1000s. I also demonstrate the theoretical possibility of exctracting over 80% of QD
created photons within numerical apertures easily reached by bulk optics.
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Introduction
Current communication machines rely on a constant supply of electric current to use for
computation and memory storage. In a similar way, quantum information technology
requires a reliable source of photons to operate, and an on-demand single photon source
(SPS) which successfuly meets certain criteria has many quantum communication ap-
plications. Some of these include: quantum key distribution (QKD), where a bona fide
SPS would eliminate the need for security protocols when using attenuated lasers[1];
as qubits in linear optical quantum computing despite poor photon-photon interactions
[2]; or in quantum metrology, where states of many entangled photons can be used to
beat the classical limit of precision N−
1
2 [3].
As a result, the design and optimisation of efficient1 SPS devices is an active field of
research. Although micropillars have been demonstrated to be bright sources, they have
often relied on strong coupling to cavities with high Q-factors. In order to be scalable,
any bright single photon source would benefit significantly from a lower quality factor.
This is because low-Q cavities can result in significantly higher device yields and are
simpler and cheaper to make. In this text, I examine two types of emitters which
potentially satisfy these requirements: Tamm Plasmon (TP) based emitters (which are
low-Q, but not sufficiently bright), and optical micropillars (which traditionally have
used high-Q cavities to achieve high efficiencies). By calculating the brightness2 of the
device while changing some of the structural parameters, I show novel optimisations of
Tamm Plasmon devices, as well as demonstrate the theoretical possibility of micropillar
cavities with low quality factors.
1The efficiency of a component is the ratio of successful output events to input events. Regarding
emitters, the efficiency is defined as the number of emitted (produced) single photons per external
trigger (i.e. input event).
2The brightness of an emitter is the value of single photons successfully extracted (within some
numerical aperture) for each external trigger.
2
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1.1 Tamm Plasmon Emmitters
One method of extracting photons from a quantum dot is by coupling to an optical
Tamm mode. These devices could potentially be fibre-coupled, as they utilise flat metal
discs on distributed Bragg reflectors to create an optical cavity, resulting in the excita-
tion of confined surface modes which can be extracted on the air side. An advantage
of such a device over current state-of-art micropillar devices would be the significantly
simpler production of physical samples, as there is no need for any etching. Further-
more, the structures are more robust and only require the deposition of a metal film
on top of the self assembled dielectric photonic crystal; these discs are a fraction of the
thickness of the other layers resulting in a lack of any elements “sticking out” consid-
erably. However, the brightness of such devices is impeded by the absorption in the
metal, as well as considerable side losses due to weaker coupling into the cavity mode.
One part of this thesis is an exploration of the properties of these surface states
between metal and dielectric surfaces (below the metal plasma frequency) called optical
Tamm states, or Tamm plasmons (TPs)[4], in relation to their suitability for use as
SPS emitting mechanisms. It has been established both in theory and experiment that
eigenfrequencies of the Tamm plasmon depend on both the thickness of the metal and
the dielectric layer on which it’s deposited (refered to as the spacer layer). However,
to the best of the author’s knowledge, there has been no direct comparison3 between
devices with different metal and spacer thicknesses, but the same eigenfrequency for the
Tamm mode. One challenge faced by TP SPS devides is the existence of a significant
loss channel in the absorption of the metal, caused by the high imaginary part of the
refractive index. Previous research on absorption in thin metals suggests that the
imaginary part of the film’s refractive index can decrease as more metal is deposited[5];
further to this, absorption in thin metal films has been found to “peak” at a thickness
on the order of 10 nm[6], suggesting that variations in the film thickness in this range
could reduce the loss of emitted single photons into the metal i.e. increase the passive
device efficiency. The focus of this research is to answer the question of whether there
are any possible advantages of choosing one pair of metal and spacer depths which
over another (which results in the same λTP ) in terms of the SPS efficiency. Structures
which result in eigenfrequencies within the telecomms O band (λ ≈ 1300 nm) have been
examined.
3In terms of their applicability as single photon sources
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1.2 Optical Micropillars
Optical micropillars, formed by a quantum-dot containing “cavity” layer sandwiched
between two distributed Bragg reflectors have been a popular choice of deterministic
single photon source due to their high brightness and low multi-photon probability. By
placing distributed Bragg reflectors on top and botom of an optical cavity, the energy
leakage of the cavity modes is decreased, and by etching away the sides to leave only
a cylindrycal structure resting on a substrate, the field around the emitter is spatially
contained. These effects contribute in various ways to the active coupling to the cavity,
as well as the passive efficiency. Micropillar cavities with efficiencies as high as > 65%
have been demonstrated [7]. Optical micropillars have also been demonstrated to be
well suited as QIT SPS devices by demonstrating significant brightness (> 65%) while
simultaneously displaying high purity (> 99%) and indistinguishability4 (> 98%)[8].
Figure 1.1: (a) The dielectric and E-field structures of an optical micropillar, calculated with
the transfer matrix method (See section 3.2); (b) The physical structure of a typical GaAs/AlAs
micropillar, showing the location of the InAs quantum dot within the cavity and the top and
bottom distributed Bragg reflectors.
Part of this thesis addresses the underlying quantum electrodynamics to explain
why and how micropillar cavities enhance both brightness and spontaneous emission
rate. By pointing out some differences between atomic and micropillar emitters, I
claim that some previous techniques of calculating the theoretical brightness of low-
Q micropillars could be less accurate than previously thought and that bright low-Q
4Indistinguishability can be thought of as the degree of similarity between photons. Perfectly in-
distinguishable photons have the same wavelength and polarization, as well as temporal and spatial
extent. This is further discussed in Sec. 2.1.1
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micropillars are indeed plausible. While not as easy to manufacture as Tamm Plasmon
devices, micropillars have a significantly higher brightness, but at significantly higher
Q-factors. In this text I have investigated low-Q micropillars, made up of fewer stacked
DBR layers. These structures are both easier to make, less susceptible to physical
stresses, and result in a cavity resonace which is spectrally wider, making them of
particular interest to researchers. My goal in researching this type of optical resonator
is to see whether micropillars can be low-Q and bright enough to replace equivalently
bright but non-deterministic single photon sources.
1.3 Thesis Overview
In Chapter 2, I present the theoretical background behind some of the concepts rele-
vant to this thesis. We begin at the production of the photon in a quantum dot due to
the semiconductor band properties and how the placement of the emitter in an optical
resonant cavity affects the quantum mechanical properties of the system. In this part I
introduce concepts, such as the Purcell enhancement, which are later used to explain my
results and conclusions. This is followed by a discussion on how electromagnetic fields
interact at boundaries, giving rise to surfact states such as surface plasmon polaritons
(SPPs), before concluding with an explanation of the dispersive properties which ex-
plain how the emitted light couples into the Tamm plasmon mode, and is later emitted.
Chapter 3 consists of an explanation of modelling techniques used to calculate the
various metrics by which the efficiency of a SPS are measured. A formalisation of the
transfer matrix method, which is used to solve for the eigenmodes of the Tamm plas-
mon for a wide span of metal and spacer layer thicknesses is presented. Following this
is a brief explanation of the physics behind FDTD simulations, as well as how Yee’s
technique of truncated voxel grids for the E and H fields allows for a leap-frog method
of solving Maxwell’s equations. The chapter ends with a discussion on the tools used by
the commercial FDTD solver used[9] to realistically and efficiently simulate the CTP
structure, such as the conformal meshing techniques, or the use of perfectly matched
layers (PMLs).
In Chapter 4, I present results of my investigation in Tamm Plasmon effects. Re-
flectivity data obtained by the TMM is used to establish the set of metal and spacer
heights which result in λTP = 1300nm; for convenience of reference, I’ve called this set
the metal-spacer relationship (MSR). Three dimensional FDTD simulations are then
used to simulate various structures where the metal height is changed between 0-35nm
and the spacer is chosen accordingly for each structure according to the MSR, and the
perrformance of these devices is compared; further comparisons to a detuned device
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are also presented. After a discussion of the changes in the far-field and the extraction
efficiency, the chapter concludes with a closer look at the structure of the fields in the
structure with the peak performance.
Results from optimisations of micropillars at both low and high Q-factors are pre-
sented in Chapter 5. I show how the diameter of the structure determines the ratio
at which Purcell enhancement translates to brightness, and can therefore be selected
first. This is followed by results that support discussions in the second chapter, which
show both why previous estimations of low-Q pillar brightness are incorrect as well as
demonstrate their plausibility as bright emitters.
Single Photon Sources in Optical Resonators
2.1 Quantum Dots as Single Photon Emitters
2.1.1 Single Photon Sources (SPS)
When work by Planck, and 5 years later in 1905 by Einstein, suggested that light
is quantised in singular energy packets[10][11](later called photons), our grip on the
hidden rules behind our universe got broken in most anti-intuitive ways. The human
experience is very much a classical1 and continuous one, where quantum effects such
as superposition, tunneling, or entanglement are not observed [12][13][14]. It is exactly
these strange concepts however, among others, which are core mechanisms in human-
ity’s attempt to build a quantum computer.
Quantum communication machines relies on the properties of single photons, and as
such cannot exist without a reliable single photon source. While there are multiple types
of single photon sources, such as attenuated lasers[15][16], or by photon pair production
[17][18], this thesis is concerned with single quantum emitters which can can produce
one and only one photon when stimulated. A more formal way to state this would be to





where pi is the normalised probability coefficient for the |i〉 state, which results in







where |α|2 is the mean photon number of the Poisson distribution of photons. In an
optically stimulated (triggered) atom-like single photon source, an incoming laser pulse
1In the photonic context of the word.
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is converted into a single photon stream whose Fock state can be described as
|γSPS〉 = |1〉 (2.3)
One commonly studied on-demand source of single photons are atoms, both natural
and artifical atom-like configurations. While the first demonstrations of single photon
emission was from sodium atoms[20], researchers had been searching for more tunable
alternatives where the intrinsic properties of atoms wouldn’t be a limiting factor in SPS
device design. First shown at the turn of the millenium[21], epitaxial self-assembled
semiconductors quantum dots (QDs) have been a popular alternative due to their tun-
ability.
SPS quality criteria
There are certain criteria which are important for an acceptable SPS to meet for use
in quantum information technology. The most obvious one is that only a single pho-
ton is emitted, decribed by a property called anti bunching. This is verified with a
photon intensity autocorrelation measurement, labeled g(2)(τ). This metric, which is
the second order correlation function, describes the probability of detecting a photon
in one channel after detecting a photon in another, with a time delay τ between the
first and second detection. For τ = 0, it describes the probability of detecting a pho-
ton in both channels at the same time. For a coherent source (for instance, a laser
operating far above threshold) g(2)(0) = 1, whereas it can be shown that for a single-
mode thermal field g(2)(0) = 2. In strong contrast to this, we expect for a true single
photon source, g(2)(0) = 0; this can be understood as there being zero probability of a
simultaneous detection in both channels due to there existing only one photon. As such,
g(2) is the most important metric in demonstrating anti bunching in a veritable SPS[22].
It is impossible to build a lossless single photon source, at the very least due to
the finite resolution of manufacturing methods. Therefore, each photon created in a
single photon source is either emitted and collected by some optical system, or is not
successfuly extracted and is therefore lost. The brightness of a single photon source
can be thought of as the proportion of excitations that lead to a single photon emited2
by the system. For quantum computation, it is sufficient to have a combined efficiency
(product) of the source and detector which is > 23 [23]. The optimisation of brightness
in SPS devices is therefore an active research field of interest to the development of
quantum computers. This thesis is among the works which deal with the maximisation
2Emited here is taken to mean “into channels resulting in the extraction of the photon”; a created
photon which couples into a loss channel is not thought to be “emited” in this context.
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of SPS device efficiency.
It is also necessary that the photons emitted are completely indistinguishable. It
was discovered in the late 1980s that photons cannot give rise to a fully distructive
interference unless they’re in the exact same mode. This was first noticed when two
photons incident on a 50%/50% beam splitter at the same time display “bunching” -
both photons exit through the same port every time., due to the Bose-Einstein statistics
of the photons [24][25]. This effect is avoided if the photons are truly indistinguishable,
making indistinguishability of particular importance for linear quantum computing ap-
plications. What’s more, indistinguishable photons are needed for the operation of
quantum repeaters, making long distance quantum information heavily reliant on sin-
gle photon sources with a high degree of indistinguishability. While in theory a SPS can
have perfect indistinguishability of emitted photons, dephasing and further unwanted
changes originating in the system could cause photons to beome less indistinguishable,
and as such this is an important factor in SPS device design.
Quantum information theory relies on testing the states of photons. There is a non-
zero probability that a photon in one state can successfully identify as another when
probed, depending on the closeness of the states in Hilbert space. This unwanted effect
is quantified by the system’s fidelity, a metric which quantifies how close two states are
first defined in 1993 [26]. Another important factor in QIT is the measure of the purity
of a normalised quantum state, a measure of how “mixed” a state is. It is defined as
γ ≡tr(ρ2), where ρ is the density matrix of the state, and can be thought of as the
degree to which the density operator can be described with only one term [27].
With the methods used in this thesis, it is only possible to accurately model the
device brightness, and as such the other metrics while important to the field, are not
of relevance to this text.
2.1.2 Quantum Dots
Quantum dots are devices comprised of two types of slightly different semiconductor. By
suspending a small volume3 of a low band gap semiconductor in a high band gap semi-
conductor, a quantum well with discrete atom-like transition levels is created. Common
dielectrics used in quantum dots are InAs and GaAs, where the dots can be epitaxially
self-assembled under Stranski-Krastanov growth[28].
It can be shown that the Hamiltonian of the quantum dot system can be expressed
as
3On the order of ≈ few nm across
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Figure 2.1: An illustration of the single photon emission process within a quantum dot. The
wetting layer (see end of section 2.1) is not shown.



























where e stands for electron, h for hole, and c for the Coulomb interaction[29]. Be-
cause there are many quantum dots within the wetting layer, we model V (~r) as harmonic
in the x-z plane, and an infinite potential well in the y direction such that we can define
it as






2 + z2) for y ≤ L
∞ for y > L
(2.8)
where meff corresponds to meff,e in Ve and to meff,h in Vh. The Hamiltonian
therefore has energy levels
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where V (x, y, z) is represented in Eq.(2.8), and nx, nz ∈ N0 while ny ∈ Z+.
In Eq.(2.9), the first term corresponds to harmonic oscillators in the x and z direc-
tions; the second describes the infinite potential well in the y direction. To include the
Coulomb interaction to this expression, we use pertubation theory[30] to obtain






where |i〉 denotes the excited non-pertubated eigenstates, with corresponding eigenen-
ergies Ei.
As such, upon an external excitation, which can be electrical or optical, an electron
is excited from the valence to the conduction band of the dielectric in which the quan-
tum dot exists. The Coulomb interaction can be sufficiently high such that the electron
and hole pair form the bound exciton state. The potential well in the QD is deeper than
the surrounding volume, and the exciton is localised to this well as it non-radiatively de-
generates, before a photon is emitted as the result of the s-, p-, or higher transitions [29].
In epitaxial quantum dots grown with the Stranski-Krastanov process, differences
in the crystal lattices of InAs and GaAs cause strain i.e. elastic energy at the boundary.
As atoms get layered onto the structure, there’s an increase in the elastic energy which
eventually results in the formation of separated clusters (the quantum dots themselves)
linked only by a thin layer of atoms near the base of the InAs islands. This thin
film which connects the quantum dots is the wetting layer, which emits photons at a
wavelength distinct from the dots and, due to an increase in the confining potential
width, reduces the energy gap between the hole state and confined electron state [31].
2.2 Cavity Quantum Electrodynamics (QED)
While quantum dots are very attractive single photon sources, extracting emitted pho-
tons requires some form of resonant cavity to enchance emission a desired direction
while supression emission into loss channels. However, by placing the emitter in an
optical resonant cavity, we expose it to the surrounding E field within the structue; the
changes brought on by the interaction between the emitter and field need to be taken
into consideration as it affects both the directionality and rate of emission4.
4The speed of an emitter is also an important feature; however, it’s not within the relevance of this
thesis.
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2.2.1 Emitter-Cavity Coupling
By treating the emitter as a two level system (with ground and excited states |g〉 and
|e〉) which is close to resonance with a fundamental optical cavity it’s located in, we can
expressed the Hamiltonian of the coupled source-cavity system as
H = HE +HF +HInt (2.12)
where HE and HF are the emitter and field Hamiltonians, while HInt represents
the interaction between the emitter and cavity field. While a full treatment of this
Hamiltonian, called the Jaynes-Cummings Hamiltonian, is outside of the scope of this
thesis (See Appendix A), it is enough to understand that HInt depends on the emitter-
field coupling parameter g(~rE) (where ~rE is the position vector of the emitter), which
can be described by
g(~rE) = g0ψ(~rE) cos(ζ) (2.13)
The coupling parameter g(~rE) consists of the Rabi frequency g0 ∝
√
~ω/VMode,
meaning that higher-order transitions and more spatially confined fields result in stronger
coupling. There’s also the position dependent parameter ψ(~rE) = E(~rE)/E(~rM ) (where
~rM is the position where |E| is at maximum) which shows that for optimal coupling, the
source should be placed at the peak of the E-field. Finally, the polarization dependent
part cos(ζ) depends on the angle between the dipole moment of a transition and the
direction of the E-field at the source, showing that in the optimal case the two vectors
are aligned. These conclusions are relevant to the placement and orientation of the
dipole source used in this thesis as described in section 3.3.2.
It can be shown that the eigenfrequencies of the coupled emitter-field system have
eigenenergies





+ ~2|g|2(n+ 1) (2.14)
where the atom-cavity detuning is represented by δ = ν − ω, and ν is the atom
mode-, whereas ω is the cavity mode frequency. Setting the ground state for the field












An inevitability in optical resonators is the existence of loss channels. This is usu-
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ally spontaneous emission into non-emissive modes5 or decay without radiation, such
as absorption due to the presence of a metallic material. Emission into lossy channels
is labeled γ, and the cavity field decay rate is κ.
The conventional way to represent losses is to introduce a complex component to
the mode frequencies such that
ν ′ = ν − iγ
ω′ = ω − iκ
(2.16)













such that Re(ω±) is the eigenmode frequencies, while Im(ω±) represents the damp-
ing, i.e. loss [32]. At this point, we recognise two regimes:
 Strong coupling: also known as the high Q-factor regime, this corresponds to a
coupling strengh g comparatively larger than losses such that g > κ2 and κ >> γ.
Such devices are not of particular relevance to this text.
 Weak coupling: also known as the low Q-factor regime, reflects conditions re-
sulting in domination of the cavity field decay such that κ2 >> g >> γ. This has
been further expanded on below.
Weak coupling and Purcell enchancement
We begin by considering a weak interaction between the emitter and the cavity field in
a system with little detuning, meaning δ = 0. Remembering that in the weakly coupled
regime, κ2 >> g >> γ, we note that Eq.(2.17) ends up with a square root of a negative
expression. This can be interpreted as both eigenstates being at the same frequency ω
due to having the same real part, but experiencing different damping. To understand






















What Eq.(2.18) tells us is that in the weak coupling regime we observe two eigen-
states, both at the same frequency ω; however, each experiences a different decay rate.
The mode which experiences changes due to the cavity as seen by the presence of the
5Either into non-cavity modes, or non-emissive directions within the cavity mode
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coupling parameter g is called the cavity mode. The other mode is uncoupled to the
cavity, and is called the vacuum mode, as the emission is neither enhanced nor eas-
ily extractable. We observe the emitter damping to have a corresponding decay rate
ΓCavity =
2|g|2
κ , and the vacuum decay ΓV acuum = 2κ. This is effectively the result of
the emitter “seeing” the cavity and having its spontaneous emission rate increased by
the cavity presence; this is called the Purcell effect, named after Edward Mills Purcell
who first explained the effect in his 1946 seminal paper[33].








We are interested in the maximum value of F . Refering to the expression for g in
Eq.(2.13), we recognise the maxima in F happens when the emitter is spatially located
at the cavity field maximum, and spectrally on resonance with the cavity. With some










Here, VMode expresses the spatial volume of the resonator cavity and shows that
the more spatially confined around the source the cavity is, the stronger the Purcell
enhancement is. The Q in the expression stands for the quality factor, or Q-factor,
which is defined as the ratio of stored energy in the resonator to the energy dissipated
per field oscillation period; essentially, how quickly the resonator energy leaves the




where ∆λ is the resonance full with at half maximum. The dependence of FP on
the Q-factor suggests that the longer a field is confined around the source, the stronger
the resulting emission enhancement.
2.2.2 Cavity Quantum Electrodynamics
Because only one of the decay channels experiences an increased decay rate, the Purcell
effect results in dominance of the cavity mode. This, as well as providing an increased
spotaneous emission rate into the cavity, also results in a preferred decay direction,
depending on the geometry of the cavity and emitter system; a visual aid with some
helpful symbols has been presented in Fig. 2.2.
The spontaneous emission into a vaccum mode with a decay rate ΓV acuum corre-
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Figure 2.2: The cavity and emission geometry of (a) an atomic single photon source; (b) an
optical micropillar.
sponds to emission within a solid angle ΩV . Similarly, the Purcell-enhanced decay into
the cavity mode occurs within a solid angle ΩC , which an effect of the spatial con-
finement/distribution of the cavity mode [34]. The preferential decay into the vacuum
mode therefore also results in a preferred direction of the emission and is a further rea-
son6 why quantum dots are coupled to optical resonators. This preference in emission is




ΓCavity + ΓV acuum
(2.22)
It is important to note that while β correlates to the likelihood of decaying into the
cavity mode, the ratio at which increased enhancement translates to increased active
coupling to the cavity (essentially dFPdβ ) depends on the relative sizes of the cavity and
vacuum solid angles, ΩC and ΩV respectively. The reason for this is subtle and lies
in what the Q-factor represents, which is the total decay rate of the field regardless of
direction. Therefore, increasing the Q-factor results in a decrease of the energy decay κ
which affects both ΓCavity and ΓV acuum as seen in Eq.(2.18); however, these changes are
not equal and the difference between ∆ΓCavity/∆κ and ∆ΓV acuum/∆κ depends on the
relative size of ΩC . This suggests that not all cavities have the same “Purcell factor to
active coupling” efficiency and that for different values of ΩC/ΩV , the
dFP
dβ rate can vary.
6The other being the increased single photon generation rate, or emitter speed.
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This also implies that models which may be applicable to one type of cavity might
not be accurate to another one with a significantly different ΩC/ΩV ratio. Cavities
based on atomic emitters, as shown in Fig. 2.2(a) have very small cavity solid angles,
such that ΩC  ΩV . This leads to the estimation that ΩV ≈ 4π, so the active coupling





For clarity, in this thesis I use a ∗ symbol to differentiate between the β-factor as
calculated by Eq.(2.22) and the Purcell-factor based estimation provided by Eq.(2.23).
This is because the accuracy of β∗ relies on the assumption that ΩV ≈ 4π, and as I
show later in Chapter 6, this is not the case for micropillars cavities. This is because
micropillars have significantly larger cavity solid angles ΩC due to the lateral confine-
ment provided by the radial interface of the high refractive index dielectrics and low
refractive index air/vacuum. Unlike atoms, the vacuum solid angle cannot be approx-
imated as 4π and as such, the β∗ approximation is not an appropriate model of the
active coupling parameter β.
What this suggests is that a larger ΩC results in a lower FP required to get the
same β-factor, meaning that because micropillars have a large cavity solid angle (larger
emission angle), less enhancement is required to achieve emission in the desired direc-
tion. One way to think about this is that the micropillar cavity is a “larger target”
than an atomic one, and therefore it takes less “effort” to hit the target. This is of im-
portance because unlike the expression for β∗ (Eq.(2.23)) suggests, high β-factors can
be achieved in miicropillars with low Purcell factors FP , meaning that high brightness
low-Q micropillars could potentially be plausible.
2.3 Optical Tamm states
2.3.1 Surface Plasmon Polaritons (SPPs)
To understand the differences between Tamm plasmons and other similar surface-bound
states, we must first discuss a type of electromagnetic wave called surface plasmon po-
laritons (SPPs). We start by picturing a boundary between a semi-infinite conductor
and dielectric. An incoming electromagnetic field could couple to the conductor’s elec-
tron plasma (under certain conditions discussed below), resulting in an electromagnetic
wave propagating along this interface, confined in the boundary plane such that the
field decays evanescently into both dielectric and conductive materials (pictured below
in Fig. 2.3(b)).
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We begin by considering the wave equation
















One trick that we can use is to solve this equation for each material of constant
ε; what’s more, we assume a harmonic solution7 such that ~E(~r, t) = ~E(~r)e−iωt. This
has brought us to the Heimholtz equation for a wave propagating in vacuum with wave
vector k0 = ωc
−1, which is
∇2 ~E + k20ε ~E = 0 (2.26)
It is convenient to the remainder of this thesis that we label the direction of prop-
agation as the y axis; in other words, planar boundaries between media lie in the X-Z
plane, and are perpendicular to the y axis. We can therefore apply Eq.(2.26) to the







~E = 0 (2.27)
where the propagation constant is β = ky.
It can be shown that for a wave which is harmonic in the time domain, provided
that the media are homogenous in the x direction, only two sets of solutions emerge
[35]. The first of these corresponds to a transverse electric (TE) mode, also known as
an s-mode, such that the only component of E is Ex while H is made up of Hy and
Hz; the second is a transverse magnetic (TM) mode, also known as a p-mode, where
the only component of H is Hx, while E is composed of Ey, Ez. The wave equations














Hx = 0 (TM-vave) (2.29)
We can then define keff ≡
√
k20ε− β2. To understand the propagation completely,
we must also consider the propagation of the energy in the medium, given by the
7Harmonic in time, that is.
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Poynting vector ~S = ~E × ~H. More accurately, we look at the time-averaged Poynting
vector component in the direction of propagation (normal to the medium X-Z planar














 Positive (β2 < k20ε ): A real solution exists to the wave, resulting in a positive
real part of Eq.(2.30);
 Zero (β2 = k20ε ): There is no propagation of the field in the medium. This case
usually corresponds to total internal reflection at a boundary between two media,
with no solutions corresponding to no transmission at the edge;
 Negative (β2 > k20ε) : This results in an imaginary wavevector for the wave,
resulting in an evanescent wave. It’s important to note that Re(〈~S〉) = 0, implying
no propagation of energy within the medium.
In this thesis we will be dealing with the case where β is high enough such that
only evanescent solutions persist in the medium. If we imagine a boundary between
two such media where the field decays in both directions normal to the boundary, then
we have pictured an electromagnetic wave that can propagate only along the interface8.
Surface plasmon polaritons are this type of a surface wave excitation arising at the
boundary between a dielectric and a metal. We define a metal such that Re(εmetal) < 1,
meaning that the dielectric function εmetal(ω) has a non-zero imaginary part. The mode
is therefore “bound” to the surface by the negative electric permittivity in the metal,
and total internal reflection in the dielectric layer. Next, we examine the dispersion
relation at this boundary in the case of TE and TM waves.
TE waves














8The Poynting vector components normal to the surface have no real part.
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for the dielectric corresponding to y < 0. Applying boundary continuity conditions
on Ey and Hx results in the condition
A2(k1 + k2) = 0 (2.37)
It is important to note that in the coordinate system defined here, surface con-
finement requires the real parts of the wavevectors to be positive. Therefore, the only
solution to this condition is given by A2 = 0 = A1. As such, we can conclude that
conventional9 SPPs cannot exist for TE polarization.
TM waves
























This time, we apply boundary continuity of Hz and εiEy at the interface, which
results in A1 = A2, implying
9It is discussed later in this text that Tamm plasmon surface states can in fact be excited with both
TE and TM radiation.






We then substitute the values of k1,2 in this relationship by remembering that k
2
i =






where the dielectric permittivity is εd, and the metal one εm. It is the latter one
which is of interest to us at the moment; to examine the dispersion relation closer, we





Since we’re interested in only Re(β), we get the real part of εm as




The dispersion relation of a SPP for several situations has been shown in Fig. 2.3(a).
It’s important to observe that without the aid of coupling techniques, it is impossible for
a propagating field to couple into the surface plasmon mode, since the dispersion curve
of the SPP mode lies outside the light cone. While real solutions do exist for ω > ωp,
this is not the surface mode, but rather the region of transparency for the metal. This
makes sense if we think of it in the following way: the SPP is a non-radiating mode,
since Re(〈~S〉) = 0, and therefore it cannot be excited by a radiating mode; this includes
by a propagating field since the propagating field has Re(〈~S〉) 6= 0. As such, the only
mode that can be excited within the light cone are radiating modes at ω > ωp, but
these are not confined to the surface and as such are of no interest to us.
One way to do this is to match the momentum of the incoming p-wave to the one
of the SPP with the use of a transmissive medium such that ε2 > ε1. The result is an
increase in the wavenumber of the incoming light such that coupling can be achieved at
the appropriate angle and frequency. This can be done in either the Otto configuration,
where a prism is placed near a metal film such that the evanescent wave resulting from
TIR can excite the SPP, or the much more common Kretschmann configuration, where
the metal film is deposited on the prism such that the SPP forms on the outer edge of
the metal [37], which has been illustrated in Fig. 2.3(c). Another possible method is to
use a diffraction grating to increase the momentum of incident light in order to couple
to the higher momentum SPPs [38]; however, examining any of these past the point of
mention is out of the scope of this thesis.
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Figure 2.3: (a) The dispersion of a surface plasmon polariton between a Drude metal with
negligible collision frequency and a material with εd = 1 (navy blue), or εd = 3.5 (cyan). The
light lines are presented as well, showing the impossibility of exciting SPP modes without the
use of a coupling mechanism, such as the Kretschmann configuration in this figure; (b) The
propagation of a SPP, with evanescent decay in each direction normal to the surface; (c) An
illustration of the Kretschmann configuration, where a metal film is deposited on a dielectric
prism. The incoming wave is refracted in the prism due to ε2 > ε1, giving it momentum in the
surface plane. The evanescent component of the TIR wave is coupled to the SPP, shown as a
sinusoid in the metal film.
2.3.2 Bloch Surface Waves (BSWs)
Before I discuss Tamm plasmons, we must first understand why how the properties of
TPs differ from the properties of SPPs established in the previous section. To do so,
we must talk about Bloch waves in periodic layered media and why the stop band of
1-dimensional photonic crystals is of importance to us.
We begin by considering a one dimensional periodic medium made up of 2 alternat-
ing dielectric layers. Defining d1 and d2 as the thicknesses of each dielectric such that
the period is given by L = d1 +d2, we can describe the refractive index of the structure
as
n(y) =
n1 for 0 < y < d1n2 for d1 < y < L (2.48)
with a periodicity of the structure described by
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n(y + L) = n(y) (2.49)
where n1 and n2 are the refractive indices of each layer. A visual representation of
the structure can be seen in Fig. 2.4.
Figure 2.4: A periodic layered structure formed by alternating layers of thickness d1 and d2,
infinite in the y direction. The period of the structure is labeled as L.
The motion of electrons in crystal solids can be used to model the propagation of
electromagnetic waves in such layered media; in fact, the Kronig-Penney formulation
used is mathematically identical to the one applicable to our case [39]. We can there-
fore describe E(y, z) by applying the Floquet theorem, leaving us with wave equation
solutions
EK(y, z) = EK(y)e
−iβze−iKy (2.50)
where the periodicity of E mirrors that of n such that
EK(y + L) = EK(y) (2.51)
The Bloch waves resulting in the media depend on the Bloch wave number K.
Considering the E field within each layer to be a sum of incident and reflected plane
waves, the transfer matrix method described in Chapter 3 can be used to determine
K and EK(y)[36]. In the context of this thesis, we are interested primarily in the
dispersion relation for the Bloch wavefunction, given by
cos(L×K(β, ω)) = T11 + T22
2
(2.52)
where T11 and T22 correspond to elements in the transfer matrix of the system. For
transverse electric waves, these are given by


































































The component of the wave vector in the z-direction is given by β, such that the ky






where i = 1, 2. Using these expressions, we can work out the dispersion relation
for TE and TM waves for a periodic structure similar to the one used in this thesis;
therefore, the dispersion relation for a GaAs (n1 ≈ 3.4) and AlAs (n2 ≈ 2.9) of respective
thicknesses d1 = 95 nm and d2 = 110 nm has been presented in Fig. 2.5. It can be
noted in Fig. 2.5(b) that the forbidden bands disappear at β = ωc n1 sin(θB), where θB
is the Brewster angle at which the incident and reflected waves are uncoupled.
Figure 2.5: The dispersion relation for (a) TE, and (b) TM waves for a GaAs/AlAs periodic
structure. The black regions corresponding to |T11 + T22| > 2 result in disallowed bands with
evanescent solutions for E, while the coloured regions correspond to |T11 + T22| < 2 result in
real solutions.
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It is the existence of the forbidden bands which is the property of most interest to
us. An incident plane wave within the forbidden band generates a Bloch wave in the
medium; as such, the wave cannot propagate in the dielectric structure as the Poynting
vector component normal to the surfaces is 0. This means that a high reflectivity
value is expected for waves within the forbidden bands. It can be shown [36] that the








where KL is a complex number, in that
KL = mπ + iKiL (2.59)
We see that for large N , R→ 1, which makes this type of one dimensional photonic
crystal, called a distributed Bragg reflector (DBR), a tunable reflective element without
limits on material properties. The use of DBRs as lossless waveguides in photonic
structures is particularly popular due to the tunability of the band gap, determined by
the choice of each layer thickness and refractive index (material). It can be shown that
the band gap properties (for normal incidence, for simplicity) are determined by










where λgap is the centre wavelength, and ∆λgap the bandwidth of the “stop band”.
For GaAs and AlAs, the reflectivity at normal incidence as a function of wavelength
has been presented in Fig. 2.6 for various structures with different numbers of DBR
pairs.
Semi-infinite DBR
The Bloch waves in this structure have imaginary wavevectors, cannot propagate, and
are evanescent. Up until this point, we have considered the periodic lattice to be infinite
along the y axis; we must now consider the case where the DBR is terminated by a
boundary. We therefore assume that the structure is terminated by a dielectric layer
such that the refractive index structure can be described by
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Figure 2.6: The reflectivity of the GaAs/AlAs distributed Bragg reflector used in the design of
the optical cavities examined in this thesis. Each colour represents a different amount of DBR
pairs, with the total number of layers is double the number in the figure legend. This has been
calculated with the Transfer Matrix Method (TMM) discussed in Chapter 3.
n(y) =

n0 y ≤ 0
n1 0 < 0 ≤ d1
n2 d1 < y ≤ L
(2.62)
with a periodicity described by
n(y + L) = n(y) (2.63)
for y ≥ 0. This can be seen in Fig. 2.7.
Figure 2.7: A representation of the termination of the (previously) infinite DBR with a di-
electric of refractive index n0 (as opposed to the n1 and n2 that form the periodic part of the
structure).
The previous assumption that the DBR is infinite meant that waves with complex
K are not allowed due to the boundary condition that the wave must decay fully as
|y| → ∞. The existence of a dielectric boundary to the semi-infinite DBR removes this
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requirement, allowing K to take complex values. This results in exponentially damped
solutions which now can exist within the forbidden energy bands [40].
We know the E field in the DBR part of the structure can be described as a Bloch
wave, and solving the wave equation Eq.(2.27) gives the E field in the structure,
E(y) =







In discussing boundary conditions, we observe that the Bloch wave dispersion rela-
tion in Eq.(2.52) originates from the Bloch wave eigenvalue function [40]
T ~E = e−iKL ~E (2.65)
where T is the transfer matrix of the DBR. It can be shown [36] that the eigenvector












The reason we must consider this is that while applying the boundary condition that
a surface state must be a decaying solution results in B = 0, applying the continuity
equations on the tangential components of E and H leaves us with a set of equations
A = v0 + w0 (2.67)
−ikA = −ik1(v0 + w0) (2.68)
The dispersion relation can therefore be shown to be
k = −k1
e−iKL − T11 − T12
e−iKL − T11 + T12
(2.69)
This is a description of Bloch surface waves [41]. The BSW modes are non-radiating,
meaning that they transmit no power normal to the surface of the interface; the neces-
sity of matching with an explonentially decaying Bloch envelope means that the wave
within the terminating (n0) medium must also be evanescent. Strong parallelism exists
between BSWs and localised electronic surface states at crystaline solid boundaries,
with the first optical version proposed in the 60s by Kossel [42], and experimental con-
firmation in DBRs in the late 70s [43].
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Similarly to SPPs, BSWs are confined to the interface between the dielectric and
the DBR because the tangential wavevector is greater than the light line, resulting in no
coupling to propagating modes. As such, BSW excitation requires coupling techniques.
An important distinction exists between SPPs and BSWs, in that SPPs can only be
exctied with TM waves, whereas BSWs can arise with either TE or TM polarised light.
To understand why this is, we remember the boundary conditions on the tangential















This forces a change in the electric permittivity in order to satisfy the derivative
swap change imposed by the BCs for TM waves, whereas a change in magnetic per-
meability is needed for TE waves. However, it can be shown that for an oscillating
solution within a decaying envelope, BSWs can have a positive derivative within each
DBR pair while still experiencing exponential decay within the overall structure [44].
As such, under certain conditions the BCs sign change can be met without the need for
a sign change in either permittivity or permeability. Effectively, the DBR structure can
fulfil the role of a negative permittivity (NP) or negative magnetic permeability (NMP)
material [45] such that both TE and TM polarisations of BSW can be excited, without
the actual use of any materials other than dielectrics where εi, µi > 0.
When the first layer in the lattice (the n1 layer sharing a boundary with the n0 one)
is no longer the same size as the other periodic layers, but has a thickness d′1 < d1,
the field is changed such that the BSW wavelength changes. The most reliable method
to determine the eigenfrequencies is impedance matching. Impedance is defined as the
ratio of the tangential components of the E and H field such that ζ = EtHt , with the
surface states bound by the condition [46][47]
ζL + ζR = 0 (2.72)
where L and R label regions left and right of the y=0 boundary between the ter-
minating layer and the DBR. This is a particularly helpful technique as it allows us
to match two separate impedances rather than have to work out and match the fields
themselves.
It should be noted that Bloch waves have a changing impedance, periodically cycling
between ±i∞ with zeros/infinities occuring at extrema of the E and H fields within the
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Bloch wave amplitude (as opposed to envelope)[44]. The impedance in the DBR of
waves at TIR must be purely imaginary as the material is of a positive ε and µ. It can
therefore be concluded that there must be some wavelength within the stop band where
the impedances will match and produce a Bloch surface wave. The impedance of the
semi-infinite DBR can be varied by changing the d′1 parameter, effectively allowing for
a precise choice of BSW frequency within the stop band.
The appearance and photonic properties of Bloch surface waves between a non-
infinite terminating layer and a Bragg reflector, including the impedance matching
method, are of interest to us; particularly we want to consider the plasmonic effects of
introducing a metallic surface to terminate the DBR, as has been done in the following
section.
2.3.3 Confined Tamm Plasmons (CTPs)
We have shown that while surface plasmon polaritons are bound by TIR within the
metal-dielectric boundary, they require coupling devices such as gratings or the intro-
duction of dielectric prisms to match the momentum of the incident waves to the SPP
mode and can only be excited by TM waves. Periodically layered media terminated
by a dielectric results in Bloch surface waves which can be excited by both TE and
TM waves, but still require coupling devices due to having dispersion curves outside
the light cone. In this section, I build on the existing discussion to address one of the
core concept in this thesis, which is the existence of optical Tamm states, called Tamm
Plasmons, at the boundary between a metal and a DBR.
These states are analogous to electronic states within crystals forbidden bands, pro-
vided that the crystal is terminated by a boundary, first proposed by Igor Tamm in
1933 [48]. The same method has been used to propose the existence of optical states in
the stop band at the surface of photonic crystals. Analogously to the electronic Tamm
States, a nomenclature of “Tamm plasmon-polaritons” has been proposed [4], with the
shorter Tamm plasmons (TPs) also used.
In this text, I will use “Tamm plasmons10” as nomenclature when discussing the
optical surface states excited between a metal and a DBR. These states, much like
SPPs, excite the metal below the plasma frequency, meaning that the modes are non
propagating in directions normal to the metal surface. Furthermore, confinement in the
metal arises due to the negative permittivity, resulting in evanescent solutions with no
Poynting vector component normal to the surface. The crucial difference comes in the
confinement in the dielectric layer; while the wave is confined to the metal-dielectric
10The term “Tamm modes” might appear with the same meaning.
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surface due to TIR in SPPs, Tamm plasmons are confined due to the photonic stop
band of the DBR. As deliberated further below, this means that no additional coupling
methods are needed to excite the mode as the dispersion curve lies within the light cone
[4](See Fig. 2.8(c) [49]). Furthermore, Tamm plasmons can be TM or TE polarised, as
they can be excited by the TE or TM polarised Bloch surface waves.
To explain the properties of Tamm plasmons, we follow the process outlined in [4]
by considering a 1-dimensional structure along the y axis where a metallic layer of
thickness dm and complex refractive index nm is deposited on a DBR such that the
higher refractive index dielectric forms the metal-dielectric boundary; this layer is of
importance because it plays a role in determining the eigenfrequencies of the BSW as
discussed in the previous section. From this point on I will refer to this as the spacer
layer, to agree with labeling used in preceeding research on Tamm plasmons[50]. A
diagram of such a dielectric DBR-metal structure, reffered to as “Tamm plasmon struc-
tures”11 for convenience, has been shown in Fig. 2.8(d); not pictured in the figure is
the n1 substrate on which the DBR is built.
The layers in the DBR have been chosen such that di =
λB
4ni
where i = 1, 2, and λB
is the centre of the photonic stop band, the Bragg wavelength. The eigenfrequencies of
the system are obtained with the impedance matching method, which can be re-written
in the case for a boundary between a DBR an an NM (or NMP) material, imagined as
another DBR, as
rLrR = 1 (2.73)
















Applying this to the TP structure, we get the Tamm plasmon condition
rmrDBR = 1 (2.76)
Where rDBR has been labeled as “DBR” for convenience, but in reality means the
reflection coefficient of the photonic crystal made up of the spacer layer and the DBR
11Meaning structures, like the one described here, which support Tamm plasmon excitation
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Figure 2.8: (a) The reflectivity for a bare photonic crystal (without metal deposited on the
spacer), and one for the Tamm mode (with metal deposited). Calculated using the transfer
matrix method for a structure of 19.5x pairs GaAs/AlAs DBR, ds = 65nm, and dm = 16nm.
It can be seen that the incident wave is reflected strongly for frequencies within the stop band
without the metal layer, and couples into the optical Tamm state where the reflectivity dips
to near 0; (b) The refractive index structure and E,H fields within the Tamm structure (n.b.
semi-infinite metallic layer) reveal the oscillating Bloch wave within a larger decay envelope,
obtained with the transfer matrix method. The source is positioned at the largest peak in E, at
the boundary between the GaAs spacer layer and the first AlAs layer of the DBR, near the 1.1
µm mark ; (c) Figure from [49] - Measured and calculated dispersion relations for Tamm modes
excited at the interface between Ag and ZnO/Al2O3 DBR. The parabolic dispersion curve with
real solutions within the light cone below the metal plasma frequency are why Tamm plasmons
require no additional coupling elements; (d) An illustration of a one dimensional Tamm plasmon
structure. The layers, along with their refractive indices and respective depths, have been labeled.
underneath. The eigenfrequency can then be controlled by varying the reflection coef-
ficients of the metal and spacer, as long as this results in a frequency within the DBR
stop band - this is important as the negative permittivity emulated by the stopband is
needed.
The metal reflection coefficient can be estimated using the Drude model, which as-
sumes classically kinetic behaviour of electrons within the metal, with electrons bounc-
ing from the larger ions in series of collisions. Assuming a small collision rate and
ω2 << ω2p, we can estimate the refractive index of metal such that




While the Drude model fails to account for long range interactions between charged
particles, and makes a classical ideal gas assumption for the movement of free electrons,
it’s accurate enough to be used to show that for a sufficient number of DBR pairs, we
can use the transfer matrix method to obtain values of rDBR [36] depending on whether
n1 > n2 or not; these values are




















Comparing these, it can be seen that rm has a negative sign, corresponding with
a negative phase change. In order to match this on the other side of the boundary,
rDBM must also cause a negative phase change, which is why the metal-spacer interface
must be formed by the dielectric with the higher refractive index (of the two dielectrics
that form the DBR). Conversely, for excitation above the metal plasma frequency, i.e.
the transparency regime, it is necessary for n2 > n1, as rm takes on a positive sign,
corresponding to a phase shift of 0 for reflected waves.
The condition laid out in Eq.(2.76) is central to this thesis; it can be seen that
variations in either metal or spacer layer can be used to change the eigenfrequency of
the TP mode [51][49]. Changes in ds
12 have a larger effect on rDBR than changes in dm
have on rm; nevertheless, as two parameters play a role in λTP (which represents the
central wavelength of the Tamm plasmon mode), there are many different combinations
of ds and dm which will result in the same λTP . This is of importance and is further
explained in Chapter 4.
Confined Tamm Plasmons (CTPs)
To translate this into a three-dimensional model, we must introduce confinement along
the surface boundaries. In reality, the materials will not be infinite in the x,z directions,
which is particularly of interest for the metal layer, where changing the geometry from
a semi-infinite planar layer to one that terminates laterally; this is usually in the form
of a disc of some radius rm such that a cylindrical symmetry in the physical makeup of
the Tamm structure exist around a central axis, which has been labeled as the y axis
in this thesis.
12The labelling convenience in this thesis is that ds represents the spacer layer thickness, while dm is
the metal layer thickness.
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The introduction of a radial boundary within the metal layer creates confinement
of the Tamm mode due to the inability for the mode to couple onto the non-metalic
boundary between the spacer layer; Bloch surface waves on the non-metallic boundary
require coupling methods and as such cannot be excited. Therefore, the Tamm mode
can propagate only along the circular metal-spacer boundary, i.e. is confined. As such,
these modes are called confined Tamm plasmons (CTPs). A note on nomenclature: in
this text, I use the term Tamm plasmon (TP) to discuss the 1-D semi-infinite case,
whereas the term confined Tamm plasmon (CTP) is used to denote the Tamm mode
in a laterally confined metal layer. It is important to make this distinction because as
can be seen in Fig. 2.9(a)(c), significant changes to the eigenmodes of the Tamm mode
are observed when the disc diameter is below 2.5 µm.
Figure 2.9: (a) Recreated from [52] - Spectral detuning between the first and fundamental
modes as a function of disc diameter, where open circles are experimental data and lines are
calculations. The black line corresponds to the right axis, labelling the calculated spectral position
of the CTP mode. (b) Figure from [50] - The fundamental CTP modes as a function of diameter
for a dAu = 25nm,ds = 75nm. Overlapping with higher-order modes, particularly between 5 and
7 µm, result in more than one possible mode to be identified. Therefore, square and triangle
symbols show the two lowest-energy modes identified for disc diameters between 5 and 7 µm.
The dashed red line is an exponential fit to only the data points outside these diameters. A
diagram of the laterally confined E-field has been inserted as well.
In this thesis the effects of changing the diameter (and therefore confinement) are
not of relevance; The exact parameters of the CTP structures examined, including the
disc diameter, are based on previous research on GaAs/AlAs CTP structures at O band
telecomms wavelengths and have been elaborated further on in Chapter 3.
Changes in temperature would affect the emitter by slightly changing the size of the
components (notably the DBR layers), as well as the refractive index of materials. For
the purpose of this thesis, the temperature has been assumed to be room temperature
(300 K), as the exact refractive index or thickness values are not what’s examined, but
rather how their change affects the device performance.
Methods
3.1 Overview
Computer modelling is an extremely useful tool for researching the behaviour of EM
waves through various photonic structures. Research involving the investigation of
changes in EM behaviour over some structural parameter particularly relies on nu-
merical modelling techniques to save a considerable amount of material and human
resources in physical sample fabrication and subsequent experiments. Simulations are
particularly necessary if certain structural parameters are unknown and/or difficult to
analytically model, possibly rendering sample fabrication impossible.
For the purposes of this thesis, two methods are used to model the behaviour of EM
waves: a one dimensional approximation of the Fresnel coefficients of the system us-
ing the transfer matrix method (TMM), and a three-dimensional solution of Maxwell’s
equations through the volume of the structure for a given time and frequency domain
using the finite-difference time-domain (FDTD) method.
This chapter begins with a derivation of the fundamentals of the transfer matrix
method. After an initial formulation for a single dielectric layer between two semi-
infinite media for both transverse electric (s-) and transverse magnetic (p-) waves, the
method is expanded for a general case of N layers, each of varying thickness and refrac-
tive index.
My explanation of the FDTD method starts with a brief discussion of the origins
of the FDTD method, as well as some of its strengths and weaknesses as an accurate
numerical analysis technique. This is followed by a presentation on the main princi-
ples behind the central finite difference approximation, as well as the space- and time-
staggered cells first proposed by Kane Yee in 1966 [53]. I have made an argument that
the simulations in this thesis have been appropriately set up to accurately reflect real
EM waves (within reasonable error) by explaining some of the additional techniques
in the commercial FDTD suite used; this includes a discussion on the dipole source,
33
CHAPTER 3. METHODS 34
advanced meshing and gridding techniques, the use of perfectly matched layers (PMLs),
as well as symetrical boundary conditions.
The chapter ends with a brief explanation of the way data is gathered from the com-
putational domain by either power monitors or time monitors, and on the calculations
of the quality factor of the cavity mode.
3.2 Transfer Matrix Method (TMM)
F The calculation of reflection and transmission coefficients of structures containing
layered media using matrices first emerged in the decades following World War II [54].
While the calculation of the Fresnel transmission and reflection coefficients without
matrix formulation is possible, it is unadvisable as the algebraic expressions involved
become significantly more complicated with each additional material introduced [36].
As computers are efficient at multiplying matrices [55], TMM resolves the issue of long
algebraic expressions to a computationally low-cost probe into the R,T values of a stack
of various materials by formulating the changes in the propagating wave at each inter-
face and through each layer as 2x2 matrices such that the Fresnel coefficients can be
calculated as a product of 2x2 matrices; however, it can only be applied to 1-dimensional
esimations, limiting it’s ability to accurately model the behaviour of real electromag-
netic fields.
To understand how the transfer matrix method works, we begin by considering a
single layer placed within two semi-infinite media on each side, such that each medium
is isotropic and homogenous (Fig. 3.1). If the thickness of the middle layer is said to
be d, then the refractive index can be expressed as
n(y) =

n1 if y < 0
n2 if 0 < y < d
n3 if d < y
(3.1)
such that n1, n2, n3 correspond to each dielectric refractive index. Assuming that
the electromagnetic wave propagates along the xy plane, the electric field satisfying
Maxwell’s equations is
E = E(y)ei(ωt−βx) (3.2)
This is because the whole medium is homogenous in the x direction, and therefore
δn/δx = 0. As such, the electric field is a TE wave when E || x, or a TM wave if H ||x.
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Figure 3.1: A diagram of the dielectric structure and propagating electric fields in a dielectric
layer.
The electric field E(y) can further be expressed as a superposition of right- and




−ikyy ≡ R(y) + L(y) (3.3)
such that the constrains Cr and Cl correspond to each homogenous layer, and the
y components of the wave vector are given by ± ky. This can be written as a column







We can further define
R1 = R(0
−) R′2 = R(0
+) R2 = R(d
−) R′3 = R(d
+)
L1 = L(0
−) L′2 = L(0
+) L2 = L(d
−) L′3 = L(d
+)
(3.5)
where the left side of the boundary at y = 0 is labeled as 0−, and the right side as 0+.
The definition of d− and d+ is analogous for the interface at y = d.
There are changes in the E field as the wave propagates through the middle layer,
and at each interface. First, we consider the E field in the middle layer, where a phase






where the phase has the same magnitude φ = k2yd for each wave, but opposite sign
due to the opposite wavevectors. This can be expressed in column vector and matrix



















where P2 is the propagation matrix.




2 (and a similar relationship
for the other boundary), we have to consider the reflection and trasnmission of TE and
TM polarised waves at a dielectric boundary. Some relevant labels and definitions can
be found in Fig. 3.2. Each coloured region represents a dielectric with permittivity
εj and µj where j = 1, 2. A plane wave (wave vector k1) of frequency ω gets either
transmitted (wave vector k2) or reflected (k
′
1).
Figure 3.2: The reflection and refraction of a TE (a) and TM (b) wave. The wave propagation
is shown in blue, with the E and H fields in green and red respectively. The dielectric boundary
lies on y=0.
To obtain the boundary conditions, we construct a thin cylinder such that its flat
sides are parallel to the dielectric boundary and said boundary bisects the cylinder. We
then apply the Gauss divergence theorem∫
∇ · F dV =
∫
F · dS (3.8)
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to both sides of Maxwell’s equations
∇ ·D = σ (3.9)
∇ ·B = 0 (3.10)
To simplify, we take the limit where the height of the cylinder reaches zero such that
the surface integral reduces to an integral over the flat faces of the cylinder. Therefore,
n · (B2 −B1) = 0 (3.11)
n · (D2 −D1) = σ (3.12)
This can be rewritten into the more convenient boundary condition form
B2n = B1n D2n −D1n = σ (3.13)
such that Xjn = n · Xj, where j = 1, 2 and X represents B or D. The general








for the incident plane wave in Fig. 3.2 can be expressed as a sum of the incident




1·r)eiωt, x < 0
(E2e
−ik2·r + E′2e
−ik′2·r)eiωt, x > 0
(3.15)





It should be noted that in Eq.(3.15), E1,2, E
′
1,2 are complex vectors; k1,2 is the wave
vector of the incoming and transmitted wave, whereas k′1,2 serve as x-z plane mirror
images of their respective counterpart.
For a TE polarised wave (s wave), E is transverse to the plane of incidence and is
as such perpendicular to the plane of incident at every point. Applying the boundary
conditions from Eq.(3.13) to Ez and Hx results in
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E1z + E
′









(E2z − E′2z) cos(θ2)
(3.17)

































, where E′2s = 0. (3.20)
Assuming that µ2 = µ1, which holds for most dielectric materials at optical wave-
lengths, we apply the boundary conditions from Eq.(3.17) to get
rs =
n1 cos θ1 − n2 cos θ2












where n1, n2 are the refractive indices of each respective medium (for a more general
form); kκy = nκ
ω
c cos θκ and κ = 1, 2, 3 (specific case in Fig. 3.1).
A TM polarised wave (p wave) is categorised by a magnetic field vector H perpen-
dicular to the plane of incidence. We examine the reflection and refraction of a TM
wave (Fig. 3.2(b)) such that we apply the boundary conditions from Eq.(3.13) to obtain
(E1p + E
′
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Dp(i) =
(

















, where E′2p = 0. (3.26)
we get1
rp =
n1 cos θ2 − n2 cos θ1
















By rearranging Eq.(3.18) and Eq.(3.24), we can express the changes in the propa-































where D1,D2,D3 are the matrices defined in Eq.(3.19) for s, and Eq.(3.25) for p
waves.
The matrices D12 ≡ D−11 D2 and D23 ≡ D
−1
2 D3 could then be thought of as trans-
mission matrices, which describe the changes in the field as it’s transmitted across a



























 for a TE wave, (3.31)
1Making the same assumptions and definitions as those in Eq.(3.22)


































 for a TM wave, (3.32)
The transmission matrices D23 are similarly expressed. By using the Fresnel trans-
mission and reflection coefficients rs, ts, rp, tp defined in Eq.(3.22),3.28, the transmission
























This is the formulation of the transfer matrix method for a single layer. We can
then extend this to a structure containing multiple homogenous isotropic media placed
between two semi-infinite media. An illustration with some useful definitions can be
seen in Fig. 3.3
Figure 3.3: An arrangement of dielectric layers. The amplitudes of the E fields has been labeled,
with Ri and Li corresponding to the wave at the boundary between the ni and n1 dielectrics; R
′
f
and L′f are similarly labeled for the boundary between the nN and nf layers.
By applying the same methodology as the single layer case in Fig. 3.1, we observe
that






















where j = 1, 2, . . . , N . The propagation matrices Pj , as well as the transmission ma-
trices Dj , Di, and Df , are defined accordingly with Eq.(3.7) and Eq.(3.33) respectively.



























This is the formulation of the transfer matrix method for any N + 2 layers. As this
allows us to calculate the amplitudes of the reflected and transmitted waves, we can











, where Lf = 0 (3.38)












Assuming that the dielectric layer i is lossless, we can obtain the reflectance R by
R = |r|2 =
∣∣∣∣M21M11
∣∣∣∣2 (3.40)
Provided the edge dielectrics refractive indices (ni, nf ) are both real, and if the










2Such that θi, θf are real
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3.3 Finite-Difference Time-Domain (FDTD) Method
The FDTD method is a powerful modelling tool which solves for E and H through the
spatial, frequency, and temporal domains [56]. While finite difference methods had been
used for modelling previously, it was Kane Yee in 1966 who first formalised a method
of using a central finite difference for Maxwell’s curl equations to calculate E,B on a
grid of staggered cuboid cells, later called Yee cells [53]. The term “FDTD” was first
used by Taflove in 1980 [57].
Because it is an explicit method for solving Maxwell’s equations, FDTD is a grow-
ingly popular tool among computational electromagnetics researchers. A particular
strength arises from the discretisation of the simulation volume into voxels, or rather
the ability to specify a material for each Yee cell such that complex structures could
be simulated without the need for complicated reformulation of integrals; limits in the
complexity of simulated structures arise from the finesse of the meshing grid. What’s
more, because it’s a time domain technique, the use of a broadband source means we
can record the time-evolution of EM waves across the whole frequency domain in one
simulation.
To understand the approximations and mechanism behind the FDTD method, we
start by representing Maxwell’s curl equations3
∂B
∂t
+∇×E = 0 (3.42)
∂D
∂t
+∇×H = J (3.43)
in a Cartesian coordinate system such that
3In an isotropic medium












































































These equations relate the changes in E with time, to changes in H across space.
A discrete spatial and temporal domain is necessary to obtain numerical solutions; as
such, a voxel mesh of Yee cells is used to approximate the FDTD computational domain.
An illustration of a Yee cell is shown in Fig. 3.4a, along with some definitions of the
electric and magnetic field components.
Figure 3.4: (a) The E and H fields in a Yee cell, such that Ex,y,z form the edges and Hx,y,z
face normals; (b) E and H components within a Yee lattice.
We perform an estimation of Maxwell’s curl equations by discretising the intergral
with a central difference approximation. To formulate this, we define i, j, k as the
position indices along the spatial axes such that ∆x, ∆y, ∆z are the dimensions of the
Yee cell, and observe that
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corresponds to Eq.(3.46) (with similar expressions for Eq.(3.44) and Eq.(3.45)), and
Etx(i+
1







































corresponds to Eq.(3.47) (with similar expressions for Eqns.(3.48, 3.49))4.
The FDTD method uses these equations to calculate the instantaneous values for
one of the fields at t = τ by using values of the other one at the previous time interval
t = τ − 12∆t. The coordinates and construction of the Yee cells is such that for a
sufficiently small voxel, the electromagnetic field does not vary considerably. This is
expressed5 as the stability criterion
√
(∆x)2 + (∆y)2 + (∆z)2 > cmax∆t (3.50)
where cmax is maximum speed of light in the simulation region. It should be noted
that even though this is a simple form of the stability criterion for a grid of identical
Yee cells, it can be extended for non-uniform meshing as well. The specific meshing
and boundary methods used in this thesis are further discussed below.
4In the case of lossy materials, these equations become more complicated, but the FDTD method
can still be applied
5For constant ε, µ
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For the purpose of this thesis, a commercially available software was used to do
FDTD simulations [9].
3.3.1 Meshing
It can be seen that we need a well refined mesh in order to accurately model structures.
This can pose a problem because it significantly increases the simulation time6. To
resolve this issue, a conformal meshing technique (CMT) available in the Lumerical
FDTD solver is used. Conformal meshing allows for subcell changes in pajermittivity,
which allows for significant increases in the Yee cell size while retaining the same sim-
ulation accuracy by using the Yu-Mittra method [58]; the result is a decrease in the
simulation time by ≈ 90%. Furthermore, the mesh is graded such that the cell dimen-
sions are a function of position; the result is a smaller mesh near interfaces such that
they’re better approximated Fig. 3.5.
Figure 3.5: A not-to-scale X-Y illustration of the conformal mesh around the metal edges. The
metal disc (yellow) serves as an anchor to the mesh, with GaAs and AlAs represented in dark
blue and green respectively. The black background serves only to contrast the orange mesh lines,
it does not mark a component in the CTP structure.
3.3.2 Dipole Source
A point-like electric dipole object is used as a source in the simulations in this thesis.
The dipole is placed either 8nm above the lower boundary of the spacer layer (for CTP),
6The time it will take for the computer to run the calculations, not to be confused with the time
domain to be simulated
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or in the middle of the cavity layer (for micropillars). This is because the application of
conformal meshing to metals7 can modify the local density of states, and it is therefore
unwise to place the source closer than ≈ few 10s of nm; furthermore, as can be seen in
Eq.(18) the emitter-cavity coupling is strongest when the source is placed at the peak
of the E-field, which is in the middle of the micropillar cavity layer (Fig. 1.1(a)).
To simulate quantum dot emission, the dipole moment needs to be oriented per-
pendicular to the growth direction [59]. Defining the y-axis as the growth direction
in this thesis, we point the dipole along the x-axis for simplicity. As such, the dipole
moment is oriented such that the z-axis is the structure-parallel dipole-perpendicular
direction, the x-axis is the structure-parallel dipole-parallel direction, and the y-axis
is the structure-perpendicular dipole-perpendicular (cavity) direction. The dipole po-
sition and orientation have been illustrated in Fig. 3.8. In the first moments of the
simulation, the point-like charge is oscillated, producing a toroidal radiation pattern
with the polarisation axis directed in a direction normal to the vertical (emission) di-
rection.
In this thesis, we want to observe the effects over a wide range of frequencies rather
than try to accurately emulate a narrow-emission quantum dot; therefore, a broadband
Gaussian is produced by an oscillating point charge acting as an electric dipole Fig.
3.6.
Figure 3.6: The normalised spectrum (as a function of wavelegnth, frequency) of the dipole used
in this thesis. Also displayed is the time signature of the signal i.e. normalised point charge
oscillations.
7More accurately, to materials with Re(ε) < 1
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3.3.3 PML Boundary
The computational domain must have some boundary as it cannot be infinite. Reflec-
tions at these surfaces could iterfere and introduce significant errors to the accuracy of
the simulation. The one most widely used is the perfectly matched layer (PML) bound-
aries [56]. Since their initial proposal by Berenger in 1994, PML boundaries have been
used due to their function to absorb incoming electromagnetic waves with minimal re-
flection [60]. The commercial solver used in this thesis uses a more advanced boundary,
known as a convolutional PML (CPML), which can better attenuate evanescent waves
[61][62]. The fundamental property of the PML is that the wave equation is formulated






where xi represents one of the three spatial coordinates x, y, z. This causes attenu-






∫ xi σ(x′i)dx′ (3.52)
An artificial σ(xi), which increases with the respective depth within the PML, is
introduced to absorb waves emitted by the structure with minimal reflection.
3.3.4 Symmetry
A further tool for reducing the computational domain significantly is the use of symme-
try. A symmetrical boundary is a 2-D plane through the coordinate system origin which
serves as a plane of symmetry for the (bisected) simulation region such that only half of
it needs to be simulated. There are two types of symmetrical boundaries, the properties
of which have been presented in Fig. 3.7, such that the symmetrical boundary is shown
in orange, and each shaded region is “removed” from the computational domain.
The presence of a symmetric BC through the middle of the computational domain
effectively reduces the volume to be simulated by a factor of 12 . As the CTP structure to
be simulated is a gold disc on top of a semi-infinite DBR and substrate, we reduce the
volume of the simulation region by 14 by placing two symmetrical boundaries through
the centre of the structure (and consequentially, the dipole). Due to the dipole orienta-
tion along the x axis, we select an antisymmetric boundary normal to the X axis, and
a symmetric boundary normal to the Z axis8. This allows for higher accuracy while
8To confirm that the appropriate symmetric BCs were chosen, a simulation of an identical structure
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Figure 3.7: An illustration of symmetric (a) or antisymmetric (b) boundary conditions. The E
and B fields are marked red and blue, respectively. The coloured regions are within the simulation
region, but not in the computational domain.
keeping computing times reasonable.
An illustration showing the symmetrical boundaries used in this thesis, as well as
the PML layers and dipole orientation, is presented in Fig. 3.8.
Figure 3.8: (a) A not-to-scale illustration of the X-Y cross section of the CTP structure used.
Several simulation objects are depicted: the 17.5x DBR pairs of GaAs and AlAs layers in green
and blue respectively; the gold disc in yellow; the PML region in orange; the dipole source
and direction with a white square and arrow, oversized for clarity; and the boundaries of the
transmission box in red. The shaded region is out of the computational domain. (b) An X-Z
plane (bird’s view) of the structure, showing the top GaAs (spacer) layer in green, gold disc
in yellow, and dipole in white. The blue and red lines show the antisymmetric and symmetric
boundaries respectively such that only the non-shaded region is simulated.
3.3.5 Materials
In this thesis we simulate emission in a GaAs/AlAs distributed Bragg reflector on a
GaAs substrate; additionally, a disc made of gold is present when examining Tamm
Plasmons; as such, fitted values for nGaAs [63], nAlAs [64], and nAu [65] are used to
accurately represent the materials used. Because we simulate the InAs QD as an os-
but without symmetry BCs present was used for comparison and was found to give the same results.
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cillating point charge, that material is not used. The completely real nGaAs, nAlAs are
shown in Fig. 3.9(a), whereas the real and imaginary components of nAu in (b).
Figure 3.9: (a) Refractive indices of the DBR materials as a function of wavelength. (b) The
real and imaginary parts of nAu where the real part in black corresponds to the left y-axis, and
the imaginary in red to the right y-axis.
3.3.6 Data Monitors
The FDTD method calculates the field components throughout the simulation spa-
tial and temporal domains. To record all that information would require unreasonable
amounts of memory, seriously increasing the computing resources required. In the com-
mercial FDTD solver used this is solved with data monitors, one- (point/line) or two-
(surface)9 dimensional objects which collect data to be saved. Two types of data mon-
itors are used to collect measurements: field power monitors, which measure the field
components (and Poynting vector) in the frequency domain; and field time monitors,
which record the field components in the time domain.
To measure the power transmission though the metal disc Tamm structures simu-
lated in this thesis, a transmission box is formed by 6 plane power monitors. For clarity,
we define the edges of the structure such that the top is the metal-air boundary in the
y (growth) direction, the sides as the metal-air tangential edges of the disc along the x
and z axes, and the bottom as the boundary between the bottom layer of the DBR and
the GaAs substrate. While performing initial simulations to ensure that the simualtion
is correctly constructed, I found that placing the transmission box plane monitor on the
structure edges produced artifacts and results inconsistent with either theory or other
published work on FDTD GaAs Tamm Plasmon emitters. This issue was resolved by
introducing a 100nm margin between the edges of the structure, and the faces of the
93D information can be obtained through periodic 2D plane monitors.
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transmission box.
The utilisation of time monitors is expanded on further in section 3.4.3.
3.4 Brightness Calculations
In this section I explain the ways in which the raw information from the data monitors
is used to work out the brightness (and associated values such as the β- and η-factor),
as well as how values relating to the cavity QED, such as the Purcell factor FP or the
Q-factor are calculated.
3.4.1 Power Transmission
The transmission into the cavity and vacuum modes is measured by circumscribing the
simualted structure with a 3D transmission box (Fig. 4.2), the six faces of which are
frequency domain power monitors at a 100nm margin away from the outer edges of the
structure. Each of the monitors records the un-normalised power transmission through
each face such that we observe 3 transmission channels10:
1. The top transmission, corresponding to the E-field which couples out of the CTP
and out of the structure, i.e. ‘is emitted’.
2. The bottom transmission, corresponding to the E-field which has coupled into
the vertical modes, but is emitted through the DBR and into the substrate rather
than the desired direction.
3. The side transmission, corresponding to the E-field coupling into the side loss
channels, and is emitted into the DBR and effectively lost. In this thesis, the sum
of the power through the 4 side faces is calculated as the total side transmission.





where Γ is the spontanious emission rate enchanced by coupling into the cavity
resonance modes, and Γ0 is the spontaneous emission rate in bulk. Values for Γ and Γ0
are provided by internal functions of the FDTD software used. The Purcell factor can





10In the case of CTP emitters, there is an additional lossy channel which has been discussed further
in Sec. 4.3
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Figure 3.10: The transmission box which encloses the micropillar, formed by 6 plane power
transmission monitors.
where the lowercase labels correspond to the raw power reading from the monitors.
Active Coupling, Passive and Internal Efficiency







= TTop + TBottom (3.55)
What the β-factor represents is the likelihood of a photon coupling to the cavity
mode and being emitted in a vertical direction, which is why it works out as simply
the normalised top and bottom transmissions. However, not every photon in the cavity
mode can be extracted, as some might decay into the GaAs substrate. How much of
the light within the cavity will exit through the top is given by the passive efficiency





We can then observe that the interal efficiency of the emitter, defined as the pro-
portion of excitations which result in a photon emitted out of the structure (in the Top
emission channel), labeled as ξ, can be worked out as
11This way of working out the β-factor is only appropriate when there is no absorption; as such, the
method for working out the active coupling of Tamm plasmon devices is slightly different and has been
expanded on in Chapter 5.
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ξ = β η (3.57)




ξ = TTop (3.59)
3.4.2 Farfield Projection and Collection Efficiency
To inspect the effects of both varying the metal thickness and detuning on the device
brightness, measurements of the far-field projection of the E-field transmitted into the
top channel is necessary. A field-domain power monitor placed above the structure
collects the E-field profile, and projects the far field angular distribution of |E| for
90 ≥ θ ≥ −90. In this chapter, this information is analysed such that we calculate a
collection efficiency as a function of NA such that the collection efficiency within an NA












where NA = sin Θ for air (n=1). This further informs of the device’s performance as
it tells us how much of the emitted light can be feasibly collected within some benchmark
NA. To further calculate the % of photons that can be sucessfully extracted, we define
a total efficiency, i.e. extraction efficiency such that
Tot.Eff (NA) = ξ × Col.Eff (NA) (3.62)
Tot.Eff (NA) = TTop (3.63)
Col.Eff (NA) (3.64)
3.4.3 Q-factor Calculations
The use of time domain monitors in this text is twofold. Three separate line monitors
are used to visualise the time evolution of the electric fi
eld magnitude along the axes, such that each line passes through the dipole source.
These record E at every Yee cell along the line for every discrete time step in the
simulation, effectively visualising the motion of the EM waves through the structure.
The second use of time monitors is to measure the E-field within the cavity layer,
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Figure 3.11: A representative illustration of the collection and total efficiencies of a HE11
mode as functions of NA, with ξ = 50%.
which can be used to estimate the Q-factor of the structure. It is possible to obtain
the Q-factor from theresonance spectrum (obtained by taking the Fourier transform of





where the denominator is the full width at half maximum of the resonance spectrum.
At very high Q-factors this requires a significant resolution of the fourier transform,
resulting in unreasonable simulation times and data sets. This problem is solved by
the fact that the Q-factor is also calculated with the slopes of the resonance decays.




where α is the decay constant, we note that the fourier transform of ECavity(t) is
|E(ω)|2 = 1
α2 + (ω − ωr)2
(3.67)
This fourier transform reaches a maxima at ω = ωr, with half-max at ω = ωr ± α.





From there, we observe that as α is the decay constant of E(t), we can relate Q to




log10(e) = mt (3.69)
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Simulating Confined Tamm Plasmons
4.1 Overview
When designing single photon devices which use coupling to Tamm plasmons, one of
the key parameters to consider is the thickness of metal to be deposited on top of the
spacer (cavity) layer, which notably affects how strongly light emitted by the quantum
dot couples into the side modes, as well as the absorption rate due to the presence of
the gold. As these are by far the two most significant factors contributing to the device
inefficiency, investigating how the rates of emission into these loss channels vary with
the metal layer is of interest.
This chapter begins with a discussion on the Tamm plasmon resonance condition
(rDBRrM = 1) to expand on the fact that due to the dependence of rDBR on the spacer
layer and rM on the metal layer, varying one while keeping the other to a fixed value
changes the wavelength of the Tamm resonance, λTP . Because of the resulting difference
in the resonance wavelengths λDBR and λCTP (i.e. detuning), the resulting emission
is sub-optimally bright and as such, the probability of emission into loss channels is
increased.
By using the transfer matrix method to probe the reflectivity of 1-D Tamm plasmon
structures, a set of metal and spacer depths resulting in a mode centered at 1300nm
is established in this chapter, and labeled as the metal-spacer relationship (MSR) for
convenience. Using the finite-difference time-domain method, the effects of variations
along the MSR on the internal efficiency are compared with detuned devices where the
spacer is kept fixed at 75nm, showing significantly smaller emission spectral shift, as
well as a brighter emission at all metal thickness values.
Considering the far field projection of the emitted E field, visible effects of the metal
on the angular distribution are discussed. Three regions within the metal variations
range are identified, with significant deformation of the HE11 mode observed if the
metal is too thin or thick. Peak values of |E| are visibly larger in MSR- as opposed to
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fixed spacer variations. To provide a quantitative analysis of the changes in the far field,
the collection efficiency as a function of numerical aperture is calculated. Observations
reveal an optimum/maximum at dm = 16.5 nm of metal in both the MSR and fixed
spacer variations. While the behaviour of the collection efficiency is similar in both
cases, MSR variations result in better collection efficiency at relevant NA values when
the dm ≥ 15 nm (thick enough for proper Tamm plasmon formation). The combined
effects on the internal and collection efficiency are also presented in the form of total
efficiency. By observing total efficiency as a function of NA, it can be observed that
a maximum occurs at 16nm metal thickness, and further concluded that devices with
metal and spacer values along the MSR show significant improvements over detuned
devices.
Finally, investigations into a 2-D slice of a spatially resolved frequency domain
of the E-field in the 16nm metal (optimal extraction efficiency) reveal visible effects
of the improved coupling to the cavity modes in the devices where the spacer depth
is determined by the metal depth via the established metal-spacer relationship. By
measuring |E| as a function of time within the cavity, the resonance spectrum is shown
to be λCTP ≈ 1289.5 nm, revealing de-tuning in the MSR device due to the differences
in the TMM method used for probing the MSR, and the more accurate 3-dimensional
FDTD simulations. The time evolution of the E-field along the cartesian axes (centered
on the quantum dot) is also discussed.
4.2 Introduction
When designing confined Tamm plasmon emitters, it can be said that there are three
primary components which either emit, transmit, or reflect light of a certain wavelength
within the structure, such that they contribute to the wavelength and brightness of the
Tamm plasmon coupled emission:
1. The quantum dot: the wavelength at which the QD emitts light into the cavity
(λQD) is determined by the size of the InAs islands within the spacer layer. Ideally,
λQD would be as near to the cavity resonance peak as possible, though this is not
a factor that can be controlled within the fabrication stage.
2. The DBR: the thickness of the alternating GaAs and AlAs layers determine the
reflectivity and transmissivity of the DBR. The thicknesses are determined by
λDBR
4n where n is the refractive index of GaAs or AlAs respectively at λDBR.
3. The Tamm plasmon: the Tamm plasmon wavelength (λTP/CTP )
1, is dependent
on the metal and spacer thickness.
1Throughout this chapter, λTP signifies a TMM (one dimentional) Tamm plasmon wavelength es-
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Each of these elements is optimised for a certain wavelength (λQD, λDBR, λTP ).
Within a small range around λ ± δλ each component will function at a reduced effi-
ciency, filtering part of the light out; outside of that range, it will result in negligible
brightness of the component. As such, for optimal efficiency, it is necessary not only
to optimise each element individually, but ensure that spectrally, the Tamm plasmon
and the DBR are optimised for the same wavelength. Devices where λTP 6= λDBR are
labeled as detuned in this thesis.
Figure 4.1: (a) A well tuned CTP device, i.e. one where λQD = λDBR = λTP , resulting in
bright and spectrally centered emission as the device brightness is not affected by detuning. (b) A
detuned device where the source is a broad Gaussian, such as the one used in these simulations.
Due to λTP 6= 1300 nm, the resulting emission is spectrally shifted and dimmed. (c) A detuned
device where the source is a narrow quantum dot emission, i.e. realistic. The observed effect is
a dimmer emission, but no change in the peak wavelength λResult.
timation, whereas λCTP denotes a three dimensional confined Tamm plasmon obtained by FDTD
simulations.
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The concept of matching the wavelength is illustrated in Fig. 4.1, with green colour
representing peak emission/transmission, yellow representing 50% of the peak bright-
ness, and red representing almost no emission/transmission at that wavelength. Each
column represents a component, while the internal efficiency resulting from the multi-
plication of the other three. A well tuned CTP device, such as the representation in
Fig. 4.1(a), does not contain elements which filter light between elements, resulting
in emission unobstructed by component detuning. As a contrast, in Fig. 4.1(b) we
note that due to λTP 6= λDBR, we observe less bright peak emission. Furthermore, it
should be noted that the wavelength at which brightness peaks is not necessarily the
cavity resonance wavelength (i.e. λpeak 6= λTP ), as illustrated by the different vertical
locations of the peaks in the TP and observed emission layers. While not relevant to
this thesis, it should be noted that this is not an effect that might be as visible in
experimental circumstances, as quantum dots have much narrower emission lines than
the dipole in these simulations (Fig. 4.1(c)); regardless, the peak brightness is lower in
(c) than in (a) due to filtering by the mismatched Tamm plasmon (i.e. metal-spacer)
layer.
4.3 Methods
In this chapter, I examine what are the effects that the metal thickness (labeled as dm in
Fig. 2.8(d)) are on the brightness of Tamm plasmon single photon emitter structures.
This parameter sweep of dm is repeated twice: once when the spacer thickness (ds)
is modified accordingly to result in λCTP = 1300 nm, and another time then ds is
kept constant. The purpose of this is to optimise the efficiency while also showing the
dimming effects of a detuned system where λCTP 6= λDBR.
Active Coupling
While the power transmission and efficiency factors are worked out on the same prin-
ciples as outlined in Chapter 3, there are differences introduced by the existence of an
additional loss channel - the absorption within the gold (metal) layer. As such, the field
decays into the cavity, with decay rate ΓCavity, into vaccum modes with ΓV acuum, or
absorbed with a corresponding absorption decay γ∗. Therefore, I use a slightly different
version of working out the β-factor which includes this new loss channel, such that
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β =
ΓCavity






= β′(1− α) (4.3)
where α ≡ γ
∗
ΓCavity + ΓLoss + γ∗
(4.4)
The proportion of the field which is lost in the metal is given by the absorption,
labeled as α, such that TTop + TSides + TBot + α = 1. By measuring the amount of
power emitted by the dipole source, and comparing it to the total power through the
transmission box pictured in Fig. 4.2a, we can get the un-normalised absorption rate
as the difference between the two values. However, unlike the case with micropillars,
this means that as not all of the emitted field passes through the transmission box, and
as a result TTotal 6= FP .
Figure 4.2: A not-to-scale illustration of the 6 frequency domain power monitors which form the
transmission box. (a) A 3D representation of the structure and transmission box, with the two
“emmisive” channels labeled. (b) A 2-D cross section of the structure, more closely representing
the 100 nm margin between the transmission box faces and the CTP structure.
Tamm Disc Diameter
The results presented in this chapter are efficiency of the Tamm emitters as the thick-
ness of the gold layer is varied. The aim is to investigate how the internal efficiency
and fundamental mode wavelength are affected when the metal depth is varied within
a range where ∆λCTP /∆dm is significant. Reffering to previous computer modelling
work concerning GaAs/AlAs based CTPE done by Parker et al. [50], we observe in Fig.
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4.3(b) that a sensible range to select is 0− 35 nm gold disc thickness2.
As the effects of the disc diameter on Tamm plasmon emitters has been previously
investigated, it is a variable which is to be kept fixed for the simulation purposes of this
thesis. An appropriate choice of diameter needs to be made with two effects in mind:
the ability of a disc to support multiple modes as the diameter increases (Fig. 4.3(b));
and the spectral shift of the resonant frequency resulting from significant lateral con-
finement if the disc is too small (Fig. 4.3(a)). Initial observations might suggest that
as long as the disc is above a certain diameter, lateral confinement produces a minimal
spectral shift; while this is true, we have to keep in mind the issue of resolving the
separate modes and isolating our observations to changes of the HE11 mode without
interference from changes to the higher order modes. In Fig. 4.3(d), it can be seen
that for 0 − 35 nm gold, the 1-dimensional esimation of the Q-factor is on the order
of 101, which would make the resolution of emission by modes difficult. It can be seen
that at disc diameter d = 2.5 µm, at least 6 modes resonate within the 1250 − 1300
nm wavelength range (LP01, LP11, LP21/LP02, LP31, and LP12). Even if we consider
the Q-factor on the high end of the range, ≈ 75, we obtain resonance FWHM values
≈ 17 nm (and FWHM ≈ 31 nm if low Q = 40), making the resolution of 6 peaks
within this range awkward. Therefore, to balance the effects of lateral confinement and
multimodality, the discs simulated in this thesis all have the same diameter d = 2.25
µm - at this size, the disc supports a LP01 (HE11) mode spectrally distant from other
resonant peaks without introducing significant spectral shift of said HE11 mode.
In this thesis, we also discuss and observe the effects the gold thickness dAu on the
far field projection, and consequentially, the fraction of power emitted captured within
a solid cone; as such, it should be mentioned that while the disc diameter affects the
emission far field significantly, those effects are not taken into consideration or discussed
as the disc is kept a constant diameter throughout all simulations [67].
4.4 Investigating λTP using TMM
To correct for the δλTP originating from changes in the metal thickness, the spacer layer
has to be varied accordingly such that λTP remains at the desired wavelength of 1300
nm. Probing for the set of values which satisfy this condition requires a considerable
amount of computing resourced to do with FDTD simulations, and as such using a less
accurate one dimensional approximation with the transfer matrix method is a suitable
alternative. The identification of λTP comes from the reflectivity of the structure; we
2We do, however, anticipate poor (if any) coupling to the Tamm mode when the gold thickness is
on the order of 100 nm.
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Figure 4.3: (a) Calculated Tamm wavelength for the first twelve LP modes as a function of
disc diameter (such that dm = 25 nm, ds = 75 nm); (b) resonant CTP frequencies for various
disc diameters, with the fundamental mode marked by a dashed line; (c) The resonance position
as a function of metal thickness for a fixed spacer of 75 nm; (d) Changes in the quality factor
as a function of metal thickness. Part (a) of this figure has been recreated from [66], and parts
(b)-(d) from [50].
expect R ≈ 1 at most wavelengths within the DBR stop band, except when λ ≈ λTP
and the light couples into the Tamm mode (i.e. R ≈ 0). Separate variations in the
spacer and metal layers, and the resulting changes in λTP have been presented in Fig.
4.4.
Figure 4.4: TMM calculations of the reflectivity of TP structures. (a) Variations in the spacer
thickness, with a fixed metal thickness of 25 nm; (b) variations in the metal thickness, with a
fixed spacer thickness of 75 nm.
It can be seen in Fig. 4.4(b) that when dm is below ≈ 10-15 nm) there is no
TP coupling within the DBR stop band; furthermore, the DBR is still visible to the
incoming field, as seen by the variations in the reflected field along the Y axis (wave-
length) at dm ≤ 15 nm. In the region where there is enough metal (dm ≥ 15 nm), we
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can observe that despite λTP being more sensitive to changes in ds (Fig. 4.4(a)) than
it would be to the variations in dm, there is still visible dependence on both parameters.
We can therefore conclude that there are many combinations of these values such
that λTP= 1300nm. In order to find these values, the reflectivity at 1300 nm of the 1D
TP structure at various values of spacer and metal is calculated, producing a plane of
reflectivity values (Fig. 4.5). By recording the minima of the reflectivity at each metal
thickness, we record the spacer depths which best result in the desired λTP . To make
referencing this constraint of the spacer to the metal thickness, it has been labeled the
metal-spacer relationship (MSR).
Figure 4.5: The TMM calculated reflectivity (at λ = 1300 nm) of the TP stucture, as a function
of both metal and spacer thickness. The function mapping the values of lowest reflectivity is the
metal-spacer relationship (MSR), marked with blue diamonds
4.5 Optimisation of the Internal Efficiency (ξ)
By varying the spacer accordingly to the MSR every time the metal layer is changed,
is it possible to use FDTD simulations to observe the efficiency of a three dimensional
confined Tamm plasmon device without detuning marring the results. We investigate
any errors in the MSR by observing TTop, the probability of coupling into the emission
mode. Additionally, we compare an MSR-optimised device with a detuned one, such
that the spacer has a fixed value of 75 nm despite the metal changing depth. This
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spacer was chosen because it does not result in λTP = 1300 nm at any metal depth,
and should therefore experience some emission filtering. This data is presented as a
heatmap in Fig. 4.6.
Figure 4.6: TTop (= ξ) as a function of metal thickness and wavelength. The black dotted line
marks the maxima for each metal thickness, showing λCavity as a function of metal thickness:
(a) when dm is varied, but the spacer layer is fixed at ds = 75 nm; (b) when both dm and ds are
varied according to the MSR.
By observing λCavity (black dotted line) in Fig. 4.6(b), it can be noted that the
mode remains between ≈ 1295 − 1300 nm when the metal thickness dm ≥ 13 nm.
When the metal is thinner than 13 nm, λCavity changes considerably and detunes from
≈ 1295 to 1260 nm at dm = 6 nm. There isn’t enough metal to impedance match
1300 nm photons, as can be seen from the fact that in Fig. 4.5(f)or each dm between
6-13 nm, every spacer thickness value results in a high reflectivity value (R ≥ 0.2) as
opposed to other values along the MSR (R ≤ 0.05). It can be concluded that the MSR
functions sufficiently to account for the spectral shift above 13 nm metal, resulting in
a stable λCavity ≈ 1297 ± 2 nm; however, λCavity 6= 1300 nm implies some error and
detuning/filtering, as illustrated in Fig. 4.1(b).
Comparing the peak TTop in Fig. 4.6(a-b), we can see that not only are the detun-
ing effects on λCavity considerably stronger in (a), but as both figures share the same
colourbar, a lower peak TTop for the fixed spacer variations. This also means a lower
internal efficiency ξ when there is considerable filtering due to detuning. One could
observe that the brightest emission seems to occur around the same dm ≈ 15− 20 nm)
in both variations, suggesting the increase in metal reduces emission into some, but
increases the emission in other loss channels. The competing effects result in a maxima,
an optimal value along the MSR for internal efficiency.
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To better investigate this effect, the rates of emission into each channel (TTop, TSides,
TBottom, as well as α) at λTP as functions of dm for both the MSR and fixed spacer
parameter sweeps have been displayed in Fig. 4.7(a), with the emission efficiency fac-
tors/metrics in (b).
Figure 4.7: (a) The transmission coefficients (and absorption) of λTP at each metal thickness,
where the dotted lines show the trends when only the metal is varied (fixed spacer=75nm), and
the full lines corresponding to variations along the MSR. (b) The emission efficiency factors as
a function of metal thickness.
It is evident that at every metal thickness, a CTP device based on the MSR has a
superior internal effici ency ξ than the other (detuned) device. It could also be noted
that TTop behaves similarly, with the maxima occuring at dm = 20 nm for both MSR
and fixed spacer variations. This indicates an observation of similar changes in the
photonic properties of the system, but the detuned CTP structure experiences filtering
due to λDBR 6= λCTP , and is therefore less bright.
An explanation for the shape of TTop, or ξ, can be found in the behaviour of the 2
largest loss channels; these are the absorption α and the side loss TSides, displayed as
the red and grey lines in Fig. 4.7(a). Perhaps counterintuitively, α does not increase
with metal thickness; it decreases as the metal thickness is increased, in both the MSR
and the detuned variations. On the other hand, TSides increases notably with metal










It can further be observed that while the loss channels TSides, TBot, α behave ap-
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proximately linear when the metal and spacer are varied according to the MSR, they are
distorted in the detuned variations due to the design inefficiencies and spectral shift.
More light sucessfully couples into the CTP rather than get reflected back into the
structure when the device is better tuned, and as a result both α and TTop are greater.
Changes in the metal-spacer layers along the MSR result in better coupling into the
cavity mode, as evidenced by the higher β-factor in Fig. 4.7(b), and this also results in
a greater TBottom, or smaller η. From Eq.(4.4), Eq.(3.55), and Eq.(3.56), it follows that


















Finally, it should be noted that in the detuned variations, α remains approximately
constant, and the interesting behaviour of α decreasing with metal thickness is not ap-
parent.
4.6 Total (Extraction) Efficiency
While ξ represents the probability that a photon emitted by the quantum dot is trans-
mitted out of the CTP structure, it does not inform about whether the photon can be
easily collected by bulk optics, or an optic fibre. In order to observe the effects on the
extractability of the E field captured in TTop, an analysis of the far field is necessary.
By plotting the angular distribution of |E| in the far field, the effects of metal thickness
has on the shapes of the emission modes, and consequently, on the collection efficiency.
This data, along with a comparison to a fixed ds = 75 nm) sweep across the metal
thickness, is presented as a heatmap in Fig. 4.8(a).
It can be observed that the metal thickness dm has a visible effect on the shape of
the emission mode. Three regions can be identified; when the metal thickness is:
 dm < 13 nm: at insufficient metal for proper impedance matching, we can observe
that light in the emission channel (TTop) is distributed in a bullseye shape. An
example mode (at 10nm) is represented in green;
 13 ≤ dm < 25 nm: the metal is ideally thick for the BSW to match to the rest
of the CTP structure, resulting in an expected HE11 mode. The peak E-field (to
which the data is normalised) is identified at 16nm, and represented in red;
 dm ≥ 25 nm: too thick, and the resulting mode is distorted and redirected under
an angle, resulting in bullseye-like distortion to the mode. An example has been
shown in violet.
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Figure 4.8: (a) The angle resolved far field projection of E-field at λCavity for each metal
thickness. The top shows the data when only the metal is varied for a fixed ds = 75 nm, and the
bottom when the metal and spacer are varied according to the MSR. (b) Linear representations
of |E| for a value of dm before Tamm formation (10 nm), at the peak E-field (16nm), as well
as a higher than optimal value (30nm). Each line corresponds to the same coloured (and styled)
lines in (a).
The modes behave similarly when dm is varied in both the detuned and MSR vari-
ations, with the E-field being brighter when λTP ≈ λDBR. This suggests that we’re
observing the same effect in both cases, but with different degrees of filtering due to
detuning with the DBR structure underneath. In Fig. 4.8(b), it is clear that the peak-E
field occurs in the MSR variations, and the detuned field is dimmer i.e. less enchanced
due to inefficient coupling into the Tamm mode and then into the emission mode TTop.
By plotting the wavelength resolved |E| we can compare changes in the far field
across the frequency domain rather than just at λCavity. This can be seen in Fig. 4.9,
at the values of metal thickness marked in Fig. 4.8(a) (shown in (b)).
It can be noted that the modes behave simialrly with metal thickness in both the
detuned and MSR variations; however, due to the mismatch between λCTP and λDBR
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Figure 4.9: The far field of the emission modes at dm = (a) 10 nm, (b) 16 nm, and (c) 30
nm. The left side shows the modes for a detuned device when ds = 75 nm constantly, whereas
the right side shows CTP devices along the MSR; the colours are analogous to Fig. 4.8.
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when the spacer is kept constant, there is visible difference in the peak of the modes
in (a) and (b); this parallels the behaviour of the mode at λCavity. In Fig. 4.9(c),
when the spacer thickness of the 2 variations is similar enough (75 ≈ 70.5 nm), and the
metal thickness is far from the TTop maximum, the effects on E are mostly visible in
the spectral shift of the mode, not in |E|.
Spotting that any differences in |E| are most significant for angles ≤ 30o (or NA
≤ 0.5), we identify 3 benchmark NAs to compare the collection (and total) efficiency:
NAsmf = 0.14, NAmmf = 0.22, and NAbulk = 0.5, where NAsmf/mmf corresponds to
a single(multi) moded 1300 nm fibre NA. With that in mind, we measure the changes
in the collection efficiency as a function of numerical aperture at various values of dm
to quantify the effects of the metal layer depth on the ease of extractibility of the E
field. This data, along with a fixed ds versial of the metal parameter sweep, has been
presented in Fig. 4.10.
As the mode in the far field changes with metal thickness, as evidenced in Fig. 4.9,
such that there is a point where the HE11 mode peaks in |E| around dm = 16 nm, we
observe a maxima point in the collection efficiency in Fig. 4.10(b) at dm = 16.5 ± 0.5
nm. When dm < 13 nm, the wide angular distribution of the E-field contributes to
a collection efficiency ≤ 65% even within a large NA. In the optimum range for CTP
emission, when dm is between 13-22 nm, the collection efficiency changes similarly in
both detuned and MSR variations of the metal and spacer, with a notable ≈ 8% increase
within NAsmf and NAmmf , despite the only difference in the physical CTP structures
∆ds ≈ 10 − 15 nm . It should also be noted that due to the negligible differences
between |EDetuned| and |EMSR| when NA≥ 0.5, there aren’t significant differences in
the collection efficiency at large collection angles.
Since the collection efficiency only informs us about the distribution of the field
within the emission channel, we must consider the total/extraction efficiency of the
structure, which takes into acount the probability of a photon coupling into TTop. Sim-
ilarly to Fig. 4.10, the total efficiency (as defined in Eq.(3.64)) has been shown as a
function of NA and metal thickness in Fig. 4.11.
We note in Fig. 4.7(a), TTop has a negative concavity, peaking around dm = 20
nm; similarly, in Fig. 4.10(b) the collection efficiency peaks at dm = 16− 17 nm. This
compounds to similar changes in the total efficiency, as can be noted in Fig. 4.11(b).
Furthermore, the total efficiency is maximised at dm = 16 nm in both the MSR and
detuned variations of the dm and ds; this is approximately the peak of the collection
efficiency, and the second peak of TTop, which is close in value to the fist maximum. Due
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Figure 4.10: (a) The collection efficiency as a function of NA and metal thickness, for a
detuned and MSR varied CTP structure. (b) Line graphs corresponding to the analogously
coloured lines in (a), representing the collection efficiency as a function of NA within a single
mode and multimode fibre, as well as a bulk optic with NA=0.5.
to the existence of a clear optimal metal thickness such that the emission into an easily
extracted NA is maximised, it can be concluded that the effect of the metal thickness
on the brightness of the device is considerable.
Furthermore, we note that when the spacer is fixed, the total efficiency varies with
metal thickness similarly but is notably smaller. We can observe that at dm ≥ 14 nm,
the tuned device (shown in full lines) outperforms the other device, which is detuned
by ∆λ ≈ 5 − 30 nm, where ∆λ = |λCTP − λDBR|. This further suggests that to
obtain better efficiencies in CTP design, an MSR for the specific materials should be
determined and used to constrain the spacer thickness to the metal thickness.
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Figure 4.11: (a) The total efficiency as a function of NA and metal thickness, for a detuned
and MSR varied CTP structure. (b) Line graphs corresponding to the analogously coloured lines
in (a).
4.7 E-Field Confinement
By placing a 2-D field-domain power monitor along the X axis through the middle of
the CTP structure, we can record and observe |E| as a function of X (along the dipole
orientation) and Y (vertical) position, of the field at λCavity. This has been presented
for the structures with optimal total efficiency (dm = 16 nm) as a heatmap in Fig. 4.12;
white dashed lines marking the metal disc radius, and grey horizontal ones the mark
the top and bottom faces of the transmission box.
It can be seen that while the general shape of the E field is similar in both cases,
better containment of the E field within the cavity mode (x ≤ 1.125 µm) can be ob-
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Figure 4.12: The peak E-field magnitude as a function of depth and lateral position (radial
distance) when the metal thickness is 16nm. The left hand side shows the field when the spacer
is set to 75 nm (fixed value), whereas the right has a spacer thickness set by the MSR, when the
metal thickness is 16 nm. The scaling of the colourbar is logarithmic.
served around the 0.2− 1 µm vertical position, when the structure is well tuned. This
is in agreement with Fig. 4.7(a) where the side losses are considerably smaller for the
MSR variations. Furthermore, we can observe that the E-field above the disc (in the
emission mode TTop) varies strongly with radial distance.
The placement of point-like time-domain monitors within the spacer (cavity) layer
provides measurements on the E-field vector within the cavity (the spacer layer); as
such, we can observe it’s evolution with time, which has been displayed in Fig. 4.13.
By analysing the Fourier transform of Fig. 4.13(a), we can calculate the spectrum
of the resonance within the structure. The true wavelength of the resonance, λCTP ,
is identified as the maximum in the spectrum local to 1300nm. Further applying a
filter to Ecavity(t) to isolate the non-resonant frequencies, the decay of the mode can be
estimated. This has been shown (for the dm = 16 nm MSR device) in Fig. 4.14.
Using this data, one can estimate the quality factor of the cavity mode by analysing
the decay rate, which comes out as QDecay = 45.1±11.4. Alternatively, as the Q-factor
is low enough for the field to fully decay by the end of the simulation time, we can
observe the FWHW of the 1289 nm mode in Fig. 4.14(a) and by simply measuring the
quality factor as Q = λCTPFWHM we can estimate that QSpectrum = 49.9± 3.2, which is in
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Figure 4.13: (a) The evolution of the E field within the cavity with time, normalised. The dark
blue line is an illustrated upper envelope function. (b)-(c) Recreations of the same data, but
re-scaled for regions of interest.
Figure 4.14: (a) The resonance spectrum of the cavity E field, with the CTP identified at
λCTP =1289.5±0.5 nm with a vertical dashed line. (b) The decay rate of the mode at λCTP
agreement with QDecay
3.
This indicates that the MSR device also experiences detuning, and therefore par-
tially filtering. The true cavity resonance occurs at λCTP ≈1289 nm, whereas the DBR
is tuned to λDBR = 1300 nm; the resulting emission peaks approximately midway at
3It could also be noted that this is also in agreement with the Q-factor obtained by analysing the
FWHM of λCTP of the reflectivity obtained by TMM, QTMM = 47.68± 2.6
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λTP = 1295 ± 0.3 nm. To get perfect tuning and further increase TTop, the resonance
wavelength should match the DBR wavelength. As λCavity ≈ 1322 nm when the ds = 75
nm, the extent of detuning and filtering is much larger, resulting in a lower total effi-
ciency of the CTP device.
Using the Q-factor, the Purcell factor, and the resonance (true) central wave-
length (QDecay, FP , λ
′
CTP respectively), we can estimate the mode volume to be






To visualise the time evolution of the E field along the vertical axis of the CTP
structure, a line time-domain monitor was used. By placing it along the central axis
through the disc and quantum dot (dipole) piercing through the top and bottom faces
of the transmission box, it records |E| as a function of time and position; the results of
this are shown in Fig. 4.15.
Figure 4.15: The magnitude of the E-field vector shown on a logarithmic colour scale, as a
function of time and vertical position. The zero value on the Y axis corresponds to the top face
of the transmission box, whereas the white dashed line corresponds to the bottom.
The E field peaks at the boundary between the spacer layer and the first AlAs layer
of the DBR, as signified by the dark red colour. Most of the emission occurs in the top
channel, with the resonant E-field decaying into the top and bottom emission modes
as time passes. It can be observed that the transmission into the cavity channels TTop
doesn’t occur smoothly with time. As expected, it mirrors the peaks and troughs of
the cavity E field shown in Fig. 4.13; the transmission into TBottom happens similarly,
with a delay of 50 fs.
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We can similarly investigate the decay of the E-field through the side loss channels
by placing 2 perpendicular line time-domain monitors through the quantum dot, along
the X and Z axes respectively. Keeping in mind that the dipole is oriented along the x
direction, we observe the time evolution of the E field along these monitors, displayed
as a heatmap in Fig. 4.16
Figure 4.16: The E field evolution along the (a) Z-axis and (b) X-axis, shown on a logarithmic
colour bar.
We observe a significant side loss in both side loss channels (TSides,Z and TSides,X)
within the first 125 fs of simulation time, resulting in the large TSides value in Fig.
4.7(a). As the line monitors are placed within the spacer layer, there is no physical
boundary at 1.125 µm radial distance; despite this, we can observe the containment of
the E-field within the cavity at t >125 fs. This can also be observed in Fig. 4.16(b) at
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50-80 fs, where the radial distance of the E-field peaks is decreasing (i.e. the E-field is
reflected radially inwards).
4.8 Conclusions
By changing the spacer layer in tandem with the thickness of the metal, the detuning
effects of changing λCTP are counteracted. This allows us to observe the effects of the
metal thickness on the brightness clearly, revealing significant changes in the device
performance as a bright single photon source. The two main loss channels are affected
in opposite ways such that thicker metal results in a lower absorption, but also in in-
creased side losses. The competing effects result in a peak in the internal efficiency
represented by the ξ-factor at dm ≈ 20 nm.
By looking at the collection efficiency, I’ve shown that the metal-spacer thickness
significantly affects the far-field of the emission, which results in large changes to the
proportion of the emission which can be extracted. By looking at the total efficiency,
which combines the effects of dm on both ξ and the collection efficiency, we see that
while many combinations of dm and ds can result in the same λCTP , the choice of
metal thickness is of significant importance. Furthermore, by considering the same
variations in dm but with a fixed ds, we see that devices which are optimised according
to an appropriate metal-spacer relationship perform better than similar structures with
a slightly different spacer.
Designing Low-Q High-Brightness Micropillars
5.1 Overview
In this chapter I show the results of the FDTD simulations of micropilllars emitting at
telecom O band wavelengths (1300 nm). The purpose of conducting these calculations
is to investigate the theoretical possibility of low-Q pillars with a high brightness. My
attempts at maximising ξ are composed of two parts: an investigation into how the
active coupling to the cavity changes with the structural parameters discussed in the
Chapter 3, and efforts to optimise the passive efficiency of the cavity modes.
Due to the way in which the β-factor changes as the diameter is varied, I begin by
presenting the β-factor data for two pillars, one of which has more DBR pairs than the
other. This is done to see the effects of the diameter on the β-factor at different Q-factor
values. After a brief discussion about underlying cavity QED effects which present the
possibility of detemining an optimal diamter before considering the remaining struc-
tural parameters, I show the dependence of the internal efficiency ξ on the pillar radius.
This identifies an approximate optimal diameter, so furhter pillar simulations occur at
D = 2.25 µm.
I follow this by showing how the simulated β-factor is considerably higher than the
Purcell-factor estimation for pillars (β∗) with various numbers of top and bottom DBR
pairs. By plotting the difference between the calculated (β) and estimated (β∗) values
of the active coupling to the cavity modes as a function of the Q-facto r, I show that
the Purcell estimation of β is inappropriate for low-Q pillars.
This is followed by a display of simulation results which indicate that high β-factors
can be achieved by Q-factors lower by an order of magnitude than previously thought. I
also show how the structural changes affect the Purcell enhancement and related values.
The final part of the chapter is focused on my attempts to optimise the cavity passive
efficiency by considering the ratio between the top and bottom DBR transmissivity,
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calculated with the TMM method. By considering pillars with various permutations of
top and bottom DBR pairs, I show the theoretical possibility of low-Q pillars that have
sufficient brightness to be used as single photon sources within an NA = 0.45.
5.2 Introduction
Optical micropillars are resonators formed by growing quantum dots in a cavity layer
which is then placed between two DBR stacks, one on the “top” of the cavity, meaning
between the dot and the desired emission direction, and one on the “bottom”, meaning
between the cavity and the substrate on which the pillar would rest. The sides are then
etched away, leaving a protruding structure which forms the resonator.
This chapter is an investigation in the effects of three parameters on the efficiency1
of the micropillar as a single photon device. These are the:
 Pillar diameter (D);
 Number of DBR pairs making up the stack above the cavity (Top DBR Pairs);
 Number of DBR pairs between the cavity and the substrate (Bottom DBR Pairs).
Figure 5.1: An illustration of a micropillar with the parameters which are examined in this
thesis labeled.
1By efficiency I mean the percentage of excitation events that result in a photon being emitted from
the top of the structure.
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To quantify the device efficiency and compare the pillar performance, I considered
the active coupling to the cavity (the β-factor), as calculated by Eq.(3.55), which is the
probability of an emitted photon to couple into the vertical cavity modes as opposed to
the lossy vacuum modes. I further worked out the η-factor by considering the proportion
of the cavity emission in the up as opposed to the down direction, as shown in Eq.(3.56).
Multiplying them with eachother gives the internal efficiency of the pillar, represented
by the ξ-factor as orked out in Eq.(3.59). These expressions have been replicated below
for convenience, with normalisation is as described in Eq.(3.54).




ξ = β η = TTop
5.3 Maximising the Active Coupling (β)
5.3.1 Lateral confinement and optimal diameter
By simulating pillars with various diameters, we can calculate the changes in the pillar
QED and the resulting variations of the β-factor. Furthermore, by repeating the calcu-
lations for a pillar with more DBR pairs on top of the cavity I identify several effects
consistent with the explanation of the micropillar cavity quantum electrodynamics in
Chapter 2. I have presented these results in Fig. 5.2.
We can note several features from the β-factor dependence on the diameter of the
two different pillars in Fig. 5.2:
 The diameter can very significantly affect the β-factor;
 These diameter-induced fluctuations of β occur independently of the number of
top DBR pairs;
 The structurally2 larger pillar couples better to the cavity modes at each diameter
than their smaller counterpart;
 In Fig. 5.2(b) we see that the diameter doesn’t really affect the Q-factor, and;
 We obtain a variety of β-factors at approximately constant Q-factors.
2Meaning has a larger number of DBR layers, as opposed to thicker layers.
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Figure 5.2: (a) The diameter dependence of the β-factor for two pillars, one of which is has
more top DBR layers. (b) Calculated Q-factors for the diameter-variations pillars and the
corresponding active coupling to the cavity.
The data in Fig. 5.2 suggests that the β-factor scaling is independent of the Q-
factor; I have presented a possible explanation in section 5.5 because there’s insufficient
data points to make a full argument. For now it’s only necessary to observe that it’s
possible to achieve the same β with a significantly lower associated Q-factor by selecting
an optimal diameter. To do this, I take into account the full effects of the diameter on
the internal effiency ξ, shown in Fig. 5.3. Results obtained with the FDTD method.
Figure 5.3: The internal efficiency (ξ) as a function of the pillar diameter, worked out with
the FDTD method.
By considering the internal efficiency3, I estimated an optimal diameter of approx-
3And also ∆FP /∆β as described in section 5.5
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imately 2.25 µm. This value sets a local maxima in β at a given (fixed) Q-factor, and
is therefore optimal based on how easily we can couple into the cavity modes.
5.3.2 Purcell Enhancement in Low-Q Micropillars
In the previous section I identified an optimal diameter d = 2.25 µm based on how
effectively we can couple into the cavity. The next step is to see how strongly we can
couple to the cavity by changing the Purcell factor, while still remaining at low-Q val-
ues. By now considering structures with various DBR pairs on top and bottom of the
cavity layer, we can change the transmissivity of each DBR stack, which has the effect
of changing the cavity energy decay rate κ.
For convenience, we organise the pillars in sets where each set has the same amount
of bottom pairs, but changing top pairs. I considered a variety of top pairs (3x - 17x),
and repeated these calculations three times. I chose numbers of bottom DBR layers
which would result in a small (15.5x), medium (20.5x), and large (35.5x) pillars and
complements the range of the top pairs well. I have presented my calculated values of
FP , the Q-factor, and the mode volume (VMode) in Fig. 5.4
By looking at the Q-factor, we can see the effects of the reduced κ due to the added
DBR layers. This is further supported by the fact that the Q-factor increases more
significantly by adding more pairs on the top rather than the bottom, as the DBR
between the cavity layer and the substrate is already highly reflective. This can be
easily understood if we think of the total decay rate of the cavity as a combination of
the decay through the top and bottom, or
κ = κTop + κBottom (5.1)
Therefore, for any changes in κBottom to have a visible effect on the Q-factor, the
value of κTop has to be comparable. This is why increasing the number of bottom pairs
has no effect at < 9 top pairs, but going from 15.5 to 20.5 pairs on the bottom triples
the Q-factor at 15 top pairs.
The Purcell enhancement depends not just on the containment in time, but also
on how localized around the source the field energy is, quantified by the mode volume.
Looking at the changes to VMode
4 in Fig. 5.4(b), we can see that within this range
adding more top pairs increases the volume, while adding bottom pairs has an effect
up until a certain point. This is because by adding each DBR layer, we increase both
4The mode volume is calculated with Eq.(2.20), such that the values of FP and Q are obtained with
the FDTD method, and Vmode is worked out algebraically from that.
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Figure 5.4: The effects that changing the number of layers in the top and bottom DBRs has on
the (a) Q-factor and (b) Mode volume, as well as the resulting (c) Purcell factor.
the reflectivity of the stack and the physical region where the Bloch waves can exist.
If there are fewer DBR layers on the top, for instance, the field is emitted through the
boundary and in free space, it isn’t a Bloch wave but a propagating wave. Therefore,
as long as we add more DBR layers, we increase the mode volume until we’re adding
dielectric material in a region where the Bloch wave will be undetectably small. This is
why adding more pairs on the top increases the mode volume, as the E-field can still be
influenced 17x of our GaAs/AlAs pairs away from the cavity. Because of this we also
see a slight increase VMode when increasing from 15.5 to 20.5 bottom DBR pairs, but
no increase when going from 20.5 to 35.5 pairs - an increment three times in size with
none of the same effects. I tested this observation by recording the electric field flux
through a planar slice which bisecting the pillar lengthwise, and performing a Fourier
transform on the results to isolate |E| at 1300nm. These results are shown in Fig. 5.5.
The E-field barely penetrates past a certain distance away from the cavity, which
is why adding further layers does not increase the mode volume, as the source cannot
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Figure 5.5: The normalised magnitude of the E-field at 1300nm in and around a 13x/35.5x
micropillar. The white dashed lines mark the lateral edges of the pillar, while the red one is
located along the horizontal middle of the cavity layer.
“see” these additional layers. Conversely to our range of bottom pairs, the top pairs
remain below 17 pairs, where the E-field around the source is affected by the changes,
which affects the local density of states and changes the Purcell enhancement.
It would therefore be reasonable to expect that as adding more layers increases the
Q-factor exponentially, but VMode increases asymptotically, the Purcell factor would
scale primarily with the Q-factor when changing the number of top and bottom DBR
layers at a constant pillar diameter d = 2.25 µm. This is what we observe in Fig.
5.4c where differences between the Purcell factors of each coloured set of measurements
are insignificant when the top DBR is made up of few pairs, but become noticable at
properly formed cavities at > 9 top DBR pairs.
What this all shows is that while the diameter determines how easily we can cou-
ple to the cavity at the same Purcell factor, by changing the number of DBR layers
with which the quantum dot is bound we can control how strongly we enhance the
spontaneous emission through the Purcell effect, and consequently, how strongly the
source-cavity coupling is. To examine this further, we record two values of the active
coupling β, for reasons which become obvious further below. This includes the calcu-
lated value of the β-factor which has been used so far and is defined in Chapter 2, but
also the β∗ estimation discussed in the Chapter 2, which is a Purcell-factor based value
of the active coupling which makes the assumption of ΩV  ΩC . These values have
been shown for the DBR pair variations in Fig. 5.6 below.
The calculated β-factor shows that adding more top or bottom layers increases the
active coupling to the cavity. Furthermore, changes in β are similar to the changes in
the Q-factor where ∆β is considerably larger when increasing the top pairs than when
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Figure 5.6: (a) Calculated values for β using the power transmission method as opposed to the
Purcell-factor based estimation β∗ for various DBR pillar structures. (b) The disparity between
the simulated and estimated active coupling as a function of Q-factor, where the dashed line is
representative of the trend (as opposed to a fit of any mathematical significance).
going from 20.5 to 35.5 bottom DBR pairs. This also is in agreement with previous
research on the topic, as higher values of the Q-factor result in larger ΓCavity, meaning
a higher FP . This then results in a stronger β-factor, depending on how easily the
Purcell enhancement translates to cavity coupling, i.e. ∆FP /∆β.
Another feature which can also be seen is that the β-factor is quite high, even for
pillars where the top DBR is barely there (meaning that the system experiences barely
any Purcell enhancement); for instance the 5x/35.5x pillar has a Q-factor of around
200 (FP ≈ 2.5) and a corresponding β = 85%. Conversely to this, the Purcell-factor
based estimation β∗ predics weaker active coupling such that the difference between
approximation and simulation is dependent on the size of the pillar. In other words,
the smaller pillars which correspond to lower Q-values (as seen in Fig. 5.4(a)) show
significantly stronger coupling to the cavity than previously estimated. In fact, by map-
ping the difference β − β∗ as a function of the Q-factor like in Fig. 5.6(b), it can be
shown that the difference isn’t dependent on the number of DBR layers per se, but on
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the Q-factor resulting from the pillar structure.
This difference shows that some previous assumptions that the β-factor of micropil-
lars can be estimated with β∗ is incorrect, but insignificatnly so if the Q > 5000. At
pillars with a lower Q-factor than this, the error in β is more than a few percent, and
this results in the incorrect conclusion that high-β low-Q pillars cannot exist. This is
because the value of ΩC/ΩV , which affects the cavity coupling efficiency ∆FP /∆β is a
lot better for the micropillars than for atoms, and we cannot estimate ΩV  ΩC which
leads to Eq.(2.23) being non-valid for low-Q micropillars. We can further explore this
by plotting both β and β∗ as functions of the Q-factor, which has been shown in Fig. 5.7.
Figure 5.7: The effects of the Q-factor on the active coupling to the cavity, where the Q-factor
is shown on a logarithmically scaled axis.
By showing the data points in separate colours, depending on the number of bottom
DBR pairs, we see that the β-factor indeed depends on the Q-factor rather than on the
the non-natural top/bottom pairs parameter. Furthermore, we can see that the calcu-
lated value of β is much higher than the estimated one at any given value of Q, owing
to the larger5 cavity mode ΩC . Because the β
∗ estimation relies on atomic rather than
pillar geomertry, we see that it inaccurately predicts that only high-Q values can result
in high-β. Considering β > 90% to signify strong active coupling, we see that whereas
β∗ estimates that a Q-factor of 2000 is needed at this diameter (meaning at this value
of ΩC/ΩV ), whereas the calculated β-factor which doesn’t rely on assumptions shows
that strong coupling can be achieved with Q-factors on the order of 102 (≈ 330).
What we can conclude from Fig. 5.7 is that if we look at more accurate calculations
of the β-factor, it is entirely possible to get pillars which have weak Purcell enhancement
5Larger here is taken to mean “with bigger cavity solid angle”, not to signify the resonator volume
VMode
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but display strong active coupling to the cavity mode. Furthermore, by increasing the
number of DBR layers, we increase the energy confinement of the cavity (Q-factor),
and the larger FP results in a bigger β-factor. However, none of this takes into account
what happens to the light once it’s coupled into the cavity, which I examine in the next
section by looking at the passive effiency.
5.4 Passive Efficiency (η) Optimisation
So far I have shown that due to cavity QED effects, higher numbers of DBR pairs result
in stronger coupling β. However, there are additional effects which aren’t taken into
account in the Purcell enhancement calculations, such as the changing reflectivity and
transmissivity of the top and bottom DBR stacks. While we’ve looked at these effects
partially through the decay rate κ, observed indirectly though the Q-factor, we’ve only
looked at the total decay of the cavity energy regardless of direction. Therefore, the
β-factor on it’s own provides an incomplete picture, which is why the passive efficiency,
or η-factor, is a metric of interest. I calculated the passive efficiency of the simulated
pillars where the top and bottom DBR pairs are varied (previously used in the β-factor
optimisation), and have shown the results in Fig. 5.8(a) below.
Figure 5.8: (a) The passive efficiency for the three top DBR layer variations. Data obtained
with the FDTD method; (b) The ratio of the transmissivity of the top and bottom DBR stacks
that comprise the micropilars, calculated with the transfer matrix method.
By looking at the eta values of each pillar set, organised by colour in Fig. 5.8(a),
we can identify regions where adding more layers on the top DBR increases the passive
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efficiency i.e. the η-factor and regions where further layers have a harmful effect on
η. This presents optimal points of η depending on the amount of layers in the bottom
stack, such that lower numbers of bottom DBR pairs correspond to peaks in η which
occur at fewer top pairs. One strange consequence of this is that at very large bottom
stacks (35.5x), we see that increasing the number of pairs on top from 9x to 15x results
in a net increase in the passive efficiency, even though the reflectivity of the top stack
(as calculated by TMM) is significantly increased, as shown in Fig. 5.9.




Figure 5.9: Reflectivity and transmissivity of GaAs/AlAs DBR stacks, as calculated by
the transfer matrix method.
To explain the otherwise absurd effect of the transmission through the top DBR
increasing despite the transmissivity decreasing by almost 20%, we cannot only consider
the change in transmissivity of only one pillar DBR stack. As the field that’s coupled
to the cavity mode has to decay somewhere, to explain the η-factor we must consider
the ratio of the transmissivity between the top and bottom DBR stacks, which I have





where t denotes the transmittance of each DBR. We can then look at T as a function
of top and bottom pairs, which I have shown in Fig. 5.8(b). Approximately when T
is > 20, the effect of adding more pairs is positive as the top stack remains about an
order of magnitude more transmissive than the bottom. As the cavity-coupled field has
to decay through either of these two directions, we still observe a high passive efficiency
because the top direction remains significantly more favourable/transmissive. While an
exact “turnover” point is difficult to determine with only 3 data points, I have esti-
mated the regions where the value of T signifies that adding further pairs on top has
a positive or negative effect where a black line set at T ≈ 20 estimates the turnover
point for each value of bottom DBR pairs. This also makes an implicit assumption that
the turnover point has a linear relationship with the amount of bottom pairs, which
might not be accurate. This seems irrelevant however, as we can see that for 35.5x
bottom pairs, T ≈ 350 which is still significant enough to mean that reduced values
of T will not contribute to reduced values in the η-factor at 35.5x bottom pairs when
the number of top pairs ≤ 17. It should be noted that the turnover point does not
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occur at T ≈ 1, due to the fact that while the top DBR is terminated at a GaAs-air
boundary (high-low refractive index), the bottom stack is made up for an extra layer of
AlAs and rests on a GaAs substrate, meaning that the edge of the micropillar sits on
an AlAs-GaAs boundary (low-high refractive index). The refractive properties of the
dielectrics therefore create a quantum well at the bottom of the pillar (compared to the
top) which means that the point at which the field decays equally through the top and
bottom part of the cavity occurs at T > 1.
What I have shown so far is that the adding more layers on the top DBR has the
effect of increasing the β-factor by more strongly coupling to the cavity mode as a re-
sult of the increased Q-factor, and either a positive or negative effect on the η-factor
depending on the relative transmissivity between the top and bottom DBR stacks. The
internal efficiency, which combines the effects of the active coupling to and passive
efficiency of the cavity, is therefore expected to increase as more top DBR pairs are
added, until some point where T ≈ 101 and ξ starts to decrease. Since the goal is
to determine the theoretical possibility of low-Q pillar with large internal efficiency,
it’s helpful to show how ξ changes with the Q-factor, a physical value, rather than the
number of top or bottom pairs, a structural parameter; this has been shown in Fig. 5.10.
Figure 5.10: The internal efficiency of the DBR layers variations, plotted as a function of the
Q-factor.
What Fig. 5.10 reveals is that at sufficiently large bottom DBR stacks (35.5x pairs)
it is possible to obtain theoretical values of the internal efficiency ξ above 90% at Q-
factors as low as 1300. The trend suggests that whether adding more DBR layers has a
positive or negative effect on ξ, as well as the magnitude of this effect, depends on the
relative values of the top and bottom DBR pairs. For instance, going from a 7x/15.5x
to a 9x/15.5x pillar increases ξ by 5%, whereas increasing the bottom pairs to 7x/20.5x
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would’ve increased ξ by > 15%. Conversely, a 3x/15.5x pillar would benefit significantly
more from adding 2 top layers than from 5 additional bottom pairs. Regardless of the
ambiguity of whether adding more pairs is optimal, we can conclude that high internal
efficiencies6 can be obtained for Q-factor values on the order of 102.
While this shows the possibilty of low-Q pillars with strong coupling to the cavity,
and therefore a high internal efficiency, as well as the possibility of minimising the Q-
factor with negligiblle losses to ξ, it doesn’t fully answer the question of how applicable
these devices can theoretically be. The β-factor quantifies how likely a photon created
in the quantum dot is to couple into the cavity mode, and the η-factor describes the
probability that a photon within the cavity will decay through the top; as such, the
ξ-factor represents the proportion of photons which will be emitted through the top of
the pillar structure. What the internal efficiency doesn’t describe is the angular dis-
tributuion of the emission, or rather, how efficiently will the emissionthrough the top
be collected in the far field.
To take this into account, I calculated the collection efficiency as the proportion
of the emitted field which is captured within a solid angle of 2Θ, as described in fur-
ther detail in the Chapter 3, and analogous to the process used in the Tamms results
chapters. By multiplying the collection with the internal efficiency, we obtain the total
efficiency, which is the likelihood of a trigger resulting in a single photon emitted and
collected from the system as a function of numerical aperture. The total efficiency for
the only set of pillars (35.5x bottom DBR pairs) I examined which could reach high
(> 80%) internal efficiency ξ is presented in Fig. 5.11
Upon inspection it can be concluded that due to a low ξ, the 5x and 7x top pair
pillars can be eliminated because even at NA=1, meaining a full collection over 2θ = 2π,
the total efficiency ≤ 80%. At such small DBR stacks, despite the high transmissiveness
of the top DBR, the decay rate κ is too large, meaning that even at favourable values
of ΩC/ΩV , the overall enhancement due to the low Q-factor provides insufficient active
coupling to the cavity. On the other hand, we can see that when the top DBR has
> 11 pairs, significant proportions of the photons emitted by the quantum dot can be
extracted.As shown by the dashed grey lines in the smaller window of Fig. 5.11, within
an NA=0.45, which can reaonably be reached by bullk optics, four of the largest pillars
considered (having 17x-11x top pairs and 35.5x bottom pairs) have a total efficiency
≥ 80%. Looking at the Q-factors of these micropillars in Fig. 5.4(a), we can see that
the pillars with 11x and 13x top pairs have corresponding Q-factors of 1300 and 2450,
respectively. It can be concluded that the results in Fig. 5.11 show the theoretical
6Here we assume a high internal efficiency to mean ξ > 80%.
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Figure 5.11: The total extraction efficiency of the 35.5x bottom DBR pillars as a function of
numerical aperture. The Q-factors of pillars which have a total efficiency > 80% within an
NA=0.45 are also shown.
possibility of micropillars with a high brightness at reasonable collection NAs at Q-
factors in the low thousands, with better optimisations on the pillar diameters possibly
yielding lower Q-factors while conserving brightness.
5.5 Obtaining high β-factor at low FP
If we observe the effects of the pillar diameter on the β-factor shown in Fig. 5.2(a), we
notice that there are notable variations in the active coupling which don’t correspond
to changes in the Q-factor or Purcell factor FP , as seen in Fig. 5.2(b). This observation
does not follow the conventional reasoning where “larger β-factor” is often taken to
necessitate a larger Q-factor. I present a possible explanation for these observations
in the cavity QED in terms of the discussion in Section 2.2.2. It is important to men-
tion, however, that because there are data points for only a small range of radii (and
only 2 different Q-factors) this is more of an observation and discussion on further work.
Changing the diameter does not affect the Q-factor significantly, only the β-factor;
this is a result of the increased side losses. Previous work has shown that these fluctu-
ations occur with a period of λ/nGaAs [68], as placing the radial edge of the micropillar
at nodes in a standing wave results in less of the E-field being transmitted radially out




nm, and the peaks relevant to Fig. 5.2(a) occur at D = 381 × 5 = 1905 nm and
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381× 6 = 2286 nm7.
Because this effect seems to be independent from the Q-factor, and consequentially
from the Purcell enhancement (FP ); additionally, it affects the β-factor by changing
the side leakage. We can therefore think of the diameter as changing not the Q-factor,
but the efficiency with which Purcell enhancement translates to active coupling in the
micropillar, described by ∆β∆FP . In section 2.2.2 I talked about how the larger cavity solid
angle makes the β∗ estimation of FP (Eq.(2.23)) invalid because it reduces the amount
of Purcell enhancement needed to achieve a certian β-factor; similarly, the choice of
radius can further optimise the micropillar in this fashion, meaning that for a given
increase in the Purcell enhancement ∆FP , ∆β would be greater if the pillar diameter
is “optimal” (i.e. at values of k × λnGaAs where k ∈ N). I show evidence of this by
looking at the difference in β for the two pillars examined in Fig. 5.2 at each diameter,
and compare it to the difference in the Purcell factor as a rough, linear estimation of
∆FP /∆β, which is presented in Fig. 5.12.
Figure 5.12: A linear estimation of ∆FP /∆β of the data represented in Fig. 5.2(a), where
the differences in Purcell factor (FP ) and β is between the large and small pillars (i.e. the
13x/35.5x pillar data displayed in orange, and the 7x/35.5x pillar data displayed in purple.
The background colour represents the optimisation, as the green area depicts diameters where
a significantly smaller increase in FP results in the same increase in β. Data obtained with
FDTD.
What we can see in Fig. 5.12 is that at pillar diameter corresponding to peaks in
the β-factor (Fig. 5.2(a)) we observe significantly lower ∆FP /∆β. This is also the
reason behind the fixed-Q changing-β seen in Fig. 5.2(b) - while we aren’t changing
the Purcell/Q-factor (or “how much enhancement is experienced by the emitter”),
we are changing how effectively the Purcell enhancement couples the emitter to the
cavity modes (or “how much enchancement is required to couple the emitter well to
the cavity”). The possibility of having two pillars where one has a lower Q-factor, but
a higher β-factor (shown in Fig. 5.2(b)) is explaind by this. In fact we can see one
7The center of the pillar, where the QD sits, would be an antinode, meaning that nodes would be
(radially) half a wavelength away, making the diameters which terminate the pillar at nodes equal to
k × λ
nGaAs
where k ∈ N
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instance of this in Fig. 5.13 below.
DBR Pairs Diameter Q-factor β
7x/35.5x 1.95 µm ≈350 96%
13x/35.5x 2.05 µm ≈2400 92%
Figure 5.13: Selected values from Fig. 5.2(a)
It’s important to keep in mind that Fig. 5.12 is a linear estimation resulting from
2 pillars (calculations at 2 different Q-factors) at 5 different pillar diameters; as such,
more data points and further work would be needed to present a complete examination
of how the pillar diameter affects the cavity quantum electrodynamics of the micropillar.
5.6 Conclusions
By simulating several pillars at different diameters, as well as identical simulations for a
pillar with a stronger Purcell enhancement, I was able to measure the active coupling β
(Fig. 5.2) and observe some of the effects anticipated by the discussion in the Chapter
2. What I found was that the pillar diameter had almost no effect on the Q-factor, but
considerably affected the β-factor; this led to the conclusion that the pillar diameter
can be optimised prior to changing the amount of top and bottom DBR pairs. For the
materials used in these simulations (described in section ??) and λ = 1300 nm, I chose
the optimal diameter D = 2.25 µm.
I then continued by changing the number of DBR pairs which make up the top and
bottom stacks, and discussed the effects this had on the Purcell enhancement, as well as
the related values of the Q-factor and mode volume (Fig. 5.4). Simulation data showed
the exponential scaling of the Q-factor due to the increased reflectivity of the DBRs, as
well as an approximately linear growth of the mode volume due to the additional radial
thickness of the micropillar within a range where the cavity E-field is a non-negligible
value. This was followed by calculations of the passive efficiency for the pillars at the
optimal diameter but various numbers of DBR pairs on top and bottom of the cavity. I
found that high η-factors can be reached despite significant increases in the reflectivity
of the top DBR stack, as long as the reflectivity of the bottom one is at least 1-2 orders
of magnitude higher(Fig. 5.8). Since increases in either top or bottom layers result in
stronger coupling to the cavity, i.e. a greater β-factor, and proportional increases in
both top and bottom pairs result in a higher passive efficiency, i.e. a larger η-factor,
it is entirely possible to obtain near unity brightness. However, notwithstanding the
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issue that each additional layer increases the difficulty and cost of growth and fabri-
cation, this also increases the Q-factor significantly, leading to lower device yields. It
is therefore helpful to show the internal efficiency against the Q-factors of each pillar
(Fig. 5.10), which showed that it is possible to get ξ > 80% at Q < 1000.
I also considered the angular distribution of the emission far-field, and used it to cal-
culate the total extraction efficiency ( of the devices for the pillar set with the largest
number of bottom pairs, 35.5x. While it’s demonstrably impossibleto obtain an ad-
equately bright SPS with some micropillars regardless of collection efficiency due of
significant losses to the vaccum modes and emission into the substrate (5x-7x pairs), I
found that total efficiencies > 80% are possible within an NA ≥ 0.45 for pillars with
Q-factors ≥ 1300. Alternatively, it’s possible to get an equivalent brightness at NA ≈
0.4, but Q = 8550; conversely, one could consider a much lower Q-factor structure (Q
= 690), but at a significantly wider collection angle (NA = 0.55). It can be concluded
that high brightness low-Q pillars with a variety of properites can be demonstrated.
The simulation of micropillars in both a low and high Q-factor regime which have a
sufficient brightness (> 85%) to serve as a veritable SPS demonstrates that a scalable
solution for generating single photons is plausible.
Finally, I presented a short discussion of how the pillar diameter affects the β factor
while keeping the Q-factor constant. I showed how the ∆FP /∆β ratio is minimised
when the pillar diameter is set at values of λ/nGaAs, corresponding to the optimal
radii found in the β-factor optimisation earlier in the chapter. However, due to the
low number of data points involved, I suggest that further work is needed for a more
conclusive investigation into the structural effects on the quantum electrodynamics and
the resulting pillar brightness.
Appendix A: Jaynes-Cummings Hamiltonian
To begin, we imagine a two level emitter with transition frequency ν = E~ where |x〉 is
the excited, and |g〉 the ground state. Ignoring excitation of other cavity modes8, this
two level system coupled to a single cavity mode has the Hamiltonian
H = He +Hf +Hi (3)
where He and Hf are the emitter and field Hamiltonians respectively, while Hi de-
scribes the interaction between the emitter and the field surrounding it.
Starting with the Hamiltonian of the emitter, we remember that the states |g〉 , |e〉
form the basis of the emitter, meaning |e〉 〈e|+|g〉 〈g| = 1. It can also be said that |g〉 , |e〉
form a complete set of eigenstates for the emitter energy such that the corresponding
eigenvalues are −~ν2 and
~ν





where σz is the population operator σz = |e〉 〈e| − |g〉 〈g|.
Formulating the field Hamiltonian is fairly straightforward, as the field eigenstates




. By using the photon creation (a†) and








We represent the interaction Hamiltonian as a semi-classical dipole approximation
Hi = −~d · ~E (6)
where for a given position of the j-th electron ~rj , the classical dipole moment is given
by ~d =
∑
j e~rj . Very similarly to how in a single electron atom ~r represents the relative
position of the electron to the nucleus, in the quantum dot ~r could be thought of as the
relative “distance” between the hole and electron within the exciton. To formalise this
8Assuming we’re close to the fundamental optical mode ω
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quantum-mechanically, we begin by applying the unity operator 1 = |e〉 〈e|+ |g〉 〈g| to
the dipole moment to obtain
e~r = 1 e~r 1 =
(




|e〉 〈e|+ |g〉 〈g|
)
(7)
This can be simplified with the introduction of atomic transition operators σij =
|i〉 〈j| and the dipole moment matrix ~µij = 〈i| e~r |j〉. By labeling the transition operators
as σ+ = σeg = |e〉 〈g| and σ− = σge = |g〉 〈e|, we can write
e~r = ~µeeσee + ~µegσeg + ~µgeσge + ~µggσgg (8)









E( ~rE)a− E∗( ~rE)a†
)
(9)
In this expression, ê stands for the electric field direction at point ~re of the emitter;
a, a† are the anihilation and creation operators for the cavity, E(~re) is the classical field,






∣∣∣ ~E(~rM )∣∣∣2 (10)
such that the point of maximum field density is labeled as ~rM , with a corresponding
dielectric constant εM = ε(~rM ).
We can now write out the quantum mechanical formulation of the interaction Hamil-











We begin simplifying by noting that ~µeg = ~µ
∗
ge and || = || follow from the parity9
condition that for any |i〉, ~µii = 〈i| e~r |i〉 = e 〈i|~r |i〉 = 0; As such, the second and third
9Position operator is an odd function
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terms of Hi become
Hi = . . .
(
~µee · êE(~rE)σ+a+ ~µ∗eg · êE(~rE)σ−a +
~µeg · êE∗(~rE)σ+a† − ~µ∗eg · êE∗(~rE)σ−a†
)
(12)
Due to the fact that the terms including σ−a and sigma+a
† are not energy conserv-
















∣∣∣ ~E(~r)∣∣∣2)~µeg · êE(~rE) (14)
This coupling parameter can be expressed in a more physically interpretable form;
we re-arrange the terms in g(~rE) which have dependence on position-, polarization-, or
















where g0 is the Rabi frequency, and µeg = |~µeg|. As such, we can then express the
coupling parameter more conveniently as
g(~rE) = g0ψ(~rE) cos(ζ) (18)
From Eq.(18) we can make several observations about the QED properties of the
emitter-cavity system. Firstly, we observe that the maximum of the position dependent
ψ(~rE) occurs when the emitter is located at ~rM , where the electric field energy density
is at it’s peak. We can further deduce that in order to maximise the coupling parameter,
the dipole moment should be orthogonal to the electric field direction due to the cos(ζ))
term. Finally, the g0 term shows that g(~rE) ∝ V
− 1
2
mode, indicating an inverse relationship
between mode volume and coupling to the resonant cavity.
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With expressions for the emitter Hamiltonian He in Eq.(4), the field Hamiltonian
Hf in Eq.(5), and the interaction Hamiltonian Hi in Eq.(13), we have arrived at the
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