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Abstract
The paper revisits the classical problem of evaluating f(A) for a real function f and a matrix A
with real spectrum. The evaluation is based on expanding f in Chebyshev polynomials, and the focus
of the paper is to study the convergence rates of these expansions. In particular, we derive bounds on
the convergence rates which reveal the relation between the smoothness of f and the diagonalizability
of the matrix A. We present several numerical examples to illustrate our analysis.
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1 Introduction
We revisit the problem of lifting a real function f : R → R to a matrix function f : Mk(R) → Mk(R),
whereMk(R) is the set of square real matrices of size k×k having real spectrum. When f is a polynomial,
such lifting is straightforward since addition and powers are well-defined for square matrices. When f
is not a polynomial, there are several standard methods to define the above-mentioned lifting. If f is
analytic having a Taylor expansion whose convergence radius is larger than the spectral radius of A, then
the Taylor expansion f(x) =
∑∞
n=0 αnx
n yields f(A) =
∑∞
n=0 αnA
n. If f is not analytic, it is required
that at least f ∈ Cm−1, where m is the size of the largest Jordan block of A. This condition allows
defining f(A) on each of the Jordan blocks of A. This latter approach has several equivalent definitions,
see e.g. [10, Chapter 1].
Chebyshev polynomials are ubiquitous in applied mathematics and engineering1. These polynomials
arise as solutions of a Sturm-Liouville ODE and are used in numerous approximation methods, ranging
from classical PDE methods [16] to modern methods for image denoising [18]. Motivated by the favorable
numerical properties of Chebyshev polynomials in representing and approximating scalar functions, we
rigorously study the use of Chebyshev expansions for matrix functions. The idea of evaluating a matrix
function by its Chebyshev expansion is not new and has been used in applications before. For example,
[26] uses Chebyshev expapansion in spectral methods for solving PDEs. In this context of solving PDEs,
∗nsharon@math.princeton.edu
†yoelsh@post.tau.ac.il
1“Chebyshev polynomials are everywhere dense in numerical analysis”. This quote by Philip Davis and George Forsythe
is the opening sentence of [16].
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the Chebyshev polynomials are also examined as a special case of ultraspherical polynomials [5], and Faber
polynomials [25]. Expansion in the Faber polynomials (for complex spectra) appears in [19] for matrices.
Chebyshev polynomials are also widely used for pseudospectral methods, see [27] and reference therein.
In all of the above papers, one assumes that f is a smooth function. One of the most frequently used
analytic function is the exponential function, naturally arising in solving differential equations. In [1]
Chebyshev polynomials are proved to be an effective alternative to Krylov techniques for calculating
exp(A)v, for a given vector v. Another application of Chebyshev polynomials is in representing the best
matrix 2-norm approximation for analytic functions, over the space of polynomials of a fixed degree [15].
In [3, 24] matrix Chebyshev polynomials are used for slicing the spectrum of a matrix in order to extract
interior eigenvalues. Another kind of spectrum filtering is presented in [18] for the construction of image
denoising operators. We can also find matrix Chebyshev polynomials in calculating matrix functions of
symmetric matrices [7], computing square roots of the covariance matrix of Gaussian random fields [4]
and facilitating the estimation of autoregressive models [20].
Our contribution
In this paper, we generalize the study of matrix Chebyshev expansions to cases where the matrix is
not necessarily diagonalizable, and the function is not necessarily analytic. In such cases, there exists a
trade-off between two factors; “how much” the matrix is far from being diagonalizable, as expressed by
the size of the largest Jordan block in the Jordan form of the matrix, and “how smooth is the function”.
Specifically, as the size of the largest Jordan block increases (“less diagonalizable”) the smoothness of the
function required to guarantee the convergence of the matrix Chebyshev expansion, increases as well.
In the current paper, we mainly focus on examining convergence issues and proving convergence rates.
The convergence rate of the matrix Chebyshev expansion is crucial for determining how many coefficients
one has to use to approximate f(A) to a prescribed accuracy using a truncated Chebyshev expansion.
Thus, the convergence rate directly affects the efficiency of approximation algorithms that use matrix
Chebyshev expansions.
Chebyshev polynomials are naturally define on [−1, 1], so without loss of generality, we assume that
the spectrum of A is linearly transformed to this segment using an estimated bound on the spectral radius
of A (for example, by estimating the eigenvalue of A with the largest magnitude). We henceforth assume
that all eigenvalues of A lie in [-1,1]. Given this assumption, we divide our analysis into two cases: a case
where there is no a priori information about the distribution of the eigenvalues over [−1, 1], and a case
where all non-semisimple eigenvalues are concentrated inside (−1, 1). As expected, the latter case implies
fewer restrictions on the smoothness of the function. In particular, if we denote by m the size of the
largest Jordan block of A. Then, the convergence of the matrix Chebyshev expansion is guaranteed in the
first case for any f ∈ C2m−2 where f (2m−1) is of bounded variation. In the second case, it is guaranteed
for any f ∈ Cm−1 where f (m) is of bounded variation. As for convergence rates, we summarize our results
for the different cases in Table 1. Each row in the table presents the requirements, from both the matrix
and the function, so that an expansion of length N has an error bound of cN−ℓ (ℓ > 1). The constant c is
independent of N and ℓ but does depend on the factors specified in the ’Remarks’ column. We note two
properties from the table. First, for matrices with a concentrated spectrum, the smoothness assumptions
on f are weaker than in the general case. Second, one can guarantee a constant which is independent of
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Spectrum of A The function Remarks
A is a δ-condensed matrix f ∈ Cm+ℓ−2 and f (m+ℓ−1) is of bounded variation
All non-semisimple
eigenvalues of A are in [−1+δ, 1−δ]
The constant depends on k, f , m
In [−1, 1] f ∈ C2m+ℓ−3 and f (2m+ℓ−2) is of bounded variation The constant depends on k, f , m
A is a δ-condensed matrix f ∈ Cm+2ℓ−1 and f (m+2ℓ) is of bounded variation
All non-semisimple
eigenvalues of A are in [−1+δ, 1−δ]
The constant depends on f , m
In [−1, 1] f ∈ C2m+2ℓ and f (2m+2ℓ+1) is of bounded variation The constant depends on f and m
Table 1: Table of conditions to establish a convergence rate of order N−ℓ of a truncated matrix Chebyshev
expansion of length N . The matrix is of size k × k and with m as the size of its largest Jordan block.
the size of the matrix by imposing additional regularity on the function f . Further conclusions and their
proofs appear in the text.
The structure of the paper
In Section 2 we present our notation and the required mathematical background. In Section 3 we introduce
the matrix Chebyshev expansion and our main theoretical results. These results include the conditions
for convergence of a matrix Chebyshev expansion to the matrix function and bounds on the convergence
rates. We illustrate some of our theoretical results using numerical examples in Section 4.
2 Background and notation
Chebyshev polynomials of the first kind of degree n are defined as
Tn(x) = cos
(
n arccos(x)
)
, x ∈ [−1, 1], n = 0, 1, 2, . . . (1)
These polynomials are solutions of the Sturm-Liouville ordinary differential equation
(1− x2)y′′ − xy′ + n2y = 0 (2)
and satisfy the three term recursion
Tn(x) = 2xTn−1(x)− Tn−2(x), n = 2, 3, . . . (3)
with T0(x) = 1 and T1(x) = x. Therefore, Chebyshev polynomials form an orthogonal basis for L2([−1, 1])
with respect to the inner product
〈f, g〉T =
2
π
∫ 1
−1
f(t)g(t)√
1− t2 dt. (4)
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The Chebyshev expansion of a function f with a finite norm with respect to (4) is
f(x) ∼
∞∑′
n=0
αn[f ]Tn(x), αn[f ] = 〈f, Tn〉T , (5)
where the dashed sum
(∑′)
denotes that the first term is halved. The truncated Chebyshev expansion is
defined as
SN (f)(x) =
N∑′
n=0
αn[f ]Tn(x). (6)
SN (f)(x) is a polynomial approximation of f which is the best least squares approximation with respect
to the induced norm ‖f‖T =
√〈f, f〉T . Remarkably, this least squares approximation is close to the
best minimax polynomial approximation, measured by the maximum norm ‖f‖∞ = maxx∈[−1,1]
∣∣f(x)∣∣.
The following theorem was established by Bernstein [2] back in 1918 (and was known even before, see
references therein).
Theorem 2.1 (Bernstein). For any f ∈ C([−1, 1]) and N ≥ 0
∥∥f(x)− SN (f)(x)∥∥∞ ≤ ΛN∥∥f(x)− p∗N (x)∥∥∞ ,
where p∗N is the unique best minimax polynomial approximation of degree N , and ΛN behaves asymptoti-
cally as log(N) for large N .
The constant ΛN is the Lebesgue constant, and a formula for its exact value has been derived in [21]
(and in particular, it is less than 6 for N < 1000). Note that on the boundaries of [−1, 1], we only consider
one-sided continuity (and derivatives when required).
To take advantage of recent results for Chebyshev expansions, we introduce the total variation (TV)
norm
‖g‖TV =
∥∥g′∥∥
1
=
∫ 1
−1
∣∣g′(t)∣∣ dt.
Note that this norm can be written in a distributional form instead of the derivative form and thus we
say that a function has a bounded variation if its TV norm is finite (whether continuous or not, e.g., the
step function). Using the TV norm, it was recently shown (see Theorem 2.2 below) that for a smooth f ,
the uniform error
∥∥f(x)− SN (f)(x)∥∥∞ decays rapidly [28, Chapter 7].
Theorem 2.2 (Trefethen). Let f ∈ Cm−1([−1, 1]), such that f (m−1) is absolutely continuous and that∥∥∥f (m)∥∥∥
TV
<∞. Then, for each N > m, the Chebyshev coefficients satisfy
αN [f ] ≤ C ·m
N(N − 1) · · · (N −m) ≤ (C ·m)
1
(N −m)m+1 ,
and moreover, ∥∥f(x)− SN (f)(x)∥∥∞ ≤ C 1(N −m)m ,
where C = C(f,m) = 2πm
∥∥∥f (m)∥∥∥
TV
.
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The trigonometric form (1) implies that Tn(cos(θ)) = cos(nθ), n = 0, 1, 2, . . ., and reveals that
the Chebyshev expansion of a given f(x), x ∈ [−1, 1], coincides with the Fourier cosine series g(θ) =∑′∞
n=0
αn[f ] cos(nθ) where g(θ) = f(cos(θ)) with θ ∈ [0, π]. The argument cos(θ) in f makes g even
and periodic in θ, which in fact implies that the derivatives of g are also equal on the boundaries, that
is g(j)(π) = g(j)(−π), j ∈ N. Thus, no periodicity is required from f nor from its derivatives to ensure
that g is differentiable and its Fourier series can be differentiated term by term. We conclude the above
discussion with the next lemma.
Lemma 2.3. Let f ∈ C2m−2([−1, 1]) be such that f (2m−2) is absolutely continuous with f (2m−1) of bounded
variation, m ∈ N. Then,
1. The series ∞∑′
n=0
αn[f ]T
(j)
n (x), j = 0, 1, . . . ,m− 1, x ∈ [−1, 1],
is absolutely convergent.
2. The series (5) can be differentiated term-by-term, yielding
f (j)(x) =
∞∑′
n=0
αn[f ]T
(j)
n (x), j = 0, 1, . . . ,m, x ∈ [−1, 1].
The proof of Lemma 2.3 is given for completeness in Appendix A.1.
3 Matrix Chebyshev expansion
This section presents the theoretical results of the paper; we define a matrix function via its Chebyshev
expansion, discuss its convergence, and derive its convergence rate. To this end, unless otherwise stated, we
assume a given matrix norm‖·‖ that satisfies the sub-multiplicative property‖XY ‖ ≤‖X‖‖Y ‖. Equipped
with ‖·‖, we restrict the convergence analysis to absolute convergence (in norm). Namely, given a series
of matrices {Xn}n∈N ⊂ Mk(R), we consider the convergence of ‖Xn‖ as n tends to infinity. Note that
since all matrix norms are equivalent, absolute convergence in one norm implies absolute convergence in
any other norm. For more details about the convergence of matrix series and matrix norms, we refer the
reader to [12, Chapter 5].
3.1 Definition and convergence
In the sequel, we denote by λ1, . . . , λk ∈ R the eigenvalues of a given matrix A ∈ Mk(R) and by
ρ(A) = maxi=1,...,k|λi| the spectral radius of A. Since we discuss Chebyshev polynomials, we assume that
ρ(A) ≤ 1 and that f is a scalar function defined on [−1, 1]. Also, we denote by ‖X‖F =
√
tr(XXT ) the
Frobenius norm of X.
We begin by defining the matrix Chebyshev expansion.
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Definition 1 (Matrix Chebyshev expansion). Given a function f on [−1, 1], we define the partial sum
SN (f)(A) =
N∑′
n=0
αn[f ]Tn(A),
where αn[f ] is given in (5). If the sequence SN (f)(A) is absolutely convergent with respect to any matrix
norm ‖·‖, we call its limit S∞(f)(A) the matrix Chebyshev expansion.
Using Definition 1, we address two fundamental questions: how can one guarantee the (absolute)
convergence of SN (A)? And, does S∞(f)(A) coincide with f(A), whenever the latter is defined, using the
standard definitions of matrix functions (see [10, Chapter 1])?
A basic property of polynomials, and so also of the Chebyshev polynomials Tn, is that they preserve
matrix similarity. Namely, A = P−1BP implies Tn(A) = P−1Tn(B)P . Therefore, for a diagonalizable
matrix A, evaluating Tn(A) reduces to applying Tn(x) on the eigenvalues of A. Thus, for such matrices,
the convergence of the Chebyshev expansion of a scalar function is inherited by its matrix version. This
is summarized in the following corollary.
Corollary 3.1. Let f be a function on [−1, 1] having an absolutely convergent Chebyshev expansion.
Then, for any diagonalizable matrix A, having ρ(A) ≤ 1, the matrix Chebyshev expansion of f(A) is
convergent.
Proof. The diagonalizability of A means that A = Q−1DQ, where D = diag(λ1, . . . , λk). Therefore,∥∥Tn(A)∥∥ ≤∥∥Q−1∥∥∥∥Tn(D)∥∥‖Q‖. Due to (1), ∣∣Tn(λi)∣∣ ≤ 1, 1 ≤ i ≤ k which implies that ∥∥Tn(D)∥∥F ≤ √k.
Thus, we get
∞∑′
n=0
∥∥αn[f ]Tn(A)∥∥F ≤∥∥∥Q−1∥∥∥F∥∥∥Q∥∥∥F √k
∞∑′
n=0
∣∣αn[f ]∣∣ <∞.
For a general matrix A ∈ Mk(R), we can use a similar argument but with the Jordan formA = Z−1JZ,
where J = diag
(
J1, . . . , Jp
)
is a diagonal block matrix with the blocks J1, . . . , Jp on its diagonal. Since
applying a polynomial on a block diagonal matrix reduces to applying it to each block separately we get
that,
Tn(A) = Z
−1 diag
(
Tn(J1), . . . , Tn(Jp)
)
Z, n ∈ N. (7)
Thus, to further explore Tn(A), we focus on Tn(Ji), where Ji is a Jordan block of size ki×ki corresponding
to the eigenvalue λi,
Ji =

λi 1
λi
. . .
. . . 1
λi

ki×ki
.
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Lemma 3.2. Let p(x) be a polynomial. Then,
p(Ji) =

p(λi) p
′(λi) · · · p
(ki−1)(λi)
(ki−1)!
p(λi)
. . .
...
. . . p′(λi)
p(λi)
 . (8)
The detailed proof of Lemma 3.2 is omitted as it follows directly from the upper triangular entries
of (Ji)
n, to wit (Jni )q,j =
( n
j−q
)
λn−j+qi . Obviously, this result agrees with standard definitions of matrix
functions, see e.g., see [10, Definition 1.2].
The explicit form of Tn(Ji), derived from Lemma 3.2, gives rise to the next convergence result which
generalizes Corollary 3.1 to non-diagonalizable matrices. For proving this generalization we need a bound
on the derivatives of the Chebyshev polynomials. In [22, Chapter 1.5] it is proven that for any j ∈ N
∣∣∣T (j)n (x)∣∣∣ ≤ ∣∣∣T (j)n (1)∣∣∣ = n2(n2 − 1) · · · (n2 − (j − 1)2)(2j − 1) · · · 5 · 3 · 1 ≤ n2j(2j − 1)! . (9)
Therefore we have,
Theorem 3.3. Let A ∈Mk(R) and let m ≥ 1 be the size of the largest Jordan block in the Jordan form of
A. Assume that f ∈ C2m−2([−1, 1]) such that f (2m−2) is absolutely continuous and f (2m−1) is of bounded
variation. Then, the sequence SN (f)(A) is absolutely convergent.
Proof. It is convenient to prove the theorem using the ℓ1-induced matrix norm, ‖X‖1 = maxi
∑
j
∣∣Xi,j∣∣
whereby we get ∥∥Tn(A)∥∥1 ≤∥∥∥Z−1∥∥∥1
(
max
i=1,...,p
∥∥∥Tn(Ji)∥∥∥
1
)∥∥∥Z∥∥∥
1
, n ∈ N. (10)
By (8), for any Jordan block Ji of size ki × ki
∥∥Tn(Ji)∥∥1 = ki∑
j=1
∣∣∣∣∣ 1(j − 1)! dj−1dxj−1Tn(λi)
∣∣∣∣∣ , n ∈ N.
Therefore,
∥∥Tn(Ji)∥∥1 ≤ 1 + ki−1∑
j=1
1
j!
∣∣∣T (j)n (λi)∣∣∣ ≤ n2ki−2
1 + ∞∑
j=0
2−j
 ≤ 3n2ki−2, n ∈ N. (11)
Recall that m = maxi=1,...,p ki and combine (10) and (11) to get∥∥Tn(A)∥∥1 ≤∥∥∥Z−1∥∥∥1∥∥∥Z∥∥∥1 maxi=1,...,p 3n2ki−2 ≤ CAn2m−2, (12)
where CA = 3
∥∥Z−1∥∥
1
‖Z‖1 is a constant that depends on the Jordan form of A but is independent of n.
By Theorem 2.2, there exists Cf such that
∣∣αn[f ]∣∣ ≤ Cfn−2m for large enough n, say n ≥ n∗. Therefore,
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we have that ∞∑
n=n∗
∥∥αn[f ]Tn(A)∥∥1 = ∞∑
n=n∗
∣∣αn[f ]∣∣∥∥Tn(A)∥∥1 ≤ CfCA ∞∑
n=n∗
n−2 <∞, (13)
and so SN (f)(A) (see Definition 1) is absolutely convergent.
We next show that S∞(f)(A) coincides with the standard definitions for f(A), see e.g., [10, Chapter
1].
Theorem 3.4. Let A ∈ Mk(R) and let f satisfy the conditions for an absolutely convergent matrix
Chebyshev expansion. Then, S∞(f)(A) = f(A), where f(A) is one of the standard definitions for lifting
a scalar function to matrices.
Proof. Since all standard definitions for lifting a scalar function to matrices are equivalent, we only prove
that the definition based on matrix Chebyshev expansions is equivalent to the definition based on the
Jordan form, see [10, Definition 1.2]. We use the notation of the proof of Theorem 3.3 and by (7) deduce
that it is enough to show that the definitions coincide on the Jordan blocks of A. Note that in the special
case where the matrix is diagonalizable, as in Corollary 3.1, the definitions are equivalent. This is true due
to the absolute convergence of the Chebyshev expansion for scalars which implies pointwise convergence,
together with the fact that the function f is applied element-wise to the diagonal form of A.
Denote by m the size of the largest Jordan block of A. An element in the matrix S∞(f)(Ji), corre-
sponding to the Jordan block Ji with eigenvalue λi, is given for every 1 ≤ p ≤ j ≤ m by
(S∞(f)(Ji))p,j =
 ∞∑′
n=0
αn[f ]Tn(Ji)

p,j
=
∞∑′
n=0
αn[f ]
(
Tn(Ji)
)
p,j
. (14)
Note that the absolute convergence of the matrix Chebyshev expansion implies the absolute and uniform
convergence of the scalar Chebyshev expansion of f . Thus, one can differentiate the Chebyshev expansion
of f term-by-term to get f (j), j = 0, . . . ,m− 1 (see Lemma 2.3). Since Lemma 3.2 states that
(
Tn(J)
)
p,j
=
1
(j − p)!
dj−p
dxj−p
Tn(λi),
we get that for 1 ≤ p ≤ j ≤ ki ≤ m
(S∞(f)(Ji))p,j = 1(j − p)!
∞∑′
n=0
αn[f ]
dj−p
dxj−p
Tn(λi) =
1
(j − p)!f
(j−p)(λi),
which coincides, as required, with the definition according to the Jordan form (see [10, Definition 1.2] and
the polynomial version in (8)).
3.2 Relaxing the smoothness requirements
The proof of Theorem 3.3 relies upon the bound (9) that can be improved for cases where the eigenvalues
of A lie strictly inside the interval [−1, 1]. We start by examining the first derivative of Tn(x), which by
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(1) is T ′n(x) = n
sin(nθ)
sin(θ) for x = cos(θ). Therefore, by [13]∣∣T ′n(x)∣∣ ≤ n√
1− x2 , |x| < 1, n = 0, 1, 2, . . . . (15)
The factor 1√
1−x2 increases near the end points of [−1, 1] and ultimately forces us to use the global bound
of n2, see e.g., [22, Chapter 1]. However, for a segment Iδ = [−1 + δ, 1 − δ], with a fixed 0 < δ < 1, we
have ∣∣T ′n(x)∣∣ ≤ νn, ν = 1√
2δ(1 − δ) . (16)
For higher derivatives, one can use (2) to derive [22, Chapter 1, p. 32–33]
(1− x2)T (k+1)n (x)− (2k − 1)xT (k)n (x) + (n2 − (k − 1)2)T (k−1)n (x) = 0, 1 ≤ k ≤ n.
Thus, we get
∣∣∣T (k+1)n (x)∣∣∣ ≤ (2k − 1)|x|(1− x2) T (k)n (x) + n21− x2 ∣∣∣T (k−1)n (x)∣∣∣ , |x| < 1, 1 ≤ k ≤ n. (17)
The latter leads to the following bound on higher order derivatives of Tn(x).
Lemma 3.5. Let 0 < δ < 1 and 1 ≤ k ≤ n. Then, the k−th derivative of Tn(x) satisfies∣∣∣T (k)n (x)∣∣∣ ≤ cknk, x ∈ Iδ,
where ck = ck(ν, k) is a constant independent of n, and ν is given by (16).
Proof. We prove the lemma by induction on the order k of the derivative. For the basis of our induction
we have
∣∣∣T (0)n (x)∣∣∣ ≤ 1 = (νn)0. For k = 1 the lemma holds due to (15) and the fact that x ∈ Iδ. Now,
assume the claim is true for any j that satisfies 0 ≤ j ≤ k < n, for a fixed k. Then, for k+1 we get by (17)
a leading order term nk+1 from the leading order of
∣∣∣T (k−1)n (x)∣∣∣. Namely, ∣∣∣T (k+1)n (x)∣∣∣ ≤ n2ν2(νn)k−1+cnk.
It is understood from (17) that the constant c of the lower order term (LOT) depends on k and ν but not
on n.
Remark 1. We did not elaborate on the LOTs of the bound on T
(k+1)
n (x), which appear in the proof as
cnk. For example, with further induction, one can derive that the constant in front of the nk term is
bounded by (k+1)k2 ν
k+2. The proof is given for completeness in Appendix A.2. Nevertheless, the explicit
forms of the constants of the LOTs are less important for us, as we aim to pose convergence results, which
are typically stated for large n. Thus, the explicit forms of the LOTs are omitted.
Lemma 3.5 shows that in many cases the bound of n2 for T ′n(x) is very pessimistic and so are the
conditions of Theorem 3.3 above. We therefore define a class of matrices for which we can relax the
smoothness requirements imposed on the function.
Definition 2 (δ-condensed matrix). Let 0 < δ < 1. We call a matrix A ∈ Mk(R) with ρ(A) ≤ 1 a
δ-condensed matrix if any eigenvalue in [−1,−δ] ∩ [δ, 1] is semisimple (its algebraic multiplicity is equal
to its geometric multiplicity).
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Having the above definition, we get the next convergence result.
Corollary 3.6. Let A ∈ Mk(R) be a δ-condensed matrix. Denote by m ≥ 1 the size of the largest
Jordan block in the Jordan form of A, and assume that f ∈ Cm−1([−1, 1]) such that f (m−1) is absolutely
continuous and f (m) of bounded variation. Then, the sequence SN (f)(A) is absolutely convergent.
Proof. We follow the proof of Theorem 3.3 and modify it as described next. First, using Lemma 3.5 we
replace (11) with
∥∥Tn(Ji)∥∥1 ≤ 1 + ki−1∑
j=1
1
(j)!
∣∣∣T (j)n (λi)∣∣∣ ≤ 1 + ki−1∑
j=1
1
(j)!
cjn
j ≤ c˜kinki−1,
for a constant c˜ki that depends on ki and ν but is independent of n. Since by definition m = maxi=1,...,p ki,
we can bound ∥∥Tn(A)∥∥1 ≤ Knm−1, K = maxi=1,...,p c˜ki∥∥∥Z−1∥∥∥1∥∥∥Z∥∥∥1 .
Here K is a constant that depends only on ν and on the Jordan form of A. By Theorem 2.2, the
assumptions on f ensure that (13) still holds.
Remark 2. Using the same arguments as above, we can also relax the conditions of Lemma 2.3 to
f ∈ Cm−1([−1, 1]) such that f (m−1) is absolutely continuous and f (m) is of bounded variation, for cases
where x ∈ [1 + δ, 1 − δ] with a positive δ < 1.
3.3 The truncated matrix Chebyshev expansion
The convergence rates of the Chebyshev expansion for scalar functions are well-studied (see Section 2),
and we wish to extend some of the results to the matrix case. In particular, we generalize Theorem 2.2
to the case of matrix functions.
In the case of a diagonalizable matrix A = Q−1DQ, we bound the convergence rate of SN (f)(A) based
on the convergence rate of the scalar function f as
∥∥SN (f)(A)− f(A)∥∥ ≤∥∥Q−1∥∥∥∥SN (f)(D)− f(D)∥∥∥∥Q∥∥ ,
where the Chebyshev expansion is applied to the diagonal matrix D element-wise. Next, we proceed to
more general cases where the matrices are allowed to be non-diagonalizable. In the following result we
show how the smoothness of f is related to the convergence rate of its expansion. Specifically, if f is
differentiable ℓ times more than required by Theorem 3.3, then the difference between SN (f)(A) and f(A)
converges to zero as a power of ℓ− 1.
Theorem 3.7. Let A ∈ Mk(R) and let m ≥ 1 be the size of the largest Jordan block in the Jordan form
of A. Assume f ∈ C2m−2+ℓ([−1, 1]) such that f (2m−2+ℓ) is absolutely continuous and f (2m−1+ℓ) is of
bounded variation. Then, for a given matrix norm ‖·‖ we have
∥∥SN (f)(A)− f(A)∥∥ ≤ C 1
(N − (2m− 1 + ℓ))ℓ+1 , N > 2m− 1 + ℓ,
where the constant C = C(f, ℓ,m,‖·‖) is independent of N .
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Proof. Since by Theorem 3.3 and Theorem 3.4 SN (f)(A) converges in norm to f(A) we have
∥∥SN (f)(A)− f(A)∥∥ =
∥∥∥∥∥∥
∞∑
n=N+1
αn[f ]Tn(A)
∥∥∥∥∥∥ ,
which can be bounded by
∑∞
n=N+1
∣∣αn[f ]∣∣∥∥Tn(A)∥∥. By the equivalence of norms we have that ‖·‖ ≤
Cnorm‖·‖1 for some constant Cnorm, and so by (12)∥∥Tn(A)∥∥ ≤ CnormCAn2m−2. (18)
The assumptions on f and Theorem 2.2 imply that
∣∣αn[f ]∣∣ ≤ 2V
π
1
n(n− 1) · · · (n− (2m− 1 + ℓ)) , n > 2m− 1 + ℓ, (19)
with V =
∥∥∥f (2m−1+ℓ)∥∥∥
TV
. Note that n
2m−2
n(n−1)···(n−(2m−1+ℓ)) can be simplified as
n2m−3
(n− 1) · · · (n− (2m− 3))
1
(n− (2m− 2) · · · (n− (2m− 1 + ℓ)) ,
which is bounded by (
n
n− (2m− 3)
)2m−3( 1
n− (2m− 1 + ℓ)
)ℓ+2
.
For n > 2m− 1 + ℓ we have
n
n− (2m− 3) = 1 +
2m− 3
n− (2m− 3) ≤ 1 +
2m− 3
ℓ+ 2
.
Therefore, we denote C = CnormCA(
2V
π )
(
1 + 2m−3ℓ+2
)2m−3
and combine (18) and (19) to get
∞∑
n=N+1
∣∣αn[f ]∣∣∥∥Tn(A)∥∥ ≤ C ∞∑
n=N+1
(
1
n− (2m− 1 + ℓ)
)ℓ+2
≤ C
∫ ∞
N
dx
(x− (2m− 1 + ℓ))(ℓ+2)
=
(
C
ℓ+ 2
)
1
(N − (2m− 1 + ℓ))ℓ+1 .
A different approach to prove Theorem 3.7 is via element-wise estimation. In particular, we start by
reducing the required bound to the case of a Jordan block, similar to (7), as
SN (f)(A)− f(A) = Z−1
 N∑
n=0
αn[f ] diag
(
Tn(J1), . . . , Tn(Jp)
)− diag (J1, . . . , Jp)
Z.
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Then, the element-wise difference is measured for each block separately, and is of the form
f (j−1)(λi)−
N∑
n=0
αn[f ]T
(j−1)
n (λi) =
∞∑
n=N+1
αn[f ]T
(j−1)
n (λi), 0 ≤ j < m , 1 ≤ i ≤ p. (20)
Now, we can use the bound (19) and the following derivation in the current proof to establish a bound
for (20). Finally, one can cast the resulting error in terms of any desired matrix norm.
A different adjustment to the proof of Theorem 3.7 is for the case of δ-condensed matrices. Specifi-
cally, (18) becomes
∥∥Tn(A)∥∥ ≤ CnormCAcm−1nm−1. Therefore, the requirements from f can be weakened
and the remaining calculations of the proof hold with m− 1 replacing 2m− 2. We summarize this in the
following corollary.
Corollary 3.8. Let A ∈ Mk(R) be a δ-condensed matrix and let m > 1 be the size of the largest Jordan
block in its Jordan form. Assume f ∈ Cm−1+ℓ([−1, 1]) such that f (m−1+ℓ) is absolutely continuous and
f (m+ℓ) is of bounded variation. Then, for a given matrix norm we have
∥∥SN (f)(A)− f(A)∥∥ ≤ C 1
(N − (m+ ℓ))ℓ+1 , N > m+ ℓ,
where the constant C = C(f, ℓ,m,‖·‖) is independent of N .
Remark 3. There are some intermediate cases between the two cases presented in Theorem 3.7 and
Corollary 3.8. Specifically, consider a matrix A that has an eigenvalue of 1 or −1, which is not semisimple,
but whose associated Jordan block is of size m˜ with m˜ < m. That means that the power of n in the
bound (12) is determined by the maximum between m−1 and 2m˜−2. Then, the smoothness requirements
from f should be modified accordingly. The proof of such a result can be easily recovered from the current
section and is therefore omitted.
Theorem 3.7 shows a way to lift convergence rate results from scalars to matrices. However, two
weaknesses of this approach are hidden in the constant C. First, C has CA as a factor, namely it depends
on the condition number of Z (see (12)). This condition number can be significantly large. Second, C
depends on the constants relating different matrix norms, which typically depend on the size of A.
3.4 Bounds which are independent of the matrix size
Inspired by [17], we suggest an alternative approach for lifting convergence rate results from scalars to
matrices, based on the duality theorem for matrix norms, see e.g., [11, Chapter 3]. The bound we get
using this approach is independent of the size of the matrix but requires additional smoothness from f .
This means, for example, that for a given f the convergence rate for a matrix consisting of one Jordan
block is the same as for a matrix consisting of many copies of this block.
Theorem 3.9. Let A ∈ Mk(R) and denote by m the size of the largest Jordan block in the Jordan
form of A. Assume f ∈ C2m+2ℓ([−1, 1]) such that f (2m+2ℓ) is absolutely continuous and f (2m+2ℓ+1) is of
bounded variation. Then, for a given matrix norm we have
∥∥SN (f)(A)− f(A)∥∥ ≤ C 1
(N − ℓ)ℓ , N > ℓ,
12
where C is a constant independent of N and k. This constant can be bounded by
2
ℓ
∫ 1
−1
∥∥∥∥∥∥
∞∑′
n=0
αn[f ]Tn(A)T
(ℓ+1)
n (t)
∥∥∥∥∥∥ dt.
The proof of Theorem 3.9 is given in Appendix A.3, where we lift Theorem 2.2 to matrices using an
auxiliary Chebyshev operator, acting on matrix-valued functions. Similar approaches were introduced in
[11, Chapter 6] and [17] for other types of matrix operators.
We conclude this section with a variant of Theorem 3.9 for δ-condensed matrices. The proof uses
arguments similar to those of Corollary 3.6 and Corollary 3.8 and thus is omitted.
Corollary 3.10. Let A ∈ Mk(R) be a δ-condensed matrix and denote by m the size of the largest Jordan
block in the Jordan form of A. Assume f ∈ Cm+ℓ−1([−1, 1]) such that f (m+ℓ−1) is absolutely continuous
and f (m+ℓ) is of bounded variation. Then, for a given matrix norm we have
∥∥SN (f)(A)− f(A)∥∥ ≤ C 1
(N − ℓ)ℓ , N > ℓ,
where C is a constant independent of N and k.
4 Numerical examples
We turn to demonstrate numerically the theory devoloped in Section 3. This section is divided into four
parts. The first part briefly explains our implementation of matrix Chebyshev expansions. The second
part demonstrates the evaluation of non-analytic matrix functions by matrix Chebyshev expansions. The
third part illustrates numerically the convergence properties of matrix Chebyshev expansions for Jordan
block matrices. The fourth part shows an application that uses the numerical advatages of the matrix
Chebyshev expansion. In the context of numerical codes, it is worth mentioning the Chebfun software
system and resources [6], where the interested reader can further study other numerical implementations
and issues related to Chebyshev expansions.
4.1 Notes on implementation
The common practice for approximating a function using Chebyshev expansions consists of computing
the expansion coefficients αn in (5), followed by computing the finite sum SN of (6). Calculating the
expansion coefficients uses the Clenshaw-Curtis quadrature for (4) and is implemented efficiently using
the Fast Fourier Transform (FFT) algorithm, see e.g., [29, Chapter 5.8].
Having obtained the expansion coefficients for SN of (6), evaluating SN employs Clenshaw’s algorithm
(see e.g., [29, Chapter 5.5]), which exploits the three term recursion (3), as described in [29, p. 193]. Note
that this algorithm is valid also for matrices since each polynomial consists only of powers of A, which
means that any two such matrix polynomials of A commute. Commutativity makes scalar algorithms,
such as Clenshaw’s algorithm, applicable to matrices. The algorithm for evaluating matrix Chebyshev
expansions is given for completeness as Algorithm 1 in Appendix B.
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To substitute a matrix A into a Chebyshev expansion, the eigenvalues of A must be in [−1, 1]. This
constraint can be easily removed by estimating a norm of A, for example, the Frobenius norm, and scaling
down the matrix. Having a scale factor, say b, that guarantees that the scaled-down matrix A˜ = A/b
satisfies
∥∥∥A˜∥∥∥ ≤ 1, we expand g(A˜) for g(·) = f(b·). Observe that in this case, any theoretical result must
be applied to the scaled function.
The entire code for the numerical examples is available online at https://github.com/nirsharon/matrix-Chebyshev-expansion.
The numerical examples were executed in Matlab 2015a on a Springdale Linux desktop with a 3.2 GHz
i7-Intel CoreTM CPU having 16 GB of RAM.
4.2 Lifting non-analytic functions
An important motivation for using Chebyshev expansions is applying non-analytic functions to matrices.
A textbook solution involving diagonalizing A might be computationally infeasible for large matrices, and
numerically unstable for general matrices. The same holds if A cannot be diagonalized, and its Jordan
decomposition is used instead. Thus, we consider the matrix Chebyshev expansion as an alternative.
In our first set of examples, we use three different functions which we apply on symmetric random
matrices of size 10 × 10. These matrices have, with high probability, only simple eigenvalues (geometric
multiplicity of one) and are diagonalizable due to symmetry. We use this simple setting to demonstrate
the convergence rates of Subsection 3.3.
The first function we use is
f1(x) = sign(x)x
2 =
 −x2 x < 0,x2 otherwise. (21)
This function is C1, with jump discontinuity in the second derivative at x = 0. Clearly, no Taylor
series is available for evaluating f1(A). Since the second derivative is of bounded variation, we expect
from Theorem 3.7 that the error of the truncated matrix Chebyshev expansion of length N would decay
as N−2 (take m = 1 and j = 1). To numerically validate this theoretical result, we calculate matrix
Chebyshev expansions with up to 2000 coefficients. f1 is an odd function and thus only half of its expansion
coefficients are nonzero. The error in evaluating matrix functions is measured using the spectral norm
and we normalize it by the condition number of the matrix,
∥∥SN (f)(A)− f(A)∥∥ /(∥∥A∥∥∥∥A−1∥∥) .
The normalization compensate for the natural loss of accuracy due to the condition number of A and
to provide a clear view of the convergence rates which we want to test here. We present in Figure 1a
the coefficients’ decay, the approximation error of the truncated matrix Chebyshev expansions, and the
theoretical bound N−2 on a logarithmic scale, as functions of the expansion length N . Indeed, we see
that the approximation errors fit the theoretical bound.
We repeat the last experiment with the continuous function
f2(x) =
√
|x|. (22)
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The derivative of this function has a singularity at x = 0, nevertheless it is of bounded variation. As such,
its coefficients’ decay is slower than of f1 and so we expect the convergence rate to behave like N
−1. As
in the previous example, we show on a logarithmic scale the coefficients’ decay, the convergence rate and
its theoretical bound. As seen in Figure 1b, the numerical convergence rate fits the expected theoretical
rate.
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Theoretical bound of N-2
(a) f1(x) of (21)
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Theoretical bound of N-1
(b) f2(x) of (22)
Figure 1: Lifting scalar functions to 10 × 10 random matrices: comparisons of the coefficients’ decay,
the approximation error of the truncated matrix Chebyshev expansion, and the theoretical bound of
Theorem 3.7.
As a last example for this part, consider
f3(x) =
1
x2 + 0.25
. (23)
This function is analytic around zero, but with radius of convergence of 0.5, due to its poles at ±0.5ı˙.
Therefore, the Taylor expansion of f3(x) cannot be used for matrices having eigenvalues whose magnitudes
are above 0.5. The matrix that we use is of size 10 × 10, with seven eigenvalues whose magnitudes are
larger than 0.5, as seen in the bar plot of Figure 2a. Since f3 has derivatives of any order everywhere on
the real line, the coefficients decay rapidly and we have to use only 73 coefficients (among them only 37
are nonzero) to get double precision accuracy. Figure 2b shows that indeed both the expansion coefficients
and the approximation error decay rapidly.
4.3 Matrix Chebyshev expansion on Jordan blocks
As an example for applying matrix functions on non-diagonalizable matrices, we investigate the case of
Jordan blocks. We focus on the two parameters of Jordan blocks: their eigenvalues and their size.
We begin by considering the function
f4(x) = |x|3.5 , x ∈ [−1, 1]. (24)
This function has 3 absolutely continuous derivatives, but the fourth one is not of bounded variation.
Thus, for Jordan blocks with eigenvalue in (−1, 1), Corollary 3.6 guarantees the convergence only for
m ≤ 3. We evaluate f4 for Jordan blocks associated with the eigenvalue 0.7 and for sizes m = 2, 3 and 4.
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Figure 2: Evaluating f3 of (23) on a matrix of size 10× 10.
The expansion of f4 for the first two Jordan blocks is guaranteed to converge, while for the third it does
not. The convergence rates of the three expansions are depicted in Figure 3a, where the truncation error
is given as a function of the expansion length. The error axis is on a logarithmic scale, and still there is
a clear difference between the decay rates of the three cases.
When considering δ-condensed matrices, for f4 and for Jordan blocks of size 3 (with eigenvalue in
[−1 + δ, 1 − δ], the convergence is guaranteed, while if the eigenvalues are 1 or −1, the convergence
is guaranteed only for Jordan blocks of size 2. We plot in Figure 3b the truncation errors for three
cases corresponding to the three eigenvalues 0.4, 0.7, and 1. We see that the error associated with the
eigenvalue 0.7 is slightly higher than that of 0.4, which can be explained by the growing constant (16)
and Lemma 3.5. Also, the error that is associated with the eigenvalue 1 is large and its matrix Chebyshev
expansion doesn’t seem to converge.
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(a) Three different sizes of Jordan blocks with
eigenvalue 0.7
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Figure 3: Truncation errors in evaluating f4 of (24) on Jordan blocks as a function of the expansion
length.
The other parameter that affects the convergence rate is the size of the largest Jordan block. In
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Figure 4: Convergence rates of f3 from (23) for three different block diagonal matrices. Each block
corresponds to the eigenvalue 0.5. In the legend are the different sizes of the blocks on the diagonal of
our test matrix.
particular, we show in Theorem 3.9 that while the size of the largest Jordan block affects the convergence
rate, the matrix size does not. In order to test this observation numerically, we compare three block
matrices of size 10×10, having blocks of varying sizes on their diagonal. These blocks have the eigenvalue
0.5 on the diagonal and 0.5 on super-diagonal entries (instead of the traditional 1). This is done to avoid
high condition numbers which can obscure the results of this test. The first matrix consists of a single
block of size 10 × 10, the second consists of two blocks of size 5 × 5 each, and the third consists of five
blocks, each of size 2× 2. We use the function f3 of (23) to allow for large Jordan blocks. The results are
plotted in Figure 4, where we notice that the convergence rates depend on the size of the largest Jordan
block. It is worth noting that we repeated this test with a matrix having on the diagonal two copies of
the above matrices, and obtained exactly identical results, which confirms numerically the observation of
Theorem 3.9.
4.4 Application to eigenspace recovery
We demonstrate the application of matrix Chebyshev expansions for estimating an eigenspace which
corresponds to a given eigenvalue λ of a matrix. We omit the classical case of the largest magnitude
eigenvalue and consider the problem called the ’interior’ eigenvalue problem. The standard solution for
this problem is by the inverse power method, see [9, Chapter 8], which applies the power method on
(A − λI)−1. Applying the inverse power method requires solving at each iteration a system of linear
equations of the same size as the matrix A. Thus, for large matrices, the conventional inverse power
method might be computationally too expensive. Our demonstration here is a variant of a different
approach, also known as Chebyshev acceleration [23]. In this approach, instead of applying the power
method (or one of its extension like the Lanczos algorithm) directly to (A − λI)−1, we apply it on a
polynomial approximation of the inverse function. Nevertheless, the use of the inverse function (x− λ)−1
is merely one example of a broader concept of filtering functions that increase the magnitude of a specific
part of the spectrum while suppressing the rest.
The different variants of the above Chebyshev acceleration approach usually differ in the filter function
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they use. In [8], splines are used to form a filter function, and its polynomial approximation is applied to
the matrix. A later approach [14] directly uses a polynomial approximation to the Dirac function, based
on least squares combined with a damping factor. This technique is derived from the Jackson kernel
to avoid wigglings of the approximant. These variants aim to recover the eigenspaces associated with
particular eigenvalues inside a segment (also termed ’spectrum slicing’). The ideal filter for such a task
is the characteristic function over the required slice, but polynomial approximation of this ideal-filter is
problematic due to its poor smoothness, as it is not even continuous.
In our example, we use the filter function,
f(x) =
1
2
(
1− erf
(
2
r
(
∣∣(x− c)∣∣−R))) , (25)
centered around the eigenvalue whose eigenspace we want to recover. In (25), erf is the error function
(integration over the Gaussian function), R is a width parameter, and r controls the steepness of the
transition from zero to one (the smaller r the steepest f(x) is). The function f(x) is smooth except at
the center point c, where its first derivative has a jump discontinuity due to the absolute value. This
discontinuity implies Gibbs phenomenon when approximating f with the truncated Chebyshev expansion.
Namely, there is always a fixed magnitude of approximation error centered around c. However, approxi-
mation errors around c are negligible as the main objective is to suppress eigenvalues outside the region
of interest. The parameter R is roughly the distance to the nearby eigenvalue, if such an estimation is
available. An illustration of (25) with different sets of parameters is given in Figure 5.
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The parameters:
(c)enter    (r)ise     (R)adius
Figure 5: The filter function (25) for two different sets of parameters
We consider a scenario where the matrix size is large, and moreover we only have access to a function
that applies the matrix to any a vector. In other words, we cannot access the entries of the matrix.
Also, we a priori know an approximation of the eigenvalue whose eigenspace we wish to recover. To make
this scenario realistic, we must assume there is some gap between this eigenvalue and the rest of the
spectrum, for otherwise, any known variant of the power method would converge very slowly. We choose
the parameters of the filter as follows: c is the approximated eigenvalue, and r and R depend on the gap.
As we decrease r (corresponding to a smaller gap), the derivatives of f increase, which means we have
to use more coefficients in the truncated Chebyshev expansion to obtain the same prescribed accuracy of
the approximation.
In the following, we present two examples. In the first example, we generate symmetric matrices of
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size up to 15, 000 × 15, 000, which is (approximately) the largest dense-matrix that fits in memory on
our machine. Each matrix has a spectrum consisting of ones, zeros, and halves. The goal is to reveal
the 20 eigenvectors corresponding to the eigenvalue 0.5. We compare two methods for this problem. The
first is the inverse power method, implemented by solving a linear system of the form (A − λI)x = u
with λ = 0.5 at each iteration using Matlab’s implementation (the EIGS function with the backslash A\b
solver). The second method is based on filtering via matrix Chebyshev expansion; we apply an evaluation
of the matrix function f(A), with the filter f of (25), on an initial set of random vectors whose number is
at least as large as the dimension of the subspace we wish to recover. To make a fair comparison between
the two methods, we require the same precision of 10−10 when measuring the error by
∑k
j=1
∥∥Auj − λuj∥∥.
To reach such a high precision using the matrix Chebyshev expansion, we need to truncate it at large N .
However, that means computing many matrix-vector multiplications. Another way that we found quite
efficient is to approximate f(x) using some small N such as N = 10, but then to iterate the approximation
several times. In particular, we reach the required precision in about seven such iterations. We introduce
the results of the comparison between the two algorithms in Figure 6, where the gap between the two
methods becomes larger as the size of the matrix increases.
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Figure 6: A timing comparison between iterative power method (by Matlab) and eigenspace recovery
using matrix Chebyshev expansion. Time is measured in seconds, as a function of the matrix size.
In our second example, we use a particular class of matrices which are of the form QTDQ, where D is a
real diagonal matrix (the real spectrum), and Q is the orthogonal matrix of the discrete cosine transform
(DCT). Namely, for a vector x, Qx is the discrete cosine transform of type II of x. The advantage of
using such a matrix for our example is that computing the vector products Qx and Q−1y = QT y for any
vectors x and y is extremely fast. We examine four sizes of matrices ranging from 50, 000 to 1, 000, 000,
each with a spectrum constructed as in the first example. Note that such large dense matrices cannot fit
into the RAM of our machine. We measure the time required by our algorithm to estimate the required
eigenspace to precision of 10−10, and report the results in Table 2, indicating how fast and efficient it is
to use the matrix Chebyshev expansion for this task. Note that solving linear systems of these sizes using
conventional methods is far from being trivial and thus applying the iterative power method is intricate.
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Matrix size 50,000 100,000 500,000 1,000,000
Timing (sec.) 3.617 8.658 51.970 108.258
Precision 2.758e-10 1.660e-11 3.677e-11 5.190e-11
Table 2: Timing (in seconds) of eigenspace recovery for big matrices.
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Appendix A Complementary proofs
A.1 Proof of Lemma 2.3
Proof. By Theorem 2.2 we have that
∣∣αn[f ]∣∣ ≤ Cfn2m , with a positive constant Cf . By the bound (9), we
have that
∣∣∣αn[f ]T (j)n (x)∣∣∣ ≤Mn = Cf n2j(2j−1)!n2m , for any j = 0, 1, . . . ,m− 1, and thus
∞∑
n=1
Mn =
Cf
(2j − 1)!
∞∑
n=1
1
n2(m−j)+2
<∞, j ≤ m− 1. (26)
Equation (26) guarantees that
∑′∞
n=0
∣∣∣αn[f ]T (j)n (x)∣∣∣ <∞, as required.
For the second part of Lemma 2.3, we can use the Weierstrass M-test to conclude uniform convergence
of ∞∑′
n=0
αn[f ]T
(j)
n (x), j = 0, 1, . . . ,m− 1.
Moreover, it is clear that
N∑′
n=0
αn[f ]T
(j)
n (x), N ∈ N, j = 0, 1, . . . ,m− 1
is a polynomial of degree N and so obviously differentiable, and thus, we can differentiate it term-by-
term.
A.2 The second leading order term of T
(k)
n (x)
As noted in Remark 1, we can derive a bound on the constant in front of the nk−1 term of the k-th
derivative T
(k)
n (x). We denote by Bk this bound and prove by induction that
Bk ≤ k(k − 1)
2
. (27)
For the base of the induction, we get from (17) that the constants are equal to 0, 1 and 3, for k = 1, 2 and
3, respectively. Assume that the claim is true for any j that satisfies 0 ≤ j ≤ k < n, for a fixed k. Then,
for k+1, by (17) we get the nk terms out of two factors: from the nk (leading order) term of T
(k)
n that is
multiplied by (2k − 1)ν2, and from the nk−2 term (second leading order) of T (k−1)n that is multiplied by
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ν2. Combining the two factors leads to
Bk+1 ≤ (2k − 1)νk+2 + ν2Bk−1.
The latter recursion can be solved by repeatedly substituting (27) to yield
Bk+1 ≤ νk+2
⌊(k+1)/2⌋∑
j=1
(
2(k − 2j) + 1) = k(k + 1)
2
νk+2,
as required for k + 1.
A.3 Proof of Theorem 3.9
We organize the proof as follows. First, we define and briefly analyze an auxiliary Chebyshev term-by-
term operator, acting from R to Mk(R). Next, we show how to adapt Theorem 2.2 to the auxiliary
operator. Finally, we show how to use this auxiliary operator for proving Theorem 3.9.
We now define our auxiliary operator.
Definition 3. The term-by-term Chebyshev polynomial of order N for a function f : [−1, 1]→Mk(R) is
QN (f)(x) =
N∑′
n=0
βn [f ]Tn(x),
where βn [f ] ∈ Mk(R) with (βn [f ])i,j = αn
[
f(x)i,j
]
for all 1 ≤ i, j ≤ k.
The coefficients {βn}Nn=0 of QN are matrices defined by αn (see (5)) in each entry. We state the follow-
ing relation between the Chebyshev term-by-term operator of Definition 3 and the truncated Chebyshev
expansion for scalar functions (6).
Lemma A.1. Let f : [−1, 1]→Mk(R) be a matrix-valued function such that f(x)i,j ∈ C([−1, 1]), for all
1 ≤ i, j ≤ k. Then, for any fixed B ∈ Mk(R)
αn
[
tr
(
f(t)BT
)]
= tr
(
βn
[
f(t)
]
BT
)
.
In words, the trace and the (Chebyshev) inner product commute.
Proof. Define h : [−1, 1]→ R by h(t) = tr
(
f(t)BT
)
. The trace operator is linear and since f is continuous
in each entry so is h. Therefore, αn [h] is well-defined and
αn [h] = αn
[
tr
(
f(t)BT
)]
=
2
π
∫ 1
−1
∑k
i,j=1 f(t)i,jBi,jTn(t)√
1− t2 dt
=
k∑
i,j=1
Bi,j
2
π
∫ 1
−1
f(t)i,jTn(t)√
1− t2 dt
=
k∑
i,j=1
Bi,jαn
[
f(t)i,j
]
= tr
(
βn
[
f(t)
]
BT
)
.
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Equipped with Lemma A.1, we are ready to lift Theorem 2.2 to the case of the Chebyshev term-by-
term operator for matrix-valued functions. To this end, we use a result from the matrix duality theory:
for any X ∈ Mk(R) and a matrix norm ‖·‖, there exists a matrix Y such that ‖X‖ = tr(XY T ) and
‖Y ‖D = 1, where ‖·‖D is the dual norm defined as
‖X‖D = max
‖Y ‖≤1
{tr(XY T )}.
The duality ensures that (‖·‖D)D =‖·‖ and that
∣∣∣tr(XY T )∣∣∣ ≤‖X‖‖Y ‖D. For more details see [12, Chapter
5]).
Theorem A.2. Let f : [−1, 1] → Mk(R) be such that fi,j ∈ Cm−1([−1, 1]) where f (m−1)i,j is absolutely
continuous and f
(m)
i,j is of bounded variation for any 1 ≤ i, j ≤ k. Then,
∥∥f(x)−QN (f)(x)∥∥ ≤ C 1
(N −m)m , N > m,
where C is a constant independent of x and N .
Proof. Denote by EN (Q, f)(x) = f(x) − QN (f)(x) the error matrix at x. By the duality theorem for
matrix norms, for any given A ∈ Mk(R) and a matrix norm ‖·‖, there exists a matrix B with ‖B‖D = 1
such that ‖A‖ = tr(ABT ). Now, let x0 ∈ [−1, 1] be a fixed point and let B0 be the corresponding matrix
such that
∥∥EN (Q, f)(x0)∥∥ = tr(EN (Q, f)(x0)BT0 ) = tr(f(x0)BT0 )− tr(QN (f)(x0)BT0 ) .
In other words,
∥∥EN (Q, f)(x0)∥∥ = h(x0)− tr(∑′N
n=0
βn [f ]Tn(x0)B
T
0
)
where h(t) = tr
(
f(t)BT0
)
(as in
the proof of Lemma A.1). Note that Tn(x0), 0 ≤ n ≤ N , are scalars, and by the linearity of the trace
operator
tr
 N∑′
n=0
βn [f ]Tn(x0)B
T
0
 = N∑′
n=0
Tn(x0) tr
(
βn [f ]B
T
0
)
. (28)
By Lemma A.1, the sum on the right-hand-side of (28) is equal to
∑′N
n=0
αn
[
tr
(
f(t)BT0
)]
Tn(x0), which
means that ∥∥EN (Q, f)(x0)∥∥ = h(x0)− N∑′
n=0
αn[h]Tn(x0). (29)
The right hand side of (29) is the error in approximating h by Chebyshev polynomials, and therefore, to
bound it using Theorem 2.2, we need to verify that h(x) satisfies the conditions of that theorem. The
regularity of h is directly inherited from the components of f , and so
h(j)(x) = tr
(
f (j)(x)BT0
)
, j = 1, . . . ,m.
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Thus, it remains to verify the finiteness of
∥∥∥h(m)∥∥∥
TV
. By the duality theorem,
∣∣∣tr(ABT )∣∣∣ ≤ ‖A‖‖B‖D,
where in our case
∥∥∥BT0 ∥∥∥D = 1, and consequently,
∥∥∥h(m)∥∥∥
TV
≤
∫ 1
−1
∥∥∥f (m+1)(t)∥∥∥∥∥∥BT0 ∥∥∥D dt ≤ ∫ 1
−1
∥∥∥f (m+1)(t)∥∥∥ dt <∞.
The last inequality can be easily verified using the max norm and the conditions on fi,j. Applying
Theorem 2.2 to h leads to the required bound due to (29).
There are two important remarks regarding Theorem A.2. First, the constant C of the bound is
independent of k (the size of the matrix) and can be bounded by 2m
∫ 1
−1
∥∥∥f (m+1)(t)∥∥∥ dt. Second, there are
no restrictions on the matrix norm, except of being sub-multiplicative. These observations are also true
for Theorem 3.9.
Proof of Theorem 3.9. Let g : [−1, 1]→Mk(R) be a matrix-valued function defined by
g(x) =
∞∑′
n=0
αn[f ]Tn(A)Tn(x). (30)
Note that Theorem 3.3 guarantees absolute convergence of the matrix Chebyshev expansion of f , and
thus, g is well-defined since
∞∑′
n=0
∥∥αn[f ]Tn(A)Tn(x)∥∥ = ∞∑′
n=0
∥∥αn[f ]Tn(A)∥∥∣∣Tn(x)∣∣ ≤ ∞∑′
n=0
∥∥αn[f ]Tn(A)∥∥ <∞.
On the one hand, g(1) = f(A) since Tn(1) = 1 for all n = 0, 1, 2, . . .. On the other hand, using the
operator of Definition 3
QN (g)(1) =
N∑′
n=0
βn [g]Tn(1) =
N∑′
n=0
βn [g] , (31)
where each matrix βn [g] is defined as
βn [g]i,j =
2
π
∫ 1
−1
(
g(t)
)
i,j
Tn(t)√
1− t2 dt =
2
π
∫ 1
−1
(∑∞
ℓ=0 αℓ[f ]Tℓ(A)Tℓ(t)
)
i,j
Tn(t)√
1− t2 dt.
Each element of {∑pℓ=0 αℓ[f ]Tℓ(A)}∞p=1 is bounded by ∑∞ℓ=0∥∥αℓ[f ]Tℓ(A)∥∥, and thus, we can use the
bounded convergence theorem to interchange the integral and sum. Therefore, we have
βn [g]i,j =
2
π
∞∑
ℓ=0
∫ 1
−1
(
αℓ[f ]Tℓ(A)Tℓ(t)
)
i,j
Tn(t)√
1− t2 dt.
Note that Tℓ(t) is a scalar and αℓ[f ]Tℓ(A) is independent of the integration variable. Thus, we can
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rearrange the latter equation and use the orthogonality of the Chebyshev polynomials to get
βn [g]i,j =
2
π
∞∑
ℓ=0
(
αℓ[f ]Tℓ(A)
)
i,j
∫ 1
−1
Tℓ(t)Tn(t)√
1− t2 dt
=
∞∑
ℓ=0
(
αℓ[f ]Tℓ(A)
)
i,j
δℓ,n =
(
αn[f ]Tn(A)
)
i,j
,
where δℓ,n is the Kronecker delta. Combining the latter equation with (31) we get that QN (g)(1) =∑′N
n=0
αn[f ]Tn(A) = SN (f)(A), and therefore,∥∥g(1) −QN (g)(1)∥∥ =∥∥f(A)− SN (f)(A)∥∥ . (32)
It remains to show that the assumptions on f imply that g ∈ Cℓ+1 so that we can apply Theorem A.2 on
g to get the error bound C
(N−ℓ)ℓ . This is done by considering the bound
∣∣∣T (j)n (x)∣∣∣ ≤ n2j, and the uniform
bound (12) on
∥∥Tn(A)∥∥ from which we get
∞∑
n=1
∥∥∥αn[f ]Tn(A)T (j)n (x)∥∥∥ <∞, 0 ≤ j ≤ ℓ+ 1.
Thus, the Weierstrass M-test implies that the convergence is absolute and uniform and so the function g,
defined by (30), has the required smoothness.
Appendix B Clenshaw’s algorithm for matrices
Algorithm 1 Clenshaw’s algorithm for evaluating a truncated matrix Chebyshev expansion
Input: Matrix A of order k and coefficients {ci}Ni=0.
Output: Truncated Chebyshev expansion
∑′N
n=0
cnTn (A).
1: T ← 2 ·A− Ik
2: d← 0
3: dd← 0
4: for n← N downto 2 do
5: b← d
6: d← 2 · T · d− dd+ cn · Ik
7: dd← b
8: end for
9: return T · d− dd+ 0.5 · c0 · Ik
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