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Abstract 
Robots that operate in human environments can learn motor skills asocially by self-exploration, 
or socially by imitating their peers. A robot capable of doing both can be more adaptive and au- 
tonomous. Learning by imitation, however, requires the ability to understand the actions of others 
in terms of its own motor system: this information can come from a robot's own exploration. 
This thesis investigates the minimal requirements for a robotic system than learns from both self- 
exploration and imitation of others. 
Through self-exploration and computer vision techniques, the robot can develop forward mod- 
els: internal models of its own motor system that enable it to predict the consequences of its ac- 
tions. Multiple forward models are learnt that give the robot a distributed, causal representation of 
its motor system. It is demonstrated how an autonomously controlled increase in the complexity 
of these forward models speeds up the robot's learning. 
The robot can determine the uncertainty of its forward models, enabling it to explore so as to 
improve the accuracy of its predictions. Paying attention to the forward models according to how 
their uncertainty is changing leads to a development in the robot's exploration: its interventions 
focus on increasingly difficult situations, adapting to the complexity of its motor system. 
The robot can invert forward models, creating inverse models, in order to estimate the actions 
that will achieve a desired goal. Switching to social learning, the robot uses these inverse models 
to imitate both a demonstrator's gestures and the underlying goals of their movements. Thus, 
knowledge gained from self-exploration is used to bootstrap a social learning process. 
Acknowledgements 
I would first of all like to thank Yiannis Demiris, my supervisor, for his incredible support and 
encouragement. His advice and inspiration during my research were truly invaluable. 
I spent many dark and stormy nights in the BioART robot lab. This experience was made all 
the more entertaining by the presence of my fellow PhD students, Paschalis Veskos, Matt John- 
son, Gavin Simmons, Bassam Khadhouri, Balint Takacs, Tom Carlson and Simon Butler. Special 
thanks in particular are due to Paschalis and Matt for the conversations and controversial contrast- 
ing opinions over the years. 
During my PhD, I spent six months working at BBC Research in Surrey. I would like to thank 
Oliver Grau for his support during this time. 
The continuous support of my mum, Mary, and dad, Paul, together with that of my "pseudo 
in-laws", Kate and Alan, made a vital contribution to me coming out the other side with my sanity 
intact. 
Finally I would like to thank Dilly, a truly wonderful person who kept me going these past 
four years with her love and friendship. 
Declaration 
I hereby declare that I composed this thesis entirely by myself and that it describes my own re- 
search. 
Anthony Dearden. 
London 
2008 
CONTENTS 
Contents 
Abstract 
Acknowledgements 
Declaration 
List of Figures 
5 
2 
3 
4 
7 
1 Introduction 12 
1.1 Contributions of this thesis ............................. 12 
1.2 Roadmap ...................................... 13 
1.3 Publications ..................................... 15 
2 Background and literature review 16 
2.1 Internal models ................... ................ 
16 
2.2 Asocial learning of internal models ............... .......... 
19 
2.3 Combining social and asocial learning ....... ................ 
23 
2.4 Bootstrapping social learning ...................... ..... 
25 
2.5 Summary ...................................... 27 
3 Visual learning of a world model 28 
3.1 The vision architecture ............................... 28 
3.2 Results .................................. ..... 
32 
3.3 Discussion ...................................... 33 
3.4 Summary ...................................... 38 
4 Learning a single forward model 39 
4.1 A definition of forward models ...... ..... ................ 
39 
4.2 Software implementation of a forward model ................... 
41 
4.3 Training a forward model .............................. 
45 
4.4 Sensorimotor maps as forward models .... ......... .......... 
49 
4.5 Summary 
...................................... 52 
5 Multiple forward models 53 
5.1 Multiple forward models and Bayesian networks . ................ 
53 
5.2 The multiple forward model learning architecture ................. 
55 
5.3 Using multiple models to learn the motor delay ........ .......... 
59 
5.4 Improving learning with constraints ........................ 
62 
5.5 Discussion and summary .................... ..... ..... 
68 
CONTENTS 6 
6 Active learning and exploration 71 
6.1 Creating an exploration inverse model ....................... 71 
6.2 Active exploration with multiple models ...................... 80 
6.3 Discussion 
...................................... 91 
6.4 Summary 
...................................... 92 
7 From asocial to social learning 94 
7.1 Prerequisites for social learning ...... ..................... 94 
7.2 Inverse models and simulation theory of mind ................... 96 
7.3 Inverse models from direct inversion ........................ 97 
7.4 Creating inverse models using Bayes' rule ..................... 99 
7.5 Goal-based inverse models ............................. 105 
7.6 Discussion ...................................... 113 
7.7 Summary ...................... ................ 114 
8 Conclusions and future work 115 
8.1 Overview of the thesis ............................... 115 
8.2 Future directions 
.................................. 116 
8.3 Epilogue ....................................... 117 
9 Appendix A: The robots, real and simulated 118 
10 Appendix B: Further examples from the vision system 121 
11 Appendix C: Using forward models to overcome occlusions 124 
12 Appendix D: Imitation in a football simulator 128 
LIST OF FIGURES 7 
List of Figures 
1.1 The robot is a system with low level sensor data as its input and low-level motor 
commands as its output ............................... 14 
2.1 A forward model (left) and an inverse model (right) . ............... 
16 
2.2 The HAMMER architecture ............................ 26 
2.3 Social and asocial learning can interact in both directions: social learning can 
transfer knowledge to speed up the robot's exploration, and asocial learning can 
provide the internal models necessary to perform social learning through simula- 
tion theory . ..................................... 27 
3.1 Overview of the vision system for learning and tracking the state of the robot's 
environment . .................................... 29 
3.2 An object is created by clustering optical flow points together ........... 
29 
3.3 Output from the vision system ........................... 33 
3.4 Object movement during an experiment ...................... 34 
3.5 The robot discovering objects by moving them with its own motor system ... 
35 
3.6 Camera tracking .................................. 36 
3.7 Tracking from a 3rd person perspective ...................... 37 
4.1 A probabilistic forward model (top), implemented by using functions to approxi- 
mate the mean and the expected prediction error (bottom) ............ 
41 
4.2 Forward models can be used in a sequence to predict the effects of multiple motor 
commands over time . ................................ 41 
4.3 Visualising locally weighted regression ...................... 
42 
4.4 The memory organisation of the robot used for memory-based learning ..... 
43 
4.5 The single forward model learning architecture .... .......... 
45 
4.6 The motor babbling process on the football camera simulation .......... 
46 
4.7 The evolution of the forward model as more training data is acquired. The model 
converges to the correct, approximately linear, model after about 50 time-steps. . 47 
4.8 The evolution of the EPE function as more training data is acquired. The EPE 
changes from being due to lack of training data, to modelling the noise in the 
optical flow. .................................... 47 
4.9 The learnt forward model for pan vs. x-velocity, together with the original train- 
ing data after 150 frames. The EPE is shown with the error bars. As would be 
expected, the model is approximately linear. ................... 48 
4.10 How the camera's forward model prediction error decreases over time on a vali- 
dation set in a typical experiment using random babbling. ............ 48 
4.11 How the estimated prediction error varies over time compared with the MSE on a 
typical experiment ................................. 49 
4.12 How the estimated error (e =f epe) compares with the actual model error ... 50 
LIST OF FIGURES 8 
4.13 How the estimated error (e = fepe) depends on the number of motor values 
simulated on a particular forward model . ..................... 
50 
4.14 The predictions of forward models learnt for the optical flow .......... 51 
5.1 A single multiple model verse multiple forward models ............. 
54 
5.2 The multiple model learning architecture ..... ........... ..... 
55 
5.3 The evolution of model confidences tested in the two-arm simulation ....... 
57 
5.4 The computational efficiency of the learning architecture ............ 
58 
5.5 Using state models, the confidence function can penalise over-complex models. 59 
5.6 Delays in the motor system can lead to instability in the control system ..... 
60 
5.7 Forward models with different delays ....................... 
61 
5.8 The confidences of multiple forward models representing different motor delays 
in the gripper system ..... ........................... 
61 
5.9 The predictions for left gripper velocity of three of the forward models ..... 
62 
5.10 Examples of the three types of simple forward models .............. 
63 
5.11 Screenshots from a typical structure learning experiment ............. 
65 
5.12 The coordinates of the objects tracked by the vision system. The blue object is the 
one held by the human hand, and the green and red objects are the robot's grippers. 66 
5.13 The confidences of forward models for controlling three objects using two motor 
commands (platform and gripper). ........................ 
66 
5.14 The confidences of SFMs for controlling three objects .............. 
67 
5.15 The learnt BBN structure from the four winning models ............. 
67 
5.16 The confidences of the simple forward models on the two arm simulation as the 
robot randomly babbles. The ground truth models are plotted in bold, other models 
as dashed. ..................................... 
67 
5.17 The structure of the Bayesian network learnt using simple forward models ... 
68 
5.18 Comparing the quality of learning, Q(t), between using SFMs and normal forward 
models ....................................... 69 
5.19 The three stages in learning a forward model ................... 69 
6.1 The single forward model learning architecture with active exploration. The ex- 
ploration inverse model uses information from the forward model to decide on 
the action to take. The same forward model appears twice, once when used for 
prediction, once when used for learning . ...................... 
71 
6.2 Like a normal inverse model, EIMs output a motor command given the current 
state. The difference is that there is no explicitly defined goal state. Instead the 
exploration inverse model decides on the appropriate exploration goal to best train 
the forward model . ...... ........................... 
72 
6.3 An exploration inverse model uses internal simulation to generate a motor command 72 
6.4 The single-input, single-output simulation that the robot explores to learn a for- 
ward model. ... ................................. 
74 
6.5 The prediction and the estimated prediction error of a forward model ...... 75 
LIST OF FIGURES 9 
6.6 The validation errors for random babbling, max epe and weighted epe policies. 76 
6.7 The relative frequencies with which motor commands are called for each explo- 
ration strategy ................................... 
76 
6.8 The prediction (thick dashed line) and the estimated prediction error (thin dashed 
lines) of an example forward model trained using active learning on the non- 
uniform noise system after t= 400 . ........................ 
77 
6.9 The validation errors for random babbling, active learning (max_epe) and active 
learning with exploration (weighted_epe) using the non-uniform noise simulation 78 
6.10 The relative frequencies with which motor commands are executed for the explo- 
ration strategies ................... ................ 
79 
6.11 The evolution of the model prediction errors of the forward models created when 
using weighted epe exploration and random babbling . .............. 
80 
6.12 The robot learns a forward model for how its pan and tilt commands affect the 
movement of the camera . .............................. 
80 
6.13 The learn forward models after 15 seconds of learning for weighted epe explo- 
ration (left) and random babbling (right) . ..................... 
81 
6.14 The forward model's prediction errors for motor commands issued as it is trained 
on the simulation with non-uniform noise . ..................... 
81 
6.15 The multiple model exploration architecture .................... 
82 
6.16 Outputs from the vision system at frames 100,300,600 and 800 during the exper- 
iment 
........................................ 
84 
6.17 The saliencies of each forward model in the motor system . ............ 85 
6.18 The top figure shows the prediction of the forward model for the velocity command 
(red) compared with the actual data (blue). The bottom figure shows the simpler 
gripper forward model's predictions ......................... 86 
6.19 The 10 forward models learnt from the initial SFM learning phase ....... 87 
6.20 Evolution of confidences averaged over 40 trials when using saliency-based ex- 
ploration . ................. ..... ........... ..... 88 
6.21 Evolution of confidences averaged over 40 trials when using saliency-based ex- 
ploration on the two-arm simulation with differing noise levels on each arm. .. 88 
6.22 Evolution of model saliency for one trial (top), and averaged over 40 trials (bot- 
tom). The robot's exploration evolves from testing simple models to more complex 
ones . ........................................ 89 
6.23 Evolution of object saliency, averaged over 40 trials, on the uniform noise simu- 
lation 
......................................... 
90 
6.24 Evolution of object saliency, averaged over 40 trials, on the non-uniform noise 
simulation . ..................................... 
90 
6.25 The developmental progression of the simulated robot .............. 91 
7.1 The confidences of the best SFMs for each object in the scene .......... 95 
LIST OF FIG URES 10 
7.2 Evolution of the maximum object saliency (left) and the social learning inhibition 
signal (right) . .................................... 
96 
7.3 Using inverse and forward models for imitation in the HAMMER architecture. 
The goal state fed to the inverse model is the perceived state of the demonstrator. 
The state of the demonstrator is calculated here using the same vision system the 
robot uses to detect and track its own motor system ................. 
96 
7.4 The tracked (pan is green, tilt is blue) movement of the camera during demon- 
stration (bold) and imitation (dashed). The demonstrated movement is used as the 
input to the inverse model . ............................. 
98 
7.5 The motor commands (pan tilt) executed during demonstration ......... 
98 
7.6 The convexity problem illustrated on one arm of the two-arm simulation .... 99 
7.7 Inverting a forward model to create an inverse model from stochastic simulation. 101 
7.8 The two forward models learnt by the robot modelled how the gripper motor com- 
mand controlled each gripper's x-coordinate .................... 
101 
7.9 Corresponding frames from the demonstration (left) and imitation (right) sequences. 
102 
7.10 The inverse model learnt by the robot for its gripper system. ........... 
103 
7.11 The robot's inverse model applied to the human's demonstrated gestures ..... 
103 
7.12 The motor commands executed by the robot as it imitates the first gesture. .... 
104 
7.13 Imitation using a single inverse model ....................... 104 
7.14 The HMM state transition model learnt by the robot, N= no command, 0= open 
grippers, S= stop, C= close ............................. 105 
7.15 A simulation theory of mind route to imitation . .................. 106 
7.16 An inverse model for goal imitation using internal simulation with forward models 
learnt through exploration . ............................. 107 
7.17 The interactions between objects are calculated as the distances and relative ve- 
locities of each pair of objects ........................... 108 
7.18 Extracting key points to imitate from an interaction sequence ........... 109 
7.19 The first three sub-goals of a demonstrated movement, extracted using spatio- 
temporal curvature . ................................. 
110 
7.20 The simulated visualisation as the robot tries to touch the object (left) and then 
moves away (right) ................. ................ 
111 
7.21 The progress of confidences of each learnt internal model in simulation ..... 
111 
7.22 The progress of confidences of each motor command on the actual robot as the 
robot tries to imitate an interaction with the object for two experiments ...... 112 
7.23 Frames 0,50,120 and 150 from the same imitation experiment as figure 7.22. .. 113 
9.1 The Peoplebot, a mobile robot with grippers and a camera mounted on pan-tilt uni t 118 
LIST OF FIGURES 11 
9.2 The simulation using two arms, each with a different noise profile. Each elbow 
and arm is modelled as an object. There is also another easy to control object (1), 
and one impossible to control object (2) representing another agent. The complex- 
ity of the simulation increases from left (easy to model single object 1) to right 
(impossible to model object 2) ............................ 
119 
9.3 The Bayesian network structure setup for the two-arm simulation. As well as the 
arms, there are two redundant motor commands, one simple to control object (1) 
and one impossible to control object (2) ....................... 
120 
10.1 A waving gesture is demonstrated to the robot .................... 
121 
10.2 The grippers and another object are detected and tracked as the robot rotates ... 
122 
10.3 The human grabs an object an moves it. Both hands and the object are detected 
and tracked. Corner `dot' features have been added to the hands to improve their 
visibility . ...................................... 
123 
11.1 The prediction error of the forward models for the left (green) and right (blue) 
grippers . ...................... ................ 125 
11.2 The occluded motor system being tracked without forward models (top) and using 
forward models (bottom) ......... ........... .......... 
126 
11.3 The robot's gripper system is occluded from its vision system in the bottom image, 
but the grippers can still be tracked using their forward models. ......... 
127 
12.1 The direct imitation process using the learnt inverse model . ............ 
128 
12.2 Frames from the real football match and the imitating camera in simulation ... 129 
I INTRODUCTION 
1 Introduction 
12 
The visual and motor skills that we as adults take for granted emerge through a long and continuous 
process of play, experimentation and interaction with care-givers. This prolonged period of imma- 
turity results in a highly skilled, autonomous and adaptable organism. These are highly desirable 
properties to give a robot: enabling robots to learn and develop in a similar way to human infants 
would free the programmer from the arduous task of manually hard-coding the robot's software. 
Robots that operate and learn in human environments can, like infants, learn from interacting both 
with their environment through exploration, and with their peers through imitation. 
Through this learning process, robots can develop internal models of their abilities and their 
environment. These models enable the robot to predict the consequences of their actions, using 
what are termed forward models, and estimate the appropriate motor commands to achieve a goal 
state, with inverse models. Certain theories of action understanding and social learning further 
advocate the use of such models for internally simulating the actions of others [1,2]. Current 
robotic architectures for action understanding based on such theories utilise hard-coded internal 
models [3], but the question arises about the origin of these models. 
There is evidence that the exploratory actions of human infants occur both from seemingly 
random acts of "motor babbling" [4], and more considered interventions, based on curiosity or 
theories about the world [5,6]; enabling a robot to learn internal models through asocial mecha- 
nisms such as these makes the robot more adaptive to new or changing environments. This thesis 
investigates the minimal representational and algorithmic requirements for a robotic system that 
learns from both self-exploration and imitating the actions of others. 
Using vision as the robot's primary sensor modality, self exploration provides a robot with 
the mechanism to learn both about the consequences of its actions, and to recognise others it can 
interact with. The models the robot learns through exploration can be used to understand and 
imitate the actions of others. The architecture, therefore, uses asocially learnt components as a 
way of bootstrapping the social learning process. 
The systems developed and results presented in this thesis have implications for researchers 
interested in both the asocial and social aspects of learning. Important aspects of asocial learning, 
including sensorimotor coordination, knowledge formation and representation, and active explo- 
ration are linked together into a developmental pathway. The developmental system presented in 
this thesis gives insights into the validity of assumptions that are made about the origin of the 
abilities assumed necessary for social learning. Furthermore, it shows that it is possible for a robot 
to be capable of social learning given a minimal amount of prior knowledge. 
1.1 Contributions of this thesis 
This thesis makes the following contributions: 
" Asocial and social learning are considered simultaneously in a learning architecture: this 
thesis presents a bootstrapping mechanism whereby internal models developed through ex- 
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ploration are used to enable a robot to learn from its peers by using the models to internally 
simulate the actions of others. 
" The architectures presented use generative approaches for both asocial and social learning. 
In exploration, simulating the effects of motor commands on internal models of the motor 
system enables a robot to estimate the motor commands it is worst at modelling: this enables 
it to focus its exploration in increasingly difficult situations. In imitation, a similar simula- 
tion process enables a robot to estimate which of its own actions would be most similar to a 
demonstrator's. 
" Minimal prior assumptions are made about the robot's motor system and environment, re- 
lying instead on intelligent methods for exploration and differentiation. This makes the 
architecture more independent of the robot's morphology. It is implemented and tested in 
realtime on two different robotic platforms: a mobile robot with a gripper system, and two 
simulated two degree of freedom articulated arms. 
" The forward models the robot learns model the uncertainty and causal structure of the 
robot's environment. A robot's uncertainty in its forward models is used to drive its ex- 
ploration process. Modelling the causal structure enables the robot to split up learning a 
complex model into smaller set of simpler models. An autonomously controlled increase in 
the complexity of each model speeds up the robot's development. 
1.2 Roadmap 
Figure 1.1 gives an overview of the robotic system, its environment, vision system and internal 
models as used in this thesis. 
The rest of this thesis is organised as follows: 
" Chapter 2 sets the overall scene by reviewing related work on internal models, and their 
use in asocial and social learning in robotics, developmental psychology, and neuroscience. 
" The robot is assumed to have limited prior knowledge about the state or appearance of 
its environment. Chapter 3 introduces the mechanism the robot uses to learn about its 
environment from visual data. By clustering together moving regions from its camera, the 
robot can learn about and track the state of its own motor system as well as other aspects of 
its environment. 
" Chapter 4 serves as a technical background for forward models, the mechanism the robot 
uses to simulate the consequences of its own actions. A probabilistic representation is in- 
troduced that lets the robot estimate the uncertainty in the model. Memory-based methods 
provide a fast and efficient method of implementing forward models in software, and results 
from learning a single forward model from motor babbling are presented. 
I INTRODUCTION 
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Figure l. l: The robot is a system with low-level sensor data as its input and low-level motor 
commands as its output. The blue boxes refer to the associated chapter where each component is 
discussed. 
" Chapter 5 introduces how multiple forward models can be combined to produce a Bayesian 
belief network (BBN). This enables the robot to learn the causal structure of how it can, and 
cannot, influence the state of its environment. Results show how this enables the robot to 
learn the delay present in its motor and sensor system. The idea of developmental constraints 
is introduced with simplified forward models (SFMs): by quantising the robot's sensor and 
motor space with SFMs, the BBN structure can be learnt more quickly at the expense of 
precision. 
" Chapter 6 considers how the robot can progress from random interactions with its envi- 
ronment to actively exploring it. At the level of a single forward model, the robot can use 
its estimate of the uncertainty to speed up learning by creating exploration inverse models 
(ElMs). When multiple forward models are introduced, the problem is one of managing the 
competition between ElMs for access to the robot's motor system. This is solved by intro- 
ducing a saliency metric for each model, which leads the robot's exploration to naturally 
progresses from simple to complex parts of its motor system. 
. In chapter 7, the robot is no longer alone. To learn from others, its first requirement is 
the ability to distinguish its own movements from those of others. Next, it creates inverse 
models that use internal simulation with the learnt forward models to imitate and understand 
demonstrated actions, and ultimately extract the underlying goals of the movement. 
" Finally, chapter 8 summarises the important points of this thesis and suggests directions for 
future research. 
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" Appendix A describes the experimental platforms, both real and simulated, on which the 
architecture was implemented. Appendix B gives more object detection and tracking results 
from the vision system of chapter 3. Appendix C shows how forward models can be used 
to overcome visual occlusions. Appendix D gives direct imitation results in a football 
simulation environment. 
1.3 Publications 
The contributions and results in this thesis have also been published in the following papers: 
" Dearden, A. and Demiris Y., 2005, Learning forward models for robotics. In Proceedings 
of IJCAI 2005, pp. 1440-1445. 
" Demiris, Y. and Dearden A., 2005, From motor babbling to hierarchical learning by imi- 
tation: a robot developmental pathway. In Proceedings of Epigenetic Robotics (EPIROB) 
2005, pp. 31-37. 
" Dearden, A. and Demiris Y., 2007, From exploration to imitation: using learnt internal mod- 
els to imitate others. In 4th International Symposium on Imitation in Animals and Artifacts, 
pp. 218-226. 
" Dearden, A. and Demiris Y., 2006, Active learning of probabilistic forward models in visuo- 
motor development. In Proceedings of the Artificial Intelligence and the Simulation of Be- 
haviour (AISB), pp. 176-183. 
" Dearden, A. and Demiris Y., 2007, Learning models of camera control for imitation in 
football matches. In 4th International Symposium on Imitation in Animals and Artifacts, pp. 
227-231. 
" Dearden, A. and Demiris Y., 2006, Tracking football player movement from a single moving 
camera using particle filters. In Proceedings of the 3rd European Conference on Visual 
Media Production, pp. 29-37. 
2 BACKGROUND ANI) LITERATURE REVIEW 
2 Background and literature review 
I() 
In this Chapter, various issues involved in internal models and their role in social and asocial learn- 
ing in both biological and artificial systems are examined. Firstly internal models are introduced; 
their uses and why they should he learnt is justified. Next, the paradigm of ontogenetic robotics is 
presented, which offers an embodied, developmental approach to learning that is not considered in 
traditional machine learning techniques. Two important components of ontogenetic development 
are exploration and imitation. These are initially discussed separately, and then the argument is 
made for combining these two approaches. 
2.1 Internal models 
There are two types of internal model: forººurc1 models and inrei. ce models. A forward model is a 
process that predicts the next state of a system given its current state and a motor command to he 
executed. An inverse model is a process that, given a target goal and the current state, outputs the 
motor commands that are needed to achieve or maintain that goal, as shown in figure 2. I. Inverse 
current 
state 
forward predicted 
ýº model next 
state 
motor 
command 
current 
state 
T inverse 
appropriate 
model motor ýº model 
desired command 
goal state 
Figure 2.1: A forward model (left) and an inverse model (right). 
models have also been referred to as behaviours and controllers [7,8]. They will he discussed in 
detail in chapter 7; the remainder of this section is devoted to previous work by others on forward 
models. 
Although the terms forward model and inverse model were first introduced in machine learning 
by Jordan in [91, the concept of an internal predictive model is quite general, and it could he 
argued that other mechanisms in artificial intelligence (A. I. ) and robotics, such as predictive state 
representations [101 or "causal relations" [I1 1, amongst others, perform the same role of enabling 
an agent to internally predict the consequences of an action. Beyond A. I., the neuroscientific 
community has found forward models a useful way to model the predictive control mechanisms 
in humans 112,131; the cerebellum has been postulated as a likely brain region for containing 
forward models 114,151. 
2.1.1 Uses of forward models 
There are several reasons why forward models are useful for motor control, both in humans and 
robots. Having it simulation of the motor system is necessary when the proprioceptive feedback 
from the motor system is delayed [ 14]; in humans, this delay is of the order of 100ms. In robotics, 
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the delay can be a consequence of processing delays, for example if complex computer vision 
techniques are necessary to extract information from a scene, or from lag in the motor system. 
By having a simulation of the internal feedback, rapid and adaptive movements can be performed 
without having to wait for sensor data to be received. A practical implementation of using a for- 
ward model for delay compensation was implemented on a mobile robot by Gloye [16]. Here, the 
delay was learnt by using a predefined control sequence and finding the time difference between a 
motor command being issued and the known effect being perceived. 
The predicted consequence of a motor command can be used as an efference copy to anticipate 
or cancel the effects of a motor command. The fact that humans are unable to tickle themselves 
is an example of this [12]. Another use of forward models is as a distal teacher [9]: the forward 
model is used to transform errors from the sensory system into errors in motor commands so as to 
train the motor learning system. This is conceptually similar to providing a mechanism for mental 
rehearsal, so practise can be performed to select the best model, or refine existing models. 
A practical use of the ability to simulate the effects of motor commands is to detect damage 
to a robot's motor system: if the sensory feedback the robot receives disagrees with the predicted 
sensory feedback, then either the forward model is wrong, or the sensor or motor system is dam- 
aged [17]. Being able to predict multiple possible actions means forward models can be used 
for planning; it has been argued that forward and inverse models play an important role in both 
planning and control in human movement [18]. 
Multiple internal models enable different parts of a complex system to be modelled in isolation, 
or for a system with changing properties to be modelled by switching between models. In control, 
Narendra used multiple switching internal models to produce faster and more accurate controllers 
[7], and multiple inverse and forward models are used in the HAMMER imitation architecture of 
Demiris [3]; this is discussed in more detail in section 2.4. 
2.1.2 Causality in internal models 
Forward models can be considered as more than just function approximators. They can represent 
the causality of the agent's world: how its actions can, and cannot, affect the state of the envi- 
ronment. This approach was previously taken in robotics by Sporns and Lungarella [11], where 
the strength of a causal connection between a robot's motor command and its sensory conse- 
quences was measured using an information theoretic measure known as transfer entropy, which 
is designed to detect directed information exchange between two data sources. Bayesian belief 
networks (BBNs) have also previously been used to introduce a representation of how a robot's 
motor commands influence its motor system [19], other objects in the robot's environment [20], 
and the environment map on a mobile robot [8]. The BBN's nodes are random variables represent- 
ing the motor commands or states of objects and directed arcs between variables imply a causal 
influence. This influence is represented as a conditional probability distribution, meaning that the 
uncertainty in the relationship is also modelled. 
The subject of causal relationships has also been studied in developmental psychology. Leslie 
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was able to show that children as young as 30 weeks old are able to associate an event as being 
caused by another by virtue of their spatial and temporal proximity [21]. Developing the ideas 
of Piaget [22,23], Kushnir and Gopnik showed how infants perceive and learn their own causal 
influence on the world through interventions [24], and that the strength of this causal connection is 
based on probabilistic interpretation of the evidence. Gopnik also showed that, in many ways, the 
theory formation process in young children is consistent with BBN structure learning algorithms 
[6]. Gopnik's idea of a child's theory is similar in concept to a forward model, but at a higher level 
of abstraction: it models a child's belief about the consequence of an intervention. An important 
question, therefore, is how these theories develop into accurate descriptions of the world. A key 
component of this is the interventions that are made to test and learn theories. This relates closely 
to the issue of exploration discussed in section 2.2.3. 
2.1.3 Uncertainty and learning forward models 
Any model learnt from real data will never fully capture all the properties of the system; it is 
worth pointing out Brooks' criticism of using internal representations [25], especially hard-coded 
ones. He argued that the use of hard-coded abstraction would always lead to an incorrect, under- 
modelled representation. 
Both humans and robots have to deal with noisy data. In a robotic vision system, uncertainty 
is a major problem to be overcome before information can be extracted from the scene. This 
uncertainty can come from low level aspects of the system such as sensor noise, camera jitter or 
varying lighting conditions affecting the pixel values in the image. Ultimately, humans and their 
environment are complex and unpredictable, even to other humans, so no matter how accurate the 
model you have, there will always be uncertainty present. 
Several researchers have pointed out the benefit of modelling uncertainty in internal models in 
robotics [19,26,27], neuroscience [28] and developmental psychology [24]. Thrun [29] describes 
learning probabilistic models in robotics to be an important area of future research: 
"The probabilistic paradigm lends itself naturally to learning, yet very little work 
has been carried out on automatically learning models (or behaviours) in real-world 
robotic applications using probabilistic representations. Many of today's best learning 
algorithms are grounded in statistical theory similar to the one underlying the current 
approach. We conjecture that a better understanding of how to automatically acquire 
probabilistic models and behaviours over the lifetime of a robot has the potential to 
lead to new, innovative solutions to a range of hard open problems in robotics. " 
Most robotic systems use a manually constructed mathematical model of the robot's sensor system, 
dynamics and kinematics, e. g. [30]. The attraction of this is that the motor system of the robot is 
known beforehand, and a basic model is straightforward to implement. The robot may be used in 
an industrial situation, where there is no time for learning or a desire to avoid the risk of learning 
an incorrect model. However, there are numerous benefits to learning an internal model: 
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" The morphology of robots can change over time, for example, through wear and tear or 
sudden breakage. If the robot's internal models of its physical structure cannot adapt to 
these changes, the control and planning systems which depend upon these models will fail. 
Learning internal models allows the robot to compensate for this [17,31]. 
" Just because a forward model could be created beforehand, does not mean it is simple to 
do so, especially when considering the complexity of using vision as the source of sensor 
feedback. Allowing the robot to learn simplifies the programmer's task. 
9 Learning an internal model enables the same software to be used on robots of different 
morphology, which reduces the software development time for new robot designs. 
" In human-robot interaction situations, there is no way to model all elements of the robot's 
environment beforehand as it depends to a great extent on how humans interact with the 
robot. For a robot to be capable of interacting with and learning from a human, its internal 
models need to be able to adapt to humans in its vicinity. 
2.1.4 Developmental learning of internal models 
Given the incredible skills in perception, learning, motor control and planning that humans pos- 
sess, it is natural for roboticists to turn towards human cognition as a source of inspiration for their 
systems. As well as leading towards more intelligent robots, this potentially leads to robots that act 
in a more human-like way, an important consideration when these robots are intended to interact 
socially with humans. Research inspired by models of human or animal development is termed de- 
velopmental or ontogenetic robotics (see [32,33,34] for reviews of this field). Ontogenetic refers 
to the incremental development of an individual; this can be contrasted to the traditional view of 
machine learning, which is usually seen as a one-time offline process, often involving direct hu- 
man intervention through hand-labelling or pre-filtering [35]. Whilst this approach is useful for 
the tasks it is typically applied to, roboticists such as Lee [36] have remarked that it does not scale 
well to the realtime, embodied and social environment a robot can exist in. The remaining two 
sections look at important aspects of ontogenetic development for in robotics: asocial learning, 
which relates to learning from the robot's interaction with its environment, and social learning, 
where other agents can be introduced into the robot's development. 
2.2 Asocial learning of internal models 
Unlike a passive computer vision system, robots can interact with their environment and observe 
the consequences of their actions. To learn forward models the robot's designer needs to decide 
both how the robot should act to acquire data, and the kind of model that should be constructed 
from this data. This section first looks at previous work on how a robot can use its sensor informa- 
tion to build an internal representation of its environment. This is followed by a review of previous 
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research into the actions humans and robots make so as to learn from their environment, which 
can be classified into babbling and exploring. 
2.2.1 Learning from sensor data 
The robot does not have direct access to the state of its environment, but instead a noisy, incom- 
plete observation of it from its sensors, so using an internal representation of the external state 
is a common approach in robotics and engineering, such as the state-space in a Kalman filter, 
or cognitive maps in Johnson [37]. Bayesian tracking methods such as Kalman filters provide a 
method for estimating the state given sensor data, but require that the internal representation of 
this state is specified by the system designer. The drawbacks of this and the advantages of learning 
for forward models were discussed in section 2.1.3. Thus learning an internal representation of 
the robot's external world directly from its sensor data would have the same benefits of increasing 
autonomy and adaptability, whilst decreasing the requirements for the programmer. This shares 
the same goal as tabula rasa learning [38]. 
Learning the state of the external world using only raw sensor data has been previously at- 
tempted with laser range data by Pierce [39,40]. By looking for correlations between the data, 
both temporally and spatially, a 2D world map can be created. Moving objects in the world, such 
as humans and other robots, can also be detected by clustering together regions that do not corre- 
late well with the world map. Olsson et al. apply similar ideas to visual data using an information 
theoretic approach to learn the structure of a robot's visual sensors [41]. The metric used is the 
information distance between pixels. This is extended in [42] to incorporate data from the mo- 
tor system: a sensorimotor map is learnt by extracting sensorimotor laws reflecting the relation 
between the motor command and the sensor data. 
2.2.2 Body babbling 
Piaget believed a child's own actions in the world were crucial to development [22,23]. In what 
he termed genetic epistemology, he saw development of knowledge and cognitive abilities as like 
an evolutionary process, where the knowledge required for successive stages in development are 
dependent on the previous ones. Of particular interest to this thesis is the first, the sensorimotor 
stage, where the child comes to know the world in terms of the physical actions it can perform. The 
idea of preset stages in development is generally thought to be an over-simplification in modern 
research [43], but it is still important to consider that sensorimotor experience is at the centre of 
the learning process. 
Meltzoff introduced the terms "body babbling" or "motor babbling" to describe the random 
motor movements infants make as part of his Active Intermodal Matching (AIM) theory [4]. The 
role of babbling is to learn the correspondence between muscle movements and organ relations. 
These organ relations can be connected with the demonstrator's motor system, and ultimately, 
the infant's own goal-directed movements for imitation [44]. Much work in robotics and machine 
learning has used random babbling as a general method for producing training data to train forward 
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models, e. g. [9,45]. The most interesting examples are those that used the babbling process as a 
step towards social learning. 
Shon et al. used a period of random exploration to train forward models for a grid-world agent 
which could subsequently be used for imitation [26,46]. The emphasis here, however, was not on 
how these models could be learnt, but their use in imitation. Dearden extends random babbling to 
a real robot using a Markov model in [19]: each state in a Markov model represented an individual 
motor command or degree of freedom. The robot would switch between states randomly; although 
random, the probability of switching was manually specified to ensure that each important motor 
command was likely to be explored, and that the robot spends enough time executing each motor 
command. These results are presented in section 6. 
The benefits of random babbling are that it ensures that every action will eventually be exe- 
cuted: it does not therefore risk getting `stuck' exploring a local minima. Another benefit is that 
it is easy to implement, as the motor command that is chosen is independent of any other part 
of the system. A common alternative to random babbling is to use hard-coded `reflex' training 
sequences (e. g. [34]). Here the human operator guarantees that the robot explores the appropriate 
motor commands by manually specifying them, either beforehand, or by taking direct control of 
the robot's exploration phase. A practical benefit of reflexes is that there is some guarantee of the 
safety of the exploration: there is less chance of a robot following pre-defined results damaging 
itself or those around it. However, this method is not adaptive, and requires significant intervention 
and efforts from a human operator. 
Although random babbling will eventually produce enough data to accurately train a forward 
model, it is inefficient: time may be spent executing motor commands that a robot can already 
accurately predict, instead of executing motor commands that need more training. An improved 
exploration process would execute actions which are most likely to improve the robot's knowl- 
edge. This leads to the discussion in the next section of methods whereby a robot or human takes 
exploratory actions that depend upon their current knowledge. 
2.2.3 Exploration in psychology 
Humans, and particularly children, often take actions for their own sakes rather than for the sake 
of solving particular problems or receiving overt rewards. White discussed why basic motivations 
such as hunger or fear could not explain the exploratory drive found in humans [5]. Berlyne 
postulated that novelty, surprise or complexity are motivational factors in exploration [47], and he 
observed that the most rewarding actions are those that are at an intermediate level of novelty. This 
leads to a developmental progression in learning, as a person's competence gradually increases. 
Gopnik et al. have a slightly different approach to the role of exploration, making the analogy 
of a child as a scientist [6,48,49]: 
"Babies formulate hypotheses, conduct experiments, reach conclusions, and re- 
vise what they know in light of new evidence. " 
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The role of exploration is therefore to gather evidence to form and test models, and to perform 
interventions in order to disambiguate between conflicting hypotheses. Gopnik's emphasis is on 
the formation and testing of the models, as opposed to the act of gathering data. The act of 
exploring to gather evidence, and how this evidence is used to generate new models, could be part 
of the same process. 
2.2.4 Exploration in machine learning 
Exploration has been approached in machine learning from a largely practical viewpoint: if a 
model can control the data it receives, then it can be learnt more quickly using less data. In 
supervised learning the goal is to train a model that generalises an input-output relationship. i. e. 
y=f (x), or probabilistically, p (Y IX= x). Active learning addresses the issue of what input 
to a system should be chosen in order to best learn a model of it. 
Work in active learning has provided specific methods to deal with the particular function 
approximator used, for example neural networks [50], Bayesian networks [51], or memory based 
models [52]; these techniques are generally not designed for robotics. The metric used in all these 
is the minimisation of the variance of the prediction, which leads to specific equations for selecting 
an input. Thrun generalised these ideas as a "competency map"; a separate part of the learning 
system that can assign a quality metric to each prediction [53]. 
A major problem that reinforcement learning (RL) deals with is the exploration vs exploitation 
problem [54]. This problem relates to how an agent attempting to maximise its reward should act; 
should it explore to improve its reward model, or should it act given to maximise its reward and 
take the risk that the model is incomplete? A key difference between RL and self-exploration is 
that RL assumes an explicitly stated reward function designed to achieve some goal. Intrinsically 
motivated RL was introduced to add the concept of an separate internal drive which rewards ac- 
tions that lead to an increase in knowledge. In a hierarchical skills learning problem, an RL agent 
can use an internal reward signal to build up skills that may be useful ways of maximising the 
external reward signal [55,56]. 
Taking Berlyne's concept of novelty, Schmidhuber introduced "curiosity" into the RL frame- 
work [57]. In his earlier work, curiosity was defined as the difference between a model's prediction 
and actuality, which leads the agent to try actions with highest expected error. The problem with 
this method is that it assumes that actions with high error can be improved by spending time exe- 
cuting them, when in fact it could be because the process is noisy and cannot be modelled. In later 
work, Schmidhuber showed how an agent can avoid this by looking at the model's improvement 
[58], defined as the rate of change in a model's error. This leads an agent's exploration, albeit in 
an grid-world model, to progress from easy to difficult tasks as the model improves; this is similar 
to the process Berlyne observed in humans [47]. 
A drawback of most of the methods discussed here is that they have only been implemented 
on simulated agents, not real robots. Assumptions are made that makes direct transfer of the ap- 
proaches difficult, for example assuming a discrete grid-world environment, ignoring the problem 
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of perception or the constraints of realtime processing a robot requires. The next section discusses 
approaches to exploration that have been successfully implemented on robots. 
2.2.5 Exploration on robots 
There are several notable implementations of exploratory learning systems in robotics. Steels 
introduced the Autoetelic principal in [59]. Inspired by observations in psychology, he argues 
that a developing robot should have a motivational `flow' which drives it to explore situations that 
are are neither too easy nor too hard. Furthermore, as the robot develops and its skill increases, 
the motivation for exploration should progress as well. Oudeyer's intelligent adaptive curiosity 
algorithm (IAC) [60,61], provides a experimental implementation of a system that achieves this. 
It is similar to Schmidhuber's work in that it defines a curiosity-like metric, referred to as "drive", - 
as the rate of change of its model's prediction error. The robot acts so as to execute commands 
with the highest expected change in prediction error. The error is estimated by a "meta-learner", a 
similar process to what Thrun described as a competency map. It simplifies the perception-action 
process by assuming a discrete set of hard-coded motor primitives and high-level discrete sensor 
functions such as `object is oscillating'. The algorithm leads to a learning robot that progresses 
towards situations of increasing difficultly, and avoiding situations where nothing can be learnt. 
The emergence of development stages is similar to Piaget's idea of stages of infant development 
[22,23]. 
Bongard and Lipson enabled exploration on a robot with the estimation exploration algorithm 
(EEA) [17,31]. They have a different definition of an internal model to that used later on in this 
thesis: it is a representation of the physical structure of the robot: its joint connections and lengths, 
used with a physics simulation that is not learnt. The role of EEA is to produce actions that help 
disambiguate between a set of contradicting models so as to produce the most accurate one. 
The robotic approaches discussed here share the same goal of using exploration to reduce the 
time to learn an accurate internal model, but they place a different emphasis on the use of internal 
models. Their role in the IAC architecture is to drive the exploration process whereas the EEA 
algorithm takes the opposite approach: internal models are the outcome of the learning process, 
not the input. 
2.3 Combining social and asocial learning 
Like Piaget, the developmental psychologist Vygotsky saw sensorimotor experience as crucial to 
infant development, but placed a much stronger emphasis on the role of social interaction [62]; 
the adult provides the social "scaffolding" which is vital for directing the infants learning. One 
important mechanism for social learning is imitation [63,22]; it plays a fundamental role in an 
infant's skill learning, communication and cultural development. There are numerous advantages 
to equipping a robot with similar social abilities: 
" As the number of degrees of freedom of a robot increases, the time it takes to explore every 
possible action grows exponentially. By giving suitable examples, an `expert' can demon- 
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strate important solutions to a problem, thus cutting down the amount of time required to 
learn a useful task [64,65]. 
"A robot may have no hard-coded reinforcement functions defining its goal. Social learning 
provides a mechanism for giving a robot novel tasks or goals to complete [66]. 
" As with exploration and babbling, social learning has the benefit that no software knowledge 
is required to teach the robot. New tasks can simply be taught through demonstration [67], 
reducing the complexity for the human programming the robot. 
" As proposed by Dautenhahn's work on social grounding in robotics, social learning abilities, 
particularly involving communication, may be an important prerequisite for a robot to co- 
exist and learn in a social environment [68]. 
Much previous work in robotics has treated social and asocial learning as separate issues, and 
generally focused on just one of these techniques. However, both types of learning offer a different 
quality of information, so a robot capable of both social and asocial learning stands to gain from 
the widest range of sources, and would be adaptable to more situations. The focus of this section 
is not to carry out an exhaustive survey of the field of social learning in robotics (comprehensive 
reviews can be found in [69,67,70]). Rather the purpose here is to discuss work that has linked 
social learning with self-exploration. 
Existing work on combining social and asocial learning has looked at how social learning 
can be used as a process to guide exploration. Early work in social learning in robotics took 
a pragmatic approach for "learning by demonstration" to be a potential cure for the "curse of 
dimensionality" e. g. [71,65]. One role of social learning is therefore to reduce this search space 
by demonstrating particularly important or useful actions. The robot can then concentrate all its 
exploration efforts on attempting to learn these actions. 
A system geared solely towards social learning, however, requires constant interaction with a 
human, which may be an unwanted amount of effort, and also makes the robot less autonomous. 
A more desirable robot would be one that is capable of learning from human demonstration when 
available, but is also capable of learning independently at other times. Towards this goal, Thomaz 
and Breazeal introduced socially guided exploration [72]. As with Oudeyer [61], an intrinsic 
motivation method is used within a reinforcement learning system. The motivation comes from 
two sources: novelty (how `new' a task is) and mastery (how good the robot is at performing 
the task). The role of the human can be to suggest alternative actions and point out goal states 
through a speech interface. Saunders [73] applied ideas of social scaffolding and imitation to "self- 
imitation". Through direct manipulation of the robot's body, skills could be taught and modified 
on a mobile robot equipped with a manipulator arm. A particularly interesting component of this 
approach is the use of self imitation as a step towards full social learning. 
In the previous examples, the role of the human was to provide specific examples for the robot 
to learn from; however the human can play a lesser role in asocial learning through joint attention. 
Here, particularly salient aspects of the environment can be introduced to the robot by being able 
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to process the gaze of the human [74]. The role of the human is merely to suggest possible goals 
to the robot without necessarily providing solutions. 
All these social learning mechanisms assume the robot already has many perceptual and cog- 
nitive abilities. The next section discusses how these might be learnt. 
2.4 Bootstrapping social learning 
As advanced by Nehaniv and Dautenhahn [75], and Kuniyoshi and Berthouze [76], many core 
abilities are required for a robot to learn and act socially: 
. Sensorimotor coordination; 
" Knowledge of the causal structure of the environment; 
" Recognition of other agents; 
" The ability to internally simulate and plan its own actions; 
" Recognition of the observed movement at various levels of abstraction, such as actions, 
effects, plans and goals. 
The interaction between social and asocial learning so far has been considered in one direction: 
social learning has been used to aid basic asocial learning competencies. This thesis takes the 
opposite approach, using asocial learning to bootstrap a robot's social abilities. Piaget explains 
human development with the same approach, that infants begin life as asocial creatures, only 
gradually learning the similarity between their own actions and those of others [22]. For a roboti- 
cist taking this `constructivist' approach, it is important to ask what processes and structures can 
be learnt in order to provide a robot with the mechanisms for social learning. 
An important prerequisite skill for imitation is to be able recognise your peers in the environ- 
ment, and to attribute to them their own beliefs and goals. In psychology, this problem is referred 
to as "theory of mind" [77,78]. Two contrasting ideas as to how this occurs in humans are theory- 
theory and simulation theory [2]. Theory-theory postulates that mental states are attributed to 
others by using innate or socially-developed theories. Simulation theory, on the other hand, argues 
that mental state attribution occurs through a process of a person simulating `being in another's 
shoes' and extrapolating from their own internal models. This theory was supported with neu- 
roscientific evidence from the discovery of `mirror neurons' in rhesus monkeys [79], which fire 
both when the monkey executes an action, and when the monkey views the same action being 
performed by another. There is evidence for a similar system in humans [80]. 
An attraction for roboticists of using a simulation theory approach to understanding and learn- 
ing from others is that it involves reusing existing components of the motor and planning systems. 
Demiris implemented the HAMMER architecture as an approach to social learning using simu- 
lation theory [3]. The key components of the HAMMER architecture, shown in figure 2.2, are 
forward and inverse models. Each inverse model implements a particular behaviour, which could 
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Figure 2.2: The HAMMER architecture for imitation [3]. Multiple inverse models are executed 
in simulation, and their consequences are predicted using forward models. By comparing the 
predicted effect with desired effect, the appropriate inverse model can be selected. 
include 'pick up object' or 'rotate left'. These models of the robot's own motor system are reused 
for imitation by using the forward models to mentally rehearse each of the inverse models. The 
robot can choose the model that is most likely to recreate the action it observes by evaluating the 
model's quality with a confidence function based on its prediction error. The role of the confidence 
is to enable one inverse model to he differentiated from the others against which it is competing: 
inverse models that the robot believes will match the observed movement will receive a higher 
confidence. The robot can then give that inverse model control of the motor system to act out the 
imitation, or use the new sequence of inverse models to recognise or learn new motor behaviours. 
By using components of its own motor control system, the robot can understand the actions of 
another "by analogy with the self" [81 ]. 
As Meltzoff says in [821: 
"The recognition of self-other equivalences is the foundation, not the outcome, of 
social development". 
The prerequisite for social learning is that the robot is capable of understanding itself, i. e. it has 
a set of inverse and forward models available. In the HAMMER architecture, the internal mod- 
els are hard-coded; learning these internal models must come from asocial mechanisms. 1)emiris 
and Dearden introduce the idea of bootstrap pin, i., where forward models learnt through babbling 
are used as the building blocks of social learning through imitation [831 (see chapter 7). Asocial 
sources of information, such as exploration or babbling, are therefore a potentially useful mecha- 
nism for providing the components of these self-other equivalences. 
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Figure 2.3: Social and asocial learning can interact in both directions: social learning can transfer 
knowledge to speed up the robot's exploration, and asocial learning can provide the internal models 
necessary to perform social learning through simulation theory. 
2.5 Summary 
As shown in figure 2.3, both asocial and social learning are important components of a robot 
capable of learning and development, providing different and complementary information. This 
chapter showed infants and certain robotic architectures benefit from considering both simulta- 
neously. This thesis shares this combined approach, by closing the loop connecting asocial and 
social learning: social learning requires certain perceptual and motor competencies; this thesis 
advances the idea that asocial learning of internal models through babbling and exploration can 
provide the mechanism for acquiring these competencies. Chapters 3,4,5 and 6 show how in- 
creasingly sophisticated skills and knowledge can be acquired through asocial learning; chapter 7 
shows how this knowledge provides the underlying mechanisms for a robot to learn from its social 
environment. 
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In this chapter a computational architecture for learning and tracking the state of a robot's envi- 
ronment from visual data is presented. Experiments show the architecture tracks and models both 
human and robot motor systems. Its strengths and weaknesses are discussed with respect to its 
suitability for providing information for the asocial and social learning architectures presented in 
subsequent chapters. 
3.1 The vision architecture 
The next chapter will show how a robot can learn forward models that predict the next state of the 
robot as a consequence of a motor command. Before a forward model can be learned, however, 
the state of the robot needs to be specified. This chapter describes how the robot can use visual 
data to learn the state and appearance of both its own motor system and other objects. The robot 
is assumed to have little prior knowledge about its environment: the robot's software receives low 
level sensor data as a stream of pixels from its camera. From this, the goal for the vision system 
is to learn an internal representation of its environment by processing the movement in the image. 
No assumptions are made here about whether this movement is due to the robot or another agent. 
The robot's knowledge of its environment is represented with a set of 2D objects, each having 
postion, velocity and basic shape properties. Figure 3.1 gives an overview of the system used 
to detect and track objects. The architecture runs in realtime, simultaneously with the learning 
architectures presented in subsequent chapters. The prediction-update loop is the same as in a 
Bayesian tracking system such as a Kalman filter or particle filter [84,85], with the addition of the 
ability to automatically create models of new objects. In addition, each object is represented with 
a single vector, not a probability distribution as in Bayesian tracking, as this simplifies fitting the 
model to the optical flow data. The nth object is defined by its position, size and angle, as shown 
in figure 3.2, and is represented with a state vector storing these, and the dynamic properties: 
on [t] = (xn, ym width,, height,,, anglers, dxn, dyn, dwidthn, dheightn, dangle,, ) 
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Figure 3.1: Overview of the vision system for learning and tracking the state of the robot's 
environment. 
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Figure 3.2: An object is created by clustering optical flow points together. Its state is defined by 
the position, size and angle (relative to the horizontal) of the covariance ellipse fitted to the points. 
Additional information can be found using the convex hull of the points. 
This state vector used by the forward models learning architecture as the set of all N objects' 
states: 
8[t] = (01 [t],..., ON [t]) 
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The low-level input to the system is the movement of pixel-level features in the scene tracked 
using the KLT optical flow algorithm [86]. Instead of calculating the optical flow for every point 
in the image, which would be inefficient and inaccurate, only corner features are tracked; these 
points are the easiest to track robustly, and are found by selecting the corner features with the 
highest eigenvalues in the image, using the OpenCV computer vision library. As the robot's 
camera moves or new objects enter the scene new points are automatically tracked and dropped by 
re-running the point detection on regions of the image that have less than k points being tracked 
after the total of number of points being tracked drops j in one frame. The values k=5 and j=5 
worked well and were used in experiments. Each of the I tracked point in the image, pi, is defined 
by its position and velocity: 
p: _ (x, y, dx, dy) 
The tracking system needs to update the state of each of the N objects given the I optical flow 
points. The difficulty is in deciding which points belong to which object; because of errors in the 
optical flow it cannot be assumed that the points the object consisted of in the previous frame will 
be still be part of the object. New points may need to be added and other points may need to be 
excluded. 
Each object is made up of a set of points, P, The robot has a recursive problem: it needs 
to know the state of an object to find which points belong to it, but it also needs to know where 
an object's points are to find the object's state. The approach taken is based on the expectation 
maximisation algorithm to recursively cluster points to objects [87]. Each nth object is discovered 
initially by the mean vector, j1 , and covariance matrix, E, of its points' states: 
1 
12n=L E Pi 
n P. EP 
En =LZ (Pi - , n)T 
(pi, - µn) 
n P%EPn 
where L,, is the number points in the set P, a 
To fit points to each object the following procedure is repeated: 
1. The likelihood of each point being part of a object n, 0,,, is calculated: 
lik(pi 10)aexp((Pi-Ftn)En, '(pi-µn)T) 
This function returns a larger value for points which are close to and moving in the same 
direction as the object. 
http: //www. sourceforge. net/opencvlibrary 
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2. A likelihood threshold, lt, is used to remove all points with low likelihoods. What remains 
is set of potential points for this object, P. The lower the threshold, the more tolerant 
the clustering is to outliers, but the more prone it is to incorrectly detect an object. In 
experiments, the tracking worked well with values between 0.5 and 0.8. Many clustering 
methods, such as k-means, do not require this threshold but instead require the number 
of clusters, i. e. objects, to be specified beforehand. This is not possible here because the 
number of objects is not known beforehand, and can change as object enter or leave the field 
of view. 
3. Using the new set of points, P,,, this process is repeated: the mean and covariance is re- 
calculated and a new set of points is created. This results in the algorithm converging on a 
set of points belonging to the object. A maximum number of iterations is defined to avoid 
potential instability; in all results never more than three iterations were needed to stabilise 
on a set of points. 
The width, height and angle of an object can be calculated from the eigenvalues and eigenvectors 
of the covariance matrix, E. If the covariance matrix of point positions has eigenvalues al and 
)2 and eigenvectors vl = (vu 7 v12) and v2 = 
(v21, v22), then: 
height =2 Al 
width =2 X2 
angle = tan-1 
(vlll 
\V12) 
As well as requiring a smaller state space than storing a covariance matrix, the width, height 
and angle states of an object are much more intuitive to understand. The convex hull of an object 
can be calculated using the QHULL algorithm [88]. This gives more information about the shape 
of the object, and can be used to calculate the distance between two objects. 
3.1.1 Predicting the next state of objects 
To compare the current state of objects with a new set of sensor data, the robot needs to predict 
the position of each object at time t given its state at t-1. This is equivalent to the update model in 
Bayesian tracking. Forward models, introduced in the next chapter can be used for this prediction: 
if any forward models have been learnt for this object, then the previous motor command can be 
integrated into the prediction by applying the forward model; if no forward model is available, 
then the object can be updated just using a dynamic model. 
3.1.2 Modelling camera movement 
The field of view of a robot's camera is limited; only a fraction of the entire environment is visible 
at any given time. There are two ways to overcome this. Firstly, a wide angle lens can be used. 
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However, these are expensive and require high resolution capturing whilst introducing significant 
lens distortion. Secondly, the camera can be mounted on a motorised pan-tilt unit. To survey 
the entire visible environment the robot can move the camera to change the field of view. This 
complicates learning forward models, because movement can be due either to the camera moving 
relative to the object, or the object moving relative to the camera. To account for this, the robot 
needs to be capable of learning forward models of its camera's movement as well objects. To get 
complete 3D information about the movement of the camera from video data is difficult (see e. g. 
[89]), and beyond the scope of this thesis, but a useful estimate can be made with this architecture. 
After the optical flow points have been fitted to objects, there are numerous points remaining that 
are not part of any object, but are instead features in the scene background. These remaining 
background points are grouped into a special camera `object', scam = (dxcam, dycam)" Unlike 
them other objects, this object is only represented with its velocity, not its position. The robot can 
use this to learn a forward model of camera movement, as discussed in the next chapter. 
3.1.3 Adding new objects 
The vision system tries to model and explain all the sensor data it receives. Thus if there are any 
unmodelled points after the update section, a new model is created to explain the points' movement 
and position. If a subset of points can be sufficiently fit to an object model, a new object is created 
using these points. Correspondingly, objects are deleted once they contain too few points to be 
of significance; in the experiments 3 points was deemed to be a sufficient minimum to produce 
robust object detection. 
3.1.4 Interaction distances 
By using interaction distances, the state space can be expanded to include not just the state of 
objects, but the relationship between them. For each object pair, o.,, and o,,,,, the following values 
are calculated: 
dt., n = minimum distance between convex hulls 
rvL, n = relative velocity between objects 
These variables are useful for for social learning by quantifying how objects interact, as dis- 
cussed in chapter 7. 
3.2 Results 
Ten test video sequences of typical situations the robot would face were used to test the ability of 
the system to find and track objects in the scene. These included: 
. The robot's movement from first person (figure 3.5) and third person (figure 3.7) perspec- 
tives. 
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Figure 3.3: Moving image regions are clustered together; these regions are internal models of 
where objects are in the scene. In this example, the grippers were moved by the robot, and the 
object was shaken by a human to make the robot aware of it. The thick black lines are the convex 
hull, and the thin ellipse shows the mean and covariance of the optical flow points' positions. 
" The robot (figures 3.3 and 3.5) and human (see Appendix B) moving an object in the scene 
to make it detectable. 
. Scenes using fisheye lens with significant distortion (see Appendix B). 
" Human movement on its own (see Appendix B). 
" Scenes where the robot's camera is moving (figure 3.6). 
The vision system runs in real-time, tracking at l5fps on a 2.4GHz Pentium 4 PC, and still leaves 
enough computational resources available for the learning architecture. As with any computer 
vision architecture, it is difficult to gauge the reliability and robustness of the tracking system, 
especially given the unconstrained environment the robot may operate in. The tracking worked 
on all the test videos, and on live experiments it worked consistently well, as demonstrated by the 
useful results given in the experiments in subsequent chapters. 
Figure 3.4 shows the trajectory of objects found in a typical experiment. The robot's grippers 
are detected as soon as they move. The hand and the object are detected when the human moves. 
Figure 3.5 shows how the robot can also detect non-motor system objects by disturbing them with 
its own motor system. Figure 3.6 demonstrates the robustness of the tracking Z: I even with a moving 
camera: the robot tracks an object using its pan-tilt unit. Even though the object moves rapidly, it 
remains tracked. More examples can be found in chapters 6 and 7 and appendix B. 
3.3 Discussion 
The vision system presented here has four distinct strengths: 
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Figure 3.4: The movement of the objects in an experiment, as the grippers open and close and a 
human hand pushes an object. 
1. It does not require markers to be placed on the objects to be discovered and tracked. 
2. Unlike the motion history method of Fitzpatrick and Metta [90] or the optical flow method 
of Zhang and Lee [911, it does not assume that the camera is static, and will work when 
either the robot or its pan-tilt unit move. Indeed, the system allows the robot to learn an 
internal model for the movement of its own camera, as shown in section 7.3. 
3. As only `interesting' features are tracked, as opposed to every pixel in the image, the re- 
sulting algorithm is relatively efficient with regards to computational resources; this is an 
important consideration for a real-time system. 
4. With the addition of the exploration abilities in chapter 6, it is an active vision system [92]: 
objects are learnt through interaction with the environment, and the models of these objects' 
appearance are linked to the robot's motor commands. Furthermore, the forward models 
learnt can be used to improve the system's tracking abilities by providing state predictions. 
There are, however, limitations in the architecture's capabilities: 
" To be detected and tracked well, objects need distinguishing features. In indoor lighting 
conditions it was occasionally necessary to place dark `features' onto light coloured objects 
which would otherwise appear saturated in the image to improve the tracking reliability. 
This is shown in figure 3.3, where adding small blobs to the grippers provides more features 
to be tracked with optical flow, and therefore makes the tracking more accurate. 
3 VISUAL LEARNING OFA WORLD MODEL 35 
Figure 3.5: The robot can discover objects by moving them with its own motor system. The top 
images show frames from the robot `babbling-' in the environment with the objects the robot has 
discovered before and after the movement overlayed. The bottom graph shows the velocity (red) 
of the object the robot nudges with its grippers. As the robot touches it as it wobbles slightly. 
Movement of a few pixels can be accurately measured. 
" Limited prior knowledge about the structure of the world is used because we are interested 
in what the robot can learn for itself from the sensor data. This means the knowledge the 
robot has about the environment is the same dimensionality as the sensor information, i. e. 
2D. Movement relative to the normal of the camera is therefore difficult to distinguish. To 
overcome this a second camera could be added to perform stereoscopic vision, as done by 
Hongeng and Wyatt [93]. The addition of depth information is not necessary to demonstrate 
the validity of the asocial and social learning architectures presented in subsequent chapters. 
" The model of an object currently used is simple: objects are represented as a 2D ellipse. 
Complex objects such as human arm cannot be completely modelled with this. This is a 
difficult computer vision problem that this thesis does not attempt to solve. Both the archi- 
tecture presented in this chapter, for fitting an object model to points, and the architecture 
presented in the next chapter for learning internal models make no assumptions about the 
underlying state-space representation of an individual object. Any future research that in- 
creases the complexity of object models will still fit within the framework for combined 
asocial and social learning presented in the following chapters. 
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time, frames @ 15 fps 
3 VISUAL LEARNING OFA WORLD MODEL 
I 
ll 
I 
y 
/ // 
0 
36 
Figure 3.6: Objects can be tracked even with a non-stationary camera. The images on the left are a 
screenshots from the system being used to track an object moved in front of a camera on a pan-tilt 
unit. The images on the right show the optical flow points and the estimated object state. 
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Figure IT The robot's grippers opening (top) and moving up (bottom), detected and tracked from 
a third-person view point. The architecture correctly finds and tracks the left and right grippers, 
and the platform. 
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" Collisions and occlusions are difficult to overcome and model; this is true of any markerless 
vision system. Appendix C shows how forward models learnt through exploration can be 
used to overcome visual occlusions. 
A potential improvement to the system would be to incorporate more visual features into the 
architecture, such as colour or edge information. This could be done using the same recursive 
fitting procedure. This would, however, result in higher computational load for performing extra 
image processing operations. 
Although the vision system used here is primarily designed for practical reasons, there are a 
few interesting analogies with the development of visual abilities in human infants. Like infants, 
the system pays more `attention' to objects with high contrast features [43]. Here this is for the 
practical reason that high contrast regions in the image are easier to track. Optical flow is one 
of the earliest visual abilities in human infants, and infants learn that regions moving in a similar 
direction form part of the same object [94][95]. Despite these similarities, no claims are made as 
to the biological plausibility of the architecture. 
3.4 Summary 
The chapters that follow investigate asocial and social learning with the assumption that the robot 
can fully observe the state of its environment. Existing architectures for social learning, for ex- 
ample through imitation, take a similar approach, and treat the system that tracks the state of the 
agent and the demonstrator as separate from the action or learning system [67,96]. Usually, how- 
ever they assume the existence of a processing module sitting between the raw sensor data and the 
action system that extracts information about a demonstrator's movement in terms of the agent's 
own motor system. This separation of low-level perception and action is understandable: research 
in computer vision and imitation are complex enough on their own; combining them can only 
make the task more difficult. However, a better approach is to consider the tracking system as an 
integrated part of the robot's whole learning system, and not a separate module. The importance 
of this integration is specifically shown in two ways in this thesis, where the learning system and 
visual tracking system interact: 
" Chapter 7 shows how forward models can be used to classify the objects the tracking system 
discovers as either part of the robot's own motor system, or part of the demonstrator's. 
" Forward models can be used by the vision system to predict the movement of the robot 
motor system, so as to improve tracking. Appendix C gives an example of when this is 
useful. 
Vision is used as the main sensor source in this thesis, as it provides the most detailed informa- 
tion of the robot's environment, in particular with regard to the state of objects and the robot's 
own motor system. The learning architecture presented later could, however, generalise to other 
common sensor modalities, such as sonar, because no assumptions are made about what the state 
vector represents. 
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4 Learning a single forward model 
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Forward models are an important type of internal model: learning them is the focus of self- 
exploration and, through simulation theory of mind, they are the underlying structure of social 
learning. This chapter serves as a technical background by describing the underlying mechanisms 
for implementing forward models in software used in this thesis. It begins by defining forward 
models that can model uncertainty and motor delays. Next, the memory-based learning methods 
that are used to implement forward models are described. Results are given showing how a prob- 
abilistic forward model can be learnt from `motor babbling'. The forward model's estimate of its 
own error is verified as being significantly close to its actual prediction error. Finally, forward 
models are compared with sensorimotor maps, with results being given for learnt sensorimotor 
maps on a mobile robot. 
4.1 A definition of forward models 
A forward model predicts how a motor command will change the state of the robot. The previous 
chapter showed how a robot can learn and track its state by finding objects from visual information. 
The role of forward models in this thesis is therefore to enable the robot to predict how its own 
motor commands influence these objects' states - for example how they make them move, rotate, 
or change size in response to particular motor commands. A standard definition of a forward 
model is a function with two inputs, the current state vector, and the intended vector of motor 
commands, that outputs a prediction of the next state [9]: 
s[t+1] =f (s[t], m[t]) 
Robots are complex systems to model, with noisy, nonlinear and non-stationary dynamic prop- 
erties. At the lowest level, forward models should be capable of representing and learning how the 
robot's motor commands control this system. A definition and implementation of forward models 
is now presented that extends this by considering delay and uncertainty in the robot's sensory and 
motor system. 
4.1.1 Modelling delays in the motor system. 
Real robotic systems have delays, which can be due to physical inertia, network and sensor laten- 
cies, or delays in processing sensor data. One possible use of forward models is to allow control 
of a motor system in the presence of such delays, for example as a Smith predictor, e. g. [97], to 
provide an estimate of the sensory feedback for the control system to react to. To be used and 
learnt in a system with delays, the forward model needs to be capable of modelling, and learning 
this delay, d. Through the use of multiple forward models in the next chapter, multiple delays can 
be represented for different parts of the robot's motor system. 
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4.1.2 Uncertainty and expected prediction error 
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A learnt forward model will not be able to completely model a robot's environment: errors will 
occur because of insufficient or noisy training data or the necessarily simplified internal represen- 
tations of the model. Alternatively, the system that is being modelled may itself be stochastic. To 
overcome these inaccuracies, a forward model should include information regarding not just its 
prediction, but how accurate it expects that prediction to be. The inaccuracy can be modelled by 
representing the internal model as a joint probability distribution across the motor commands and 
the state of objects in the robot's environment2: 
p(S[t+1+d] I M[t], S[t+d]) 
This is a first-order Markov process, albeit with a delayed motor input. 
There are many possible ways of representing conditional probability distributions; however 
most standard parametric distributions are inappropriate for representing the non-linear and mixed 
discrete and continuous properties of motor systems. For any probabilistic representation there is 
a trade-off between the complexity of the model and the amount of data required to train it. In 
this thesis a conditional Gaussian distribution is used because it represents two useful properties: 
the most likely prediction, and the variance of the prediction. The variance indicates how accurate 
its prediction is. This value is referred to as the estimated prediction error (EPE). Therefore the 
probabilistic forward model gives a distribution of the predicted state conditioned on the motor 
command and current state as: 
p (S [t + 1] =§I 1M1 [t - d] = m, S [t] = s) -N (f (m, s) , EPE (m, s)) 
A forward model is therefore represented by implementing two function approximators: 
9[t + 1] =f (m [t - d] ,s 
[t]), the predicted next state, 
EPE [t + 1] = EPE (m [t - d] ,s 
[t]), the estimate variance in this prediction. 
This representation of a forward model is shown in figure 4.1, and an example forward model is 
shown in figure 4.9 in the experiments section. Giving the robot information about the uncertainty 
of its internal models enables it to estimate how accurate, and therefore how useful a forward 
model's prediction is. A similar approach is taken with 'meta-learners' by Oudeyer in [60], and 
`competence maps' by Thrun in [53]. 
Forward models only predict for the next time step ahead; to predict for longer sequences of 
actions, they need to be chained together, with the prediction of one model being fed into the next, 
as shown in Figure 4.2. The further ahead in time the prediction progresses, the more errors that 
are accumulated, leading to a `drift' in the prediction. 
2Random variables are represented with capital letters, and their realisations with lower case letters. 
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Figure 4. I: A probabilistic forward model (top), implemented by using functions to approximate 
the mean and the expected prediction error (bottom) 
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Figure 4.2-. Forward models can he used in a sequence to predict the effects of multiple motor 
commands over time. 
4.2 Software implementation of a forward model 
The experiments in this thesis implement forward models using memory-based learning. The 
concept behind memory-based approaches, such as KNN (k-nearest neighbours) and LWR (locally 
weighted regression) 198,521, is that of predicting by analogy: behaviour can be predicted in new 
situations based on the similarity with stored representations of previous behaviour. 
Memory-based learning methods work by storing the entire data set of previous motor com- 
mands and the corresponding states in memory. To predict for a new input the algorithms work 
by weighting each previous input according to how similar it is to the new input as illustrated in 
figure 4.3. For LWR the weight is set using a kernel function which gives the highest weights to 
previous events nearest to the inputs: 
11,11 ('11) -r. 1m tn, 12) 
where iii is the previous input in memory, and ui; is the new input. The parameter, r, affects 
the width of this kernel. The larger this value, the smaller the width of the kernel and therefore 
the smaller the search region for similar points. If r is too large, the model will over-lit the data, 
and conversely if it is too small, the model will under-lit. If r= (), the effect is equivalent to 
glohal regression. Numerous methods are available to automatically and optimally choose this 
value based on the local variance of' the data 1651. The prediction, s, is calculated similarly to 
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Figure 4.3: Visualising locally weighted regression in a 1-input 1-output system. The memory is 
represented with points, and the weight of each point given a new input is shown by the size of 
the red points; empty dots imply a very low weight. A prediction is made by performing linear 
regression on the weighted points. 
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A benefit of memory-based learning techniques is that the expected prediction error can also 
be calculated directly from the data as the variance of the output prediction [65]: 
EPE (iiii. ) = QS = Ný 
wz 
71 
+ (t0i 2 µ,,, 1U, 
ß 
ry2 
r, it) 
with the conditional covariance: 
z 
z (Tsr ýslý - (Ts -2 
The alternative to calculating the expected prediction error directly from the data would be to 
use and learn a separate and less accurate function approximator based on the previous prediction 
errors [61,60]. 
next command: 
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Figure 4.4: The memory organisation of the robot used for memory-based learning. The values 
in of each variable are accumulated in the rows. The left table shows the implementation for 
predicting a state change, the right table shows the implementation for predicting the next state 
given the current state. Each column represents the memory for each motor degree of freedom 
over time and the corresponding state changes (0 states), left , or states, right. An `X' indicates 
that no motor command was issued on this degree of freedom at this time. Past values are shown 
in blue, values used for prediction are shown in pink. 
4.2.1 Organisation of the robot's memory 
Figure 4.4 shows the how the robot's memory is organised and used for memory-based learning. 
Previous motor commands and the corresponding states of objects are stored in a 2-dimensional 
dynamic array. A particular forward model will only represent how some of the motor commands 
influence some of the object states. For example, a forward model predicting how the pari motor 
command changes object 2's position will only need access to the memory of these columns in 
the array. Chapter 5 will show an experiment where the robot learns the delay of its motor system: 
to model this delay, d, in a prediction, the forward model needs to offset the state data by d rows 
from the associated the motor command. 
Forward models have two inputs, a motor command and the current state. The equations given 
so far using LWR so far have only had one input, the motor command: LWR can be used to create 
forward models in one of two ways. Firstly the model can predict the change in state for a motor 
command, as shown in figure 4.4 (left): 
Os [t] =f (rn [t - d]) 
The input data for this is therefore just the motor command and the output data is relevant 
memory of state changes. This method assumes the change in state is independent of the current 
state, which is not valid for example at joint limits. It requires less data to produce useful predic- 
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tions because a robot does not have to have been in a particular state to generalise the effects of a 
motor command will be. Alternatively the model can predict the next state based on the current 
state and the intended motor command, as shown in figure 4.4 (right). 
s[t]= f (m[t-4, s[t-1]) 
4.2.2 Benefits and disadvantages of using LWR 
There are numerous benefits of using the LWR method for learning: 
" By working directly off the training data, LWR makes no prior assumptions about the sys- 
tem it is modelling other than that it is locally linear. This means it is quite generic in its 
applicability. For the same reason, memory-based methods in general have very fast conver- 
gence properties as there are no parameters which need to be trained. This a great practical 
benefit in online learning experiments in robotics. 
. Unlike many neural network structures, the data does not need to be manually scaled, e. g. to 
[-1,1], to work. This is important because scaling requires prior knowledge about the state 
space's range, which the robot does not initially have. 
" LWR works equally well for both discrete and continuous motor inputs, and mixtures of 
both. 
. Chapter 7 will show how forward models can be inverted to create inverse models to control 
the robot. Memory-based learning enable an inverse model to be easily created by simply 
swapping the inputs and outputs to the model around. 
Memory-based learning is often referred to as `lazy learning' because no actual computational 
load is required during learning other than to store the data: the computation work is postponed 
until prediction. The principal disadvantage of any memory-based learning method is that the 
computational and memory load increases in proportion to the size of the memory. This has not 
been a practical issue in the experiments in this thesis, which used a 2.6Ghz P4 computer with 
1GB of RAM. Active learning, described in chapter 6, can help reduce this problem because the 
robot only concentrates on storing a useful subset of the data, so the forward models require less 
memory to produce an accurate prediction. 
An argument against memory-based learning is that there are other modelling methods which 
would be more accurate, computationally efficient, or better suited to a particular robot (e. g. the 
LWPR algorithm [99]). The emphasis of this thesis, however, is not to investigate the mechanics of 
the low-level representations for forward models, but rather in how they can be used and learnt by 
a robot. The definition of a forward model given here is general enough that other representations 
could also be added to a robot's repertoire. By using memory-based learning, other prediction 
techniques such as neural networks could still be applied later on in learning by offline training on 
the stored dataset during a `sleep' memory-consolidation phase. 
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4.3 Training a forward model 
45 
An architecture for learning a forward model by interacting with the environment is shown in 
ligure 4.5. This is similar to the forward model learning mechanism seen in control literature (e. g. 
11001) with the addition that the system also learns the EPE. 
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Figure 4.5: The single forward model learning architecture. A motor command is simultaneously 
executed on the robot and the forward model. The forward model's prediction is compared with 
the estimated next state from the robot and used to update the forward model. The same forward 
model therefore appears twice, once when used for prediction, once when used for learning. 
To learn a forward model, the robot needs to generate training data: a set of motor commands 
and the corresponding sensor data. In this chapter, a 'motor babbling' process is used to randomly 
generate the motor commands. The motor command is executed on the robot, and is also sent to 
the forward model. The forward model predicts what the next state of the robot will he using the 
motor command from c! timestep ago; at the next time-step the vision system updates the robot's 
new state, which is compared with the predicted state to calculate the prediction error. The model 
is then updated with the new data. With memory-based methods, this involves adding the motor 
command and resulting state to end of the robot's memory. 
A mechanism was developed in the previous chapter for tracking camera movement using the 
movement of points tracked using optical flow. The estimated state of the camera is taken as the 
mean velocity of all the points not associated with any object. This is now used to learn forward 
model for a camera simulation, which is described in appendix D. Points being tracked on the 
simulation during babbling, can be seen in figure 4.6. 
The motor commands are modelled as changes in pan and tilt. The robot's forward model 
therefore predicts the camera movement that will result from a given motor command. Figures 
4.7 and 4.8 ,, 
how how the forward model's prediction and EPE change as more data is acquired 
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Figure 4.6: Three screenshots from the motor babbling process on the football camera simulation. 
The red arrow in the middle of each shot shows the movement of the camera estimated by the 
vision system. 
through babbling. For ease of visualisation, the forward model shown is for one-input (pan), and 
one-output (. r-velocity). The forward model therefore learns the relationship between changing the 
position of the camera's attention and the corresponding movement in visual data. As would be 
expected for this system, the learnt model, shown in figure 4.9, is approximately linear. The lower 
EPE for small movements implies that the model is better at predicting for smaller magnitudes 
of motor command; the EPE is higher for larger movements because these movements are under- 
modelled by just using a one-input and one-output forward model. Figure 4.8 shows how, as more 
training data is received, the estimated prediction error does not drop to zero. Instead it converges 
to the modelling error as the error due to insufficient training data is reduced. In a real robotic 
learning experiment there would also be process and sensor noise present in this measurement. 
To estimate the how the accuracy of the forward model progresses during training, after each 
training iteration, the forward model is used on a separate, and much larger, validation set of 
data produced from the same random-babbling approach. The mean squared error (MSE) for each 
sample is calculated using the error of the forward model's sensor prediction from the actual sensor 
prediction. Producing a validation set for comparison is very simple in simulation - on a real robot 
this is impossible. Figure 4.10 shows how the model's actual prediction error reduces over time. 
A couple of properties of this error graph, typical of memory-based learning methods, are worth 
highlighting. Firstly, there are rapid changes in accuracy near the start of learning. This is because 
memory-based techniques have no parameters that are gradually adjusted over time like neural 
networks: they initially make sharp jumps as new motor and state data arrives. Similarly, the 
accuracy of the model can decline over short time periods data because of noisy and insufficient 
data. 
4.3.1 Estimating the accuracy of a forward model 
The EPE function gives an estimate of how the accuracy of a forward model varies with motor 
command in the current state. A reasonable estimate of the total error of a forward model, i° , 
is 
the sum over all motor commands and states: 
xJ EPE(m. s)dinds 
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Figure 4.7: The evolution of the forward model as more training data is acquired. The model 
converges to the correct, approximately linear, model after about 50 time-steps. 
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Figure 4.8: The evolution of the EPE function as more training data is acquired. The EPE changes 
from being due to lack of training data, to modelling the noise in the optical flow. 
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set in a typical experiment using random babbling. 
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The total error, (,, is useful for assessing the learning progress of a single forward model; it is 
particularly useful in chapter 5 when comparing the accuracy of multiple competing models. To 
validate that (, is an accurate estimate of a model's accuracy, figure 4.11 shows how C varies over 
time compared to the ground truth, the MSE. This shows that with little data, e is a poor estimator 
of the model's true error. However as figures 4.12 and 4.11 show, after around 30 actions, ý 
correlates well with the actual error of the model. Although these results show a good estimate of 
overall learning progress of a forward model can be calculated, chapter 6 will show how estimating 
learning progress as a function of a specific motor command is much more difficult for continuous 
data. 
The total error of a model is estimated by averaging multiple sample values of the EPE func- 
tion. These samples can be at uniform or random intervals. The total error of a forward model is 
therefore estimated by simulating the effects of multiple motor commands. This is a process that 
will be used again in chapters 6 and 7 to create an inverse model from a forward model. It is worth 
pointing out that there is a trade-off between the accuracy of the estimate of ý and the computa- 
tional resources needed to estimate, as shown in figure 4.13 . This is an 
important consideration 
when comparing different models in real time, as done in chapter 6. 
4.4 Sensorimotor maps as forward models 
In this thesis, forward models represent the relationship between a motor command and the state 
of the world. This requires the robot to also be capable of learning and maintaining an internal 
representation of the external world, which here is the role of the vision system. Does, however, a 
robot need an internal representation of its external environment, when it could just learn a direct 
mapping from its motor system to its sensors? Many existing robotic systems approach learning 
4 LEARNING A SINGLE FORWARD MODEL 
150 t=o 
ö 100 
E 
4- 0 
w 
CO 
2 50 
00 
t=400 
oL 0 20 jepe. dm0 
60 
50 
Figure 4.12: How the estimated error (e = Pepe) compares with the actual model error. After 
t=30, the model's estimate of its own error begins to correlate well with the actual error. 
100 
a) 
ÖE 80 
ON 
60 Üý 
40 
(Z -0 
E 20 
20 40 60 80 100 
number of simulated motor commands 
OL 
0 
Figure 4.13: How the estimated error (c = fepe) depends on the number of motor values sim- 
ulated on a particular forward model. The computational cost depends linearly on the number 
of simulations, which is an important limitation if this value needs to be estimated in a realtime 
system. 
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and imitation by using sensorimotor maps. Here, it is assumed that the motor command is directly 
linked to a causal effect on the sensor data (e. g. [20], [101], [901). This is a valid assumption 
under certain conditions. For example, consider how optical flow varies as a function camera 
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Figure 4.14: The predictions of forward models learnt for the optical flow as a function of the 
position and motor command rotate or velocity as the robot looks down. The sensorimotor maps, 
learnt using the LWR algorithm enable the robot to predict how its sensor data will change as a 
result of different motors commands. 
movement or robot rotation as the Peoplebot, described in Appendix A, looks down at the floor. 
The sensorimotor maps learnt for this model are shown in figure 4.14. 
A sensorimotor map can be learnt for these systems because the observed sensor data depends 
only on the previous motor commands, and not the state of the robot. This is not the case in reality: 
a motor command changes the state of the environment, and it this resultant state which is observed 
by the robot's sensors. The only way for the robot to properly model this is to learn an internal 
representation of the state of the environment. The separation between state and observations 
makes this task difficult as the robot does not observe the actual state of the environment, but 
instead a noisy, partial observation of it with its sensors. The role of the vision system in chapter 
3 was to estimate this state given the noisy sensor data. 
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Forward models enable a robot to predict the consequences of its actions. The consequences in 
this thesis relate to the movement of objects the robot has discovered with its vision architecture. 
This chapter introduced probabilistic models and showed results for learning them by random 
babbling. An important property introduced is that the model has knowledge of the uncertainty in 
its predictions. This uncertainty can be directly estimated using memory-based learning methods. 
A mathematical definition of forward models using machine learning techniques is provided 
in this chapter. However, the contribution of this thesis is not intended to be in the mathematics 
of the underlying representation; rather, it is in their implementation and use as part of a larger 
learning architecture for an embodied social robot. 
A robot's environment is not just a system with a vector of inputs and a vector of outputs: it 
has a causal structure, which can be useful for the robot to learn; the next chapter shows how the 
robot can use multiple forward models to achieve this. 
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The previous chapter discussed how a robot could learn a single forward model. This was a useful 
exercise into the low-level mechanisms involved in learning, but the real environment for a social 
robot is not as simple as a one-input one-output system or a grid world: it contains all the robot's 
motor apparatus, objects it can interact with, and other robots and humans it can potentially learn 
from. The robot can learn useful information about the state of its environment from the object 
tracking system presented in chapter 3, but robots are also an active part of their environment; all 
this information is of no use until the robot can understand how the environment can change, and, 
more importantly, how the robot can and cannot affect these changes. The architecture presented 
here allows the robot to learn about the causal structure of its environment using multiple forward 
models, and is inspired by both the multiple internal model approach of the HAMMER architec- 
ture [3], and theories of exploratory learning behaviour in human infants [63,6]. Experiments 
performed on the robot show how the architecture can be used by the robot to learn the delay of 
different parts of its motor system. 
An initial limitation of the architecture is that resources are wasted training forward models 
that are ultimately discarded. Simplified forward models (SFMs) are introduced as a mechanism 
for overcoming this by constraining the complexity of the forward model the robot initially learns. 
5.1 Multiple forward models and Bayesian networks 
The state space of most real robots and their environment is complex, and the way that the robot's 
motor commands interact with this even more so. For example, on the Peoplebot used in the 
experiments there are six degrees of motor freedom, and the vision system developed in chapter 3 
tracks the state of each object with a state size of 10 dimensions per object. A possible solution to 
learning a forward model for this system would be to follow the approach of the previous chapter 
and use a single forward model that connects all six motor inputs and all the state outputs for every 
object, as shown in figure 5.1, left. There are several disadvantages to this approach: 
" When there are many input and output dimensions a large amount of training data, and 
therefore training time, is needed to train a single model. 
9A single forward model may not be capable of representing a high dimensional system; it 
could over-model particular regions of the state space. 
" Using memory-based learning techniques means more storage space is needed for a higher 
dimensional model. 
" The state space of the robot will change over time as new objects are discovered by the 
vision system. It is difficult for a single forward model to adapt to state space changes 
without relearning the model from scratch. 
. The robot only learns an input-output relationship, not knowledge about the causal structure 
of its environment. 
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Figure 5.1: Using a single forward model (left) or multiple forward models (right). A single 
forward model treats the motor and state spaces as single vectors, and therefore assumes that 
every motor command affects every state. Splitting up these vectors enables the causal structure 
of the environment to he represented in a distributed way with multiple forward models, which 
has numerous benefits. 
The last point is the most pertinent to the robotic-learning message presented in this thesis. Whilst 
learning a functional approximation of its environment is useful for a robot, equally important is 
for it to learn about its environment at the higher-level, specifically the causal structure of how its 
own motor commands can, and cannot, influence the state of the objects it has discovered. 
To overcome these problems, this chapter introduces forward models that only predict for a 
small subset of of motor commands or object states. The model for how the robot controls its entire 
environment therefore can he made by using a combination of these forward models, as visualised 
in figure 5.1, right. This results in the creation of a Bayesian belief networks (BBN) [1021. BBNs 
combine graph theory and probability theory to represent the conditional dependencies between 
a set of random variables with a directed acyclic graph structure. The causal connection between 
variables in it system is represented, whilst modelling and learning the uncertainty in this connec- 
tion. As well as being a powerful tool for modelling the probabilistic relations between variables 
in a system, BBNs enable the casual structure of the system to he represented and visualised to the 
human operator. This allow the results of the learning architecture to be verified manually, as will 
be shown in the experiments in this chapter. 
The random variables for a robot are the set of motor commands, M, and the set of states of 
the objects it is tracking, S. The motor space of the robot, M, consists of a random variable for 
each motor degree of freedom, which can he discrete or continuous. The state space, S, consists 
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of the state vectors of all the objects it is tracking, including, for example, their position or shape. 
A single forward model can be thought of as an individual hypothesis about how a robot can 
control part of its environment with some of its motor commands: it relates a particular motor 
command to a particular part of the robot's motor system it controls. A BBN is made up of 
multiple forward models, each predicting the relationship between different motor commands and 
state changes. More formally, it is a conditional probability distribution between a tuple of the 
state space at time 1,5,, [t] _< S, 1.5',,.... >CS [t], the tuple of the state space at the previous 
time, t-l, 5,, [t - 1] =< 5,, . 
S,.,.... >C S [t - 1], and the tupfe of motor commands . 
11 < 
1/ i. ! II,, I.... >C M. A set of forward models together make up the structure of' the BBN. 
The next section presents an architecture for learning this set of models by simultaneously testing 
multiple competing forward models. 
5.2 The multiple forward model learning architecture 
To learn the structure of a BBN, the robot has to find the set of f'orward models that correctly 
predict the relationship between a robot's motor commands and the state changes of objects. The 
HAMMER architecture is adapted to learn this set of forward models with the architecture shown 
in figure 5 . 2, an extension of the sinle model 
learning architecture. The architecture simultane- L- 
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Figure 5.2: The multiple model learning architecture. Multiple forward models predict in parallel, 
and compete for access to the motor system. They are assigned a confidence based on how accurate 
their predictions are. The causal structure of the robot's motor system can he learnt by taking 
the forward models with the highest confidences. The system can be split into two stages, the 
execution of the motor command on both the robot and each forward model, shown in hold lines, 
and the learning, shown in dashed lines. 
ousIy trains multiple forward models, each one representing a possible causal structure. Although 
inspired by the HAMMER architecture, there are several key differences because the HAMMER 
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architecture is designed to use forward models for learning, whereas this architecture is designed 
to learn forward models for use: 
" The confidence function compares each model's prediction with the state of the robot's envi- 
ronment it is applicable to, as opposed to the state of the person the robot is trying to imitate. 
Thus models that have the highest accuracy over time are rewarded. 
" The actions the robot takes do not just depend on the winning model. In this chapter, the 
actions are generated through motor babbling; the next chapter shows how the robot can 
actively explore whilst learning these models. 
" There is not just one winning model; there may be multiple ones depending on the causal 
structure of the robot - e. g. one for its gripper open command, one for its velocity command. 
In the HAMMER imitation architecture, multiple pairs of inverse and forward models are assigned 
a confidence based upon how closely the forward model's prediction matches the demonstrated 
action. The inverse model with the highest confidence can then be used to imitate a demonstrated 
action. A similar principle is used here to learn the forward model structure. To do this, we need 
to select the correct set of forward models from the set of all possible models. This set of models 
is the set of all possible combinations of motor commands being connected to object states: for 
example, a Peoplebot that has discovered 3 objects with its vision system has a total of. 
6 (motor degrees of freedom) X3 (objects) X 10 (dimensions of object state) = 180 models to 
test, 
just considering single motor command inputs to single state output models. As an example, 
one of these models will be the gripper open command connected to the object y position state of 
object 3. 
To find the set of correct forward models structures, the confidence of a model should be based 
on how accurate it is. Models with low confidence after learning can be be removed from the set 
of models. Two methods for calculating confidence were tested on the two-arm simulation: this 
simulation involves two 2-DOF robot arms together with other objects, including one that the robot 
cannot control. It is described in detail in appendix A. 
Method 1: Using e to estimate the error directly from the models 
Chapter 4 introduced an estimate of model accuracy as sum over all estimated prediction errors: 
e". Dc fepen(m, s). drn. ds 
The confidence, C,, (t), of a model, n, can thus be calculated to give high confidence for lower 
estimate model errors: 
Cn (t) = exp 
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Figure 5.3: The evolution of model confidences tested in the two-arm simulation, using method I 
(left) and method 2 (right). The confidences of the correct models are shown in bold lines. 
One would normally expect a confidence function to be dependent on its previous value, i. e. 
C (t) = ciC, (t - 1) + ..., where ( 
is a `discount factor', so that the learning places more em- 
phasis on recent errors than older errors as done by Johnson in [37]. However, this is not necessary 
here as the calculation of C takes into account all previous motor and state values implicitly. 
Results in simulation in chapter 4 showed that, provided there was enough training data, this 
was a very accurate estimate of the quality of a model. Figure 5.3 shows the confidences of all 
possible forward models tested in the two arm simulation. 
Method 2: Using and accumulating the error of past predictions 
An alternative method for calculating confidence is to estimate the future prediction error based 
on previous prediction errors. The instantaneous prediction error of a forward model is given by: 
P [t] = (s [t] -s [t])2 
The instantaneous error is a poor indicator of overall model error. A more useful estimate can 
be calculated by recursively filtering e [t] using a moving average filter to smooth it: 
('n. »lt [t] _ Aen [t] + (1 - A) er, [t - 1] 
where A is a smoothing parameter between 0 and 1, set experimentally to 0.5. Unlike method 1, 
there is justification in accumulating the confidence with method 2 as the instantaneous value of 
confidence only takes into account the most recent errors: 
Cý, h (i) _ aC,, (t - 1) + exp (-Cn. fist) 
Setting o to I produces a confidence function that integrates over previous confidences, and was 
used by Demiris in [1031. This is prone to the `resetting problem', whereby a model that has 
previously had high confidence may no longer be accurate, and needs its confidence reset. This 
can be reduced by setting ( to a lower to create a `lossy integrator' that gradually forgets the 
time spent babbling time spent babbling 
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Figure 5.4: The computational efficiency of the learning architecture running with the two confi- 
dence functions, using the two-arm simulation with all 96 possible forward models. Method I has 
almost double the processing requirements. 
contribution of previous confidences. Figure 5.3 (right) shows how this works to learn the correct 
models in the simulation with o set to 0.9. 
lt should be noted that the units and magnitude of the confidence values are arbitrary: it is not 
the absolute confidence of a forward model that is important, but rather its confidence relative to 
the other models it is competing against. 
Both methods of calculating confidence are able to eventually separate the correct models 
from the incorrect ones at the end of an experiment. The amount of training data needed to give 
an accurate confidence assessment depends on the complexity of what the system forward model 
represents. The forward model shown in bold green on both graphs in figure 5.3, for example, 
modelled the simplest part of the simulation, and achieved the highest confidence quickest with 
both methods. 
Method 2 has two practical benefits over method I in calculating the confidence: 
" Figure 5.4 shows how different confidence functions affect the overall computational effi- 
ciency of learning. Method I is significantly slower, to the point of being unusable on a 
realtime system. This is because it requires multiple predictions to performed with each 
model to evaluate the EPE function. Method 2 uses previous prediction errors, which re- 
quires very little processing overhead. 
" As figure 5.3 shows, incorrect models being learnt using method 2 have a confidence that 
tends towards zero more quickly. 
5.2.1 Improving learning using state models 
If a motor command has no effect on the state of an object, but that object's state does not change 
during learning, then a forward model will be learnt with a high confidence, even though there is 
no causal connection between the motor command and the state. The model will learn to predict 
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Figure 5.5: Using state models, the confidence function can penalise over-complex models. If the 
model with the motor command present (left) is no more accurate than a model based just on the 
state of the object (right), then the robot should learn that there is no causal connection between 
the motor command and the state. 
no change in state regardless of the motor command. To exclude the motor commands from the 
model in this situation, a state model is created that has no motor random variable, as shown in 
figure 5.5 (right). The confidence of this model can be calculated as before, using the prediction 
error: 
es [t] = (ss [t} -S 
[t])2 
C, (t) = exp (-es) 
If the state model has a high confidence, then using a more complex forward model has no 
added benefit. The state forward model confidence can be combined with the previous confidence 
estimate methods I or 2. 
c (t) = c. (t) -C (t) 
This is a form of "Occam's Razor": given two possible models explaining the data, the robot 
chooses the simplest one by penalising over-complexity. This results in a forward model confi- 
dence that is only high if modelling the motor command improves the prediction accuracy. 
5.3 Using multiple models to learn the motor delay 
The multiple model learning architecture is now tested, using it to learn the delay in a robot's 
motor system. Real robotic systems have delays between a command being issued and the sensory 
consequences being perceived, either from lags in processing sensor data or from the mechanical 
system. Being able to learn and model this delay is an important property of a forward model: 
knowing when the model's prediction is valid means it can be used in an anticipatory way. Not 
accommodating for delay in systems with feedback can lead to instabilities, overshooting and 
learning errors. Figure 5.6 gives an example of the problems caused by ignoring a delay in 
a robot's motor system. An inverse model has been implemented as part of a object grasping 
behaviour on the Peoplebot. The goal of the inverse model is to centre the object to be picked up 
between the robot's gripper. A feedback delay, in this case of about 0.3 seconds means that the 
inverse model is reacting to the state of the object and grippers as they were 0.3 seconds previously. 
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Figure 5.6: Delays in the motor system can lead to instability in the control system. The images 
are screenshots from the Peoplebot's on-board camera, looking down on its grippers and an inter- 
esting object. In this experiment, the robot was unable to grasp the object since its controller is 
reacting to feedback about its grippers state from 0.3 seconds previously. 
This makes the robot continuously oscillate around the goal, but never reach it. 
To learn the delay in the motor system, the approach taken in this thesis was to make the 
time delay estimation part of the model structure learning process. Multiple random variables are 
created for the same motor degree of freedom, but for different delays, as shown in figure 5.7. By 
simultaneously training models with different motor delays, the most likely delay can be calculated 
from the model with the highest confidence. A benefit of this approach is that learning the delay 
involves no extra complexity in the learning system; it is performed as another multiple model 
learning task. The confidence calculation is complicated slightly by using models with different 
delays: calculating the prediction error of each model involves comparing its state prediction with 
a delayed value of the actual state. 
The experiment was performed on the Peoplebot's gripper system, with the robot babbling 
its gripper and platform, and running its vision system to detect these objects. Figure 5.8 shows 
the confidences of models with different delays as the babbling is performed. The model with 
the highest confidence has a delay of 3 frames, or 0.2 seconds. As figure 5.9 shows, this model 
produces the most accurate prediction for the state of the real robot. The spikes in the real data are 
due to frames being dropped occasionally by the camera. 
An alternative approach to using multiple models was taken by Dearden in [1041, where the 
robot would take an action, and wait for a significant unmodelled event to occur. The delay could 
he learnt as the difference between the time the motor command was issued and the time it took 
the event to occur. The problem with this approach was that it assumed the robot is the only agent 
capable of influencing the state of objects, which is not the case for a robot in a social environment 
- some of those objects may be tracked humans. 
5 MULTIPLE FORWARD MODELS 61 
Figure 5.7: Forward models with different delays are created by adding random variables for 
delayed motor commands. The delay of the motor system is learnt by simultaneously testing each 
possible forward model. 
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Figure 5.8: The confidences of multiple forward models representing different motor delays in the 
gripper system. The model with the highest confidence has a delay of 3 frames, or 0.2 seconds. The 
confidence was calculated with cr = 1, so the confidence is an integration of previous confidences. 
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Figure 5.9: The predictions for left gripper velocity of three of the forward models as they are 
adapting online, compared with the actual velocity. The forward model with a delay of 3 frames 
(0.2 seconds) produces the most accurate predictions. 
5.4 Improving learning with constraints 
Children begin life with what is, in adult terms, a severely restricted sensor and motor system. 
These sensorial and morphological constraints earlier on in development may initially appear to 
hinder an infant's development. However, Turkewitz introduced the argument that these con- 
straints can in fact increase the adaptability of an organism [105]; by reducing the amount infor- 
mation available to an infant, the complexity of the what the infant can learn is reduced, avoiding 
what would otherwise be an "information overload" [106]. More complex learning at further 
stages of development can subsequently use these simple structures as their foundation [32]. In- 
spired by the early restriction in a human infant's sensor and motor systems, simplified forward 
models (SFMs) are now introduced as a way of reducing the architecture's computational com- 
plexity and speeding up the learning process. 
The architecture as described so far works by simultaneously training multiple forward mod- 
els, calculating their confidence and then removing models with a low confidence. There is a 
resource allocation problem here: the higher the complexity of a robot's motor system, the more 
possible forward models there are to test. The system needs to work in realtime, however, meaning 
there are practical limitations to the complexity of the system that can be learnt. 
SFMs do not constrain the robot's sensor data, for example to lower resolutions, as happens 
with a human infant: this would break the optical flow the robot's vision system relies on. Instead, 
the robot's internal representation of the visual and motor data is constrained. The motor and 
object state random variables of a SFM are therefore quantised into two states: 
nr, J _ {change, n, o change} = {rn. m}, 
X80 190 200 210 220 230 240 250 
time, frames @ 15fps 
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Figure 5.10: Examples of the three types of simple forward models. The histograms show P(SIM), 
where the motor-space and state-space are quantised into state 1, no change, and state 2, significant 
change. These models are taken from the experiment on the two-arm simulation. 
Sq = {chau1gC, 110 change} _ {s, . -5} 
An SFM models the relationship between the motor command change and the state change as 
a conditional probability table, P (SqI q), and figure 5.10 gives examples of the three kinds of 
SFMs that can be learnt. The first, correct, SFM model shows that a change in the motor degree of 
freedom is highly correlated with a change in the state degree of freedom; the second, incorrect, 
one shows there is no correlation. The third represents a situation where a motor command can 
influence the state, but it is not the only influence. This can happen, for example, with the hand 
position of a robotic arm, which is dependent on two degrees of motor-freedom - the elbow and 
the wrist commands. Using only one of these as input to a forward model under-models the arm. 
Quantising motor commands is straightforward: the robot knows a change occurs when it 
chooses a new command during babbling. Quantising the state of the objects, however, is more 
difficult because a threshold needs to be set for the quantisation level. Setting this manually would 
make the robot less autonomous, and would also depend upon a educated guess. Instead, these 
thresholds are set automatically using state models. These were introduced in the previous section 
to model the movement of an object not influenced by a motor command. The standard deviation 
that is learnt of these models can be used to set an automatic threshold. A value of three times the 
standard deviation was used as the change threshold for each object as this implies a probability 
of greater than 0.997 that an observed state change was not due to noise in the state's observation. 
To learn the causal structure, SFMs replace normal forward models in the architecture. Using 
continuous-space forward models means learning time, processing power and memory are all 
wasted by trying to learn complicated models that are ultimately discarded. SFMs, on the other 
hand, are much more efficient, but are not useful for accurate predictions as they only encode that 
a change will occur, not what that change will be. During the initial stage of learning, however, 
this is not important; what matters most is eliminating incorrect models. The active exploration 
introduced in the next chapter will work from the assumption that SFMs have enabled the robot to 
remove all incorrect model structures 
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To compare multiple competing SFMs, their confidence function is defined as: 
Cs (t)=P(S=sIM=m)-P(S=slM=m) 
with the time indices dropped for sake of readability. This will give a value approaching 1 for 
a completely correct model, and 0 for a completely incorrect model. This simple metric worked 
extremely well in the experiments. Alternative confidence methods could include using condi- 
tional entropy, H (SIM) , which would be lower for correct models, or the correlation coefficient 
between these variables. 
5.4.1 Results on a robot 
SFMs were added to the learning architecture and a learning experiment was performed on the 
Peoplebot's gripper and platform system. During the experiment, the robot randomly babbled 
with its gripper and platform commands whilst a hand was moved about in the robot's view. 
Figure 5.11 shows screenshots and the tracking from three frames from a typical experiment, and 
figure 5.12 shows the trajectories of the objects in the scene as the robot babbles. Three objects 
were detected giving a total of 240 candidate forward models for the system; of these, only four 
are correct. 
Figure 5.13 shows the confidences when SFM are not used, with the correct forward model 
confidences shown with bold lines. After 30 seconds, the robot has yet to identify the correct 
forward models. Figure 5.14 shows the confidences of the SFMs in the same experiment: correct 
SFMs have been learnt in 15 seconds. Figure 5.15 shows the BBN learnt structure from this 
experiment using the four successful forward models. The robot has correctly learnt that the 
gripper command changes the x-coordinate of the grippers, and the platform command changes 
the size of the objects in the image: the size increases because they move closer to the camera. 
Interestingly, the robot has not learnt any models for the hand movement because it cannot control 
this. Chapter 7 will show how the robot can use information about its inability to control an objects 
as a way to discover the presence of other agents in its environment. 
5.4.2 Results in simulation 
The two-arm simulation was used to test the learning on a system with more degrees of freedom, 
and quantify the learning over multiple experiments. As figure 5.16 shows this method works well 
at separating the correct models from the incorrect ones: it has correctly separated them in under 
100 explorations; previously, using forward models this would take 300 explorations as shown in 
figure 5.3. Figure 5.17 shows the correct BBN structure that was learnt by taking all SFMS with a 
confidence greater than 0.1 after 300 explorations. 
It is useful to compare the improvement in learning the causal structure from using SFMs 
instead of normal forward models. Comparing the mean-squared-error is not applicable because 
SFMs only predict one of two states, not a continuous function. An alternative method is presented 
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Figure 5.11: Screenshots from a typical structure learning experiment, together with tracking 
output. The robot babbles its grippers and platform as human in the scene simultaneously moves 
an object. 
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Figure 5.12: The coordinates of the objects tracked by the vision system. The blue object is the 
one held by the human hand, and the green and red objects are the robot's grippers. 
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Figure 5.13: The confidences of forward models for controlling three objects using two mo- 
tor commands (platform and gripper). After 30 seconds of babbling, the robot has not received 
enough information to give all incorrect models a low confidence. 
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Figure 5.14: The confidences of SFMs for controlling three objects using two motor commands, 
platform and gripper. The correct model structures have been manually labelled in bold. After as 
little as 20 seconds, the robot has successfully learnt the causal structure of its motor system. 
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Figure 5.15: The learnt BBN structure from the four winning models. The robot has correctly 
learnt that the gripper motor command changes the x-coordinate of the grippers (obj2 and obj3) , 
and the platförm command changes the size of the grippers in the image. 
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Figure 5.16: The confidences of the simple forward models on the two arm simulation as the 
robot randomly babbles. The ground truth models are plotted in bold, other models as dashed. 
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Figure 5.17: The structure of the Bayesian network learnt using simple forward models at time t 
= 300 on the arm simulation. The arc labels refer to the confidence of the SFMs with confidences 
less than 0.1 not shown. The robot has correctly learnt the causal structure of the system without 
having to train any 'normal' forward models. 
here that compares the quality of the learnt BBN structures of each method. The models are man- 
ually labelled as two sets: correct models and incorrect models, for both normal forward models 
and SFMs. The confidences are normalised so that the values are directly comparable between 
model types. The average confidence of each set is calculated as CCOrrect (t) and Cincorrect (t1 mean mean 1 
The quality of the learning in a single experiment, Q (t), is defined as: 
Q(t) = cmeanct (t) -'-'menett (t) 
This quantifies the separation between incorrect models and correct ones: a high value of Q (t) 
means correct models have received higher confidences than incorrect ones. 
Figure 5.18 compares the quality of learning the structure using SFMs and normal forward 
models, averaged over multiple trials. It shows that using SFMs significantly improves the quality 
of learning: the correct set of forward models is discovered in much less time. This is at the 
expense of simplifying the internal representation of the system. However, model accuracy is still 
improved in the long term because the robot can use a smaller set of forward models during active 
exploration, introduced in the next chapter. An interesting result is that initially normal forward 
models perform extremely poorly at learning causal structure. This is because an accurate estimate 
of a model's confidence requires a minimum amount of training data. 
5.5 Discussion and summary 
The final experiments in this chapter introduced three stages in asocial learning using multiple 
forward models, as shown in figure 5.19: 
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Figure 5.18: Comparing the quality of learning, Q(t), between using SFMs and normal forward 
models, calculated over a significant number of trials (89). The errors bars show the standard 
deviation over the trials. Q(t) is a metric that specifies how well models that have a correct causal 
structure are separated from incorrect ones. 
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Figure 5.19: The three stages in learning a forward model. First a state forward model is learnt 
of an object's noise properties. This is then used to learn a simple forward model for all possible 
model structures. If the simple forward model structure has a sufficiently high confidence, time 
can be spent learning the complete. 1brwurd model. 
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" First the robot learns about its environment when it is not intervening, using state models. 
9 Next it learns coarse models, SFMs, about the causal structure. 
" Finally it progresses onto complex forward models about the exact nature of how it can 
influence the state of its environment. This stage in learning is introduced in the next chapter. 
Using SFMs enables the robot to sacrifice the initial accuracy of its predictions to more efficiently 
learn the correct set of forward models. This set of forward models represents the causal structure 
of how its motor commands influence parts of its environment, and results in a BBN. The dis- 
tributed representation of a BBN makes the learning faster, and means the correctness of models 
the robot learns can be visually verified. 
The learning architecture presented in this chapter simultaneously trains multiple forward 
models; each forward model requires computational resources for training. There is therefore 
a resource allocation problem which would stop it scaling to very complex systems. Whilst using 
SFMs improves the problem considerably because the forward models are initially simpler, an 
area of future work to improve the scalability would be to incorporate the work of Khadhouri on 
resource allocation methods amongst multiple internal models [107]. 
Throughout this chapter the robot's actions were decided randomly, both the degree of motor 
freedom the robot explored and the command that was executed. This is not the most efficient way 
for a robot to learn: time may be wasted trying commands that the robot can already accurately 
model, or parts of its motor system that the robot cannot yet control may be neglected. The 
next chapter discusses how the robot can use the confidences of its forward models to control its 
exploration. 
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]'his chapter show-, how exploration can he introduced to a robot and used to learn forward mod- 
els, initially at the level of a single model, and then using multiple forward models. Exploration 
inverse models are introduced, both in simulation and on a robot's pan-tilt camera unit, as a mech- 
anism for making the robot focus on actions where its performance is worse. The second half of 
this chapter shows how exploration can he introduced to the multiple model learning architecture 
of the previous chapter. The architecture's performance is compared with similar work and the 
exploratory abilities of hunman infants. 
6.1 Creating an exploration inverse model 
In chapter 4, the actions the robot took to explore its environment were random. Although this 
guaranteed it would eventually explore all possible motor commands, it was not optimal; time was 
wasted taking actions that the robot could already accurately model. Active learning is introduced 
to the robot's forward model learning system, shown in figure 6.1, with an c. rhloration inverse 
model (ELM). Figure 0.2 shows an EIM; like a normal inverse model, it outputs a motor command 
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Figure 6. I: The single forward model learning architecture with active exploration. The explo- 
ration inverse model uses information from the forward model to decide on the action to take. The 
same forward model appears twice, once when used for prediction, once when used for learning. 
given the current state . is an input. However, the other input is not an explicitly defined goal-state 
input, but is instead a forward model. The exploration inverse model decides on the appropriate 
exploration goal to best train the forward model. 
FIMs are a combination of the random babbling method, used in previous sections, and inter- 
nal simulation. Instead of babbling on the actual motor system, the robot babbles on its internal 
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Figure 6.2: Like a normal inverse model, ElMs output a motor command given the current state. 
The difference is that there is no explicitly defined goal state. Instead the exploration inverse 
model decides on the appropriate exploration goal to best train the forward model. 
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Figure 6.3: An exploration inverse model uses internal simulation to generate a motor command. 
Multiple random ºnotor commands are executed in simulation to estimate the prediction error of 
each command. Motor commands with higher estimated prediction errors can he chosen to nuke 
the exploration concentrate on situations that are harder to model or the least controllable. 
simulation of the motor system, the forward model. The EPE of a motor command is used to 
estimate how predictable the effect of each motor command will be, and therefore choose the one 
that is currently performing worst. This is demonstrated in figure 6.3. Chapter 7 will show how a 
very similar process is used to invert a forward model to produce an inverse model for imitation. 
An alternative approach to simulating random commands would he to use stochastic optimisation 
or it resampling method such as particle filters [851, which would try to optimally select the set 
of motor commands simulated. A benefit of using multiple forward models to represent a robot's 
motor system is that each individual forward model has fewer degrees of freedom than the mo- 
tor system its a whole; therefore there was enough computational resources available to simulate 
random motor commands in realtime on the experiments on the robot. 
The robot has to decide how to choose a motor command given its value of EPE. Three differ- 
cut e. vploratioº policies for choosing motor commands are: 
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Here the motor command is chosen at random. This is used as a baseline for comparison 
with the other exploration policies. 
2. Maximum error active learning ("max_epe") 
Here the motor command with the highest expected error, mmax = argmaxm (EPE (m, s)) 
is chosen in a `winner take all policy'. The justification for this mechanism is that the 
prediction accuracy for motor commands that have previously performed poorly can be 
improved by gathering more data for this motor command. 
3. Probabilistic active learning ("weighted epe") 
The motor command is chosen with probability p, m, where pm oc EPE(m). The proba- 
bilistic selection of a motor command prevents the exploration getting `distracted' in a local 
maxima. Furthermore, by choosing a motor command with a probability weighted with 
the softmax function [35], we can use the parameter, T, to control the trade-off between 
exploration and exploitation: 
exp (-Tr. EPE (m, s)) 
Pm - E-1 exp (-T. EPE (mi, s)) 
As T approaches zero, the model selection approaches random babbling as in policy 1. For 
higher r, the probability of selection will approach 1 for the highest EPE, and zero for all 
others, and therefore the model selection is the same as in policy 2. In the experiments here, 
T=1 was used. 
These policies are compared in terms of their learning speed and stability in the following experi- 
ments. 
6.1.1 Results in simulation 
To thoroughly test the exploration policies, a simulation was created, s [t] = sim (m [t - 1]), and 
is shown in figure 6.4. It is designed with two regions: a linear region for 0>m>0.5, and a 
rapidly changing, and therefore harder to model, sinusoidal region for 0.5 >m>1. This transfer 
function bears no resemblance to any real motor system, but was designed to produce a complex 
system that would be difficult to learn quickly with random babbling. Performing experiments in 
simulation allows an architecture to be developed quickly, and results to be gathered and analysed 
over numerous experiments. Most importantly, the results can be automatically compared with a 
ground truth by turning off the noise in the simulation and calculating the validation error of the 
model over all motor commands: 
error =r 
if 
(f (m) - sim(m))2 dm 
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Figure 6.4: The single-input, single-output simulation that the robot explores to learn a forward 
model. 
(f (in) - 
where r is the range of motor values, which in this simulation is 1. For the first experiment, the 
noise in the simulation was uniform Gaussian noise with a standard deviation a =0.05. Figure 6.5 
shows the forward models learnt using the different exploration policies, which were implemented 
using the LWR algorithm. The validation error of the three single model exploration methods, 
averaged over 30 experiments each, is shown in figure 6.6 . 
The results show that the weighted_epe policy is the quickest. The max_epe policy, whilst 
learning more quickly than random babbling, does not converge as quickly as the weighted epe 
policy because it is more likely to get stuck exploring local maxima. The sudden jump around time 
t=55 implies that at this time, for this particular simulation, the exploration breaks out of the local 
maxima and approaches the same prediction accuracy as the weighted_epe method. These results 
confirm that active exploration leads to quicker learning than random babbling, but that a degree 
of random `exploration' in the active learning will produce the best training results, because the 
robot will not restrict its exploration just to motor commands that it expects have the largest error. 
The relative frequency with which each motor command was executed is shown in figure 
6.7. The graphs show that the forward model has learnt which motor commands are the hardest to 
model. Using LWR, regions where the system changes rapidly with respect to the motor command 
are hardest to model because more data is needed to fit an accurate local linear model to it. The 
active exploration leads to more time being spent executing these motor commands. 
Both active learning methods assume that the error in the prediction is due to error in the 
model. Another possible source of error is noise present in the system being modelled. If the 
noise profile is not constant for all values of motor command, this can lead to the active learning 
incorrectly focusing the exploration on a part of the system that is naturally noisy, believing that 
the error is due to the model. In a real social robot, this could be because the observation is 
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Figure 6.5: The prediction (thick dashed line) and the estimated prediction error (thin dashed 
lines) of an example forward model trained after t =100 for random babbling (top), m7max_epe (mid- 
dle) and weighted_epe (bottom). The dots represent the training data: individual motor inputs and 
outputs. For random babbling, these are uniformly spaced. For the two active learning policies, 
however motor commands are clustered more in regions which are more difficult to model, and 
therefore require more training data. The inax_epe method, for example, has almost completely 
ignored the linear region (0.2 - 0.4) because the estimated prediction error is low for this region. 
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Figure 6.6: The validation errors for random babbling, mux_epe and K eighted_epe policies. 
Results are averaged over 30 trials each. The active learning methods result in a forward model 
which learns at a faster rate. 
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Figure 6.7: The relative frequencies with which motor commands are called for each exploration 
strategy, averaged over 50 trials each. The active learning policies spend more time exploring the 
complex, difficult to model regions than the linear region. 
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of a human's motor system, for example, something the robot cannot control. The simulation 
was modified to present a situation designed to confuse both the active exploration techniques 
previously discussed. For 0< in < 0.2, noise was increased significantly to (r = 0.75, and for 0.5 
< in < 0.7, noise was increased to ar = 0.25. Figure 6.8 shows the forward model learnt using 
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Figure 6.8: The prediction (thick dashed line) and the estimated prediction error (thin dashed 
lines) of an example forward model trained using active learning on the non-uniform noise system 
after t= 400. 
random babbling on this system and shows the noisier training data for 0< in < 0.2. Although the 
model prediction is less accurate in this region, the EPE function can correctly predict that this is 
so. 
Figure 6.9 shows the generalisation errors for the non-uniform noise situation and figure 6.10 
shows the relative frequency with which each motor command was executed: the exploration has 
shifted to focus much more on noisy motor commands. The rnax_epe policy does not usually 
converge to a correct model now because it spends too much time exploring the noisy region. The 
weighted_epe policy, however, does converge, but still gets `distracted' by spending too much time 
exploring a region that does not improve the forward model's accuracy. The effect of changing T 
would be to shift the behaviour between that of max_epe and random exploration. 
6.1.2 Results on a robot 
The experiment was repeated using the pan-tilt camera on the Peoplebot, using the random bab- 
bling and weighted_epe policies. The forward model learns to predict how the pan and tilt motor 
commands of the robot affect the movement of its camera. Images from the Weighted_epe explo- 
ration are shown in figure 6.12. As the experiment is performed on a real robot, as opposed to 
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Figure 6.9: The validation errors for random babbling, active learning (mux_epe) and active 
learning with exploration (weighted_epe) using the non-uniform noise simulation. Results are 
averaged over 50 trials each. The max_epe method gets stuck exploring the noisy region without 
improving its accuracy. 
a simulation, it is not possible to obtain a ground truth with which to calculate the accuracy of 
the learnt forward model. The quality of a model is instead gauged using the sum of all expected 
prediction errors: 
model prediction. error (. 5) =J EPE (n s) dui 
This integral can be estimated by summing the expected prediction errors of the simulated 
motor commands. The lower the model prediction error, the better the model. The graphs in figure 
6.11 show how this estimate of model accuracy changes over time as the robot uses both random 
babbling and active exploration. The error reduces more quickly with active learning because 
motor commands are chosen for which the robot has previously been worst at predicting. The 
result is not as significant as for the simulation because the simulation was a more complex model. 
Figure 6.13 compares the forward models learnt for the pan motor command after 15 seconds for 
both policies. 
6.1.3 Discussion of exploration in a single model 
The previous experiments showed how the robot's knowledge about its own uncertainty can be 
used to guide its exploration. Results on a simulation with non-uniform noise, however, demon- 
strated that this method was prone to getting distracted by the noisiest regions at the expense of 
exploring other regions. This is because it was assumed that the parts of the model with the highest 
prediction error were the ones that would benefit from the most exploration. 
Prediction errors come in two forms, which have different implications. Firstly there are train- 
ing errors: errors in the model due to insufficient data or modeling approximations, for example 
neural nets' weights not fully converged. Secondly, there are process and modelling errors. These 
are errors inherent in the process itself: a noisy motor system, noisy sensors, or limitations in the 
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Figure 6.10: The relative frequencies with which motor commands are executed for the explo- 
ration strategies. Both active exploration policies have spent more time exploring the noisy region; 
with the winner-take-all max gl _epe method, 
this has led to it neglecting to explore the linear region. 
type of model being used. The key difference between these two error types is that the training 
error can be reduced by spending more time exploring and acquiring data, whereas the other errors 
are a fundamental limitation on the model's accuracy. An internal model has to reduce the first 
error type, but model the second, as no amount of training data will reduce this. 
Because of process and modelling errors, the motor command with the highest EPE may not 
necessarily be the one which will provide most improvement in model accuracy. An alternative 
approach is to estimate learning progress by looking at the motor command that will lead to the 
greatest reduction in model error. Of course, the robot cannot know this in advance, but a possible 
solution is to look at the gradient of past prediction errors, Derror (m. t). The assumption is that 
previous changes in model accuracy from a particular command are a good indication of future 
improvement. A similar idea is used by the `intelligent active curiosity' (IAC) system in [60], and 
was first introduced in reinforcement learning by Schmidhuber [108]. 
The change of error in the IAC system was estimated by filtering the previous prediction errors 
for discrete motor commands, but this is difficult to do in continuous low level motor and state 
spaces. Ideally we would know error (in, t- 1) and error (m, t- 2) and filter it to estimate 
Ar-rror (nr, t). However, at previous times steps, the robot may have been exploring with other 
motor commands that provide us with no information about what we expect the change in error 
to be. Figure 6.14, shows the prediction error as a function of time and motor command during 
exploration. Despite numerous attempts, it proved impossible to produce a reliable estimate of 
Ac°rror (n, t) that would accurately predict the actual improvement in the model. 
The reason for this is the assumption that past improvements in the model can be used as a 
guide for future improvements. This may be the case with parametric models whose parameters 
slowly converge during training. Non-parametric models, however, such as LWR, behave in a 
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Figure 6.12: The robot learns a forward model for how its pan and tilt commands affect the 
movement of the camera. 
completely different manner during training because of the fewer prior assumptions they make of 
the system. As described in chapter 4, they are prone to rapid improvements, and occasionally de- 
terioration, in prediction accuracy from just a single training example, especially early in training. 
If this is the case, prior prediction error is a very poor indicator of what future prediction error will 
be since the model adapts so quickly. 
Although it is difficult to predict the reduction of error that will result from a motor command, 
it was shown in section 4.3.1 that the overall reduction in error of a model can be accurately 
gauged; this was demonstrated by the successful use of the confidence functions in the previous 
chapter to learn the causal structure of a BBN with multiple forward models. Therefore, the idea 
of estimating learning progress is reexamined in the next section with a saliency function, not at 
the level of choosing a motor command, but instead when choosing a model. 
6.2 Active exploration with multiple models 
Chapter 5 showed how a robot can learn the causal structure of its environment: using SFMs, the 
structure of a BBN was learnt by simultaneously training multiple forward models and removing 
those with a low confidence. Because SFMs are only capable of coarse predictions, each of the 
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points represent the actual data. The distribution of motor commands is uniform for random 
babbling. Using active exploration, however, has led to more time being spent executing faster 
motor commands, which are harder to model. 
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remaining forward models needs training data and this requires access to the motor system. 
ElMs were used in the previous section to explore with a single forward model by taking ac- 
tions based on its knowledge of its own uncertainty. This section investigates how a robot can 
explore when it is simultaneously learning multiple models. Figure 6.15 shows the final explo- 
ration architecture: the contribution of this section is the introduction of a mechanism to choose 
which forward model should be allowed access to the motor system. 
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Figure 6.15: The multiple model learning architecture, with active exploration. Multiple forward 
models predict in parallel, and compete for access to the motor system. The system can he split 
into two stages, the execution of the motor command on both the robot and each forward model, 
shown in hold lines, and the learning and choosing the next motor command, shown in dashed 
lines. 
The introduction of multiple models raises two new issues, both related to resource allocation 
problems: 
I. Although there are multiple forward models, there is only one motor system, so only one 
motor command can he executed at a time; this introduces competition for access to the 
Iotor System. 
?. For each EIM to choose it motor command requires performing multiple simulations on the 
forward model. This takes up computational load which is limited in a realtime system. 
'T'here is therefore competition for access to computational resources. 
+Hrr; iu,, r Lach forward model represents a different m für command or o hIect state, another way of representing 
this pr hlem is that the previous section deals with how a motor command is chosen, whereas this section investigates 
how ;i degree u( freedom is Chosen. 
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The consequence of issue 1 is that the robot must decide on a way to act given multiple possible 
suggestions; the consequence of issue 2 is that the number of forward models that can simulta- 
neously be tested is limited. Resource allocation between internal models has been dealt with 
extensively by Khadouri based on the concept of attention [107,109], where various different re- 
source allocation strategies for the multiple inverse models in social learning were investigated, 
such as round robin or winner-takes-all. Issue 2 could be solved by applying the methods of 
Khadouri, but is not relevant to this thesis. 
The concept of attention is also relevant to issue 1: the robot needs to decide what actions, 
forward models or objects in the environment it should attend to whilst learning. The approach 
taken is to give each forward model a saliency score. As with choosing a motor command based 
on its EPE with ElMs, the forward model chosen to get control of the motor system is chosen 
according to its saliency. The saliency of a forward model is defined as its rate of change of 
confidence: 
sal,, (t) = C,,, (t) - CC,, (tp) 
where tp is the previous time the model was active. This is not necessarily at time t-1 if the 
model was not predicting at this time because another part of the motor system was in use. The 
saliency calculation leads to models for which the confidence is changing the most, equivalent 
to the model is error decreasing or increasing the most, becoming more interesting to the robot; 
models that are more interesting get greater access to the robot's motor system. Oudeyer [61] or 
Steels [59] investigate a similar method for driving progress based on previous prediction errors, 
although not in a multiple forward model context. 
At each timestep, the saliency is normalised to sum to one across all models: this enables the 
relative saliency of a model with respect to others be easily visualised. The saliency of a particular 
object can also be calculated by averaging the saliency of all forward models that predict for that 
object. 
As with an EIM, a winner-take-all or a weighted choice method could be used to choose a 
model based on its saliency. It has already been shown how the winner-take-all method risks in- 
stability, so the method used for multiple models therefore was again the weighted choice method, 
where the probability of a model being chosen is proportional to its relative saliency. The model 
selection process is only performed every 15 timesteps, equivalent to one second on the Peoplebot; 
this is to allow each forward model a reasonable amount of time to explore and to account for time 
delays in the system. Once a forward model has been chosen, it gets access to the motor system: 
an EIM can now be created that chooses the particular motor command for this forward model. 
6.2.1 Results on the robot 
Experiments were performed on the Peoplebot to see how the use of model saliency would effect 
how forward models receive access to the motor system. In the experiment, the Peoplebot discov- 
ers four objects: its two grippers plus two other objects on the floor that were moved by a human. 
Figure 6.16 shows screenshots from the tracking system during the experiment. Following the use 
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Figure 6.16: Outputs from the vision system at frames 100,300,600 and 800 during the experi- 
ment. Objects 2 and 3 are the grippers and object 4 and 5 are on the floor; object I is used for the 
camera model, as described in chapter 3. 
of SFMs to remove incorrect forward models, six forward models remained: two for modelling 
the gripper command, two for the platform command and two for the velocity command. Each 
forward model competes for access to the motor system, and the robot chooses the forward model 
according to its saliency. During learning the robot would therefore open and raise its grippers 
and move forwards and backwards, and train each forward model to predict how these commands 
affected the position of objects. 
Figure 6.17 shows the saliencies of the competing models in the system. Initially, the models 
all have similar, increasing saliency as their confidence increases. However, after 40 seconds in 
the experiment, the forward models for the velocity command have increasing saliency, whereas 
the gripper and platform forward models have decreasing saliency; this leads to the robot spending 
more time exploring its velocity command than other commands. The reason the velocity com- 
mand has increased saliency is because it is the hardest command to model: it is a continuous 
motor command compared with the discrete platform and gripper commands. This can be seen 
in figure 6.18, which compares predictions of the forward models for the gripper and velocity 
commands with the actual movements. 
6.2.2 Results in simulation 
The Peoplebot is not the ideal platform for fully testing the exploration architecture as there is 
no significant difference between the complexity of the forward models, and none of the degrees 
of motor freedom interacts significantly. Further experiments were therefore carried out on the 
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Figure 6.17: The saliencies of each forward model in the motor system. The saliency of the 
velocity command become higher over time because this is a more difficult command to model 
than the gripper or platform commands. 
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Figure 6.18: The top figure shows the prediction of the forward model for the velocity command 
(red) compared with the actual data (blue). The bottom figure shows the simpler gripper forward 
model's predictions. 
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Figure 6.19: The 10 forward models learnt from the initial SFM learning phase (see chapter 5). 
Although the correct causal structure has been learnt, the forward models are not trained, and the 
robot has to decide when to allow each model access to the motor system. 
two-arm simulation; this also allowed generalised results to be easily gathered over multiple ex- 
periments. Figure 6.19 shows the 10 forward models that were learnt during an initial phase of 
babbling with SFMs in chapter 5. The simulation was used with two different noise profiles. The 
observation noise of both arms was firstly set equal, with a standard deviation of 4 pixels, then, in 
the second set of experiments, the noise on the left arm was increased to 16 pixels. The different 
noise profiles were used to see how the exploration adapts depending on the complexity of the 
situation. 
Figure 6.20 shows the confidences of the forward models averaged over multiple experiments 
for the uniform noise simulation, and figure 6.21 shows the confidences of the forward models av- 
eraged over the experiments for the uneven noise experiment . The 
increased noise of the left arm 
affects the confidence the robot has in the models it learns. Figure 6.22 shows the corresponding 
saliency of of each model, from one experiment and averaged over 40 experiments. 
Figures 6.23 shows the saliency of each object in the scene, which is calculated by averaging 
the saliency of models that predict for that object: the higher the saliency, the more likely the 
object is to be explored. By taking the object with the highest saliency over time, we can show 
how the exploration focus changes over time, as in figure 6.25. 
The first thing to note from the results is that, initially, all models have equal saliency because 
they all have low confidences; this leads to the robot exploring randomly. A different exploration 
pattern emerges depending on the relative complexity of objects. The robot progresses from initial 
interest in all forward models, to models that are easy, and then to interest in models that are 
difficult to learn, either because of higher noise or more degrees of freedom. In the non-uniform 
noise simulation where the left elbow is noisier than the right elbow, the robot avoids exploring 
with the left elbow until after the it has mastered the right. When the noise is uniform, however, 
the robot explores both elbows with equal probability, and then moves onto the hands, selecting 
either one with equal probability; the hands are harder to control because they require the control 
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Figure 6.20: Evolution of confidences averaged over 40 trials when using saliency-based explo- 
ration. The robot uses the estimate of the gradient of each model's confidence to decide on when 
to give each model access to the motor system. 
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Figure 6.21: Evolution of confidences averaged over 40 trials when using saliency-based explo- 
ration on the two-arm simulation with differing noise levels on each arm. Forward models 7 to 10, 
which model the noisy arm, are now much more slower to learn. 
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Figure 6.22: Evolution of model saliency for one trial (top), and averaged over 40 trials (bottom). 
The robot's exploration evolves from testing simple models to more complex ones. 
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Figure 6.23: Evolution of object saliency, averaged over 40 trials, on the uniform noise simulation. 
The robot's exploration evolves from easily controllable objects (objects 1,3 and 5) requiring one 
degree of freedom, to more complex objects (objects 4 and 6) requiring two degrees of freedom. 
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Figure 6.24: Evolution of object saliency, averaged over 40 trials, on the non-uniform noise 
simulation. The order in which objects become salient has changed because the left arm (objects 
5 and 6) has increased noise and is therefore harder to model. 
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Figure 6.25: The developmental progression of the simulated robot on the even noise simulation 
(left) and the uneven noise simulation (right). The saliency of objects, and exploration actions 
the robot takes, progresses from easy to control objects (one degree of freedom, low noise) to 
complex objects (two degrees of freedom, high noise). The architecture leads to the robot adapting 
its exploration according to the relative complexity of objects in the environment. Object 2, which 
the robot cannot control, is ignored. 
of multiple degrees of freedom. 
In the uniform noise simulation the normalised saliency of each object approaches the same 
value. This implies that once all models have had enough access to the motor system, no single 
model has priority. At this stage, the accuracy of all the robot's forward models has converged, 
implying it is gaining little from further exploration. No forward model is learnt for object two, 
the simulated human hand, as the robot has learnt it cannot control this object since no forward 
model can be formed to account for its movement. This means that the robot ignores this object's 
movement. If this was another agent in the environment, the robot would be ignoring it as a 
potential source of social learning. Chapter 7 will show how the architecture can focus attention 
on this type of object and learn from it. 
6.3 Discussion 
The exploration process occurs here at two levels: for each forward model, the role of its equivalent 
EIM is to choose the best motor command for it to be learnt quickly; the exploration architecture 
then has to manage the competition between these models for access to the motor system. This 
competition was decided by using a `saliency' metric, which is the rate of change in a model's 
confidence. The results given, in terms of developmental progression, agree with Schmidhuber's 
and Oudeyer's results [61,58], in that it leads to a robot that moves from situations that are easier 
to learn to more and more difficult ones. An important difference is that what is learnt here relates 
directly to the robot's sensor and motor data, not higher-level models based on motor primitives 
and abstract sensor functions; these higher-level models assume the presence of `pre-programmed' 
knowledge that this thesis does not. 
The exploration here serves the same purpose as body babbling in children: it enables a robot 
to coordinate its motor commands with the perceived movement of its physical body [63]. How- 
ever, although an element of development is shown in the way the architecture adapts to the com- 
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plexity of the system it is learning, it certainly does not match the capabilities of a human infant. 
In particular, as infants mature, so does their exploration process. They become more interested by 
other people and external objects [110,24]. The goals of the exploration develop to focus on these 
external factors and away from their own motor system. This kind of long-term development is 
not achieved here, or indeed in any other robotics work. To do this, the representation of forward 
models would need to mature with the exploration, from representing the causal effects of motor 
commands to representing more complex, long-term object relations and affordances. Of course, 
forward models could be hard-coded to represent these more abstract causal theories about the 
world, and Bayesian networks would be a useful mechanism to encode this. However this would 
be against the `bottom-up' approach to learning taken in this thesis. 
The architecture here uses multiple competing forward models and chooses between them 
according to how `interesting' each model is. The winning model is then responsible for what 
actions are taken. This architecture could work equally well for low-level sensorimotor forward 
models to complex forward models representing causal theories. The real challenge for future 
work comes from how the complexity of forward models can evolve in unison with this exploration 
process. An interesting question, for robotics and developmental psychology alike, is how much 
of the maturation of forwards models is hard-coded, and how much evolves naturally through 
interaction with the environment. Work towards this goal has already been seen in the previous 
chapter with the development from simple forward models to full forward models. 
6.4 Summary 
This chapter discussed how a robot learning forward models of its motor system and environment 
can improve its learning by using knowledge of its own uncertainty to select motor commands. 
When applied to a single forward model, the model's expected prediction error can be used as the 
metric to guide which motor command value is chosen. This is achieved by creating an explo- 
ration inverse model (EIM), which uses the forward model to internally simulate multiple motor 
commands to find the ones with the highest prediction error. A trade-off is required, however: 
if the robot always executes commands about which it is the most uncertain, it may not explore 
enough motor commands and can get stuck exploring the same noisy region. 
Applying active learning to an internal simulation system that uses multiple forward models 
adds another layer of complexity. With an EIM, each individual forward model can decide what 
motor command it wants to execute. There is, however, only one motor system, and therefore only 
one motor command can be executed at a time. A resource allocation system is needed to decide 
which forward model should get to choose the motor command. As each forward model represents 
a different object or motor degree of freedom, solving this problem indirectly solves the problem 
of deciding what degrees of freedom or objects should be explored. Inspired by ideas of attention 
in social learning, a saliency metric is defined as the rate of change of a model's confidence. This 
leads to the robot's exploration and learning progressing from simple to control objects to difficult 
to control objects. 
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So far, this architecture has only dealt with asocial learning, where the robot assumes it is the 
only agent able to influence the environment. The robot has, however, encountered other agents 
in it environment and has discovered that there are parts of its environment that it cannot control. 
The models the robot learns from interactions are low-level: the robot can use them to predict, 
given its current state and a possible motor command, what the next state will be. On their own 
they are of limited use to a robot, as they only predict for a short time period ahead. Giving a robot 
the ability to simulate the short-term effect of its own actions, however, is a vital prerequisite for 
the imitation and interaction abilities that the next chapter introduces. 
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This chapter discusses how forward models learnt through exploration can be used to create inverse 
models for imitaiton. It starts by discussing some important problems related to the abilities a 
robot requires to be able to imitate, and how these can be resolved using the results from the 
exploration architecture presented in the previous chapter. A computational implementation of 
simulation theory of mind [1] is shown to be a useful route for allowing a robot to understand 
actions demonstrated to it. Three methods for creating inverse models are presented that allow 
increasing sophisticated forms of imitation: using the robot's memory directly enables a robot to 
copy the movement of a demonstrator; internal simulation is used to invert a forward model, which 
enables the robot to learn and imitate gestures; finally, internal simulation is used to imitate the 
goals of a demonstrated action. The chapter concludes with a comparison of the exploration and 
imitation architectures. This chapter is not intended to be an exhaustive look at social learning on 
robotics; this has been done in far greater depth in work such as [37,67]. Instead, the emphasis 
is on how internal models that are learnt through exploration can be used to bootstrap the social 
learning process. 
7.1 Prerequisites for social learning 
The section discusses how two particular problems for a robot using learnt internal models to 
perform imitation can be solved. 
7.1.1 Recognising other motor systems 
To learn from the actions of a demonstrator, a robot needs to be able to differentiate the demon- 
strator's actions from its own. This is an important bridge between asocial and social learning. 
Humans usually have no difficulty in differentiating their own body movements from those of oth- 
ers, relying heavily on somatosensory cues to maintain their own body schema: these signals are 
unambiguous as to their origin [111]. Vision, however, still provides useful information for distin- 
guishing the movement of others. Meltzoff and Moore introduce the idea of organ identification 
in their AIM theory [63], whereby infants begin to identify parts of their own body, and associate 
them with parts of others' bodies. They argue that it is the first step in the imitation process. 
In this thesis, the emphasis has been placed on what the robot can learn from its environment 
with as little prior knowledge as possible. The robot's initial knowledge of the world was limited 
to the ability to recognise the movement of individual pixels from its camera. From this, chapter 3 
showed how the robot could create, online, an internal representation of its environment as a set of 
objects. The robot initially has no way of knowing whether these objects are part of its own motor 
system, or the motor system of another agent. 
From exploration and babbling, chapter 5 showed how the robot learns to control its own motor 
system using forward models. Each forward model has a confidence associated with it; the higher 
the confidence, the better the model has been at predicting the motor system's movement. The 
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Figure 7.1: The confidences of the best SFMs for each object in the scene. No accurate forward 
model can be learnt for the human hand because the robot cannot control it. The robot can use this 
object's poor confidence as a cue to treat it as an information source for imitation. 
robot cannot form forward models for objects it cannot control, which led to the robot ignoring 
these objects when exploring. The key, therefore to discovering other agents in the environment 
is to look at objects for which no forward model can be formed. Figure 7.1 shows the best con- 
fidences of SFMs for each object from the experiment in section 5.4. The human hand can be 
recognised as a socially interesting object because no forward models can be learnt for it, i. e. it 
has a very low confidence. The assumption has been made here that all objects that are not part of 
the robot's motor system are useful sources of imitation; a potential area of future research would 
be to see how forward models can be used to detect when a social action is a useful one. 
7.1.2 When to switch from exploration to imitation 
If an autonomous robot is to be capable of both exploration and imitation, it needs to know when 
it should switch from one learning method to the other. The results in the previous chapter showed 
how the saliency of objects the robot was trying to control would eventually converge to zero. 
When this occurs, the confidence of any of the robot's forward models is no longer increasing, 
which implies that it is no longer gaining knowledge from exploration and can switch to social 
learning. 
Figure 7.2 (left) shows the maximum saliency over all objects during exploration on the two 
arm simulation; after t=1300 explorations, the saliency of all objects is low. Figure 7.2 (right) 
shows this signal processed through a low pass filter (here using a exponentially decaying moving 
average filter of length 400 samples). This signal can act as a `social inhibitor'; when this signal 
returns to a low value it can be used to trigger the switch between exploration and imitation. 
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Figure 7.2: Evolution of the maximum object saliency (left) and the social learning inhibition 
signal (right). When the inhibitory signal is low, the robot's learning can switch from exploration 
to imitation. 
to motor system 
current state of robot action inverse model forward model prediction 
goal state = state 7 prediction of demonstrator error 
Figure 7.3: Using inverse and forward models for imitation in the HAMMER architecture. The 
goal state fed to the inverse model is the perceived state of the demonstrator. The state of the 
demonstrator is calculated here using the same vision system the robot uses to detect and track its 
own motor system. 
7.2 Inverse models and simulation theory of mind 
The background chapter introduced the potential role of simulation theory of mind in social learn- 
ing. A computational implementation of this requires that the robot has two components in its 
motor system: forward models, to enable it to simulate the consequences of its actions, and in- 
verse models, representing a set of possible behaviours. The robot can understand and predict the 
actions of others by reusing the internal models it has learnt for its own motor system as if it were 
in the demonstrator's position. Figure 7.3 shows how an inverse model is used for imitation. The 
perceived state of the demonstrator is fed into the goal state of the inverse model. This way the 
inverse model acts so as to replicate the behaviour it is demonstrated. 
It is easy to specify how a forward model should behave, and therefore be learnt: its prediction 
should be as close as possible to the actual state of the robot. For inverse models, however, a 
specification is not so straightforward. Given a current state and a goal state, there are multiple 
actions a robot may be able to take to achieve a goal. Unlike forward models, inverse models could 
involve long term planning, for example for obstacle avoidance. Complex inverse models used 
in robotics are often hard-coded in existing work, for example to implement behaviours such as 
v 0 1000 2000 3000 
time, explorations 
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grasping or nudging [20,37]. The remaining sections in this chapter present three architectures and 
experiments that implement inverse models for social learning capable of increasingly complex 
imitation: 
" Section 7.3 shows direct inversion. 
" Section 7.4 applies Bayes' theorem to invert a forward model, enabling the robot to imitate 
gestures. 
" Section 7.5 changes the confidence function used to compare multiple forward model pre- 
dictions for extracting the underlying goals of the movement. 
All the inverse models are created by using the forward models the robot learnt from self-exploration. 
The key property of last two architectures is that this process involves internal simulation. 
7.3 Inverse models from direct inversion 
One of the benefits of using a memory-based method for implementing a forward model is that 
they can be directly inverted to create an inverse model. Instead of using the motor command as an 
input and the state prediction as the output, an inverse model can use the desired state as the input 
with the motor commands as the output. An experiment was carried out on the robot's pan-tilt 
unit, where the goal was to get the robot to imitate a demonstrated camera movement using the 
forward model it learnt from active exploration, using the same process described in section 6.1. 
To try to imitate the movement it would estimate, with its inverse model, what motor commands 
were most likely to recreate the movement it observes. 
Figure 7.4 shows the movement of the camera as tracked by the vision system during both 
demonstration and imitation. The robot is able to use its inverse model to accurately reproduce the 
same movement, albeit with a few `glitches' because the inverse model is imperfect due to noise 
during training and the linear fitting used by the LWPR algorithm. Figure 7.5 shows the original 
input motor command, and the motor commands output by the inverse model. More imitation 
results using this method on a simulated camera can be found in appendix D. 
The benefit of this method is that it is relatively fast; it is the same speed as a forward model. 
It is, however, only applicable to forward models using memory-based methods, not for general 
function approximators, because these cannot be inverted. The principle disadvantage of this 
approach is the "convexity problem" [112]. In a motor system, the consequence of a motor com- 
mand will always map to a single outcome in state-space. Therefore, a unique forward model 
can be learnt for any system. When learning the inverse model directly, however, the mapping is 
more complicated: a particular state can be achieved by multiple different motor commands. This 
means directly inverting a forward model can lead to an inverse model that produces incorrect 
results. Figure 7.6 gives an example of how the direct inversion of a forward model can produce 
incorrect results on a non-convex system, one arm of the two-arm simulation trying to follow a 
trajectory. When inverting the forward model with the KNN algorithm, for example, the solution 
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Figure 7.4: The tracked (pan is green, tilt is blue) movement of the camera during demonstration 
(bold) and imitation (dashed). The demonstrated movement is used as the input to the inverse 
model. 
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Figure 7.5: The motor commands (pan is green, tilt is blue) executed during demonstration 
(bold) and imitation (dashed). The imitated movement has been delayed slightly in plotting to 
enable easy comparison with the demonstration. The robot uses its inverse model to estimate the 
motor commands that can copy the demonstration. 
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Figure 7.6: The convexity problem illustrated on one arm of the two-arm simulation. Inverting a 
forward model represented with the KNN algorithm produces solutions that are incorrect. 
that the inverse model produces is an average in joint space of possible solutions. This average, 
however, is not itself a correct solution. 
Convexity problems can be detected by putting the output of an inverse model back into the 
forward model. If the prediction of the forward model is different from the input to the inverse 
model, then the inverse model is not producing an appropriate command. The implication of the 
convexivity problem for both social and asocial learning is that inverse models produced from 
inverting a forward model should not normally be used for control on their own. They should 
instead be followed with a forward model to ensure that their solution is valid. The remaining 
methods for creating inverse models all implicitly use internal simulation with forward models, so 
the convexivity problem is not an issue. 
7.4 Creating inverse models using Bayes' rule 
As with a forward model, an inverse model can be defined probabilistically as the distribution of 
the motor commands given the current state, s, and the desired state, s: 
lil [t] =P 
(Al [t] IS [t -1+ d] = s, S [t + d] = s) 
The output of this is not a single motor command, but rather a distribution across all motor 
commands. An inverse model can be created by inverting a forward model using Bayes' rule (the 
time indices have been dropped for the sake of clarity) [ 19,46]: 
P AI, S, S) 
P(111ýS, S) _ 
P (s, S) 
P ýS im, S) P (M S) 
P (s, ý) 
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a P(SI M, S)P(M, S) 
a forward model (M, S) x prior 
The prior, P (M, S), can be used to add some prior knowledge about the likelihood of a par- 
ticular motor command in the correct state; in this thesis it is set to a constant, implying a uniform 
prior distribution across all motor commands and states, equivalent to no prior knowledge. This is 
a valid assumption for imitation, where the robot has no prior expectations about the commands it 
will use to imitate. The probability of a particular motor command, m, leading to a desired state, 
s, can therefore be calculated by simulating that command with the forward model and calculating 
the likelihood that the motor command leads to state 9. Because the forward model's prediction, 
S, is given by a Gaussian distribution, the probability of a particular motor command achieving 
the goal state is given by: 
P(1I1=m1 S=s, S=a 
1 
exp -(s"-f(m's))2 
EPE (m, s) 2ýr 2EPE (m, s) 
This will be highest for the motor command that leads to exactly to, or the closest to the desired 
state. Calculating the inverse model therefore involves simulating each possible motor command, 
and giving it a weight proportional to how closely the forward model expects it will be to the 
desired state. Because this method for creating an inverse model implicitly involves the use of a 
forward model, it is not prone to the convexity problem, and is therefore applicable to any motor 
system. The likelihood plays the same role as the confidence function used previously: it allows 
the quality of different predictions to be compared. 
Simulating every possible motor command is reasonable when the motor space is discrete and 
small, but when a motor command is continuous or has a large number of discrete values it is 
computationally infeasible. To overcome this, stochastic simulation can be used. This involves 
simulating a random set of motor commands with the forward model and picking the one whose 
prediction is closest to the desired goal, as shown in figure 7.7. The stochastic simulation approach 
was used previously in by Atkeson [71], although not with the probabilistic interpretation. The 
complexity of this method scales linearly with the number of motor commands. Future improve- 
ments to this `brute force' method could be to use a gradient descent approach, or the resampling 
method used in MCMC approximation techniques such as particle filters [85]. The inverse models 
created here bear many similarities to the EIM created in the previous chapter; this similarity will 
be discussed at the end of the chapter. 
7.4.1 Results for gesture imitation 
An inverse model created this way can be used to imitate human gestures. Human movement can 
be classified either as a gesture, where the goal is to communicate, or as an action, where the goal 
is to achieve a particular task through manipulation of the body and environment [113]. Generally, 
gestures do not involve the manipulation of objects unless the goal is to communicate the usage 
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Figure 7.7: Inverting a forward model to create an inverse model from stochastic simulation. 
The forward model is used to simulate multiple random motor commands to give multiple state It, 
predictions. The motor command which best matches the goal state can then he chosen as the 
output. 
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Figure 7.8: The two forward models learnt by the robot modelled how the gripper motor command 
controlled each gripper's. r-coordinate. 
of the object. Therefore, learning and imitating gestures is an excellent starting point for imitating 
human movements. Hand gestures are one of the principal means for conveying socially relevant 
information to another person 1781. Recent results in neuroscience suggest that the mirror neuron 
system in humans is involved in observation and execution of both communicative hand gestures 
and object-directed hand movements (80]. This experiment shows how a robot can recognise, 
imitate, and learn new gestures by using internal models that it has learnt through self-exploration. 
The motor system used in this experiment is the gripper system of the Peoplebot. The vision 
system run,, online to find and track objects in the scene, either the robot's own grippers or the 
hands of a human demonstrator. 
The robot must first learn forward models for its gripper system. This is done using the ex- 
perimental procedure described in chapter 5. Both the structure of the BBN, i. e. what states were 
affected and what the motor delay of the system was, and the parameters of the distributions were 
Irarut, resulting in two forward models, shown by the BBN in figure 7.8. 
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In the imitation stage, the vision system is turned towards a human demonstration of a two- 
handed waving gesture. In this experiment, it is assumed that there is a direct mapping between 
the human's and robot's motor system, i. e. the correspondence problem, discussed in detail in 
section 7.5, is not yet considered. The gesture is demonstrated twice, once a speed that the robot 
is capable of reproducing, and then a second time at a much faster speed. As shown in figure 7.9, 
the two hands are tracked in both demonstrations, and the robot is given the task of imitating and 
learning these gestures. 
Figure 7.9: Corresponding frames from the demonstration (left) and imitation (right) sequences. 
The learnt forward models are converted to inverse models using Bayes' rule, as described 
above. Figure 7.10 shows the probability distribution of the inverse model for each motor com- 
mand. Because the motor commands of this system are discrete, either one of open, close or stop, 
the probability distribution of the inverse models appears as three Gaussians. By replacing the 
robot's observations of its own movement with its observations of a human's hand movements in 
the inverse model, the robot can estimate the probability that each motor command generated the 
observed movement. Therefore the robot is imitating the human gesture using the model it has 
learnt of its own motor system. 
Figure 7.11 shows the resultant predictions for each inverse model whilst imitating the demon- 
stration. The confidence value of a motor command is the probability that each motor command 
can recreate the demonstrated movement. The first demonstrated sequence can be immediately 
imitated by executing the motor commands with the maximum likelihood at each timestep, shown 
in figure 7.12. 
The second demonstrated sequence cannot be imitated because the robot's own motor system 
is not capable of producing the movement it is demonstrated; the robot cannot learn a forward 
model to explain this movement because it cannot produce this movement itself, agreeing with 
the results of Demiris in [96]. This shows the limitation of using asocially learnt forward models 
in direct imitation. Section 7.5 shows how this can be overcome by imitating the goals of the 
movement. 
7.4.2 Learning a model of the gesture 
The imitation performed by the robot is a mapping from an observed movement to an imitated 
movement, performed at each time-step. The robot can also learn a more abstract representation 
of the observed movement using hidden Markov models (HMMs), a kind of dynamic Bayesian 
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Figure 7.10: The inverse model learnt by the robot for its gripper system. The motor command 
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Figure 7.11: The robot's inverse model applied to the human's demonstrated gestures. The bottom 
gesture was too fast for the robot to produce itself, so its internal models gave a low likelihood to 
all possible motor commands. 
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Figure 7.13: Imitation using a single inverse model. The graphs show the trajectory of the demon- 
strating hands, and the corresponding imitating trajectory of the grippers. 
network. HMMs have been frequently used in computer vision for gesture recognition, e. g. 
[114,115], and have also been used for imitation by Calinon and Billard [116]. They allow a 
gesture to be modelled and learnt as a probabilistic sequence of hidden discrete states, given po- 
tentially noisy input data. The benefit of learning a HMM for the robot is that the movement can 
be recognised again if performed with different timings. HMMs provide a more general, time- 
independent representation of the gesture as a sequence of motor commands. 
An HMM is defined by a probability transition model, P (Al [t] JAI [t - 1]), and an observa- 
tion model, P (Y [t] JAI [t] ). Normally, an HMM requires several training examples to learn both 
the state transition models and the state observation models. Here, however, the robot can use 
its forward models as the observation model for the HMM so the transition model can be calcu- 
lated by normalising the counts of the transitions from one motor command to another. Figure 
7.14 shows the 'open-stop-close' transition model learnt from the gesture. The robot is thus using 
models of how its own motor system moves to understand and learn from the demonstrations of 
another agent. Unlike with normal HMM learning it learns the model online from one demonstra- 
'05 10 15 20 25 30 35 40 45 50 
Time, frames @ 15fps 
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Figure 7.14: The HMM state transition model learnt by the robot, N= no command, 0= open 
grippers, S= stop, C= close. 
tion, because it does not need to learn the observation model, just the transition model. 
7.5 Goal-based inverse models 
In this thesis, all the knowledge a robot has of its own motor system is learnt from exploration, 
with as little prior knowledge encoded by the programmer as possible. The robot thus only learns 
models of its motor system from the position it observed the original movement4. To apply a simu- 
lation theory of mind approach to imitation, the robot needs to use models of its own motor system 
to understand the actions of others which it perceives from a different position. Furthermore, the 
actions of the demonstrator may not be within the capabilities of the robot, given its different mor- 
phology and capabilities. The problem of a robot producing a behaviour that matches, in some 
aspect, the observed behaviour is referred to as the correspondence problem [117,118]. 
Several researchers have pointed out that imitation in humans covers a range of cognitive 
abilities, from direct motion matching to symbolic or intention-level matching [23,81,63,75]. 
The imitation performed so far has been relatively low-level: the movements the robot has learnt 
and reproduced are at the level of directly matching the observed actions. There is more to the 
action execution process of a human movement, however, as figure 7.15 visualises. Often, the 
key feature to extract from a demonstrated movement is the underlying goal of the movement. 
Imitating goals rather than actions has the advantage that the correspondence problem becomes 
less of an issue: we are not concerned with the absolute movement of the robot's motor system, 
but rather the consequences of its actions. 
A complete investigation into recognising and imitating the underlying goals of human move- 
ment from observation is beyond the scope of this thesis (see [119] for a recent discussion of the 
problem) What is important here, however, is to show that that internal models that are learnt aso- 
cially are not just applicable to direct imitations of movements, but can also be used to recognise 
and imitate goals. As with the previous method for creating inverse models to imitate gestures, the 
architecture for imitating goals uses internal simulation with asocially learnt forward models, and 
is shown in figure 7.16. Three properties are added to the architecture to enable the imitation of 
goals: 
1. The process is simulated not using the absolute movement of objects, but instead using the 
interaction between the manipulator and manipulated objects. 
'Normally this would be a first-person perspective. Unlike humans, robots do have the option of having their vision 
system mounted elsewhere, e. g. on the ceiling looking down at the robot. See appendix C for an example of this. 
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Figure 7.15: A simulation theory of mind route to imitation. Imitation can either be done at the 
direct level of copying perceived actions, or at the more abstract level of copying the underlying 
goals. Imitating low level actions is more straightforward, but a simulation theory approach may 
face the correspondence problem. Imitating at the level of goals faces the problem of recognising 
what the goal of the demonstrator is from their actions. 
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Figure 7.16: An inverse model for goal imitation using internal simulation with forward models 
learnt through exploration. Unlike previous inverse models, subgoal states are extracted using 
object interactions, and the confidence function relates to the distance from a goal state. 
2. The demonstrated movement is split into a sequence of subgoals, using spatio-temporal 
curvature, which represent key stages in the demonstration. 
3. The inverse model's confidence function is modified so that it rewards motor commands that 
lead it closer to the next subgoal state, not the immediate movement of the demonstrator. 
These three properties are now described and are used in the experiment that follows. The exper- 
iment was carried out on the Peoplebot with the aim of the getting the robot to imitate a human 
interacting with an object in the scene. 
7.5.1 Modelling the relative movement between objects with interactions 
The interactions between objects are calculated by the vision system of chapter 3. This produces 
a vector I1, for two objects a and b that depends on the distance and angle between them, or 
their relative velocity. In goal-based inverse models, interactions are calculated for tracked objects 
whilst observing a movement, and for objects simulated by forward models during the imitation. 
Figure 7.17 shows the interactions calculated for tracked objects in a particular scene. Ideally, 
more information could be extracted about the state of the objects to facilitate imitation, such as 
hand pose information but this is beyond the current capabilities of the vision system. The benefit 
of using the interaction between variables is that the correspondence problem becomes less of an 
issue, since the movement of the robot's motor system is modelled in relation to other objects, not 
its absolute movement. This idea is similar to the idea of using relative distance between objects, 
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Figure 7.17: The interactions between objects are calculated as the distances (shown by the arrows) 
and relative velocities of each pair of objects. The objects' convex hulls are used to find the 
distances. 
instead of absolute distance, as a solution to the correspondence problem, and was discussed by 
Alissandrakis et al. in [118]. Note, however, that its use here does not present a solution to the 
correspondence problem, simply a method of overcoming it. 
7.5.2 Extracting subgoals 
A movement that involves interaction with objects can be segmented into a discrete sequence of 
component movements. Newtson, for example, demonstrated how humans naturally and consis- 
tently decompose actions into "behaviour units" [120]. The benefit of using this approach is that 
it enables the robot to overcome the differences in movement capabilities between itself and the 
demonstrator; the robot only needs to imitate the important parts of the movement, not the ex- 
act timings involved in it. The segmentation method used was to calculate the spatio-temporal 
curvature of the interaction: 
ýF2 
+ fi2 + 
VFX C2+y2+l) 
The maxima of of this can be used to find interesting point in the interaction process, and are 
defined as Subgoals, G,,. This is shown in figure 7.18. This technique is used by Rao et al. in 
[ 121 ] to perform gesture recognition by splitting the action into a sequence of movements, and it 
is used here to find a sequence of interactions between objects; each element in the sequence is a 
Subgoal for the robot to imitate. The definition of a subgoal as presented here is as a desired state 
of interaction between the motor effector and an object in the environment. The discussion at the 
end of this chapter will consider the limitations of this assumption; other possible structures for 
socially acquired knowledge are discussed in [122]. 
By parsing a continuous stream of interaction data into a set of key points in the interaction, 
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Figure 7.18: Extracting 7 subgoals, G1 to G7, to imitate from an interaction sequence, shown 
in black circles. These points are extracted from peaks in the spatio-temporal curvature of the 
distance between the robot's motor system and the object it wishes to interact with. 
the represented action and imitation becomes independent of the specific timings involved in the 
movement. Splitting a demonstration into a sequence also means it can be recognised if demon- 
strated again. An alternative method for segmenting the movement would be to use HMMs, as 
used in section 7.4, and has been previously used for imitation in [116]. 
7.5.3 A new confidence function 
The confidence function's role is to assign a value to each possible motor command according to 
how close the robot estimates it will move it to the current subgoal state. To imitate subgoals, the 
confidence of each motor command, in, is now calculated as: 
con f ide72ce(m, ) = c. rp 
(- (I,,, - Gýý)2) 
where G is desired interaction of the current nth sub-goal, and I,,, is the actual interaction be- 
tween the object and the robot's motor effector. Confidences are higher for motor commands 
where the robot's predicted motor system interaction with an object is closest to the desired in- 
teraction. The confidences displayed in the graphs of the experiments are normalised to sum to I 
at each time step for easy visualisation. To imitate a demonstrated sequence, the robot uses the 
motor command with the highest confidence. Instead of rewarding error between predicted object 
state and actual object state as in section 7.4, the confidence now rewards low error between the 
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Figure 7.19: The first three sub-goals of a demonstrated movement, extracted using spatio- 
temporal curvature. 
predicted interaction and the desired interaction between objects. 
7.5.4 Results 
After the Peoplehot had learnt forward models for its gripper system from exploration, a simple 
object nudging gesture was demonstrated to the Peoplehot where a human hand would touch an 
object: figure 7.19 shows screen-shots of the first three subgoals extracted from an object inter- 
action. Previous chapters have used manually constructed simulations to test aspects of learning 
that were difficult to produce on the Peoplebot, and to provide validation results over numerous 
experiments that would be too time-consuming to do on a real robot. Having learnt forward mod- 
els of its motor system, the Peoplehot now has the ability to simulate itself. Using this simulation, 
the initial planning can he performed, and its actions can be visualised before the robot carries out 
the action. This means that any potentially dangerous or incorrect movement can he discovered 
and stopped before being executed on the robot. The visualised interaction simulation is shown in 
figure 7.20. Figure 7.21 shows the confidence for multiple motor commands in simulation for the 
first two sub-goals: the robot moves forward, opens its gripper to touch the object, and then closes 
its (Tripper to move away. 
The same architecture is used on the real robot. Unlike the previous simulation, the state of 
the robot and the objects are updated with feedback from its vision system. Figure 7.22 shows 
the confidence of each motor command as the robot imitates the demonstrated interaction in two 
experiments. Figure 7.23 shows screen-shots from an imitation. 
In the experiments on both the simulation and the robot the observed interaction is successfully 
imitated. The robot opens its grippers, roves forward to prod the object and then withdraws, in 
the same manner as the demonstrator. Using object interactions to calculate the confidence means 
it does not matter that the robot starts and approaches from a different position: it is the relative 
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Figure 7.20: The simulated visualisation as the robot tries to touch the object (left) and then moves 
away (right). The ellipses show the simulated objects' positions every 10 frames, and the arrows 
show the direction of movement. Note that all aspects of this simulation, including the appearance 
of the objects and their control with the motor system, are learnt from exploration. This is why the 
object intersects with the gripper; the robot has not learnt how objects can move when touched by 
other objects. 
0.4 
0.35 
0.3 
0 E 
0.25 
c ä) 
0.2 
0 
a) U 
C 0.15 
c 
° 0.1 
0.05 
Figure 7.21: The progress of confidences of each learnt internal model in simulation as the robot 
tries to touch the object of interest. After this, the first goal state has been reached so the robot 
moves its grippers away to approach the next Subgoal. 
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Figure 7.22: The progress of confidences of each motor command on the actual robot as the robot 
tries to imitate an interaction with the object for two experiments. In the second experiment, the 
robot starts further away from the object. 
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Figure 7.23: Frames 0,50,120 and 150 from the same imitation experiment as figure 7.22. 
movement that is important. Also, the different starting positions in the two experiments means 
the robot reaches the object at different tines. This shows that by extracting subgoals from the 
demonstration, the exact timing and starting position of the robot is not important, which is usually 
the case with object-related actions. 
There are some interesting differences between the real system and the system simulated with 
the internal models. The real robot finishes the interaction in less time than the simulation. This 
is due to drift in the simulation, as errors in the internal models accumulate over time. When the 
dripper is fully open on the real robot, the open ýýripper command receives a lower confidence. 
This information is not available, however, in the simulation because it does not simulate the 
robot's proprioceptive data from the gripper. The confidence values of the open grr/)per and move 
font'ard motor commands in the simulated imitation oscillate, because the learnt simulation, unlike 
the robot, does not allow multiple motor commands to be executed simultaneously, so the two most 
appropriate motor commands are executed alternately. 
7.6 Discussion 
The purpose of this chapter was to show the utility of taking a simulilt loll theory of mind approach 
to action understanding. The final part of the imitation architecture dealt with the problem of how 
internal models of a robot's motor system can be used to recognise the goals of an demonstration 
and imitate them. Simulation theory was at the level of the motor system and perceptual system. 
Ideally, however, the simulation would occur at a higher level - the robot would simulate its own 
goals, beliefs and desires to understand the equivalent processes occurring in the demonstrator. 
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This would require internal models that: 
1. encode higher-level goals, and 
2. are capable of linking these goals with the perceptual and motor system so that they can be 
compared directly with the demonstrators actions during simulation. 
These problems have both been approached by Demiris with hierarchies of inverse and forward 
models [3]. The approach taken in this thesis is to provide the robot with the absolute minimal prior 
knowledge, and rely on learning mechanisms to develop internal models. An important question, 
therefore, is whether goal-based forward models could be developed without any prior knowledge; 
this relates to the discussion in the previous chapter about how achieving the more human-like 
development capabilities would require the underlying representation of forward models to be 
able to develop. 
With no prior knowledge, the robot has no real concept of goals, such as wanting to grasp 
an object. It may be that, in future work, an additional pre-requisite ability for social learning 
through simulation theory is that the robot is capable of generating and encoding its own goals. 
An interesting starting point for this would be the saliency-based attention mechanism used in 
chapter 6. 
7.7 Summary 
This chapter showed how the forward models a robot learns from exploration can be used to enable 
a robot to imitate. The forward models can firstly be used to discover the presence of social peers, 
and to judge when it is appropriate to switch from exploration to imitation. Experiments on a 
Peoplebot showed how a robot could imitate the actions of a human at various level of abstraction, 
from movement, to gestures, and finally to interactions with objects. This imitation was achieved 
by the robot using forward models of its own motor system to simulate how it could recreate 
actions of the demonstrator's motor system. 
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8 Conclusions and future work 
8.1 Overview of the thesis 
This thesis set out to create a robotic system capable of learning from both its own actions and the 
actions of others. The progression of the chapters showed how a robot could develop from initially 
not knowing the appearance of its motor system, via exploration to learn how to control its motor 
system, to finally using these models to imitate the actions of a human. 
Visual data was the source of all the robot's information about the world. Results showed that 
it was able to learn about the appearance of its own motor system without pre-engineering the 
environment or making prior assumptions. However, learning about the appearance of its motor 
system is of no use to a robot if it cannot learn how to control it. Forward models were therefore 
introduced to enable a robot to predict how its motor commands influence the objects it discovers. 
Two particular additions were made to the standard definition of a forward model: firstly that it 
could model the uncertainty in its prediction, and secondly that multiple forward models could be 
used to enable the robot to learn the causal structure of its environment. The output of the learn- 
ing process is thus a Bayesian belief network (BBN), representing the probabilistic connection 
between a robot's actions and its effects. Simple forward models (SFMs) were introduced as a 
mechanism for speeding up the learning process: by sacrificing the initial accuracy of the model, 
they reduced the amount of exploration time the robot required to correctly learn which forward 
models were useful, and which were not. 
A specific use of modelling the predictive uncertainty in this thesis was for the robot to decide 
on the actions to take whilst exploring. Results in simulation and on the robot showed that by 
choosing actions where it expected its predictions to be worse, the robot could learn more quickly 
and use less memory. Using multiple forward models to model a complex system introduced a 
resource allocation problem: the robot wants to train all the forward models, but only one model 
at a time can choose a command to be executed. This was solved by giving each forward model a 
saliency score, based on how fast its confidence is changing. The robot then paid more attention 
to models with the highest saliency. The result of this was that the robot's exploration progressed 
from simple to increasingly complex situations. 
Once a robot has learnt forward models, there are many ways it can use them, from planning 
to detecting occlusions in its vision system. The final chapter showed how, with a generative 
approach, the robot can use them to imitate the actions of a human. Inverse models were created 
that could imitate an action directly, suitable for learning gestures, and, by extracting subgoals 
from a demonstration, could be used to imitate interactions with objects. 
Whilst many parts of the architectures are biologically inspired, no claims are made as to the 
biological plausibility. The goal is to create a robot capable of using many important properties 
in human development, not to verify or suggest that the architectures presented are models of the 
process occurring in human infants, at either the neuroscientific or psychological level. There is 
certainly strong evidence for the existence of the building blocks of the architecture, inverse and 
forward models from neuroscience [13], as well as evidence for the use of a simulation theory of 
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mind approach to action understanding with the mirror neuron system [79]. 
8.2 Future directions 
The following sections reiterate some of the limitations of the architecture presented in this thesis, 
and present possible areas of future work. 
8.2.1 Unifying exploration and imitation 
This thesis presents a bottom-up approach to social learning: self exploration is used as a mech- 
anism for bootstrapping social learning. There is a straight `switch' between exploration and 
imitation related to the saliency of objects. Human infants do not however have such a simple 
linear progression: both exploration and imitation occur simultaneously and naturally interact. A 
starting point for better social-asocial integration in future work can come from the similarity of 
the exploration and imitation architectures, as both use an internal simulation process to choose 
an action to take. The two key differences relate to the confidence function, and how the motor 
commands are selected given their confidence. During exploration, the confidence function max- 
imises expected predicted error; in imitation it minimises the error between the robot's predicted 
movement and an observed movement. A point for uniting these architectures could come from 
creating a single confidence function for both social and asocial approaches. 
8.2.2 Communication and language 
This thesis discussed how an asocial learning mechanism could be used to bootstrap social learning 
abilities. Many others have taken the opposite approach, using social information as a guide for the 
robot's own exploration, e. g. [72]. Expanding the scope of this research could involve combining 
exploration and imitation in a much more natural way than the current method of a switch from 
one to the other based on saliency. 
An interesting way of combining these approaches would be to introduce language. Indeed, in 
humans imitation learning and babbling are both key components of language learning. A useful 
starting point to this process has already been implemented here with BBNs: learning the structure 
of a BBN means that the robot learns a model of the world in a way that can be understood by 
a human, with models of the kind `this action causes this effect'. An interesting area of future 
work would be to see how this causal knowledge could become the building blocks of a shared 
linguistic structure for the robot to communicate with a human. A practical benefit of this for 
teaching a robot by demonstration is that the robot can use language to ask for clarification or 
explain if it has not understood an action. 
8.2.3 Objects and aft'ordances 
Although the vision system was capable of tracking human motor systems, robot motor systems 
and other inanimate objects, little emphasis was placed on the use of object-related behaviour 
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until the final experiment of chapter 7. Here, imitation was performed using the relative distance 
between the motor system and an object in the environment. Infants are particularly attuned to 
learning not just the control of their own motor system, but also the properties and affordances of 
objects around them through mouthing and grasping; children as young as four months old can 
perceive that object properties afford different actions [123]. Exploration is an important part of 
learning these object affordances. A more complete approach to learning affordances would be to 
expand the scope of forward models to not just model the movement of the motor effector, but to 
model how these movements can interact with objects. 
8.2.4 Improving scalability 
The exploration architecture currently relies on simultaneously training multiple forward models. 
This would have a problem scaling to very complex motor systems because the number of possible 
causal structures, and therefore forward models, will grow super-exponentially [124]. An interest- 
ing area of future work would be to show how the number of forward models can be managed by 
adding new models and removing incorrect ones online. 
A similar problem occurs when creating exploration inverse models (Elms) and inverse mod- 
els by simulating forward models. Currently the simulated motor commands are chosen randomly. 
A resampling technique such as particle filtering would mean fewer motor commands need to be 
simulated, thus reducing the computational load [85]. 
8.3 Epilogue 
The progression of chapters in this thesis examined how a robot could develop using as little prior 
knowledge as possible to be able to understand and imitate the actions of a human. An ongoing 
issue in child development is the extent that the skills required for imitation are innate, or are 
developed. Inspired by work in developmental psychology, this thesis showed how many of the 
skills and knowledge required for social learning can be developed through an individual's self- 
exploration. The benefits of this for the programmer are, in the long term, less programming effort 
and a more intuitive skill-teaching interface; for a robot, the benefits are increased versatility and 
adaptability. 
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9 Appendix A: The robots, real and simulated 
The Peoplebot 
The architecture presented in this thesis is designed to work on real robots: the robot used in 
experiments, shown in figure 9.1 is an Activmedia Peoplebot, a mobile robot with a pan-tilt camera 
and a gripper on a moveable platform. In total it has 6 degrees of motor freedom: 
Pan Tilt Camera 
Grippers 
Object 
Figure 9.1: The Peoplebot, a mobile robot with grippers and a camera mounted on pan-tilt unit 
degree of motor freedom command description range 
nr l camera pan -1200 < m, l< 1200 
rn2 camera tilt -900 < 7n2 < 600 
M3 forward velocity -300 < m3 < 300 
nr4 rotation velocity -100 < 1114 < 100 
1115 platform {cep, down, stop} 
nra gripper {open, (1 oxc. sto}, } 
Two arm simulation 
Performing experiments on real robots is time consuming, especially when multiple experiments 
need to be run to show generality and repeatability of results, and the software being developed 
needs to be quickly debugged. A static two arm 2-D simulation was created using Matlab. The 
purpose of this simulation was to test exploration strategies on systems with multiple inputs and 
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Figure 9.2: The simulation using two arms, each with a different noise profile. Each elbow and 
arm is modelled as an object. There is also another easy to control object (1), and one impossible 
to control object (2) representing another agent. The complexity of the simulation increases from 
left (easy to model single object 1) to right (impossible to model object 2). 
multiple outputs. The properties of the simulation are designed such that they reflect many of the 
properties of a real motor system: 
1. Each motor command may influence any number of objects, but there is a large degree of 
independence between sensors and motor commands. 
It therefore has an interesting causal structure that the robot can learn about. 
2. Some motor commands are simple to learn and model, others have more complex transfer 
functions, and two have no effect at all. 
3. Some states are dependent on multiple motor commands. 
The two DOF robot arm's manipulator position is dependent on the torque applied to both 
joints, as well as the position of the elbow joint. 
4. One object in the environment cannot be controlled by the robot. 
In this thesis, robots do not exist alone - they are part of a social environment in which other 
agents can act. Object 2 is present in the simulation that, like the movement of a human 
in the scene, the robot will never be able to form an accurate forward model from its own 
motor commands. 
5. The noise on the outputs is non-uniform, and different for each sensor. 
The simulation's BBN structure is shown in figure 9.3, and is visualised in figure 9.2. 
0 
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Figure 9.3: The Bayesian network structure setup for the two-arm simulation. As well as the arms, 
there are two redundant motor commands, one simple to control object (1) and one impossible to 
control object (2). 
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10 Appendix B: Further examples from the vision system 
This appendix presents further results from the visual tracking system. 
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Figure 10.1: A waving gesture is demonstrated to the robot. 
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Figure 10.2: The grippers and another object are detected and tracked as the robot rotates 
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Figure 10.3: The human grabs an object an moves it. Both hands and the object are detected and 
tracked. Corner 'dot' features have been added to the hands to improve their visibility. 
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11 Appendix C: Using forward models to overcome occlusions 
As well as being key components in the social learning architecture presented in this thesis, for- 
ward models can also be used to overcome sensory time delays in planning [97], or to detect a 
defective component in the motor system [17,16]. This section introduces a new use for forward 
models: overcoming visual occlusions. Visual occlusions occur when an object a robot is tracking 
is obscured, either wholly or partly, by another part of the scene. This is a difficult problem for a 
robot to deal with as it requires: 
" complete knowledge of the world as a3 dimensional place; 
" finding when an occlusion has occurred; 
9 maintaining the state of an object when there is no sensory feedback about it; 
A robot can use the forward models it has learnt of its own motor system to both detect occlusions, 
and compensate for the lack of visual evidence by making use of the forward models' predictions. 
Visual occlusions lead to a difference between the prediction of a forward model, and the estimate 
from the sensor data. When this discrepancy occurs, the robot has to decide which information 
to trust: if the forward model is wrong and visual data can be trusted, then the motor system is 
faulty, and the forward model needs to be retrained. In this experiment, however, the opposite is 
considered: the visual data is wrong and it is the forward model that must be trusted instead. 
An experiment was performed where the robot's gripper system was viewed by the robot from 
a 3rd-person perspective. The forward models were initially learnt using the babbling methods 
described in the previous sections. A table was then placed in the way of the gripper system, and 
the robot continued to babble. As the robot moved it continuously predicted the next state of its 
grippers and compared them to the model fitted to the visual data. Figure 11.1 shows the error in 
this prediction as the grippers move. At time t=65, the grippers become obscured by the table and 
can no longer be tracked by the vision system. The robot detects this as the prediction error of 
the forward models becomes extremely large (or equivalently the likelihood of the data given the 
model becomes very low). At this point the robot's internal state can switch from being updated 
by the sensor data to using the forward models prediction. Figure 11.2 shows the grippers tracked 
positions first using just the vision system, and next using the forward models too. The estimated 
state of the grippers behind the occlusion is shown in figure 11.3. 
These results show how as well as being useful for detecting changes in the motor system, they 
can alternatively be used to detect and compensate for errors in the sensor data, in this particular 
experiment, the sensor error was caused by visual occlusions. An interesting extension to this work 
would be to extend it to objects outside the robot's control to compare it to the peek-a-boo object 
persistence learning in human infants. A similar idea was tried by Mirza et al. without object 
persistance in [125]. Evidence suggests this is a complex task even for the perceptual system 
human infant and that it is knowledge that is learnt, not nativist [126]. 
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Figure 11.1: The prediction error of the forward models for the left (green) and right (blue) 
grippers 
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Figure 11.2: The occluded motor system being tracked without forward models (top) and using 
forward models (bottom) 
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Figure 11.3: The robot's gripper system is occluded from its vision system in the bottom image, 
but the grippers can still be tracked using their forward models. 
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12 Appendix D: Imitation in a football simulator 
In this experiment, a particular scenario was investigated where social and asocial learning can be 
used to teach robotic cameras how to move in a football match. This has useful applications in both 
simulated and real-world environments. In football computer games the movement of the camera 
during play and automated highlights is generated using pre-programmed control. The movement 
would be much more natural if it was imitating the movement of actual cameras during a football 
match. This would also save the programmer the effort of having to create the control algorithms. 
In actual football matches, up to 20 cameras can be used to provide coverage for a match, each 
requiring a human operator. Using robotic cameras, automated human-like camera control would 
give the broadcaster the ability to cover more matches or use more cameras viewpoints. 
The simulation used to train the robotic camera was designed to be as similar as possible as the 
scene in real football match coverage. By using the same optical flow algorithm on real camera 
footage, this tracking data can be directly compared with the simulation. The simulated camera 
can therefore imitate the movement of a real cameraman by feeding the optical flow data of the 
real camera to the inverse model. This is an application of simulation theory -a robot is using the 
models it has learnt of its own movement to copy a demonstrated movement. 
The inverse model outputs the motor commands it expects will most likely recreate this move- 
ment in the robotic camera, and this is sent to simulation to perform the imitation. The overview 
of this process is shown in figure 12.1. Selected screenshots for the simulated robotic camera im- 
Rendered 
xtao 
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Figure 12.1: The direct imitation process using the learnt inverse model. 
itating a real cameraman are shown in figure 12.2. The left images are taken from the movement 
of the professional cameraman, and the right images show the simulated robotic camera's attempt 
to imitate the movement. Using only the optical flow features for imitation has the benefit of the 
robotic camera producing smooth, human like movement. Because the system is only modelled 
by its movement, there is an accumulative bias in the imitating camera. 
12 APPENDIX D: IMITATION IN A FOOTBALL SIMULATOR 129 
Figure 12.2: Frames 0,100,200 and 300 from the real football match and the imitating camera 
in simulation. The movement of the robotic camera is quite smooth and 'human-like'. However, 
as the movement is imitated using dynamic information, the absolute error in the robotic camera's 
position begins to accumulate. 
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