Abstract-As reliability requirements become increasingly demanding for many engineering systems, conventional system reliability demonstration testing (SRDT) based on the number of failures depends on a large sample of system units. However, for many safety critical systems, such as missiles, it is prohibitive to perform such testing with large samples. To reduce the sample size, existing SRDT methods utilize test data from either system level or component level. In this paper, an aggregation-based SRDT methodology is proposed for hierarchical systems by utilizing multilevel reliability information of components, subsystems, and the overall system. Analytical conditions are identified for the proposed method to achieve lower consumer risk. The performances of different SRDT design strategies are evaluated and compared according to their consumer risks. A numerical case study is presented to illustrate the proposed methodology and demonstrate its validity and effectiveness.
Minimum sample size obtained based on ρ C (·), ρ B (·), ρ AC (·), ρ AB (·) for an SRDT, respectively. , γ Tolerance and assurance levels of an SRDT, respectively.
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Beta function and the regularized incomplete Beta function with shape parameters α and β, respectively. R Posterior and the aggregated posterior for R (l,m ) , respectively. w (l,m ) Weighting scalar for E (l,m ) .
I. INTRODUCTION
I N THE design of many complex engineering systems, the multilevel hierarchical system structure is often adopted due to its advantages of scalability, adaptability, and maintainability [1] , [2] . The overall system can be decomposed into multiple subsystems and each subsystem can be further decomposed into multiple lower level subsystems/components. In this paper, the overall system or any of its composing subsystem/component is defined as an element. To assess, improve, and maintain the reliability of a hierarchical system, different reliability assurance activities have been carried out at different stages of the system life cycle, ranging from the design and development stage to the field operational stage. At the design stage, one of the critical activities is the system reliability demonstration testing (SRDT), whose main objective is to verify whether the system reliability meets a given reliability requirement. If the SRDT is passed, the final design will be accepted for production; otherwise, reliability growth testing will continue to identify and eliminate possible failure causes [3] .
Various types of SRDTs have been investigated in the literature, such as success-failure tests (SFTs) [3] - [5] , failure-time tests [6] , [7] , sequential tests [8] and degradation tests [9] . In this paper, SFT is investigated due to its popularity in testing mission critical one-shot systems [4] , such as missiles and rockets, and its practical convenience of requiring less monitoring efforts. Fig. 1 illustrates a typical success-failure SRDT. To demonstrate that the system reliability, R, will meet the minimum reliability requirement, R L , with an assurance level of γ, the design of an SRDT is essentially to determine a test plan, (n, r), where n is the test sample size and r is the maximum number of allowable failures. Define the random number of failures as Y , an SRDT will be passed if the observed failures, y, is no more than r, i.e., y ≤ r and vice versa.
A grand challenge for the design of an SRDT is to reduce the test sample size n. As the reliability requirement increases, ideally, a large number of test units are required to maintain a reliable demonstration [3] . However, compared to componentlevel tests, system-level tests are much more expensive and a smaller sample size is often preferable. To achieve the sample size reduction, existing works attempted to incorporate historical system-level data into SRDT. For evolutionarily designed systems, such as automotives, it is possible to reduce the sample size by taking advantage of readily available historical data from their predecessors [10] , [11] . For newly designed systems, however, system-level data may be limited or even absent in general. Reliability information of the system's composing elements, such as subsystems and components, is likely to be readily available or abundant, and could be utilized to reduce the sample size of the SRDT. It is because these elements are often selected from standard products with comparatively high production volume. Their knowledge and test data can be comprehensively accumulated from prior engineering knowledge, affordable laboratory tests, and field operations. In this paper, reliability information of an system composing element may include prior knowledge and/or test data. Prior knowledge represents all available information before the current design and testing, such as domain knowledge of expertise, past laboratory test data, and historical field operations records. Test data refers to the ongoing laboratory test data in the current design and testing. Ongoing test data is in the format of SFT data with independent trials and is further assumed to be independent of prior knowledge. It is noticed that the lower lever elements whose reliability information is to be incorporated in SRDT should be similar to those of the new systems (i.e., similar usage conditions, similar production conditions, etc.). Otherwise, incorporated reliability information with different conditions will result in misleading assessment and demonstration of systemlevel reliability. Existing methods of incorporating lower level reliability information mainly focused on system-level reliability assessment and prediction, which can be further classified as variance propagation methods, simulation methods, and Bayesian methods [4] . Variance propagation methods were first proposed by Coit [13] and Jin and Coit [14] to evaluate the uncertainty of system-level reliability estimators by propagating the uncertainties of component-level reliability estimators. These methods were further employed by Guo et al. [4] to design SRDT for oneshot systems. However, such methods aggregate limited lower level reliability information (only the first and second moments but neglecting information of higher order moments) and do not incorporate prior knowledge into aggregation due to their non-Bayesian nature. As the system becomes more complex, analytically evaluating system-level reliability based on variance propagation methods becomes difficult. Simulation methods, such as Monte Carlo simulation, can be employed to give empirical evaluation of the system-level reliability [15] and have been applied in the design of SRDTs [16] , [17] . However, it is still difficult for the simulation-based methods to integrate the possible prior knowledge with the available test data. Incorporating prior knowledge, such as accumulative engineering knowledge and historical data studies, is important because they serve as important data sources for accurately assessing the system reliability and potentially reduce the sample size of SRDT. Martz et al. [18] , Martz and Waller [19] , and Hulting and Robinson [20] developed a Bayesian-based information aggregation approach to evaluating system reliability by systematically utilizing reliability information of all system elements. Li et al. [2] further proposed Bayesian semiparametric approach in aggregating reliability information with covariates. Li et al. [21] considered information aggregation for multilevel multistate system with the probabilistic interlevel and intralevel failure relationships. However, no existing works considered information aggregation approach in the context of SRDT design. Johnson et al. [22] and Hamada et al. [23] proposed the full Bayesian approach to improve assessment of system reliability, which is further extended in [24] to consider heterogeneous data sources and in [25] to consider simultaneous failure-time data . Hamada et al. [26] considered the full Bayesian approach in designing Bayesian SRDT through Markov Chain Monte Carlo (MCMC).
Most of the aforementioned literatures focused on utilizing multilevel information to improve system reliability evaluation, not for SRDT design this paper adopts. The Bayesian-based information aggregation approach in [2] , [18] is adopted for the design of SRDT. Compared to the aforementioned conventional methods, the proposed one has two advantages: 1) it is mathematically flexible to incorporate reliability information (including both prior knowledge and test data) of all system elements, which can potentially reduce the sample size of SRDT; 2) it is computationally convenient to perform Bayesian inference and recursive aggregation, which ensures a generic implementation procedure. Advantage 1) overcomes the limitations of variance propagation methods and simulation methods, which fail to consider the information integration of prior knowledge and test data; Advantage 2) avoids the computational complexity of MCMC involved in the full Bayesian approach.
When reliability information of system elements at lower levels is aggregated for SRDT design, the sample size reduction is not guaranteed. It is possible that the resulting sample size is higher than that of an SRDT without reliability information aggregation. Intuitively, when the incorporated reliability information from lower levels indicates that the system reliability is low, demonstrating actual reliability satisfying a higher requirement demands testing additional system units. However, it is unclear if there exist any mathematical conditions under which an SRDT with aggregated reliability information will outperform those without. In this paper, such conditions will be analytically identified. Specifically, two aggregation-based SRDTs will be proposed and compared with the conventional SRDTs, namely classic SRDTs [3] , [4] and Bayesian SRDTs [10] , [12] , [26] . Their performances will be analytically evaluated and compared from the SRDT risk perspective, with closedform conditions obtained. No existing works have provided such analytical comparisons.
In summary, design of SRDTs with multilevel information aggregation is proposed in this paper for hierarchical engineering systems. The proposed methodology utilizes all available reliability information (i.e., prior knowledge and test data) of system elements at multiple levels of system hierarchy. Based on the derived risk evaluation, the proposed aggregation-based SRDTs are also analytically and comprehensively compared with the conventional non-aggregation-based SRDTs. Such analytical comparison will help unveil the mathematical insights on the connections among different SRDTs for better SRDT design. The rest of this paper is organized as follows: In Section II-A, conventional non-aggregation-based SRDTs are introduced and the overview of the proposed methodological framework is outlined; In Section II-B, multilevel information aggregation procedure for specifying prior of system reliability is presented; In Sections II-C and II-D, aggregation-based SRDTs are formulated and compared with the conventional SRDTs with mathematical conditions obtained; In Section III, a numerical case study is presented for illustration and performance demonstration; In Section IV, conclusions and future works are outlined.
II. METHODOLOGY
Consider a hierarchical engineering system with a finite number of system elements, e.g., the overall system, subsystems, Fig. 2 . Generic representation of a multilevel hierarchical system structure [1] . and components, a multilevel system structure of L levels can be illustrated in Fig. 2 . E (l,m ) denotes the mth element at the lth level, l = 1, . . . , L, m = 1, . . . , M l , where M l is the total number of elements at the lth level. System elements are represented as nodes and their cause-and-effect failure relationships are represented by directed arcs. For higher-level elements, their failures are essentially caused by their comprising lower level elements. Thus, such interlevel failure relationship can be more explicitly described as the cause-and-effect failure relationship represented with arcs. More details of this representation mechanism can be found in [21] . For instance, in Fig. 2 , the failure of E (l,m ) is caused by its composing elements E (l +1,m ) and E (l +1,m + 1) and directed arcs are drawn from lower level to higher level. E (l +1,m ) and E (l +1,m +1) are called parent nodes of E (l,m ) and let PA(E (l,m ) ) denote a set of such parent nodes, e.g., PA(E (l,m ) ) = {E (l + 1,m ) , E (l + 1,m +1) }. In this paper, the hierarchical series-parallel structure is specifically considered with elements formed in either series or parallel configuration [1] . For more complex system structures, the proposed methodological framework will be still applicable by modifying the information aggregation procedure accordingly, as detailed in [4] , [21] . Fig. 2 also describes the aforementioned issue of reliability information imbalance among elements at different levels. For lower level elements, their reliability information (i.e., prior knowledge and test data) is either easily obtainable or readily accessible. For higher level elements, however, such information becomes limited or even absent [2] , [21] . Prior knowledge includes various sources, e.g., historical studies, domain knowledge, engineering judgments, etc. Ongoing reliability test data is in the format of SFT data (as defined in Section I), where the total number of test units and the number of failures are recorded. It is also noticed that prior knowledge and ongoing SFT data are assumed to be independent [19] - [21] . This information imbalance issue brings both the challenge and the opportunity to reliable SRDT design. The challenge is that there is limited or even absent system-level reliability information available to reduce the sample size of an SRDT. However, abundant reliability information from lower level elements can be utilized to compensate such information inadequacy at the system-level and to reduce the sample size of an SRDT.
A. Non-aggregation-Based SRDT
Conventional SRDT design does not utilize reliability information from the system's lower level composing elements.
With the demonstration objective of satisfying the minimum reliability requirement, R L , with a certain assurance level γ, the SRDT test plan, denoted as (n, r), is solely determined based on system-level tests, where n is the sample size of system units, and r is the maximum number of allowable failures. For a SFT, (n, r) can be determined specifically as [5] 
where y is the number of observed failures. An SRDT will be passed if y ≤ r and vice versa. The SRDT based on (1) is referred to as classic SRDT (C-SRDT) strategy in this paper, since it is essentially developed under the Frequentist framework and γ represents a level of confidence. When the actual reliability does not meet with R L , i.e., R < R L , it is still possible to observe y ≤ r and mistakenly pass the test. The probability of making such a mistake is the Type-II error probability and is conceptually equivalent to the consumer's risk of an acceptance sampling plan in statistical quality control [27] , [28] . In this paper, this risk of making mistake is defined as SRDT risk and (1) can be evaluated from a risk perspective as
where ρ C (r, n) is the SRDT risk associated with C-SRDT and referred to as classic risk. ε = 1 − γ is a small percentage value of the tolerance level, indicating an affordable level of SRDT risk.
Alternatively, under the Bayesian framework, the conventional SRDT plan, (n, r), also referred to as Bayesian SRDT (B-SRDT), can be explicitly constructed as [10] 
where R is treated as a random quantity with prior density π(R). When prior knowledge is not available, π(R) can be assigned as 1(0 < R < 1), where 1(·) denotes an indicator function. γ quantifies a level of credibility [10] and a B-SRDT will be passed if the posterior probability satisfies, Pr(R ≥ R L |y ≤ r) ≥ γ. Similarly, the SRDT risk for B-SRDT, denoted as ρ B (r, n), can be expressed as
ρ B (r, n) is referred to as the posterior risk and it quantifies the probability of accepting the B-SRDT mistakenly when the actual reliability does not satisfy the requirement. In both C-SRDT and B-SRDT design, (n, r) will be optimally determined such that the corresponding classic and posterior risks will not exceed . In principle, either r or n can be predefined while the other is directly computed based on (2) or (4). However, in practice, r is often predefined as 0. It indicates Fig. 3 . Overview of the proposed SRDT framework [1] .
no failures are allowed in order to accept the SRDT. It is because that when r is fixed, a minimum sample size n * can be calculated to satisfy the condition in (2) or (4), i.e.,
(5) Moreover, as r increases, n * increases. It indicates that an SRDT with more allowable failures requires a larger number of units to be tested for reliability demonstration. Thus, predefining r = 0 yields the most cost-effective test plan. This SRDT is called success-run test [3] and is often adopted in practice. As R L increases and/or decreases, the corresponding minimum sample size n * will be larger and thus, significantly increase the associated cost of SRDT.
To realize the sample size reduction of the SRDT, one opportunity is to take advantage of reliability information available from the entire hierarchical system structure. Fig. 3 gives an overview of the proposed methodological framework. In Section II-B the four-step recursive procedure (S1-S4) of multilevel aggregation is first introduced to specify informative prior for system reliability. In Section II-C, specified system prior is incorporated into the conventional SRDT strategies and the SRDT strategies with information aggregation are established. In Section II-D, four SRDT strategies (including both the proposed SRDTs with information aggregation and the conventional SRDTs without information aggregation) are evaluated and compared. Analytical conditions are identified in Propositions 1-3 (P1-P3) to unveil the insights of connections among different SRDTs.
B. Multilevel Information Aggregation
To reduce the sample size of conventional SRDT, Bayesianbased information aggregation approach is employed to aggregate multilevel reliability information, which can be further incorporated into the design of SRDT. Bayesian-based information aggregation approach was first introduced by [18] , [19] and further extended in [2] , [20] , [21] . However, existing works mainly focused on improving the system reliability assessment and prediction rather than improving the SRDT design investigated in this paper. To accommodate the SRDT design, the multilevel information aggregation can be summarized as a pseudocode algorithm [1] :
It is also possible to consider alternative approaches to specific prior for SRDT, such as variance propagation approach [13] , [14] or full Bayesian approach [22] , [23] . However, multilevel information aggregation approach has two advantages: 1) 
, based on posteriors of its composing elements obtained in
Mathematical flexibility. Compared to variance propagation, which is a Frequentist approach, multilevel information aggregation is a Bayesian approach, making information integration of test data and prior knowledge more natural. Moreover, when the number of observed failures is zero, i.e., y = 0, the approximated reliability confidence interval derived from the Frequentist approach is not applicable [30] . Furthermore, the effectiveness of the Frequentist inference methods will be reduced when limited data is available. The beta prior introduced in the proposed Bayesian inference method is capable of accommodating different data availability situations. 2) Computational convenience. Instead of relying on complex and computationally intensive MCMC sampling schemes in the full Bayesian approach, the recursive multilevel information aggregation approach allows relatively simple and computationally convenient implementation. Without losing generality, the details of multilevel information aggregation for levels l and l − 1 are described as follows. S1 (computing posterior at level l): Reliability information of an element E (l,m ) at level l consists of its current test data, denoted as Ω (l,m ) , and available prior knowledge. For SFT, Ω (l,m ) essentially becomes the binomial test data, i.e., Ω (l,m ) = (n (l,m ) , y (l,m ) ), where n (l,m ) is the test sample size and y (l,m ) is the observed number of failures of E (l,m ) . For reliability R (l,m ) of an element E (l,m ) , its prior knowledge is defined as native prior and modeled with a Beta distribution as
where Θ (l,m ) is a collection of native prior parameters, i.e.,
are shape parameters of the Beta prior. There are several reasons to consider the Beta prior:
1) it is a conjugate prior for binomial test data and it is computationally convenient to compute the posterior by integrating such prior and data; 2) it is rich in shape and thus providing a flexible representation for various types of prior knowledge; 3) it has good interpretation for prior specification since α [18] , [19] ; 4) it is the best choice for use to determine the most conservative prior when there is little prior knowledge available [31] . The posterior reliability, R P (l,m ) , can be computed as
Based on (7), native prior knowledge and binomial test data of an single element are conveniently integrated. S2 (aggregating posterior from level l to level l−1): Posteriors computed at level l can be aggregated to its adjacent higher level based on the interlevel failure relationship. For levels l and l − 1, such relationship can be generically represented as
where
is the posterior of
)}, and f (·) is a generic functional form which characterizes the interlevel failure relationship. For different system structure, f (·) can be expressed in different forms. But once f (·) is evaluated, the aggregation procedure remains the same and is generic. In this paper, series-parallel system structure is investigated since it has been widely adopted in the design of many hierarchical engineering systems. R A (l−1,m ) can be specifically determined as
where (9) and (10) represent series and parallel structures, respectively.
S3 (approximating induced prior at level l−1):
The aggregated posterior computed from S2 is not in the closed-form, and directly integrating such posterior with reliability information of E (l−1,m ) is mathematically infeasible. To solve this issue, the aggregated posterior is approximated into induced prior [18] , [19] , which has a coherent form with reliability information of E (l−1,m ) . Since native prior of E (l−1,m ) is modeled as the Beta distribution and SFT data is characterized by Binomial distribution, the induced prior approximated from the aggregated posterior in (9) or (10) is also specified as the Beta distribution. For E (l−1,m ) , its induced prior, R I (l−1,m ) , is given by
where α I (l−1,m ) and β I (l−1,m ) are shape parameters of the Beta induced prior. Goodness-of-fit test, such as Kolmogorov-Smirnov test, can be adopted to evaluate quality of induced prior approximation [2] , [18] , [19] . 1,m ) . When aggregated information is accurate with high confidence while system prior is inaccurate, a close-to-one value can be assigned to the weighting scalar, w (l−1,m ) , and vice versa. It is noticed that w (l−1,m ) can also be used to mitigate the effect of approximation error. However, it is our future work to quantify the approximation error more explicitly and incorporate it into the determination of w (l−1,m ) .
As shown in the above algorithm, steps S1-S4 will be conducted recursively until the combined prior R 1) is computed. Reliability information of all elements throughout the hierarchical system is embedded in the shape parameters α
and β 1) . Such parameters can be incorporated into the conventional SRDT strategies without information aggregation to construct aggregation-based SRDTs, as will be discussed in the next section.
C. Aggregation-Based SRDT
The outputs of multilevel information aggregation procedure discussed in Section II-B are shape parameters of the combined prior, i.e., α 
Notice that I x (α, β) essentially computes the probability Pr(X ≤ x|α, β) with X ∼ Beta(α, β). Using I x (α, β), classic risk ρ C (r, n) of C-SRDT can be further rewritten as (see proof in Appendix A):
Therefore, ρ C (r, n) is equivalent to the probability Pr(R ≤ R L ) with R ∼ Beta(n − r, r + 1). By incorporating α C (1,1) and β 1) ), can be written as (see proof in Appendix A) 1) ).
(15) The associated SRDT is referred to as aggregation-based classic SRDT, or in short AC-SRDT. Similarly, by incorporating α 1) ), can be written as (see proof in Appendix A)
The associated SRDT is referred to as aggregation-based Bayesian SRDT, or in short AB-SRDT. In practice, from a cost-effective perspective, experimenters typically first set the maximum number of allowable failures as zero, i.e., r = 0 and then compute the minimum sample size n * , and such test is often called success-run test [3] . For success-run test, the corresponding SRDT risks of four SRDTs are denoted as ρ C (n), ρ AC (n|α 1) ), ρ B (n), and ρ AB (n|α 1) ), and they can be unified using I x (α, β) as
ρ AC (n|α
ρ AB (n|α
Such unification is realized based on the construction of SRDT risk. In addition, SRDT risk allows evaluating and comparing different SRDTs from the perspective of the type-II error probability and the analytical conditions of comparison will be obtained and discussed in Section II-D with details. For given R L , , r, and the specified prior parameters α Table I 1) will be small. Since aggregated information supports high reliability requirement, less system units need to be tested to demonstrate that the system can satisfy a high R L . Thus, aggregation-based SRDTs tend to achieve smaller sample sizes, compared to non-aggregation-based counterparts. On the contrary, when aggregated information suggests low system 
, β
) ≤ } Fig. 4 . Comparison of the minimum sample size ( = 0.20, r = 0). Black region: n * AC = n * C or n * AB = n * B . Dark gray region: n * AC < n * C or n * AB < n * B . Light gray region: n * AC > n * C or n * AB > n * B [1] .
reliability, the ratio of β 1) will be large. To demonstrate that the system can satisfy a high R L , an additional number of system units need to be tested to overcome the prior belief and thus, aggregation-based SRDTs will lead to larger sample sizes than their non-aggregation-based counterparts. It is also possible to have equal sample sizes scenario, when aggregated information is relatively neutral between hypotheses of R ≥ R L and R < R L .
D. SRDT Risk Comparison
As described in Section II-C, the minimum sample sizes based on the aforementioned four SRDT strategies may vary due to the different forms of their SRDT risks. A smaller SRDT risk indicates a smaller value of the type-II error probability, i.e., a lower probability of making incorrect decision on accepting the system with unsatisfactory reliability. Therefore, it is desirable to mathematically compare different SRDT risks and obtain closed-form analytical conditions under which a specific SRDT could lead to a smaller SRDT risk than others. Such closed-form conditions also allow exact comparison without conducting numerical integration and/or approximation in computing SRDT risks. Since all SRDT risks are related to the term I x (α, β), the theorem below gives useful properties of it for further derivation of the closed-form conditions.
Theorem: Based on the definition in (13) , I x (α, β) possesses of the following properties (see proofs in Appendices A and B):
∀α, β ∈ Z + , where Z + is a set of positive integers; 2) I x (α, β) = 1 − I 1−x (β, α), ∀α, β ∈ R + , where R + is a set of positive real numbers; 3) I x (α, β) is a monotonic decreasing function of α, ∀β ∈ R + ; 4) I x (α, β) is a monotonic increasing function of β, ∀α ∈ R + . Based on the above Theorem, the Proposition below gives the closed-form analytical conditions for comparing ρ C (r, n) and ρ AC (r, n|α, β). For notation simplicity, a and b appeared in the propositions are shape parameters a C (1,1) and b C (1,1) achieved from multilevel information aggregation.
Proposition 1 (P1):
For given R L and (n, r), the following closed-form analytical conditions hold for comparing ρ C (r, n) and ρ AC (r, n|α, β)(see proofs in Appendix C):
where G a (r, n|α, β) and G a (r, n|α, β) are given in (22) and (23) where G 1 (r, n|α, β) and G 1 (r, n|α, β) are given in (26) and (27) , respectively
x is the floor function of x. Notice that P1 1) and 2) give sufficient and necessary conditions for comparison. In P1 3) and 5), only sufficient conditions are available. If sufficient conditions do not hold, numerical integration needs be conducted according to (14) and (15) to compare ρ C (r, n) and ρ AC (r, n|α, β). Also, P1 holds for general case of r ≥ 0. To compare ρ B (r, n) and ρ AB (r, n|α, β), there are no closedform analytical conditions available in general. For a successrun test, i.e., r = 0, the next Proposition gives the closed-form conditions for comparing ρ B (n) and ρ AB (n|α, β).
Proposition 2 (P2): For given R L and (n, r = 0), the following closed-form analytical conditions hold for comparing ρ B (n) and ρ AB (n|α, β) (see proofs in Appendix C): (27) Notice that P2 1) and 2) give sufficient and necessary conditions for comparing ρ B (n) and ρ AB (n|α, β). In P2 3) and 5), only sufficient conditions are available. If sufficient conditions do not hold or r > 0, numerical integration is needed to compare ρ B (n) and ρ AB (n|α, β) based on (19) and (20), or compare ρ B (r, n) and ρ AB (r, n|α, β) based on (4) and (16) . Fig. 5 gives further explanation by identifying the regions of α and β where closed-form conditions are available (in the "black region" and the "gray region") or unavailable (in the "white region") with R L = 0.85, n = 20, and r = 0. In "black region," the risks of conventional non-aggregation-based SRDT strategies are smaller than their aggregation-based counterparts, namely AC-SRDT and AB-SRDT. In "gray region", aggregatebased SRDT strategies yield smaller risk values. In "white region," numerical integration needs to be performed in comparing different risk functions. Notice that there is an intersection point, (1, 1) , between the black and gray regions. It confirms the equality condition 2) in either P1 or P2.
Since C-SRDT and AC-SRDT are developed under the Frequentist framework, 1 − ρ C (r, n) and 1 − ρ AC (r, n|α, β) are essentially confidence levels. For B-SRDT and AB-SRDT developed under the Bayesian framework, 1 − ρ B (r, n) and 1 − ρ AB (r, n|α, β) evaluate levels of credibility. Rigorously speaking, levels of confidence and credibility are different mathematical concepts based on different reasoning philosophy [32] . ( 3 , 3 ) Mean: 0.7, the 5th percentile: 0.5 Domain knowledge (10.8, 4.6) (0, 5) R ( 3 , 4 ) 2 out of 18 fail Historical data (17, 3) (0, 8) R ( 3 , 5 ) 3 failures, 12 right censored Historical data (13, 4) (0, 0) R ( 2 , 1 ) Uniform ( Under the Frequentist framework, demonstrating R ≥ R L with a confidence level γ means that if the true system reliability does not satisfy the requirement, the probability of not accepting an SRDT by observing y > r is γ. However, under the Bayesian framework, demonstrating R ≥ R L with a credibility level γ means that if y ≤ r, the subjective probability of the true system reliability satisfying the requirement is γ. In practice, both of these probability quantities reflect certain degrees of assurance of an SRDT in demonstrating R ≥ R L . Based on such SRDT design of (n, r), assurance level gives the probability of making correct decision for the practitioners. This is widely accepted in industrial practices [5] . With their similar practical implication of evaluating levels of assurance, classic and Bayesian SRDTs can also be compared with conditions summarized in the next Proposition.
Proposition 3 (P3):
For fixed R L and (n, r = 0), ρ B (n) < ρ C (n), and ρ AB (n|α, β) < ρ AC (n|α, β).
Based on the Theorem Property 3), P3 can be conveniently proved and the proof is omitted here. Fig. 3 further summarizes the relationship among P1-P3.
III. NUMERICAL CASE STUDY
To illustrate the proposed methodological framework and further demonstrate its validity, a hierarchical system with three levels (i.e., system, subsystem, and component levels) and eight elements is studied without losing generality. Fig. 6 shows the corresponding system structure, where elements at component level are configured in series structure and elements at subsystem level are configured in parallel structure. Table II summarizes reliability information (i.e., prior knowledge and test data) of all elements, showing the reliability information imbalance issue described in Fig. 2 . For instance, neither prior knowledge nor test data is available for the overall system. Prior knowledge is specified by Beta distributions. For instance, for E (3, 4) , a Beta(17, 3) is specified based on prior knowledge of 16 successes and 2 failures in historical studies.
As described in Table II , prior knowledge of each single element may come from different sources and is further represented by the Beta prior uniformly. For instance, subjective prior can be specified for R (3, 1) , R (3, 3) , and R (2,2) based on domain knowledge, such as engineering experience and experts' judgments, e.g., IEEE standards [19] . Objective prior can be specified for R (3, 4) and R (3, 5) based on historical data, such as SFT data and time-to-failure data. Noninformative prior can be specified for R (3, 2) and R (2, 1) when the prior knowledge is absent. Beta priors can be specified based on prior knowledge through moments matching and/or maximum likelihood estimation. Moreover, different SFT data scenarios are assumed to represent different data availability scenarios. As compared to the Frequentist approach, the Bayesian approach allows various scenarios of test data availability, such as zero sample size (i.e., n = 0) data for R (3, 1) , R (3, 5) , and R (2,1) and zero-failure (i.e., y = 0) data for R (3, 3) , R (3, 4) , and R (2, 2) .
The recursive multilevel information aggregation procedure discussed in Section II-B is implemented to specify system prior for SRDT. For instance, following the algorithm in Section II-B, information aggregation from E (3, 1) to E (2, 1) can be described as follows: in S1, the posterior reliability for E (3, 1) , R P (3,1) , is computed as R P (3,1) ∼ beta(19.7, 3.5) by integrating its native prior knowledge and SFT data in Table II; in S2, the aggregated posterior for E (2, 1) 2) ; in S3, the aggregated posterior is approximated by a induced prior as, R I (2,1) ∼ beta(12.66, 5.54); and in S4, the induced prior is combined with the native prior of E (2, 1) as R C (2,1) ∼ beta(10.33, 4.63), where w (2,1) = 0.8 is considered to put more weights on the aggregated information. Such four-step aggregation procedure is recursively implemented, as shown in the algorithm in Section II-B, until the combined prior of system is computed. The combined system prior is R C (1,1) ∼ beta(17.15, 2.18), where the specified system prior parameters are α C (1,1) = 17.15 and β C (1,1) = 2.18. Based on the specified system prior, Fig. 7 compares the n * C , n * AC , n * B , and n * AB at different levels of assurance with r = 0 and R L = 0.85, 0.95, for illustration purpose without losing generality. r = 0 is often adopted in practice since it yields the smallest test sample size than other cases when r > 0. In the left panel of Fig. 7 , when R L = 0.85, aggregationbased SRDTs achieve smaller minimum sample size than their non-aggregation-based counterparts, i.e., n * AB < n * AC < n * B < n * C . This is because that aggregated information supports the hypothesis of R ≥ R L . Specifically, aggregated information indicates a pseudosuccesses proportion of 16.15/(16.15 + 1.18) = 0.93 for C-SRDT and AC-SRDT under the frequentist framework and an expected prior reliability of 17.15/(17.15 + 2.18) = 0.89 for B-SRDT and AB-SRDT under the Bayesian framework. Moreover, for a fixed n (e.g., n = 9), the order of SRDT risks is the same as that of the minimum sample sizes, i.e., ρ AB (n|α 1) ). In addition, the Propositions obtained in Section II-D will facilitate risk comparison. For instance, when n = 9, G 1 (9, 0|α 1) ) without involving numerical integration and evaluation.
On the contrary, in the right panel of Fig. 7 , when R L = 0.95, non-aggregated-based SRDTs achieve smaller samples sizes, i.e., n * B < n * C < n * AB < n * AC . It is because aggregated information suggests a belief of R < R L , which does not support the objective of demonstrating R ≥ R L . This will require additional system-level samples for the aggregation-based SRDTs to overcome such contradicting belief. Equations (17)- (20) The major findings can be summarized as follows: 1) B-SRDT and AB-SRDT always require a smaller sample size than C-SRDT and AC-SRDT, respectively; 2) when aggregated information supports the reliability demonstration requirement, it is difficult to reduce sample size using conventional SRDT, such as C-SRDT, and aggregation-based SRDT can help reduce the sample size; and 3) when aggregated information is opposed to the reliability demonstration requirement, aggregation-based SRDT can no longer help reduce the sample size. Tables III and  IV give the calculated minimum sample sizes of four SRDT strategies with r = 0, α C (1,1) = 17.15, β C (1,1) = 2.18 and at various levels of R L and γ, i.e., 1 − . Such compact presentation could facilitate experimenters to adopt the most appropriate SRDT design in practical implementation.
IV. CONCLUSION
In this paper, a methodological framework of SRDT design and risk evaluation is proposed for hierarchical engineering systems. Multilevel information aggregation is adopted to systematically utilize reliability information (i.e., prior knowledge and test data) of all system elements and further incorporate it into the design of aggregation-based SRDTs, namely the AC-SRDT and AB-SRDT. Based on different SRDT risks, a comprehensive comparison is carried out for the aggregation-based SRDTs and their conventional counterparts (i.e., C-SRDT and B-SRDT). Closed-form conditions are analytically identified to appropriately use the proposed SRDT design framework to achieve the best reliability demonstration effectiveness.
Some interesting topics need to be studied in the future. As addressed in the paper, when aggregated information is opposed to the reliability requirement to be demonstrated, an additional number of test units are required for aggregation-based SRDTs than non-aggregation-based SRDTs. If non-aggregation-based SRDTs are adopted, it is remained unclear whether such tests should be implemented before or after conducting the reliability growth. Their corresponding cost-effectiveness needs to be analytically investigated. Another future work is that after sample size reduction based on either the aggregate-based or nonaggregation-based SRDT, the required number of system-level test units is still large and not affordable. It will be interesting to investigate how to design demonstration tests for elements at multiple levels to resolve such issue.
APPENDIX A PROOFS OF ρ C (r, n), ρ AC (r, n|α, β) AND ρ AB (r, n|α, β) [1] Recall that B(α, β) (13), I x (α, β) can be explicitly written as
Therefore, (2) can be further written as
For binomial test data, (n, y), the corresponding probability density function (pdf) is π(y|R) ∝ R n −y (1 − R) y , where n − y and y represent the number of observed successes and failures, respectively. If R ∼ Beta(α, β), the corresponding pdf is π(R) ∝ R α −1 (1 − R) β −1 . Thus, it can be interpreted as having α − 1 and β − 1 numbers of pseudosuccesses and pseudofailures, respectively. Recall R ∼ Beta(n − r, r + 1) in (A. Since the denominator is positive, the numerator can be further reduced into 
