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Abstract. Let C(X, I) be the lattice of all continuous functions on a compact
Hausdorff space X with values in the unit interval I = [0, 1]. We show that for
compact Hausdorff spaces X and Y and (not necessarily contain constants) sub-
lattices A and B of C(X, I) and C(Y, I), respectively, which satisfy a certain sep-
aration property, any lattice isomorphism ϕ : A −→ B induces a homeomorphism
µ : Y −→ X . If, furthermore, A and B are closed under the multiplication, then
ϕ has a representation ϕ(f)(y) = my(f(µ(y))), f ∈ A, for all points y in a dense
Gδ subset Y0 of Y , where each my is a strictly increasing continuous bijection on
I. In particular, for the case where X and Y are metric spaces and A and B are
the lattices of all Lipschitz functions with values in I, the set Y0 is the whole of Y .
1. introduction and Preliminaries
The problem of determining how the different structures of various spaces (al-
gebras) of functions interacts with each other is an important and active area of
research. Some related problems are to investigate the automatic continuity and
also the general form of mappings between these spaces preserving some algebraic or
topological properties. For instance, by Kaplansky’s theorem [6], the lattice structure
of CR(X), the lattice of all real-valued continuous functions on a compact Hausdorff
space X , is determined by the topological structure of X . More precisely, if the lat-
tices CR(X) and CR(Y ) are isomorphic, then X and Y are homeomorphic. Moreover,
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by [7], if X is metrizable, then such a map T : CR(X) −→ CR(Y ) is continuous with
respect to the supremum norm and has the general form
Tf(y) = t(y, f(τ(y))) (f ∈ C(X), y ∈ Y ),
where τ : Y −→ X is a homeomorphism and t : Y × R −→ R is a continuous
function. The case that T : CR(X) −→ CR(Y ) is a lattice homomorphism has been
studied in [2]. In this case T induces a continuous mapping τ : YT −→ X , where
YT is an open subset of Y such that t(y, f(τ(y))
−) ≤ Tf(y) ≤ t(y, f(τ(y))+) for
all f ∈ C(X) and y ∈ YT . Moreover, if T is bijective, then τ is a homeomorphism
between Y and X , and, furthermore, T has a representation Tf(y) = t(y, f(τ(y)))
for all f ∈ CR(X) and all y in a dense Gδ subset of Y .
It is easy to see that a bijection T : CR(X) −→ CR(Y ) is a lattice isomorphism
if and only if T is order preserving in both directions, that is f ≤ g if and only
if Tf ≤ Tg for all f, g ∈ CR(X). However, linear order preserving bijections T :
A(X) −→ A(Y ) between subspaces A(X) and A(Y ) of CR(X) and CR(Y ) have been
studied in [8]. It was shown that under some conditions on the subspaces, such a
map is a weighted composition operator inducing a homeomorphism between X and
Y . Order preserving bijections on the set C+(X) of all continuous functions on a
compact space X with values in [0,∞) have also been considered in [9].
Motivated by the Molna´r’s result [12] on sequential isomorphisms between the sets
of von Neumann algebra effects, Marovt considered the order preserving bijections
and multiplicative bijections on the set C(X, I) of continuous functions on a com-
pact Hausdorff space X with values in the unit interval I = [0, 1] in [10, 11]. Clearly
C(X, I) is a lattice with the usual ordering of functions and a semigroup with point-
wise multiplication. It should be noted that multiplicative bijections on C(X, I) are
order preserving in both directions, and so they are lattice isomorphisms, see [3,
Lemma 3]. By [10] if X is first countable, and T : C(X, I) −→ C(X, I) is a multi-
plicative bijection, then there exist a homeomorphism τ on X and a continuous map
k : X −→ (0,∞), such that Tf(x) = f(τ(x))k(x) for all x ∈ X and all f ∈ C(X, I).
The same problem for arbitrary compact Hausdorff spaces X has been studied in [3].
By [11], if X is first countable, then for any bijection ϕ : C(X, I) −→ C(X, I) which
preserve the order in both directions there exist a homeomorphism µ : X −→ X and
a family {mx}x∈X of increasing continuous bijections on I such that
ϕ(f)(x) = mx(f(µ(x))) (f ∈ C(X, I), x ∈ X).
Marovt conjectured that the results in [10, 11] are also valid without assuming that
X is first countable. The conjecture for multiplicative (and consequently for order
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preserving) bijections on C(X, I) was disproved by Ercan and O¨nal in [4]. The more
general problem of characterizing those compact Hausdorff spaces X for which any
multiplicative bijection T : C(X, I) −→ C(X, I) has the above standard form has
been investigated in [1].
In this paper, we assume that X and Y are compact Hausdorff spaces and we
study lattice isomorphisms ϕ : A −→ B between sublattices A and B of C(X, I) and
C(Y, I), respectively, not necessarily contain the constants. We show that under a
mild separation property on A and B, ϕ induces a homeomorphism µ : Y −→ X .
Then, under the assumption that A and B are closed under multiplication we give
a description of ϕ on a dense Gδ subset of Y and investigate continuity of ϕ with
respect to the uniform convergence topology.
Let us fix some notations. For a compact Hausdorff space X , and f, g ∈ C(X, I),
the notations f ∨ g and f ∧ g stand for max(f, g) and min(f, g), respectively. For
compact Hausdorff spaces X and Y , a map ϕ : A −→ B between sublattices A and
B of C(X, I) and C(Y, I), respectively, is a lattice homomorphism if ϕ(f ∧ g) =
ϕ(f)∧ ϕ(g) and ϕ(f ∨ g) = ϕ(f)∨ ϕ(g) for all f, g ∈ A. A bijective homomorphism
is called a lattice isomorphism.
For f ∈ C(X, I), z(f) denotes the zero set of f and coz(f) is its cozero set, that
is coz(f) = X\z(f).
For a compact Hausdorff space X , we say that a subset A of C(X, I) has Urysohn’s
property, if for any pair of disjoint closed subsets F and G of X there exists f ∈ A
such that f = 0 on F and f = 1 on G (compare with the Property 1 in [1]). We
also say that the evaluation of A on X is dense in (respectively, equal to) I if for
each x ∈ X , the set Ax = {f(x) : f ∈ A} is dense in (respectively, equal to) I. It is
obvious that if A contains the constant functions, then the evaluation of A on X is
equal to I.
For a compact metric space (X, d), the sublattice Lip(X, I) of C(X, I) consisting
of all I-valued Lipschitz functions on X has Urysohn’s property. Indeed, for dis-
joint closed subsets F and G of X , the function f ∈ Lip(X, I) defined by f(x) =
min( d(x,F )
d(F,G)
, 1) satisfies the desired property. More generally, for each α ∈ (0, 1], the
set Lipα(X, I) of all functions f : X −→ I satisfying the Lipschitz condition of order
α is a sublattice of C(X, I) which has Urysohn’s property. Similarly for α ∈ (0, 1),
the sublattice lipα(X, I) of Lipα(X, I) consisting of all functions f ∈ Lipα(X, I) with
lim f(x)−f(y)
dα(x,y)
= 0 as d(x, y)→ 0, also has this property. For another example of such
sublattices we can refer to the lattice AC(X, I) of all I-valued absolutely continuous
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functions on a compact subset X of the real line. It should be noted that the above
mentioned sublattices of C(X, I) are all closed under multiplication.
2. Main Results
Our main result is as follows.
Theorem 2.1. Let X and Y be compact Hausdorff spaces, A and B be sublattices
of C(X, I) and C(Y, I), respectively having Urysohn’s property and ϕ : A −→ B be
a lattice isomorphism. Then ϕ induces a homeomorphism µ from Y onto X. If,
furthermore,
(i) A and B are closed under multiplication, and
(ii) the evaluations of A and B are dense in I,
then there exists a dense Gδ subset Y0 of Y and a family {my}y∈Y0 of strictly increas-
ing continuous bijection on I such that
ϕ(f)(y) = my(f(µ(y))) (f ∈ A, y ∈ Y0).
We prove the theorem through the following lemmas.
In what follows we assume that X and Y are compact Hausdorff spaces, A and B
are sublattices of C(X, I) and C(Y, I), respectively which have Urysohn’s property,
and ϕ : A −→ B is a lattice isomorphism. Then ϕ is order preserving in both
directions, that is f ≤ g if and only if ϕ(f) ≤ ϕ(g) for all f, g ∈ A.
Since X is compact, it follows from the hypotheses that A contains the constant
functions 0 and 1 and, furthermore, ϕ(0) = 0 and ϕ(1) = 1.
We note that for any pair of functions f, g ∈ A we have fg = 0 if and only if
f ∧ g = 0. Hence we get the next lemma.
Lemma 2.2. For f, g ∈ A, we have fg = 0 if and only if ϕ(f)ϕ(g) = 0.
Using Urysohn’s property, for any pair U1 and U2 of open subsets ofX with disjoint
closures we can find f1, f2 ∈ A such that f1 = 0 on U1, f2 = 0 on U2 and f1 ∨ f2 = 1.
For each point x ∈ X , let Ux denote the set of all functions f ∈ A vanishing on a
neighborhood of x. We put
Cx = {y ∈ Y : ϕ(f)(y) = 0 for all f ∈ Ux}.
Similar notations Uy and Cy will be used for each y ∈ Y .
Lemma 2.3. For each x ∈ X, Cx is nonempty.
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Proof. First we note that Cx =
⋂
f∈Ux
ϕ(f)−1({0}). Hence Cx is a closed subset of Y .
Using finite intersection property, it suffices to show that for each f1, ..., fn ∈ Ux, the
intersection ∩ni=1ϕ(fi)
−1({0}) is nonempty. For this, assume that f1, f2, · · · , fn ∈
Ux. Since ϕ is a lattice isomorphism, we have
⋂n
i=1 ϕ(fi)
−1({0}) = {y ∈ Y :
ϕ(
∨n
i=1 fi)(y) = 0}. Put f0 =
∨n
i=1 fi and assume on the contrary that ϕ(f0)(y) 6= 0
for all y ∈ Y . Then clearly f0 6= 0, that is z(f0) = {x ∈ X : f0(x) = 0} 6= X .
Since for each i ∈ {1, 2, ..., n}, fi = 0 on a neighborhood Ui of x, it follows that
f0 = 0 on the neighborhood U = ∩
n
i=1Ui of x, i.e. U ⊆ z(f0). In particular, U 6= X .
Using Urysohn’s property, we can easily find a nonzero function g ∈ A such that
supp(g) ⊆ U . Then f0g = 0, and so ϕ(f0)ϕ(g) = 0. Since z(ϕ(f0)) = ∅ we get
z(ϕ(g)) = Y . Thus ϕ(g) = 0 which is impossible, since ϕ(0) = 0 and ϕ is a bijection.
Hence Cx 6= ∅. 
Lemma 2.4. For each x ∈ X the inclusion ϕ(Ux) ⊆ Uy holds for all y ∈ Cx.
Proof. Let y ∈ Cx and let f ∈ Ux be nonzero. Then there exists a neighborhood
U of x such that f = 0 on U . Choose open neighborhoods U1 and U2 of x such
that U2 ⊆ U1 ⊆ U1 ⊆ U . Then there are functions f1, f2 ∈ A such that f1 = 1
on U1 and supp(f1) ⊆ U and similarly f2 = 0 on U2 and f2 = 1 on X\U1. Hence
f1 ∨ f2 = 1 and consequently ϕ(f1) ∨ ϕ(f2) = 1. We note that ϕ(f2)(y) = 0, since
y ∈ Cx. Thus ϕ(f1)(y) = 1. On the other hand f1f = 0 and it follows from Lemma
2.2 that ϕ(f1)ϕ(f) = 0. Hence the open neighborhood coz(ϕ(f1)) of y is contained
in z(ϕ(f)), as desired. 
Lemma 2.5. For each x ∈ X the set Cx is a singleton. A similar assertion holds
for all y ∈ Y .
Proof. We, first, show that for each y ∈ Cx we have Cy = {x}. Let y ∈ Cx. Using
Lemma 2.3 for ϕ−1 instead of ϕ, we conclude that Cy is nonempty. Hence we need
only to show that for any point z ∈ X distinct from x we have z /∈ Cy. Assume on
the contrary that z 6= x and z ∈ Cy. Since y ∈ Cx, it follows from the above lemma
that ϕ(Ux) ⊆ Uy. Using the same lemma for ϕ
−1, we have ϕ−1(Uy) ⊆ Uz. Hence
Ux ⊆ Uz which concludes, by Urysohn’s property, that x = z, a contradiction.
Now for an arbitrary point y ∈ Y , since Cy is nonempty, we can choose a point
z ∈ Cy. Then similar to the above argument we have Cz = {y}, that is y ∈ Cz.
Hence, using the above argument once again we have Cy = {z}, i.e. Cy is a singleton.
Similarly for each x ∈ X , Cx is a singleton. 
By the above lemma we can define a map µ : Y −→ X which associates to each
y ∈ Y the unique point x ∈ Cy.
Lemma 2.6. The map µ : Y −→ X is a homeomorphism.
Proof. As it was noted in the proof of Lemma 2.5, for each y ∈ Y and x ∈ X , we
have Cx = {y} if and only if Cy = {x}. This implies that µ is a bijective map.
To show that µ is continuous, assume on the contrary that there exists a net {yα}
in Y converging to a point y0 ∈ Y and {µ(yα)} does not converge to µ(y0). Then
passing through a subnet we may assume that there exists an open neighbourhood
U of µ(y0) such that µ(yα) ∈ X\U for all α. Choose open neighborhoods U0, U1 and
U2 of µ(y0) such that Ui ⊆ Ui+1 for i = 0, 1 and U2 ⊆ U . Then there are functions
f1, f2 ∈ A such that f1 = 1 on U1 and f1 = 0 on X\U2, and similarly f2 = 0 on U0
and f2 = 1 on X\U1. Then clearly f1 ∨ f2 = 1 and consequently ϕ(f1) ∨ ϕ(f2) = 1.
Since f2 = 0 on the neighborhood U0 of µ(y0) it follows that ϕ(f2)(y0) = 0. Hence
ϕ(f1)(y0) = 1. On the other hand f1 = 0 on the open subset X\U of X (containing
all µ(yα)) which implies that ϕ(f1)(yα) = 0 for all α, a contradiction. 
The above lemma completes the proof of the first part of Theorem 2.1.
We should note that since ϕ−1 is also a lattice isomorphism it induces a homeo-
morphism ν : X −→ Y . For a given y ∈ Y if we put x = µ(y) and z = ν(x), then,
using Lemma 2.4 we have ϕ(Ux) ⊆ Uy and also ϕ
−1(Uz) ⊆ Ux. Hence Uz ⊆ Uy, which
implies that y = z. That is ν(µ(y)) = y. Similarly we have µ(ν(x)) = x. Thus µ−1
is, indeed, the associated homeomorphism to ϕ−1.
Now we investigate more properties of µ and its relations to ϕ whenever A and B
are, in addition, closed under multiplication. First we extend the property stated in
Lemma 2.4.
Lemma 2.7. Assume, furthermore, that A and B are closed under multiplication.
If f, g ∈ A and y ∈ Y such that f = g on a neighborhood of µ(y), then ϕ(f) = ϕ(g)
on a neighborhood of y.
Proof. Let U be an open neighborhood of µ(y) inX such that f = g on U . Choose an
open neighborhood U1 of µ(y) with U1 ⊆ U . Using Urysohn’s property of A, there are
functions f1, f2 ∈ A such that f1 = 0 on X\U ,f2 = 0 on U1 and f1 ∨ f2 = 1. Hence,
ff1 and ff2 are elements of A such that f = ff1∨ff2. Since f = g on U , we conclude
that ff1 ≤ g on U . On the other hand ff1 = 0 on X\U . Thus we have ff1 ≤ g and
consequently ϕ(ff1) ≤ ϕ(g). Since ff2 = 0 on U1, it follows from Lemma 2.4 that
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ϕ(ff2) = 0 on an open neighborhood V of y. Thus ϕ(f) = ϕ(ff1)∨ϕ(ff2) = ϕ(ff1)
on V , which concludes that ϕ(f) ≤ ϕ(g) on V .
A similar argument shows that ϕ(f) ≥ ϕ(g) on an open neighborhood of y, as
desired. 
Lemma 2.8. Assume that A and B are closed under multiplication. For each f, g ∈
A and y ∈ Y , the inequality f(µ(y)) < g(µ(y)) implies that ϕ(f)(y) ≤ ϕ(g)(y).
Proof. By hypotheses f < g on a neighborhood of U of µ(y) in X , in particular,
f = f ∧ g on U . Hence, by the above lemma we have ϕ(f) = ϕ(f ∧ g) on a
neighborhood of y. Thus ϕ(f) ≤ ϕ(g) on this neighborhood. 
We note that since A and B are not assumed to contain the constants we require
to state the next lemma.
Lemma 2.9. Let A and B be closed under multiplication and the evaluation of A
on X be dense in I. Then for each interval (r, s) in I there exists a function f ∈ A,
with r < f(t) < s for all t ∈ X.
Proof. Let x ∈ X . Since the evaluation of A on X is dense in I, there is a function
fx ∈ A such that r < fx(x) < s. Choose an open neighborhood Ux of x such that
r < fx(t) < s for all t ∈ Ux. Let Wx be an open neighborhood of x with Wx ⊆ Ux.
By Urysohn’s property of A there is a function gx ∈ A with gx = 1 on Wx and
supp(gx) ⊆ Ux. Put hx = gxfx. Then hx ∈ A and r < hx < s on Wx. Since {Wx}x∈X
is an open cover of X , there are x1, x2, ..., xn ∈ X such that X = ∪
n
i=1Wxi . Set
f =
∨n
i=1 hxi. Then f ∈ A and since for any t ∈ X there exists 1 ≤ i ≤ n with
t ∈ Wxi it follows that f(t) ≥ hxi(t) > r. If f(t) ≥ s for some t ∈ X , then there
exists 1 ≤ j ≤ n such that hxj(t) ≥ s. Therefore, fxj (t) ≥ hxj (t) ≥ s which implies
that t /∈ Uxj . Hence gxj(t) = 0 which is impossible, since s ≤ hxj (t) = gxj(t)fxj (t).
This argument shows that for each t ∈ X , we have r < f(t) < s, as desired. 
For any pair f, g ∈ A we put
If,g = {y ∈ Y : ϕ(f)(y) 6= ϕ(g)(y) whenever f(µ(y)) 6= g(µ(y))}
and Iϕ = ∩{If,g : f, g ∈ A}
Lemma 2.10. Under the assumptions of Lemma 2.9, Iϕ = Y if and only if ϕ is
strictly increasing, that is f < g implies ϕ(f) < ϕ(g) for all f, g ∈ A.
Proof. Let ϕ be strictly increasing and assume on the contrary that Iϕ 6= Y . Then
there is y ∈ Y such that y /∈ Iϕ. Hence there are functions f, g ∈ A such that
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f(µ(y)) < g(µ(y)) and ϕ(f)(y) = ϕ(g)(y). Choose r0, r1, s0, s1 ∈ I with f(µ(y)) <
r0 < s0 < r1 < s1 < g(µ(y)). Let U be an open neighborhood of µ(y) such that
f(t) < r0 < s0 < r1 < s1 < g(t) for all t ∈ U . By Lemma 2.9 there are functions
fr0,s0, fr1,s1 ∈ A such that r0 < fr0,s0 < s0 and r1 < fr1,s1 < s1. Thus,
f ∧ fr0,s0 < s0 < r1 < g ∨ fr1,s1.
Since ϕ is strictly increasing it follows that
ϕ(f ∧ fr0,s0) < ϕ(g ∨ fr1,s1).
Clearly f < fr0,s0 on U and consequently f < fr0,s0 ∧ f on U . Thus, by Lemma
2.8 we have ϕ(f)(y) ≤ ϕ(f ∧ fr0,s0)(y). In a similar manner we have ϕ(g)(y) ≥
ϕ(g ∨ fr1,s1)(y). Hence ϕ(f)(y) < ϕ(g)(y) which is a contradiction. This argument
shows that Iϕ = Y .
The converse statement is trivial. Indeed, assume that Iϕ = Y and y ∈ Y . For
each f, g ∈ A with f < g, since y ∈ If,g, we have ϕ(f)(y) 6= ϕ(g)(y), that is
ϕ(f)(y) < ϕ(g)(y). 
Proposition 2.11. Assume that A and B are closed under multiplication and the
evaluation of A and B on X and Y , respectively are dense in I. If ϕ is continuous
(with respect to the uniform convergence topology), then ϕ−1 is strictly increasing.
Proof. Assume on the contrary that ϕ−1 is not strictly increasing. Using Lemma
2.10 for ϕ−1 instead of ϕ we have Iϕ−1 6= X . Thus there exists a point y0 ∈ Y such
that µ(y0) /∈ Iϕ−1 . Therefore, there are functions f0, g0 ∈ A such that f0(µ(y0)) =
g0(µ(y0)) while ϕ(f0)(y0) < ϕ(g0)(y0). Replacing f0 by f0 ∨ g0 we may assume that
f0 ≤ g0. We consider two following cases:
Case 1. 0 ≤ f0(µ(y0)) < 1.
In this case we shall show that there exists a sequence {fn} in A converging
uniformly to f on X such that fn(µ(y0)) > f0(µ(y0)) for all n ∈ N.
Given ǫ > 0, since Aµ(y0) is dense in I, there exists h1 ∈ A such that 0 < h1(µ(y0))−
f0(µ(y0)) < ǫ. Let U be an open neighbourhood of µ(y0) in X such that 0 <
h1(t) − f0(t) < ǫ for all t ∈ U . Choose an open neighbourhood V of µ(y0) such
that V ⊆ U . Then we can find h2 ∈ A with h2 = 1 on V and supp(h2) ⊆ U . We
put hǫ = h1h2 and fǫ = hǫ ∨ f0. Clearly fǫ ∈ A and fǫ(µ(y0)) > f0(µ(y0)). We
claim that 0 ≤ fǫ(t) − f0(t) ≤ ǫ for all t ∈ X . Fix a point t ∈ X . If t ∈ U ,
then hǫ(t) − f0(t) ≤ h1(t) − f0(t) < ǫ. Hence in either of cases that fǫ(t) = f0(t)
or fǫ(t) = hǫ(t) we have 0 ≤ fǫ(t) − f0(t) ≤ ǫ. If t ∈ X\U , then hǫ(t) = 0
and consequently fǫ(t) − f0(t) = f0(t) − f0(t) = 0. This argument shows that
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0 ≤ fǫ(t) − f0(t) ≤ ǫ for all t ∈ X . Therefore, there exists a sequence {fn}n∈N
converging uniformly on X to f0 and for each n ∈ N
fn(µ(y0)) > f0(µ(y0)) = g0(µ(y0)).
Now the continuity assumption on ϕ implies that {ϕ(fn)} converges uniformly on Y
to ϕ(f). On the other hand, since for each n ∈ N,
fn(µ(y0)) > g0(µ(y0))
it follows from Lemma 2.8 that ϕ(fn)(y0) ≥ ϕ(g0)(y0) for all n ∈ N which is impos-
sible, since ϕ(f0)(y0) < ϕ(g0)(y0.
Case 2. f0(µ(y0)) = 1.
The argument in this case is a minor modification of Case 1. In this case we
find a sequence {fn} in A converging uniformly to f0 and such that fn = 1 on a
negibourhood of µ(y0). For this, given ǫ > 0, we choose an open neighbourhod of
µ(y0) such that 1−f0(t) < ǫ for all t ∈ U and then we choose an open neighbourhood
V of µ(y0) such that V ⊆ U . Then there exists a function hǫ ∈ A satisfying hǫ = 1
on V and supp(hǫ) ⊆ U . We put fǫ = hǫ∨f0. Then fǫ ∈ A, fǫ = 1 on V and an easy
verification shows that |fǫ(t)−f0(t)| ≤ ǫ for all t ∈ X . Hence we can find a sequence
{fn} in A satisfying the desired conditions. Since fn = 1 on a neighbourhood of
µ(y0) it follows from Lemma 2.7 that ϕ(fn)(y0) = 1 for all n ∈ N. This implies that
ϕ(f0)(y0) = 1 which is impossible, since ϕ(f0)(y0) < ϕ(g0)(y0). 
In the next Lemmas A and B are, furthermore, closed under multiplication and
their evaluations on X and Y are dense in I.
Lemma 2.12. The set Iϕ is a dense Gδ subset of Y .
Proof. First we show that for each pair f0, g0 ∈ A with f0 < g0, the set If0,g0 is a dense
open subset of Y . We note that in this case If0,g0 = {y ∈ Y : ϕ(f0)(y) 6= ϕ(g0)(y)}.
Hence If0,g0 is, clearly, an open subset of Y . Assume on the contrary that Y \If0,g0
contains an open subset V of Y . Then ϕ(f0) = ϕ(g0) on V and using Lemma 2.7
for ϕ−1 instead of ϕ we conclude that f0(µ(y)) = g0(µ(y)) for all y ∈ V , which is a
contradiction.
Now consider the dense subset J = ∪x∈XAx of I. Then clearly J contains a
countable dense subset J0. For each p, q ∈ J0 with p < q choose, by Lemma 2.9,
fp,q ∈ A such that p < fp,q < q. We shall show that
Iϕ = ∩{Ifp1,q1 ,fp2,q2 : p1, p2, q1, q2 ∈ J0 and p1 < q1 < p2 < q2}.
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Let y ∈ Y \Iϕ. Then there exists f, g ∈ A such that f(µ(y)) < g(µ(y)) and ϕ(f)(y) =
ϕ(g)(y). Choosing p1, q1, p2, q2 ∈ J0 with f(µ(y)) < p1 < q1 < p2 < q2 < g(µ(y)) we
have f(µ(y)) < fp1,q1 < fp2,q2 < g(µ(y)). Then it follows from Lemma 2.8 that
ϕ(f)(y) ≤ ϕ(fp1,q1)(y) ≤ ϕ(fp2,q2)(y) ≤ ϕ(g)(y).
Since ϕ(f)(y) = ϕ(g)(y) we get ϕ(fp1,q1)(y) = ϕ(fp2,q2)(y), that is y /∈ Ifp1,q1 ,fp2,q2 .
Hence
∩{Ifp1,q1 ,fp2,q2 : p1, p2, q1, q2 ∈ J0 and p1 < q1 < p2 < q2} ⊆ Iϕ.
The other inclusion is trivial. Thus we get the claimed equality. As for each
p1, p2, q1, q2 ∈ J0 with p1 < q1 < p2 < q2, Ifp1,q1 ,fp2,q2 is an open dense subset of
Y , it follows from Bair’s category theorem that Iϕ is a dense Gδ subset of Y . 
Now we put Y0 = Iϕ ∩ µ
−1(Iϕ−1). As in the lemma above we can conclude that
Iϕ−1 is a dense Gδ subset of X . Being µ
−1 a homeomorphism we again conclude from
Bair’s category theorem that Y0 is a dense Gδ subset of Y . It is obvious that for each
y ∈ Y0, and f, g ∈ A we have f(µ(y)) = g(µ(y)) if and only if ϕ(f)(y) = ϕ(g)(y).
Lemma 2.13. For each y ∈ Y0, the map m
′
y : Aµ(y) ∩ (0, 1) −→ By ∩ (0, 1) defined
by m′y(f(µ(y)) = ϕ(f)(y), f ∈ A, is continuous and strictly increasing.
Proof. Clearly for each y ∈ Y0, m
′
y is well-defined and strictly increasing. To prove
that m′y is continuous, let {rn} be a sequence in Aµ(y) ∩ (0, 1) converging to r ∈
Aµ(y) ∩ (0, 1). We assume that {rn} is strictly increasing, since the case that {rn} is
strictly decreasing has a similar discussion. Let f ∈ A such that f(µ(y)) = r and
for each n ∈ N, let fn ∈ A such that fn(µ(y)) = rn. Since y ∈ Y0 and rn < rn+1
it follows that ϕ(fn)(y) < ϕ(fn+1)(y) for all n ∈ N. If limϕ(fn)(y) < ϕ(f)(y), then
since By ∩ (0, 1) is dense in I, we can find a function g ∈ A such that limϕ(fn)(y) <
ϕ(g)(y) < ϕ(f)(y). Hence ϕ(fn)(y) < ϕ(g)(y) < ϕ(f)(y) for all n ∈ N. Since
y ∈ Y0 we conclude that fn(µ(y)) < g(µ(y)) < f(µ(y)) for all n ∈ N. Hence
lim fn(µ(y)) ≤ g(µ(y)) < f(µ(y)), a contradiction. Thus limϕ(fn)(y) = ϕ(f)(y),
that is m′y is continuous. 
Lemma 2.14. The map m′y has a unique extension to a continuous bijection on I.
Proof. We note that for each s ∈ (0, 1) there exists a strictly increasing sequence
{sn} in Aµ(y) ∩ (0, 1) converging to s. Since {m
′
y(sn)} is an increasing sequence in
I it follows that {m′y(sn)} converges to a point in I. We put my(s) = limm
′
y(sn).
We should note that the definition of my(s) is independent of the strictly increasing
sequence {sn} converging to s. Indeed assume that {tn} is also a strictly increasing
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sequence in Aµ(y) ∩ (0, 1) which converges to s ∈ (0, 1) and assume on the contrary
that limm′y(sn) < limm
′
y(tn) . Hence there exists N0 ∈ N such that m
′
y(sn) <
m′y(tN0) for all n ∈ N. Since m
′
y is strictly increasing we get sn < tN0 for all n ∈ N.
Thus lim sn ≤ tN0 < s which is a contradiction.
We put my(0) = 0 and my(1) = 1. Then my is an extension of m
′
y to I. An easy
verification shows that my is increasing. Now we prove that my : I −→ I is strictly
increasing. Assume that s, t ∈ (0, 1) and s < t. Being Aµ(y) dense in I there are
functions f, g ∈ A such that s < f(µ(y)) < g(µ(y)) < t. Since y ∈ Y0 it follows from
the definition of my that
my(s) ≤ my(f(µ(y))) < my(g(µ(y))) ≤ my(t)
that is my(s) < my(t). Hence my is strictly increasing on (0, 1). It is obvious that
my(s) > 0 for all s ∈ (0, 1). We note that my(s) < 1 for all s ∈ (0, 1). Indeed, if
my(s) = 1 for some s ∈ (0, 1), then choosing f ∈ A with s < f(µ(y)) < 1 we have
ϕ(f)(y) < 1, since y ∈ Y0. On the other hand,
ϕ(f)(y) = my(f(µ(y))) ≥ my(s) = 1,
a contradiction. Hence my : I −→ I is strictly increasing.
We shall show that my is continuous at each point s ∈ I. First assume that
s ∈ (0, 1) is given. Let {sn} and {tn} be strictly increasing, respectively strictly
decreasing sequences in (0, 1) converging to s. Sincemy is strictly increasing it suffices
to show that limmy(sn) = limmy(tn). Assume on the contrary that limmy(sn) <
limmy(tn). Since By is dense in I, there exist g, h ∈ A such that:
limmy(sn) < ϕ(g)(y) < ϕ(h)(y) < limmy(tn).
Using the density of Aµ(y) we can choose a strictly increasing sequence {s
′
n} and a
strictly decreasing sequence {t′n} in Aµ(y) ∩ (0, 1) converging to s such that for all
k ∈ N
my(s
′
k) < my(sk) < my(tk) < my(t
′
k).
Thus for each k ∈ N we have
my(s
′
k) < ϕ(g)(y) < ϕ(h)(y) < my(t
′
k).
Since y ∈ Y0 and my is strictly increasing we conclude that for each k ∈ N
s′k < g(µ(y)) < h(µ(y)) < t
′
k,
which is impossible, since lim s′k = s = lim t
′
k. Hence my is continuous on (0, 1). By
a similar argument we can show that my is continuous at points 0 and 1.
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Finally, using the mean value theorem, we deduce that my is surjective. 
The above lemma completes the proof of Theorem 2.1. 
We note that, in Theorem 2.1 if ϕ is assumed to be continuous, then by Lemma 2.10
and Proposition 2.11, Iϕ−1 = X , that is Y0 = Iϕ. Hence it follows from the theorem
that there exist a continuous bijection my : I −→ I such that ϕ(f)(y) = my(f(µ(y)))
holds for all f ∈ A and y ∈ Iϕ. This gives the next corollary.
Corollary 2.15. Let X and Y be compact Hausdorff spaces, A and B be sublattices
of C(X, I) and C(Y, I), respectively, which are closed under multiplication and have
Urysohn’s property. Assume, furthermore, that the evaluations of A and B are dense
in I. Then for any lattice isomorphism ϕ : A −→ B, the following statements are
equivalent:
(i) ϕ is a homeomorphism.
(ii) ϕ is strictly increasing in both directions.
(iii) There are a homeomorphism µ : Y −→ X and a family {my}y∈Y of strictly
increasing continuous bijections on I such that ϕ(f)(y) = my(f(µ(y))), for all y ∈ Y
and all f ∈ A.
Next theorem gives an explicit description of lattice isomorphisms between the lat-
tices of interval-valued Lipschitz functions. In this context the given lattice isomor-
phism is automatically continuous with respect to the uniform convergence topology.
Theorem 2.16. Let (X, d) and (Y, d′) be compact metric spaces and ϕ : Lip(X, I) −→
Lip(Y, I) be a lattice isomorphism. Then there exist a homeomorphism µ : Y −→ X
and a family {my}y∈Y of continuous increasing bijections on I such that ϕ(f)(y) =
my(f(µ(y))), for all f ∈ Lip(X, I) and y ∈ Y .
Proof. Since Lip(X, I) and Lip(Y, I) are sublattices of C(X, I) and C(Y, I), having
Urysohn’s property, it follows from Theorem 2.1 that ϕ induces a homeomorphism
µ : Y −→ X . As Lip(X, I) and Lip(Y, I) are closed under the multiplication and
contain the constants, it suffices, by the second part of Theorem 2.1, to show that
Y0 = Y , that is Iϕ−1 = X and Iϕ = Y . We prove the first equality, since the
other one is proven in a similar manner. Assume on the contrary that there exists
a point x0 ∈ X such that x0 /∈ Iϕ−1 . Let y0 ∈ Y such that µ(y0) = x0. Since
x0 /∈ Iϕ−1 , there exist functions f, g ∈ Lip(X, I) with f(µ(y0)) = g(µ(y0)) such
that ϕ(f)(y0) < ϕ(g)(y0). We should note that x0 is not an isolated point since
by Lemma 2.7, Iϕ−1 contains all isolated points of X . Using the density of Y0, we
can choose a sequence {xn} in µ(Y0) converging to x0 such that for each i ∈ N,
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0 < d(xi, x0) ≤
d(xi−1,x0)
2
. We put αi = d(xi, x0) for all i ∈ N. We note that for
i, j ∈ N with i < j we have
d(xi, xj) ≥ d(xi, x0)− d(x0, xj) ≥
αi
2
(2.1)
Let h : {xn} ∪ {x} −→ I be defined by
h(xi) =


f(xi), i is even
g(xi), i is odd
f(xi), i = 0
(2.2)
We show that h is a Lipschitz function on the closed subset {xn}∪{x0} of X . To do
this assume that M = max(L(f), L(g)) where L(f) and L(g) are Lipschitz constants
of f and g, respectively. Clearly for the given pair i, j ∈ N, if both i, j are either
even or odd we have |h(xi) − h(xj)| ≤ Md(xi, xj). Hence we assume that i is even
and j is odd. Without loss of generality we assume that i < j. Then we have
|h(xi) − h(xj)| ≤ L(f)d(xi, x0) + L(g)d(xj, x0) ≤ M (αi + αj) ≤ 2Mαi. By (2.1)
we have |h(xi) − h(xj)| ≤ 2Mαi ≤ 4Md(xi, xj). This shows that h is a Lipschitz
function on {xn} ∪ {x0}. Hence, by ([13], Theorem 1.5.6(a)), we can extend h to a
Lipschitz function H : X −→ I with the same Lipschitz constant L(h). For each
i ∈ N we put yi = µ
−1(xi). Since {yi} is a sequence in Y0 and H(µ(yi) = f(µ(yi))
whenever i is even, we conclude that ϕ(H)(yi) = ϕ(f)(yi) for even i ∈ N. Hence
tending i→∞ we get ϕ(H)(y0) = ϕ(f)(y0). Similarly we have ϕ(H)(yj) = ϕ(f)(yj)
for all odd j ∈ N and consequently ϕ(H)(y0) = ϕ(g)(y0) which is impossible, since
ϕ(f)(y0) 6= ϕ(g)(y0). 
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