This paper is concerned with the performance of MPEG-2 compressed video when transmitted over noisy channels, a subject of relevance to digital terrestrial television. We present the results of introducing errors into MPEG-2 video, and propose techniques for substantially improving the resilience of MPEG-2 to transmission errors without the addition of any extra redundancy into the bitstream. We find that it is errors in variable length data which cause the greatest artefacts as errors in these data can cause loss of bitstream synchronisation. We achieve resynchronisation using a technique known as error-resilient entropy coding (EREC). Finally we improve the error-resilience of differential coded information by replacing the standard 1D-DPCM with a more resilient hierarchical pyramid predictor.
INTRODUCTION
shows the first MPEG-2 (1) intra picture of a coded sequence. It can be clearly seen that a few errors can cause a cause large areas of the picture to be corrupted. It is a typical property of most digital systems that they fail abruptly. The aim of this research is to modify a digital system (MPEG-2) so it behaves more like an analogue system, where performance degrades gracefully with increasing channel noise.
TRANSCODER APPROACH
Standard techniques for improving the MPEG-2 noise performance concentrate on forward error correction (FEC). These techniques add redundancy thereby lowering the coding efficiency. FEC also causes abrupt failure as the error rate increases. Instead we consider the lossless `black box' approach of figure 2 where MPEG-2 data is transcoded into a more resilient structure, transmitted over a noisy channel, and finally recoded back into a compliant MPEG-2 format, to be read by an MPEG-2 decoder. The `black box' system is designed to provide substantial resilience to errors. It is lossless, so, in the absence of errors, the output is exactly the same as the input. The system does not significantly alter the bit-rate, which means that the transcoded data can still be sent down the original channel.
ERROR PROPAGATION
Once an error occurs in MPEG-2, it often causes the decoder to lose bitstream synchronisation. Once synchronisation is lost, all the remaining data is misinterpreted. This point can be shown in the following example:
Suppose we have four possible events, A,B,C, and D. Event A is the most probable and C and D are less probable. To achieve compression, we allocate a short code to A and longer codes to B and C. it, but the received code contains a different number of symbols (events) from the transmitted code. This means that the decoder has lost symbol-synchronisation, and all the following data is liable to be useless.
One solution to this problem is the introduction of re-synchronising codewords. In MPEG-2, a 24-bit code is inserted at the beginning of each slice. Providing the synchronising code is not corrupted, one error will not cause more than once slice to be corrupted. Hence the lost horizontal stripes in figure 1.
We conclude that the greatest benefit occurs when bitstream synchronisation in MPEG-2 is obtained at the block layer. However, using traditional techniques, resynchronising as often as this would require such a large coding overhead that this would not be a sensible solution.
ERROR RESILIENT SYNCHRONISATION
MPEG-2 divides a picture up into 8x8 blocks. These blocks undergo a discrete cosine transformation (DCT). This transform data is then compressed using a variable length code like the example in table 1. The outcome of the compression process is that we have image blocks which are coded using a variable number of bits.
To achieve block synchronisation, we must ensure that each variable length block starts at a known position in the transmitted bitstream. We achieve this using a technique known as the error-resilient entropy code (EREC) (2, 3) . Figure  3a shows N variable length blocks of data. Each block can be considered to be the data required to code an image block, and its height corresponds to the number of bits in that block. The idea behind the EREC is to fit these variable length blocks into the fixed slot structure of figure 3b. The horizontal line in figure 3a corresponds to the average block length. This sets the slot height in figure 3b . Therefore the number of slots is N and the total number of spaces in the slot structure is equal to the total number of bits in all of the variable length blocks. Initially as much as possible of each block of data is placed in the corresponding slot. Any data which overfills its slot is retained as in figure 3c .
In the second stage of the EREC encoding process, the remaining data is shifted to the right.
Here it attempts to fill any spaces left by smaller than average blocks (figure 3d). This process then continues: the remaining block data is shifted again, and attempts to fill spaces left in the slot structure. Finally, after N-1 shifts, all the bits of data will have been placed in the slot structure, as in figure  3d . The decoding process is similar to the encoding process except it operates in reverse: the decoder starts at the bottom of each slot and decodes the data going up the block until either the top of the slot is reached, or the end of block codeword is received. If the end of block is detected, then that block has been successfully decoded. If, however, the top of the slot is reached, then the decoder knows that the rest of the data exists on top of another slot. The decoder shifts all the excess bits back to the left, and continues the process until all the data has been successfully decoded. No additional information is required to correctly decode the EREC data.
ENHANCEMENTS TO EREC
The closer a codeword is to the end of a variable length block of data , the greater the probability of that codeword being corrupted. This is because one error causes all the remaining data in the block to be lost, and the further one is into a block, the greater the cumulative probability of one error having occurred earlier on in that block. It therefore makes sense to resynchronise after each independent piece of data. We therefore create separate slots for the DC, and macroblock type data.
There is no reason why each slot should be the same length. We make use of this by specifying smaller slots for the macroblock type data and the DC coefficients. Indeed it is possible to give more protection to more important data such as the DC coefficients by making the DC coefficient slots longer than the average length of a DC codeword. This adds more resilience to the DC data at the expense of the less important high frequency AC coefficients. Figure 4 shows part of the EREC slot structure for coding macroblocks.
We encode the data using EREC frames of between two and four MPEG-2 slices. At the beginning of each slice, we do not need to send a resynchronising codeword. Instead, we send a highly protected code at the beginning of each EREC frame. This data specifies the slot size used by the encoder. This information does not incur a coding overhead, as bits are saved by not having to transmit the MPEG-2 synch-codes. 
ERROR RESILIENT DIFFERENTIAL CODING
Given block resynchronisation, we find that it is the MPEG-2 differential coding of the DC coefficients and motion vectors which cause the most visible artefacts. The corrupted DC coefficients appear as corrupted horizontal stripes shown in figure 6c.
We employ a hierarchical pyramid based coding scheme using a four point median predictor to code these parameters. This greatly increases the error resilience, for no extra coding cost. Indeed the coding efficiency is usually improved. The pyramid coder (4) operates by forming alternate square and diamond shaped predictions as shown in figure 5.
We code one point in 64 as PCM (in figure 5 , for simplicity we show the example of one PCM point in 16). PCM (pulse coded modulation) codes a point without reference to any previous points. Although PCM is extremely error-resilient, it does not yield high compression. Therefore we only send a small fraction of bits in this manner. In figure 5a , the PCM samples are denoted by black circles. We send a differential code for the point at the centre of the square of PCM samples (grey circle). Then, in figure 5b, we code the point at the centre of the resulting diamond.
For the differential coding, we use a four point median predictor except at the edges where fewer points are available. The median filter has the inherent property of rejecting outliers, so errors will not usually propagate far and will always propagate towards the centres of the squares or diamonds in which they occur.
CONCEALMENT
Finally, we use a simple error concealment strategy whereby DCT coefficients which are statistically large (based on a training set of various images) are ignored at times of high bit error-rate. Our scheme is still lossless as the concealment is only switched on in the presence of errors.
There are various ways in which the bit error rate can be estimated for concealment purposes. A BER estimate can be formed by looking at the number of errors corrected in the protected header. Estimates can also be achieved from the number of failures to find the end of a block in the EREC decoding process. An estimate of the bit error rate may also be available from the systems layer.
RESULTS
Our results for an intra (I) picture from the sequence 'calendar and mobile' are presented in figure 6 . Figure 6a shows the original error-free decoded image. Figure 6b shows that picture with a bit error rate of 0.1% in the MPEG-2 video compression layer. Figure 6c shows the results of implementing the EREC. Error propagation in the AC coefficients has been dramatically reduced and the worst remaining errors are the stripes due to differentially coded DC coefficients. Figure 6d shows the addition of pyramid coding of DC coefficients to the EREC scheme, which considerably reduces the visibility of DC errors. Figure 6e shows the final performance of our scheme once concealment has been added. Note that concealment can be most effective only when the major effects of error propagation have been removed. Figures 6b,6c,6d and 6e all show errors at the same bit error rate of 0.1%. Figure 7 shows the performance of our scheme at a 1% bit error rate.
EXTENSION TO P AND B PICTURES
We are investigating the extension of our scheme to Predicted (P) and Bi-Directionally predicted (B) pictures. The I pictures are the most important type of picture as errors in I pictures propagate furthest. We have implemented with success a pyramidal coder for the motion vectors, and the EREC for all other data. If the positional information (macroblock address increment and coded block pattern) is protected using a small amount of forward error correction, then similar results to that of the intra pictures are achieved. Figure 8b shows the result of introducing errors into motion vectors coded in the MPEG-2 standard form. Resynchronisation is assumed directly after any corrupted vectors. Figure 8c shows the result of using pyramid coding for the motion vectors at the same error rate. In both 8b, and 8c an error rate of 0.2% is used, but as resynchronisation is assumed and no errors are added to any other parts of the bitstream, this rate should not be used as an indication of the performance of the whole scheme. 
CONCLUSION
We have introduced the concepts of a 'black box transcoder', a resilient technique for gaining block-synchronisation, and a more resilient technique for coding differential data. Using these techniques, graceful performance degradation appears possible to error rates exceeding 1 in 100 in the MPEG-2 video elementary stream.
Although presented results are obtained using random bit errors, the methods used are found to perform even better if the errors occur in bursts (for the same mean bit error rate). 
