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ABSTRACT
An isolated star moving supersonically through a uniform gas accretes material from its gravitationally-induced wake. The
rate of accretion is set by the accretion radius of the star and is well-described by classical Bondi-Hoyle-Lyttleton theory. Stars,
however, are not born in isolation. They form in clusters where they accrete material that is influenced by all the stars in the
cluster. We perform three-dimensional hydrodynamic simulations of clusters of individual accretors embedded in a uniform-
density wind in order to study how the accretion rates experienced by individual cluster members are altered by the properties
of the ambient gas and the cluster itself. We study accretion as a function of number of cluster members, mean separation
between them, and size of their individual accretion radii. We determine the effect of these key parameters on the aggregate and
individual accretion rates, which we compare to analytic predictions. We show that when the accretion radii of the individual
objects in the cluster substantially overlap, the surrounding gas is effectively accreted into the collective potential of the cluster
prior to being accreted onto the individual stars. We find that individual cluster members can accrete drastically more than they
would in isolation, in particular when the flow is able to cool efficiently. This effect could potentially modify the luminosity of
accreting compact objects in star clusters and could lead to the rejuvenation of young star clusters as well as globular clusters
with low-inclination and low-eccentricity.
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21. INTRODUCTION
Classical Bondi-Hoyle-Lyttleton (BHL) theory describes
accretion onto a single point mass embedded in a uniform-
density background gas (Hoyle & Lyttleton 1939; Bondi &
Hoyle 1944; Bondi 1952). This scenario has been stud-
ied extensively analytically (Bisnovatyi-Kogan et al. 1979;
Foglizzo & Ruffert 1999; Horedt 2000; Foglizzo et al. 2005)
and has been confirmed numerically (Hunt 1971; Shima et al.
1985; Ruffert 1994a; Ruffert & Arnett 1994; Ruffert 1994b;
Blondin & Raymer 2012; El Mellah & Casse 2015; Beck-
mann et al. 2018).
While the BHL formalism can be used to describe accre-
tion onto solitary stars moving relative to a background gas, it
remains unclear how accretion changes if the stars are mem-
bers of a cluster. Stars for the most part do not form in iso-
lation. Instead, they form in clusters (Krumholz et al. 2018),
and in these environments stars can have unsubtle effects on
one another as well as on their surrounding gas.
Numerical studies of BHL accretion have been restricted
to single accretors1 or, in rare cases, to accreting binaries
(Bode et al. 2012; Giacomazzo et al. 2012; Farris et al.
2010; Shi & Krolik 2015). The study of BHL accretion
onto a cluster of discrete point masses has not previously
been performed. Instead, clusters have traditionally been
modeled by smooth, continuous potentials whose exact form
depends on the density distribution of stars within the sys-
tem. These core potentials, as they are usually referred to,
are generally constructed with specific functional forms that
are observationally-motivated (Plummer 1911; King 1966;
Hernquist 1990). Core potentials have the advantage of be-
ing more easily described analytically and numerically (Lin
& Murray 2007; Naiman et al. 2009, 2011). Since core po-
tentials represent the limiting case of a cluster with an infi-
nite number of accretors, they are only approximate models
for stellar systems with an enormous number of stars, such
as nuclear clusters or globular clusters. Lighter stellar sys-
tems, such as open clusters, behave as discontinuous poten-
tials, making the core potential approximation even less ap-
propriate. Studies of accretion onto core potentials also do
not directly measure the accretion of material onto individual
stars within the cluster. This makes simulations of discretized
potentials especially advantageous, since they allow the spe-
cific accretion rates of the cluster members themselves to be
studied from first principles.
In this work, we extend the analytical and numerical
framework of classical BHL accretion to star clusters. We
perform three-dimensional hydrodynamic simulations of
1 The term accretor refers to a generalized code construct that has the
properties of (i) accreting ambient gas that falls within its radius and (ii)
exerting an individual gravitational potential.
clusters of accretors embedded in a uniform-density wind
in order to study how the accretion rates experienced by the
individual cluster members are altered by the properties of
the ambient gas and by the cluster itself. We study accretion
as a function of the number of cluster members, the mean
separation between them and the size of their individual ac-
cretion radii. We also consider the accretion rates realized by
individual accretors as a function of their position within the
cluster.
This paper is organized as follows. In Section 2, we briefly
review the characteristic scales of BHL accretion and then
extend them to the study of multiple accretors. In Section
3, we provide specific details about the simulation setup and
tabulate the full parameter space of the simulations we have
performed. In Section 4, we present the flow and accretion
properties of our simulations. We then present the depen-
dence of the accretion rates on the properties of the cluster,
the total number of accretors and the equation of state of the
gas. In Section 5, we provide a summary, consider the im-
plications of our results to relevant astrophysical settings and
present a brief discussion on the dependence of individual
accretion rates on location within a cluster.
2. SETTING THE STAGE
The original Hoyle-Lyttleton (HL) problem (Hoyle & Lyt-
tleton 1939, 1940a,b) considers the accretion by a point mass
moving supersonically through a uniform density medium.
The upstream flow is characterized by a Mach numberM =
v∞/c∞ and a gas density ρ∞. Here c∞ is the sound speed
and v∞ is the speed of the point mass relative to the gas.
In the supersonic regime, the accretion radius
Ra =
2GM
v2∞
, (1)
characterizes the length scale of gravitational influence of the
point mass on the gas. This length scale sets the cross section
through which matter flowing past the point mass is captured
into a downstream wake and is subsequently accreted (Edgar
2004).
The HL accretion rate is defined as the flux of material with
impact parameter less than Ra,
M˙HL = piR2av∞ρ∞ =
4piG2M2ρ∞
v3∞
. (2)
A key goal of this paper is to learn how the prediction of
HL must be modified to describe the flow in and around a star
cluster hosting N accretors, each of mass M?. To that end, it
is necessary to make the distinction between the accretion
radius of an individual cluster member, denoted
Ra,? =
2GM?
v2∞
, (3)
3and the accretion radius of the entire cluster, denoted
Ra,c =
2GMc
v2∞
, (4)
where Mc = NM∗ is the total mass of the cluster.
Within a stellar cluster, the characteristic accretion radius,
Ra,?, and the mean separation between cluster members,
R⊥ = RcN−1/3, (5)
determine whether individual accretors are able to influence
one another. Here, Rc is the cluster’s physical radius. In this
context, traditional BHL flow will take place around each in-
dividual accretor when R⊥  Ra,?. That is, the separation
between accretors is much larger than their accretion radii
and each accretor can be considered to accrete independently.
Then the mean accretion rate of the individual cluster mem-
bers is roughly
〈M˙?〉ind ≈ M˙HL,? = piR2a,?v∞ρ∞ =
4piG2M2?ρ∞
v3∞
, (6)
where M˙HL,? is the rate at which a cluster member is expected
to accrete in isolation, giving a total accretion rate for the
cluster of
M˙c,ind ≈
N∑
i=1
〈M˙?〉ind ≈ NM˙HL,?. (7)
When R⊥  Ra,?, we expect the flow structure to be com-
posed of individual, detached bow shocks around each clus-
ter member.
The key difference that this work will emphasize is the role
of R⊥/Ra,? in shaping the flow around the individual accre-
tors when R⊥/Ra,? . 1. In this case, the accretion radii of the
individual accretors substantially overlap, and one naively
could consider the cluster to accrete in aggregate such that
M˙c,col ≈ M˙HL,c = piR2a,cv∞ρ∞ =
4piG2(NM?)2ρ∞
v3∞
. (8)
Equation 8 can be rewritten as
M˙c,col ≈ N2M˙HL,? = NM˙c,ind, (9)
so that the mean accretion rate of an individual cluster mem-
ber is
〈M˙?〉 =
M˙HL,? when R⊥ Ra,?NM˙HL,? when R⊥ . Ra,?. (10)
This suggests that when the entire cluster is able to gravi-
tationally focus ambient gas, each individual cluster member
could accrete significantly more than it would in isolation
(Lin & Murray 2007). In the limit of Ra,c > Rc, the flow
structure is expected to be composed of a single, coherent
bow shock (Naiman et al. 2009, 2011).
This simple analysis, however, considers the gravitational
capture of the ambient gas by the entire cluster and neglects
the three-dimensional distribution of the individual accretors.
Though this gas is by construction bound to the cluster, the
individual cluster members are not necessarily able to accrete
the gas efficiently. In general, we expect the mean individual
accretion rates to scale as
〈M˙?〉 = NαM˙HL,? (11)
where 0. α. 1. The accretion rate depends not only on N,
but also (through α) on R⊥/Ra,?. In this prescription, α = 0
gives the limiting case when R⊥  Ra,? while α = 1 repre-
sents the opposite limit when R⊥  Ra,?. The goal of this
paper is to perform numerical simulations based on the phase
space of the physically motivated flow parameters derived in
this section in order to empirically determine the relevant val-
ues for α.
3. METHODS
Classical numerical studies simulate HL accretion by fix-
ing an accreting point mass at the origin of the computational
domain and sending an (initially) uniform-density flow past
the object in a “wind-tunnel” (Blondin & Raymer 2012). To
study the effect of a cluster of point masses on the upstream
flow, we modify this approach by embedding a cluster of N
accretors in the wind tunnel. In this section, we describe our
numerical methods in detail.
All simulations are performed using version 4.5 of the
grid-based adaptive mesh refinement hydrodynamics code
FLASH (Fryxell et al. 2000). We employ FLASH’s direc-
tionally split hydrodynamics solver using the direct Eulerian
version of the piecewise-parabolic method (PPM), which is
described in Colella & Woodward (1984). We make use of a
gamma-law equation of state, and in general we use γ = 5/3.
A γ = 1.1 equation of state is also used here to simulate the
properties of the flow when significant cooling occurs in the
gas, which we denote as quasi-isothermal. This work ex-
tends a tradition of numerical study of HL accretion in our
group (Naiman et al. 2009, 2011; MacLeod & Ramirez-Ruiz
2015a,b; Murguia-Berthier et al. 2017; MacLeod et al. 2017).
The reader is referred to MacLeod & Ramirez-Ruiz (2015a)
for a detailed review of previous numerical work that sum-
marizes results with respect to flow stability as it depends on
sink size, Mach number, equation of state and geometry.
3.1. Boundary and Initial Conditions
We initialize a three-dimensional Cartesian grid with uni-
form ambient gas properties P∞ and ρ∞ for the pressure and
density, respectively. The gas is initially moving in the +x di-
rection with uniform velocity v∞, and is replenished at the −x
4boundary every time step to simulate the incoming flow. The
y and z boundaries are chosen so that the bow shock formed
by the wind is fully contained within the domain. We use HL
units, setting the cluster accretion radius Ra,c = 1 and setting
the wind velocity v∞ = 1.
3.2. Accretion
The N cluster members are distributed uniformly, using re-
jection sampling to fix their separation to values near R⊥.
The center of mass of the cluster is placed at the coordinate
origin. Each cluster member is represented by a point mass
that is surrounded by an absorbing boundary characterized by
a sink radius R? and whose position is fixed to the grid. The
accretion algorithm samples the gas properties of cells within
R? and floors the values of density and pressure within each
cell. The removed mass is recorded, but not added to the
sink under the assumption that the mass of the accumulated
gas is much less than M?. The sink boundary is softened,
such that more mass is accreted in the center of the sink than
near the surface of the sink boundary. This prevents numeri-
cal oscillations and helps keep the time-step from becoming
too small. The density and pressure of cells within the sink
boundary are not allowed to fall below 15% of their ambient
values, ρ∞ and P∞, respectively.
3.3. Gravity
The gravitational potential of the cluster is fully dis-
cretized, with each accretor having equal mass. The self-
gravity of the gas is neglected. The gravitational potential
of the individual accretors is turned on gradually over one
HL crossing time of the cluster, Ra,c/v∞. Additionally, the
gravitational acceleration of each point mass is modified by a
softening parameter similar to that of Ruffert (1994a), where
 is the softening parameter, δ is the smallest cell size of the
simulation, and ri is the distance of the cell from the potential
of the i-th accretor
~ag =
N∑
i=1
−GM?
r2i + 2δ2exp(−r2i /2δ2)
rˆi. (12)
This prevents the flow from diverging near the boundary of
the individual accretors and ensures that the time step does
not become too small.
3.4. Resolution
The length scales of the physics involved in our simula-
tions span several orders of magnitude. At the largest scale,
it is necessary to capture the full width of the bow shock,
as otherwise we would strip pressure support away from the
mass accumulation at the core of the cluster. It is also critical
to resolve the core of the cluster, at scales ≈ Ra,c; the vicinity
of each accretor, at scales ≈ Ra,?; and, at the smallest scales,
the boundary of the sink radius itself, at scales ≈ R?. For the
Table 1. All simulations presented in this work are listed. All sim-
ulated clusters are distributed uniformly. The computational vol-
ume is the same in all simulations: [xmin,xmax] = [−12.0,20.0] Ra,c,
[ymin,ymax] = [−22.4,22.4] Ra,c, [zmin,zmax] = [−22.4,22.4] Ra,c.
N R⊥ [Ra,?] γ Rc [Ra,c] M
4 0.2 5/3 0.08 2.0
4 0.5 5/3 0.20 2.0
4 2 5/3 0.79 2.0
16 0.2 5/3 0.03 2.0
16 0.5 5/3 0.08 2.0
16 2 5/3 0.31 2.0
16 0.5 5/3 0.08 1.5
16 0.5 5/3 0.08 3.0
32 0.2 5/3 0.02 2.0
32 0.5 5/3 0.05 2.0
32 2 5/3 0.20 2.0
4 0.5 1.1 0.20 2.0
16 0.5 1.1 0.08 2.0
32 0.5 1.1 0.05 2.0
purpose of computational efficiency, we employ an adaptive
mesh refinement routine. We refine preferentially on regions
of higher internal energy and on regions that are near the in-
dividual accretors.
It is well-known that both the resolution and the radius of
the sink affect the accretion rates realized in HL simulations
(Ruffert 1994a; Blondin & Raymer 2012). To control for
this, we hold the ratio δ : R? : Ra,? constant across simula-
tions. In all simulations, we fix the cluster mass Mc = 1/2G
(such that Ra,c = 1), which means that as we increase N, the
total mass is effectively split into lighter components. To fa-
cilitate comparison, we normalize all results to the accretion
rate of a single accretor in isolation, M˙N=1, at the same reso-
lution and sink size; that is, the same values of δ : R? : Ra,?.
In general, M˙N=1 ≈ M˙HL,?, although the exact value of M˙N=1
depends on resolution and sink size. As a consistency check,
we performed tests with R?/δ varying from 12.5 to 4 with no
appreciable difference in the normalized accretion rates.
3.5. Simulation Parameters
We perform fourteen simulations (Table 1). In all calcu-
lations we fix the softening parameter ( = 7, which serves
only to prevent spurious velocity divergences near accretor
boundary and its exact value has a negligible effect on the
flow), the cluster mass (Mc =1/2G, which is done for numer-
ical convenience), the parameters controlling the resolution
(R?/δ = 4, R?/Ra,? = 0.05) and the dimensions of the compu-
tational domain (see Table 1 caption). In most simulations
52
1
0
-1
-2
y 
[R
a,
c
]
N= 4, R = 0.2Ra, N= 16, R = 0.2Ra, N= 32, R = 0.2Ra,
-2 -1 0 1 2
x [Ra, c]
2
1
0
-1
-2
y 
[R
a,
c
]
N= 4, R = 2Ra,
-2 -1 0 1 2
x [Ra, c]
N= 16, R = 2Ra,
-2 -1 0 1 2
x [Ra, c]
N= 32, R = 2Ra,
100
103
|∇
P
|
Figure 1. The projection of the large-scale flow structure is depicted for the R⊥ = 0.2 Ra,? (top row panels) and R⊥ = 2 Ra,? (bottom row panels)
simulations for N = 4, 16, and 32 with γ = 5/3. The magnitude of the pressure gradient, in units of ρ∞v2∞/Ra,c, is mapped at time 32 Ra,c/v∞.
In all simulations a single, coherent bow shock is formed after a time ≈ 10 Ra,c/v∞ and a steady density enhancement envelops the cluster,
consistent with studies of core potentials (Naiman et al. 2009, 2011).
we fix the Mach number of the incident wind to beM = 2.
The dependence on Mach number on the flow is discussed
in Section 4.2.3. For all simulations, a steady state solution
is achieved by time ≈ 10 Ra,c/v∞, and each simulation is
run until a time of 32 Ra,c/v∞. An adiabatic (γ = 5/3) equa-
tion of state is used for 9 simulations and a quasi isothermal
(γ = 1.1) equation of state is used for the other 3. The two
key parameters that are systematically varied are the number
of accretors (N = 4,16,32) and the mean separation between
accretors (R⊥/Ra,? = 0.2,0.5,2). Because R⊥/Ra,? is altered
systematically and the cluster members are assumed to be
distributed uniformly, the corresponding changes in cluster
radius, Rc, can be calculated using the following relation
Rc
Ra,c
=
(
R⊥
Ra,?
)
N−2/3. (13)
The value of Rc for each simulation is reported in Table 1.
Equation 13 implies σc ∝ N1/3, where σc is the velocity dis-
persion of our simulated clusters. For comparison, σc ∝ N1/2
for globular clusters (Ha£egan et al. 2005) and σc ∝ N1/4 for
young stellar clusters (Pfalzner et al. 2016).
4. RESULTS
In this section, we present the results of all simulations
listed in Table 1. We first discuss the macroscopic flow struc-
ture for the adiabatic simulations. Then, we consider the de-
pendence of individual accretion rates on R⊥/Ra,? and on N.
Finally, we investigate effects of different equations of state
(γ = 5/3 and 1.1) on the morphology of the flow and the ac-
cretion rates of the individual cluster members.
4.1. Macroscopic Properties of the Flow
Figure 1 shows projection plots for our adiabatic simula-
tions with the smallest and largest values of the mean sepa-
ration, R⊥/Ra,? = 0.2 and 2, respectively, at a time of t = 32
Ra,c/v∞. These snapshots exemplify features common to all
of our adiabatic simulations. The large-scale structure re-
tains the key features of canonical BHL flow: supersonic
flow leads to the formation of a single, coherent bow shock
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Figure 2. The radial density profile is depicted for R⊥ = 0.2, 0.5
and 2 Ra,? simulations for N = 32 with γ = 5/3. The radii of these
clusters are 0.02, 0.05, and 0.20 Ra,c, respectively. For decreasing
Rc/Ra,c (Equation 13), the steepness of the density profile increases,
which allows individual cluster members to gravitationally influ-
ence higher density material.
upstream from the cluster as material is funneled into a high-
density wake downstream. The shock is smooth and axisym-
metric about the line of motion of the cluster’s center of mass.
A striking feature of all of our adiabatic simulations is the
existence of a finite standoff distance between the cluster and
the bow shock. Because the entire cluster is always fully
embedded behind the shock, the mass accumulation onto the
cluster is insulated from the ram pressure of the wind. This
feature, consistent with studies of core potentials (Naiman
et al. 2009, 2011), allows a stable density enhancement to
form around the cluster members.
As R⊥ decreases, variations in density are smoothed out
and the cluster’s core is contained within a spherically sym-
metric high-density region of gas. As is apparent in the top
row of Figure 1, the density enhancement is highly symmet-
ric about the cluster center of mass and individual cluster
members become indiscernible. This is in agreement with
our analysis of α in Section 2; when R⊥  Ra,?, the clus-
ter behaves increasingly as a single accretor with mass NM?
(Equation 8). The symmetry of the flow is, however, bro-
ken at sub-cluster scales by the presence of the individual
cluster members (see inset panel in Figure 1), which leads to
dramatic changes to the morphology of the flow around the
individual accretors.
In Figure 2, we present the spatially-averaged radial den-
sity profiles of the N = 32 simulations (the R⊥/Ra,? = 0.2
and 2.0 curves correspond to the right column of Figure 1).
In general, the density profile of the accumulated gas is ex-
pected to steepen as the cluster density increases, which in
our setup is controlled by R⊥/Ra,? (Equation 13). As a re-
sult, the density profile is shallower for R⊥/Ra,? = 2 and much
steeper for R⊥/Ra,? = 0.2. This is also reflected in the pres-
sure gradients of the envelopes in the corresponding panels
of Figure 1. As R⊥/Ra,? decreases, the density of the mate-
rial that is focused toward the individual cluster members in-
creases. This allows them to accrete at systematically higher
rates when compared to M˙N=1.
4.2. Accretion Rates
One of the main goals of this work is to understand how
the accretion rates of individual cluster members differ from
accretors in isolation. In this subsection, we investigate how
these rates depend on the number of accretors, N, and on the
mean separation between accretors, R⊥.
Before we proceed, let us first describe the notation we use
when referring to accretion of the individual cluster mem-
bers. Our simulations measure the instantaneous rate of ac-
cretion for each cluster member at every time step. The mea-
sured value for a particular accretor is M˙?,i. The total instan-
taneous accretion rate for the cluster is found by summing
over all sinks and is denoted
M˙c =
N∑
i=1
M˙?,i. (14)
We use angled brackets to indicate averages and include a
subscript to indicate the quantity we average over, either N or
t. For example, 〈M˙?〉N is the instantaneous average accretion
rate over all N accretors
〈M˙?〉N = 1N M˙c. (15)
A time average of that quantity is denoted by 〈M˙?〉N, t . All
time averages presented in this paper are calculated over the
steady-state phase, which is established at t = 10 Ra,c/v∞ and
lasts until the end of the simulation at t = 32 Ra,c/v∞.
To facilitate comparison between all simulations, we nor-
malize all accretion rates to M˙N=1, which is the time averaged
accretion rate computed for an isolated accretor using all of
the same simulation parameters as the simulated cluster in
question (namely, γ, M, R?, δ, and the size of the compu-
tational domain). This also permits our results to be directly
compared to realistic clusters (see Section 5.3).
4.2.1. R⊥/Ra,? Dependence
Here we study average accretion rates as a function of
R⊥/Ra,? with fixed N for our adiabatic simulations. In Fig-
ure 3, we present the number-averaged accretion rates as a
function of time for our adiabatic N = 32 simulations. As
expected from the discussion of Section 2, 〈M˙?〉N increases
with decreasing R⊥/Ra,?. Members that are closer together
(for a fixed Ra,?) benefit from the gravitational influence of
their neighbors and experience an enhanced accretion rate,
on average.
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Figure 3. The number-averaged accretion rates for N = 32, γ = 5/3
simulations are plotted as a function of time for R⊥/Ra,? = 0.2, 0.5
and 2. The accretion rate is normalized to M˙N=1 = 0.49 M˙HL,?. For
decreasing R⊥, the relative accretion rate increases and exhibits a
higher degree of variability.
Figure 3 also shows that as R⊥ decreases, the time variabil-
ity of 〈M˙?〉N increases. The characteristic stirring length for
turbulent motions in the high density gas that envelopes the
cluster is Ra,?. For the more widely separated clusters with
R⊥ = 2 and 0.5 Ra,?, the cluster radius is larger than the stir-
ring length. The different accretors within the cluster sample
over all of the variations in the gas which offset one another
when the average is taken. When R⊥ = 0.2 Ra,?, on the other
hand, the cluster radius Rc becomes smaller than Ra,? so the
individual accretors stir the gas in aggregate. The variances
in the individual accretion rates add in phase, resulting in a
high variance in the number-averaged accretion rate.
In Figure 4, we explore the local dynamics of the flow in
the immediate vicinity of an individual accretor by plotting
the absolute value of the ratio of accelerations on the gas for
the adiabatic N = 32 simulations. Here, the radial axis is de-
fined with respect to the depicted accretor. White and yel-
low colors indicate regions where gas pressure dominates,
red and orange colors indicate where the gas is near hydro-
static equilibrium, and black and purple regions are those in
which the aggregate gravitational force dominates.
When R⊥/Ra,? = 0.2, the gravitational force dominates
over the pressure gradient in most directions. This allows
a sizable number of flow lines to pierce into the accretion ra-
dius region without being deflected by the collisional proper-
ties of the gas. As argued above, the overlapping influence of
multiple members allows the gas to be accreted into individ-
ual cluster members at drastically enhanced rates (Figure 3).
As R⊥ increases, the effects of gravity become weaker. For
R⊥/Ra,? = 2 the pressure gradient establishes superiority and
the flow is largely deflected away from the accretor. As a
result, the individual accretion rates are inhibited and more
closely resemble those expected in isolation (Figure 3).
4.2.2. N Dependence
In this subsection, we consider accretion as a function of N
with R⊥/Ra,? unchanged. By fixing R⊥/Ra,?, the overlapping
influence of adjacent cluster members is set to be the same
and the main changes on the individual accretion rates arise
from variations in the overall density structure of the flow,
which in turn is altered by changes in the aggregate cluster
potential.
A key property of all BHL simulations is that there is a con-
stant flux of fresh material flowing toward the central object.
Interaction with this steady flow defines the density structures
seen in Figure 5 for the adiabatic simulations with R⊥/Ra,?
= 0.5 and N = 4,16 and 32. As the compactness of the clus-
ter increases with N, there is a corresponding increase in the
gas density near the cluster’s core in order for ram pressure
balance to be maintained with the incoming flow. The rel-
atively higher gas densities found near the core imply that
a larger amount of material is available to be accreted by
the individual cluster members. In Figure 5, we also plot
the number-averaged accretion rates of the individual cluster
members as a function of time. As argued above, the aggre-
gate gravitational influence within Rc yields higher density
enhancements which give rise to an enhancement of the av-
erage accretion rates of the individual cluster members when
compared to those they might experience when accreting in
isolation.
The variability in the accretion rate in Figure 5 is remark-
ably similar for different values of N, consistent with the
stirring length arguments of Section 4.2.1 for fixed R⊥/Ra,?.
This is observed for each set of simulations with constant
R⊥/Ra,? and varying N.
4.2.3. M Dependence
While for the majority of this work we focus primarily on
M = 2 flow, here we briefly consider the dependence of our
results on M (namely, M = 1.5 and 3). In Figure 6, we
examine the large-scale flow morphology for different Mach
numbers. For each Mach number, a stable bow shock forms,
with smaller opening angles at higher Mach numbers. The
bow shock is stable because the standoff distance to the bow
shock insulates the density enhancement from the ram pres-
sure of the wind. However, with increasingM the separation
between the bow shock and the cluster radius decreases, and
at some critical Mach number the ram pressure will be able
to penetrate into the cluster’s core (Naiman et al. 2011). If
this is the case, a stable flow structure will no longer form
and the flow morphology might loosely resemble that seen in
our isothermal simulations (Section 4.4).
We explore the dependence of accretion on Mach num-
ber in Figure 7. Plotted are our results for the normalized
number-averaged accretion rates as a function of time for
different Mach numbers. Here, we normalized the number-
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Figure 4. Snapshots of the flow are shown for the three different N = 32 adiabatic simulations, characterized by R⊥/Ra,? = 0.2,0.5 and 2. The
absolute value of the radial components of the pressure gradient over the gravitational force per unit density due to all objects is plotted. The
white circle represents the accretion radius Ra,? of the individual accretors and the black arrows depict the streamlines of the flow. The pressure
gradient is highly sub-dominant when R⊥/Ra,? = 0.2, which leads to enhanced gravitational focusing of the flow. As a result of the overlapping
influence of multiple members, a relatively large amount of gas is able to enter the accretion radius region of individual members.
averaged accretion rate to M˙N=1 = (0.42, 0.49, 0.682 forM =
(1.5, 2, 3), respectively. We find that for different Mach
numbers, the number-averaged accretion rates are remark-
ably similar. This is consistent with Equation 11, which sug-
gests that for a given N and R⊥/Ra,?, the number-averaged
accretion rate should be insensitive to the choice ofM. This
relation should break down at sufficiently high Mach num-
bers once the ram pressure of the wind prevents the flow from
forming a stable structure within the core of the cluster.
4.3. Resolving the Connection between M˙? and N
A central motivation of this study is to determine the value
of α as a function of R⊥/Ra,? in the scaling
〈M˙?〉N, t = NαM˙N=1 (16)
which is Equation 11 with M˙HL,? exchanged for the numeri-
cally determined M˙N=1. As a reminder, the subscripts N and
t indicate that 〈M˙?〉N, t is an average accretion rate over all
cluster members and over steady-state (to remove the time
dependence).
In Figure 8, we plot 〈M˙?〉N, t in units of M˙N=1 as function of
N for all adiabatic simulations. Each dashed line represents
our fit to the data for a fixed value of R⊥/Ra,?. Fitting these
data points to Equation 16 yields α = 0.62±0.04, 0.42±0.01
2 The N = 1,M = 3 accretion rates were calculated at a higher resolution
(R?/δ = 8) than in our other simulations. This is because at higher Mach
numbers and lower resolutions, the flow becomes highly unstable, artificially
decreasing the accretion rate (Ruffert & Arnett 1994). This instability is not
seen atM = 3 for higher resolutions (Blondin & Raymer 2012), motivating
our use of R?/δ = 8 for this particular simulation.
and 0.18± 0.01 for R⊥/Ra,? = 0.2, 0.5 and 2, respectively.
That is, the dependence on N increases as the accretion radii
of the individual cluster members more substantially overlap.
Indeed, we find that 0 < α < 1 for all values of R⊥/Ra,?, as
expected from Section 2. These results are also consistent
with the limit α→ 1 as R⊥→ 0, with the relation always re-
maining sub-linear. This is because the individual members
are not able to accrete the gas efficiently3, which is due to the
collisional nature of the flow. In the γ = 5/3 case, the adia-
batic build-up of pressure is significant and, without a means
to dissipate its internal energy, the flow remains in large part
pressure supported. As a result, the flow is largely deflected
away from the individual accretors, and a substantial fraction
of the accumulated gas is advected away. When cooling is
effective, as is the case for a young cluster in a dense galaxy
merger environment (Whitmore et al. 2005; Naiman et al.
2011), we expect the individual accretion rates to increase
due to the loss of pressure support. It is to this issue that we
now turn our attention.
4.4. The Role of Cooling on Accretion
Pressure support certainly plays a key role in BHL simula-
tions (MacLeod & Ramirez-Ruiz 2015a). As a result of cool-
ing, material can be compressed to varying degrees. In cases
where the flow can cool efficiently, the gas can be treated as
nearly isothermal. The effects of radiative cooling are ap-
proximated here by having the gas evolve with an adiabatic
constant γ = 1.1, rather than with γ = 5/3 which models in-
3 We also note that the relation is less well-defined when N is small and
the overall cluster potential is less smooth.
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Figure 5. The radially-averaged density profiles (top panel) and
number-averaged accretion rates (bottom panel) are plotted for the
R⊥ = 0.5 Ra,? adiabatic simulations as a function of time. Three dif-
ferent values of N are shown. The number-averaged accretion rate
is normalized to M˙N=1 = 0.49 M˙HL,?, while the density is normalized
to ρ∞. For increasing N, the relative accretion rate increases with a
similar degree of variability.
efficient cooling. The effects of self-gravity of the gas are
neglected. This is an adequate assumption for most clusters,
for which the accumulated mass is less than the stellar mass.
This assumption is certainly not adequate for young star clus-
ters in the process of formation (Krumholz et al. 2018).
In simulations with a γ = 1.1 equation of state, the gas is
much more compressible than in simulations with a γ = 5/3
equation of state. This has a dramatic effect on the morphol-
ogy of the flow, as seen in Figure 9, where we plot the density
of the large-scale flow structure for both adiabatic and quasi-
isothermal simulations with R⊥/Ra,? = 0.5.
In the adiabatic simulations, corresponding to γ = 5/3, a
stable density enhancement is able to form, as depicted also
in Figure 1 and in agreement with studies of core potentials
(Naiman et al. 2011). In the γ = 1.1 simulations, the en-
hanced compressibility of the flow allows for the effective
buildup of mass at smaller scales and, as a result, the individ-
ual cluster members are able to accrete more efficiently. Adi-
abatic flows will instead rapidly heat the gas as it accumulates
in the cluster potential, preventing the inflow of material to
the core of the cluster at much lower threshold densities than
in the γ = 1.1 case. The gas accumulated in a cluster with
γ = 5/3 will be less centrally confined and less successful at
insulating the accumulated gas from being advected by the
incoming flow. Although the high density region surround-
ing the cluster in the γ = 5/3 simulations is stable, it is by no
means static. This material is being constantly advected and
replenished by material crossing the primary shock. In the
γ = 1.1 case, on the other hand, material penetrates deep into
the potential of the individual accretors where it is captured
before it can be advected downstream.
Our quasi-isothermal simulations also show the presence
of instabilities within fast moving and highly compressible
flow, similar to those seen in Naiman et al. (2011). In
highly compressible flows, modest pressure perturbations in
the shock region are able to forcefully produce sizable vor-
ticity perturbations (Naiman et al. 2011). The differences in
the flow structure are obvious when comparing the density
maps shown in Figure 9, which show that the central density
enhancements in adiabatic flows are quasi-hydrostatic, while
those for the γ = 1.1 flows are not.
Figure 10 compares the various simulated density profiles
and individual accretion rates for the set of γ = 1.1 simula-
tions. These curves can be directly juxtaposed with those
depicted in Figure 5 for the adiabatic cases. Individual accre-
tion rates are, as expected, much higher in the γ = 1.1 case.
There is also a stronger dependence on N, with a correspond-
ing increase in the degree of variability of 〈M˙?〉N . Yet, the
characteristic variability timescale remains similar across N
as it is primarily driven by R⊥/Ra,?, which is here fixed to a
value of 0.5.
In Figure 11, we present the time- and number-averaged
accretion rates as a function of N for all R⊥/Ra,? = 0.5
simulations, with the goal of contrasting the adiabatic and
quasi-isothermal results. Fitting our simulation data to Equa-
tion 16 we obtain α = 1.01±0.03 for γ = 1.1. For the quasi-
isothermal equation of state, this indicates that the cluster as a
whole can accrete at maximal efficiency. This is attributed to
the heightened compressibility of the gas, which minimizes
the advection of the material away from the individual accre-
tors.
5. DISCUSSION
We have shown that the structure of a supersonic flow
around discretized clusters can be characterized by a few es-
sential parameters: the individual accretion radius (Ra,?), the
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Figure 6. The large-scale structure of the flow is shown for N = 16, R⊥ = 0.5 Ra,? adiabatic simulations with varying M. Each simulation
exhibits a bow shock with standoff distance exceeding the radius of the cluster, allowing the density enhancement to remain stable. With
increasing Mach number, the the standoff distance approaches the cluster radius, and the opening angle of the bow shock decreases.
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Figure 7. The number-averaged accretion rates are plotted for N =
16, R⊥ = 0.5 Ra,? adiabatic simulations. Three different values of
M are shown. The number-averaged accretion rate is normalized
to M˙N=1 = (0.42, 0.49, 0.68) forM = (1.5, 2, 3), respectively. The
relative accretion rate is enhanced similarly each choice of Mach
number.
mean separation between objects (R⊥), and the total number
of objects (N). The relation between M˙?, N and R⊥/Ra,? has
been studied in previous sections by means of hydrodynamic
simulations. The primary goals of this section are threefold;
• To explore the validity of our results when considering
variations in the accretion rate across cluster members,
• To present a summary of the salient lessons learned
from our dimensionless calculations, and
• To discuss how these lessons are applicable to relevant
astrophysical settings.
5.1. Dependence of M˙? on Location
4 16 32
N
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〉 N,t/
M˙
N
=
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R /Ra, = 0.5
R /Ra, = 2
Figure 8. The time- and number-averaged accretion rates are plot-
ted for all adiabatic simulations as a function of N. The accretion
rate is constrained by the analytic prediction in Equation ?? with
α = 1 (solid black line). Equation 16 is fit to the data for R⊥/Ra,? =
0.2, 0.5 and 2 and α is found to be 0.62± 0.04, 0.42± 0.01 and
0.18±0.01, respectively. As the overlap between the accretion radii
of the individual cluster members increases, the relation of 〈M˙?〉N, t
with N steepens although remains sub-linear.
So far, we have considered accretion rates averaged over
all of the members in the cluster. An important benefit of
performing simulations of discretized clusters, though, is the
positional information we have for accretion within the clus-
ter. Each accretor is a probe of both the spatial distribution
of the density within the cluster and the local flow properties
(such as turbulent motions and local pressure gradients that
may assist or inhibit accretion).
To study accretion as a function of position within a clus-
ter, we plot in Figure 12 the individual mass accretion rates
in three γ = 5/3 simulations with R⊥/Ra,? = 0.2,0.5, and 2.
For each simulation, the time-averaged accretion rate of all
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Figure 9. The large-scale structure of the flow is shown for γ = 5/3 and γ = 1.1 simulations with varying N. In all simulations R⊥ = 0.5 Ra,?.
The density is depicted at time 32 Ra,c/v∞ in the z = 0 plane. All adiabatic simulations exhibit a stable bow shock, as also shown in Figure 1.
All γ = 1.1 simulations, on the other hand, exhibit less stable flow. The ram pressure of the wind penetrates deep within the cluster’s core and
the higher compressibility of the flow leads to significantly larger density enhancements, consistent with studies of core potentials (Naiman
et al. 2009, 2011).
N = 32 accretors is plotted as well as their corresponding
radial distance (in units of Rc) from the cluster’s center of
mass. The spatially-averaged radial density profiles are over
plotted for comparison as solid curves in Figure 12. Individ-
ual accretion rates are seen to systematically increase toward
the center of the cluster and, as previously argued, roughly
follow the corresponding density profile of the accumulated
mass.
The correlation between 〈M˙?〉N, t and R⊥/Ra,?, reported in
Figure 8, is clearly preserved. That is, 〈M˙?〉t is observed to
systematically increase with decreasing R⊥/Ra,? across the
entire cluster. There is a good and bad side to this. On the
negative side, it implies that one cannot be too specific about
the exact value of α, given that it depends on how the average
is performed. On the positive side, it gives further credence
to the validity of Equation 11 and the dependence of M˙? on
R⊥/Ra,?.
5.2. Summary
We have studied the conditions required for a cluster of
point masses to collectively accrete large amounts of gas
from the external medium. We have shown that the ability
of individual accretors to influence one another depends pri-
marily on R⊥/Ra,? and N. When R⊥/Ra,? . 1, the accretion
radii of the individual cluster members substantially overlap,
which permits them to accrete significantly more gas than
they would in isolation. A key result of this study is the con-
firmation of the validity of the 〈M˙?〉 = NαM˙HL,? relation and
the exploration of the α parameter dependence with R⊥/Ra,?
and the equation of state of the gas. The specific salient find-
ings may be summarized as follows:
• When the separation between accretors is much larger
than their accretion radii, each accretor can be consid-
ered to accrete independently. That is, α ≈ 0 when
R⊥ Ra,?.
• When the accretion radii of the cluster members sub-
stantially overlap, each of them can accrete signifi-
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Figure 10. Same as Figure 5 but for the γ = 1.1 simulations. The
number-averaged accretion rate is normalized in the γ = 1.1 case
to M˙N=1 = 1.04 M˙HL,?. As in the case of γ = 5/3, the gas density
and the individual accretion rates increase with N. The degree of
variability of the accretion rate is observed to increase with N, yet
the characteristic temporal scale remains unchanged.
cantly more than they would in isolation. As a result,
α steepens as R⊥/Ra,? decreases although it remains
sub-linear (α . 0.6). In the adiabatic simulations, we
find α to be 0.18± 0.01, 0.42± 0.01 and 0.62± 0.04
for R⊥/Ra,? = 2, 0.5 and 0.2 respectively (Figure 8).
• When γ = 1.1, the enhanced compressibility of the flow
allows for an effective buildup of gas in the cluster’s
core, which permits the embedded objects to accrete
at maximum efficiency provided that Ra,?/R⊥ . 1. In
simulations with γ = 1.1 we find α = 1.01± 0.03 for
R⊥/Ra,? = 0.5. In contrast, for the adiabatic case we
find 0.42±0.01 for R⊥/Ra,? = 0.5 (Figure 11).
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Figure 11. The values of 〈M˙?〉N, t in units of M˙N=1 are plotted as a
function of N for γ = 1.1 and 5/3. In all simulations R⊥/Ra,? = 0.5.
The simulation data for both equations of state are fitted to Equa-
tion 11 giving α = 1.01±0.03 and 0.42±0.01 for γ = 1.1 and 5/3,
respectively. In contrast to the adiabatic flow results presented in
Figure 8, the cluster as a whole can accrete at maximum efficiency
when there is significant overlap between their accretion radii and
cooling is efficient.
0.0 0.5 1.0 1.5 2.0
r [Rc]
2
4
6
8
10
12
〈 M˙
〉 t/M˙
N
=
1
20
40
60
80
100
120
140
160
ρ
/ρ
∞
R /Ra, = 0.2
R /Ra, = 0.5
R /Ra, = 2.0
Figure 12. The individual accretion rates of all cluster members
are plotted as a function of their radial distance from the cluster’s
center of mass. This is done for the three simulations with N = 32
and γ = 5/3. The individual points represent the time-averaged indi-
vidual accretion rates of cluster members (left y-axis) and the solid
lines represent the spatially-averaged density profiles (right y-axis)
of each simulation. The shaded regions encompass the one sigma
width of the time- and number-averaged accretion rate of each sim-
ulation (Figure 8). The scaling of the individual accretion rate with
the corresponding density profile appears remarkably similar for
different simulations, which in turn depends sensitively on R⊥/Ra,?.
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5.3. Astrophysical Relevance
To circumvent computational resolution constraints, the di-
mensionless calculations presented in this paper have been
constructed under the assumptions that the cluster members
are distributed uniformly and that Ra,c remains unchanged.
These conditions imply, as argued in Section 3.5, that the
velocity dispersion of our simulated clusters scales as σc ∝
N1/3. This sets the scaling of the characteristic velocity with
mass for our simulated clusters.
The classical BHL treatment in clusters fails to provide an
accurate description when v∞/σc . 1. This is equivalent to
the critical condition Rc/Ra,c . 1, which we have reviewed in
Section 2 and was originally outlined in Naiman et al. (2011).
In such cases, the collective potential is able to alter the prop-
erties of the ambient gas, allowing the system to accumulate
subsonic material within the cluster and enabling the cluster
members to accrete at enhanced rates.
The conditions and associated scaling relations derived in
this paper are largely applicable to systems that collectively
accrete (v∞/σc . 1) and are well described by a core grav-
itational potential with σc ∝ N1/3. The evolution of Rc for a
stellar system with a realistic mass function in which the stel-
lar members evolve (Gürkan et al. 2004; Gieles et al. 2010)
and are also influenced by the tidal field (Lee & Goodman
1995) of the host galaxy is rather complex. Yet, broadly
speaking, globular clusters can be relatively well described
by potentials with σc ∝ N1/2 (Ha£egan et al. 2005), while
young stellar clusters roughly follow σc ∝N1/4 (Adams et al.
2006; Pfalzner 2011; Pfalzner et al. 2016). Because of this,
the scaling laws derived from our dimensionless calculations
are broadly applicable to these systems. It is important to
note that our simulations assume, for simplicity, that the in-
dividual cluster members are static. This assumption neglects
the heating rates caused by the motion of the stars, which can
induce shocks when the cluster velocity dispersion is larger
than v∞. For the cluster velocity dispersions discussed here,
this heating rate might be sizable and thus should be included
in future work.
The consequences of enhanced mass accumulation in clus-
ters fall into two broad categories. First, if the gas cools ef-
ficiently, then star formation might be triggered. This could
give rise to new stellar members in the cluster. Second, if
the gas accretes efficiently onto the cluster, the state of the
embedded stellar systems can be altered.
Effective mass accumulation in star clusters can only be
sustained if they move with a relatively slow (M. 2) veloc-
ity with respect to the ambient gas (Naiman et al. 2011). In
the Milky Way, globular clusters are seen to move at highly
supersonic (M≈ 5−10) velocities with respect to the ambi-
ent gas (Dauphole et al. 1996; Dinescu et al. 1997). What is
more, the gas within the galactic halo is sufficiently hot such
that Ra,c  Rc. Effective accretion might thus only occur in
these older stellar systems if they have low-inclinations and
low-eccentricities (Lin & Murray 2007).
The environments surrounding young clusters are by
contrast better suited for large mass accumulation. This
is the case for young clusters embedded in galactic disks
(Krumholz et al. 2018) or those found in merging galaxies
(Gilbert & Graham 2007). For example, observations of sev-
eral clusters in the Antennae show cluster velocities relative
to the gas that are comparable to the velocity dispersions
of the embedded clusters (Whitmore et al. 2005), implying
that Ra,c & Rc. Observations at infrared wavelengths also
show that large amounts of dust are present in these systems
(Brandl et al. 2005), which justifies the quasi-isothermal
assumption.
The gas accumulated in these clusters might be able to cool
efficiently, and could fragment and form stars provided that
the density is high enough. More detailed simulations that
take into account realistic cooling and self-gravity of the gas
are, however, needed before inferences can be made about
the relevance of our calculations to clusters showing subse-
quent episodes of star formation (e.g., Pflamm-Altenburg &
Kroupa 2009; Conroy & Spergel 2011).
Even if the density is not above the star formation thresh-
old, the resulting accretion rates in these systems (which are
drastically enhanced) could change the state of the cluster
members. For example, the accretion of gas in metal poor
clusters could potentially alter the birth metallicity of the
stars (Talbot & Newman 1977; Yoshii 1981; Shen et al. 2017)
and, more generally, lead to abundance variations (Gratton
et al. 2004; D’Ercole et al. 2010). Moderately high accre-
tion rates in the white dwarf cluster population could, for in-
stance, result in enhanced novae rates (Nomoto et al. 2007;
Lin & Murray 2007; Naiman et al. 2011) and could unexpect-
edly alter the cooling sequence (Mestel 1952). Large density
accumulation of gas could also be accompanied by enhanced
mass supply to the central populations of LIGO black holes
expected to reside in these systems (Rodriguez et al. 2015).
This could result in a sizable black hole accretion luminos-
ity, which could produce an ultraluminous, compact X-ray
source, similar to those that have been preferentially found in
association with young clusters (Fabbiano et al. 2001; Zezas
et al. 2007; Crivellari et al. 2009). The detection or non-
detection of such ultraluminous X-ray sources could offer
strong constraints on the population of LIGO black holes and
the nature of the stellar clusters that host them.
The notions expressed in this work have grown out of
several exchanges with D. Lee, D. Lin, M. MacLeod and
J. Naiman. We are indebted to them for guidance and en-
couragement. We acknowledge support from the DNRF
(Niels Bohr Professor), NASA and the Packard Foundation.
The authors thank the Niels Bohr Institute for its hospitality
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