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I. INTRODUCTION
Hydrogen is a promising candidate to meet the global energy
demand and to foster a cleaner and sustainable new energy
economy.1 In addition, oxidation of hydrogen in a fuel cell yields
water as a byproduct; hence, there is no emission of green house
gases or ozone precursors. With the recent advances in fuel cell
technology, the extensive production of hydrogen using renew-
able energy sources appears to be a promising direction for
solving the current energy crisis.
Although hydrogen is the most abundant element in the
universe, constituting about 93% of all atoms, pure hydrogen is
not available in signiﬁcant quantities in nature. Because hydrogen
is not available as a pre-existing energy source like fossil fuels, it
ﬁrst must be produced and then stored as a carrier, much like a
battery. Production of hydrogen can involve a variety of sources,
including natural gas and coal. However, precautions must be
taken to avoid the emissions of greenhouse gases and ozone
precursors during the hydrogen extraction process.2
Another challenge is presented in the large storage capacity
necessary for hydrogen, which requires about four times the
volume required by gasoline. Therefore, design of suitable, high
capacity storage material is of great importance for hydrogen to
be an eﬃcient fuel.3 There are presently three general ways
known for storing hydrogen: compressed hydrogen gas tanks,
liquid hydrogen tanks, and materials-based hydrogen storage.
The energy density of gaseous hydrogen can be improved by
storing hydrogen in compressed hydrogen gas tanks and liquid
hydrogen tanks. However, the compressed hydrogen gas tanks
and liquid hydrogen tanks have signiﬁcant disadvantages. Com-
pression is hindered by low hydrogen density and high-pressure
operations, resulting in high costs for compression and tanks, and
causes safety issues associated with high-pressure storage.4
Liquefaction of hydrogen requires an amount of energy equal
to almost half of that available from hydrogen combustion,
and continuous boil-oﬀ occurring in the tanks limits the
applications.3
Recent research has been focused on lighter storage material
with favorable uptake and release kinetics to overcome the issues
associated with compression and liquefaction tanks. Hydrogen
can be bound to materials, such as fullerenes5,6 and carbon
nanotubes,7,8 stored as a solid compound via physisorption.
However, materials that utilize physisorption have a low gravi-
metric uptake compared to that of chemisorption. Molecular
hydrogen bound into a solid storage material via chemisorption
such as metal hydrides,9 complex hydrides,10 metal cation-doped
zeolites,11 and metal-organic frameworks (MOF),12 is a promis-
ing technique to overcome the storage problem.
Metal cationdihydrogen (MþH2) complexes are simple
charged polyatomic molecules and therefore constitute a useful
benchmark system for assessing computational strategies aimed
at describing ion-neutral complexes that are relevant for the
hydrogen storage problem. In general, MþH2 complexes are
weakly bound, with binding energies typically less than 5 kcal/mol.
Therefore, the weak interaction in MþH2 complexes alone
cannot achieve a signiﬁcant adsorption capacity at reasonable
temperatures. However, there are strategies to improve adsorp-
tion by making charged metal sites available within the material
such as alkali-doped carbon nanotubes.13,14 Analysis of binding
between molecular hydrogen and a metal cation is useful to
understand the various aspects of hydrogen storage. Such insight
might be applied in the future to the design of novel materials
with favorable absorption/desorption kinetics.
Interactions between metal cations and dihydrogen adducts
have been explored experimentally and theoretically. Recently
Bieske, et al. reported rotationally resolved infrared spectra of
simple metal cationdihydrogen complexes in the gas phase,
including LiþH2,15 BþH2,16 NaþH2,17 and AlþH2.18 A
correlation between the red shift in the H2 stretching frequencies
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ABSTRACT: The anharmonicity of weakly bound complexes is studied using the
vibrational self-consistent ﬁeld (VSCF) approach for a series of metal cation
dihydrogen (MþH2) complexes. The HH stretching frequency shifts of
MþH2 (Mþ = Liþ, Naþ, Bþ, and Alþ) complexes are calculated with the
coupled-cluster method including all single and double excitations with perturba-
tive triples (CCSD(T)) level of theory with the cc-pVTZ basis set. The calculated
HH stretching frequency of LiþH2, BþH2, NaþH2, and AlþH2 is red-
shifted by 121, 202, 74, and 62 cm-1, respectively, relative to that of unbound H2.
The calculated red shifts and their trends are in good agreement with the available
experimental and previously calculated data. Insight into the observed trends is
provided by symmetry adapted perturbation theory (SAPT).
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upon complexation (ΔνHH) and the M
þH2 interaction en-
ergies was explored. A second paper by Bieske et al. reconsidered
the relationship between the red shift and the metalH2
binding.19 The observed red shifts in the HH frequencies upon
metal complexation was interpreted in terms of a charge transfer
from the HH bonding orbital into the sp hybrid orbital of the
metal cation, especially for the more polarizable Bþ and Alþ
cations. The correlation between the binding energy and ΔνHH
of dihydrogen adducts with alkaline cations (Liþ, Naþ, Kþ, Rbþ)
was also investigated by Vitillo et al.,11 using HartreeFock
(HF) and second-order perturbation theory (MP2), as well as
density functional theory (DFT) with the B3LYP functional. A
linear correlation between binding energy andΔνHH was reported.
The advent of a wide variety of high-resolution infrared
spectroscopic methods facilitates more accurate probing of a
broader frequency range. To accurately interpret the origin of the
spectral features, computational guidance is essential. The com-
putationally least demanding approach and the most common
method for determining vibrational frequencies is the harmonic
approximation, a normal-mode analysis based on the matrix of
second derivatives of the energy (Hessian). However, in general,
molecular vibrations are not purely harmonic and the intrinsic
anharmonicity (diagonal potential) of a particular mode often
increases as the frequency of the vibration decreases. Further-
more, the anharmonicity of a particular mode may increase due
to coupling with other modes (coupling potential), coupling that
is ignored in the harmonic approximation. The traditional
approach to estimate anharmonic frequencies is to use scaling
factors for the harmonic frequencies.20 Scaling the harmonic
frequencies has often worked well. However, using a single scale
factor for a great diversity of vibrational modes, ranging from the
quasi-rigid vibrational motions that take place in strongly bonded
molecules to the far more extended and ﬂoppy motions that
occur in clusters bound by weak van der Waals interactions is not
adequate. Therefore, improvements beyond the harmonic ap-
proximation can be important. A useful approach for predicting
accurate vibrational spectra is the vibrational self-consistent ﬁeld
(VSCF) method, which starts from the harmonic approximation
and systematically approaches the correct anharmonic frequencies.
The VSCF2124 method has emerged in recent years as a powerful
tool for accurate predictions of vibrational spectra. The VSCF
method can be augmented by second-order perturbation theory
(PT2-VSCF)25 to correct for correlation eﬀects among the modes.
The aim of the present paper is to examine the anharmonicity
associated with the LiþH2, NaþH2, BþH2, and AlþH2
complexes and characterize the interaction between a hydrogen
molecule and a metal cation. The results are compared with the
experimental vibrational data, including the bond lengths, the
frequency of the HH stretching mode, and the binding energy.
An important motivation for this work is to examine, and attempt
to understand, the red shifts in the HH stretching mode (ν1) in
the MþH2 complexes. The organization of the paper is as
follows. Section II describes the computational details. In section
III, the geometry, anharmonic frequencies, and interaction
energies of the MþH2 complexes are discussed. Concluding
remarks are summarized in section IV.
II. COMPUTATIONAL DETAILS
All calculations were performed using the GAMESS26,27
electronic structure code, and the molecules were visualized with
MacMolPlt.28 Electronic structure calculations were performed
on MþH2 (Mþ = Liþ, Naþ, Bþ, and Alþ) complexes using
coupled-cluster theory including all single and double excitations
with perturbative triples (CCSD(T))29,30 and the cc-pVTZ31
basis set. The geometry optimizations were carried out in C2v
symmetry. The CCSD(T) geometry optimizations were per-
formed using numerical gradients. All stationary points are true
minima (all positive force constants).
To obtain the anharmonic frequencies, PT2-VSCF calcula-
tions were carried out on the potential energy surface (PES) that
was generated on a 16 16 point grid, by making displacements
along normal mode vectors expressed as a sum of simple internal
coordinate contributions.32 Cartesian normal mode displace-
ment vectors are often not suitable for treating nonlinear, low
frequency vibrational motions, such as, bending and torsion.32
Because selection of internal coordinates is not unique even in a
system as small as three atoms, two internal coordinate selections,
3-bond (two MH bonds and the HH bond) and 2-bond-1-
angle (two MH bonds and HMH angle), were considered.
To obtain the optimum set of coordinates, the normal mode
vibrational frequencies were partitioned into each internal coordi-
nate according to the method described by Boatz and Gordon.33
A series of calculations were carried out in which the spacing of
the PES grid points along each vibrational mode was system-
atically increased until the diagonal frequencies converged, as
described in a paper by Njegic and Gordon.34While convergence
of diagonal ν1 and ν3 frequencies was achieved as expected, the
diagonal potential for the antisymmetric stretch (ν2) frequency
requires special treatment. At large displacements along the ν2
mode, the three atoms of MþH2 adopt close to a colinear
conﬁguration (due to the HH internal rotation in the molec-
ular plane). This near linearity causes a failure of the internal to
Cartesian coordinate transformation due to a very small deter-
minant of theWilson Bmatrix35 in the iterative procedure. When
the internal-to-Cartesian coordinate transformation fails, the
displacement vector that was used to generate the point that is
closest to the failed point is used to step to the next point on the
PES. Because such displacement vectors are expressed in the
form of Cartesian rather than internal coordinates, artiﬁcial
stretching may be introduced in a similar manner as if Cartesian
coordinates VSCF were used to generate PES. If the number of
failed points is small, the consequent errors may make only
negligible contributions to the calculated VSCF frequencies.
Unfortunately, for MþH2, there is a large number of failed
points generated along both diagonal and coupling potentials
involving the ν2 mode, whereas the number of failed points for
theν1 andν3 frequencies is zero. To address this problem, a diﬀerent
approach was used for the ν2 mode, in which the energies of the
failed points were extrapolated by a fourth order polynomial ﬁt.
To obtain bond dissociation energies that can be related to
experiment, D0, zero point energy (ZPE) corrections have been
obtained using the anharmonic frequencies. To analyze the
relationship between the MþH2 binding energies and the red
shifts in the HH vibrational frequencies, symmetry adapted
perturbation theory (SAPT)36 calculations were performed for
each complex, also using the cc-pVTZ basis set. An additional
interpretive tool is provided by the electrostatic potential (ESP)-
derived MP2/cc-pVTZ atomic charges.37,38
III. RESULTS AND DISCUSSION
Molecular hydrogen adopts a C2v structure with each of the
four isovalent metal cations, Mþ (Liþ: [He]; Bþ: [He]2s2; Naþ:
3274 dx.doi.org/10.1021/jp111299m |J. Phys. Chem. A 2011, 115, 3272–3278
The Journal of Physical Chemistry A ARTICLE
[Ne]; Alþ: [Ne]3s2).11 Table 1 lists selected CCSD(T) geo-
metric parameters of MþH2 complexes, obtained with the
cc-pVTZ basis set. The distance between Mþ and the midpoint
along the HH bond (R) increases with the size of the metal
cation. The R values are obtained experimentally via vibrationally
averaged separations (R0), whereas calculated values are equilib-
rium separations (Re). As one would expect, R0 is generally larger
than Re. The HH bond length changes (ΔrHH) are taken
relative to isolated H2, whose calculated bond distance is 0.743 Å.
The LiþH2 and BþH2 complexes have a larger ΔrHH (about
0.010 Å) than the NaþH2 and AlþH2 complexes (about
0.005 Å). The larger ΔrHH may be due to greater electron
delocalization of the HH bond toward the Liþ and Bþ centers
than for Naþ and Alþ, leading to greater HH bond weakening.
These relationships are discussed in more detail below.
The threeMþH2 vibrational modes may be characterized by
normalmodevectors asHHsymmetric stretch(ν1=∼4000cm1),
MþH2 antisymmetric stretch (ν2 =∼700 cm1), andMþH2
symmetric stretch (ν3 = ∼400 cm1). Choosing a coordinate
system to use for the PES displacements plays a vital role in
VSCF calculations. Choosing the most separable coordinate
system even for triatomic molecules is not trivial. The ideal
coordinate system has minimal modemode coupling. In some
previous rovibrational energy level calculations, the Hamiltonian
was written in Jacobi coordinates (r, R, θ) for LiþH2,39
NaþH2,17 and AlþH218 complexes, where r is the HH
intramolecular vector, R is the vector between Mþ and the
midpoint along HH bond, and θ is the angle between r and R.
In this paper, the following three choices of coordinates for
MþH2 complexes are considered: (1) Cartesian coordinates;
(2) twoMH bonds and the subsumed angle (2-bond-1-angle);
(3) three bonds (3-bond). Previous work has demonstrated the
utility of internal coordinates for performing VSCF calculations.32,34
Boatz and Gordon33 demonstrated how to decompose normal
modes and the corresponding force constants in terms of internal
coordinates. This method can be used to help determine the
most separable set of internal coordinates. For example, Table 2
presents the contribution of each internal coordinate to each
normal coordinate force constant for the LiþH2 complex at the
CCSD(T)/cc-pVTZ level of theory. In all three normal modes,
the LiH bond distances contribute for both choices of internal
coordinates, whereas the HH distance appears to be a more
appropriate choice than the HLiH angle.
The diﬀerence between the two sets of internal coordinates
arises from the treatment of the HH bond distance. The
3-bond set of internals ensures an explicit treatment of the
HH bond length during molecular vibrations. The contribu-
tion of the HLiH angle to the ν2 mode is zero (Table 2). In
Figure 1a and b, the HH distance is plotted as a function of the
Table 1. Selected CCSD(T) MþH2 Geometric Parameters,
with the cc-pVTZ Basis Set
MþH2 Re (Å)a,b R0 (Å)a,b rHH (Å) ΔrHH (Å)c
LiþH2 2.018 2.056d 0.751 0.008
BþH2 2.242 2.262e 0.756 0.013
NaþH2 2.469 2.493f 0.748 0.005
AlþH2 2.987 3.035g 0.747 0.004
aThe distance between Mþ and the midpoint along HH bond.
b Experimental values are R0; calculated values are Re.
cHH bond
length (rHH) changes (ΔrHH) are taken relative to isolated H2. The
isolated HH bond distance is 0.743 Å at CCSD(T) with the
cc-pVTZbasis. dReference 15. eReference 16. fReference 17. gReference 18.
Table 2. The CCSD(T)/cc-pVTZ contribution of internal
coordinates to the normal coordinate force constant for
LiþH2
Figure 1. (a)HHdistance plotted as a function of displacement made
along mode ν2 (Li
þH2 antisymmetric stretching); (b) HH distance
plotted as a function of displacement made along mode ν3 (Li
þH2
symmetric stretching). The displacements are made in Cartesian
(black), 3-bond internal (red) and 2-bond-1-angle internal (green)
coordinates for LiþH2 at the CCSD(T) level of theory with the cc-
pVTZ basis set (at small amplitude displacements).
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displacements (at small amplitude displacements) made along
the ν2 and ν3 modes, respectively, when Cartesian, 2-bond-1-
angle and 3-bond coordinates are used to generate the diagonal
PES. While both Cartesian and 2-bond-1-angle coordinates lead
to changes in theHHdistance as displacements are made along
mode ν2, the HH distance is preserved if 3-bond coordinates
are used. The performance of the three coordinate sets is also
reﬂected in the very diﬀerent values of the ν2 diagonal frequency
at amplitude ∼1100, ∼1100, ∼800 cm1 for the Cartesian,
2-bond-1-angle, and 3-bond coordinates, respectively. Impor-
tantly, any errors that are made in the diagonal potential (for
example, by using inappropriate coordinates) will be propagated
into the coupling potential, and this will be reﬂected in errors in
the predicted anharmonic frequencies. Both Cartesian and
3-bond coordinates preserve the HHdistance as displacements
are made along mode ν3, while the 2-bond-1-angle coordinate
choice leads to changes in the HH distance (Figure 1b).
Figure 2 shows vectors associated with the three types of
vibrational motion exhibited by the MH2þ molecules. While
the ν1 and ν3 modes can be described as linear displacements, the
ν2 mode vectors show strikingly diﬀerent types of motion,
depending on whether they are expressed in terms of 2-bond-
1-angle (Figure 2a) or 3-bond (Figure 2b). While the ν2
antisymmetric stretch can be described as linear displacements
along the bonds when the 2-bond-1-angle internal coordinates
are used, one sees the in-plane internal rotation noted earlier
when the 3-bond internal coordinates are used. The 3-bond
coordinate system ensures maximum separation of all three
modes and thus is used in all subsequent calculations of
molecular vibrations.
The calculated CCSD(T)/cc-pVTZ harmonic and anharmo-
nic (VSCF-PT2) vibrational frequencies along with other avail-
able published calculations and experimental data are tabulated
in Table 3. There is an excellent agreement (within 20 cm1) of
the PT2-VSCF frequencies with the available experimental data.
The anharmonic corrections to the harmonic frequencies are
rather diﬀerent for the three vibrational modes. The ratio of the
VSCF-PT2/harmonic frequencies ranges from 0.74 to 0.94 for
the various frequencies listed in Table 3. This illustrates the fact
that using one scaling factor40 to scale all harmonic frequencies
would not capture the actual anharmonicity that is present in the
complexes. The VSCF-PT2 frequencies are in good agreement
with the published rovibrational calculations.
Table 4 shows the CCSD(T)/cc-pVTZ calculated HH
frequency shifts of the MþH2 complexes. Harmonic red shifts
Figure 2. (a) Vibrational motion in normal mode vectors and diagonal
VSCF in 2-bond-1-angle internal coordinates for the MþH2 com-
plexes; (b) Vibrational motions depicted by the diagonal VSCF gener-
ated using 3-bond internal coordinates.
Table 3. Comparison of Calculated CCSD(T)/cc-pVTZ
Frequencies (cm1) with the Available Experimental Data
MþH2 harmonic PT2-VSCF other calculations experimental
LiþH2 rovibrationala
ν1 4291 4045 N/A 4053
d
ν2 695 652 646 N/A
ν3 478 400 426 N/A
BþH2
ν1 4212 3964 N/A 3941
e
ν2 515 480 N/A N/A
ν3 356 306 N/A NA
NaþH2 rovibrationalb
ν1 4337 4092 4098 4094
b
ν2 533 492 485 N/A
ν3 307 242 246 N/A
AlþH2 rovibrationc
ν1 4348 4104 4099 4095
c
ν2 364 318 283 N/A
ν3 181 134 153 N/A
H2
ν1 4409 4166 N/A 4161
f
aRef 39. bRef 17. cRef 18. dRef 15. eRef 16. fRef 41.
Table 4. Calculated CCSD(T)/cc-pVTZ HH Stretching
(ν1) Frequency Red Shifts (cm
1) of MþH2 Complexesa
MþH2 harmonic PT2-VSCF experimental
BþH2 197 202 221b
LiþH2 119 121 108c
NaþH2 72 74 67d
AlþH2 62 62 66e
aHarmonic red shifts are calculated with respect to the harmonic
frequency of isolated H2. PT2-VSCF red shifts are calculated with
respect to the diagonal frequency of isolated H2.
bRef 16. cRef 15. dRef
17. eRef 18.
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are calculated with respect to the harmonic frequencies of
isolated H2. The PT2-VSCF red shifts are calculated with
respect to the diagonal frequencies of isolated H2. The
experimental HH stretching frequency of molecular H2 is
4161.17 cm1.41 The VSCF-PT2 frequencies capture the
trends in the experimental red shifts both qualitatively and
quantitatively.
The binding energies (De) of the M
þH2 complexes are
calculated as De = [total energy (M
þ and H2 fragments)] 
[total energy (MþH2 complex)]. The ZPE-corrected binding
enthalpy (D0) is the sum of De and ΔZPE. The CCSD(T)/cc-
pVTZ MþH2 binding energies are given in Table 5. Theory
and experiment are in good agreement, with errors in the
calculated values in the range of 0.3 to 0.6 kcal/mol, well below
chemical accuracy (∼1 kcal/mol). The trend in binding energies
is also captured, with the binding energies in the order Li > B >
Na > Al. H2 binds weakly to these cations, with the CCSD(T)D0
ranging from 0.93 to 4.48 kcal/mol.
The values of D0 and R follow the expected inverse relation-
ship, as theD0 values increase nearly linearly as theR values of the
MþH2 complexes decrease, as shown in Figure 3. TheMþH2
symmetric stretching frequencies, ν3, are linearly correlated with
D0 as shown in Figure 4. This is to be expected, as the ν3 mode is
the one that leads to the dissociation of the MþH2 complex
into H2 molecule and a metal cation.
Based on the binding energies, one might predict the red shift
associated with the HH stretching frequency to be in the order
LiþH2 > BþH2 > NaþH2 > AlþH2, because this is the
order in which the MþH bond energy decreases. That is, one
might expect a concomitant decrease in the HH bond energy
and frequency based on common bond distancebond energy
relationships. However, as shown in Table 4 and in Figure 5, the
observed red shifts are in the order BþH2 > LiþH2 >
NaþH2 > AlþH2. The main disagreement between the red
shifts and the binding energies occurs for Liþ versus Bþ. In
addition, the red shifts induced by Naþ versus Alþ are much
Table 5. CCSD(T) ZPE-Corrected Binding Energy (D0) in
kcal/mol for the MþH2 Complexes with cc-pVTZ Basis Set
LiþH2 BþH2 NaþH2 AlþH2
De 5.81 4.02 3.04 1.49
ΔZPE 1.33 0.83 0.94 0.56
D0 4.48 3.19 2.09 0.93
experimental D0 4.79
a 3.8 ( 0.2b 2.45 ( 0.2c 1.35 ( 0.15d
a From rovibrational calculations.42 bRef 43. cRef 44. dRef 45.
Figure 3. Graph of distance betweenMþ and themidpoint alongHH
bond (R) vs the ZPE-corrected binding energy (D0) for Li
þH2 (red),
BþH2 (green), NaþH2 (yellow), and AlþH2 (purple). The
calculated values at the CCSD(T) level of theory with cc-pVTZ basis
set are displayed in circles, and the experimental values are displayed in
crosses. The binding energies (De) of the M
þH2 complexes are
calculated as follows: De = [total energy (M
þ and H2 fragments)] 
[total energy (MþH2 molecule)].
Figure 4. Graph ofMþH2 symmetric stretching frequency (ν3) vs the
ZPE-corrected binding energy (D0) for Li
þH2 (red), BþH2 (green),
NaþH2 (yellow), and AlþH2 (purple) complexes computed at
CCSD(T) level of theory with cc-pVTZ basis set. The binding energies
(De) of the M
þH2 complexes are calculated as follows: De = [total
energy (Mþ and H2 fragments)] [total energy (MþH2 molecule)].
The zero-point energy corrections (ΔZPE) are calculated using PT2-
VSCF frequencies. The ZPE-corrected binding energy (D0) is given as
the sum of De and ΔZPE.
Figure 5. Graph of CCSD(T)/cc-pVTZ HH stretching frequency
red shifts (ΔνHH) vs the ZPE-corrected binding energy (D0) for
LiþH2 (red), BþH2 (green), NaþH2 (yellow), and AlþH2
(purple) complexes. The calculated values are displayed in circles and
the experimental values are displayed in crosses.
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closer to each other than would be predicted based on the
corresponding binding energies.
In an attempt to understand the relationship between the
observed metalH2 binding energies and the red shifts in
the HH frequencies that are observed upon complexation,
the symmetry adapted perturbation theory (SAPT) method that
was developed by Jeziorski, Szalewicz, and co-workers36 is
employed as an appealing interpretive tool. The SAPT method
is based on many body perturbation theory and is therefore
expected to provide relative energies that are as accurate as
CCSD(T).
The SAPT total interaction energies and the corresponding
components for the four complexes of interest here are summar-
ized in Table 6. For convenience, the CCSD(T) binding energies
(excluding zero point vibrational corrections) and HH red
shifts are included in this table as well. First, note that the total
SAPT interaction energies are in very good agreement with the
CCSD(T) binding energies. This lends credence to employing
the SAPT energy decomposition. Now, note that each of the
attractive terms in Table 6, those that contribute to bonding
interactions (Coulomb, induction, dispersion, and charge trans-
fer), demonstrate the same trend as do the red shifts in the HH
frequencies, not the trend followed by the MH binding
energies. That is, those interactions that one would conceptually
associate with binding demonstrate the expected relationship
with the weakening of the HH bond. The fact that the charge
transfer essentially follows the same trend (except for the very
small values of Na and Al) supports the conjecture by Bieske and
co-workers regarding the role of charge transfer. However,
charge transfer is certainly not the whole or even the most
important part of the story, because the largest contribution to
binding of each metal to H2 comes from the induction interac-
tion. The sum of the four attractive contributions, labeled “total
attraction” in Table 6, follows the same trend as the HH
frequency red shifts.
On the other hand, the repulsive terms, dominated by the
exchange repulsion, are much larger for B than for the other
metals. These repulsive terms more than counter balance the
attractive terms that favor B over Li for binding to H2. So, as is
usually the case, the net binding is a balance between attractive
and repulsive contributions, and in this case, the balance results in
stronger net binding of H2 to Li than to B.
The total electron density maps and the ESP atomic charges
for each of the MþH2 complexes are shown in Figure 6. There
are two interesting trends apparent in this ﬁgure. First, the
electron density shifts upon complexation, as embodied in the
ESP charges, from H2 to M
þ, is in the order B > Li > Na ∼ Al.
This is the same order that is observed for the HH frequency
red shifts and is consistent with the foregoing discussion.
Similarly, one can see from the total density maps that the
delocalization of charge follows the same trend. This trend in
electron density reﬂects the importance of both induction and
charge transfer, as noted in the previous paragraphs.
IV. CONCLUSIONS
The theoretical study of anharmonic molecular vibrations and
binding energies of LiþH2, NaþH2, BþH2, and AlþH2
complexes using the VSCF method corrected for second order
perturbation theory have been presented. The CCSD(T) red
shifts and the predictedMþH2 binding energies are in excellent
agreement with the experimental values. The unusual relation-
ship between the experimentally observed binding energies and
red shifts in the HH vibrational frequencies is also well
reproduced by theory. The fact that the trends in the red shifts
do not reﬂect the binding energy trends is interpreted, using the
SAPTmethod, in terms of a balance between opposing attractive
and repulsive interactions.
The anharmonic corrections to the harmonic frequencies are
rather diﬀerent for the three vibrational modes in these MþH2
complexes. For example, the ratio of the VSCF-PT2/harmonic
frequencies is 0.94 for the HH stretch, while this ratio ranges
from 0.74 to 0.86 for the symmetric stretch versus 0.87 to 0.94 for
the antisymmetric stretch. This means that one universal scaling
factor to scale the harmonic frequencies would not capture the
actual anharmonicity that is present in the complexes. So, while
calculating VSCF frequencies is more computationally challen-
ging than employing a simple scale factor, the VSCF approach is
more accurate.
Table 6. SAPT/cc-pVTZ Interaction Energy Components
(kcal/mol) for MþH2
LiþH2 BþH2 NaþH2 AlþH2
SAPT
electrostatic/coulomb 1.71 3.95 1.66 1.30
polarization/induction 8.04 8.62 4.58 2.12
dispersion 0.14 2.62 0.12 1.07
charge transfer 1.26 4.72 0.16 0.67
exchange 2.69 10.90 1.41 2.77
exchange-induction 2.51 3.95 1.69 0.64
exchange-dispersion 0.02 0.25 0.01 0.09
total attractiona 11.15 19.91 6.20 5.16
total repulsionb 5.22 15.10 3.11 3.50
Eint (SAPT) 5.93 4.81 3.09 1.65
CCSD(T)/cc-pVTZ
De 5.81 4.02 3.04 1.49
HH red shift (VSCF) in cm1 121 202 74 62
a Sum of electrostatic þ polarization þ dispersion þ charge transfer.
b Sum of exchange þ exchange-induction þ exchange-dispersion.
Figure 6. Total electron density maps and the electrostatic potential
(ESP)-derived MP2/cc-pVTZ atomic charges for each of the studied
complexes.
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