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Abstract
We consider the problem of ordering connected graphs by index (the largest eigenvalue). The
asymptotic ordering for the connected graphs with index less than
√
2 +
√
5 is determined. Its
application to the study of acyclic Kekulean molecules with big HOMO–LUMO separation is
also given. ? 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The study of graph eigenvalues have long been attracting researcher’s attention, and
there are several monographs and a lot of research papers published continually (see
[3,6,7,10] and their cited references). The study in this Aeld is stimulated by a variety
of problems in theoretical chemistry, quantum mechanics and statistical physics. On
the other hand it also is closely related to many other areas of mathematics including
spectral Riemannian geometry.
All graphs in this paper are Anite and have no loops or multiple edges. The largest
eigenvalue of the adjacency matrix of a graph G is called the index of G. The study
of ordering graphs by index was Arst started by Collatz and Sinogowitz [4] in 1957.
For trees with n vertices, Lovasz and Pelican [16] determined the extreme cases by
proving that the star K1; n−1 has largest index (
√
n− 1) and the path Pn has smallest
index (2 cos(=(n+1))). In 1979, Li and Feng [15] Arst raised the following problem.
When a graph G is under some modiAcation, its index changes correspondingly. Can
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we And the inherent relationship? In the same paper they gave two useful theorems
each of which compares the indices of a graph and its certain modiAcation. Since
then the concept of graph perturbations was developed to study the eNects of graph
modiAcations to the graph spectrum. The study in this area has made great progress.
For details, the reader is referred to the surveys [9,17] and the book [10]. In partic-
ular, most results up to the year 1989 were surveyed in [9], and one section of this
survey is focused on the ordering of graphs by index. The most recent progress in
this aspect is that Hofmeister [14] determined the ordering of the six trees with larger
index and the further work of An Chang in his Ph.D. Thesis (Sichuan University,
1998).
Our aim here is to study the ordering of graphs with small index. The asymptotic
ordering of graphs with index less than
√
2 +
√
5 is determined in this paper. It should
be noted that the ordering is for graphs with same number of vertices. We shall also
reveal an interesting phenomenon that there are inAnitely many pairs of sequences of
graphs with index less than
√
2 +
√
5 having the following property: for each such
pair there is a threshold value N such that the inequality comparing the indices of two
graphs with same vertex number n but in diNerent graph sequences changes its direction
when and only when n passes N . Because of this phenomenon we can obtain some
asymptotic comparison theorems and raise some research problem about the relative
threshold function.
Now let us explain the reason why we only consider the graphs with index less
than
√
2 +
√
5. HoNman [12] studied limit points of graph indices, and he determined
all limit points less than
√
2 +
√
5 and showed that these limit points approaches√
2 +
√
5. He also suggested that possibly there exists a real number 	 such that
every number at least 	 is a limit point of graph indices. In fact this is true with
	=
√
2 +
√
5, as proved by Shearer [19]. From this fact we see that the graph indices
greater than
√
2 +
√
5 are dense and so they are hard to handle in view of ordering. It
must also be noted that apart from cycles all the connected graphs with index at most√
2 +
√
5 are trees.
2. Preparation
To give our main results we need the following lemmas. Let G be a simple graph
with adjacency matrix A. The characteristic polynomial of G is (G; x)= |xI−A|, where
I denotes the identity matrix. The largest root of the characteristic polynomial of G is
denoted by (G) and called the index of G.
Lemma 1 (Li and Feng [15], also see CvetkoviPc et al. [10]). Let G be a nontrivial
connected graph and u a vertex of G. For non-negative integers k and l; let G(k; l)
denote the graph obtained from G by attaching pendant paths of lengths k and l at
u. If k¿ l¿ 1; then (G(k; l); x)¡(G(k + 1; l − 1); x) for x¿ (G(k + 1; l − 1)).
In particular; (G(k; l))¿(G(k + 1; l− 1)).
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Fig. 1. 1: Graphs with index less than or equal to 2.
Lemma 2 (HoNman and Smith [13], also see CvetkoviPc et al. [10]). Let G be a con-
nected graph and let Guv be obtained from G by subdividing the edge uv of G. If
uv lies on an internal path of G; and if G is not isomorphic to Wn (as depicted in
Fig. 1); then (Guv)¡(G).
Lemma 3 (Smith [20]). The connected graphs whose index does not exceed 2 are pre-
cisely the graphs: Pn(n¿ 1); Zn(n¿ 3); Cn(n¿ 3); Wn(n¿ 5); and Ti(i=1; 2; : : : ; 6);
as depicted in Fig. 1.
Note: The set of these graphs is denoted as 1, which includes the Dykin graphs
((G)¡ 2) and the Euclid graphs ((G)= 2).
Lemma 4 (Brouwer et al. [2], CvetkoviPc et al. [5], CvetkoviPc and Rowlinson [9]). The
connected graphs with index in the interval (2;
√
2 +
√
5) are precisely the trees of
the following types; as depicted in Fig. 2 :
(a) T (a; b; c) for
a=1; b=2; c¿ 5 or
a=1; b¿ 2; c¿ 3 or
a=2; b=2; c¿ 2 or
a=2; b=3; c=3:
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Fig. 2. 2: Graphs with index ∈ (2;
√
2 +
√
5).
(b) Q(a; b; c) for (a; b; c)∈{(2; 1; 3); (3; 4; 3); (3; 5; 4); (4; 7; 4); (4; 8; 5)} or a¿ 1;
b¿ b∗(a; c); c¿ 1 where (a; c) =(2; 2) and
b∗(a; c)=


a+ c for a¿ 3;
2 + c for a=3;
−1 + c for a=2:
Here T (a; b; c) denotes the tree with a vertex v of degree 3 such that
T (a; b; c)− v=Pa ∪Pb ∪Pc; (where Pm denotes a path with m vertices) and Q(a; b; c)
denotes the tree obtained from the path with vertices 1; 2; : : : ; a+ b+ c− 1 (in order)
by attaching a pendant edge at each of the vertices a and a+ b.
(The set of these graphs is denoted as 2:)
The next lemma is essentially due to HoNman [12]. The present form can be found
in [11].
Lemma 5 (HoNman). Let vq be the largest real root of the polynomial
Lq(v)= vq − (vq−2 + vq−3 + · · ·+ v+ 1):
We set
	q= v1=2q + v
−1=2
q ; and 	∞= v
1=2
∞ + v
−1=2
∞ :
Then 1= v2¡v3¡ · · ·¡vq¡vq+1¡ · · ·¡v∞= 12(
√
5 + 1) ≈ 1:618034.
2= 	2¡	3¡ · · ·¡	q¡	q+1¡ · · ·¡	∞=
√
2 +
√
5 ≈ 2:058171:
Moreover; for c¿ 2
(T (1; b; c)) increases strictly with b and converges to 	c+1,
(T (2; b; 2)) increases strictly with b and converges to 	∞;
for c¿ 3 and a with 26 a6 c;
(Q(a; b; c)) decreases strictly with b and converges to 	c.
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The next lemma is a well known result from the theory of non-negative matrices.
Lemma 6 (See CvetkoviPc et al. [7] Theorem 0:7). The increase of any element of a
non-negative matrix A does not decrease the greatest eigenvalue of A. The greatest
eigenvalue increases strictly if A is an irreducible matrix. Therefore; in a connected
graph G whose edges are assigned non-negative weights; every proper subgraph has
the index smaller than the index of G.
3. Main results
From Lemma 3 it is not diQcult to give the ordering by index for the graphs with
index not greater than 2, since we have known (cf. [8]) all the indices for these
graphs: (Pn)= 2 cos=(n + 1), (Zn)= 2 cos=2(n − 1) (n¿ 3), (Cn)= 2 (n¿ 3),
(Wn)= 2 (n¿ 5), (T1)= 2 cos=12, (T2)= 2 cos=18, (T3)= 2 cos=30,
(T4)= (T5)= (T6)= 2. When neglecting the few cases with n6 10, we have the
ordering (see [21]) as
(Pn)¡(Zn)¡(Wn)= (Cn) for n¿ 10 (*)
So we only need consider the graphs with index in the interval (2;
√
2 +
√
5). From
Lemma 4, these graphs are precisely the two types of trees T (a; b; c) and Q(a; b; c) as
depicted in Fig. 2. Since the indices of all trees with vertex number not exceeding 10
are listed in [7], we may restrict our attention to the trees with vertex number n¿ 10
in the following.
First we give the ordering for the Arst type of trees T (a; b; c) with vertex number
n¿ 10. We may assume a6 b6 c without loss of generality.
Theorem 1. When n¿ 10; we have
(T (1; 2; n− 4))¡(T (1; 3; n− 5))¡ · · ·¡
¡(T (1;  n−22 ;  n−22 )¡(T (2; 2; n− 5)):
Proof. All the inequalities except the last one immediately follow from Lemma 1. To
prove the last inequality we Arst show the following two equalities:
(T (2; 2; k); 	)= (P2; 	)('k+3; 	); (1)
(T (k; k; 1); 	)= (Pk; 	)('k+2; 	); (2)
where Pi is a path with i vertices, and 'i is obtained from a path v1v2 : : : vi by assigning
a weight
√
2 to the edge v2v3. Since the proof for the two equalities are similar, here
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we only give the proof for the equality (1). It is clear that the characteristic polynomial
(T (2; 2; k); 	) is an n × n determinant where n= k + 5, since the tree T (2; 2; k) has
k + 5 vertices. In fact,
(T (2; 2; k); 	)=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
	 −1
−1 	 −1
	 −1
−1 	 −1
−1 −1 	 −1
−1 	 −1
: : :
: : :
: : :
−1 	 −1
−1 	
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n×n
:
By elementary row operations adding (−1) Row 3 to Row 1 and adding (−1) Row
4 to Row 2, followed by column operations adding Col 1 to Col 3 and adding Col 2
to Col 4, the determinant becomes
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
	 −1
−1 	
	 −1
−1 	 −1
−1 −2 	 −1
−1 	 −1
: : :
: : :
: : :
−1 	 −1
−1 	
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n×n
:
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Then by Laplace expansion we see that it equals
∣∣∣∣∣
	 −1
−1 	
∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
	 −1
−1 	 −
√
2
−
√
2 	 −1
−1 	 −1
−1 	 −1
−1 	 −1
: : :
: : :
: : :
−1 	 −1
−1 	
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(n−2)×(n−2)
= (P2; 	)('n−2; 	)= (P2; 	)('k+3; 	): This proves (1):
Now we use the two equalities to prove the last inequality in Theorem 1. We
distinguish the two cases depending on the parity of n.
Case 1: n is even. Then (n− 2)=2= (n− 2)=2=(n− 2)=2. From equalities (1)
and (2) we see that when n¿ 10
(T (2; 2; n− 5); 	)= (P2; 	)('n−2; 	);

(
T
(
1;
⌊
n− 2
2
⌋
;
⌈
n− 2
2
⌉)
; 	
)
= 
(
T
(
n− 2
2
;
n− 2
2
; 1
)
; 	
)
= (Pn−2
2
; 	)('n+2
2
; 	):
Note that the largest root of the product of two polynomials is the larger one between
the largest roots of the two polynomials. Then by Lemma 6 we have

(
T
(
1;
⌊
n− 2
2
⌋
;
⌈
n− 2
2
⌉))
= ('n+2
2
)¡('n−2)= (T (2; 2; n− 5)):
Case 2: n is odd. Then (n− 2)=2=(n− 3)=2; (n− 2)=2=(n− 1)=2. Similar to
case 1, when n¿ 10 we have

(
T
(
1;
n− 1
2
;
n− 1
2
)
; 	
)
= (Pn−1
2
; 	)('n+3
2
; 	);
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so that

(
T
(
1;
⌊
n− 2
2
⌋
;
⌈
n− 2
2
⌉))
¡
(
T
(
1;
n− 1
2
;
n− 1
2
))
= ('n+3
2
)¡ · · ·¡('n−2)= (T (2; 2; n− 5)):
It completes the proof for Theorem 1.
The next theorem gives the ordering by index for the second type of trees Q(a; b; c).
Note that we may assume a6 c without loss of generality.
Theorem 2. When n¿ 3k; k ¿ 2; we have
(Q(2; n− k − 3; k))¡(Q(3; n− k − 4; k))¡ · · ·¡(Q(k; n− 2k − 1; k)):
Proof. We only need to prove (Q(a; b; c))¡(Q(a+1; b−1; c)) for a; c¿ 1; b¿a.
By Lemma 6, (Q(a; b; c))¡(Q(a + 1; b; c)) since Q(a; b; c)) is a proper subgraph
of Q(a + 1; b; c). Note that Q(a + 1; b; c) is obtained from Q(a + 1; b − 1; c) by sub-
dividing an edge on an internal path. So, by Lemma 2 we have (Q(a + 1; b; c))¡
(Q(a + 1; b − 1; c)). Then the desired inequality follows. It completes the proof of
Theorem 2.
Theorem 3. For k ¿ 2; there is an N such that when n¿N we have
(T (1; 2; n− 4))¡(Q(2; n− 6; 3))¡(Q(3; n− 7; 3))¡(T (1; 3; n− 5))
¡(Q(2; n− 7; 4))¡(Q(3; n− 8; 4))¡(Q(4; n− 9; 4))
¡(T (1; 4; n− 6))¡ · · ·¡(Q(k; n− 2k − 1; k))¡(T (1; k; n− k − 2))
¡(T (1; k + 1; n− k − 3))¡(T (1; k + 2; n− k − 4))
¡ · · ·¡
(
T
(
1;
⌊
n− 2
2
⌋
;
⌈
n− 2
2
⌉))
¡(T (2; 2; n− 5)):
Proof. The inequalities between (T (∗; ∗; ∗))’s and between (Q(∗; ∗; ∗))’s are directly
from Theorems 1 and 2. The inequalities between (T (∗; ∗; ∗)) and (Q(∗; ∗; ∗)) are
obtained from Lemma 5.
It completes the proof of Theorem 3.
For k¿ 3, let n(k)=min{n: (Q(k; n − 2k − 1; k))¡(T (1; k; n − k − 2))}. This
gives a threshold function. A natural but diQcult problem is to determine n(k). By
calculations with the software MATLAB we And n(3)= 16; n(4)= 21 and n(5)= 25.
Then we immediately have the following
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Corollary 1. For n¿ 24; we have
(T (1; 2; n− 4))¡(Q(2; n− 6; 3))¡(Q(3; n− 7; 3))¡(T (1; 3; n− 5))
¡(Q(2; n− 7; 4))¡(Q(3; n− 8; 4))¡(Q(4; n− 9; 4))
¡(T (1; 4; n− 6))¡(Q(2; n− 8; 5))¡(Q(3; n− 9; 5))
¡(Q(4; n− 10; 5))¡(Q(5; n− 11; 5))¡(T (1; 5; n− 7)):
Clearly we can go further with the help of computer calculation. We conjecture that
n(k) is strictly increasing with k.
4. Application to acyclic Kekulean molecules with large HOMO–LUMO separation
The diNerence between the highest occupied molecular orbit and the lowest unoc-
cupied molecular orbit, HOMO–LUMO separation, is well known to be an important
parameter in chemistry. This parameter is equal to the diNerence between the least
positive and greatest negative eigenvalues of a molecular graph. In this section we
shall study the ordering for the acyclic Kekulean molecules with large HOMO–LUMO
separation. The acyclic Kekulean molecules in chemistry correspond to the trees with
perfect matching in graph theory. In this case the HOMO–LUMO separation is just
twice the least positive eigenvalue, since the spectrum of such a tree (as a bipartite
graph with an even number of vertices) is symmetric with respect to zero (see [1]).
For convenience we shall denote the least positive eigenvalue of a graph G as ((G).
Shao and Hong [18] determined the upper bound of ((T ) for the trees T with perfect
matching and determined the unique tree with its least positive eigenvalue reaching the
upper bound. Zhang and Chang [21] further determined the trees T with ((T ) to be
the second largest and the third largest. In this section we shall determine the trees T
with ((T )¿ 12 (
√
6 +
√
5 −
√
2 +
√
5) ≈ 0:4058 and give an asymptotic ordering. It
should be pointed out that the family of these trees is inAnite.
We need some deAnitions and results from [18].
De*nition 1. Let )2n be the set of trees each of which has order 2n and has exactly
n vertices with degree equal to 1 and these n vertices have n distinct neighbors.
De*nition 2. For T ∈)2n, the subgraph obtained from T by deleting the n vertices of
degree 1 and the n pendant edges is called the contracted subtree of T and denoted
as Tˆ .
Note that for T ∈)2n; Tˆ is a tree with n vertices. On the other hand, for any tree
T of order n, the new tree of order 2n obtained by attaching a new pendant edge to
each vertex of T is called the expanded tree of T and denoted as TT .
Clearly, TT ∈)2n for any tree T of order n. It is also clear that if T ∈)2n then UˆT =T .
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Lemma 7 (see Zhang and Chang [21, Lemma 2]). For T ∈)2n; the least positive
eigenvalue of T is 	n(T )= 12 (
√
2(Tˆ ) + 4− (Tˆ )).
(We note that the proof of this lemma given in [21] contains an error in its lines 5
and 6, which should be corrected by changing to the following:
“So the positive eigenvalues of T are 12 (
√
x2i (Tˆ ) + 4 + xi(Tˆ )); i=1; 2; : : : ; k. Since
f(x)= 12 (
√
x2 + 4 + x)) is an increasing function of x, and the minimum eigenvalue
of Tˆ is xk(Tˆ )=− x1(Tˆ ), we see that the kth largest eigenvalue”.)
Lemma 8 (Shao and Hong [18]). Let I2n denote the set of all trees with order 2n;
and let an=max{	n(T ): T ∈I2n − )2n}. Then an−1¿ an; n=2; 3; : : : .
Theorem 4. For n¿ 6; let
✵2n= {T : T ∈I2n; 	n(T )¿ 12 (
√
6 +
√
5−
√
2 +
√
5)}:
Then ✵2n= { TT : T ∈1 ∪ 2}:
Proof. By computer calculation we have a6 ≈ 0:4038¿ a7¿ a8¿ : : : . For T ∈✵2n,
by deAnition we have 	n(T )¿ 12 (
√
6 +
√
5 −
√
2 +
√
5) ≈ 0:4058. So ✵2n ⊆ )2n.
Note that the function f(x)= 12 (
√
x2 + 4 − x) is a decreasing function of x and that
f(x)= 12 (
√
6 +
√
5 −
√
2 +
√
5) when x=
√
2 +
√
5. So, by Lemma 7, we see that
	n(T )¿ 12 (
√
6 +
√
5−
√
2 +
√
5) if and only if ( TT )¡
√
2 +
√
5.
Then, from Lemmas 3 and 4 we see that Tˆ ∈1 ∪ 2. It completes the proof of
Theorem 4.
Theorem 5. For k ¿ 2; there is an N such that when n¿N we have
	n( TPn)¿	n( TZn)¿	n( TWn)¿	n( TT (1; 2; n− 4))¿	n( TQ(2; n− 6; 3))
¿	n( TQ(3; n− 7; 3))¿	n( TT (1; 3; n− 5))¿	n( TQ(2; n− 7; 4))
¿	n( TQ(3; n− 8; 4))¿	n( TQ(4; n− 9; 4))¿	n( TT (1; 4; n− 6))
¿ · · ·¿	n( TQ(k; n− 2k − 1; k))¿	n( TT (1; k; n− k − 2))
¿	n( TT (1; k + 1; n− k − 3))¿	n( TT (1; k + 2; n− k − 4))
¿ · · ·¿	n
(
TT
(
1;
⌊
n− 2
2
⌋
;
⌈
n− 2
2
⌉))
¿	n( TT (2; 2; n− 5)):
Proof. By Lemma 7, we see that for any H;K ∈)2n, 	n(H)¡	n(K) when (Hˆ)¿(Kˆ).
So, the inequalities in Theorem 5 can be easily obtained from Theorem 3 and the
inequalities ( ∗) in Section 3.
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Corollary 2. For n¿ 49; we have
	n( TPn)¿	n( TZn)¿	n( TWn)¿	n( TT (1; 2; n− 4))¿	n( TQ(2; n− 6; 3))
¿	n( TQ(3; n− 7; 3))¿	n( TT (1; 3; n− 5))¿	n( TQ(2; n− 7; 4))
¿	n( TQ(3; n− 8; 4))¿	n( TQ(4; n− 9; 4))¿	n( TT (1; 4; n− 6))
¿	n( TQ(2; n− 8; 5))¿	n( TQ(3; n− 9; 5))¿	n( TQ(4; n− 10; 5))
¿	n( TQ(5; n− 11; 5))¿	n( TT (1; 5; n− 7)):
It is clear that we can go further as we pointed out after Corollary 1.
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