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ABSTRACT
The DEBS Grand Challenge 2018 is set in the context of maritime
route prediction. Vessel routes are modeled as streams of Automatic
Identification System (AIS) data points selected from real-world
tracking data. The challenge requires to correctly estimate the des-
tination ports and arrival times of vessel trips, as early as possible.
Our proposed solution partitions the training vessel routes by re-
ported destination port and uses a nearest neighbor search to find
the training routes that are closer to the query AIS point. Particular
improvements have been included as well, such as a way to avoid
changing the predicted ports frequently within one query route and
automating the parameters tuning by the use of a genetic algorithm.
This leads to significant improvements on the final score.
CCS CONCEPTS
• Computing methodologies → Machine learning algorithms;
Genetic algorithms; Discrete space search; • Information systems
→ Spatial-temporal systems; •Applied computing→ Transporta-
tion;
KEYWORDS
machine learning, ball trees, genetic algorithm, space partitioning,
nearest neighbor
ACM Reference Format:
Valentin Roşca, Emanuel Onica, Paul Diac, and Ciprian Amariei. 2018. Grand
Challenge: Predicting Destinations by Nearest Neighbor Search on Training
Vessel Routes. In DEBS ’18: The 12th ACM International Conference on Dis-
tributed and Event-based Systems, June 25–29, 2018, Hamilton, New Zealand.
ACM, New York, NY, USA, 2 pages. https://doi.org/10.1145/3210284.3220509
1 INTRODUCTION
The 2018 edition of DEBS Grand Challenge targets a route pre-
diction problem, using real-world data published by the maritime
transportation service Marine Traffic. Part of the routes are used
for training. For these the arrival ports and times are known in
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advance. The information is provided as Automatic Identification
System (AIS) data. AIS points include geographic coordinates, ship
id, current speed, timestamp, ship type, ship direction (course and
heading) and draught. For each evaluated AIS point the response is
split into estimating the arrival port (Query 1) and time (Query 2).
More information about the problem proposed is available in [1].
Our solution stores paths of ships from training routes separately
for each destination port. All AIS points are added in a Spatial
Indexing Structure optimized for fast retrieval of nearest point and
insertion of new points. This structure is used for both queries:
finding the nearest point to a query point will provide a route for
which the destination port and arrival time are known.
2 ARCHITECTURE OVERVIEW
The solution is split into training and classification phases. Both ex-
pose a series of configurable parameters and optional features (e.g.,
switching from one metric to another, usage of different dimensions
to represent space). Finding the best combination gets harder as
the parameters number increase. To ease this process we used a
genetic algorithm in which individuals are assignments of parame-
ters and the fitness function is the overall prediction score. We ran
the genetic algorithm locally on training data and observed that
the score increased, therefore, validating this approach of setting
the optimal values for parameters.
2.1 Training Phase
2.1.1 Route Partitioning. First we divide the data into routes. A
route is a set of AIS points emitted by a single ship when moving
from one port to another. In the context of our training data, we
identified the routes as a series of AIS points having the same ship
id, departure port and arrival time. Then we sort the data points in
each route by reported timestamp and construct a linked list. We
consider each list node as a RoutePoint object that has a unique id
and a precomputed distance from departure, i.e. the sum of the great
circle distances between all pairs of previous consecutive points
that are part of the same route.
2.1.2 Port Partitioning and 5-Dimensional Space. We partition
all the RoutePoints by their arrival port. For each port we construct
a separate Ball Tree [2] that contains all RoutePoints of routes that
arrive to it. All RoutePoint objects contain references to the current
and previous AIS point in the route. Using these we calculate the
bearing that is the polar angle between current and previous points.
Ball Trees can work with any number of dimensions. The best
choice found empirically was to use five dimensions. First three
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dimensions are mapping (latitude, longitude) to (x,y,z) in a 3-D carte-
sian space centered in the Earth center. The last two dimensions are
the sine and cosine values of the bearing angle. Each dimension is
graded with a magnitude parameter that is a floating point in [0, 1].
These are some of the values optimized by the genetic algorithm.
2.2 Classification Phase
Figure 1: Evaluation of a route point: get the closest point
first for each possible destination and then the closest of all
these. Use this point as reference to respond to queries.
2.2.1 Nearest RoutePoints search. A high level view of our algo-
rithm is depicted in Figure 1. Given the RoutePoint to classify, based
on the 5-dimensional Euclidean metric, we search for the closest
RoutePoint in each of the Ball trees. This is parallelized using Java
Parallel Streams [3]. Then we use a similarity function to get the
closest point out of all these.
The similarity function has as input two RoutePoints and returns
a similarity factor. This factor is based on the distance between
points, but also takes into account the course, heading, speed and
distance from departure. The function sets a weight given by each
of these parameters based on a penalty factor chosen by a genetic
algorithm and adjusted proportionally with the difference between
the corresponding parameter values in the two points (e.g., the
weight adjustment will make the course more significant as closer
the course of one point will get to the course of the other point). The
multiplication of the parameter weights is used as an aggregated
weight on the great circle distance between the two points. This
helps to distinguish which is the more relevant result in case of
relatively similar distances to points associated to different ports.
Using the similarity function, we chose the final RoutePoint that
best represents the given RoutePoint to classify. For Query 1, the
result is the arrival port of the chosen RoutePoint. For Query 2
we use the precomputed remaining time spent on the route from
the chosen RoutePoint to the route end. The time is added to the
timestamp of the RoutePoint to classify.
2.2.2 Longest Predicted Segment. Because the final score is based
on the longest correct suffix, GPS errors and variance in AIS points
emission intervals between routes can lower the score drastically.
As such, we remember the prediction of the classifier and actually
output the value of the longest consecutive subsequence with the
same prediction. This reduces the fluctuations of the prediction
while still allowing the change of the chosen results when the
prediction becomes stable.
3 EVALUATION
For the implementation of the Spatial Indexing Structure we tested
two different data structures: first K-D trees and then Ball trees.
Switching to Ball trees reduced the runtime by 41.1% (average
processing time of one evaluation route on our local benchmark).
By adding the two dimensions that represent the bearing mea-
sure: sine and cosine of the angle; the score of Query 1was improved
by 4.5%, while the Query 2 score declined by 19.6%, relative to the
use of bearing as a single dimension.
Parallelizing the computation of the nearest point by multi-
threading reduced the run time by 40.4% (average processing time
of one evaluation route).
Our best scores obtained on the testing platform are 0.8249
average earliness rate for Query 1 with 19.0 seconds total system
runtime, and 181.866 mean error in minutes for Query 2 with 18.0
seconds total system runtime.
4 FUTUREWORK
There are a series of potential improvements to our solution. One
is the use of R-Trees as the Spatial Indexing Structure as they are
also optimized for nearest neighbor search but also especially for
the great circle distance.
A higher level improvement is dynamic learning of evaluation
routes. When the destination port and arrival time are known, the
route can be inserted in the Spatial Indexing Structure similarly to
a training route.
Lastly, instead of looking only at the most recent AIS point
of a route, we could consider a sliding window of the last k AIS
points. For this, the distance function can be generalized to sum
the distances within last k most recent pairs of points. However
implementing this would require adapting the similarity function
and the run time can potentially increase.
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