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Introduction
The thesis deals with the Aw-Rascle-Zhang model for traffic, which was proposed by Aw
and Rascle (see [2]) and, independently, by Zhang (see [17]) in 2002. It is a hyperbolic
system of two conservation laws and describes the traffic from a macroscopic point of
view: it considers the evolution of macroscopic variables such as the average density or
speed of the vehicles on a road.
During the ’50s the first macroscopic model for traffic flows was introduced by
Lighthill and Whitham and, independently, by Richards (LWR model; see [15, 16]):
the model is given by a single conservation law stating the conservation of the number
of vehicles on a road:
∂tρ+ ∂x(ρ v(ρ)) = 0, (1)
where ρ is the density of the vehicles and v(ρ) is a known decreasing function of ρ which
gives the velocity of the vehicles with respect to the density. A typical choice for this
law is
v(ρ) = V
(
1− ρ
ρmax
)
,
where V and ρmax are respectively the maximal speed and the maximal density of the
vehicles allowed on the road.
The LWR model is effective to describe a situation of free traffic, i.e. a road where there
is a small number of cars that can travel freely. When the density of the vehicles is
over a certain threshold, many configurations are observed experimentally and the LWR
model is not sufficient to capture them all; see [7].
To overcome this problem, second order models have been proposed. The Aw-Rascle-
Zhang (ARZ) system is one of these models: it is a system of two partial differential
equations in conservation form. Inspired by fluid dynamics models, the first equation
states the conservation of the number of the vehicles on the road, while the second one
imposes the conservation of a generalized momentum z:{
∂tρ+ ∂x(ρ v) = 0,
∂tz + ∂x(z v) = 0.
Systems of conservation laws are widely applied to describe physical systems. It
is well known that the Cauchy problem for a system of conservation laws with an
integrable initial datum having sufficiently small bounded variation, admits a unique
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entropy-admissible solution. A possible tool to obtain the solution is the wave-front
tracking method which is based on the Riemann problem, which is a Cauchy problem
with a piecewise constant initial datum having only one jump discontinuity. A map
which gives the solution to the Riemann problem is called “Riemann solver”.
In 2011, Garavello and Goatin (see [11]) introduced a model based on the ARZ
system to describe the presence of a fixed constraint at some point of the road, corre-
sponding for example to a toll gate or a traffic light. Two Riemann solvers have been
proposed for the constrained Riemann problem. The solutions correspond to the real
expected situation: the density is “high” before the constraint and “low” after it and,
correspondingly, the velocity is reversed. The first solution conserves both density and
momentum of the vehicles, while the second conserves only the density. These Riemann
solvers are denoted by RSq1 and RSq2.
The present work is divided in three parts.
In the first part, we introduce the main concepts about systems of conservation
laws and the ARZ model. In Chapter 1 we present the general theory of systems of
conservation laws and we give the general solution to the Riemann problem, which
consists in a combination of shocks, rarefaction waves and contact discontinuities. The
solution is self-similar, i.e. constant on every line passing through the origin in the (t, x)
plane. In Chapter 2 we specialize the study of Chapter 1 to the ARZ model, showing
the main properties of the system and defining its standard solution. We also define the
invariant domains and give their characterization for the classical Riemann solver of the
ARZ system.
In the second part we generalize the paper [11] by Garavello and Goatin to the
situation of a moving constraint corresponding for example to the presence of a large
and slow vehicle on the road. The slow vehicle can be in turn influenced by the previous
cars when a traffic jam is present. In Chapter 3 we give the mathematical model for this
situation: we obtain a strongly coupled PDE-ODE system in which the main traffic is
described with the ARZ system, while the trajectory of the slow vehicle is given by an
ordinary differential equation. The presence of the constraint is traduced in a condition
on the first component of the flux function. Two Riemann solvers corresponding to the
ones proposed in [11] are introduced, denoted by RSα1 and RSα2 . We also characterize
their invariant domains. In Chapter 3 we have applied numerical methods based on
the Godunov’s scheme to capture the solution given by RSα1 and RSα2 and to track
the bus trajectory. The method for the first Riemann solver is based on its globally
conservative character and captures exactly the solution to the Riemann problem for a
general initial datum. For the second Riemann solver we have applied two numerical
methods: the first is the same method used for RSα1 and the second method is based
on a non-uniform mesh. Both methods succeed in computing the solution for special
initial data. For general initial data the conservative method overestimates the density
(and, correspondingly, underestimates the speed) after the constraint, while with the
non-uniform mesh method the solution is exactly captured at least in the first cell after
the constraint, but an oscillation appears.
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The last part is discussed in Chapter 5 and contains the proof of the existence of the
solution to a Cauchy problem for the Riemann solver RSq2 in the case of an integrable
initial datum with bounded variation, belonging to an invariant domain in which the
characteristic waves of the first family have negative speed. The solution is obtained by
applying the wave-front tracking method.
3
Chapter 1
Systems of Conservation Laws
In this chapter we introduce the general theory of the systems of conservation laws and
the general solution to the Riemann problem. We follow [4].
1.1 Mathematical preliminaries
Let n, m and p be positive integers and let us denote Ck the set of the k times continuously
differentiable functions.
First, we recall the implicit function theorem which gives a sufficient condition to traduce
a relation having the form F (x, y) = 0, in the graph of a function y = ϕ(x), where x
and y are vectors in Rn and Rm.
Theorem 1.1 (Implicit Function Theorem) Let U ⊆ Rn and V ⊆ Rm be open sets
and let F : U×V → Rm be a Ck function, with k ≥ 1. If there exists a point (x¯, y¯) ∈ U×V
such that F (x¯, y¯) = 0 and the Jacobian matrix DyF (x¯, y¯) is invertible, then there exist
a neighbourhood N ⊆ U of x¯ and a Ck function ϕ : N → V such that
ϕ(x¯) = y¯ and F (x, ϕ(x)) = 0 for every x ∈ N .
The derivative of ϕ at the point x¯ is the m× n Jacobian matrix
Dϕ(x¯) = −[DyF (x¯, y¯)]−1 ·DxF (x¯, y¯).
Assume that the function F depends smoothly on a parameter η defined on a neighbour-
hood of a compact K. In this case the neighbourhood N given by the implicit function
theorem can be chosen uniformly with respect to η ∈ K.
Theorem 1.2 Let U ⊆ Rn, V ⊆ Rm and W ⊆ Rp be open sets. Let (x, y, η)→ F η(x, y)
be a Ck map from U×V ×W into Rm, with k ≥ 1. Let η → (xη, yη) be a Ck function from
W to U×V such that F η(xη, yη) = 0 for every η. If the Jacobian matrix DyF η(xη, yη) is
invertible for every η in a compact set K ⊂W , then there exist δ > 0 and a Ck function
(η, x)→ φη(x) such that
φη(xη) = yη and F
η(x, φη(x)) = 0 whenever η ∈ K and |x− xη| ≤ δ.
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Let A be a n× n matrix with n real distinct eigenvalues λ1 < ... < λn. Let r1, ..., rn be
the n linearly independent eigenvectors of A, defined by the relations
Ari = λi ri for i = 1, ..., n.
The basis {r1, ..., rn} determines a basis of left eigenvectors {l1, ..., ln}, i.e. vectors sat-
isfying the relations
liA = λi li for every i = 1, ..., n.
These vectors are defined by
li · rj =
{
1 if i = j,
0 if i 6= j, for every i, j ∈ {1, ..., n}.
Proposition 1.1 Let A = [aij ]
n
i,j=1 be a n×n matrix. Suppose that for every i and j in
{1, ..., n}, the entry aij is a Ck function of a parameter η ∈ Rm and suppose that there
exists a value η¯ for which the matrix A(η¯) has n distinct real eigenvalues
λ1(η¯) < ... < λn(η¯).
Then there exists a neighbourhood N of η¯ such that for all η ∈ N the matrix A(η) has
distinct real eigenvalues
λ1(η) < ... < λn(η).
Moreover, for every i = 1, ..., n, we have:
1. the function η → λi(η) is Ck;
2. there is a Ck function η → ri(η) defined in N such that ri(η) is a right eigenvector
of A(η);
3. there is a Ck function η → li(η) defined in N such that li(η) is a left eigenvector
of A(η).
Proof. Consider the polynomial
P (η, λ) := det[λ I−A(η)],
where I is the n× n identity matrix. For every i ∈ {1, ..., n}, we have
P (η¯, λi(η¯)) = 0.
Moreover
∂P
∂λ
(η¯, λi(η¯)) 6= 0,
indeed, since λ1(η¯) < ... < λn(η¯) are eigenvalues of A(η¯), we can write
P (η¯, λ) = (λ− λ1(η¯)) · ... · (λ− λn(η¯)).
5
Hence
∂P
∂λ
(η¯, λ) =
n∑
k=1
n∏
j=1
j 6=k
(λ− λj(η¯)),
which implies
∂P
∂λ
(η¯, λi(η¯)) =
n∏
j=1
j 6=i
(λi(η¯)− λj(η¯)) 6= 0.
We find the thesis applying the implicit function theorem: there exists a neighbourhood
N1 of η¯ and a Ck function η → λi(η), such that
P (η, λi(η)) = 0,
which implies that λi(η) is an eigenvector for the matrix A(η).
Let ri(η¯) be the normalized eigenvector of A(η¯) corresponding to λi(η¯). For every i the
matrix A(η¯) − λi(η¯)I has rank n − 1. Indeed its kernel is one-dimensional, otherwise
there would exist at least two linearly independent eigenvectors u and v of A(η¯) for the
eigenvalue λi(η¯). Therefore the set
{r1(η¯), ...ri−1(η¯), u, v, ri+1(η¯), ..., rn(η¯)}
would be a set of n+ 1 linearly independent vectors and this is absurd. Hence n− 1 row
vectors of the matrix A(η¯)− λi(η¯)I are linearly independent, namely:
vj(η¯) = (aj1(η¯), ..., ajj(η¯)− λi(η¯), ..., ajn(η¯)) for every j ∈ {1, ..., n}, j 6= j∗.
For η = η¯, the vector ri(η) is defined by the system of n equations{
ri(η) · ri(η) = 1,
vj(η) · ri(η) =
∑n
k=1 ajk(η)ri,k(η)− λi(η)ri,j(η) = 0 for every j 6= j∗,
(1.1)
where ri,k and vj,k are the k-th component of the vectors ri and vj . Consider the function
(η, ri)→ F (η, ri) =
[ |ri|2 − 1
vj(η) · ri
]
=
[ ∑n
k=1(r
2
i,k)− 1∑n
k=1 vj,k(η) ri,k
]
for j 6= j∗.
By the system (1.1), we have
F (η¯, ri(η¯)) = 0.
Moreover the Jacobian matrix
DriF (η, ri) =

∂ri,1F1 · · · ∂ri,nF1
∂ri,1F2 · · · ∂ri,nF2
...
. . .
...
∂ri,1Fn · · · ∂ri,nFn
 =

2 ri,1 · · · 2 ri,n
a11(η)− λi(η) · · · a1n(η)
...
. . .
...
an1(η) · · · ann(η)− λi(η)

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computed in (η¯, ri(η¯)) has rank n, because the first row is orthogonal to each of the
following (n − 1) lines by the system (1.1) and the lines vj(η¯) for j 6= j∗ are linearly
independent. Therefore
det DriF (η¯, ri(η¯)) 6= 0
and we can apply the implicit function theorem: there exists a neighbourhood N2 of η¯
and a Ck function η → ri(η), such that
F (η, ri(η)) = 0 for every η ∈ N2.
The equation F (η, ri(η)) = 0 defines the i-th right eigenvector for the value η and the
relations
li(η) · rj(η) =
{
1 if i = j,
0 if i 6= j, for every i, j ∈ {1, ..., n},
define the i-th left eigenvector. We have the thesis taking N = N1 ∩N2. 
1.2 Basic definitions and results
Definition 1.1 Let f : Rn → Rn be a C2 function and let u : R+ ×R→ Rn be a locally
integrable function.
A system of conservation laws is the following partial differential equation:
∂tu+ ∂x[f(u)] = 0. (1.2)
The function f is called flux function and u is the conserved quantity.
Suppose that u = u(t, x) is a smooth function. Let (a, b) be a bounded interval in R.
Integrating the equation (1.2) over (a, b), we find∫ b
a
[∂tu+ ∂x[f(u)]] dx = 0 ⇐⇒ d
dt
∫ b
a
u dx = f(a)− f(b),
which means that the variation in time of the quantity of u inside the interval (a, b) is
equal to the flux of u passing through a and b. Hence there is no production of u inside
(a, b). This justifies the name of conservation law given to the system (1.2).
Definition 1.2 Let u¯ ∈ L1loc(R,Rn) be a fixed function. The Cauchy problem for the
system (1.2) is {
∂tu+ ∂x[f(u)] = 0,
u(0, x) = u¯(x).
(1.3)
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Proposition 1.2 A function u ∈ C1(R+ ×R,Rn) is a solution to (1.3) if and only if it
solves the problem {
∂tu+A(u) ∂xu = 0,
u(0, x) = u¯(x),
(1.4)
where A(u) = Df(u) is the Jacobian matrix of the flux function, i.e.
[A(u)]ij =
∂fi(u)
∂uj
.
Proof. The functions f and u are respectively of class C2 and C1. Therefore we can
apply the chain rule and we find
0 = ∂tui + ∂x[f(u)]i = ∂tui +
n∑
j=1
∂fi
∂uj
(u)∂xuj for every i ∈ {1, ..., n}.
Hence ∂tu1...
∂tun
+
∂u1f1(u) · · · ∂unf1(u)... . . . ...
∂u1fn(u) · · · ∂unfn(u)

∂xu1...
∂xun
 = 0,
which is the first equation in (1.4). 
The solution to the Cauchy problem (1.3) is in general discontinuous.
Example 1.2.1 Let us consider the Cauchy problem for the Burgers’ equation:∂tu+ u ∂xu = 0,u(0, x) = 1
1 + x2
.
(1.5)
We are going to apply the method of characteristics to find a solution to the Cauchy
problem. This method discovers the curves γ(s) = (γ1(s), γ2(s)) in the plane (t, x) along
which the partial differential equation reduces to a system of ordinary differential equa-
tions; see [10].
Let us denote
z(s) = u(γ(s)) and p(s) = (p1(s), p2(s)) = Du(γ(s)).
First rewrite the equation ∂tu+ u ∂xu = 0 in the form
F (γ, z, p) = 0
where
F (γ, z, p) = F ((t, x), z, (p1, p2)) = p1 + z p2.
8
Then we have to solve the system:
γ˙(s) = DpF (γ(s), z(s), p(s)),
z˙(s) = p(s) ·DpF (γ(s), z(s), p(s)),
p˙(s) = −DxF (γ(s), z(s), p(s))− ∂uF (γ(s), z(s), p(s)) p(s).
By the second equation, we find
z˙(s) =
(
p1(s)
p2(s)
)
·
(
1
z(s)
)
= p1(s) + z(s) p2(s) = 0.
Therefore we obtain u(γ(s)) = z(s) = z(0) for every s. For the curve γ(s) we find:
γ˙(s) =
(
γ˙1(s)
γ˙2(s)
)
=
(
1
z(s)
)
.
Integrating the equations γ˙1(s) = 1 and γ˙2(s) = z(s) = z(0), we obtain
γ1(s) = s+ c1 and γ2(s) = z(0) s+ c2.
Let (0, x¯) be the initial point for a characteristic curve, i.e.
γ(0) = (0, x¯).
Substituting in the equations for γ1 and γ2, we find c1 = 0 and c2 = x¯. Moreover, since
u(0, x) = (1 + x2)−1, we have
z(0) = u(γ(0)) =
1
1 + x¯2
.
Hence we find γ1(s) = s,γ2(s) = 1
1 + x¯2
s+ x¯,
which implies
γ2(s) =
1
1 + x¯2
γ1(s) + x¯.
Therefore the points (t, x) of the characteristic curve passing through the point (0, x¯)
satisfy the equation
x = x¯+
1
1 + x¯2
t⇐⇒ t = (x− x¯)(1 + x¯2).
In the plane (t, x) these are lines passing through (0, x¯) with slope (1 + x¯2)−1. If we fix
two points x¯2 > x¯1 ≥ 0, then the slope of the line passing through (0, x¯2) is minor than
the one of the line passing through (0, x¯1). Therefore these lines have an intersection.
Since the value of u on the line passing through a point (0, x¯) is constant, i.e.
u(γ(s)) = u(γ(0)) =
1
1 + x¯2
,
in the point of intersection we obtain a double-valued function. Hence the solution u
must be discontinuous.
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Hence we have to introduce the weak solution to the problem.
Definition 1.3 Let Ω be a subset of R+ ×R. Assume that u : Ω→ Rn and f(u) : Ω→
Rn are in L1loc(Ω). The function u is a weak solution to the system of conservation laws
(1.2), if for every φ ∈ C1c (Ω,Rn), we have∫
Ω
[u · ∂tφ+ f(u) · ∂xφ] dt dx = 0. (1.6)
Proposition 1.3 Let Ω ⊆ R+ × R be a bounded set with smooth boundary ∂Ω. A
function u ∈ C1(Ω) is a classical solution to (1.2) if and only if it is a weak solution.
Proof. Consider φ ∈ C1c (Ω) and the vector field (φu, φ f(u)). Applying the divergence
theorem, we find∫
Ω
div(φu, φ f(u)) dt dx =
∫
Ω
[∂t(φu) + ∂x(φ f(u))] dt dx =
∫
∂Ω
(φu, φ f(u)) · ν dσ,
where ν is the outer normal of ∂Ω and dσ is the surface measure. Since φ ∈ C1c (Ω), we
have ∫
∂Ω
(φu, φ f(u)) · ν dσ = 0,
which implies ∫
Ω
[∂t(φu) + ∂x(φ f(u))] dt dx = 0.
Therefore the thesis follows from the equality:∫
Ω
φ [∂tu+ ∂x[f(u)]] dt dx = −
∫
Ω
[u ∂tφ+ f(u) ∂xφ] dt dx.

Definition 1.4 Fix u¯ ∈ L1loc(R,Rn). A function u ∈ L1loc([0, T ] × R,Rn) is a weak
solution for the Cauchy problem{
∂tu+ ∂x[f(u)] = 0,
u(0, x) = u¯(x),
if u is a weak solution to (1.2) and u(0, x) = u¯(x) a.e. on R.
The next theorem gives the conditions which a discontinuous function must satisfy to
be a solution to the system (1.2).
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Theorem 1.3 (Rankine-Hugoniot conditions) Let Ω be an open set in R+×R and
let u : Ω → Rn be a piecewise C1 function, with jumps along a finite number N ∈ N of
differentiable curves x = ξi(t) for i = 1, ..., N . Let us define the limits
u+(t, ξi) = lim
x→ξi(t)+
u(t, x) and u−(t, ξi) = lim
x→ξi(t)−
u(t, x)
for i = 1, ..., N .
Then u is a weak solution to the system (1.2) if and only if:
1. ∂tu+ ∂x[f(u)] = 0 for every (t, x) such that x 6= ξi(t) for every i = 1, ..., N ;
2. for every t ∈ R+ and i = 1, ..., N the following condition holds:
f(u+(t, ξi))− f(u−(t, ξi)) = ξ˙i(t)
[
u+(t, ξi)− u−(t, ξi)
]
. (1.7)
Proof. Let us define the sets
Ω0 = {(t, x) ∈ Ω : x < ξ1(t)}, ΩN = {(t, x) ∈ Ω : x ≥ ξN (t)} and
Ωi = {(t, x) ∈ Ω : ξi(t) ≤ x < ξi+1(t)} for i = 1, ..., N − 1.
Let us consider the vector field (φu, φ f(u)), where φ ∈ C1c (Ω). Applying the divergence
theorem to each set Ωi, we find∫
Ω
div(φu, φ f(u)) dt dx =
N∑
i=0
∫
Ωi
div(φu, φ f(u)) dt dx =
=
N∑
i=0
[∫
Ωi
[φ (∂tu+ ∂xf(u))] dt dx+
∫
Ωi
[u ∂tφ+ f(u) ∂xφ] dt dx
]
=
=
N∑
i=0
∫
∂Ωi
(φu, φ f(u)) · νi dσ,
where νi is the outer normal of the set Ωi and dσ is the surface measure.
The function φ is zero on ∂Ωi except eventually for the points (t, ξi(t)) for i = 1, ..., N .
Fix i ∈ {1, ..., N} and take a parametrization
t ∈ [a, b]→ ξi(t) ∈ Ω
of the points of the curve ξi inside the domain Ω. The curve ξi is the intersection between
Ωi−1 and Ωi and its tangent vector is
τi(t) = (1, ξ˙i(t)).
The outer normal of Ωi on the curve x = ξi(t) is
νi(t) =
1√
1 + |ξ˙i(t)|2
(−ξ˙i(t), 1),
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while the outer normal of Ωi−1 on the same curve is
νi−1(t) =
1√
1 + |ξ˙i(t)|2
(ξ˙i(t),−1).
Hence we find
N∑
i=0
∫
∂Ωi
(φu, φ f(u)) · νi dσ =
=
N∑
i=1
∫ b
a
φ(s, ξi(s)) [u
−
i ξ˙i(s)− f(u−i )− u+i ξ˙i(s) + f(u+i )] ds,
where the normalization factor (1+ |ξ˙i(t)|2)−1/2 has disappeared in the product with the
arclength. Therefore the thesis follows from the equation:∫
Ω
[u ∂tφ+ f(u) ∂xφ] dt dx =
= −
∫
Ω
[φ (∂tu+ ∂xf(u))] dt dx+
N∑
i=1
∫ b
a
φ(s, ξi) [(u
−
i − u+i ) ξ˙i(s) + f(u+i )− f(u−i )] ds.

1.3 The Riemann problem
In this section we introduce the Riemann problem for a system of conservation laws and
we define its standard solution.
Definition 1.5 Let Ω ∈ Rn be an open set and let f : Ω→ Rn be a vector field of class
C2. Fix two points ul and ur in Ω. The Riemann problem for the system of conservation
laws (1.2) is 
∂tu+ ∂x[f(u)] = 0,
u(0, x) =
{
ul if x ≤ 0,
ur if x > 0.
(1.8)
Definition 1.6 The system (1.2) is strictly hyperbolic if for every u ∈ Ω the Jacobian
matrix Df(u) has n real distinct eigenvalues λ1(u) < ... < λn(u).
If the system (1.2) is strictly hyperbolic, then for every u ∈ Ω we can find two bases
{r1(u), ..., rn(u)} and {l1(u), ..., ln(u)} respectively of right and left eigenvalues of Df(u),
i.e.
li(u) ·Df(u) = λi(u) li(u) and Df(u) · ri(u) = λi(u) ri(u) for every i = 1, ..., n.
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Moreover we can choose the eigenvectors so that for every u ∈ Ω the following conditions
are satisfied:
|ri(u)| = 1 and li(u) · rj(u) =
{
1 if i = j,
0 if i 6= j, for every i, j ∈ {1, ..., n}.
By Proposition 1.1, since the entries aij(u) of the matrix A(u) are C1, the functions
u→ λi(u), u→ ri(u) and u→ li(u) are of class C1.
Definition 1.7 Fix i ∈ {1, ..., n}. The i-th characteristic field is the vector field
ri(u)
∣∣∣
u∈Ω
.
The i-th characteristic field is genuinely non-linear if
∇λi(u) · ri(u) 6= 0 for every u ∈ Ω,
while it is linearly degenerate if
∇λi(u) · ri(u) = 0 for every u ∈ Ω.
If the i-th characteristic field is genuinely non-linear, we can choose the sign of ri so that
∇λi(u) · ri(u) > 0 for every u ∈ Ω. (1.9)
Indeed, both functions u→ ri(u) and u→ ∇λi(u) are continuous. Hence λi(u) is strictly
decreasing or increasing along the direction of ri, otherwise there would exist a point u0
such that
∇λi(u0) · ri(u0) = 0
and this is a contradiction of the hypothesis on the characteristic field.
The solution that we are going to define is self-similar, i.e. there exists a function
ψ : R→ Rn possibly discontinuous, such that
u(t, x) = ψ
(x
t
)
.
1.3.1 Rarefaction waves
Fix i ∈ {1, ..., n}. Suppose that the i-th characteristic field is genuinely non-linear.
Let us consider the Cauchy problem{
w˙ = ri(w),
w(0) = w0.
(1.10)
The function w → ri(w) is C1(Ω), hence it is locally Lipschitz continuous. Therefore the
system (1.10) has a local unique solution σ → Ri(σ)(w0) which is the integral curve of
the vector field ri(w) passing through w0.
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Proposition 1.4 Suppose that the system (1.2) is strictly hyperbolic with smooth coef-
ficients defined in an open set Ω ∈ Rn. Let i ∈ {1, ..., n} be fixed and assume that the
i-th characteristic field is genuinely non-linear. Fix two points ul and ur in Ω. Suppose
that there exists σ¯ ≥ 0 such that
ur = Ri(σ¯)(u
l),
where σ → Ri(σ)(ul) is the solution to the Cauchy problem (1.10) with initial datum
w(0) = ul.
Then the function σ → λi(Ri(σ)(ul)) is strictly increasing and
u(t, x) =

ul if x < t λi(u
l),
Ri(σ)(u
l) if x = t λi(Ri(σ)(u
l)) for σ ∈ [0, σ¯],
ur if x > t λi(u
r),
(1.11)
is a weak solution to the Riemann problem (1.8).
Proof. Part 1. Consider the function
σ ∈ [0, σ¯]→ λi(σ) = λi(Ri(σ)(ul)).
By the chain rule and the definition of Ri(σ)(u
l), we find
dλi(σ)
dσ
= ∇λi(Ri(σ)(ul)) · ri(Ri(σ)(ul)).
By the condition (1.9), we obtain
dλi(σ)
dσ
> 0,
which implies that the function σ → λi(σ) is strictly increasing, i.e.
λi(u
r) = λi(σ¯) > λi(σ) > λi(0) = λi(u
l) for every σ ∈ (0, σ¯).
Moreover there exists an inverse function
λi → σ(λi).
Part 2. Let us prove that
lim
t→0+
‖ u(t, ·)− u(0, ·) ‖L1(R)= 0.
Indeed t λi(u
l)
t→0+−−−→ 0 and t λi(ur) t→0
+−−−→ 0. Moreover for x = t λi(Ri(σ)(ul)), we find
|u(t, x)− u(0, x)| = |Ri(σ)(ul)− u(0, x)| ≤ sup
σ∈[0,σ¯]
|Ri(σ)(ul)|+ max(|ul|, |ur|).
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The function σ → Ri(σ)(ul) is differentiable and defined in a compact, then it is bounded.
Therefore ∫
R
|u(t, x)− u(0, x)| dx =
∫ t λi(ur)
t λi(ul)
|Ri(σ)(ul)− u(0, x)| dx t→0
+−−−→ 0,
because
|Ri(σ)(ul)− u(0, x)| < +∞.
Then, for a.e. x ∈ R, we have
lim
t→0+
u(t, x) = u(0, x).
Part 3. Now, let us show that the function u(t, x) defined in (1.11) satisfies the equation
(1.2).
The equation ∂tu+ ∂x[f(u)] = 0 is trivially satisfied in the sets
{(t, x) ∈ R+ × R : x < t λi(ul)} and {(t, x) ∈ R+ × R : x > t λi(ur)},
where the value of u(t, x) is respectively ul and ur. For every σ ∈ [0, σ¯], the function u
is constant in the set
Λσ = {(t, x) ∈ R+ × R : x = t λi(σ)}.
Hence its directional derivative on the line (t, t λi(σ)) is zero, i.e.
∇u ·
(
1
λi(σ)
)
= ∂tu+ λi(σ) ∂xu = 0.
The derivative ∂xu is parallel to ri(u) in the points (t, x) such that λi(Ri(σ)(u
l)) = x/t.
Indeed by the chain rule we obtain
∂u(t, x)
∂x
=
∂Ri(σ)(u
l)
∂x
=
dRi(σ)(u
l)
dσ
dσ(λi)
dλi
dλi
dx
= ri(Ri(σ)(u
l))
dσ
dλi
d(x/t)
dx
=
=
dσ
dλi
t−1 ri(Ri(σ)(ul)).
Then ∂xu is an eigenvector of Df(u) with eigenvalue λi(σ), i.e.
λi(σ)∂xu = Df(u)∂xu.
Therefore
0 = ∂tu+ λi(σ) ∂xu = ∂tu+Df(u)∂xu.

15
Definition 1.8 The solution defined in (1.11) to the Riemann problem (1.8) is called
centred rarefaction wave. The solution Ri(σ)(u
l) to the Cauchy problem (1.10) with
initial datum w0 = u
l is called i-th rarefaction curve passing through ul.
Remark 1.1 If ur = Ri(σ¯)(u
l) for σ¯ < 0, then we find
λi(u
l) > λi(u
r).
Therefore the solution (1.11) is not admissible, because when t λi(u
r) < x < tλi(u
l), we
have a triple-valued function.
1.3.2 Shock waves
Proposition 1.5 Suppose that the system (1.2) is strictly hyperbolic with smooth coef-
ficients defined in an open set Ω ∈ Rn.
Fix a point ul in an open set Ω ∈ Rn. There exists a number σ¯ > 0 and n smooth curves
Si(·)(ul) : [−σ¯, σ¯]→ Ω together with n scalar functions λi : [−σ¯, σ¯]→ R such that
f(Si(σ)(u
l))− f(ul) = λi(σ)(Si(σ)(ul)− ul) for every σ ∈ [−σ¯, σ¯]. (1.12)
Moreover:
(i) the function
u(t, x) =
{
ul if x ≤ t λi(σ),
Si(σ)(u
l) if x > t λi(σ),
(1.13)
is a weak solution to the system (1.2);
(ii)
∣∣∣dSi(σ)(ul)
dσ
∣∣∣ = 1 for every σ ∈ [−σ¯, σ¯];
(iii) at σ = 0 we have
λi(0) = λi(u
l),
dλi(σ)
dσ
∣∣∣
σ=0
=
1
2
∇λi(ul) · ri(ul), Si(0)(ul) = ul and
dSi(σ)(u
l)
σ
∣∣∣
σ=0
= ri(u
l).
Proof.Part 1. Fix two points u and u¯ in Ω such that for every ξ ∈ [0, 1], we have
ξ u+ (1− ξ) u¯ ∈ Ω.
Let us consider the matrix
A(u, u¯) =
∫ 1
0
A(ξ u+ (1− ξ) u¯) dξ.
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We claim that there exists a neighbourhood N of u¯ for which, for every u ∈ N , the
matrix A(u, u¯) has n distinct eigenvalues
λ1(u, u¯) < ... < λn(u, u¯).
Moreover the function u→ λi(u, u¯) is a C1 function of u. We postpone the proof of this
claim.
Call
{l1(u, u¯), ..., ln(u, u¯)} and {r1(u, u¯), ..., rn(u, u¯)}
the left and right eigenvectors corresponding to λ1(u, u¯), ..., λn(u, u¯).
We can choose the eigenvectors normalized so that they satisfy
|ri(u, u¯)| = 1 and li(u, u¯) · rj(u, u¯) =
{
1 if i = j,
0 if i 6= j, for every i, j = 1, ..., n.
By the fundamental theorem of calculus, we have
f(u)− f(ul) =
∫ 1
0
Df(σ u+ (1− σ)ul)(u− ul) dσ = A(u, ul)(u− ul),
which implies that the Rankine-Hugoniot conditions
f(u)− f(ul) = λ (u− ul)
hold whenever (u−ul) is a right eigenvector of A(u, ul) with eigenvalue λ = λi(u, ul) for
some i ∈ {1, ..., n}.
Part 2. Fix i ∈ {1, ..., n}. The i-th eigenvector of A(u, ul) is the solution of
φj(u) := lj(u, u
l) · (u− ul) = 0 for every j 6= i, (1.14)
which is a system of n− 1 equations for the n variables u1, ..., un (the components of u).
We find:
∂φj
∂uk
(u) =
∂lj
∂uk
(u, ul) · (u− ul) + lj,k(u, ul) =⇒
=⇒ ∂φj
∂uk
(ul) = lj,k(u
l).
The vectors {lj(ul)}j=1,...,n are linearly independent. Therefore the Jacobian matrix[
∂φj
∂uk
]j=1,...,n−1
k=1,...,n
has rank n− 1.
Hence there exist n−1 linearly independent lines and, without loss of generality, we can
assume that they are the first n− 1. Therefore the Jacobian matrix[
∂φj
∂uk
]
j,k=1,...,n−1
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is invertible and we can apply the implicit function theorem: there exists a curve σ →
Si(σ)(u
l) defined in a neighbourhood [−σ¯, σ¯] of σ = 0 such that
Si(0)(u
l) = ul and φ(Si(σ)(u
l)) = 0 for every σ ∈ [−σ¯, σ¯].
Hence Si(σ)(u
l) is the right eigenvector ofA(Si(σ)(u
l), ul) with eigenvalue λi(Si(σ)(u
l), ul).
Calling λi(σ) = λi(Si(σ)(u
l), ul), we obtain
f(Si(σ)(u
l))− f(ul) = λi(σ) (Si(σ)(ul)− ul).
Therefore the function (1.13) is a weak solution of the Riemann problem (1.8), because
Si(σ)(u
l) satisfies the Rankine-Hugoniot conditions with the propagation speed λi(σ).
This proves (i).
Part 3. To prove (ii), we can re-parametrize the curve Si(σ) by its arclength, because
it is regular and we find the thesis.
For (iii) we have already shown that
Si(0)(u
l) = ul and λi(0) = λi(u
l, ul) = λi(u
l).
Let us show that
dSi(σ)(u
l)
dσ
∣∣∣
σ=0
= ri(u
l). (1.15)
By the equations (1.14), at σ = 0 the curve Si(σ)(u
l) must be orthogonal to all the
vectors lj(u
l) for j 6= i. This is the case of ri(ul). Hence we obtain the equation (1.15).
Finally, let us denote g˙ the derivative w.r.t. σ of a function g(σ), Ai(σ) = A(Si(σ)) and
Si(σ)(u
l) = Si(σ).
Note that the i-th eigenvalue λi(Si(σ)) of the matrix A(Si(σ)) and the propagation speed
λi(σ) of the shock wave are in general different.
Differentiating the equation (1.12) two times w.r.t. σ, we obtain
Ai(σ) S˙i(σ) = λ˙i(σ) (Si(σ)− ul) + λi(σ) S˙i(σ) −→
−→ A˙i(σ) S˙i(σ) +Ai(σ) S¨i(σ) = λ¨i(σ) (Si(σ)− ul) + 2 λ˙i(σ) S˙i(σ) + λi(σ) S¨i(σ).
Since Si(0) = u
l and S˙i(0) = ri(u
l), at σ = 0 we obtain
A˙i(0) ri(u
l) +Ai(0) S¨i(0) = 2 λ˙i(0) ri(u
l) + λi(0) S¨i(0). (1.16)
Let us now differentiate the relation
Ai(σ) ri(Si(σ)) = λi(Si(σ)) ri(Si(σ)).
We find
A˙i(σ) ri(Si(σ)) +Ai(σ) r˙i(Si(σ)) = λ˙i(Si(σ)) ri(Si(σ)) + λi(Si(σ)) r˙i(Si(σ)) =⇒
A˙i(σ) ri(Si(σ)) +Ai(σ)∇ri(Si(σ)) · S˙i(σ) =∇λi(Si(σ)) · S˙i(σ) ri(Si(σ))+
+ λi(Si(σ))∇ri(Si(σ)) · S˙i(σ),
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which in σ = 0 gives
A˙i(0) ri(u
l) = ∇λi(ul) · ri(ul) ri(ul) + λi(ul)∇ri(ul) · ri(ul)−Ai(0) r˙i(ul). (1.17)
Using this expression in the equation (1.16), we obtain
Ai(0) S¨i(0) +∇λi(ul) · ri(ul) ri(ul) + λi(ul)∇ri(ul) · ri(ul)−Ai(0) r˙i(ul) =
= 2 λ˙i(0) ri(u
l) + λi(0) S¨i(0).
Multiplying on the left for li(u
l), we find the thesis, indeed
li(u
l)A(ul)S¨i(0) +∇λi(ul) · ri(ul) li(ul) ri(ul) + li(ul)(λi(ul)−A(ul))∇ri(ul) · ri(ul) =
= 2 li(u
l) λ˙i(0) ri(u
l) + li(u
l)λi(u
l) S¨i(0),
which implies
∇λi · ri = 2 λ˙i,
because li(u
l)A(ul) = λi(u
l) li(u
l) and li(u
l)ri(u
l) = 1.
Proof of the claim.
Claim: For every u in a neighbourhood N of u¯, the matrix A(u, u¯) has n real distinct
eigenvalues λ1(u, u¯), ..., λn(u, u¯). Moreover the function u→ λi(u, u¯) is smooth for every
i = 1, ..., n.
Proof. Fix i ∈ {1, ..., n} and let us consider the polynomial
P (u, λ) = det(A(u, u¯)− λ I).
Since A(u¯, u¯) = A(u¯) and λi(u¯) is an eigenvalue of A(u¯), we have
P (u¯, λi(u¯)) = 0.
Moreover, we can write
P (u¯, λ) = (λ− λ1(u¯)) · ... · (λ− λn(u¯)).
Hence
∂P
∂λ
(u¯, λi(u¯)) =
n∏
j=1
j 6=i
(λi(u¯)− λj(u¯)) 6= 0,
because the eigenvalues of A(u¯) are distinct.
Therefore by the implicit function theorem, there exists a neighbourhood N of u¯ and a
smooth function u→ λi(u, u¯) such that
P (u, λi(u, u¯)) = 0,
which means that λi(u, u¯) is an eigenvalue of the matrix A(u, u¯). 
Definition 1.9 The solution (1.13) to the Riemann problem (1.8) is called centred shock
wave. The function σ → Si(σ)(ul) is called i-th shock curve passing through ul.
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1.3.3 Contact discontinuities
Proposition 1.6 Suppose that the system (1.2) is strictly hyperbolic with smooth coef-
ficients defined in an open set Ω ∈ Rn. Fix i ∈ {1, ..., n} and a point ul in an open set
Ω ∈ Rn. Suppose that the i-th characteristic field is linearly degenerate. Then the i-th
shock curve and the i-th rarefaction curve passing through ul coincide, i.e.
Si(σ)(u
l) = Ri(σ)(u
l). (1.18)
Moreover, if ur = Si(σ¯)(u
l) for some number σ¯ ∈ R, then the function
u(t, x) =
{
ul if x ≤ t λi(ul),
ur if x > t λi(u
r),
(1.19)
is a solution to the Riemann problem (1.8).
Proof. To prove the condition (1.18), let us fix a number σ¯. By the fundamental
theorem of calculus and the definition of λi and ri, we have
f(Ri(σ¯)(u
l))− f(ul) =
∫ σ¯
0
Df(Ri(σ)(u
l))
dRi(σ)(u
l)
dσ
dσ =
=
∫ σ¯
0
Df(Ri(σ)(u
l)) ri(Ri(σ)(u
l)) dσ =
=
∫ σ¯
0
λi(Ri(σ)(u
l)) ri(Ri(σ)(u
l)) dσ.
Since the i-th characteristic field is linearly degenerate, λi(u) is constant along the
integral curve of ri. Therefore
f(Ri(σ)(u
l))− f(ul) = λi(ul)
∫ σ¯
0
dRi(σ)(u
l)
dσ
dσ =
= λi(u
l) [Ri(σ¯)(u
l)− ul],
which means that Ri(σ¯)(u
l) satisfies the Rankine-Hugoniot conditions with propagation
speed λi(u
l). Hence
Si(σ)(u
l) = Ri(σ)(u
l)
and the function (1.19) is a weak solution to the Riemann problem (1.8). 
Definition 1.10 The solution (1.19) to the Riemann problem (1.8) is called contact
discontinuity.
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1.3.4 The general solution to the Riemann problem
In general the weak solution to the Riemann problem (1.8) is not unique. Therefore we
have to introduce additional admissibility conditions. There are several approaches. We
use the Lax entropy condition; see [13].
Definition 1.11 A shock joining two points ul and ur in an open set Ω ⊆ Rn, with
propagation speed λ is Lax-admissible if there exists an index k ∈ {1, ..., n} such that
λk(u
l) ≥ λ ≥ λk(ur). (1.20)
Proposition 1.7 (Admissibility of a shock) Fix a point ul in an open set Ω ⊆ Rn.
There exists a positive number σ¯ for which a shock joining ul to a point u(σ) = Si(σ)(u
l)
is Lax-admissible if and only if −σ¯ ≤ σ ≤ 0.
Proof. By Proposition 1.5, the function σ → λi(σ), which gives the propagation speed
of the shock, is C1 and by the condition (1.9), we obtain
dλi(σ)
dσ
∣∣∣
σ=0
=
1
2
∇λi(ul) · ri(ul) > 0.
Therefore σ → λi(σ) is increasing in a neighbourhood [−σ¯, σ¯] of σ = 0. Therefore
λi(σ¯) ≤ λi(σ) ≤ λi(0) = λi(ul) if − σ¯ ≤ σ ≤ 0.
The thesis follows observing that by the Lax-entropy condition, a shock of the i-th family
is admissible if its propagation speed λi(σ) is lower than λi(u
l). 
We are now ready to introduce the Lax-admissible solution to the Riemann problem
(1.8).
Fix i ∈ {1, ..., n} and a point u0 ∈ Rn. Either the i-th characteristic field is genuinely
non-linear or linearly degenerate, we can define the map
ψi(σ)(u0) =
{
Ri(σ)(u0) if σ ≥ 0,
Si(σ)(u0) if σ < 0.
(1.21)
Definition 1.12 The curve defined in (1.21) is called i-th Lax curve.
Let us take (σ1, ..., σn) ∈ Rn in a neighbourhood of 0 ∈ Rn and let us define the points
w0 = u
l, wi = ψi(σi)(wi−1) =
{
Ri(σi)(wi−1) if σi ≥ 0,
Si(σi)(wi−1) if σi < 0,
for every i = 1, ..., n,
(1.22)
so that
wn = ψn(σn) ◦ · · · ◦ ψ1(σ1)(ul).
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Assume that ur = wn.
Each Riemann problem 
∂tu+ ∂x[f(u)] = 0,
u(0, x) =
{
wi−1 if x ≤ 0,
wi if x > 0,
(1.23)
has a unique Lax-admissible solution consisting of a simple wave of the i-th family, i.e.:
(i) if the i-th characteristic field is genuinely non-linear and σi ≥ 0, the solution
to (1.23) is a rarefaction wave propagating with speed ranging over the interval
[λi(wi−1), λi(wi)]. In this case, let us call
λ−i := λi(wi−1) and λ
+
i := λi(wi);
(ii) if the i-th characteristic field is genuinely non-linear and σi < 0 or if it is linearly
degenerate, the solution is respectively a shock or a contact discontinuity with
propagation speed
λi(wi−1, wi),
which is the eigenvalue of the average matrix
A(wi−1, wi) =
∫ 1
0
A(ξ wi−1 + (1− ξ)wi) dξ.
By the Lax entropy condition we have
λi(wi−1, wi) ∈ [λi(wi), λi(wi−1)].
In this case let us define
λ−i = λ
+
i := λi(wi−1, wi).
If σ1, ..., σn are small enough, by the continuity of u→ λi(u) for every i, we have
λ−1 ≤ λ+1 < λ−2 ≤ λ+2 < ... < λ−n ≤ λ+n .
Therefore a piecewise smooth function u : R+×R→ Rn is well defined by the assignment
(see Figure 1.1):
u(t, x) =

u− if xt ∈ (−∞, λ−i ),
Ri(σ)(wi−1) if xt = λi(Ri(σ)(wi−1)) ∈ [λ−i , λ+i ),
wi if
x
t ∈ [λ+i , λ−i+1),
u+ if xt ∈ [λ+n ,+∞).
(1.24)
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w0 = u
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w4 = u
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λ−2 = λ
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+
4
t
x
Figure 1.1: Example of solution to the Riemann problem (1.8).
Theorem 1.4 Let (1.2) be a strictly hyperbolic system of conservation laws with smooth
coefficients defined on an open set Ω ⊆ Rn. Suppose that for each i ∈ {1, ..., n}, the i-th
characteristic field is linearly degenerate or genuinely non-linear.
Then for every compact K ⊂ Ω, there exists δ > 0 such that the Riemann problem
(1.8) has a unique Lax-admissible solution of the form (1.24), whenever ul ∈ K and
|ur − ul| ≤ δ.
Proof. By the discussion in the previous sections, the function (1.24) is a Lax-
admissible weak solution for the Riemann problem (1.8).
Let ul ∈ Ω be fixed. Let us define the C1 maps
Ψ(σ1, ..., σn)(u
l) = ψn(σn) ◦ · · · ◦ ψ1(σ1)(ul)
and
Φu
l
((σ1, ..., σn), u) = Ψ(σ1, ..., σn)(u
l)− u.
We find
Φu
l
(0, ul) = Ψ(0, ..., 0)(ul)− ul = 0.
Moreover
∂Φu
l
∂σi
(0, ul) =
∂Ψ
∂σi
(σ1, ..., σn)
∣∣∣
σ1=...=σn=0
= ri(u
l),
indeed, by Propositions 1.4 and 1.5, we have ∂σiψi(0)(u
l) = ri(u
l). Therefore
∂Ψ
∂σi
(σ1, ..., σn)
∣∣∣
σ1=...=σn=0
= lim
ε→0
Ψ(0, ..., 0, ε, 0, ..., 0)−Ψ(0, ..., 0)
ε
=
= lim
ε→0
ψi(ε)(u
l)− ul
ε
=
= ri(u
l).
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The vectors r1(u
l), ..., rn(u
l) are linearly independent, hence the rank of the Jacobian
matrix D(σ1,...,σn)Φ
ul is n. By Theorem 1.2, for every compact set K ⊂ Ω there exists
ζ > 0 and a C1 function
(σ1, ..., σn)→ ur(σ1, ..., σn)
such that
Φu
l
((σ1, ..., σn), u
r(σ1, ..., σn)) = 0⇐⇒ ur(σ1, ..., σn) = Ψ(σ1, ..., σn)(ul)
for every ul ∈ K and |(σ1, ..., σn)| ≤ ζ. Since the function (σ1, ..., σn)→ Ψ(σ1, ..., σn) is
an homomorphism of a neighbourhood of 0 ∈ Rn onto a neighbourhood N of u−, the
condition |(σ1, ..., σn)| ≤ ζ is equivalent to |ur(σ1, ..., σn)− ul| ≤ δ for some δ > 0. 
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Chapter 2
The Aw-Rascle-Zhang model
In this chapter we are going to introduce the Aw-Rascle-Zhang (ARZ) model and its
main properties.
The Aw-Rascle-Zhang model (see [2, 17]) is{
∂tρ+ ∂x(ρ v) = 0,
∂tz + ∂x(z v) = 0,
(2.1)
where ρ and v are respectively the density and the velocity of the vehicles on the road
and z = ρ (v + p(ρ)) is the generalized momentum.
The first equation states the conservation of the density, while the second states the
conservation of the momentum. The function p ∈ C2([0,+∞), [0,+∞)) plays the role of
the pressure. We assume that p satisfies the following hypotheses:
p(0) = 0,
p′(ρ) > 0 for every ρ > 0,
ρ→ ρ p(ρ) is strictly convex.
(2.2)
The pressure function describes how a typical driver reacts to a spatial variation of the
concentration of cars in front of him. The next propositions state the main properties
of the ARZ system respectively in the (ρ, z) and in the (ρ, v) plane.
Proposition 2.1 The ARZ system{
∂tρ+ ∂x(ρ v) = 0,
∂tz + ∂x(z v) = 0,
in the conserved variables (ρ, z) = (ρ, ρ (v + p(ρ)) has the following properties.
1. The flux function is
f(ρ, z) =
(
f1(ρ, z)
f2(ρ, z)
)
=
(
ρ v
z v
)
=
 z − ρ p(ρ)z2
ρ
− z p(ρ)
 .
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2. The eigenvalues of the Jacobian matrix of f are
λ1(ρ, z) = −p(ρ) + z
ρ
− ρ p′(ρ) and λ2(ρ, z) = −p(ρ) + z
ρ
(2.3)
and the corresponding eigenvectors are
r1(ρ, z) =
(−1
− zρ
)
and r2(ρ, z) =
(
1
z
ρ + ρ p
′(ρ)
)
. (2.4)
Moreover, the first characteristic field is genuinely non-linear and the second is
linearly degenerate.
3. The first shock and rarefaction curves coincide and the Lax curves passing through
a point (ρ0, z0) ∈ R+ × R+ are
L1(ρ, ρ0, z0) =
z0
ρ0
ρ and L2(ρ, ρ0, z0) =
z0
ρ0
ρ+ ρ (p(ρ)− p(ρ0)); (2.5)
see Figure 2.1a.
4. The Riemann invariants are
s =
z
ρ
− p(ρ) and w = z
ρ
. (2.6)
Proof. Since z = ρ (v + p(ρ)), we find
v =
z
ρ
− p(ρ).
Therefore
ρ v = z − ρ p(ρ) and z v = z
2
ρ
− z p(ρ).
The Jacobian matrix for the flux function is
A(ρ, z) = Df(ρ, z) =
[−p(ρ)− ρ p′(ρ) 1
−z p′(ρ)− z2
ρ2
2z
ρ − p(ρ)
]
. (2.7)
Let I be the 2× 2 identity matrix. We have
det[Df − λI] = det
[−p(ρ)− ρp′(ρ)− λ 1
−z p′(ρ)− z2
ρ2
2z
ρ − p(ρ)− λ
]
=
= (p(ρ) + ρ p′(ρ) + λ)
(
λ+ p(ρ)− 2z
ρ
)
+ z p′(ρ) +
z2
ρ2
=
= λ2 + λ
(
2p(ρ) + ρ p′(ρ)− 2z
ρ
)
+ p(ρ)
(
p(ρ) + ρ p′(ρ)− 2z
ρ
)
− z p′(ρ) + z
2
ρ2
.
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Let ∆ be the discriminant for the characteristic equation
det[Df − λI] = 0.
We obtain ∆ = ρ2 [p′(ρ)]2 and det[Df − λI] = 0 if and only if
λ1,2 =
1
2
(
−2 p(ρ)− ρ p′(ρ) + 2z
ρ
± ρ p′(ρ)
)
which are the eigenvalues.
Let us denote r1 = (v1, v2)
T the eigenvector corresponding to λ1 =
z
ρ − ρ p′(ρ) − p(ρ).
We have
Df
(
v1
v2
)
= λ1
(
v1
v2
)
⇐⇒
[−p(ρ)− ρ p′(ρ) 1
−z p′(ρ)− z2
ρ2
2z
ρ − p(ρ)
](
v1
v2
)
= λ1
(
v1
v2
)
⇐⇒
⇐⇒
{
−p(ρ) v1 − ρ p′(ρ) v1 + v2 = zρ v1 − ρ p′(ρ) v1 − p(ρ) v1,
−z p′(ρ) v1 − z2ρ2 v1 + 2 zρ v2 − p(ρ) v2 = zρ v2 − ρ p′(ρ) v2 − p(ρ) v2.
⇐⇒
⇐⇒
{
v2 =
z
ρ v1,
−z p′(ρ) v1 − z2ρ2 v1 + zρ v2 = −ρ p′(ρ) v2.
These two equations are linearly dependent. Hence, choosing v1 = −1, we obtain
r1 =
(−1
− zρ
)
.
For the eigenvector r2 = (v1, v2)
T corresponding to the eigenvalue λ2 =
z
ρ −p(ρ), we find
Df
(
v1
v2
)
= λ2
(
v1
v2
)
⇐⇒
[−p(ρ)− ρ p′(ρ) 1
−z p′(ρ)− z2
ρ2
2 z
ρ − p(ρ)
](
v1
v2
)
= λ2
(
v1
v2
)
⇐⇒
⇐⇒
{
−p(ρ) v1 − ρ p′(ρ) v1 + v2 = zρ v1 − p(ρ) v1,
−z p′(ρ) v1 − z2ρ2 v1 + 2 zρ v2 − p(ρ) v2 = zρ v2 − p(ρ) v2.
⇐⇒
⇐⇒
{
v2 = (
z
ρ + ρ p
′(ρ)) v1,
z
ρ v2 = z p
′(ρ) v1 + z
2
ρ2
v1.
The equations are linearly dependent. Therefore, choosing v1 = 1, we obtain
r2 =
(
1
z
ρ + ρ p
′(ρ)
)
.
By the hypotheses (2.2), we have
∇λ1 · r1 =
(− z
ρ2
− 2 p′(ρ)− ρ p′′(ρ)
1
ρ
)
·
(−1
− zρ
)
= 2p′(ρ) + ρ p′′(ρ) =
d2
ρ2
(ρ p(ρ)) > 0
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Therefore the first characteristic field is genuinely non-linear. For the second character-
istic field, we find
∇λ2 · r2 =
(
− z
ρ2
− p′(ρ)
1
ρ
)
·
(
1
z
ρ + ρ p
′(ρ)
)
= 0.
Hence it is linearly degenerate.
Let us call u = (ρ, z) the vector of the conserved variables.
Consider first the second characteristic field. Since it is linearly degenerate, the second
rarefaction and shock curves coincide. Hence the second Lax curve consists of the points
which satisfy the Rankine-Hugoniot conditions with propagation speed λ2, i.e.
f(ρ, z)− f(ρ0, z0) = λ2(ρ, z) [(ρ, z)− (ρ0, z0)]⇐⇒
⇐⇒
{
z − ρ p(ρ)− z0 + ρ0 p(ρ0) = (−p(ρ) + zρ)(ρ− ρ0),
z2
ρ − z p(ρ)−
z20
ρ0
+ z0 p(ρ0) = (−p(ρ) + zρ)(z − z0).
These two equations are linearly dependent and the solutions are the points (ρ, z) such
that
z = L2(ρ, ρ0, z0) =
z0
ρ0
ρ+ ρ (p(ρ)− p(ρ0)).
Observe that a point (ρ, z) connected to (ρ0, z0) by a Lax curve of the second family
satisfies
z
ρ
− ρ p(ρ) = z0
ρ0
− ρ0 p(ρ0) = λ2(ρ, z). (2.8)
The first characteristic field is genuinely non-linear. By Definition 1.8 the first rarefaction
curve passing through the point (ρ0, z0) is the solution to the Cauchy problem{
u˙ = r1,
u(0) = (ρ0, z0).
Then {
ρ˙ = −1,
z˙ = −z/ρ. =⇒
{
ρ(τ) = ρ0 − τ,
z˙(t) = z/(τ − ρ0).
=⇒
{
τ = ρ0 − ρ,
z(τ) = z0 (1− τ/ρ0) .
Substituting the first equation in the second, we find
L1(ρ, ρ0, z0) =
z0
ρ0
ρ.
The shock curve of the first family is formed by the points (ρ, z) which are the solutions
to the system given by the Rankine-Hugoniot conditions:{
z − ρ p(ρ)− z0 + ρ0 p(ρ0) = λ (ρ− ρ0),
z2
ρ − z p(ρ)−
z20
ρ0
+ z0 p(ρ0) = λ (z − z0).
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The first equation gives
Q := z − ρ (p(ρ) + λ) = z0 − ρ0 (p(ρ0) + λ).
We have to distinguish two cases:
• if Q = 0, then
λ =
z
ρ
− p(ρ) = z0
ρ0
− p(ρ0).
By the equation (2.8), these are the points (ρ, z) joined to (ρ0, z0) by a contact
discontinuity of the second family.
• if Q 6= 0, then by the second equation we find
z
ρ
(z − ρ (p(ρ) + λ)) = z0
ρ0
(z0 − ρ0 (p(ρ0) + λ)) =⇒
z
ρ
Q =
z0
ρ0
Q =⇒ z = z0
ρ0
ρ = L1(ρ, ρ0, z0).
Hence the first rarefaction and shock curves coincide.
The Riemann invariants are the curves that are constant along the characteristic fields,
i.e.
∇w · r1 = 0 and ∇s · r2 = 0.
By the first equation, we find
−∂ρw − z
ρ
∂zw = 0 =⇒ ρ ∂ρw + z ∂z w = 0 =⇒ w = z
ρ
,
while the second equation implies
∂ρs+
z
ρ
∂zs+ ρ p
′(ρ)∂zs = 0 =⇒ s = z
ρ
− p(ρ).
This completes the proof. 
Lemma 2.1 Let us suppose that ρ and v are smooth. The ARZ system{
∂tρ+ ∂x(ρ v) = 0,
∂t[ρ (v + p(ρ))] + ∂x[ρ v (v + p(ρ))] = 0,
(2.9)
is equivalent to the system {
∂tρ+ ∂x(ρ v) = 0,
∂tv + (v − ρ p′(ρ)) ∂xv = 0.
(2.10)
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Proof. Since ρ and v are smooth, the second equation of (2.9) is equivalent to
∂t(v + p(ρ)) + v ∂x(v + p(ρ)) = 0, (2.11)
indeed
(v + p(ρ)) ∂tρ+ ρ ∂t(v + p(ρ)) + (v + p(ρ)) ∂x(ρ v) + ρ v ∂x(v + p(ρ)) = 0⇐⇒
(v + p(ρ)) [∂tρ+ ∂x(ρ v)] + ρ [∂t(v + p(ρ)) + v ∂x(v + p(ρ))] = 0⇐⇒
∂t(v + p(ρ)) + v ∂x(v + p(ρ)) = 0,
because, by the conservation of the density, we have
∂tρ+ ∂x(ρ v) = 0. (2.12)
Let us multiply the factor−p′(ρ) to the equation (2.12) and add the result to the equation
(2.11). Since
∂t(p(ρ)) = p
′(ρ) ∂tρ and ∂x(p(ρ)) = p′(ρ) ∂xρ,
we obtain
∂t(v + p(ρ)) + v ∂x(v + p(ρ))− p′(ρ)[∂tρ+ ∂x(ρ v)] = 0⇐⇒
∂tv + p
′(ρ) ∂tρ+ v (∂xv + p′(ρ) ∂xρ)− p′(ρ) ∂tρ− p′(ρ) (v ∂xρ+ ρ ∂xv) = 0⇐⇒
∂tv + (v − ρ p′(ρ)) ∂xv = 0,
which is the second equation in (2.10). 
Proposition 2.2 The ARZ system{
∂tρ+ ∂x(ρ v) = 0,
∂t[ρ (v + p(ρ))] + ∂x[ρ v (v + p(ρ))] = 0,
in the non-conserved variables (ρ, v) has the following properties.
1. The representation of the flux function in the variables (ρ, v) is
f(ρ, v) =
(
f1(ρ, v)
f2(ρ, v)
)
=
(
ρ v
ρ v (v + p(ρ))
)
2. The eigenvalues of the Jacobian matrix of the flux function are
λ1(ρ, v) = v − ρ p′(ρ) and λ2(ρ, v) = v (2.13)
and the corresponding eigenvectors are
r1(ρ, v) =
( −1
p′(ρ)
)
and r2(ρ, v) =
(
1
0
)
. (2.14)
Moreover, the first characteristic field is genuinely non-linear, while the second is
linearly degenerate.
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3. The first rarefaction and shock curves coincide and the Lax curves passing through
a point (ρ0, v0) ∈ R+ × R+ are
L1(ρ, ρ0, v0) = v0 + p(ρ0)− p(ρ) and L2(ρ.ρ0, v0) = v0; (2.15)
see Figure 2.1b.
4. The Riemann invariants are
s = v and w = v + p(ρ).
Proof. By Lemma (2.1), the ARZ system is equivalent to the system{
∂tρ+ v ∂xρ+ ρ ∂xv = 0,
∂tv + (v − ρ p′(ρ)) ∂xv = 0,
which can be written in the form(
∂tρ
∂tv
)
+
[
v ρ
0 v − ρ p′(ρ)
] (
∂xρ
∂xv
)
= 0.
For this system, we have
Df(ρ, v) =
[
v ρ
0 v − ρ p′(ρ)
]
.
Hence the eigenvalues are
λ1(ρ, v) = v − ρ p′(ρ) and λ2(ρ, v) = v.
If r1 = (µ1, µ2)
T is the eigenvector corresponding to λ1(ρ, v), we find{
v µ1 + ρµ2 = (v − ρ p′(ρ))µ1.
0 + (v − ρ p′(ρ))µ2 = (v − ρ p′(ρ))µ2.
The second equation is trivial, while by the first equation we obtain
µ2 = −p′(ρ)µ1 =⇒ r1(ρ, v) =
( −1
p′(ρ)
)
.
Similarly, if r2 = (µ1, µ2)
T is the eigenvector corresponding to λ2(ρ, v), we find{
v µ1 + ρµ2 = v µ1.
0 + (v − ρ p′(ρ))µ2 = v µ2.
The first equation gives
µ2 = 0,
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then the second equation is satisfied and
r2(ρ, v) =
(
1
0
)
.
The shock and rarefaction curves of the first family coincide by Proposition 2.1. Hence
the Lax curve of the first family passing through the point (ρ0, v0) is the solution to the
Cauchy problem 
ρ˙ = −1,
v˙ = p′(ρ),
(ρ, v)(0) = (ρ0, v0).
By the first equation and the initial condition, we find
ρ(τ) = ρ0 − τ.
Substituting the result in the second equation, we find:
v˙(τ) =
d
dρ
p(ρ(τ)) =
dp(ρ(τ))
dτ
dτ
dρ
= −p˙(ρ(τ)).
Therefore
v(τ) = c− p(ρ(τ)).
By the initial condition, we obtain
v0 = c− p(ρ0) =⇒ L1(ρ, ρ0, v0) = v0 + p(ρ0)− p(ρ).
For the Lax curve of the second family, we have:
ρ˙ = 1,
v˙ = 0,
(ρ, v)(0) = (ρ0, v0).
⇐⇒
{
ρ(τ) = ρ0 − τ,
v(τ) = v0.
Hence L2(ρ, ρ0, v0) = v0.
Substituting z = ρ (v + p(ρ)) in the expressions (2.6), we find
s =
z
ρ
− p(ρ) = v and w = z
ρ
= v + p(ρ).

Remark 2.1 As we have said, the conserved variables are the density ρ and the gen-
eralized momentum z. Since z has not a clear physical interpretation, whenever it is
possible, we choose to work in the more significantly variables (ρ, v).
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(ρ0, z0)
z
ρ
L1(ρ, ρ0, z0)
L2(ρ, ρ0, z0)
(a) Lax curves passing through the point
(ρ0, z0) in the (ρ, z) plane.
(ρ0, v0)
ρ v
ρ
L1(ρ, ρ0, v0)
L2(ρ, ρ0, v0)
(b) Lax curves passing through the point
(ρ0, v0) in the (ρ, ρ v) plane.
Figure 2.1: Representation of the Lax curves.
2.1 The Riemann problem
Let (ρl, vl) and (ρr, vr) be two points in R+ × R+. The Riemann problem for the ARZ
model is 
∂tρ+ ∂x(ρv) = 0,
∂t[ρ (v + p(ρ))] + ∂x[ρ v (v + p(ρ))] = 0,
(ρ, v)(0, x) =
{
(ρl, vl) if x ≤ 0,
(ρr, vr) if x > 0.
(2.16)
Proposition 2.3 Fix a point (ρ0, v0) ∈ R+ × R+ and let (ρ1, v1) be a point of the Lax
curve of the first family passing through (ρ0, v0), i.e.
v1 + p(ρ1) = v0 + p(ρ0).
The eigenvalue λ1(ρ1, v1) is the slope of the function ρ → ρL1(ρ, ρ0, v0) in the point
(ρ1, v1), i.e.
λ1(ρ1, v1) =
d
dρ
(ρL1(ρ, ρ0, v0))
∣∣∣
ρ=ρ1
. (2.17)
Moreover the function ρ→ λ1(ρ, L1(ρ, ρl, vl)) is strictly decreasing.
Proof. We find:
d
dρ
(ρL1(ρ, ρ0, v0))
∣∣∣
ρ=ρ1
= v0 + p(ρ0)− p(ρ1)− ρ1 p′(ρ1) = L1(ρ1, ρ0, v0)− ρ1 p′(ρ1)
= v1 − ρ1 p′(ρ1) = λ1(ρ1, v1).
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By the hypotheses (2.2), the function ρ→ ρ p(ρ) is strictly convex, hence the function
ρ→ ρL1(ρ, ρl, vl) = ρ (vl + p(ρ)l − p(ρ))
is strictly concave. Therefore its derivative is strictly decreasing. 
The next proposition gives a characterization of (Lax admissible) rarefaction waves,
shock waves and contact discontinuities for the ARZ system.
Proposition 2.4 Fix (ρl, vl) and (ρr, vr) in R+ ×R+ such that ρl 6= 0 and ρr 6= 0. Let
us consider the Riemann problem (2.16). The following statements hold.
(i) The points (ρl, vl) and (ρr, vr) are joined by a rarefaction wave if and only if
vr + p(ρr) = vl + p(ρl) and ρl ≥ ρr. (2.18)
(ii) The points (ρl, vl) and (ρr, vr) are joined by a shock wave if and only if
vr + p(ρr) = vl + p(ρl) and ρr > ρl. (2.19)
Moreover the shock speed is
λ =
ρr vr − ρl vl
ρr − ρl . (2.20)
(iii) The points (ρl, vl) and (ρr, vr) are joined by a contact discontinuity if and only if
vr = vl. (2.21)
Proof. Since the first characteristic field is genuinely non-linear and the first shock
and rarefaction curves coincide, the solution to the Riemann problem is a shock or a
rarefaction wave if and only if
vr = L1(ρ
r, ρl, vl)⇐⇒ vr + p(ρr) = vl + p(ρl).
On the contrary, since the second characteristic field is linearly degenerate, the solution
to (2.16) is a contact discontinuity if and only if
vr = L2(ρ
r, ρl, vl)⇐⇒ vr = vl.
Let us consider the case vr + p(ρr) = vl + p(ρl).
By Proposition 1.4, for a rarefaction wave we have
λ1(ρ
l, vl) ≤ λ1(ρr, vr).
By Proposition 2.3, the condition
λ1(ρ
l, vl) = λ1(ρ
l, L1(ρ
l, ρl, vl)) ≤ λ1(ρr, L1(ρr, ρl, vl)) = λ1(ρr, vr)
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holds if and only if
ρl ≥ ρr.
Let us now consider a shock wave with propagation speed λ, i.e.
(ρ, v)(t, x) =
{
(ρl, vl) if x ≤ λ t,
(ρr, vr) if x > λ t.
(2.22)
The speed λ must satisfy the Rankine-Hugoniot condition, i.e.{
ρr vr − ρl vl = λ (ρr − ρl),
ρr vr (vr + p(ρr))− ρl vl (vl + p(ρl)) = λ [ρr (vr + p(ρr))− ρl (vl + p(ρl))]. (2.23)
Since vr + p(ρr) = vl + p(ρl), the equations are linearly dependent and solving the first
equation w.r.t. λ, we find
λ =
ρr vr − ρl vl
ρr − ρl .
By the Lax entropy condition (1.20), the shock waves of the first family are Lax-
admissible if and only if
λ1(ρ
r, vr) ≤ λ ≤ λ1(ρl, vl),
which implies
λ1(ρ
r, vr) ≤ λ1(ρl, vl)⇐⇒ ρr ≥ ρl,
because the function ρ→ λ1(ρ, L1(ρ, ρl, vl)) is strictly decreasing by Proposition 2.3. 
Remark 2.2 By Definition 1.8, the propagation speed of a rarefaction wave varies be-
tween λ1(ρ
l, vl) and λ1(ρ
r, vr). The speed of a contact discontinuity is λ2(ρ
l, vl) =
λ2(ρ
r, vr) = vr. Finally for a shock wave the speed is given by the Rankine-Hugoniot
conditions and by Proposition 2.19, we have
λ =
ρr vr − ρl vl
ρr − ρl .
Geometrically:
• by Proposition 2.3 the propagation speed of a rarefaction wave in a point (ρσ, vσ) of
the rarefaction in the (ρ, ρ v) plane is the slope of the tangent line to the function
ρ→ ρL1(ρ, ρl, vl) in (ρσ, vσ);
• the speed of a shock is the slope of the line passing through (ρl, vl) and (ρr, vr) in
the (ρ, ρ v) plane;
• the speed of a contact discontinuity is the slope of the line passing through the
origin and the point (ρr, vr) in the (ρ, ρ v) plane.
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Definition 2.1 A Riemann solver for the system (2.1) is a map
RS : (R+ × R+)2 → L1(R,R+ × R+)
that for every couple ((ρl, vl), (ρr, vr)) ∈ (R+ × R+)2 gives a solution to (2.16):
RS((ρl, vl), (ρr, vr))(·) : R→ R+ × R+,
λ→ (ρ, v)(λ).
Remark 2.3 By the self-similarity of the solution to a Riemann problem, setting its
value for some λ ∈ R, we give the solution for every point (t, x) such that x/t = λ.
The next proposition gives the standard solution for a Riemann problem with a general
initial datum.
Theorem 2.1 Fix (ρl, vl) and (ρr, vr) in R+ × R+ such that ρl 6= 0 and ρr 6= 0. Let us
consider the Riemann problem (2.16). Let us define the set
L = {ρ ∈ R+ : vr = L1(ρ, ρl, vl)}.
Let (ρm, vm) ∈ R+ × R+ be the point such that
ρm = maxL and vm = vr. (2.24)
The standard solution to the Riemann problem (2.16) is given by a rarefaction or shock
wave of the first family joining (ρl, vl) to (ρm, vm), followed by a contact discontinuity
of the second family which connects (ρm, vm) to (ρr, vr); see Figures 2.2 and 2.3.
Therefore the standard Riemann solver for the Riemann problem (2.16) is:
(i) if ρl ≥ ρm, then
RS((ρl, vl), (ρr, vr))
(x
t
)
=

(ρl, vl) if xt < λ1(ρ
l, vl),
(ρσ, vσ) if xt = λ1(ρ
σ, vσ) for σ ∈ [0, 1],
(ρm, vm) if λ1(ρ
m, vm) < xt ≤ vr,
(ρr, vr) if xt > v
r,
(2.25)
where (ρσ, vσ) is a point of the rarefaction joining (ρl, vl) to (ρm, vm), i.e.
ρσ ∈ [ρm, ρl] and vσ = L1(ρσ, ρl, vl);
(ii) if ρl < ρm, then
RS((ρl, vl), (ρr, vr))
(x
t
)
=

(ρl, vl) if xt ≤ λ,
(ρm, vm) if λ < xt ≤ vr,
(ρr, vr) if xt > v
r,
(2.26)
where λ is the propagation speed of the shock joining (ρl, vl) to (ρm, vm), i.e.
λ =
ρm vm − ρl vl
ρm − ρl .
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Proof. Theorem 1.4 ensures that the solution to the Riemann problem (2.16) has the
form (2.25) or (2.26).
By definition vm + p(ρm) = vl + p(ρl). Then by Proposition 2.4, a rarefaction or a shock
wave joins (ρl, vl) to (ρm, vm). Similarly, since vm = vr, a contact discontinuity connects
(ρm, vm) to (ρr, vr). 
ρ v
ρ
(ρl, vl)
(ρr, vr)
(ρm, vm)
L1(ρ, ρ
l, vl)
L2(ρ, ρ
r, vr)
(ρl, vl)
(ρm, vm)
(ρr, vr)
x
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Figure 2.2: Example of classic solution to the Riemann problem (2.16). In the rep-
resented case (ρl, vl) and (ρm, vm) are joined by a rarefaction wave with propagations
speed between λ1(ρ
l, vl) (negative) and λ1(ρ
m, vm) (positive). A contact discontinuity
with speed λ2(ρ
r, vr) = λ2(ρ
m, vm) = vr connects (ρm, vm) to (ρr, vr).
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Figure 2.3: Example of classic solution to the Riemann problem (2.16). In the rep-
resented case (ρl, vl) and (ρm, vm) are joined by a shock wave with negative prop-
agations speed λ = (ρm vm − ρl vl)/(ρm − ρl). A contact discontinuity with speed
λ2(ρ
r, vr) = λ2(ρ
m, vm) = vr connects (ρm, vm) to (ρr, vr).
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2.2 The invariant domain
Definition 2.2 A set D ⊆ R+×R+ is an invariant domain (see [12]) for the Riemann
solver RS if for every (ρl, vl) and (ρr, vr) in D, the solution RS((ρl, vl), (ρr, vr))(λ) to
the Riemann problem (2.16) is in D for every λ ∈ R.
Theorem 2.2 Fix v1, v2, w1 and w2 in R such that 0 < v1 < v2, 0 < w1 < w2 and
v2 < w2. The set
Dv1,v2,w1,w2 := {(ρ, v) ∈ R+ × R+ : v1 ≤ v ≤ v2, w1 ≤ v + p(ρ) ≤ w2}
is invariant for the standard Riemann solver RS of the ARZ system; see Figure 2.4.
Proof. Consider (ρl, vl) and (ρr, vr) in the domain Dv1,v2,w1,w2 . Each point (ρ¯, v¯)
connected to (ρl, vl) by a rarefaction or a shock wave satisfies
v¯ + p(ρ¯) = vl + p(ρl).
Therefore, since (ρl, vl) ∈ Dv1,v2,w1,w2 , we have
w1 ≤ v¯ + p(ρ¯) ≤ w2.
Similarly, each point (ρ˜, v˜) joined to (ρr, vr) by a contact discontinuity is such that,
v˜ = vr.
Hence v1 ≤ v˜ ≤ v2.
In particular, the middle state (ρm, vm) defined in (2.24) satisfies both conditions
v1 ≤ vm ≤ v2 and w1 ≤ vm + p(ρm) ≤ w2,
because vm + p(ρm) = vl + p(ρl) and vm = vr. Therefore (ρm, vm) ∈ Dv1,v2,w1,w2 .
By Theorem 2.1, the points (ρl, vl) and (ρm, vm) are joined by a rarefaction or by a shock
wave. In the second case no intermediate states appear between (ρl, vl) and (ρm, vm).
Otherwise, let (ρσ, vσ) be a point of the rarefaction connecting (ρl, vl) to (ρm, vm). By
the hypotheses (2.2), we have
ρl > ρσ > ρm =⇒ p(ρl) > p(ρσ) > p(ρm)
and since vl + p(ρl) = vσ + p(ρσ) = vm + p(ρm), we find
vl < vσ < vm.
Since (ρl, vl) and (ρm, vm) are in Dv1,v2,w1,w2 , we obtain
v1 ≤ vσ ≤ v2.
Therefore each point (ρσ, vσ) of the rarefaction belongs to Dv1,v2,w1,w2 .
If the points (ρm, vm) and (ρr, vr) are connected by a contact discontinuity, then there
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Figure 2.4: The coloured area is an example of invariant domain for the standard Rie-
mann solver.
are no intermediate states between them. 
Let (ρmin, vmin) ∈ Dv1,v2,w1,w2 be the solution to the system{
v + p(ρ) = w1,
v = v2.
(2.27)
Similarly, let (ρmax, vmax) ∈ Dv1,v2,w1,w2 be the solution to the system{
v + p(ρ) = w2,
v = v1.
(2.28)
See Figure 2.5
Proposition 2.5 The points (ρmin, vmin) and (ρmax, vmax) defined in (2.27) and (2.28)
are the points of the invariant domain Dv1,v2,w1,w2 respectively with minimal and maximal
density.
Proof. By definition (ρmin, vmin) and (ρmax, vmax) belong to Dv1,v2,w1,w2 . Let (ρ, v) be
another point of the domain Dv1,v2,w1,w2 . Since v + p(ρ) ≥ w1 and v ≤ v2, we have
p(ρ) ≥ w1 − v ≥ w1 − v2 = p(ρmin).
By the hypotheses (2.2), the function ρ→ p(ρ) is (strictly) increasing. Therefore we find
ρ ≥ ρmin.
Similarly, since (ρ, v) ∈ Dv1,v2,w1,w2 , we have v ≥ v1 and v + p(ρ) ≤ w2. Therefore
p(ρ) ≤ w2 − v1 = p(ρmax).
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Hence ρ ≤ ρmax. 
The next lemma states the conditions for the function ψ(ρ) = ρL1(ρ, ρ0, v0) to be Lips-
chitz continuous inside the domain Dv1,v2,w1,w2 , when the pressure is a convex function.
Lemma 2.2 Let (ρ0, v0) be a point in Dv1,v2,w1,w2 and let (ρmin, vmin) and (ρmax, vmax)
be the points defined in (2.27) and (2.28). If
p′′(ρ) ≥ 0 for every ρ ≥ 0 and λ1(ρmin, vmin) < 0, (2.29)
then the function ρ→ ρL1(ρ, ρ0, v0) is bi-Lipschitz in the domain Dv1,v2,w1,w2, i.e
λ1(ρmax, vmax) ≤ d
dρ
(ρL1(ρ, ρ0, v0)) ≤ λ1(ρmin, vmin) (2.30)
for every (ρ, v) = (ρ, L1(ρ, ρ0, v0)) ∈ Dv1,v2,w1,w2.
Proof. Fix v˜ ∈ R+. The function ρ→ λ1(ρ, v˜) is strictly decreasing, indeed:
d
dρ
λ1(ρ, v˜) =
d
dρ
(
v˜ − ρ p′(ρ)) = −p′(ρ)− ρ p′′(ρ) < 0,
because by the hypotheses (2.2) and (2.29) we have p′(ρ) > 0 and p′′(ρ) ≥ 0. Therefore
λ1(ρmin, v2) ≥ λ1(ρ, v2) for every ρ ≥ ρmin and
λ1(ρmax, v1) ≤ λ1(ρ, v1) for every ρ ≤ ρmax.
By Proposition 2.3, the function
ρ→ λ1(ρ, L1(ρ, ρ0, v0)) = d
dρ
(ρL1(ρ, ρ0, v0))
is strictly decreasing.
Let us fix (ρ, v) ∈ Dv1,v2,w1,w2 . By the definition of Dv1,v2,w1,w2 and Proposition 2.5, we
have
v1 ≤ v ≤ v2 and ρmin ≤ ρ ≤ ρmax.
Let (ρ∗, v∗) ∈ Dv1,v2,w1,w2 be such that (see Figure 2.5)
v∗ = v2 and v∗ + p(ρ∗) = v + p(ρ).
Then we have
λ1(ρ, v) ≤ λ1(ρ∗, v∗) ≤ λ1(ρmin, vmin).
Similarly, let (ρ∗∗, v∗∗) ∈ Dv1,v2,w1,w2 be such that (see Figure 2.5)
v∗∗ = v2 and v∗∗ + p(ρ∗∗) = v + p(ρ).
Then we have
λ1(ρ, v) ≥ λ1(ρ∗∗, v∗∗) ≥ λ1(ρmax, vmax).

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Figure 2.5: Notations used in the proof of Lemma 2.2.
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Chapter 3
Moving constraint
A bus or a truck travelling on a road influences the traffic of the following vehicles and
sometimes it is in turn influenced by the cars in front of it: the bus acts as a moving
constraint on the flux of the vehicles. We want to describe this situation with the Aw-
Rascle-Zhang system. See [8] for the scalar case.
Let us denote
y(t) and y˙(t) = ω(ρ(t, y(t)+), v(t, y(t)+))
respectively the bus trajectory and speed, with ω : R+ × R+ → R+ known. In the bus
reference frame, the previous situation reduces to the case of a fixed constraint at x = 0.
Proposition 3.1 In the bus reference frame, the ARZ system is{
∂tρ+ ∂x (ρ(v − y˙)) = 0,
∂t(ρw) + ∂x(ρw (v − y˙)) = 0.
(3.1)
Proof. We have only to apply the chain rule.
Let (t˜, x˜) be the coordinates in the bus reference frame, namely{
t˜ = t,
x˜ = x− y(t).
Let ρ˜(t˜, x˜) = ρ(t(t˜, x˜), x(t˜, x˜)) and v˜(t˜, x˜) = v(t(t˜, x˜), x(t˜, x˜)) be respectively the density
and the speed function in the new coordinates. First, we observe that
∂ρ(t, x)
∂t
=
∂ρ˜(t˜, x˜)
∂t
=
∂ρ˜(t˜, x˜)
∂t˜
∂t˜
∂t
+
∂ρ˜(t˜, x˜)
∂x˜
∂x˜
∂t
=
∂ρ˜(t˜, x˜)
∂t˜
+ (−y˙(t(t˜, x˜))∂ρ˜(t˜, x˜)
∂x˜
.
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Hence we have ∂tρ = ∂t˜ρ˜− y˙ ∂x˜ρ˜.
We find ∂x(ρv) = ∂x˜(ρ˜v˜), indeed:
∂(ρv)
∂x
(t, x) =
∂(ρv)(t(t˜, x˜), x(t˜, x˜))
∂x
=
=
∂(ρv)(t(t˜, x˜), x(t˜, x˜))
∂t˜
∂t˜
∂x
+
∂(ρv)(t(t˜, x˜), x(t˜, x˜))
∂x˜
∂x˜
∂x
=
= 0 +
∂(ρv)(t(t˜, x˜), x(t˜, x˜))
∂x˜
.
Finally,
∂y˙(t)
∂x˜
=
∂y˙(t(t˜, x˜))
∂x˜
=
∂y˙(t˜)
∂x˜
= 0.
Assembling these parts, we find
∂tρ+ ∂x(ρv) = ∂t˜ρ˜− y˙ ∂x˜ρ˜+ ∂x˜(ρ˜v˜) = ∂t˜ρ˜+ ∂x˜(ρ˜v˜)− y˙ ∂x˜ρ˜− ρ˜ ∂x˜y˙ =
= ∂t˜ρ˜+ ∂x˜(ρ˜ v˜)− ∂x˜(y˙ ρ˜)
which is the first equation in (3.1).
Similarly for the second equation. 
By Proposition 3.1, the flux function in the bus reference frame is
f(ρ, v) =
(
ρ(v − y˙)
ρw(v − y˙)
)
=
(
ρ(v − y˙)
ρ(v + p(ρ))(v − y˙)
)
.
Let V and R be respectively the maximal speed and the maximal density of the vehicles
in the considered road and let α ∈ (0, 1) be the reduction rate of the road capacity at
the bus position, i.e. αR is the density for which the velocity of the vehicles is v = 0
in x = y(t). Let wα be the value of the Riemann invariant w = v + p(ρ) at the point
(ρ, v) = (αR, 0), i.e.
wα := p(αR).
Proposition 3.2 The constraint on the first component of the flux at the bus position
is given by
ρ(t, y(t))(v(t, y(t))− y˙(t)) ≤ ρ2α p′(ρα) =: Fα, (3.2)
where ρα is the unique value of the density for which we have
p(ρα) + ρα p
′(ρα) = wα − y˙(t).
Proof. The maximal density in x = y(t) is αR and for this value the vehicles near the
bus are not moving, so that we have v = 0. Let us consider the set
Uα = {(ρ, v) : v + p(ρ) ≤ wα}.
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Given a density ρ¯ ∈ [0, αR], the maximum of the Lax curves of the first family passing
through the point (ρ¯, v) ∈ Uα is obtained for
v¯ = L1(ρ¯, αR, 0) = wα − p(ρ¯).
We are looking for a constant Fα > 0 such that for every (ρ, v) = (ρ, wα − p(ρ)), the
inequality
φ(ρ) := ρv − ρy˙ = ρ(wα − p(ρ))− ρy˙ ≤ Fα
holds. We observe that the derivative
φ′(ρ) = wα − p(ρ)− ρ p′(ρ)− y˙
is zero if
p(ρ) + ρ p′(ρ) = wα − y˙
and it is positive, if
p(ρ) + ρ p′(ρ) ≤ wα − y˙.
Hence φ has its maximum in the point ρα such that
p(ρα) + ραp
′(ρα) = wα − y˙(t). (3.3)
In this point we have
φ(ρα) = ρα(wα − p(ρα))− y˙ ρα = ρα(y˙ + ρα p′(ρα))− y˙ ρα,
where we have used the equation (3.3). Hence at the bus position, we find
ρ(t, y(t))(v(t, y(t))− y˙(t)) ≤ ρ2α p′(ρα) = Fα.

Let us consider a bus travelling in an empty road, where it can keep its own unperturbed
velocity. If we represent the stops with a sequence {xi}Ni=1, the bus will proceed at its
maximal speed Vb “far” from each point xi, i.e. its velocity profile is given by a sufficiently
regular function V (x) such that
V (x) =
{
Vb if |x− xi| > δ for i = 1, ..., N,
0 if x = xi for i = 1, ..., N,
(3.4)
where δ is the space needed by the bus to stop, starting from its maximal speed. Now,
let us suppose that the bus remains at each stop for a constant time τ ∈ R+ and let
ti = inf{t ∈ R+ : y(t) = xi} be the i-th stop instant, for i = 1, ..., N . The bus speed
without traffic is a function y˙F : R+ → [0, Vb] defined by
y˙F (t) =
{
V (y(t)) if t /∈ [ti, ti + τ) for i = 1, ..., N,
0 if t ∈ [ti, ti + τ) for i = 1, ..., N.
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v + p(ρ) = wα
v + p(ρ) = wmax
Fα
Figure 3.1: Representation of the flux in the fixed reference frame.
If we now introduce the traffic, the bus will travel with velocity V (y(t)) when there
are no vehicles in front of him or when their speed v(t, y(t)+) is higher than V (y(t)),
otherwise it will adapt its velocity to the one of the traffic, namely
y˙(t) =
{
y˙F (t) if y˙F (t) < v(t, y(t)+),
v(t, y(t)+) if y˙F (t) ≥ v(t, y(t)+).
(3.5)
Remark 3.1 If V is the maximal speed of the cars on the street, we impose v(t, y(t)+) =
V if there are no vehicles in front of the bus, i.e. if ρ(t, y(t)+) = 0. In this case the first
condition is always satisfied, then we have y˙(t) = y˙F (t).
The bus velocity is then given by a law depending on its position and on the speed of
the preceding vehicles, namely
y˙(t) = ω(y(t), v(t, y(t)+)). (3.6)
Hence our model is given by the system
{
∂tρ+ ∂x(ρ(v − y˙)) = 0,
∂t(ρw) + ∂x(ρw(v − y˙)) = 0,
(ρ, v)(0, x) = (ρ0, v0)(x),
ρ(t, y(t))(v(t, y(t))− y˙(t)) ≤ ρ2α p′(ρα),
y˙(t) = ω(y(t), v(t, y(t)+)),
y(0) = y0,
(3.7)
where (ρ0, v0) and y0 are respectively the initial configuration of the density and of the
speed of the cars and the initial bus position.
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Figure 3.2: Representation of the flux in the bus reference frame.
3.1 The constrained Riemann problem
Let wmax := p(R) be the value of the invariant w = v + p(ρ) in the point (R, 0) of
maximal density and velocity equal to zero.
Let y0 = 0 be the initial position of the bus.
Let (ρl, vl) and (ρr, vr) be two data in the domain R+ × R+. Consider the Riemann
problem 
∂tρ+ ∂x(ρ(v − y˙)) = 0,
∂t(ρw) + ∂x(ρw(v − y˙)) = 0,
(ρ, v)(0, x) =
{
(ρl, vl) if x ≤ 0,
(ρr, vr) if x > 0,
(3.8)
with the constraint
ρ(t, y(t))(v(t, y(t))− V¯ ) ≤ ρ2α p′(ρα), (3.9)
where we assume that the speed y˙(t) is constant and its value is y˙(t) = V¯ ∈ [0, Vb] for
every t ∈ R+.
Let I be the set
I = {ρ ∈ [0, R] : ρL1(ρ, ρl, vl) = ρ(vl + p(ρl)− p(ρ)) = Fα + ρV¯ } =
= {ρ ∈ [0, R] : ρ(L1(ρ, ρl, vl)− V¯ ) = Fα}.
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(ρˇ1, vˇ1)
(ρˆ, vˆ)
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v + p(ρ) = wl
Figure 3.3: Notations used: (ρˆ, vˆ) and (ρˇ1, vˇ1) are the points of the Lax curve of the
first family passing through (ρl, vl) for which the constraint is satisfied with the equal;
(ρˇ2, vˇ2) is the point of the Lax curve of the second family passing through (ρ
r, vr) for
which the constraint is satisfied with the equal.
If I is not empty, let (ρˆ, vˆ) and (ρˇ1, vˇ1) be the points defined by
ρˆ = max I, vˆ =
Fα
ρˆ
+ V¯ , ρˇ1 = min I and vˇ1 =
Fα
ρˇ1
+ V¯ .
These are respectively the points with maximal and minimal density of the Lax curve
of the first family passing through (ρl, vl) for which the condition (3.9) on the flux is
satisfied with the equal. Moreover, we define the point (ρˇ2, vˇ2) as
ρˇ2 =
Fα
vr − V¯ and vˇ2 = v
r.
(ρˇ2, vˇ2) is the point of maximal density of the Lax curve of the second family passing
through (ρr, vr) for which the condition (3.9) is satisfied with the equal. Finally we recall
the definition (2.24) of the intermediate state (ρm, vm) of the classical solution: define
the set
L = {ρ ∈ R+ : vr = L1(ρ, ρl, vl)}.
The middle state (ρm, vm) ∈ R+ × R+ is the point defined by:
ρm = maxL and vm = vr;
see Figure (3.3).
Lemma 3.1 Fix (ρl, vl) ∈ R+ × R+. Let us suppose that the hypotheses (2.2) hold. If
there exists a point (ρm, vm) such that vm = L1(ρ
m, ρl, vl) and ρmvm > Fα + ρ
mV¯ , then
I = {ρˇ1, ρˆ}.
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Proof. Let us consider the plane (ρ, ρv) and let wl = vl + p(ρl) be the value of the
invariant w in (ρl, vl). In these coordinates the set of points (ρ, v) such that v+p(ρ) = wl
is the graph of the function
ψ(ρ) := ρwl − ρp(ρ).
This function is strictly concave, because the function ρ → ρp(ρ) is strictly convex by
the hypotheses (2.2). Then the cardinality of the set I is at most 2.
Since ρmvm > Fα + ρ
mV¯ , there will be exactly two points (ρˆ, vˆ) and (ρˇ1, vˇ1) belonging
to the curve ψ and such that
ρˇ1 < ρ
m, ρˆ > ρm, ψ(ρˇ1) = Fα + V¯ ρˇ1 and ψ(ρˆ) = Fα + V¯ ρˆ.

Lemma 3.2 Let wl ∈ R+ be fixed and let ρv = Fα+V¯ ρ be the constraint. Let us consider
the function ρ → ψ(ρ) = ρwl − ρp(ρ). Let (ρσ, vσ) be a point such that ρσvσ = ψ(ρσ).
Under the hypotheses of Lemma 3.1, we have
ρσ > ρˆ or ρσ < ρˇ1 if and only if ρ
σvσ < Fα + V¯ ρ
σ. (3.10)
Equivalently
vσ < vˆ or vσ > vˇ1 if and only if ρ
σvσ < Fα + V¯ ρ
σ. (3.11)
Proof. By the hypotheses of Lemma 3.1, there is a point (ρm, vm) such that vm =
L1(ρ
m, ρl, vl) and ρmvm > Fα + V¯ ρ
m. Hence we have I = {ρˇ1, ρˆ}.
If ρσ > ρˆ, there exists γ ∈ (0, 1) such that
ρˆ = γρσ + (1− γ)ρˇ1.
If it was ψ(ρσ) ≥ Fα + V¯ ρσ, then by the strict concavity of ψ, we would have
ψ(ρˆ) = ψ(γρσ + (1− γ)ρˇ1) > γψ(ρσ) + (1− γ)ψ(ρˇ1) ≥
≥ γ(Fα + V¯ ρσ) + (1− γ)(Fα + V¯ ρˇ1) =
= γFα + γV¯ ρ
σ + Fα + V¯ ρˇ1 − γFα − γV¯ ρˇ1 =
= Fα + V¯ (γρ
σ + (1− γ)ρˇ1) =
= Fα + V¯ ρˆ =⇒
=⇒ ψ(ρˆ) > Fα + V¯ ρˆ.
This is a contradiction of the definition of (ρˆ, vˆ). Similarly for ρσ < ρˇ1.
Conversely, if ρσvσ < Fα + V¯ ρ
σ and ρσ was in [ρˇ1, ρˆ], there would exist γ ∈ [0, 1] such
that ρσ = γρˇ1 + (1− γ)ρˆ. Hence
ψ(ρσ) > γψ(ρˇ1) + (1− γ)ψ(ρˆ) = γ(Fα + ρˇ1V¯ ) + (1− γ)(Fα + ρˆV¯ ) =
= Fα + V¯ (γρˇ1 + (1− γ)ρˆ) = Fα + V¯ ρσ,
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which is absurd.
The condition ρσ > ρˆ is equivalent to vσ < vˆ. Indeed,
ψ(ρσ) = ρσ vσ ⇐⇒ vσ + p(ρσ) = vl + p(ρl) = vˆ + p(ρˆ).
Hence, by the hypotheses (2.2), we find
ρσ > ρˆ⇐⇒ p(ρσ) > p(ρˆ)⇐⇒ vσ = vˆ + p(ρˆ)− p(ρσ) < vˆ.

Let (ρl, vl) and (ρr, vr) be two fixed points in the domain R+ × R+. Let RS be the
standard Riemann solver for the Riemann problem (2.16); see Proposition 2.1.
Let us denote
ρ¯((ρl, vl), (ρr, vr))(·) and v¯((ρl, vl), (ρr, vr))(·)
respectively the ρ and v components of the classical solution RS((ρl, vl), (ρr, vr))(·).
3.1.1 The first Riemann solver RSα1
Let us introduce the first Riemann solver for the constrained Riemann problem (3.8).
The Riemann solver
RSα1 : (R+ × R+)2 → L1(R,R+ × R+)
is defined as follows.
1. If f1(RS((ρl, vl), (ρr, vr))(V¯ )) > Fα + V¯ ρ¯((ρl, vl), (ρr, vr))(V¯ ), then
RSα1 ((ρl, vl), (ρr, vr))(x/t) =
{
RS((ρl, vl), (ρˆ, vˆ))(x/t) if x < y(t),
RS((ρˇ1, vˇ1), (ρr, vr))(x/t) if x ≥ y(t),
and y(t) = V¯ t.
2. If f1(RS((ρl, vl), (ρr, vr))(V¯ )) ≤ Fα + V¯ ρ¯((ρl, vl), (ρr, vr))(V¯ ) and
V¯ < v¯((ρl, vl), (ρr, vr))(V¯ ), then
RSα1 ((ρl, vl), (ρr, vr))(x/t) = RS((ρl, vl), (ρr, vr))(x/t) and y(t) = V¯ t.
3. If v¯((ρl, vl), (ρr, vr))(V¯ ) ≤ V¯ , then
RSα1 ((ρl, vl), (ρr, vr))(x/t) = RS((ρl, vl), (ρr, vr))(x/t) and y(t) = v(t, y(t)+)t.
The first case refers to a situation in which the traffic is influenced by the bus and the bus
travels with its own velocity; in the second case the bus and the traffic do not influence
each other; the third case represents a road where the traffic is congested and the bus
travels with the speed of the previous cars.
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Remark 3.2 In the first case, the solution given by RSα1 at x = y(t) does not satisfy
the Lax-entropy condition between the states (ρˆ, vˆ) and (ρˇ1, vˇ1), because
ρˇ1 < ρˆ⇐⇒ λ1(ρˇ1, vˇ1) > λ1(ρˆ, vˆ)
and the condition (1.20) for an entropy-admissible shock is the reverse. Therefore, we
say that (ρˆ, vˆ) and (ρˇ1, vˇ1) are connected by a non-classical shock.
Remark 3.3 Let us consider the bus reference frame. The representation of the flux
function in the (ρ, v) coordinates is
f(ρ, v) =
(
ρ(v − V¯ )
ρ(v − V¯ )w
)
.
In this reference the non-classical shock travels with propagation speed λ = 0.
The solution RSα1 is conservative for both density and momentum of the vehicles. Indeed,
for the first component of the flux, we observe that
ρˆ(vˆ − V¯ )− ρˇ1(vˇ1 − V¯ ) = 0(ρˆ− ρˇ1)⇐⇒
⇐⇒ ρˆvˆ − ρˇ1vˇ1 − V¯ (ρˆ− ρˇ1) = 0⇐⇒
⇐⇒ V¯ = ρˆvˆ − ρˇ1vˇ1
ρˆ− ρˇ1 .
Hence the Rankine-Hugoniot condition holds for the first component if and only if V¯
is the slope of the line passing through the points (ρˆ, ρˆvˆ) and (ρˇ1, ρˇ1vˇ1) in the (ρ, ρv)
coordinates which is true.
For the second component, let us denote wˆ = vˆ + p(ρˆ) and wˇ1 = vˇ1 + p(ρˇ1). Since
wˆ = wˇ1 = v
l + p(ρl), we find
ρˆ(vˆ − V¯ )wˆ − ρˇ1(vˇ1 − V¯ )wˇ1 = 0(vˆ − vˇ1)⇐⇒
⇐⇒ (vl + p(ρl))(ρˆ(vˆ − V¯ )− ρˇ1(vˇ1 − V¯ )) = 0
and we can conclude as for the first component.
Therefore the Rankine-Hugoniot conditions hold along the line x− y(t) = 0.
3.1.2 The second Riemann solver RSα2
Let us introduce the second Riemann solver for the constrained Riemann problem (3.8).
The Riemann solver
RSα2 : (R+ × R+)2 → L1(R,R+ × R+)
is defined as follows.
1. If f1(RS((ρl, vl), (ρr, vr))(V¯ )) > Fα + V¯ ρ¯((ρl, vl), (ρr, vr))(V¯ ), then
RSα2 ((ρl, vl), (ρr, vr))(x/t) =
{
RS((ρl, vl), (ρˆ, vˆ))(x/t) if x < y(t),
RS((ρˇ2, vˇ2), (ρr, vr))(x/t) if x ≥ y(t),
and y(t) = V¯ t.
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2. If f1(RS((ρl, vl), (ρr, vr))(V¯ )) ≤ Fα + V¯ ρ¯((ρl, vl), (ρr, vr))(V¯ ) and
V¯ < v¯((ρl, vl), (ρr, vr))(V¯ ), then
RSα2 ((ρl, vl), (ρr, vr))(x/t) = RS((ρl, vl), (ρr, vr))(x/t) and y(t) = V¯ t.
3. If v¯((ρl, vl), (ρr, vr))(V¯ ) ≤ V¯ , then
RSα2 ((ρl, vl), (ρr, vr))(x/t) = RS((ρl, vl), (ρr, vr))(x/t) and y(t) = v(t, y(t)+)t.
Remark 3.4 In the first case the points (ρˇ2, vˇ2) and (ρˆ, vˆ) are connected by a non-
classical shock. Indeed, fix (ρl, vl) and (ρr, vr), let (ρm, vm) be the middle state of the
classical solution and assume that the inequality ρˇ2 > ρˆ holds. This implies vˇ2 < vˆ,
because ρˆ(vˆ − V¯ ) = ρˇ2(vˇ2 − V¯ ). Since vm = vˇ2 and vm + p(ρm) = vˆ + p(ρˆ), we find
ρm > ρˆ. Therefore, by Lemma 3.2, we have
ρm vm ≤ Fα + ρm V¯ . (3.12)
Consider the classical solution. Since (ρm, vm) and (ρr, vr) are connected with a contact
discontinuity with propagation speed vr = vm, the solution RS((ρl, vl), (ρr, vr)) in V¯ is
(ρr, vr) if and only if vr < V¯ . In this case (ρr, vr) satisfies the constraint and the solution
is classical. Let us assume vr ≥ V¯ . The classical solution in V¯ is (ρl, vl), (ρm, vm) or a
point (ρσ, vσ) of the rarefaction wave joining them. If (ρl, vl) and (ρm, vm) are connected
by a rarefaction wave, all the points of the rarefaction satisfy the constraint, because
ρˆ > ρm ≥ ρσ for every σ. Finally, suppose that (ρl, vl) and (ρm, vm) are connected by a
shock and that (ρl, vl) does not satisfy the constraint, i.e.
ρl (vl − V¯ ) > Fα.
The speed of the shock is
s =
ρm vm − ρl vl
ρm − ρl .
If RS((ρl, vl), (ρr, vr)) in V¯ is (ρm, vm), then the solution given by RSα2 is classic. Oth-
erwise we find
ρm vm − ρl vl
ρm − ρl ≥ V¯ ⇐⇒
ρm (vm − V¯ ) ≥ ρl (vl − V¯ ) > Fα.
This is a contradiction of the inequality (3.12).
Therefore if ρˇ2 > ρˆ, the solution RSα2 ((ρl, vl), (ρr, vr))(λ) satisfies the constraint for
every λ ∈ R and the non-classical shock appears only when ρˇ2 ≥ ρˆ which is against the
Lax-entropy condition (1.20).
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Remark 3.5 The Riemann solver RSα2 conserves only the density of the vehicles. In-
deed, along the line x − y(t) = 0 the Rankine-Hugoniot condition holds for the first
component of the flux, because both (ρˆ, vˆ) and (ρˇ2, vˇ2) are on the line ρv = Fα + V¯ ρ, i.e.
ρˆ(vˆ − V¯ )− ρˇ2(vˇ2 − V¯ ) = 0⇐⇒
⇐⇒ V¯ = ρˆvˆ − ρˇ2vˇ2
ρˆ− ρˇ2 ,
Calling wˆ = vˆ + p(ρˆ) and wˇ2 = vˇ2 + p(vˇ2), for the second component we have
ρˇ2(vˇ2 − V¯ )wˇ2 − ρˆ(vˆ − V¯ )wˆ = 0⇐⇒
ρˇ2(vˇ2 − V¯ )− wˆ
wˇ2
ρˆ(vˆ − V¯ ) = 0⇐⇒
⇐⇒ V¯ = ρˇ2vˇ2 −
wˆ
wˇ2
ρˆvˆ
ρˇ2 − wˆwˇ2 ρˆ
.
This condition is satisfied only if wˆ = wˇ2, but this is false in general.
3.2 Invariant domains
Let us modify the results of [11] to characterize the invariant domains of the Riemann
solvers RSα1 and RSα2 .
Fixed 0 < v1 < v2 and 0 < w1 < w2 with v2 < w2, by Proposition 2.2, the domain
Dv1,v2,w1,w2 = {(ρ, v) ∈ R+ × R+ : v1 ≤ v ≤ v2, w1 ≤ v + p(ρ) ≤ w2} (3.13)
is invariant for the standard Riemann solver RS for the Riemann problem (2.16); see
Figure 3.4.
Let V¯ ∈ [0, Vb] be the constant speed of the bus and let α ∈ (0, 1) be fixed.
Let us define the function
hα : [V¯ ,+∞)→ R+ ∪ {+∞},
hα(v) =
v + p
(
Fα
v − V¯
)
if v > V¯ ,
+∞ if v = V¯ .
(3.14)
Let w ∈ R+ be fixed. We note that hα(v) = w if and only if
w = v + p
(
ρ
)
,
where the point
(
ρ, v
)
satisfies ρ(v − V¯ ) = Fα. Therefore hα gives the value of the
Riemann invariant w in the point (ρ, v) ∈ (0,+∞)× (V¯ ,+∞) for which we have ρ(v −
V¯ ) = Fα; see Figure 3.4.
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ρFα + V¯ ρ
ρv
w1
w2
Fα
v2
v1
w = hα(v)
(ρ, v)
v
Figure 3.4: The coloured area is the invariant domain Dv1,v2,w1,w2 . The point
(
ρ, v
)
satisfies ρ(v − V¯ ) = Fα and v + p
(
ρ
)
= hα (v) = w.
Lemma 3.3 Let us suppose that the hypotheses (2.2) hold. Fixed α, there exists v¯ =
v¯(α) ∈ [V¯ ,+∞) such that hα(v) is strictly decreasing in [V¯ , v¯) and strictly increasing in
(v¯,+∞).
Proof. The function ρ → ρp(ρ) is strictly convex, then its second derivative 2p′(ρ) +
ρp′′(ρ) is strictly positive for every ρ ∈ (0,+∞). Hence the second derivative of hα,
which is
h′′α(v) =
Fα
(v − V¯ )3
[
2p′
(
Fα
v − V¯
)
+
Fα
v − V¯ p
′′
(
Fα
v − V¯
)]
,
is strictly positive for every v > V¯ and the function
v → h′α(v) = 1−
Fα
(v − V¯ )2 p
′
(
Fα
v − V¯
)
is strictly increasing for every v > V¯ .
We have
lim
ρ→+∞ p(ρ) = +∞,
otherwise there would be M > 0 such that for every ρ ∈ [0,+∞) we have p(ρ) < M .
Then ρp(ρ) < ρM which is absurd, because the strictly convex function ρ → ρp(ρ)
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cannot be less than a linear function. Therefore
lim
v→V¯+
[
v + p
(
Fα
v − V¯
)]
= +∞ and
lim
v→+∞h
′
α(v) = limv→+∞
[
1− Fα
(v − V¯ )2 p
′
(
Fα
v − V¯
)]
= 1,
indeed, by the hypotheses (2.2), we obtain
p(ρ) + ρ p′(ρ) ≥ p(0) + 0 = 0 =⇒ ρ p′(ρ) ≥ −p(ρ) =⇒
=⇒ −ρ p′(ρ) ≤ p(ρ) =⇒
=⇒ 0 = lim
ρ→0
(−ρ p′(ρ)) ≤ lim
ρ→0
p(ρ) = 0.
Hence the function v → h′α(v) is strictly increasing, when v → V¯+ its value is −∞ and
for v → +∞ is 1.
On the other hand when v → V¯+ or v → +∞, the function hα goes to +∞. Therefore
there must be a value v¯ for which hα is strictly increasing in [V¯ , v¯) and strictly decreasing
in (v¯,+∞). 
Proposition 3.3 Let V¯ ≤ v1 < v2, 0 < w1 < w2, v2 < w2 and α ∈ (0, 1) be fixed. If
hα(v) ≥ w2 for every v ∈ [v1, v2], then the Riemann solvers RSα1 and RSα2 coincide with
the Riemann solver standard RS.
Proof. Let (ρ, v) be a point in Dv1,v2,w1,w2 . Hence v1 ≤ v ≤ v2 and w1 ≤ v+p(ρ) ≤ w2.
By the hypotheses, we have
v + p(ρ) ≤ w2 ≤ hα(v) = v + p
(
Fα
v − V¯
)
=⇒ p(ρ) ≤ p
(
Fα
v − V¯
)
=⇒
=⇒ ρ ≤ Fα
v − V¯ =⇒ ρ(v − V¯ ) ≤ Fα.
By the arbitrary choice of (ρ, v) in the domain, we obtain
sup{ρ(v − V¯ ) : (ρ, v) ∈ Dv1,v2,w1,w2} ≤ Fα.
Hence, if we choose (ρl, vl) and (ρr, vr) in Dv1,v2,w1,w2 , the classical solution
RS((ρl, vl), (ρr, vr))
satisfies the constraint for every λ ∈ [v1, v2]. Therefore the solutions given by the two
Riemann solvers RSα1 and RSα2 coincide with the classical solution. 
Corollary 3.1 Let V¯ < v1 < v2, 0 < w1 < w2, v2 < w2 and α ∈ (0, 1) be fixed. If
hα(v) ≥ w2 for every v ∈ [v1, v2], the domain Dv1,v2,w1,w2 is invariant for both RSα1 and
RSα2 .
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Proof. It is a direct application of Propositions 3.3 and 2.4. 
The next theorems characterize the invariant domains of the Riemann solvers RSα1 and
RSα2 when they are different from the standard Riemann solver. Figures 3.5 and 3.6 are
two examples of these domains.
Theorem 3.1 Let 0 < v1 < v2, 0 < w1 < w2, v2 < w2 and α ∈ (0, 1) be fixed. Let us
assume that there exists v¯ ∈ [V¯ , v2] for which hα(v¯) < w2.
(i) If v2 ≤ V¯ , then the set Dv1,v2,w1,w2 is invariant for RSα1 .
(ii) If v1 ≥ V¯ , then the set Dv1,v2,w1,w2 is invariant for RSα1 if and only if
hα(v1) ≥ w2 and hα(v2) ≥ w2. (3.15)
(iii) If v1 < V¯ < v2, then the set Dv1,v2,w1,w2 is invariant for RSα1 if and only if
hα(v2) ≥ w2. (3.16)
ρ
Fα + V¯ ρ
ρv
w1
w2
Fα
v2 v1
V¯ ρ
Figure 3.5: Example of an invariant domain (the coloured area) for RSα1 for v1 > V¯ .
Theorem 3.2 Let 0 < v1 < v2, 0 < w1 < w2, v2 < w2 and α ∈ (0, 1) be fixed. Let us
suppose that there exists v¯ ∈ [V¯ , v2], such that hα(v¯) < w2.
(i) If v2 ≤ V¯ , then the set Dv1,v2,w1,w2 is invariant for RSα2 .
(ii) If v1 ≥ V¯ , then the set Dv1,v2,w1,w2 is invariant for RSα2 if and only if
hα(v1) ≥ w2, hα(v2) ≤ w2 and hα(v) ≥ w1 (3.17)
for every v ∈ [v1, v2].
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(iii) If v1 < V¯ < v2, then the set Dv1,v2,w1,w2 is invariant for RSα2 if and only if
hα(v2) ≤ w2 and hα(v) ≥ w1 (3.18)
for every v ∈ [V¯ , v2].
ρ
Fα + V¯ ρ
ρv
w1
w2
Fα
v2 v1
V¯ ρ
Figure 3.6: Example of an invariant domain (the coloured area) for the Riemann solver
RSα2 when v1 > V¯ .
Let us define the sets U and V as
U := {(ρ, v) ∈ (0,+∞)× (0,+∞) : v ≤ V¯ } and
V := {(ρ, v) ∈ (0,+∞)× (0,+∞) : v ≥ V¯ }.
The proofs of Theorem 3.1 and Theorem 3.2 will be developed in the next sections and
is divided in the following three parts:
1. the invariant domain is contained in U ;
2. the invariant domain is contained in V;
3. the invariant domain has points in common with both U and V.
3.2.1 The invariant domain is contained in U
If v2 ≤ V¯ , then Dv1,v2,w1,w2 ⊆ U ; see Figure 3.7. Indeed if (ρ, v) belongs to Dv1,v2,w1,w2 ,
since v ≤ v2 and v2 ≤ V¯ , we have v ≤ V¯ .
Let (ρl, vl) and (ρr, vr) be two points in the domain Dv1,v2,w1,w2 . Since Dv1,v2,w1,w2 is
invariant for the standard Riemann solver RS, we have
f1(RS((ρl, vl), (ρr, vr))(V¯ )) ≤ V¯ ρ¯((ρl, vl), (ρr, vr))(V¯ ).
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Therefore we are in the case in which the two Riemann solvers RSα1 and RSα2 coincide
with RS. Hence the domain Dv1,v2,w1,w2 is invariant for both of them and this proves
the points (i) of Theorems 3.1 and 3.2.
ρ
Fα + V¯ ρ
ρv
w1
w2
Fα v2
v1
V¯ ρ
Figure 3.7: Example of an invariant domain (the coloured area) for the Riemann solvers
RSα1 and RSα2 when Dv1,v2,w1,w2 is contained in U .
3.2.2 The invariant domain is contained in V
If v1 ≥ V¯ , then Dv1,v2,w1,w2 ⊆ V. Indeed if (ρ, v) belongs to Dv1,v2,w1,w2 , we have v ≥ V¯ ,
because v ≥ v1 and v1 ≥ V¯ ; see Figures 3.5 and 3.6.
The invariant domain for RSα1
Proposition 3.4 Let V¯ ≤ v1 < v2, 0 < w1 < w2, v2 < w2 and α ∈ (0, 1) be fixed. Let
us assume that there exists v¯ ∈ [v1, v2] such that hα(v¯) < w2. The set Dv1,v2,w1,w2 is
invariant for RSα1 if and only if
hα(v1) ≥ w2 and hα(v2) ≥ w2. (3.19)
Proof. We split the proof in three parts.
1. Let us suppose that hα(v1) ≥ w2 and hα(v2) ≥ w2.
Since Dv1,v2,w1,w2 is invariant for RS, to prove that it is invariant for RSα1 we have
to show that, for every initial data (ρl, vl) and (ρr, vr) for the constrained Riemann
problem (3.8) in Dv1,v2,w1,w2 , the points (ρˆ, vˆ) and (ρˇ1, vˇ1) are in Dv1,v2,w1,w2 .
By definition, we have
ρˆvˆ = Fα + V¯ ρˆ and vˆ + p(ρˆ) = v
l + p(ρl).
We claim that (ρˆ, vˆ) ∈ Dv1,v2,w1,w2 . Indeed, since vˆ + p(ρˆ) = vl + p(ρl), we find
w1 ≤ vˆ + p(ρˆ) ≤ w2. (3.20)
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We have only to show that v1 ≤ vˆ ≤ v2. Since ρˆvˆ = Fα + V¯ ρˆ > V¯ ρˆ, the inequality
vˆ > V¯ holds. Therefore the function hα is well defined in vˆ and its value is
hα(vˆ) = vˆ + p
(
Fα
vˆ − V¯
)
= vˆ + p(ρˆ).
Let v˜ ∈ (V¯ ,+∞) be the minimum of the function hα, which exists by Lemma 3.3.
Hence hα is strictly decreasing before v˜ and strictly increasing after v˜.
If v1 < v2 ≤ v˜, then hα(v1) > hα(v2) ≥ hα(v˜). By hypothesis, there exists
v¯ ∈ [v1, v2] such that hα(v¯) < w2, but, since v¯ ≤ v2, we find w2 > hα(v¯) ≥ hα(v2)
which is a contradiction of the hypotheses (3.19).
Similarly, if v˜ < v1 < v2, hα is increasing in [v1, v2] and hence, since v¯ ≥ v1, we
find w2 > hα(v¯) ≥ hα(v1) which is absurd.
Then it must be v1 ≤ v˜ ≤ v2. We know that w1 ≤ hα(vˆ) ≤ w2. If it was
vˆ < v1 ≤ v˜, then we would have hα(vˆ) > hα(v1) ≥ w2 which is a contradiction of
(3.20). Similarly, if vˆ > v2 ≥ v˜, then hα(vˆ) > hα(v2) ≥ w2 which is absurd.
Hence v1 ≤ vˆ ≤ v2 and this proves the claim.
Since (ρˇ1, vˇ1) satisfies the same hypotheses of (ρˆ, vˆ), the proof is similar.
2. Let us suppose that Dv1,v2,w1,w2 is invariant for RSα1 and, by contradiction, that
hα(v1) < w2. Let (ρ
∗, v∗) ∈ Dv1,v2,w1,w2 be the solution to the system{
v + p(ρ) = w2,
v = v1.
The point (ρ∗, v∗) satisfies the inequality ρ∗v∗ > Fα+V¯ ρ∗ (see Figure 3.8a), indeed
by the hypotheses (2.2) we find
hα(v1) = v1 + p
(
Fα
v1 − V¯
)
< w2 = v
∗ + p(ρ∗) = v1 + p(ρ∗) =⇒
=⇒ Fα
v1 − V¯ < ρ
∗ =⇒ ρ∗(v∗ − V¯ ) > Fα.
Therefore the left trace of RSα1 ((ρ∗, v∗), (ρ∗, v∗)) in λ = V¯ is (ρˆ, vˆ). By definition
vˆ = v∗ + p(ρ∗)− p(ρˆ) =⇒ vˆ + p(ρˆ) = v∗ + p(ρ∗) and
ρˆvˆ = Fα + V¯ ρˆ =⇒ hα(vˆ) = vˆ + p(ρˆ) = w2.
Since (ρ∗, v∗) ∈ Dv1,v2,w1,w2 , even the point (ρˆ, vˆ) is in Dv1,v2,w1,w2 , because the
domain is invariant. Hence we have vˆ ≥ v1 = v∗ and we find
vˆ + p(ρˆ) = v∗ + p(ρ∗) =⇒ ρ∗ ≥ ρˆ.
The equal cannot hold, because (ρ∗, v∗) does not satisfy the constraint while (ρˆ, vˆ)
does. Since the curve ρ → ρL1(ρ, ρ∗, v∗) is strictly concave and (ρˆ, vˆ) is its point
with maximal density for which it is satisfied the condition ρˆvˆ = Fα + V¯ ρˆ, by
Lemma 3.2 all the points (ρ, v) with density bigger then ρˆ should satisfy ρv <
Fα + V¯ ρ, but this is a contradiction of the conditions satisfied by (ρ
∗, v∗).
Therefore the inequality hα(v1) ≥ w2 must hold.
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3. Let us suppose that Dv1,v2,w1,w2 is invariant for RSα1 and let us suppose by con-
tradiction that hα(v2) < w2. Let (ρ
∗, v∗) ∈ Dv1,v2,w1,w2 be the solution to the
system {
v + p(ρ) = w2,
v = v2.
The point (ρ∗, v∗) is such that ρ∗v∗ > Fα + V¯ ρ∗ (see Figure 3.8b), indeed by the
hypotheses (2.2) we find
hα(v2) = v2 + p
(
Fα
v2 − V¯
)
< w2 = v
∗ + p(ρ∗) = v2 + p(ρ∗) =⇒
=⇒ Fα
v2 − V¯ < ρ
∗ =⇒ ρ∗(v∗ − V¯ ) > Fα.
Hence the right trace of RSα1 ((ρ∗, v∗), (ρ∗, v∗)) in λ = V¯ is (ρˇ1, vˇ1). We note that
vˇ1 + p(ρˇ1) = v
∗ + p(ρ∗) and ρˇ1vˇ1 = Fα + V¯ ρˇ1 =⇒
=⇒ hα(vˇ1) = vˇ1 + p(ρˇ1) = w2.
The point (ρˇ1, vˇ1) belongs to the invariant domain Dv1,v2,w1,w2 , then vˇ1 ≤ v2 = v∗.
Therefore the relations
vˇ1 ≤ v∗ and vˇ1 + p(ρˇ1) = v∗ + p(ρ∗)
imply ρ∗ ≤ ρˇ1.
The equal is not possible, because (ρ∗, v∗) does not satisfy the constraint, while
(ρˇ1, vˇ1) does. Since the curve ρ→ ρL1(ρ, ρ∗, v∗) is strictly concave and (ρˇ1, vˇ1) is its
point with minimal density for which it is satisfied the condition ρˇ1vˇ1 = Fα + V¯ ρˇ1,
by Lemma 3.2 all the points (ρ, v) with a lower density then ρˇ1 should be such that
ρv < Fα + V¯ ρ, but this is a contradiction of the conditions satisfied by (ρ
∗, v∗).
Hence the inequality hα(v2) ≥ w2 must hold.

This proves the point (ii) of Theorem 3.1.
The invariant domain of RSα2
Lemma 3.4 Let V¯ ≤ v1 < v2, 0 < w1 < w2, v2 < w2 and α ∈ (0, 1) be fixed. Let
us suppose that there exists v¯ ∈ [v1, v2] such that hα(v¯) < w2. If the set Dv1,v2,w1,w2 is
invariant for RSα2 , then hα(v1) ≥ w2.
The proof is the same of part 2 of Proposition 3.4.
Lemma 3.5 Let V¯ ≤ v1 < v2, 0 < w1 < w2, v2 < w2 and α ∈ (0, 1) be fixed. Let
us suppose that there exists v¯ ∈ [v1, v2] such that hα(v¯) < w2. If the set Dv1,v2,w1,w2 is
invariant for RSα2 , then hα(v) ≥ w1 for every v ∈ [v1, v2].
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V¯ ρ
(ρ∗, v∗)
(ρˆ, vˆ)
(a) Case hα(v1) < w2. Either (ρ
∗, v∗) or
(ρˆ, vˆ) does not belong to Dv1,v2,w1,w2 .
ρ
Fα + V¯ ρ
ρv
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w2
Fα
v2
v1
V¯ ρ
(ρ∗, v∗)
(ρˇ1, vˇ1)
(b) Case hα(v2) < w2. Either (ρ
∗, v∗) or
(ρˇ1, vˇ1) does not belong to Dv1,v2,w1,w2 .
Figure 3.8: Representation of the points used in the proof of Proposition 3.4. The
invariant domain is the coloured area.
Proof. Assume by contradiction that there exists v˜ ∈ [v1, v2] such that hα(v˜) < w1.
Let (ρ∗, v∗) ∈ Dv1,v2,w1,w2 be the solution to the system{
v + p(ρ) = w2,
v = v˜.
We note that
hα(v˜) = v˜ + p
(
Fα
v˜ − V¯
)
< w1 < w2 = v
∗ + p(ρ∗) =⇒
=⇒ v˜ + p
(
Fα
v˜ − V¯
)
< v∗ + p(ρ∗) =⇒ ρ∗(v∗ − V¯ ) > Fα.
Hence the right trace of RSα2 ((ρ∗, v∗), (ρ∗, v∗)) in λ = V¯ is (ρˇ2, vˇ2) which does not belong
to Dv1,v2,w1,w2 ; see Figure 3.9. Indeed, we have
vˇ2 = v
∗ = v˜ =⇒ hα(vˇ2) = hα(v˜) < w1.
This condition is a contradiction of the hypothesis of invariance of the domain Dv1,v2,w1,w2
for RSα2 , hence the inequality hα(v) ≥ w1 must hold for every v ∈ [v1, v2]. 
Lemma 3.6 Let V¯ ≤ v1 < v2, 0 < w1 < w2, v2 < w2 and α ∈ (0, 1) be fixed. Let
us suppose that there exists v¯ ∈ [v1, v2] such that hα(v¯) < w2. If the set Dv1,v2,w1,w2 is
invariant for RSα2 , then hα(v2) ≤ w2.
Proof. Assume by contradiction that hα(v2) > w2. Let (ρ
r, vr) ∈ Dv1,v2,w1,w2 be the
solution to the system (see Figure 3.10){
v + p(ρ) = w2,
v = v2,
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(ρ∗, v∗)
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Figure 3.9: Representation of the points used in the proof of Lemma 3.5. The invariant
domain is the coloured area. If, by contradiction, there was v˜ ∈ [v1, v2] such that
hα(v˜) < w1, the point (ρˇ2, vˇ2) would not be in the domain Dv1,v2,w1,w2 .
and let (ρl, vl) ∈ Dv1,v2,w1,w2 be the solution to{
v + p(ρ) = w2,
v = v1.
The points (ρl, vl) and (ρr, vr) are connected by the standard Riemann solver with a
rarefaction, because vl = v1 < v2 = v
r.
We claim that ρl ≥ ρˆ and ρr < ρˇ1.
Indeed, let v˜ be the minimum of the function hα. We have v
l ≤ v˜, otherwise, by Lemma
3.5, for every v ∈ [v1, v2] we would have hα(v) ≥ hα(v1) = w2, but this contradicts the
hypothesis on v¯.
Let us show that vˆ ≥ vl.
If vˆ ≥ v˜, then we have vl ≤ vˆ. By Lemma 3.4, the inequality hα(v1) ≥ w2 holds and by
the definition of (ρl, vl), we have w2 = v
l + p(ρl) = vˆ+ p(ρˆ) = hα(vˆ). Hence if vˆ < v˜, we
find
hα(vˆ) = w2 ≤ hα(v1) = hα(vl) =⇒ vˆ ≥ vl.
In both these cases we have vˆ ≥ vl, which is equivalent to ρl ≥ ρˆ.
Similarly, if it were v2 ≤ v˜, for every v ∈ [v1, v2] we would have hα(v) ≥ hα(v2) > w2
and this is a contradiction of the hypothesis on v¯. Therefore v2 > v˜. If vˇ1 ≤ v˜, then
clearly v2 > vˇ1, while if vˇ1 > v˜, since
hα(vˇ1) = vˇ1 + p(ρˇ1) = v
l + p(ρl) = w2 < hα(v2),
we find vr = v2 > vˇ1 which is equivalent to ρ
r < ρˇ1, because
vr + p(ρr) = w2 = v
l + p(ρl) = vˇ1 + p(ρˇ1).
This proves the claim.
The line passing through the points (ρˆ, vˆ) and (ρˇ1, vˇ1) has slope V¯ . Therefore the trace
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of RS((ρl, vl), (ρr, vr)) in λ = V¯ is one of the points (ρσ, vσ) of the rarefaction linking
(ρl, vl) with (ρr, vr), because by Lagrange Theorem, there is a value ρσ ∈ (ρˇ1, ρˆ) ⊂ (ρr, ρl)
such that
d
dρ
(ρL1(ρ, ρ
l, vl))
∣∣
ρ=ρσ
= V¯ .
By Lemma 3.2, this point does not satisfy the constraint. Hence we find that the right
trace of RSα2 ((ρl, vl), (ρr, vr)) in λ = V¯ is (ρˇ2, vˇ2).
Since vˇ2 = v
r = v2, we have
vˇ2 + p(ρˇ2) = hα(vˇ2) = hα(v2) > w2.
Therefore (ρˇ2, vˇ2) does not belong to Dv1,v2,w1,w2 , but this is a contradiction with the
hypothesis of invariance of the domain for the Riemann solver RSα2 . 
ρ
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ρv
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w2
Fα
v2 v1
(ρl, vl)
(ρˆ, vˆ)
(ρˇ1, vˇ1)
(ρr, vr)
(ρˇ2, vˇ2)
(ρσ, vσ)
Figure 3.10: Representation of the points used in the proof of Lemma 3.6. The invariant
domain is the coloured area. If, by contradiction, the inequality hα(v2) > w2 held, the
point (ρˇ2, vˇ2) could be outside the set Dv1,v2,w1,w2 .
Proposition 3.5 Let V¯ ≤ v1 < v2, 0 < w1 < w2, v2 < w2 and α ∈ (0, 1) be fixed. Let
us suppose that there exists v¯ ∈ [v1, v2], such that hα(v¯) < w2. The set Dv1,v2,w1,w2 is
invariant for the Riemann solver RSα2 if and only if
hα(v1) ≥ w2, hα(v2) ≤ w2 and hα(v) ≥ w1 for every v ∈ [v1, v2]. (3.21)
Proof. The three Lemmas 3.4, 3.5 and 3.6 prove that if the domain Dv1,v2,w1,w2 is
invariant for RSα2 , then the inequalities (3.21) hold.
We have to show the vice versa. We split the proof in two parts and postpone at the
end the proofs of the claims that we will do.
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Let (ρl, vl) and (ρr, vr) be two fixed points in Dv1,v2,w1,w2 and let (ρm, vm) be the inter-
mediate state of the classical solution. Since Dv1,v2,w1,w2 is invariant for RS, we have
only to show that the left and right traces of RSα2 ((ρl, vl), (ρr, vr)) in λ = V¯ belong to
Dv1,v2,w1,w2 .
If RSα2 ((ρl, vl), (ρr, vr)) coincides with RS((ρl, vl), (ρr, vr)), there is nothing to prove.
Hence we assume that RSα2 ((ρl, vl), (ρr, vr)) is not the classical solution. In this case
(ρˆ, vˆ) and (ρˇ2, vˇ2) are respectively the left and the right trace of the solution in V¯ .
1. If (ρˆ, vˆ) does not belong to Dv1,v2,w1,w2 , let (ρ∗, v∗) ∈ Dv1,v2,w1,w2 be a point of
L1(ρ, ρ
l, vl). We claim (Claim (i)) that
ρ∗v∗ ≤ Fα + V¯ ρ∗. (3.22)
Since for (ρl, vl) and (ρm, vm) the same hypotheses of (ρ∗, v∗) hold, they satisfy
the constraint.
The points (ρm, vm) and (ρr, vr) are joined with the classical Riemann solver by a
contact discontinuity which propagates with speed vm = vr. Since V¯ ≤ v1 ≤ vr,
we find vr ≥ V¯ . If the equal holds, the left and right traces of RS((ρl, vl), (ρr, vr))
in λ = V¯ are respectively (ρm, vm) and (ρr, vr). Both these points satisfy the
constraint, because vm = vr = V¯ , then for example for (ρr, vr) we have
ρrvr = ρrV¯ < ρrV¯ + Fα.
If the propagation speed is higher then the bus velocity and the classical solution
connects (ρl, vl) and (ρm, vm) with a shock, then the trace of RS((ρl, vl), (ρr, vr))
in λ = V¯ is (ρl, vl) or (ρm, vm) (see Figure 3.11a). Since both these points satisfy
the constraint, the solution given by RSα2 coincides with the classical one.
If the propagation speed is higher then the bus velocity and the standard Riemann
solver links (ρl, vl) and (ρm, vm) with a rarefaction (see Figure 3.11b), the trace in V¯
is one of the points of the rarefaction. All these points satisfy the constraint, indeed,
like (ρ∗, v∗), they belong to the Lax curve of the first family passing through (ρl, vl)
and they are inside the set Dv1,v2,w1,w2 , because it is invariant for the standard
Riemann solver. Hence, even in this case the solution obtained with RSα2 coincides
with the classical solution. This contradicts the assumption that we have made at
the beginning of the proof.
2. If (ρˇ2, vˇ2) is not in Dv1,v2,w1,w2 , we claim (Claim (ii)) that each point (ρ∗, v∗) ∈
Dv1,v2,w1,w2 belonging to the curve ρ→ ρL2(ρ, ρr, vr), is such that
ρ∗v∗ ≤ Fα + V¯ ρ∗. (3.23)
If vr = V¯ , the left and right traces of RS((ρl, vl), (ρr, vr)) in λ = V¯ are respectively
(ρm, vm) and (ρr, vr). Both these points satisfy the constraint, because vm = vr =
V¯ .
If vl = vr > V¯ , then RS connects the points (ρl, vl) and (ρr, vr) with a contact
discontinuity and there are no intermediate states. Since vr > V¯ , the propagation
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speed of the wave is higher then the bus velocity. Therefore the classical solution
in V¯ coincides with (ρl, vl) which satisfies the constraint by Claim (ii), because it
satisfies the same hypotheses of (ρ∗, v∗).
If vl > vr (see Figure 3.12a), then a shock of the first family propagating with
speed
s =
ρlvl − ρmvm
ρl − ρm
appears between (ρl, vl) and (ρm, vm).
The trace of RS((ρl, vl), (ρr, vr)) in V¯ is given by (ρm, vm) if V¯ > s, i.e. if the bus
is travelling faster then the shock. In this case the solution given by RSα2 coincides
with the classical solution by Claim (ii) applied to (ρm, vm).
If V¯ ≤ s, the trace of RS((ρl, vl), (ρr, vr)) is (ρl, vl) (or (ρm, vm) and (ρl, vl) re-
spectively on the right and on the left when the equal holds). The condition V¯ ≤ s,
is verified if and only if
ρmvm − ρlvl
ρm − ρl ≥ V¯ ⇐⇒ ρ
lvl ≤ ρmvm + V¯ (ρl − ρm) < Fα + V¯ ρl,
because (ρm, vm) satisfies the constraint. Hence RSα2 gives the classical solution.
If vl < vr (see Figure 3.12b), the standard Riemann solver joins (ρl, vl) and
(ρm, vm) with a rarefaction. The trace of RS((ρl, vl), (ρr, vr)) in V¯ can be one
of the points (ρσ, vσ) connecting (ρl, vl) and (ρm, vm). These points are such that
ρm ≤ ρσ ≤ ρl. By Lemma 3.2 and since (ρm, vm) satisfies the constraint, we have
ρˆ < ρm or ρm < ρˇ1. In the first case, even ρ
σ > ρˆ, then (ρσ, vσ) satisfies the
constraint by Lemma 3.2.
The last case is ρm < ρˇ1. We claim (Claim (iii)) that this case never happens.
Therefore (ρˇ2, vˇ2) belongs to Dv1,v2,w1,w2 which is consequently invariant.
Proofs of the Claims.
(i) Let us assume that (ρˆ, vˆ) does not belong to Dv1,v2,w1,w2 . Let (ρ∗, v∗) ∈ Dv1,v2,w1,w2
be a point of L1(ρ, ρ
l, vl). Then
ρ∗v∗ ≤ Fα + V¯ ρ∗.
Proof. By the choice of (ρ∗, v∗), the conditions v1 ≤ v∗ ≤ v2, w1 ≤ v∗+p(ρ∗) ≤ w2
and v∗ + p(ρ∗) = vl + p(ρl) hold. By definition, the last condition is true also for
(ρˆ, vˆ), namely vˆ + p(ρˆ) = vl + p(ρl). Hence vˆ + p(ρˆ) ∈ [w1, w2]. We are supposing
that (ρˆ, vˆ) does not belong to Dv1,v2,w1,w2 , hence it must be vˆ /∈ [v1, v2].
If vˆ < v1, then let v˜ be the minimum of the function hα and let us assume that
v1 > v˜. In this case hα is increasing in [v1, v2], thus hα(v) ≥ hα(v1) ≥ w2 for
every v ∈ [v1, v2] which is a contradiction of the hypothesis on v¯. If v1 < v˜, then
hα(vˆ) > hα(v1) ≥ w2 which is absurd because hα(vˆ) ∈ [w1, w2].
The only case remaining is vˆ > v2. By definition v
∗ is in [v1, v2].Therefore we have
vˆ > v∗ =⇒ p(ρ∗) = p(ρˆ) + vˆ − v∗ > p(ρˆ) =⇒ ρ∗ > ρˆ.
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Since (ρˆ, vˆ) is the point with maximal density of the strictly concave function
ρ→ ρL1(ρ, ρl, vl) which satisfies the constraint, by Lemma 3.2, for every ρ ≥ ρˆ we
find ρL1(ρ, ρ
l, vl) ≤ Fα + V¯ ρ and this is true in particular for (ρ∗, v∗).
(ii) Let us assume that (ρˇ2, vˇ2) does not belong toDv1,v2,w1,w2 . Let (ρ∗, v∗) ∈ Dv1,v2,w1,w2
be a point of the curve ρ→ ρL2(ρ, ρr, vr). Then
ρ∗v∗ ≤ Fα + V¯ ρ∗. (3.24)
Proof. By the choice of (ρ∗, v∗), we have v∗ = vr, v1 ≤ v∗ ≤ v2 and w1 ≤
v∗ + p(ρ∗) ≤ w2. By definition, vˇ2 = vr and hence we have v1 ≤ vˇ2 ≤ v2. Since
(ρˇ2, vˇ2) does not belong to Dv1,v2,w1,w2 , it must be hα(vˇ2) = vˇ2 + p(ρˇ2) < w1 or
hα(vˇ2) > w2. By hypothesis hα(v) ≥ w1 for every v in [v1, v2]. Hence the only
possible case is hα(vˇ2) > w2. Recalling the definition of (ρ
∗, v∗), we find
v∗ + p(ρ∗) ≤ w2 =⇒ vˇ2 + p(ρˇ2) > v∗ + p(ρ∗) = vr + p(ρ∗) =⇒ ρˇ2 > ρ∗ =⇒
=⇒ Fα
vˇ2 − V¯ > ρ
∗ =⇒ ρ∗v∗ < Fα + V¯ ρ∗.
(iii) If vl < vr and (ρˇ2, vˇ2) does not belong to Dv1,v2,w1,w2 , then the case ρm < ρˇ1 never
appears.
Proof. Since vˇ2 = v
r and vr ∈ [v1, v2], the condition hα(vˇ2) = vˇ2 + p(ρˇ2) /∈ [w1, w2]
must hold to have (ρˇ2, vˇ2) /∈ Dv1,v2,w1,w2 .
The condition vˇ2 ∈ [v1, v2] and the hypotheses (3.21) imply that hα(vˇ2) ≥ w1.
Therefore we have
hα(vˇ2) > w2. (3.25)
Let v˜ be the minimum of the function hα.
If vˇ2 ≥ v˜, then both v2 and vˇ2 are in the interval where hα is increasing. Hence
vˇ2 = v
r ≤ v2 =⇒ hα(vˇ2) ≤ hα(v2).
By the hypotheses (3.21), hα(v2) ≤ w2, but this is a contradiction of the condition
(3.25), because we would have hα(vˇ2) ≤ w2.
Let us show that vm < vˆ whenever vˇ2 < v˜.
If vˆ > v˜ holds, then we have
vm = vˇ2 < vˆ.
If vˆ < v˜, then both vˆ and vˇ2 are in the interval where hα is decreasing. For the
part 1 of the proposition, the point (ρˆ, vˆ) belongs to Dv1,v2,w1,w2 , hence
hα(vˆ) = vˆ + p(ρˆ) ≤ w2 < hα(vˇ2) =⇒ vm = vˇ2 < vˆ.
Both these cases are in contradiction with ρm < ρˇ1, because ρˆ ≥ ρˇ1 and
vm ≤ vˆ ⇐⇒ ρm ≥ ρˆ.

We have proved point (ii) of Theorem 3.2.
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(ρl, vl)
(a) The standard Riemann solver links (ρl, vl) and (ρm, vm) with a
shock.
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(ρ∗, v∗)
(b) The standard Riemann solver links (ρl, vl) and (ρm, vm) with a
rarefaction.
Figure 3.11: Notations used in the proof of Proposition 3.5. The invariant domain is the
coloured region. In both cases the Riemann solver RSα2 coincides with RS.
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(a) The standard Riemann solver links (ρl, vl) and (ρm, vm) with a
shock.
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(ρr, vr)
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(ρˇ2, vˇ2)
(ρσ , vσ)
(ρˆ, vˆ)
(b) The standard Riemann solver links (ρl, vl) and (ρm, vm) with a
rarefaction and ρm > ρˆ.
Figure 3.12: Notations used in the proof of Proposition 3.5. The invariant domain is the
coloured region. In both cases the solution given by the Riemann solver RSα2 coincides
with the classical one.
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3.2.3 The invariant domain intersects both U and V
If v1 < V¯ < v2, the domain Dv1,v2,w1,w2 intersects both sets U = {(ρ, v) ∈ (0,+∞) ×
(0,+∞) : v ≤ V¯ } and V = {(ρ, v) ∈ (0,+∞)× (0,+∞) : v ≥ V¯ }. Let us suppose that
there exists v¯ ∈ [V¯ , v2] such that hα(v¯) < w2.
We can summarize the results obtained in the previous sections as follows.
1. The domain Dv1,V¯ ,w1,w2 is invariant for RSα1 and RSα2 .
2. hα(v2) ≥ w2 if and only if DV¯ ,v2,w1,w2 is invariant for RSα1 .
3. The conditions hα(v) ≥ w1 for every v ∈ [V¯ , v2] and hα(v2) ≤ w2 hold if and only
if DV¯ ,v2,w1,w2 is invariant for RSα2 .
Remark 3.6 The inequality hα(V¯ ) ≥ w2, corresponding to the conditions on v1 of
Propositions 3.4 and 3.5, is always satisfied by the definition of hα.
The next proposition states that if v1 < V¯ < v2, then Dv1,v2,w1,w2 is invariant for both
RSα1 and RSα2 .
Proposition 3.6 Let 0 < v1 < V¯ < v2, 0 < w1 < w2, v2 < w2 and α ∈ (0, 1) be fixed.
If the domains Dv1,V¯ ,w1,w2 and DV¯ ,v2,w1,w2 are invariant for RSα1 and RSα2 , then also
Dv1,v2,w1,w2 is invariant for both Riemann solvers.
Proof. The domain Dv1,V¯ ,w1,w2 and DV¯ ,v2,w1,w2 coincide respectively with
DUv1,v2,w1,w2 := Dv1,v2,w1,w2 ∩ U and DVv1,v2,w1,w2 := Dv1,v2,w1,w2 ∩ V.
If the solutions given by the Riemann solvers RSα1 and RSα2 coincide with the classic
one, then the domain Dv1,v2,w1,w2 is invariant by Proposition 2.2.
We note that, for every α ∈ (0, 1) and for every initial datum ((ρl, vl), (ρr, vr)) ∈ (R+ ×
R+)2 of the Riemann problem (3.7), the points (ρˇ1, vˇ1), (ρˇ2, vˇ2) and (ρˆ, vˆ) belong to
DVv1,v2,w1,w2 . Indeed for (ρˆ, vˆ), since Fα > 0, we find
ρˆvˆ = Fα + V¯ ρˆ > V¯ ρˆ =⇒ vˆ > V¯ .
Similarly for (ρˇ1, vˇ1) and (ρˇ2, vˇ2).
Therefore if the solutions given by the Riemann solvers RSα1 and RSα2 are not classic
and the points (ρl, vl) and (ρr, vr) are in DVv1,v2,w1,w2 , then RSα1 ((ρl, vl), (ρr, vr))(λ) and
RSα2 ((ρl, vl), (ρr, vr))(λ) belong to DVv1,v2,w1,w2 for every λ ∈ R.
If vr < V¯ , the trace of the standard solution RS((ρl, vl), (ρr, vr)) in V¯ is (ρr, vr). Indeed
the propagation speed of the contact discontinuity joining (ρm, vm) and (ρr, vr) is less
than the bus speed.
In this case (ρr, vr) belongs to U and since vr = vm, the same holds for (ρm, vm). Since
the points in U satisfy the constraint, the solutions given by the Riemann solvers RSα1
and RSα2 coincide with the classical one.
If vr = V¯ , then both points (ρl, vl) and (ρr, vr) are either in DUv1,v2,w1,w2 or in DVv1,v2,w1,w2 .
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Hence the solutions RSα1 ((ρl, vl), (ρr, vr)) and RSα2 ((ρl, vl), (ρr, vr)) are entirely con-
tained in one of the two domains and consequently in Dv1,v2,w1,w2 .
If vr > V¯ , the classical solution in V¯ can be (ρm, vm), (ρl, vl) or, if ρl ≥ ρm, one of the
points of the rarefaction joining them. In this case both (ρm, vm) and (ρr, vr) are in
DVv1,v2,w1,w2 . If also (ρl, vl) belongs to DVv1,v2,w1,w2 , the solutions RSα1 ((ρl, vl), (ρr, vr))(λ)
and RSα2 ((ρl, vl), (ρr, vr))(λ) are in DVv1,v2,w1,w2 for every λ ∈ R by Propositions 3.4 and
3.5.
If (ρl, vl) belongs to DUv1,v2,w1,w2 , we must have ρl ≥ ρm, because vl ≤ V¯ ≤ vm and
p(ρl) = p(ρm) + vm − vl ≥ p(ρm). In this case the standard Riemann solver connects
these two points with a rarefaction. If (ρm, vm) satisfies the constraint, then the same
holds for each point (ρσ, vσ) of the rarefaction, because ρσ ≥ ρm and by Lemma 3.2.
The trace of RS((ρl, vl), (ρr, vr)) in V¯ is one of the point of the rarefaction. Hence RSα1
and RSα2 coincide with the standard Riemann solver and the solutions are contained in
Dv1,v2,w1,w2 .
If (ρm, vm) does not satisfy the constraint, let (ρ∗, v∗) be the solution to the system{
v + p(ρ) = vl + p(ρl),
v = V¯ .
We can obtain the solution given by RSα1 to the Riemann problem (3.7), as
RSα1 ((ρl, vl), (ρr, vr))(x/t) =
{
RSα1 ((ρl, vl), (ρ∗, v∗))(x/t) if x ≤ λ1(ρ∗, v∗)t,
RSα1 ((ρ∗, v∗), (ρr, vr))(x/t) if x > λ1(ρ∗, v∗)t,
(3.26)
and similarly for the second Riemann solver
RSα2 ((ρl, vl), (ρr, vr))(x/t) =
{
RSα2 ((ρl, vl), (ρ∗, v∗))(x/t) if x ≤ λ1(ρ∗, v∗)t,
RSα2 ((ρ∗, v∗), (ρr, vr))(x/t) if x > λ1(ρ∗, v∗)t.
(3.27)
If the classical solution in V¯ does not satisfy the constraint, then the left trace of RSαi for
i = 1, 2 in λ = V¯ is (ρˆ, vˆ). The solutions given by the Riemann solvers RSαi for i = 1, 2
present a rarefaction between (ρl, vl) and (ρ∗, v∗) and another rarefaction joining (ρ∗, v∗)
to (ρˆ, vˆ). The right and left propagation speeds along the line x = λ1(ρ
∗, v∗)t are both
λ1(ρ
∗, v∗), hence the solution is well defined. Moreover, since DUv1,v2,w1,w2 and DVv1,v2,w1,w2
are invariant for both Riemann solvers, the point (ρ∗, v∗) belongs to the intersection of
the two domains and since Dv1,v2,w1,w2 = DUv1,v2,w1,w2 ∪DVv1,v2,w1,w2 , the solution obtained
joining (3.26) and (3.27) is entirely contained in the domain Dv1,v2,w1,w2 .
Therefore the domain Dv1,v2,w1,w2 is invariant. 
This concludes the proofs of Theorems 3.1 and 3.2.
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Figure 3.13: Representation of the points used in the proof of Proposition 3.6. In the
represented case the domain is invariant for RSα2 .
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Chapter 4
Numerical methods
In this chapter we are going to introduce the Godunov’s method; see [14]. We will modify
it to compute numerical solutions corresponding to the two Riemann solvers RSα1 and
RSα2 .
4.1 Godunov’s method
Let h and k be two fixed positive constants representing the increments for space and
time discretizations and let us define the mesh points (tn, xj+1/2) as
tn = nk for n ∈ N and xj+1/2 = jh for j ∈ Z. (4.1)
We divide the x-axis in a sequence {Cj}j∈Z of cells such that Cj = [xj−1/2, xj+1/2). and
we define the centres of the cells:
xj =
(
j − 1
2
)
h ∈ Cj for every j ∈ Z. (4.2)
Fix N ∈ N. Let us consider the Cauchy problem{
∂tu+ ∂x[f(u)] = 0,
u(0, x) = u0(x),
(4.3)
where the flux f : RN → RN is smooth, the function u : R+ ×R→ RN is unknown and
the initial datum u0 : R→ RN is locally integrable.
Our aim is to find a sequence of functions {u¯n}n∈N, where u¯n is an approximation of the
exact solution to the Cauchy problem (4.3) at time tn.
For every j ∈ Z, we define the approximation u¯0j of u0 on the cell Cj as the average
u¯0j :=
1
h
∫ xj+1/2
xj−1/2
u(0, ξ) dξ =
1
h
∫ xj+1/2
xj−1/2
u0(ξ) dξ. (4.4)
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Moreover, we define the piecewise constant function
x→ u¯0(x) =
∑
j∈Z
[
u¯0j 1Cj (x)
]
, (4.5)
where 1Cj is the characteristic function of the set Cj , namely
1Cj (x) =
{
1 if x ∈ Cj ,
0 if x /∈ Cj ,
for j ∈ Z.
Since u¯0 is piecewise constant, we have infinitely many Riemann problems centred in
xj+1/2 for j ∈ Z, i.e. 
∂tu+ ∂x[f(u)] = 0,
u(t0, x) =
{
ul := u¯0j if x ≤ xj+1/2,
ur := u¯0j+1 if x > xj+1/2,
(4.6)
which can be solved exactly over the interval [0, t1], provided that t1 is “sufficiently
small” (in a sense that will be clarified later). Once we have the exact solution u˜0(t, x)
in [0, t1], we can define a new piecewise constant approximate profile x→ u¯1(x) at time
t1 as
u¯1(x) =
∑
j∈Z
(
u¯1j 1Cj (x)
)
=
∑
j∈Z
[
1
h
∫ xj+1/2
xj−1/2
u˜0(t1, ξ) dξ 1Cj (x)
]
, (4.7)
where
u¯1j =
1
h
∫ xj+1/2
xj−1/2
u˜0(t1, ξ) dξ.
The process can be repeated obtaining the sequence {u¯n}n∈N (see Figure 4.1). Explicitly,
given the piecewise constant approximation u¯n at time tn for n ≥ 0, if the time step is
small enough, we will obtain an exact entropy weak solution u˜n for the Cauchy problem
(4.3) with initial datum
u(tn, x) = u¯n(x)
between the time steps tn and tn+1. We then define the new approximate solution at
time tn+1 as
u¯n+1(x) =
∑
j∈Z
(
u¯n+1j 1Cj (x)
)
=
∑
j∈Z
[
1
h
∫ xj+1/2
xj−1/2
u˜n(tn+1, ξ) dξ 1Cj (x)
]
, (4.8)
where
u¯n+1j :=
1
h
∫ xj+1/2
xj−1/2
u˜n(tn+1, ξ) dξ. (4.9)
By the integral form of the conservation law, we have
72
x− 5
2
x− 3
2
x− 1
2
x 1
2
x 3
2
x
t1
t2
x0x−1 x1 x2
t
u¯00 u¯
0
1 u¯
0
2u¯
0−1
u¯10u¯
1−1 u¯11 u¯12
u¯20u¯
2−1 u¯21 u¯22
u˜0−1 u˜00 u˜01 u˜02
u˜10u˜1−1 u˜
1
1 u˜12
u˜20u˜
2−1 u˜
2
1
u˜22
Figure 4.1: Representation of a part of the mesh used in Godunov’s scheme and of the
functions u¯nj and u˜
n
j for n = 0, 1, 2 and j = −1, 0, 1, 2. The functions u¯n and u˜n are
defined respectively at t = tn and in the interval [tn, tn+1].
∫ xj+1/2
xj−1/2
u˜n(tn+1, ξ) dξ =
∫ xj+1/2
xj−1/2
u˜n(tn, ξ) dξ +
∫ tn+1
tn
f(u˜n(τ, xj−1/2)) dτ +
−
∫ tn+1
tn
f(u˜n(τ, xj+1/2)) dτ.
(4.10)
Dividing both sides of the previous equation by h, we obtain
1
h
∫ xj+1/2
xj−1/2
u˜n(tn+1, x) dx =
1
h
∫ xj+1/2
xj−1/2
u˜n(tn, x) dx+
k
h
[
1
k
∫ tn+1
tn
f(u˜n(τ, xj−1/2)) dτ
]
+
− k
h
[
1
k
∫ tn+1
tn
f(u˜n(τ, xj+1/2)) dτ
]
.
(4.11)
Recalling the definitions of u¯nj and u¯
n+1
j and introducing the numerical flux function F
defined by
F (u¯nj , u¯
n
j+1) :=
1
k
∫ tn+1
tn
f(u˜n(τ, xj+1/2)) dτ, (4.12)
the equation (4.11) becomes
u¯n+1j = u¯
n
j −
k
h
[F (u¯nj , u¯
n
j+1)− F (u¯nj−1, u¯nj )]. (4.13)
Note that the expression (4.12) is consistent, whether the value of u˜(t, xj+1/2) depends
only by the left and right data of the local Riemann problem in x = xj+1/2, which are
respectively u¯nj and u¯
n
j+1. This happens when the time step k is sufficiently small.
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The following proposition states a condition on the ratio k/h to avoid that waves arising
in the interactions between the two neighbouring Riemann problems centred in xj−1/2
and xj+1/2 cross the edges of the cell Cj for every j ∈ Z, so that they do not influence
the value of u˜ in the interval [tn, tn+1] at the points {xj+1/2}j∈Z.
Proposition 4.1 Let n ∈ N be fixed. The value u˜(xj+1/2, t) is constant over [tn, tn+1],
provided that the following CFL condition holds:∣∣∣∣khλn
∣∣∣∣ ≤ 1, (4.14)
where λn = max{|λi(u¯nj )| : i = 1, ..., N and j ∈ Z} and {λi}Ni=1 are the eigenvalues of
the Jacobian matrix Df of the flux function f .
Proof. Let j ∈ Z be fixed and let us consider the Riemann problem (see Figure 4.2)
∂tu+ ∂x[f(u)] = 0,
u(tn, x) =
{
ul := u¯nj if x ≤ xj+1/2,
ur := u¯nj+1 if x > xj+1/2.
(4.15)
Let us call µ0 = u
l, µN = u
r and {µi}N−1i=1 the middle states given by the standard
Riemann solver for the Riemann problem (4.15).
Fix i ∈ {1, ..., N}. If the i-th characteristic field is genuinely non-linear, then the stan-
dard Riemann solver connects µi−1 and µi with a rarefaction wave or with a shock. We
know by Proposition 1.4 that the propagation speeds of the rarefaction range between
λi(µi−1) and λi(µi), while if a shock appears, its speed is λi(µi−1, µi), where λi(µi−1, µi)
is the eigenvalue of the averaged matrix
Df(µi−1, µi) =
∫ 1
0
Df(ξ µi−1 + (1− ξ)µi) dξ.
By the Lax entropy condition (1.20), we have
λi(µi) ≤ λi(µi−1, µi) ≤ λi(µi−1). (4.16)
If the i-th characteristic field is linearly degenerate, a contact discontinuity connecting
µi−1 to µi appears. Its propagation speed is λi(µi−1).
Hence the propagation speed of a wave arising in the Cauchy problem (4.3) at the time
tn with initial datum
x→ u¯n(x) =
∑
j∈Z
[
u¯nj 1Cj (x)
]
,
is at most equal to
λn = max{|λi(u¯nj )| : i = 1, ..., N and j ∈ Z}.
74
For every j, the two points xj−1/2 and xj+1/2 satisfy xj−1/2 − xj+1/2 = h and if the
condition (4.14) holds, we have
|kλn| ≤ h.
Therefore the interaction between two waves arising in the local Riemann problems
centred in x = xj−1/2 and x = xj+1/2 with initial datum u¯n, remains in the interval
[xj−1/2, xj+1/2] for every t in [tn, tn+1] (Figure 4.2). 
Finally, if the CFL condition holds and by the self-similarity of the solution of the
tn+1
tn
xj−1/2 xj+1/2 xj+3/2
u¯nj−1 u¯
n
j u¯nj+1
Figure 4.2: Example of solutions of neighbouring Riemann problems. For the CFL
condition (4.14), the waves that arise from the problems centred in xj−1/2 and xj+1/2
can interact but they remain in the cell Cj . The solution is then constant along each
line xj+1/2.
Riemann problem, the integral ∫ tn+1
tn
f(u˜n(τ, xj+1/2)) dτ
is trivial because u˜n is constant along the line (t, xj+1/2) for t ∈ [tn, tn+1]. Therefore, if
we denote this value with u∗(u¯nj , u¯
n
j+1), we find
F (u¯nj , u¯
n
j+1) = f(u
∗(u¯nj , u¯
n
j+1))
and the Godunov’s method becomes
u¯n+1j = u¯
n
j −
k
h
[f(u∗(u¯nj , u¯
n
j+1))− f(u∗(u¯nj−1, u¯nj ))]. (4.17)
4.2 Godunov’s method for the Aw-Rascle-Zhang system
In this section we are going to specialize the Godunov’s method for the ARZ system.
Let u0 = (ρ0, z0) : R→ R2 be a known function, let
u = (ρ, z) := (ρ, ρ(v + p(ρ)))
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be the vector of the conserved variables and let un(x) = u(tn, x) be the exact solution
profile of the Cauchy problem
{
∂tρ+ ∂x(ρv) = 0,
∂tz + ∂x(zv) = 0,
(ρ, z)(0, x) = (ρ0, z0)(x).
(4.18)
at time tn. By Proposition 2.1, the flux function in the coordinates (ρ, z) is
f(ρ, z) =
(
f1(ρ, z)
f2(ρ, z)
)
=
(
ρv
zv
)
=
(
z − ρ p(ρ)
z2
ρ − z p(ρ)
)
(4.19)
and the eigenvalues of the Jacobian matrix Df are
λ1(ρ, z) = −p(ρ) + z
ρ
− ρp′(ρ) and λ2(ρ, z) = −p(ρ) + z
ρ
. (4.20)
We define the piecewise constant averaged initial datum as
x→ u¯0(x) = (ρ¯0, z¯0)(x) =
∑
j∈Z
[
(ρ¯0j , z¯
0
j ) 1Cj (x)
]
, (4.21)
where
ρ¯0j :=
1
h
∫ xj+1/2
xj−1/2
ρ0(ξ) dξ and z¯0j :=
1
h
∫ xj+1/2
xj−1/2
z0(ξ) dξ. (4.22)
If the CFL condition∣∣∣∣khλ0
∣∣∣∣ ≤ 1 with λ0 = max{|λi(u¯0j )| : i = 1, 2 and j ∈ Z} (4.23)
holds, we can apply the equation (4.17) to find the approximate solution u¯1 of the profile
u1 of the exact solution at the new time step, i.e. for every j ∈ Z we have
ρ¯1j = ρ¯
0
j −
k
h
[
f1(u
∗(u¯0j , u¯
0
j+1))− f1(u∗(u¯0j−1, u¯0j ))
]
and
z¯1j = z¯
0
j −
k
h
[
f2(u
∗(u¯0j , u¯
0
j+1))− f2(u∗(u¯0j−1, u¯0j ))
]
,
(4.24)
where u∗(u¯0k, u¯
0
k+1) is the value of the exact solution at x = xk+1/2 and for t ∈ [t0, t1] to
the local Riemann problem centred in xk+1/2, which is
{
∂tρ+ ∂x(ρv) = 0,
∂tz + ∂x(zv) = 0,
(ρ, z)(t0, x) =
{
u¯0k if x ≤ xk+1/2,
u¯0k+1 if x > xk+1/2.
(4.25)
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Repeating this process, we can compute the approximate solution u¯n = (ρ¯n, z¯n) for every
n ∈ N, provided that the CFL condition∣∣∣∣khλn
∣∣∣∣ ≤ 1 with λn = max{|λi(u¯nj )| : i = 1, 2 and j ∈ Z} (4.26)
holds.
Fix j ∈ Z. Let us consider the Riemann problem at time tn and centred in xj+1/2,
namely 
{
∂tρ+ ∂x(ρv) = 0,
∂tz + ∂x(zv) = 0,
(ρ, z)(tn, x) =
{
u¯nj if x ≤ xj+1/2,
u¯nj+1 if x > xj+1/2.
(4.27)
We can give explicitly the value u˜nj+1/2 := u
∗(u¯0j , u¯
0
j+1) of the solution to the Riemann
problem (4.27) at xj+1/2 in the interval [t
n, tn+1].
Let us call ul = u¯nj and u
r = u¯nj+1 and let u
m be the middle state of the classical solution.
As usual, it is convenient to use the (ρ, v) coordinates, hence we define (ρl, vl), (ρr, vr)
and (ρ∗, v∗) respectively as the corresponding points of ul, ur and u˜nj+1/2 in the (ρ, v)
plane. We recall (see Proposition 2.2) that the eigenvalues in these coordinates are
λ1(ρ, v) = v − ρp′(ρ) and λ2(ρ, v) = v
and that the Lax curves passing through a point (ρ0, v0) are
L1(ρ, ρ0, v0) = v0 + p(ρ0)− p(ρ) and L2(ρ, ρ0, v0) = v0.
4.2.1 First case: vr = L1(ρ
l, vl, ρr)
Whenever the case vl+p(ρl) = vr+p(ρr) occurs, there are no intermediate states between
(ρl, vl) and (ρr, vr). We have to distinguish two situations.
1. If ρl < ρr, then (ρl, vl) and (ρr, vr) are linked by the standard Riemann solver with
a shock. The propagation speed is given by the Rankine-Hugoniot condition, i.e.
λ =
ρlvl − ρrvr
ρl − ρr . (4.28)
If λ ≥ 0, we have (ρ∗, v∗) = (ρl, vl). Otherwise, we have (ρ∗, v∗) = (ρr, vr).
2. If ρl ≥ ρr, then a rarefaction joins (ρl, vl) and (ρr, vr). Let (ρM , vM ) be the
maximum of the function ρ → ψ(ρ) := ρL1(ρ, ρl, vl), which exists because the
function is strictly concave and
lim
ρ→+∞ψ(ρ) = −∞.
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Since λ1(ρ, L1(ρ, ρ
l, vl)) is the derivative of the function ψ in the (ρ, ρv) plane (see
Proposition 2.3), we have
λ1(ρ
M , vM ) = 0.
Let (ρσ, vσ) be a point of the rarefaction. By Proposition 1.4, the propagation
speed of the rarefaction in (ρσ, vσ) is λ1(ρ
σ, vσ).
If ρr > ρM , then λ1(ρ
σ, vσ) < 0 for every σ. Hence (ρ∗, v∗) = (ρr, vr).
Else if ρl < ρM , then λ1(ρ
σ, vσ) > 0 for every σ. Then (ρ∗, v∗) = (ρl, vl).
Otherwise, since the wave on the line xj+1/2 travels with propagation speed equal
to zero, (ρ∗, v∗) is the point of the rarefaction such that
λ1(ρ
∗, v∗) = 0,
which is (ρ∗, v∗) = (ρM , vM ).
4.2.2 Second case: vr 6= L1(ρl, vl, ρr)
When vr + p(ρr) 6= vl + p(ρl), we have the following two cases.
1. If vl = vr, then (ρl, vl) and (ρr, vr) are connected by a contact discontinuity and
no intermediate states appear. The solution is (ρ∗, v∗) = (ρl, vl), because the
discontinuity propagates with speed vr > 0.
2. If vl 6= vr, the intermediate state (ρm, vm) appears. We can repeat the discussion
of the first case (vr = L1(ρ
l, vl, ρr)) with (ρm, vm) instead of (ρr, vr).
4.3 Numerical method for the Riemann solver RSα1
Our aim is to modify the Godunov’s method to find the numerical solutions for the
moving constraint problem which correspond to the Riemann solver RSα1 . See [6] for
the scalar case.
Assume that the speed of the bus y˙(t) is constant and its value is y˙(t) = V¯ ∈ [0, Vb] for
every t ∈ R+. Let us consider the Riemann problem (4.27) with the constraint
ρ(t, y(t))(v(t, y(t))− V¯ ) ≤ ρ2α p′(ρα) = Fα, (4.29)
where α ∈ (0, 1) is the reduction rate in the road capacity caused by the bus, ρα is the
solution of the equation
p(ρα) + ρα p
′(ρα) = ωα − V¯
and ωα = p(αR). Let y0 be the initial position of the bus.
We recall the definitions of the points (ρˆ, vˆ), (ρˇ1, vˇ1) and (ρ
m, vm). Let I be the set
I = {ρ ∈ [0, R] : ρL1(ρ, ρl, vl) = ρ(vl + p(ρl)− p(ρ)) = Fα + ρV¯ } =
= {ρ ∈ [0, R] : ρ(L1(ρ, ρl, vl)− V¯ ) = Fα}.
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If I 6= ∅, (ρˆ, vˆ) and (ρˇ1, vˇ1) are the points defined by
ρˆ = max I, vˆ =
Fα
ρˆ
+ V¯ , ρˇ1 = min I and vˇ1 =
Fα
ρˇ1
+ V¯ . (4.30)
Finally, let (ρm, vm) be the intermediate state of the classical solution, defined by
vm = vr, L1(ρ
m, ρl, vl) = vm and ρm > 0.
The corresponding points in the (ρ, z) plane are
uˆ = (ρˆ, zˆ) = (ρˆ, ρˆ(vˆ + p(ρˆ))), uˇ1 = (ρˇ1, zˇ1) = (ρˇ1, ρˇ1(vˇ1 + p(ρˇ1)))
and um = (ρm, zm) = (ρm, ρm(vm + p(ρm))).
(4.31)
For the Riemann solver RSα1 , we recall that both components (ρ, z) are conserved.
Let RS be the classical Riemann solver and let
ρ¯(ul, ur)(·)
be the ρ component of the classical solution RS(ul, ur)(·).
Remark 4.1 Let Z : R+ × R+ → R+ × R+ be the map
Z : (ρ, v)→ (ρ, z) = (ρ, ρ (v + p(ρ))).
The Riemann solvers RSα1 and RSα2 are defined for the non-conserved variables (ρ, v).
We still denote RSα1 and RSα2 the Riemann solvers
Z ◦ RSα1 and Z ◦ RSα2
for the conserved variables (ρ, z).
4.3.1 The bus is not influenced by the preceding vehicles
Fix n ∈ N. Let us suppose that we have computed the piecewise constant approximate
solution u¯n at the time tn with the Godunov’s method. We follow the ideas of [6, 3, 1].
First, consider a bus not influenced by the preceding vehicles. Its position at the time
tn is yn := y(tn) = y0 + V¯ t
n ∈ Cm for some m ∈ Z and the value of the approximate
solution at yn is u¯nm. Let
ρ¯nm and z¯
n
m (4.32)
be respectively the ρ and the z component of the approximate solution u¯n in the m-th
cell.
If the Riemann solver RSα1 does not give the classical solution, a non-classical shock
appears in x = y(t). Following [6], a first idea to detect the non-classical shock, could
be to check if the inequality
f1(u¯
n
m) > Fα + V¯ ρ¯
n
m (4.33)
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holds. Since the non-classical shock arises as the solution given by RSα1 to the Riemann
problem with initial datum
u(0, x) =
{
u¯nm−1 if x ≤ xm−1/2,
u¯nm+1 if x > xm−1/2,
(4.34)
we will make a reconstruction of the discontinuity due to the presence of the non-classical
shock, if also the inequality
f1(RS(u¯nm−1, u¯nm+1)(V¯ )) > Fα + V¯ ρ¯(u¯nm−1, u¯nm+1)(V¯ ) (4.35)
holds. In this case we modify the Godunov’s scheme as follows.
We introduce in the m-th cell one left state unm,l = (ρ
n
m,l, z
n
m,l) and one right state
unm,r = (ρ
n
m,r, z
n
m,r) as
unm,l = uˆ and u
n
m,r = uˇ1,
where uˆ and uˇ1 are the points defined by the relations (4.31) for the Riemann problem
(4.27) with initial datum (4.34). Then we replace the solution u¯nm obtained with the
Godunov’s method in the m-th cell, with the function unrec = (ρ
n
rec, z
n
rec) defined by
ρnrec = ρ
n
m,l1(xm−1/2,x¯
ρ
m)
+ ρnm,r1(x¯ρm,xm+1/2) and
znrec = z
n
m,l1(xm−1/2,x¯zm) + z
n
m,r1(x¯zm,xm+1/2),
(4.36)
where we have used the two points
x¯ρm = xm−1/2 + h d
n,ρ
m and x¯
z
m = xm−1/2 + h d
n,z
m
defined for two suitable constants dn,ρm and d
n,z
m in [0, 1]; see Figure 4.3.
In agreement with the first Riemann solver character, our aim is to preserve conservation.
Therefore we require
ρnm,ld
n,ρ
m + ρ
n
m,r(1− dn,ρm ) = ρ¯nm and
znm,ld
n,z
m + z
n
m,r(1− dn,zm ) = z¯nm.
(4.37)
Solving these two equations w.r.t. dn,ρm and d
n,z
m , we find
dn,ρm =
ρ¯nm − ρnm,r
ρnm,l − ρnm,r
and dn,zm =
z¯nm − znm,r
znm,l − znm,r
. (4.38)
Clearly, the conditions dn,ρm ∈ [0, 1] and dn,zm ∈ [0, 1] are necessary to reconstruct the
discontinuity in the cell Cm. These two constants are in general different.
By Remark 3.2, the non-classical shock travels with the bus speed V¯ . Assuming that
the discontinuity travels with the same speed of the non-classical shock, if we denote
∆tρm+1/2 and ∆t
z
m+1/2
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respectively the time needed by the ρ and the z component of the discontinuity to reach
the interface xm+1/2, we have
∆tρm+1/2V¯ = h(1− dn,ρm )⇐⇒ ∆tρm+1/2 = h
1− dn,ρm
V¯
and
∆tzm+1/2V¯ = h(1− dn,zm )⇐⇒ ∆tzm+1/2 = h
1− dn,zm
V¯
.
(4.39)
Let
F1(u¯
n
m, u¯
n
m+1) and F2(u¯
n
m, u¯
n
m+1)
be the two components of the numerical flux in xm+1/2. We have
F1(u¯
n
m, u¯
n
m+1) =
{
f1(u
n
m,r) if t ∈ [tn, tn + ∆tρm+1/2],
f1(u
n
m,l) if ∆t
ρ
m+1/2 < k and t ∈ (tn + ∆tρm+1/2, tn+1].
(4.40)
Similarly
F2(u¯
n
m, u¯
n
m+1) =
{
f2(u
n
m,r) if t ∈ [tn, tn + ∆tzm+1/2],
f2(u
n
m,l) if ∆t
z
m+1/2 < k and t ∈ (tn + ∆tzm+1/2, tn+1].
(4.41)
We can rewrite these expressions in the compact form
F1(u¯
n
m, u¯
n
m+1) =
1
k
[
min(∆tρm+1/2, k)f1(u
n
m,r) + max(k −∆tρm+1/2, 0)f1(unm,l)
]
and
F2(u¯
n
m, u¯
n
m+1) =
1
k
[
min(∆tzm+1/2, k)f2(u
n
m,r) + max(k −∆tzm+1/2, 0)f2(unm,l)
]
.
(4.42)
Remark 4.2 Implementing this method, we also modify the numerical flux in xm−1/2
for the left state u¯nm−1 and the new right state uˆ, i.e.
F (u¯nm−1, uˆ) = f(u
∗(u¯n, uˆ)).
This is done to preserve the consistency of the Godunov’s scheme.
We have tested our procedure with Matlab with several data.
Remark 4.3 In the definitions of RSα1 and RSα2 , when the constraint is enforced, we
have chosen arbitrarily to give respectively the values uˇ1 and uˇ2 to the solutions at
x = y(t). Therefore in all the figures that will follow, whenever the non-classical shock
appears, the bus vertical position will be (ρˇ1, vˇ1) or (ρˇ2, vˇ2). In general the bus vertical
position represents the value of the solution (ρ, v) at the bus position.
The next proposition ensures that the constants defined in (4.38) are equal when the
initial datum of the Riemann problem is a non-classical shock. Moreover the non-classical
shock is exactly captured.
81
xm−1/2 xm+1/2
ρ
x
t = tn fixed
x¯ρm
ρ¯nm−1 ρˇ1
ρˆ
ρ¯nm+1
(a) ρ component.
xm−1/2 xm+1/2
v
x
t = tn fixed
x¯vm
v¯nm−1
vˇ1
vˆ v¯nm+1
(b) v component.
Figure 4.3: An example of a discontinuity reconstruction for the Riemann solver RSα1 .
Proposition 4.2 Fix n ∈ N and let us suppose that yn = xm−1/2. Let dn,ρm and dn,zm be
the two constants defined in (4.38). Consider the Riemann problem (4.27) at the instant
tn with initial datum
u(tn, x) =
{
u¯nm−1 if x < xm−1/2,
u¯nm+1 if x > xm−1/2.
(4.43)
If u¯nm−1 = uˆ, u¯nm+1 = uˇ1 and there exists γ ∈ [0, 1] such that
u¯nm = γ u¯
n
m−1 + (1− γ) u¯nm+1, (4.44)
then
dn,ρm = d
n,z
m = γ. (4.45)
Moreover, the reconstruction method cancels the numerical diffusion introduced by the
averaging process (4.9); see Figure 4.4.
Proof. Since the condition (4.44) holds, we have(
ρ¯nm
z¯nm
)
=
(
γ ρˆ+ (1− γ) ρˇ1
γ zˆ + (1− γ) zˇ1
)
.
Hence we find
dn,ρm =
ρ¯nm − ρnm,r
ρnm,l − ρnm,r
=
γ ρˆ+ (1− γ) ρˇ1 − ρˇ1
ρˆ− ρˇ1 =
γ(ρˆ− ρˇ1)
ρˆ− ρˇ1 = γ and
dn,zm =
z¯nm − znm,r
znm,l − znm,r
=
γ zˆ + (1− γ) zˇ1 − zˇ1
zˆ − zˇ1 =
γ(zˆ − zˇ1)
zˆ − zˇ1 = γ.
For the second part, we have only to prove that if the initial datum is the non-classical
shock (4.43), for every x ∈ [xm−1/2, xm+1/2) we have
unrec(x) = uˇ1 = u(t
n, x).
This equality holds if and only if γ = 0 and we observe that
γ = 0⇐⇒ ρ¯nm = ρnm,r ⇐⇒ ρ¯nm = ρˇ1 ⇐⇒
⇐⇒ 1
h
∫ xm+1/2
xm−1/2
ρ(tn, x) dx = ρˇ1 ⇐⇒ 1
h
∫ xm+1/2
xm−1/2
ρˇ1 dx = ρˇ1.
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The last condition is clearly true. 
Remark 4.4 Consider the pressure p(ρ) = ρ. An initial datum satisfying (ρl, vl) =
(ρˆ, vˆ) and (ρr, vr) = (ρˇ1, vˇ1) can be obtained as follows.
The points (ρl, vl) and (ρr, vr) must satisfy the equations
ρ v = Fα + ρ Vb and v
l + ρl = vr + ρr.
From the first equation we find
vl =
Fα
ρ
+ Vb
and from the second we obtain
vr = vl + ρl − ρr.
Therefore ρl and ρr are the solutions to the equation
ρ (vl + ρl − ρ) = Fα + ρ Vb ⇐⇒ ρ2 − ρ
(
ρl +
Fα
ρl
)
+ Fα = 0.
Hence
ρr =
Fα
ρl
which implies
vr = ρl + Vb.
Therefore, fixed a value ρl, we have (ρl, vl) = (ρˆ, vˆ) and (ρr, vr) = (ρˇ1, vˇ1) if
(ρl, vl) =
(
ρl,
Fα
ρl
+ Vb
)
and (ρr, vr) =
(
Fα
ρl
, ρl + Vb
)
.
The described procedure (4.33), (4.35) to detect whether a non-classical shock appears,
in some cases introduces undesirable oscillations. The following counterexample is one of
these situations: the exact solution does not satisfy the constraint, while the numerical
solution does (at some iterations); see Figure 4.5.
Example 4.3.1 Let us consider the Riemann problem (4.27) with the constraint (4.29)
for x ∈ K := [−1/2, 1/2] and the following data:
• ρ→ p(ρ) = ρ is the pressure function;
• the constant for the CFL condition is 1/2;
• V¯ = 3/2 is the bus speed;
• y0 = 0 is the bus initial position;
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Figure 4.4: Reconstruction of a non-classical shock with initial datum (ρl, vl) = (8, Vb +
Fα/8) and (ρ
r, vr) = (Fα/8, 8 + Vb), obtained with the discontinuity reconstruction
method for RSα1 . By Remark 4.4, the initial datum is a non-classical shock. The other
parameters are Rmax = 15, Vb = 1, y0 = 0 and α = 0.25. The pressure function is
p(ρ) = ρ.
• α = 0.4 is the coefficient which gives the reduction rate in the road capacity caused
by the bus;
• R = 15 is the maximal density allowed on the road.
We take as initial datum for the Riemann problem the function
(ρ0, v0)(x) =
{
(ρl, vl) = (7, 3) if x ≤ 0,
(ρr, vr) = (6, 4) if x > 0.
First, we recall that
Fα = ρ
2
α p
′(ρα),
where ρα is the solution of the equation
p(ρα) + ρα p
′(ρα) = ωα − V¯ and ωα = p(αR).
Since p′(ρ) = 1 and using the values of the data, we find
ωα = 6, ρα =
ωα − V¯
2
= 2.25 and Fα = ρ
2
α = 5.0625.
Since vl+p(ρl) = vr+p(ρr) and ρl > ρr, the standard Riemann solver links the two points
(ρl, vl) and (ρr, vr) with a rarefaction. The right propagation speed of the rarefaction is
negative, because
λ1(ρ
r, vr) = vr − ρr p′(ρr) = 4− 6 < 0.
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Hence the trace of RS((ρl, vl), (ρr, vr)) in V¯ is (ρr, vr).
Now, we note that
f1(RS(ρl, vl), (ρr, vr))(V¯ )) = ρrvr = 24 > 14.06 = Fα + V¯ ρr.
Therefore, the constraint is not satisfied by the exact classical solution and a non-classical
shock appears in the solution given by RSα1 .
Let us make explicitly one iteration of the algorithm described near the bus position. We
will show that the numerical solution at time t1 does not satisfy the first inequality
f1(u¯
1
m) > Fα + V¯ ρ¯
1
m.
We divide the interval K in 500 points, so that h = 0.002 and we call xh = {xh(i)}500i=1
the mesh points. We take as initial datum for the simulation, the piecewise constant
function
(ρ, v)(0, x) =
{
(ρl, vl) if x ∈ [xh(i), xh(i+ 1)), xh(i) ≤ 0 for i = 1, ..., 500,
(ρr, vr) otherwise,
which is defined in the interval [−0.5, 0.5]. This choice is consistent with the fact that
the value of the exact initial datum in y0 = 0 is (ρ
l, vl).
We note that the value of k that satisfies the CFL condition is
k =
h
2× λ0 =
h
8
' 2.5× 10−4,
because
λ0 = max{|λi(ul)|, |λi(ur)|}i=1,2 = λ2(ur) = 4.
Since u¯0m = u
l, we have
f1(u¯
0
m) = 21 > 15.0625 = Fα + V¯ ρ¯
n
m.
Hence we have to check the second inequality. Since u¯0m−1 = ul and u¯0m+1 = ur, reasoning
as in the beginning of the example, we find
f1(RS(u¯0m−1, u¯0m+1)(V¯ )) = f1(ur) = 24 > 14.0625 = Fα + V¯ ρ¯(u¯0m−1, u¯0m+1).
Hence we apply the reconstruction procedure.
Solving the equation
ρL1(ρ, ρ
l, vl) = Fα + V¯ ρ,
we obtain
(ρˆ, vˆ) = ((8.5 +
√
52)/2, (11.5−
√
52)/2) and
(ρˇ1, vˇ1) = ((8.5−
√
52)/2, (11.5 +
√
52)/2).
Moreover, zˆ = ρˆ(vˆ + p(ρˆ)) = ρˆ(vl + p(ρl)) = 10 × ρˆ and zˇ1 = ρˇ1(vˇ1 + p(ρˇ1)) = 10 × ρˇ1,
because vl + p(ρl) = vl + ρl = 10.
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Since ρˆ > 8.5 > ρl, the standard Riemann solver RS joins u¯0m−1 = ul with uˆ with a
shock propagating with speed
λ =
ρˆvˆ − ρlvl
ρˆ− ρl ' −4.85.
This speed is negative, then
RS(u¯0m−1, uˆ)(V¯ ) = uˆ.
Therefore
F (u¯0m−1, uˆ) =
(
ρˆvˆ
zˆvˆ
)
=
(
(45.75 + 3
√
52)/4
10× ρˆvˆ
)
.
The two values d0,ρm and d
0,z
m are
d0,ρm =
ρ¯0m − ρˇ1
ρˆ− ρˇ1 =
5.5 +
√
52
2
√
52
and
d0,zm =
z¯0m − zˇ1
zˆ − zˇ1 =
10× (ρ¯0m − ρˇ1)
10× (ρˆ− ρˇ1) = d
0,ρ
m .
Hence we have
∆tρm = ∆t
z
m = h
1− d0,ρm
V¯
= h
√
52− 5.5
3
√
52
' 1.58× 10−4 < k.
The reconstructed flux is
F1(u¯
0
m, u¯
0
m+1) =
401.25×√52− 2028
12×√52
and F2(u¯
0
m, u¯
0
m+1) = 10× F1(u¯0m, u¯0m+1).
We are now ready to compute the solution at the new time step in the m-th cell. We
find
ρ¯1m = ρ¯
0
m −
k
h
(
45.75 + 3
√
52
4
− 401.25×
√
52− 2028
12×√52
)
=
26 + 4.25×√52√
52
=
= 4.25 +
√
52
2
= ρˆ
and
v¯1m =
z¯1m
ρ¯1m
− ρ¯1m =
11.5−√52
2
= vˆ,
because z¯1m = 10× ρ¯1m.
Since (ρ¯1m, v¯
1
m) = (ρˆ, vˆ), at the second iteration the first inequality (4.33) is not satisfied,
because by definition
ρˆvˆ = Fα + V¯ ρˆ.
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Even if we accept the equal, i.e.
f1(u¯
n
m) ≥ Fα + V¯ ρ¯nm,
our procedure fails because Matlab makes a numerical error of order 10−15 for which the
right term in (4.33) results bigger then the left term.
In view of Example 4.3.1, we propose to remove the first condition (4.33) and to keep
only the inequality (4.35) as necessary to start the reconstruction procedure.
4.3.2 The bus and the vehicles do not influence each other
If V¯ ρ¯(ul, ur)(V¯ ) < f1(RS(ul, ur)(V¯ )) ≤ Fα + V¯ ρ¯(ul, ur)(V¯ ), then the bus and the
vehicles do not influence each other. The corresponding numerical condition is
V¯ ρ¯(u¯nm−1, u¯
n
m+1)(V¯ ) < f1(RS(u¯nm−1, u¯nm+1)(V¯ )) ≤ Fα + V¯ ρ¯(u¯nm−1, u¯nm+1)(V¯ ). (4.46)
Hence, if condition (4.46) holds, the bus position at the time tn is yn = V¯ tn and the so-
lution at the new time step tn+1 can be computed with the standard Godunov’s method.
4.3.3 The bus is influenced by the preceding vehicles
Let us recall the model to describe the bus speed. Let {xi}Ni=1 be the bus stops and let δ
be the space needed by the bus to stop starting from the maximal speed Vb. The profile
of the bus velocity is given by a sufficiently regular function V (x) such that
V (x) =
{
Vb if |x− xi| > δ for i = 1, ..., N,
0 if x = xi for i = 1, ..., N.
(4.47)
Now, let us suppose that the bus remains at each stop for a constant time τ ∈ R+ and
let ti = inf{t ∈ R+ : y(t) = xi} for i = 1, ..., N be the i-th stop instant. The bus speed
without traffic is a function y˙F : R+ → [0, Vb] defined by
y˙F (t) =
{
V (y(t)) if t /∈ [ti, ti + τ) for every i = 1, ..., N,
0 if t ∈ [ti, ti + τ) for every i = 1, ..., N.
(4.48)
If we now introduce the traffic, the bus will travel with velocity V (y(t)) when there
are no vehicles in front of him or when their speed v(t, y(t)+) is higher than V (y(t)).
Otherwise, it will adapt its velocity to the one of the traffic, namely
y˙(t) = ω(y(t), v(t, y(t)+)) =
{
y˙F (t) if y˙F (t) < v(t, y(t)+),
v(t, y(t)+) if y˙F (t) ≥ v(t, y(t)+).
(4.49)
Let us consider the situation of a bus far from the stops, i.e. |y(t) − xi| > δ for every
i ∈ {1, ..., N}. In this case the bus keeps the maximal speed allowed by the traffic,
namely
y˙(t) =
{
Vb if Vb ≤ v(t, y(t)+),
v(t, y(t)+) otherwise.
(4.50)
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(a) The inequality (4.33) has been required as necessary to the reconstruction procedure. Note
that oscillations appear around the non-classical shock.
(b) The inequality (4.33) has not been required as necessary to the reconstruction procedure.
Figure 4.5: Numerical solutions obtained with the data of Example 4.3.1. We can see
the undesired oscillations produced in the case (a): the inequality (4.33) is not satisfied
at some iterations, so that the solution at these steps is obtained with the standard
Godunov’s scheme, which does not take into account the presence of the non-classical
shock. In case (b) the oscillations disappears because the inequality (4.33) has not been
required as necessary to the reconstruction procedure.
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Fix n ∈ N. Let yn = y(tn) be the bus position at time tn and let us define the number
m ∈ Z such that yn ∈ Cm = [xm−1/2, xm+1/2).
Let us suppose that
V¯ n ρ¯(u¯nm−1, u¯
n
m+1)(V¯
n) ≥ f1(RS(u¯nm−1, u¯nm+1)(V¯ n)), (4.51)
where
V¯ n = y˙(tn) =
{
Vb if Vb ≤ v¯nm,
v¯nm if Vb > v¯
n
m.
(4.52)
The inequality (4.51) implies that
V¯ n ≥ v¯(u¯nm−1, u¯nm+1)(V¯ n), (4.53)
where we recall that v¯(u¯nm−1, u¯nm+1) is the v component of the classical solution
RS(u¯nm−1, u¯nm+1)(V¯ n).
Since the bus is travelling faster then the preceding vehicles, it has to adapt its speed
to the traffic. It will keep this speed until the traffic will not change its velocity. This
situation is described by an interaction between the bus trajectory and a wave coming
from one of the local Riemann problems centred in {xj+1/2}j∈Z. By the CFL condition,
this can happen only for waves arisen in the Riemann problems centred in xm−1/2 and
xm+1/2. Therefore we have to distinguish two cases:
(i) the bus trajectory interacts with a wave coming from the local Riemann problem
centred in xm+1/2;
(ii) the bus trajectory interacts with a wave coming from the local Riemann problem
centred in xm−1/2.
We adapt the algorithms introduced in [5, 6].
Case (i)
Let us consider the Riemann problem
{
∂tρ+ ∂x(ρv) = 0,
∂tz + ∂x(zv) = 0,
(ρ, z)(tn, x) =
{
u¯nm if x ≤ xm+1/2,
u¯nm+1 if x > xm+1/2.
(4.54)
Let uintm+1/2 be the intermediate state of the classical solution RS(u¯nm, u¯nm+1)(λ) and
(ρintm+1/2, v
int
m+1/2) the corresponding point in the (ρ, v) plane.
In the general case we have
v¯nm+1 + p(ρ¯
n
m+1) 6= v¯nm + p(ρ¯nm).
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Hence we have to consider the intermediate state uintm+1/2 which is connected to u¯
n
m by
a contact discontinuity. However, since the speed of the bus V¯ n = min{v¯nm, Vb} depends
only on the speed of the traffic in front of him and vintm+1/2 = v¯
n
m, this contact disconti-
nuity does not influence the bus trajectory.
Therefore we can suppose that v¯nm+1 + p(ρ¯
n
m+1) = v¯
n
m + p(ρ¯
n
m). The general case is ob-
tained substituting uintm+1/2 to u¯
n
m.
1. Let us consider a shock centred in (tn, xm+1/2).
This case happens whenever ρ¯nm < ρ¯
n
m+1. The propagation speed λm+1/2 of the
shock is given by the Rankine-Hugoniot condition:
λm+1/2 =
ρ¯nm+1 v¯
n
m+1 − ρ¯nmv¯nm
ρ¯nm+1 − ρ¯nm
.
Remark 4.5 Since v¯nm + p(ρ¯
n
m) = v¯
n
m+1 + p(ρ¯
n
m+1), the condition ρ¯
n
m < ρ¯
n
m+1 is
equivalent to
v¯nm > v¯
n
m+1.
Therefore after the interaction with the shock the bus travels slower than before.
Let (t∗, x∗) be the interaction point between the shock and the bus trajectory.
Solving in t∗ the equation
yn + (t∗ − tn)V¯ n = xm+1/2 + λm+1/2(t∗ − tn),
we find
t∗ =
xm+1/2 − yn
V¯ n − λm+1/2
+ tn. (4.55)
If t∗ ≥ k, then no interaction between the car and the shock wave occurs within
the interval [tn, tn+1). Otherwise we have
x∗ = yn + V¯ nt∗
and the new speed of the bus is
V¯ nnew = min(v¯
n
m+1, Vb).
If no other interactions with waves centred in xm−1/2 or in xm+3/2 happen, the
new position of the bus at time tn+1 is
yn+1 = x∗ + V¯ nnew(k − t∗). (4.56)
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Remark 4.6 If the shock has a positive propagation speed, then the bus crosses
the cell Cm before the interaction.
2. Let us consider the case ρ¯nm ≥ ρ¯nm+1 in which a rarefaction wave centred in
(tn, xm+1/2) joins the states u¯
n
m and u
n
m+1 and it can interact with the bus trajec-
tory. Let (ρσ, vσ) for σ ∈ [0, 1] be a point of the rarefaction, i.e.
vσ = v¯nm + p(ρ¯
n
m)− p(ρσ) and ρ¯nm+1 ≤ ρσ ≤ ρ¯nm.
The propagation speed of the rarefaction varies in the interval
[λ1(ρ¯
n
m, v¯
n
m), λ1(ρ¯
n
m+1, v¯
n
m+1)].
Remark 4.7 Since vσ + p(ρσ) = v¯nm + p(ρ¯
n
m), the condition ρ
σ ≤ ρ¯nm is equivalent
to vσ ≥ v¯nm. Hence the speed of the traffic increases during the rarefaction.
Let
Rσ := {(t, x) ∈ R+ × R : x− xm+1/2 = λ1(ρσ, vσ)(t− tn)}
be the line where the rarefaction centred in (tn, xm+1/2) and passing through
(ρ¯nm, v¯
n
m) takes the value (ρ
σ, vσ).
Let us call
ξ(t, x) =
x− xm+1/2
t− tn .
Hence (t, x) ∈ Rσ if and only if
ξ(t, x) = λ1(ρ
σ, vσ).
During the travel the bus takes the speed of the vehicles in front of him until their
speed is lower then the maximal velocity of the bus, provided that an interaction
between the wave and the bus trajectory occurs. This happens for all the points
(ρσ, vσ) such that
y˙(t) > λ1(ρ
σ, vσ), (4.57)
where y˙ is the bus speed. Therefore
y˙(t) =

V¯ n = min(Vb, v¯
n
m) if ξ(t, y(t)) ≤ λ1(ρ¯nm, v¯nm),
min(vσ, Vb) if λ1(ρ¯
n
m, v¯
n
m) < ξ(t, y(t)) < λ1(ρ¯
n
m+1, v¯
n
m+1),
min(v¯nm+1, Vb) if ξ(t, y(t)) ≥ λ1(ρ¯nm+1, v¯nm+1).
(4.58)
Observation 4.1 We don’t keep in account the necessary condition (4.57) for the
interaction, because for every σ ∈ [0, 1] we have
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• if min(Vb, vσ) = vσ, then Vb > λ1(ρσ, vσ), because vσ > λ1(ρσ, vσ). Therefore
the condition (4.57) is satisfied and the interaction occurs;
• if min(Vb, vσ) = Vb and Vb > λ1(ρσ, vσ), then the interaction occurs. In this
case the law (4.58) gives
y˙(t) = Vb,
therefore the bus does not exceed its maximal speed;
• if Vb ≤ λ1(ρσ, vσ), then the interaction does not occur and the bus travels with
its maximal speed Vb, because the inequalities v
σ > λ1(ρ
σ, vσ) and λ1(ρ
σ, vσ) ≥
Vb imply min(Vb, v
σ) = Vb.
Hence the bus speed is always well defined.
Let (t∗, x∗) be the first point of interaction between the bus and the rarefaction.
Solving with respect to t∗ the equation
yn + V¯ n(t∗ − tn) = xm+1/2 + λ1(ρ¯nm, v¯nm)(t∗ − tn),
we find
t∗ =
xm+1/2 − yn
V¯ n − λ1(ρ¯nm, v¯nm)
+ tn. (4.59)
Therefore, we also have
x∗ = yn + V¯ nt∗. (4.60)
Fix (t, x) ∈ Rσ. Let us call ξ := ξ(t, x) and ω¯nm = v¯nm + p(ρ¯nm). Then we have{
λ1(ρ
σ, vσ) = ξ
vσ = ω¯nm − p(ρσ)
=⇒
{
ω¯nm − p(ρσ)− ρσp′(ρσ) = ξ
vσ = ω¯nm − p(ρσ)
=⇒ω¯nm −
d
dρ
(ρp(ρ))
∣∣∣
ρ=ρσ
= ξ
vσ = ω¯nm − p(ρσ).
Let us define the function
ρ→ ϕ(ρ) = d
dρ
(ρp(ρ))
which admits an inverse function because it is strictly increasing by the strict
convexity of ρ→ ρp(ρ).
The first equation of the previous system becomes
ϕ(ρσ) = ω¯nm − ξ =⇒ ρσ = ϕ−1(ω¯nm − ξ). (4.61)
Using the equation (4.61) in the second equation of the system we find
vσ = ω¯nm − p(ϕ−1(ω¯nm − ξ)). (4.62)
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Our aim is to determine the bus trajectory along the rarefaction. Hence we give
an explicit expression for the pressure function p. An usual choice (see [2]) is
p(ρ) = ργ for γ ≥ 1. (4.63)
For this function we have
ϕ(ρ) = (γ + 1)ργ = (γ + 1) p(ρ) and ϕ−1(τ) = γ
√
τ
γ + 1
.
Therefore
ρσ = γ
√
ω¯nm − ξ
γ + 1
and vσ =
γ ω¯nm + ξ
γ + 1
.
We can use the expression of vσ in the law (4.58) to compute the speed of the bus
when it is in (t, y(t)) ∈ Rσ. In the case vσ < Vb, we find the Cauchy problem(γ + 1) y˙(t) = γ ω¯nm +
y(t)− xm+1/2
t− tn ,
y(t∗) = x∗.
(4.64)
We are ready to compute the bus trajectory along the rarefaction.
Proposition 4.3 If the bus interacts with a rarefaction wave centred in (tn, xm+1/2),
then its trajectory is
y(t) = xm+1/2 + ω¯
n
m(t− tn) + C∗(t− tn)
1
γ+1 , (4.65)
where
C∗ =
x∗ − xm+1/2 − ω¯nm(t∗ − tn)
(t∗ − tn) 1γ+1
which depends on the first point of interaction between the bus and the rarefaction
wave, i.e.
t∗ =
xm+1/2 − yn
V¯ n − λ1(ρ¯nm, v¯nm)
+ tn and x∗ = yn + V¯ nt∗. (4.66)
Proof. We have to solve the Cauchy problem (4.64). The equation
y˙(t)− 1
γ + 1
y(t)
t− tn =
γ ω¯nm
γ + 1
− 1
γ + 1
xm+1/2
t− tn
is linear, then to solve it, we introduce the integration factor
exp
(
− 1
γ + 1
∫
1
t− tn dt
)
= exp
(
− 1
γ + 1
log(t− tn)
)
=
= exp
(
log
(
(t− tn)− 1γ+1
))
=
=
1
(t− tn) 1γ+1
.
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Multiplying this factor on both sides of the equation, we find
y˙(t)
(t− tn) 1γ+1
− y(t)
(γ + 1)(t− tn)1+ 1γ+1
=
γ ω¯nm
(γ + 1)(t− tn) 1γ+1
− xm+1/2
(γ + 1)(t− tn)1+ 1γ+1
.
The left term is equal to
d
dt
(
y(t)
(t− tn) 1γ+1
)
,
hence integrating both sides we find
y(t)
(t− tn) 1γ+1
=
γ ω¯nm
γ + 1
∫
(t− tn)− 1γ+1 dt− xm+1/2
γ + 1
∫
(t− tn)−
(
1+ 1
γ+1
)
dt =
= ω¯nm(t− tn)
γ
γ+1 + xm+1/2(t− tn)−
1
γ+1 + C,
where C is a constant.
Multiplying (t− tn) 1γ+1 on both sides, we find
y(t) = ω¯nm(t− tn) + xm+1/2 + C(t− tn)
1
γ+1 .
Imposing the initial condition y(t∗) = x∗, we find the value of C and the trajectory
(4.65). 
Deriving the equation (4.65), we find
y˙(t) = ω¯nm +
C∗
γ + 1
(t− tn)− γγ+1 . (4.67)
Let (t∗∗, x∗∗) be the last point of interaction between the bus trajectory and the
rarefaction wave. By the law (4.58), the bus will take the speed vσ ∈ [v¯nm, v¯nm+1]
of the vehicles in front of him, until this speed is lower then its maximal speed Vb.
Hence, if we call
V¯ nrar := max{min(Vb, vσ) : vσ ∈ [v¯nm, v¯nm+1]} = min{Vb, v¯nm+1},
the point (t∗∗, x∗∗) satisfies the equation
y˙(t∗∗) = V¯ nrar.
Substituting in this equation the expression (4.67), we find
t∗∗ =
[
(γ + 1)
V¯ nrar − ω¯nm
C∗
]− γ+1
γ
and therefore
x∗∗ = y(t∗∗),
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where y(t) is given by (4.65). After the interaction the bus position is one of the
following, provided that no more interactions with other waves happen.
If t∗ ≥ k, then no interaction between the car and the rarefaction wave occurs in
the interval [tn, tn+1) and the bus position at time tn+1 is
yn+1 = yn + V¯ nk.
If t∗ < k, then we have to consider two cases: whether t∗∗ ≥ k the bus position at
time tn+1 is
yn+1 = y(tn+1),
where y(t) is the trajectory (4.65); otherwise
yn+1 = x∗∗ + (k − t∗∗)V¯ nrar.
In both cases of an interaction between the bus trajectory and a shock or a rarefaction
wave centred in (tn, xm+1/2), the bus can cross to the following cell before the instant
tn+1. The new cell of the bus is Cm+1 = [xm+1/2, xm+3/2).
A wave centred in xm+3/2 could interact with the bus trajectory before time t
n+1. The
next proposition states that we can avoid this situation choosing a sufficiently strong
CFL condition.
Proposition 4.4 Let λn = max{|λi(u¯nj )| : i = 1, 2 and j ∈ Z} be the maximum of the
eigenvalues {λi}i=1,2 of the Jacobian matrix Df of the flux function f .
No interactions occur between the bus trajectory and a wave centred in (tn, xm+3/2),
provided that the following CFL condition holds:∣∣∣∣khλn
∣∣∣∣ ≤ 12 . (4.68)
Proof. Let us show that after an interaction between the bus trajectory and a shock or
a rarefaction wave centred in (tn, xm+1/2), the bus speed V¯
n
new at the right edge xm+1/2
of the m-th cell is almost equal to λ2(ρ¯
n
m, v¯
n
m) or λ2(ρ¯
n
m+1, v¯
n
m+1).
First, let us consider the case of a shock. When the bus reach xm+1/2 the bus travels
with speed
V¯ nnew = v¯
n
m+1 = λ2(ρ¯
n
m+1, v¯
n
m+1) or V¯
n = min{v¯nm, Vb} ≤ λ2(ρ¯nm, v¯nm).
If a rarefaction meets the bus trajectory, the bus speed after the interaction is
V¯ nnew = V¯
n
rar := min(Vb, v
σ),
where vσ belongs to the interval [v¯nm, v¯
n
m+1]. Since during the rarefaction the speed of
the traffic increases, the bus speed at xm+1/2 is at most min(Vb, v¯
n
m+1).
Whether V¯ nrar = v
σ, we have
V¯ nrar ≤ v¯nm+1 = λ2(ρ¯nm+1, v¯nm+1),
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since vσ ≤ v¯nm+1. Otherwise V¯ nrar = Vb, but this happens when Vb < vσ. Hence again we
find
V¯ nrar < λ2(ρ¯
n
m+1, v¯
n
m+1).
Since λn ≥ λ2(ρ¯nm+1, v¯nm+1), if the condition (4.68) holds, we have
kV¯ nnew ≤ kλ2(ρ¯nm+1, v¯nm+1) ≤ k|λn| ≤
h
2
.
Hence before the instant tn+1 the bus could have covered at most half the length of a
cell Cm+1/2.
By Proposition 1.4, the Lax-entropy condition (1.20) and the condition (4.68), the same
holds for every wave centred in (tn, xm+3/2). Then we have the thesis. 
We will refer to the condition (4.68) as “strong CFL condition”.
Case (ii)
Let us consider the Riemann problem
{
∂tρ+ ∂x(ρv) = 0,
∂tz + ∂x(zv) = 0,
(ρ, z)(tn, x) =
{
u¯nm−1 if x ≤ xm−1/2,
u¯nm if x > xm−1/2.
(4.69)
Let uintm−1/2 be the intermediate state of the classical solution RS(u¯nm−1, u¯nm)(λ) and let
(ρintm−1/2, v
int
m−1/2) be the corresponding point in the (ρ, v) plane.
Since the bus speed changes according to the variations of the traffic velocity, we are
not interested in the case of an interaction between the bus trajectory and a contact
discontinuity, because the two states connected by the contact discontinuity have the
same speed. Hence we are interested only in rarefaction and shock waves.
Let us suppose that
v¯nm + p(ρ¯
n
m) = v¯
n
m−1 + p(ρ¯
n
m−1).
The general case (in which v¯nm + p(ρ¯
n
m) 6= v¯nm−1 + p(ρ¯nm−1)) is obtained simply replacing
uintm−1/2 to u¯
n
m. A solution to the system (4.69) can interact with the trajectory of the
bus only if its propagation speed is positive, because yn ≥ xm−1/2.
1. Let us suppose that ρ¯nm−1 < ρ¯nm, so that the wave coming from xm−1/2 is a shock
with propagation speed λm−1/2 given by the Rankine-Hugoniot condition, i.e.
λm−1/2 =
ρ¯nmv¯
n
m − ρ¯nm−1v¯nm−1
ρ¯nm − ρ¯nm−1
. (4.70)
Remark 4.8 Since v¯nm + p(ρ¯
n
m) = v¯
n
m−1 + p(ρ¯nm−1), the condition ρ¯nm−1 < ρ¯nm is
equivalent to v¯nm−1 > v¯nm. Hence after the interaction the bus speed has increased.
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Let us suppose that the bus speed V¯ n = min(Vb, v¯
n
m) at time t
n is equal to v¯nm.
This means that v¯nm ≤ Vb. Since yn ≥ xm+1/2, an interaction with the shock can
happen if and only if
v¯nm ≤ λm−1/2.
This is absurd, indeed
v¯nm ≤ λm−1/2 ⇐⇒ v¯nm ≤
v¯nmρ¯
n
m − v¯nm−1ρ¯nm−1
ρ¯nm − ρ¯nm−1
⇐⇒
ρ¯nmv¯
n
m − ρ¯nm−1v¯nm ≤ v¯nmρ¯nm − v¯nm−1ρ¯nm−1 ⇐⇒ ρ¯nm−1v¯nm ≥ ρ¯nm−1v¯nm−1 ⇐⇒
v¯nm ≥ v¯nm−1
and this is a contradiction with ρ¯nm−1 < ρ¯nm.
On the other hand the case V¯ n = Vb happens when Vb ≤ v¯nm. Since v¯nm < v¯nm−1,
we have
V¯ nnew = Vb = min(Vb, v¯
n
m−1).
Hence in this case the bus speed before and after the interaction does not change
and its value is Vb.
Therefore, provided that no other interactions with waves coming from xm+1/2
happen, the bus position at time tn+1 is
yn+1 = yn + kV¯ n.
2. Let us suppose that ρ¯nm ≤ ρ¯nm−1. In this case u¯nm−1 and u¯nm are connected by a
rarefaction wave centred in xm−1/2.
Let (ρσ, vσ) be a point of the rarefaction, i.e.
vσ ∈ [v¯nm−1, v¯nm], ρσ ∈ [ρ¯nm, ρ¯nm−1] and v¯nm−1 + p(ρ¯nm−1) = vσ + p(ρσ).
Remark 4.9 Since v¯nm−1 ≤ vσ ≤ v¯nm, the traffic speed increases during the rar-
efaction.
Proposition 4.5 Let us suppose that
V¯ n = min{v¯nm, Vb} < λ1(ρ¯nm, v¯nm),
so that an interaction occurs between the bus and the rarefaction wave centred in
xm−1/2.
Then the bus speed before the interaction is V¯ n = Vb and the bus keeps its maximal
speed in all the points of interaction.
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Proof. We have V¯ n = v¯nm if and only if v¯
n
m ≤ Vb. Since we are supposing that
V¯ n < λ1(ρ¯
n
m, v¯
n
m), this case cannot happen or we would have
v¯nm < λ1(ρ¯
n
m, v¯
n
m)
and this is absurd.
Hence the only possible case is
V¯ n = Vb
which is equivalent to Vb ≤ v¯nm.
Let us call
Rσ = {(t, x) ∈ R+ × R : x− xm−1/2 = λ(ρσ, vσ)(t− tn)}
and
ξ(t, x) =
x− xm−1/2
t− tn .
We have ξ(t, x) = λ1(ρ
σ, vσ) if and only if (t, x) ∈ Rσ.
Since yn ≥ xm−1/2, the case (t, y(t)) ∈ Rσ is possible only if the propagation speed
of the rarefaction speed in (ρσ, vσ) is higher then the bus speed, i.e.
λ1(ρ
σ, vσ) ≥ Vb.
Let (ρVb+, vVb+) be the point such that
λ1(ρ
Vb+, vVb+) = Vb + .
This point is the last point of the rarefaction which can interact with the bus.
Since vVb+ > λ1(ρ
Vb+, vVb+), when the interaction occurs the bus cannot take the
speed of the vehicles but it keeps its maximal speed Vb. Moreover the bus interacts
only with the points (ρσ, vσ) of the rarefaction wave such that
λ1(ρ
Vb+, vVb+) ≤ λ1(ρσ, vσ) ≤ λ1(ρ¯nm, v¯nm).
Since for all these points we have vσ > vVb+ > Vb, the bus keeps its maximal speed
Vb during all the interaction. 
Let (t∗, x∗) be the first point of interaction between the bus and the rarefaction
wave centred in xm−1/2. Since λ1(ρ¯nm, v¯nm) = v¯nm−ρ¯nm p′(ρ¯nm) is the right propagation
speed of the rarefaction, we can solve the equation
xm−1/2 + λ1(ρ¯nm, v¯
n
m)(t
∗ − tn) = yn + Vb(t∗ − tn)
with respect to t∗, finding
t∗ =
yn − xm−1/2
λ1(ρ¯nm, v¯
n
m)− Vb
+ tn and x∗ = yn + Vbt∗. (4.71)
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Whether t∗ ≥ k, no interactions between the bus and the wave occur within the
interval [tn, tn+1). Therefore the bus position at time tn+1 is
yn+1 = yn + V¯ nk.
Otherwise the bus position at time tn+1 is
yn+1 = yn + Vbk,
provided that no other interactions happen whit waves centred in xm+1/2.
The next proposition states that if the bus interacts with a wave coming from the
Riemann problem centred in xm−1/2, then it cannot interact with a wave centred in
xm+1/2 and vice versa, provided that the time step is small enough.
Proposition 4.6 Let us suppose that the strong CFL condition (4.68) holds. Within the
interval [tn, tn+1) the bus can interact only with a wave coming from the local Riemann
problem (4.69) centred in xm−1/2 or with a wave (shock or rarefaction) coming form the
local Riemann problem (4.54) centred in xm+1/2.
Proof. Let us recall that the propagation speeds of two shocks centred respectively in
xm−1/2 and xm+1/2 are respectively
λm−1/2 =
ρintm−1/2 v
int
m−1/2 − ρ¯nmv¯nm
ρintm−1/2 − ρ¯nm
and λm+1/2 =
ρintm+1/2 v
int
m+1/2 − ρ¯nmv¯nm
ρintm+1/2 − ρ¯nm
,
where (ρintm±1/2, v
int
m±1/2) are the intermediate states of the classical solution to the Rie-
mann problems centred in xm±1/2.
Let us denote
λm−1/2 =
{
λm−1/2 if ρ¯nm−1 < ρ¯nm,
λ1(ρ¯
n
m, v¯
n
m) otherwise,
the (right) propagation speed of a wave centred in xm−1/2 and
λm+1/2 =
{
λm+1/2 if ρ¯
n
m < ρ¯
n
m+1,
λ1(ρ¯
n
m, v¯
n
m) otherwise,
the (left) propagation speed of a wave centred in xm+1/2.
The condition (4.68) implies that waves coming from the local Riemann problems (4.54)
and (4.69) cannot cover more space then h/2 before time tn+1, where
h = xm+1/2 − xm−1/2
is the (constant) space length of the cells. Hence we have
|λm±1/2|k ≤ h/2.
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Let us suppose that the bus interacts with a shock or a rarefaction wave centred in
xm−1/2 and let (t∗, x∗) be the point of first interaction, i.e.
x∗ = xm−1/2 + λm−1/2t∗ = yn + Vbt∗,
because in this case the bus speed is Vb on all the interval [t
n, tn+1). The bus and the
wave can interact only if
t∗ ≤ k and Vb ≤ λm−1/2,
which imply
Vb(k − t∗) ≤ λm−1/2(k − t∗).
Since λm−1/2k ≤ h/2, we find
x∗ − xm−1/2 = λm−1/2t∗ ≤ λm−1/2k ≤ h/2.
Moreover we have
x∗ + Vb(k − t∗) ≤ x∗ + λm−1/2(k − t∗) = xm−1/2 + λm−1/2t∗ + λm−1/2(k − t∗) =
= xm−1/2 + λm−1/2k ≤ xm−1/2 + λnk ≤ xm−1/2 + h/2 =
= xm.
Hence no interactions with a wave centred in xm+1/2 can happen.
On the other hand, let us suppose that the bus interacts first with a wave centred in
xm+1/2 and let (t
∗, x∗) be the first point of interaction. Since |λm+1/2|k ≤ h/2, we must
have x∗ ≥ xm = xm−1/2 + h/2. Hence no interactions with waves centred in xm−1/2 can
happen after t∗. 
Remark 4.10 Let t∗m−1/2 and t
∗
m+1/2 be respectively the time of first interaction between
the bus trajectory and a wave centred in xm−1/2 and xm+1/2. To recognize if the bus
interacts with a wave centred in xm−1/2 or with a wave centred in xm+1/2, we compute
both t∗m−1/2 and t
∗
m+1/2.
If t∗m−1/2 ≤ min(t∗m+1/2, k), then Proposition 4.6 ensures that within [tn, tn+1) the only
interaction happens with the wave centred in xm−1/2.
Similarly for the case t∗m+1/2 ≤ min(t∗m−1/2, k).
4.3.4 Example of a reconstructed bus trajectory
Fix the following data:
• the pressure function is p(ρ) = ρ;
• the reduction rate in the road capacity due to the bus is α = 0.5;
• the bus initial position is y0 = −0.1;
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• the bus maximal speed is Vb = 4;
• the maximal density of vehicles allowed on the road is Rmax = 15.
Let us consider a bus influenced by the previous vehicles. For example, consider the
initial datum
(ρ, v)(0, x) =
{
(ρl, vl) = (9, 1) if x ≤ 0,
(ρr, vr) = (2, 8) if x > 0.
(4.72)
Since ρl > ρr, the standard solution is a rarefaction wave with propagation speed ranging
within the interval [λ1(ρ
l, vl), λ1(ρ
r, vr)] = [−8, 6]; see Figures 4.6 and 4.9.
The speed of the cars at y0 is v
l = 1 and it is lower than the bus maximal speed. Hence
the bus has to adapt its speed to the one of the cars in front of it.
The bus will keep this velocity until, at some instant t∗, an interaction with the rarefac-
tion wave centred in x = 0 happens. At time t∗ the bus can accelerate to its maximal
speed; see Figures 4.7, 4.8, 4.10 and 4.13. Then there is an interval [t∗, t∗∗] in which the
bus and the traffic have no influence on each other, until at time t∗∗ the constraint is
enforced and the non-classical shock appears; see Figures 4.11 and 4.12.
In Figures 4.13 and 4.14 is represented the evolution of the bus speed and the bus
trajectory in the space-time diagram.
Figure 4.6: Situation described in Subsection 4.3.4: initial configuration. The bus takes
the speed of the cars in front of it.
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Figure 4.7: Situation described in Subsection 4.3.4: the time t is less then the instant t∗
for which the bus reaches its maximal speed. The bus is accelerating: it takes the speed
of the cars in front of it.
Figure 4.8: Situation described in Subsection 4.3.4. The bus has reached its maximal
speed.
102
Figure 4.9: Situation described in Subsection 4.3.4: initial datum.
Figure 4.10: Situation described in Subsection 4.3.4: the time t is less then the instant
t∗ for which the bus reaches its maximal speed. The solution given by RSα1 is classical.
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Figure 4.11: Situation described in Subsection 4.3.4: the non-classical shock has ap-
peared.
Figure 4.12: Situation described in Subsection 4.3.4: the non-classical shock has ap-
peared.
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Figure 4.13: Situation described in Subsection 4.3.4. The first plot is the time evolution
of the bus speed. The bus accelerates until it reaches its maximal speed. The recon-
structed bus speed coincides with the one expected.
The second plot is the spatial evolution of the bus speed and of the velocity of the traffic
in front of the bus. We can see that the bus takes the speed of the cars in front of it until
it reaches its maximal speed. When this happens the cars accelerate until the constraint
is enforced, then they take the speed vˇ1.
Figure 4.14: Situation described in Subsection 4.3.4: the bus trajectory and the density
in the x− t plane. The bus trajectory is exactly captured.
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4.4 Numerical methods for the Riemann solver RSα2
Let V¯ n be the bus speed at time tn. The Riemann solvers RSα1 and RSα2 give the same
solution whenever the constraint is satisfied. Hence, if
f1(RS(u¯nm−1, u¯nm+1)(V¯ n)) ≤ Fα + V¯ nρ¯(u¯nm−1, u¯nm+1)(V¯ n),
we can apply to RSα2 the methods introduced for RSα1 .
When the constraint is enforced, we propose two methods to capture the non-classical
shock.
The following lemma gives a formula to compute the solution at the new time step on a
cell of a non-uniform mesh, if the solution at time tn is known.
Lemma 4.1 Fix n ∈ N. Let us consider two time steps tn and tn+1 = tn + k for a fixed
constant k ∈ R+ and the j-th cell of a non-uniform spatial mesh {xnj+1/2}j∈Z defined by
xnj+1/2 = x
n
j−1/2 + h
n
j for h
n
j ∈ R+ and j ∈ Z.
Let u¯nj and u¯
n+1
j be approximate solutions for the conservation law
∂t u+ ∂x [f(u)] = 0
on the cell Cij = [x
i
j−1/2, x
i
j+1/2) for i = n, n + 1, at time t
n and tn+1 respectively. The
following formula holds:
hn+1j u¯
n+1
j = h
n
j u¯
n
j − k[f(u¯nj+1/2(λr))− λr u¯nj+1/2(λr)+
− f(u¯nj−1/2(λl)) + λl u¯nj−1/2(λl)],
(4.73)
where
λl =
xn+1j−1/2 − xnj−1/2
k
, λr =
xn+1j+1/2 − xnj+1/2
k
, u¯nj−1/2(λ
l) = RS(u¯nj−1, u¯nj )(λl) and
u¯nj+1/2(λ
r) = RS(u¯nj , u¯nj+1)(λr).
See Figure 4.15.
Proof. Integrating the conservation law ∂tu + ∂x[f(u)] = 0 over Cj and applying
Green’s Theorem, we find
0 =
∫
Cj
∂tu+ ∂x[f(u)] dt dx =
∫
∂Cj
[u dx− f(u) dt] =
∫
∂ Cj
(−f(u)
u
)
·
(
dt
dx
)
.
Let us split the boundary ∂Cj of the cell Cj in the four edges {γi}4i=1 parametrized in
the (t, x) plane as follows (see Figure 4.15).
• γ1(s) =
(
tn, xnj−1/2 + s h
n
j
)
for s ∈ [0, 1].
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xn+1j−1/2 x
n+1
j+1/2
xnj−1/2 x
n
j+1/2u¯
n
j
u¯n+1j
u¯nj−1
u¯n+1j−1 u¯
n+1
j+1
u¯nj+1
λl λr
γ1
γ2
γ3
γ4
EFGH
Figure 4.15: Notations used in Lemma 4.1.
• γ2(s) =
(
tn + s k, xnj+1/2 + s
(
xn+1j+1/2 − xnj+1/2
))
for s ∈ [0, 1].
• γ3(s) =
(
tn+1, xn+1j+1/2 − s hn+1j
)
for s ∈ [0, 1].
• γ4(s) =
(
tn+1 − s k, xn+1j−1/2 + s
(
xnj−1/2 − xn+1j−1/2
))
for s ∈ [0, 1].
We have to integrate the vector field (−f(u), u) on each edge.
For the first edge, we find∫
γ1
(−f(u)
u
)
·
(
dt
dx
)
=
∫ 1
0
(−f(u¯nj )
u¯nj
)
· γ′1(s) ds =
=
∫ 1
0
(−f(u¯nj )
u¯nj
)
·
(
0
hnj
)
ds =
= hnj u¯
n
j .
Similarly ∫
γ3
(−f(u)
u
)
·
(
dt
dx
)
=
∫ 1
0
(−f(u¯n+1j )
u¯n+1j
)
·
(
0
−hn+1j
)
ds =
= −hn+1j u¯n+1j .
For the edge γ2, we have∫
γ2
(−f(u)
u
)
·
(
dt
dx
)
=
∫ 1
0
(
−f(u¯nj+1/2(λr))
u¯nj+1/2(λ
r)
)
·
(
k(
xn+1j+1/2 − xnj+1/2
)) ds =
=
(
xn+1j+1/2 − xnj+1/2
)
u¯nj+1/2(λ
r)− k f(u¯nj+1/2(λr)) =
= k
[
λru¯nj+1/2(λ
r)− f(u¯nj+1/2(λr))
]
.
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Finally∫
γ4
(−f(u)
u
)
·
(
dt
dx
)
=
∫ 1
0
(
−f(u¯nj−1/2(λl))
u¯nj−1/2(λ
l)
)
·
( −k(
xnj−1/2 − xn+1j−1/2
)) ds =
= k
[
f(u¯nj−1/2(λ
l))− λl u¯nj−1/2(λl)
]
Assembling the results, we find the equation (4.73). 
4.4.1 First method: Discontinuity reconstruction
The following method is similar to the discontinuity reconstruction procedure that we
have used for the Riemann solver RSα1 .
Fix n ∈ N. Let us suppose that we have computed the piecewise constant approximate
solution u¯n at the time tn with the Godunov’s method.
Let yn := y(tn) be the bus position at time tn and let us fix m ∈ Z such that yn ∈ Cm.
Let
ρ¯nm and z¯
n
m (4.74)
be respectively the ρ and z component of the approximate solution u¯n in the m-th cell.
If the Riemann solver RSα2 does not give the classical solution, a non-classical shock
appears in x = y(t). Since the non-classical shock arises as the solution given by RSα2
to the Riemann problem with initial datum
u(0, x) =
{
u¯nm−1 if x ≤ yn,
u¯nm+1 if x > y
n,
(4.75)
we will make a reconstruction of the discontinuity, if the inequality
f1(RS(u¯nm−1, u¯nm+1)(V¯ n)) > Fα + V¯ nρ¯(u¯nm−1, u¯nm+1)(V¯ n) (4.76)
holds. In this case we modify the Godunov’s scheme as follows.
We introduce in the m-th cell one left state unm,l = (ρ
n
m,l, z
n
m,l) and one right state
unm,r = (ρ
n
m,r, z
n
m,r) defined by
unm,l = uˆ and u
n
m,r = uˇ2,
where uˆ is defined in (4.30) and uˇ2 = (ρˇ2, zˇ2) is given by
ρˇ2 =
Fα
v¯nm+1 − V¯ n
and zˇ2 = ρˇ2(vˇ2 + p(ρˇ2)) with vˇ2 = v¯
n
m+1.
Then we replace the solution u¯nm obtained with the Godunov’s method in the m-th cell,
with the function unrec = (ρ
n
rec, z
n
rec) defined by
ρnrec = ρ
n
m,l1(xm−1/2,x
ρ,n
m )
+ ρnm,r1(xρ,nm ,xm+1/2) and
znrec = z
n
m,l1(xm−1/2,x
z,n
m )
+ znm,r1(xz,nm ,xm+1/2),
(4.77)
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where we have used the two points
xρ,nm = xm−1/2 + h d
n,ρ
m and x
z,n
m = xm−1/2 + h d
n,z
m
defined for two suitable constants dn,ρm and d
n,z
m in [0, 1].
We require
ρnm,ld
n,ρ
m + ρ
n
m,r(1− dn,ρm ) = ρ¯nm and
znm,ld
n,z
m + z
n
m,r(1− dn,zm ) = z¯nm.
(4.78)
Solving these two equations for dn,ρm and d
n,z
m , we find
dn,ρm =
ρ¯nm − ρnm,r
ρnm,l − ρnm,r
and dn,zm =
z¯nm − znm,r
znm,l − znm,r
. (4.79)
Clearly, the conditions dn,ρm ∈ [0, 1] and dn,zm ∈ [0, 1] are necessary to reconstruct the
discontinuity in the cell Cm. These two constants are in general different.
We assume that the discontinuities propagate at the same speed of the non-classical
shock. Therefore their positions at time tn+1 are
xn+1,ρm = x
n,ρ
m + V¯
n k and xn+1,zm = x
n,z
m + V¯
n k. (4.80)
Let us introduce the matrix
d =
[
dn,ρm 0
0 dn,zm
]
and let
I =
[
1 0
0 1
]
be the 2× 2 identity matrix.
We have to distinguish the following cases.
(i) If xn+1,ρm < xm+1/2 and x
n+1,z
m < xm+1/2, then we compute the average solution at
the new time step in the (m− 1)-th and in the (m+ 1)-th cell as:
u¯n+1m−1 = u¯
n
m−1 −
k
h
[
F (u¯nm−1, uˆ)− F (u¯nm−2 − u¯nm−1)
]
and
u¯n+1m+1 = u¯
n
m+1 −
k
h
[
F (u¯nm+1, u¯
n
m+2)− F (uˇ2, u¯nm+1)
]
.
(4.81)
For the m-th cell, we set
u¯n+1m =
1
h
[
(hd + k V¯ nI) u˜n+1m,l + (h(I− d)− k V¯ nI) u˜n+1m,r
]
, (4.82)
where u˜n+1m,l and u˜
n+1
m,r are given by the equation (4.73) applied to the two parts in
which the m-th cell is divided by the travelling discontinuity (see Figure 4.16a),
i.e.
(hd + V¯ n k I) u˜n+1m,l = hd uˆ− k
[
f(uˆ)− V¯ n uˆ− F (u¯nm−1, uˆ)
]
and
(h(I− d)− V¯ n k I) u˜n+1m,r = h(I− d) uˇ2 − k
[
F (uˇ2, u¯
n
m+1)− f(uˇ2) + V¯ nuˇ2
]
.
(4.83)
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(ii) If xn+1,ρm ≥ xm+1/2 and xn+1,zm ≥ xm+1/2, then for the cell (m− 1) we set
u¯n+1m−1 = u¯
n
m−1 −
k
h
[
F (u¯nm−1, uˆ)− F (u¯nm−2 − u¯nm−1)
]
. (4.84)
Applying the formula (4.73) to the two parts in which the travelling discontinuity
divides the cells m and (m + 1) (see Figure 4.16b), we define u˜n+1m and u˜
n+1
m+1 as
the solutions to the equations
(hd + k V¯ n I)u˜n+1m = hd uˆ− k
[
f(uˆ)− V¯ n uˆ− F (u¯nm−1, uˆ)
]
and
(h(2I− d)− k V¯ n I) u˜n+1m+1 = h(I− d) uˇ2 + h u¯nm+1+
− k [F (u¯nm+1, u¯nm+2)− f(uˇ2) + V¯ n uˇ2] (4.85)
Then, in order to compute the average solutions u¯n+1m and u¯
n+1
m+1 on the m-th
and the (m + 1)-th cell, we make an appropriate combination of u˜n+1m and u˜
n+1
m+1,
obtaining
u¯n+1m = u˜
n+1
m and
u¯n+1m+1 =
1
h
[
(h(2I− d)− k V¯ n I) u˜n+1m+1 + (h(d− I) + k V¯ n I) u˜n+1m
]
.
(4.86)
(iii) If at time tn+1 one component of the discontinuity is in the m-th cell and the other
is in the (m+ 1)-th cell, then we apply respectively the case (i) to the former and
the case (ii) to the latter.
For every j /∈ {m− 1, m, m+ 1}, we apply the standard Godunov’s method to compute
the solution u¯n+1j at the new time step.
The next proposition states that if the initial datum is a non-classical shock, then
the solution given by the discontinuity reconstruction method is the non-classical shock
itself.
Proposition 4.7 Fix n ∈ N and let us suppose that yn = xm−1/2, where yn is the bus
initial position. Let us consider the Riemann problem
∂t u+ ∂x [f(u)] = 0,
u(tn, x) =
{
uˆ if x ≤ yn,
uˇ2 if x > y
n.
(4.87)
If there exists γ ∈ [0, 1] such that
u¯nm = γ u¯
n
m−1 + (1− γ) u¯nm+1 = γ uˆ+ (1− γ) uˇ2,
then we have
dn,ρm = d
n,z
m = γ.
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xm−1/2 xm+1/2 xm+3/2
Cm Cm+1
V¯ n
xn,ρm
ρ˜n+1m,l ρ˜
n+1
m,r ρ¯
n+1
m+1
ρˇ2ρˆρ¯
n
m−1
ρ¯n+1m−1
ρ¯nm+1
xn+1,ρm
(a) Case xn+1,ρm < xm+1/2 for the ρ component. The values ρ˜
n+1
m,l and
ρ˜n+1m,r , respectively on the left and the right side of the discontinuity at
time tn+1, are computed imposing the conservation of the solution on
both sides of the discontinuity. The approximate solution at time tn+1
in the m-th cell is obtained averaging ρ˜n+1m,l and ρ˜
n+1
m,r .
xm−1/2 xm+1/2 xm+3/2
Cm Cm+1
V¯ n
xn,ρm
ρ˜n+1m ρ˜
n+1
m+1
ρˇ2ρˆρ¯nm−1
ρ¯n+1m−1
ρ¯nm+1
xn+1,ρm
(b) Case xn+1,ρm ≥ xm+1/2. The values ρ˜n+1m and ρ˜n+1m+1, respectively on
the left and the right side of the discontinuity at time tn+1, are computed
imposing the conservation of the solution on both sides of the discon-
tinuity. The approximate solution at time tn+1 in the m-th and in the
(m + 1)-th cells are obtained with an appropriate combination of ρ˜n+1m
and ρ˜n+1m+1.
Figure 4.16: Representation of the reconstruction method. Analogous notations are used
for the z component.
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Moreover at time tn+1 the solution given by the discontinuity reconstruction procedure
for RSα2 to (4.87) is
u(tn+1, x) =

uˆ if x ≤ xj−1/2,
u˜ if xj−1/2 < x < xj+1/2,
uˇ2 if x ≥ xj+1/2,
(4.88)
where
j =
{
m if xn+1,ρm < xm+1/2 and x
n+1,z
m < xm+1/2,
m+ 1 otherwise,
and where u˜ is a convex combination of uˆ and uˇ2; see Figure 4.17.
Proof. By the definition (4.79) and the hypothesis, we have
dn,ρm =
ρ˜− ρˇ2
ρˆ− ρˇ2 =
γ ρˆ+ (1− γ) ρˇ2 − ρˇ2
ρˆ− ρˇ2 =
=
γ ρˆ− γ ρˇ2
ρˆ− ρˇ2 = γ,
where ρ˜ is the ρ component of u˜. Similarly for dn,zm .
In order to apply the Godunov’s method, we want a piecewise constant initial datum.
Therefore, we compute the average value of the solution in the cell Cm obtaining
u¯nm =
1
h
[
(xm+1/2 − yn) uˇ2 + (yn − xm−1/2) uˆ
]
.
This is a convex combination of uˆ and uˇ2. Therefore the first part of the proposition
holds and we have
dn,ρm = d
n,z
m = γ =
yn − xm−1/2
h
. (4.89)
If xn+1,ρm < xm+1/2 and x
n+1,z
m < xm+1/2, then by the equations (4.81), we have
u¯n+1m−1 = uˆ−
k
h
[F (uˆ, uˆ)− F (uˆ, uˆ)] = uˆ and
u¯n+1m+1 = uˇ2 −
k
h
[F (uˇ2, uˇ2)− F (uˇ2, uˇ2)] = uˇ2,
because u¯nj = uˆ for every j ≤ m− 1 and u¯nj = uˇ2 for every j ≥ m+ 1.
For the cell m, by the formula (4.83), we have
u˜n+1m,l =
h γ uˆ− k [f(uˆ)− V¯ n uˆ− F (uˆ, uˆ)]
h γ + V¯ n k
= uˆ and
u˜n+1m,r =
h(1− γ)uˇ2 − k
[
F (uˇ2, uˇ2)− f(uˇ2) + V¯ n uˇ2)
]
h(1− γ)− V¯ n k = uˇ2.
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Hence the new solution in the m-th cell, by the equation (4.82), is
u¯n+1m =
1
h
[
(h γ + kV¯ n)uˆ+ (h(1− γ)− k V¯ n)uˇ2
]
= u˜.
Since
h γ + k V¯ n
h
+
h(1− γ)− k V¯ n
h
= 1,
u˜ is a convex combination of uˆ and uˇ2.
If xn+1,ρm ≥ xm+1/2 and xn+1,zm ≥ xm+1/2, then by the formula (4.84), we find
u¯n+1m−1 = uˆ−
k
h
[F (uˆ, uˆ)− F (uˆ, uˆ)] = uˆ.
Applying the equations (4.85), we obtain
u˜n+1m =
h γ uˆ− k [f(uˆ)− V¯ n uˆ− F (uˆ, uˆ)]
h γ + k V¯ n
= uˆ and
u˜n+1m+1 =
h(1− γ)uˇ2 + h uˇ2 − k
[
F (uˇ2, uˇ2)− f(uˇ2) + V¯ n uˇ2
]
h(2− γ)− k V¯ n = uˇ2.
Therefore, by (4.86), we have
u¯n+1m = u˜
n+1
m = uˆ and
u¯n+1m+1 =
1
h
[
(h(2− γ)− k V¯ n)uˇ2 + (h(γ − 1) + k V¯ n)u˜n+1m
]
= u˜.
Since
h(2− γ)− k V¯ n
h
+
h(γ − 1) + k V¯ n
h
= 1,
u˜ is a convex combination of uˆ and uˇ2. 
Remark 4.11 If we do not require yn = xm−1/2, whenever yn > x
ρ,n
m = x
z,n
m the bus
crosses the right interface of the m-th cell before the discontinuity. This introduces an
error in the solution, because at time tn+1 in the m-th cell we should have uˆ, while we
will have a convex combination of uˆ and uˇ2.
On the contrary, if yn = xm−1/2, then cannot happen that at time tn+1 the bus is in
the m-th cell and the discontinuity in the (m + 1)-th cell or vice versa. Indeed by the
equation (4.89), we find that the discontinuity at time tn is in
xn,ρm = x
n,ρ
z = xm−1/2 + h
yn − xm−1/2
h
= yn.
This fact and the Proposition 4.7, ensure that a non-classical shock is captured exactly
with the reconstruction procedure, except for the cell in which the bus is at time tn+1,
where we have a convex combination of uˆ and uˇ2.
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Figure 4.17: Reconstruction of the non-classical shock with initial datum (ρl, vl) =
(8, Fα/8+Vb) and (ρ
r, vr) = (Fα/8, Vb+8) obtained with the discontinuity reconstruction
method for RSα2 . By Remark 4.4, this initial datum is a non-classical shock: (ρl, vl) =
(ρˆ, vˆ) and (ρr, vr) = (ρˇ2, vˇ2) (in this particular case we have (ρˇ1, vˇ1) = (ρˇ2, vˇ2)). The
other parameters are Rmax = 15, Vb = 1, y0 = 0 and α = 0.25. The pressure function is
p(ρ) = ρ).
Note that the value of the density and of the velocity in the bus cell, is an average of
the left and right state.
For a more general initial datum the right trace of the non-classical shock obtained with
the discontinuity reconstruction procedure is overestimated; see Figure 4.18.
This error is due to the fact that the program does not capture the exact right state,
but it takes a point (ρ˜, v˜) with a lower density and momentum and correspondingly, a
higher velocity.
Moreover the Godunov’s method is not effective to capture contact discontinuities.
Discontinuity reconstruction with fixed value
The right trace of the non-classical shock obtained with the discontinuity reconstruction
procedure is overestimated; see Figure 4.18. Therefore, following [11], we propose to
correct the method as follows.
(i) If xn+1,zm < xm+1/2, then we fix at vˇ2 the value of the velocity in the sector [x
n,z
m +
s V¯ n, xm+1/2) for s ∈ [0, k]. In particular for s = k we have
v¯n+1m,r = v¯
n
m+1
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(a) The initial datum is constant (ρ, v)(0, x) = (7, 3), α = 0.5, y0 = 0 and the bus maximal
speed is Vb = 1.
(b) The initial datum is (ρ, v)(0, x) = (7, 3) if x < 0 and (ρ, v) = (4.8, 5.2) if x > 0, α = 0.5,
y0 = 0 and the bus maximal speed is Vb = 1.
Figure 4.18: Numerical solutions obtained with the reconstruction procedure proposed
for RSα2 for p(ρ) = ρ. We can see that the right trace of the non-classical shock is
overstimated.
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and we modify the second component of u˜n+1m,r as
z˜n+1m,r =
{
ρ˜n+1m,r (v¯
n
m+1 + p(ρ˜
n+1
m,r )) if x
n+1,m
ρ < xm+1/2,
ρ˜n+1m (v¯
n
m+1 + p(ρ˜
n+1
m )) if x
n+1,m
ρ ≥ xm+1/2,
where ρ˜n+1m,r and ρ˜
n+1
m are the first component respectively of the vector defined in
(4.83) and (4.85). Then we use this value in the equation (4.82).
(ii) If xn+1,zm ≥ xm+1/2, then we fix the value of the velocity in the cell (m+ 1), i.e.
v¯n+1m+1 = v¯
n
m+1
and we update the second component of u˜n+1m+1 as
z˜n+1m+1 =
{
ρ¯n+1m+1(v¯
n
m+1 + p(ρ¯
n+1
m+1)) if x
n+1,m
ρ < xm+1/2,
ρ˜n+1m+1(v¯
n
m+1 + p(ρ˜
n+1
m+1)) if x
n+1,m
ρ ≥ xm+1/2,
where ρ˜n+1m+1 is the first component of the vector defined in (4.85).
Unfortunately even with these corrections we do not obtain the desired results (see
Figure 4.19), although in some cases the results are better than the ones obtained with
the discontinuity reconstruction procedure (see Figure 4.20).
4.4.2 Second method: non-uniform mesh
The second method is based on a non-uniform mesh: we shift the grid points locally
around the bus. See [9] for the scalar case.
Fix n ∈ N. Let {xnj+1/2}j∈Z be the mesh at time tn. For every j ∈ Z, the j-th cell is
Cnj = [x
n
j−1/2, x
n
j+1/2) and its length is
hnj = x
n
j+1/2 − xnj−1/2.
Let {kn}n∈N be the sequence of time increments, so that
tn+1 = tn + kn for every n = 1, 2, ....
These quantities can change at each time step.
Let yn = y(tn) and V¯ n be respectively the bus position and the bus speed at time tn
and let m ∈ Z be such that yn ∈ Cnm.
Let us suppose that at time t0 the mesh is uniform, namely
x0j+1/2 − x0j−1/2 = h0j = h for every j ∈ Z.
Remark 4.12 We choose the initial mesh so that there exists m ∈ Z such that y0 =
x0m−1/2. The reason for this choice will be clarified later.
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(a) The initial datum is constant (ρ, v)(0, x) = (7, 3), Fα = 10.5625 and the bus
maximal speed is Vb = 1.
(b) The initial datum is (ρ, v)(0, x) = (7, 3) if x < 0 and (ρ, v) = (4.8, 5.2) if x > 0,
Fα = 10.5625 and the bus maximal speed is Vb = 1.
Figure 4.19: Solution obtained with the fixed value method proposed for RSα2 : the value
of the velocity on the right side of the non-classical shock has been fixed to vˇ2. We can
see that the right trace of the non-classical shock is overestimated.
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(a) The initial datum is constant (ρ, v)(0, x) = (7, 3), Fα = 10.5625 and the bus maximal speed
is Vb = 1.
(b) The initial datum is (ρ, v)(0, x) = (7, 3) if x < 0 and (ρ, v) = (4.8, 5.2) if x > 0, Fα = 10.5625
and the bus maximal speed is Vb = 1.
Figure 4.20: Comparison between the solutions obtained with the reconstruction proce-
dure and the fixed value method for p(ρ) = ρ. In Figure (a) we see that the two solutions
are almost equivalent. In Figure (b) the solution given by the fixed value method is better
than the one obtained with the reconstruction procedure, although both the numerical
solutions are clearly wrong, because the velocity after the non-classical shock should be
constant (v = vr = 5.2).
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The idea is to modify always only two cells near the bus and to restore the initial mesh
far from the bus.
We distinguish two cases.
(i) If xnm+1/2 − yn > h/2, then we introduce
xnewm−1/2 = y
n. (4.90)
Let us call
hnewm := x
n
m+1/2 − xnewm−1/2 and hnewm−1 = xnewm−1/2 − xnm−3/2
respectively the length of the new m-th cell and of the new (m− 1)-th cell.
Remark 4.13 We have to adapt kn to the length of the new cells.
Since we have modified the mesh, we have to recompute the average solution in
the cells Cnewm−1 and Cnewm ; see Figure 4.21. For the former, we find
u¯newm−1 =
1
hnewm−1
[
(xnewm−1/2 − xnm−1/2) u¯nm + (xnm−1/2 − xnm−3/2) u¯nm−1
]
.
The average on the m-th cell remains unchanged, i.e.
u¯newm = u¯
n
m.
At this point the bus position coincides with the left edge of the m-th cell. There-
ynxnm−1/2x
n
m−3/2 x
n
m+3/2 t
n
tn
tn+1
xnm−3/2 x
new
m−1/2 x
n
m+1/2 x
n
m+3/2
(m− 1) (m) (m+ 1)
xn+1m−3/2 x
n+1
m−1/2 x
n+1
m+1/2 x
n+1
m+3/2
Figure 4.21: Representation of the nonuniform mesh for the case xnm+1/2 − yn > h/2.
From bottom to top: the initial mesh at time tn, the modified mesh at time tn and the
new mesh at time tn+1 when the constraint is enforced.
fore the non-classical shock appears as the solution given by RSα2 to the Riemann
problem 
∂tu+ ∂x[f(u)] = 0,
u(0, x) =
{
ul = u¯newm−1 if x ≤ xnewm−1/2,
ur = u¯newm if x > x
new
m−1/2.
(4.91)
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When
f1(RS(u¯newm−1, u¯newm )(V¯ n)) ≤ Fα + V¯ n ρ¯(u¯newm−1, u¯newm )(V¯ n),
we can apply the standard Godunov’s method and compute the bus trajectory
with the method introduced for the Riemann solver RSα1 . At time tn+1 we keep
the modified mesh of time tn.
When the constraint is not satisfied, the non-classical shock appears and propagates
at the same speed of the bus. Therefore, in order to follow the non-classical shock,
at time tn+1 we move the left edge of the m-th cell in
xn+1m−1/2 = x
new
m−1/2 + V¯
n kn. (4.92)
Since the (m − 1)-th and the m-th cells change between the time steps tn and
tn+1, we have to apply Lemma 4.1 to compute the approximate solution u¯n+1; see
Figure 4.21. We obtain
u¯n+1m−1 =
hnewm−1u¯newm−1 − kn
[
f(uˆ)− V¯ n uˆ− f(RS(u¯nm−2, u¯newm−1)(0))
]
hnewm−1 + V¯ n kn
and
u¯n+1m =
hnewm u¯
new
m − kn
[
f(RS(u¯newm , u¯nm+1)(0))− f(uˇ2) + V¯ n uˇ2
]
hnewm − V¯ n kn
.
(4.93)
For the other cells we can use the standard Godunov’s method.
(ii) If xnm+1/2 − yn ≤ h/2, then we shift the right interface xnm+1/2 of the m-th cell to
yn, i.e. we introduce
xnewm+1/2 = y
n (4.94)
and we restore the previous cells introducing
xnewm−1/2 = x
n
m−3/2 + h. (4.95)
We move xnm+1/2 to x
new
m+1/2 = y
n and xnm−1/2 to x
new
m−1/2; see Figure 4.22.
Let us call
hnewm = x
new
m+1/2 − xnewm−1/2 and hnewm+1 = xnm+3/2 − xnewm+1/2
respectively the length of the new m-th cell and the length of the (m+ 1)-th cell.
Remark 4.14 Since the lengths of the cells have changed, we have to adapt kn to
satisfy the CFL condition.
Since we split the (m− 1)-th cell in two parts, the average solutions at time tn in
the cells Cnm−1 and Cnm are:
u¯newm−1 = u¯
n
m−1 and
u¯newm =
(xnewm+1/2 − xnm−1/2) u¯nm + (xnm−1/2 − xnewm−1/2) u¯nm−1
hnewm
.
(4.96)
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Figure 4.22: Representation of the nonuniform mesh for the case xnm+1/2 − yn ≤ h/2.
From bottom to top: the initial mesh at time tn, the modified mesh at time tn and the
new mesh at time tn+1 when the constraint is enforced.
For the (m+ 1)-th cell the new average solution is
u¯newm+1 =
(xnm+1/2 − xnewm+1/2) u¯nm + (xnm+3/2 − xnm+1/2) u¯nm+1
hnewm+1
. (4.97)
At this point the bus is on the right interface of the m-th cell. Therefore we have
to consider the Riemann problem
∂tu+ ∂x[f(u)] = 0,
u(0, x) =
{
ul = u¯newm if x ≤ xnewm+1/2,
ur = u¯newm+1 if x > x
new
m+1/2.
(4.98)
We apply the standard Godunov’s method, when
f1(RS(u¯newm , u¯newm+1)(V¯ n)) ≤ Fα + V¯ n ρ¯(u¯newm , u¯newm+1)(V¯ n).
In this case we keep the modified mesh within [tn, tn+1]. Otherwise the position of
the right interface of the m-th cell at time tn+1 is
xn+1m+1/2 = x
new
m+1/2 + V¯
n kn. (4.99)
Since the constraint is violated, the non-classical shock appears. Therefore the
new solution can be computed with the standard Godunov’s method in all the
cells except for the m-th and the (m + 1)-th for which we have to apply Lemma
4.1. We find
u¯n+1m =
hnewm u¯
new
m − kn
[
f(uˆ)− V¯ n uˆ− f(RS(u¯nm−1, u¯newm )(0))
]
hnewm + V¯
n kn
and
u¯n+1m+1 =
hnewm+1 u¯
new
m+1 − kn
[
f(RS(u¯newm+1, u¯nm+2)(0))− f(uˇ2) + V¯ n uˇ2
]
hnewm+1 − V¯ n kn
.
(4.100)
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Once we have concluded the previous processes, we compute the new value of m. The
bus position coincides with the point xn+1m−1/2 of the mesh.
The next proposition states that this method allows to reconstruct exactly a non classical-
shock when the initial datum is the non-classical shock itself; see Figure 4.23.
Proposition 4.8 Fix n ∈ N. Let us consider the Riemann problem (4.87) with initial
datum
u(tn, x) =
{
uˆ if x ≤ yn,
uˇ2 if x > y
n.
(4.101)
(i) If xnm+1/2 − yn > h/2, then
u¯n+1m−1 = uˆ and u¯
n+1
m = uˇ2.
(ii) If xnm+1/2 − yn ≤ h/2, then
u¯n+1m = uˆ and u¯
n+1
m+1 = uˇ2.
Proof. The mesh definition guarantees that the bus is always in xnm−1/2.
Since the initial datum is a non-classical shock, the solution given by RSα2 is the non-
classical shock itself.
In case (i) we introduce xnewm−1/2 = y
n. The average solution at time tn is
u¯nj = uˆ if j ≤ m− 1 and u¯nm = uˇ2 if j ≥ m.
Therefore
RS(u¯nm−2, u¯nm−1)(0) = RS(uˆ, uˆ)(0) = uˆ and
RS(u¯nm, u¯nm+1)(0) = RS(uˇ2, uˇ2)(0) = uˇ2.
Hence at time tn+1, applying the formula (4.93), we obtain
u¯n+1m−1 =
hnm−1 u¯nm−1 − kn
(
f(uˆ)− V¯ n uˆ− f(uˆ))
hnm−1 + V¯ n kn
=
hnm−1 uˆ+ V¯ n kn uˆ
hnm−1 + V¯ n kn
= uˆ and
u¯n+1m =
hnm u¯
n
m − kn
(
f(uˇ2)− f(uˇ2) + V¯ n kn
)
hnm − V¯ n kn
=
hnm uˇ2 − V¯ n kn uˇ2
hnm + V¯
n kn
= uˇ2.
In case (ii) we introduce the points xnewm−1/2 and x
new
m+1/2. The new solution is u¯
n
j = uˆ, if
j ≤ m and u¯nm = uˇ2, if j ≥ m+ 1. Indeed the formulas (4.96) and (4.97) give
u¯newm−1 = u¯
n
m−1 = uˆ,
u¯newm = u¯
n
m−1 = uˆ and
u¯newm+1 =
hnm uˇ2 + h uˇ2
h+ hnm
= uˇ2.
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Moreover we have
RS(u¯nm−1, u¯newm )(0) = uˆ and RS(u¯newm+1, u¯nm+2)(0) = uˇ2.
Therefore at time tn+1, applying the formula (4.100), we obtain
u¯n+1m =
hnewm u¯
new
m − kn
(
f(uˆ)− V¯ n uˆ− f(uˆ))
hnewm + V¯
n kn
= uˆ and
u¯n+1m+1 =
hnm+1 u¯
n+1
m+1 − kn
(
f(uˇ2)− f(uˇ2) + V¯ n uˇ2
)
hnewm+1 − V¯ n kn
= uˇ2.

Figure 4.23: Solution obtained with the nonuniform mesh method for p(ρ) = ρ. The
initial datum is the non-classical shock (ρ, v)(0, x) = (8, Vb + Fα/ρ
l) if x ≤ y0 and
(ρ, v)(0, x) = (Fα/(v
r − Vb), 2) if x > y0, the reduction rate due to the presence of the
bus is α = 0.25, the bus initial position is y0 = 0, and the bus maximal speed is Vb = 1.
Observation 4.2 Let us suppose that the initial position of the bus does not coincide
with one of the points of the initial mesh, so that we have
x0m−1/2 < y
0 < x0m+1/2,
and let us consider the Riemann problem
∂t u+ ∂x [f(u)] = 0,
u(0, x) =
{
uˆ if x ≤ y0,
uˇ2 if x > y
0.
(4.102)
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Since in the m-th cell the initial datum is not constant, we have to do an average in
order to apply the nonuniform mesh method for RSα2 . The average value is given by
u˜0m =
(
y0 − x0m−1/2
)
uˆ+
(
x0m+1/2 − y0
)
uˇ2
h0m
.
u˜0m is a convex combination of uˆ and uˇ2. Therefore, if (ρ˜
0
m, v˜
0
m) are the non conservative
components of u˜0m, then we have
ρ˜0m v˜
0
m = Fα + ρ˜
0
m V¯
n.
Let us suppose that x0m+1/2 − y0 > h/2.
Applying the nonuniform mesh method, we shift the left side x0m−1/2 of the m-th cell to
y0, i.e. we introduce
xnewm−1/2 = y
0. (4.103)
The lengths of the new m-th and (m− 1)-th cells are respectively
hnewm := x
0
m+1/2 − xnewm−1/2 and hnewm−1 = xnewm−1/2 − x0m−3/2
Since we have modified the mesh, we have to recompute the average solution. For the
former we find
u¯newm−1 =
1
hnewm−1
[
(xnewm−1/2 − xnm−1/2) u¯nm + (xnm−1/2 − xnm−3/2) u¯nm−1
]
=
=
1
hnewm−1
[
(xnewm−1/2 − xnm−1/2) u˜+ (xnm−1/2 − xnm−3/2) uˆ
]
.
The average on the m-th cell remains unchanged, i.e.
u¯newm = u˜.
Since u¯newm−1 is in turn a convex combination of u˜ and uˆ, all the points uˆ, uˇ2, u˜ and u¯newm−1
satisfy the constraint with the equal. Therefore the solution to the Riemann problem
(4.91) with initial datum
u(0, x) =
{
u¯newm−1 if x ≥ 0,
u¯newm = u˜ if x > 0,
does not satisfy the constraint. Therefore we compute the solution at time t1 with the
equations (4.93). The solutions RS(uˆ, u¯newm−1)(0) and RS(u˜, uˇ2)(0) introduce an error
that does not allow to capture exactly the non-classical shock.
Similarly if x0m+1/2 − y0 ≤ h/2. If we choose a mesh for which we have y0 = x0m−1/2,
then we do not introduce the average value u˜. Hence the solution is exact.
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Unfortunately, for more general initial datum, even with this method the non-classical
shock is not reconstructed correctly. Indeed, the right trace of the velocity is overesti-
mated or underestimated (and correspondingly the density is underestimated or overes-
timated), because we should have vˇ2 = v
r; see Figure 4.24.
Non-uniform mesh with imposed value
As we have done with the discontinuity reconstruction procedure, one idea to get a better
result is to impose the value vˇ2 in the first cell after the bus.
In the case xnm+1/2−yn < h/2, we do not modify the value of the solution in Cnm at time
tn. Therefore we have only to update the second conservative component of the solution
at time tn+1 as
z¯n+1m = ρ¯
n+1
m (vˇ2 + p(ρ¯
n+1
m )), (4.104)
where vˇ2 is the right trace of RSα2 for the Riemann problem (4.91), i.e.
vˇ2 = v¯
n
m.
The case xnm+1/2 − yn < h/2 is more delicate. At time tn we recompute the average
solution in the cell Cnm+1 using the formula (4.97). Let us take vˇ2 as the right trace of
RSα2 for the Riemann problem (4.98), i.e.
vˇ2 = v¯
new
m+1.
If we simply update the second conservative component of the solution in the cell Cnm+1
as
z¯n+1m+1 = ρ¯
n+1
m+1(vˇ2 + p(ρ¯
n+1
m+1)) (4.105)
we introduce an error in the solution.
Therefore, we propose to fix vˇ2 = v¯
n
m, which is the value we want to preserve, then we
do all the steps (4.96), (4.97) and (4.99) and finally we update the second conservative
component with the formula (4.105).
The result that we obtain is still imperfect, but the right trace of the solution is captured
correctly at least in the first cell after the bus (which can be in turn Cm or Cm+1). In
the following cells a travelling oscillation appears. Its amplitude depends on the initial
datum, the bus speed and the value of α; see Figure 4.25.
4.4.3 Mathematical details
Let us fix the constants v1, v2, w1 and w2 in R+, such that 0 < v1 ≤ v2, 0 < w1 ≤ w2
and v2 < w2. Let us suppose that the domain
Dv1,v2,w1,w2 = {(ρ, v) ∈ R+ × R+ : v1 ≤ v ≤ v2, w1 ≤ v + p(ρ) ≤ w2}
is invariant for the Riemann solver RSα2 . The following proposition states that, under
an appropriate CFL condition, the nonuniform mesh that we have introduced in the
previous section is well defined and that the time step kn does not converge to 0.
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(a) Solution obtained for the constant initial datum (ρ, v)(0, x) = (7, 3), α = 0.5, y0 = 0
and maximal bus speed Vb = 1 (as in case (a) of Figure 4.18).
(b) Solution obtained for the constant initial datum (ρ, v)(0, x) = (7, 3), α = 0.25, y0
and maximal bus speed Vb = 1.
Figure 4.24: Example of solutions obtained with the nonuniform mesh method for p(ρ) =
ρ. The right trace of the non-classical shock is overestimated. The result gets worse when
the value of Fα is lower.
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(a) Solution obtained for the constant initial datum (ρ, v)(0, x) = (7, 3), α = 0.5, y0 = 0 and
maximal bus speed Vb = 1. The result is essentially equivalent to the one obtained in Figure
4.24a.
(b) Solution obtained for the constant initial datum (ρ, v)(0, x) = (7, 3), α = 0.25, y0 = 0 and
maximal bus speed Vb = 1. The result is better than the one obtained in Figure 4.24b.
Figure 4.25: Example of solutions obtained with the nonuniform mesh method where
we have imposed the desired value of the velocity in the cell after the bus for p(ρ) = ρ.
The right trace is captured correctly at least in the first cell after the bus.
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Proposition 4.9 The meshes given by (4.92) for the case xnm+1/2 − yn > h/2 or by
(4.94), (4.95) and (4.99) for the case xnm+1/2 − yn ≤ h/2 are well defined at every time
step, i.e. for every n ∈ N we have
xn+1m−1/2 < x
n+1
m+1/2 and x
n+1
m+1/2 < x
n+1
m+3/2, (4.106)
provided that the following CFL condition holds:
|knλn| = 1
2
min
j∈Z
hnj for every n ∈ N, (4.107)
where λn = max{|λi(u¯nj )| : i = 1, 2 and j ∈ Z} and λi is the i-th eigenvalue of the
Jacobian matrix Df of the flux function.
Moreover there exists a constant k > 0 which depends only on the invariant domain
Dv1,v2,w1,w2 and such that
kn ≥ k for every n ∈ N. (4.108)
Proof. Let us consider the case xnm+1/2 − yn > h/2.
When the constraint is satisfied we have
xn+1m−1/2 = x
new
m−1/2 = y
n < xnm+1/2 = x
n+1
m+1/2.
Otherwise, by (4.92), we find
xn+1m−1/2 = x
new
m−1/2 + V¯
n kn.
By the definition (4.49), we have
V¯ n = min{Vb, v¯nm}.
Hence
V¯ n ≤ v¯nm = λ2(ρ¯nm, v¯nm) ≤ λn.
By the CFL condition (4.107), we find
xn+1m−1/2 ≤ xnewm−1/2 + λn kn = xnewm−1/2 +
1
2
min
j∈Z
hnj ≤ xnewm−1/2 +
h
2
=
= yn +
h
2
< xnm+1/2 = x
n+1
m+1/2,
because xnm+1/2 − yn > h/2 and xn+1j−1/2 = xnj−1/2 for every j 6= m.
If xnm+1/2 − yn ≤ h/2, then we shift the point xnm+1/2 to the bus position, namely we
introduce
xnewm+1/2 = y
n.
When the constraint is satisfied, we have
xn+1m+1/2 = x
new
m+1/2 = y
n < xnm+1/2 < x
n+1
m+3/2,
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because xn+1j+1/2 = x
n
j+1/2 for every j 6= m.
Otherwise, proceeding as in the previous case, we find
xn+1m+1/2 = x
new
m+1/2 + V¯
n kn < yn +
h
2
≤ xnm+1/2 +
h
2
< xn+1m+3/2.
For the second part of the proposition, let us observe that for every (ρ, v) ∈ Dv1,v2,w1,w2 ,
we have v1 ≤ λ2(ρ, v) ≤ v2, because λ2(ρ, v) = v. Moreover for every (ρ0, v0) ∈
Dv1,v2,w1,w2 , the function ψ : ρ → ρL1(ρ, ρ0, v0) is Lipschitz (see Lemma 2.2). Then
there exist two constants L1 and L2 depending only on the invariant domain and such
that for every (ρ, v) ∈ Dv1,v2,w1,w2 and v + p(ρ) = v0 + p(ρ0), we have
L1 ≤ ψ′(ρ) ≤ L2.
Therefore L1 ≤ λ1(ρ, L1(ρ, ρ0, v0)) ≤ L2, because λ1(ρ, L1(ρ, ρ0, v0)) = ψ′(ρ). Hence for
every n ∈ N, we have λn ∈ [min(L1, v1),max(L2, v2)].
Fix n ∈ N.
(i) If xnm+1/2 − yn > h/2, then, by the mesh definition, we have
hnj = h for every j /∈ {m− 1,m},
because we modify only the cell Cnm−1 and Cnm.
For the (m− 1)-th cell when the constraint is enforced, we find
hnewm−1 = x
new
m−1/2 − xnm−3/2 ≥ xnm−1/2 − xnm−3/2 = hnm ≥ h.
For the m-th cell, since xnm+1/2 − yn > h/2, we easily find
hnewm = x
n
m+1/2 − xnewm−1/2 = xnm+1/2 − yn >
h
2
.
(ii) If xnm+1/2 − yn ≤ h/2, then we have
hnj = h for every j /∈ {m,m+ 1}.
For the cell Cnm, we find
hnewm = x
new
m+1/2 − xnewm−1/2 = yn − (xnm+1/2 − h) ≥ h−
h
2
=
h
2
,
because xnewm−1/2 = x
n
m+1/2 − h and xnm+1/2 − yn ≤ h/2.
For the (m+ 1)-th cell, we obtain
hnewm+1 = x
n
m+3/2 − xnewm+1/2 = xnm+3/2 − yn ≥ xnm+3/2 − xnm+1/2 = h.
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Therefore
hnj ≥
h
2
for every j ∈ Z.
By the CFL condition (4.107) we have
kn =
1
2λn
min
j∈Z
hnj ≥
h
4 max(L2, v2)
.
Taking k :=
h
4 max(L2, v2)
, we obtain the inequality (4.108). 
The next proposition guarantees that if the CFL condition (4.107) holds, then waves
centred in different points of the mesh cannot interact within a time step.
Proposition 4.10 Let n ∈ N be fixed. Waves centred in two neighbouring Riemann
problems cannot interact, provided that the CFL condition (4.107) holds. Moreover no
wave can cross the bus trajectory within a time step.
Proof. Since, by Proposition 1.4 and the Lax-entropy condition (1.20), each wave prop-
agates at a speed lower than λn, the CFL condition (4.107) ensures that no interactions
between waves centred in neighbouring Riemann problems can happen, because they
can cover no more than half length of a cell within [tn, tn+1].
In the case xnm+1/2 − yn > h/2, at time tn the bus is in xnewm−1/2. Therefore only waves
centred in xnm−3/2 or x
n
m+1/2 could cross the bus trajectory. Proceeding as in Proposition
4.9, we find
V¯ n ≤ λn.
Hence also the bus remains in the first half of the new m-th cell, indeed
yn + kn V¯ n ≤ yn + 1
2
min
j∈Z
hnj = x
n
m−1/2 +
1
2
min
j∈Z
hnj .

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Chapter 5
Existence of solutions to the
Cauchy problem for the Riemann
solver RSq2
In this chapter we are going to apply the wave-front tracking method to find a solution
to the Cauchy problem for the Aw-Rascle-Zhang system with a fixed constraint and for
an initial datum in L1 and with bounded total variation.
We assume that the pressure function satisfies the following stronger conditions:
p(0) = 0,
p′(ρ) > 0 for every ρ > 0,
p′′(ρ) ≥ 0 for every ρ ≥ 0.
(5.1)
Lemma 5.1 Fix (ρ0, v0) ∈ R+ × R+. Under the hypotheses (5.1), the functions ρ →
ρ p(ρ) and ρ→ ρL1(ρ, ρ0, v0) = ρ (v0 + p(ρ0)− p(ρ)) are respectively strictly convex and
strictly concave for every ρ > 0.
Proof. We have
d
dρ
(ρ p(ρ)) = p(ρ) + ρ p′(ρ) =⇒
d2
dρ2
(ρ p(ρ)) = 2p′(ρ) + ρ p′′(ρ).
The function ρ→ ρ p(ρ) is strictly convex if and only if
d2
dρ2
(ρ p(ρ)) > 0.
By the hypotheses (5.1) p′(ρ) > 0 and p′′(ρ) ≥ 0 for every ρ > 0. Hence we have
2p′(ρ) + ρ p′′(ρ) > 0.
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Similarly for ρ→ ρL1(ρ, ρ0, v0). 
Fix (ρl, vl) and (ρr, vr) in R+×R+. Consider the Riemann problem for the ARZ system
centred in x¯ ∈ R 
∂t ρ+ ∂x (ρv) = 0,
∂t ρ(v + p(ρ)) + ∂x [ρ v(v + p(ρ))] = 0,
(ρ, v)(0, x) =
{
(ρl, vl) if x ≤ x¯,
(ρr, vr) if x > x¯.
(5.2)
Let us consider a fixed constraint on the first component of the flux at x = 0, i.e.
f1((ρ, v)(t, 0)) = ρ(t, 0) v(t, 0) ≤ q for every t ∈ R+, (5.3)
where q ∈ R+ is fixed.
The Riemann solver RSq2 is defined as follows; see [11].
1. If f1(RS((ρl, vl), (ρr, vr))(0)) ≤ 0, then
RSq2((ρl, vl), (ρr, vr))(λ) = RS((ρl, vl), (ρr, vr))(λ) for every λ ∈ R.
2. If f1f1(RS((ρl, vl), (ρr, vr))(0)) > 0, then
RSq2((ρl, vl), (ρr, vr))(λ) =
{
RS((ρl, vl), (ρˆ, vˆ))(λ) if λ < 0,
RS((ρˇ2, vˇ2), (ρr, vr))(λ) if λ ≥ 0.
Remark 5.1 The Riemann solver RSq2 coincides with the Riemann solver RSα2 for the
moving constraint, when the bus speed V¯ is zero and Fα = q.
Therefore we can apply the results that we have obtained in the previous chapters for this
special case.
5.1 Interaction estimates
Let v1, v2, w1 and w2 be fixed constants such that 0 < v1 < v2, 0 < w1 < w2 and
v2 < w2. Let us suppose that
v1 + p
(
q
v1
)
≥ w2, v2 + p
(
q
v2
)
≤ w2 and v + p
(q
v
)
≥ w1 for every v ∈ [v1, v2],
and that there exists v¯ ∈ [v1, v2] such that
v¯ + p
(q
v¯
)
< w2.
By Theorem 3.2, under these hypotheses the set
Dv1,v2,w1,w2 = {(ρ, v) ∈ R+ × R+ : v1 ≤ v ≤ v2, w1 ≤ v + p(ρ) ≤ w2}
is an invariant domain for RSq2.
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Definition 5.1 Let us consider a function
f : R+ × R→ R,
(t, x)→ f(t, x).
Let us suppose that f is piecewise constant in the second variable, so that for every t > 0,
there exists a sequence χ := {xk}k∈N ⊂ R for which
f(t, x) =
∑
i∈N
f(t, xi)1(xi,xi+1),
where 1I is the characteristic function of the interval I ∈ R. The Total Variation of f
at time t is
TVt(f) :=
∑
i∈N
|f(t, x+i+1)− f(t, x+i )| where xk ∈ χ for every k ∈ N,
where
x+j := limε→0
(xj + ε) for every j ∈ N.
Fix two instants t1 and t2 in R+ such that t2 > t1. Let us denote
∆TVt˜(ρ) = TVt2(ρ)− TVt1(ρ) and ∆TVt˜(v) = TVt2(v)− TVt1(v)
respectively the difference of the total variation of the first and the second component of
the solution to the Riemann problem (5.2) after an interaction between two waves has
happened at time t˜ ∈ [t1, t2]. Let
∆t˜N = Nt2 −Nt1
be the variation in the number of waves before and after the interaction.
The aim of this section is to give estimates on ∆TVt˜(ρ), ∆TVt˜(v) and ∆t˜N at each
instant t˜ of interaction.
The following table contains a list of the possible interactions between a characteristic
wave and the constraint.
Wave type Classical solution in x = 0 Propositions and Case
Contact discontinuity Yes 5.1(i), 5.4(i)
Contact discontinuity No 5.1(ii), 5.4(ii)
Shock Yes 5.5, 5.6(i)
Shock No 5.6 (ii)
Rarefaction wave Yes 5.8(i)
Rarefaction wave No 5.8(ii), 5.9
Table 5.1: List of the propositions and cases in which the interaction between a charac-
teristic wave and the line x = 0 is discussed.
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We need some preliminary results.
Fix a domain Dv1,w2,w1,w2 invariant for RSq2. Let us recall the definitions (2.27) and
(2.28) of the points (ρmin, vmin) and (ρmax, vmax) which have respectively the minimal
and the maximal density in the invariant domain, i.e.
ρmin ≤ ρ ≤ ρmax for every (ρ, v) ∈ Dv1,v2,w1,w2 .
The point (ρmin, vmin) ∈ Dv1,v2,w1,w2 is the solution to the system{
v + p(ρ) = w1,
v = v2.
(5.4)
Similarly, the point (ρmax, vmax) ∈ Dv1,v2,w1,w2 is the solution to the system{
v + p(ρ) = w2,
v = v1.
(5.5)
See Figure 5.1.
(ρmax, vmax)
(ρmin, vmin)
q
v2
v1
v + p(ρ) = w2
v + p(ρ) = w1
ρv
ρ
Figure 5.1: Example of invariant domain for RSq2 (the coloured area) and representation
of the points (ρmin, vmin) and (ρmax, vmax) defined in (5.4) and (5.5).
The next lemma characterizes the points of the invariant domain Dv1,v2,w1,w2 where
the Lax curves of the first family are decreasing.
Lemma 5.2 Let (ρ0, v0) be a point of the domain Dv1,v2,w1,w2. The function
ψ : ρ→ ρL1(ρ, ρ0, v0)
is strictly decreasing in the points of Dv1,v2,w1,w2 if and only if
λ1(ρmin, vmin) < 0, (5.6)
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where (ρmin, vmin) is the point defined in (5.4) and λ1(ρ, v) = v − ρ p′(ρ) is the first
eigenvalue of the Jacobian matrix Df of the flux function.
Proof. Let us call
ϕ(ρ) :=
d
dρ
(ρp(ρ)) = p(ρ) + ρ p′(ρ).
The inequality (5.6) is equivalent to
ϕ(ρmin) > w1, (5.7)
indeed
ϕ(ρmin) =
d
dρ
(ρp(ρ))
∣∣∣
ρ=ρmin
= ρmin p
′(ρmin) + p(ρmin) =
= vmin − λ1(ρmin, vmin) + p(ρmin) = w1 − λ1(ρmin, vmin),
because vmin + p(ρmin) = w1. Then
λ1(ρmin, vmin) < 0⇐⇒ w1 − λ1(ρmin, vmin) > w1 ⇐⇒ ϕ(ρmin) > w1.
Let (ρ0, v0) be a point in Dv1,v2,w1,w2 . The function
ψ : ρ→ ρL1(ρ, ρ0, v0) = ρ(v0 + p(ρ0)− p(ρ))
is strictly decreasing if and only if the inequality
d
dρ
(ρL1(ρ, ρ0, v0)) < 0 (5.8)
holds. We have
d
dρ
(ρL1(ρ, ρ0, v0)) < 0⇐⇒ v0 + p(ρ0)− p(ρ)− ρp′(ρ) < 0⇐⇒
p(ρ) + ρp′(ρ) > v0 + p(ρ0)⇐⇒ ϕ(ρ) > v0 + p(ρ0).
By Lemma 5.1, the function ρ→ ρp(ρ) is strictly convex, hence its derivative ϕ is strictly
increasing. Therefore, if the inequality (5.7) holds, the condition (5.8) is satisfied for
every point (ρ, v) ∈ Dv1,v2,w1,w2 such that v + p(ρ) = v0 + p(ρ0), because ρ > ρmin by
Proposition 2.5.
Vice versa, if the inequality (5.8) holds for every (ρ, v) ∈ Dv1,v2,w1,w2 , then it holds in
particular for (ρ0, v0) = (ρmin, vmin), i.e.
d
dρ
ρL1(ρ, ρmin, vmin) < 0 for every (ρ, v) ∈ Dv1,v2,w1,w2 .
Since (ρmin, vmin) ∈ Dv1,v2,w1,w2 , we have
d
dρ
ρL1(ρ, ρmin, vmin)
∣∣∣
ρ=ρmin
< 0
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which is equivalent to
λ1(ρmin, vmin) < 0,
because, by Proposition 2.3, we have
d
dρ
ρL1(ρ, ρmin, vmin)
∣∣∣
ρ=ρmin
= λ1(ρmin, vmin)
. 
Let us recall two properties of concave functions.
Lemma 5.3 Let us fix a constant q ∈ R+ and a point (ργ , vγ) in R+ × R+ such that
ργ vγ > q. (5.9)
Let us consider a point (ρδ, vδ) ∈ R+ × R+ such that vδ + p(ρδ) = vγ + p(ργ). Then the
following statements hold.
(i) ρδ vδ ≤ q if and only if
ρδ ≤ ρˇ1 or ρδ ≥ ρˆ.
(ii) Suppose that ρδ vδ ≤ q. Then ρδ ≤ ρˇ1 if and only if λ1(ρδ, vδ) > 0, while ρδ ≥ ρˆ if
and only if λ1(ρ
δ, vδ) < 0.
Proof. By Lemma 3.1, the hypothesis ργ vγ > q ensures that the points (ρˇ1, vˇ1) and
(ρˆ, vˆ) exist.
To prove (i) is sufficient to apply Lemma 3.2 with V¯ = 0 and Fα = q.
To prove (ii), let us observe that by Lagrange theorem there exists ρsup ∈ (ρˇ1, ρˆ) such
that
λ1(ρ
sup, L1(ρ
sup, ργ , vγ)) =
d
dρ
(ρL1(ρ, ρ
γ , vγ))
∣∣∣
ρ=ρsup
=
ρˆ vˆ − ρˇ1 vˇ1
ρˆ− ρˇ1 = 0,
because ρˆ vˆ = ρˇ1 vˇ1 = q.
Assume ρδ ≤ ρˇ1. By Proposition 2.3, the function ρ → λ1(ρ, L1(ρ, ργ , vγ) is strictly
decreasing. Hence if ρα ≤ ρˇ1, then
λ1(ρ
δ, vδ) ≥ λ1(ρˇ1, vˇ1) > λ1(ρsup, L1(ρsup, ργ , vγ)) = 0.
Similarly for the case ρδ ≥ ρˆ, we find λ1(ρδ, vδ) < 0.
For the vice versa, since ρδ vδ ≤ q, we find
ρδ ≤ ρˇ1 or ρδ ≥ ρˆ
by point (i). If λ1(ρ
δ, vδ) > 0 and it was ρδ ≥ ρˆ, then λ1(ρˆ, vˆ) ≥ λ1(ρδ, vδ) > 0. This
contradicts ρˆ > ρsup. 
The next lemma gives a relation between the order of the densities of two points on the
line ρv = q and the corresponding values of the Riemann invariant w.
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Lemma 5.4 Fix q ∈ R+ and let us suppose λ1(ρmin, vmin) < 0. Fix (ρα, vα) ∈ Dv1,v2,w1,w2
and (ρβ, vβ) ∈ Dv1,v2,w1,w2 such that
ρα vα = ρβ vβ = q.
We have
vα + p(ρα) ≤ vβ + p(ρβ) if and only if ρα ≤ ρβ.
Proof. Let us call (ρ∗, v∗) the solution to the system (see Figure 5.2){
v = vβ,
v + p(ρ) = vα + p(ρα).
By Lemma 5.3, we find ρα ≤ ρ∗, because λ1(ρα, vα) < 0 by Lemma 5.2.
Since v∗ = vβ and v∗ + p(ρ∗) = vα + p(ρα), we have
vα + p(ρα) = v∗ + p(ρ∗) ≤ vβ + p(ρβ)⇐⇒ p(ρ∗) ≤ p(ρβ)⇐⇒ ρ∗ ≤ ρβ,
because ρ→ p(ρ) is increasing by the hypotheses (5.1). Therefore ρ∗ v∗ ≤ ρβ vβ = q. 
Next, we state some useful relations between the points of interaction between the Lax
ρv
ρ
(ρα, vα) (ρ
β, vβ)
(ρ∗, v∗)
L1(ρ, ρ
α, vα)
L1(ρ, ρ
β, vβ) v2
v1
q
w2
w1
Figure 5.2: Notation used in the proof of Lemma 5.4. The coloured area is the invariant
domain.
curves of the first and the second family and the line of the constraint.
Lemma 5.5 Assume that λ1(ρmin, vmin) < 0 and fix q ∈ R+. Let us consider three
points (ρα, vα), (ρβ, vβ) and (ργ , vγ) in the invariant domain Dv1,v2,w1,w2 such that
vβ + p(ρβ) > vα + p(ρα), vγ = vα and vβ + p(ρβ) = vγ + p(ργ).
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Moreover let us suppose that
ρα vα = ρβ vβ = q.
Then there exist three positive constants c1, c2 and c3 depending only on q and the
invariant domain Dv1,v2,w1,w2 for which:
(i) ρβ − ργ ≤ c1 (ργ − ρα);
(ii) ργ − ρα ≤ c2 (ρβ − ργ)
(iii) vγ − vβ ≤ c3 (ργ − ρα).
(ργ , vγ)
(ρβ, vβ)(ρα, vα) (ρ∗∗, v∗∗)
k2
µv2
(ρ∗, v∗) ρv = q
Figure 5.3: Notations used in the proof of Lemma 5.5 for the inequality ρβ − ργ ≤
c1 (ρ
γ − ρα).
Proof. Since vγ + p(ργ) = vβ + p(ρβ) > vα + p(ρα) and vγ = vα, we find
ργ > ρα =⇒ ργvγ > ραvα = q.
By Lemma 5.4 and since ραvα = ρβvβ, we obtain
ρβ > ρα.
Moreover since ργ vγ > q = ρβ vβ and vβ + p(ρβ) = vγ + p(ργ), by Lemma 5.3 we have
ρβ > ργ .
Let us denote
 = ργvγ − q, k2 = λ1(ρmin, vmin) and k1 = λ1(ρmax, vmax).
Let (ρ∗, v∗) be the solution to the system{
ρv = ργ vγ + v2(ρ− ργ),
ρv = q,
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i.e. the intersection between the line passing through (ργ , vγ) with slope v2 and the line
ρv = q; see Figure 5.3. The definition implies:
ργvγ = q − v2 (ρ∗ − ργ) =⇒
ργ − ρ∗ = ρ
γ vγ − q
v2
=

v2
⇐⇒ v2 (ργ − ρ∗) = .
(5.10)
In particular we obtain
ργ > ρ∗,
because /v2 > 0. Moreover
ρ∗ ≥ ρα,
because, by (5.10) and  = ργ vγ − q = ργ vα − ρα vα, we have
v2 ≥ vα ⇒ 
vα
≥ 
v2
⇒ ρα = ργ − 
vα
≤ ργ − 
v2
= ρ∗.
Therefore
v2(ρ
γ − ρα) ≥ v2(ργ − ρ∗) = , (5.11)
where we have used again the condition (5.10).
Let (ρ∗∗, v∗∗) be the solution to the system{
ρv = ργ vγ + k2(ρ− ργ),
ρv = q,
i.e. the intersection between the line passing through (ργ , vγ) with slope k2; see Figure
5.3.
By the definition we have
ρ∗∗ = ργ +

−k2 .
Let µ =
ργ vγ − q
ργ − ρβ be the slope of the line passing through the points (ρ
γ , vγ) and
(ρβ, vβ). By Lemma 2.2, we have
µ ≤ k2 < 0.
Hence ρβ ≤ ρ∗∗, indeed
−µ ≥ −k2 ⇒ −k2 ≥

−µ ⇒ ρ
∗∗ = ργ +

−k2 ≥ ρ
γ +

−µ = ρ
β.
Therefore
 = −k2(ρ∗∗ − ργ) = −µ(ρβ − ργ) ≥ −k2 (ρβ − ργ). (5.12)
The inequalities (5.11) and (5.12), imply
− k2(ρβ − ργ) ≤  ≤ v2(ργ − ρα)⇒
⇒ ρβ − ργ ≤ c1(ργ − ρα),
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(ργ , vγ)
(ρβ, vβ)(ρα, vα) (ρo, vo)
k1
µ
v1
(ρoo, voo)
ρv = q
Figure 5.4: Notations used in the proof of Lemma 5.5 for the inequality (ργ − ρα) ≤
c2 (ρ
β − ργ).
where c1 = v2/(−k2) > 0.
For the inequality
(ργ − ρα) ≤ c2 (ρβ − ργ)
let us define the point (ρo, vo) as the solution to the system{
ρv = ργvγ + k1(ρ− ργ)
ρv = q,
i.e. (ρo, vo) is the intersection between the line ρv = q and the line passing through
(ργ , vγ) with slope k1; see Figure 5.4.
By the definition, we have
ρo = ργ +

−k1 > ρ
γ
because −/k1 > 0. Therefore
ρo − ργ = −k1 ⇒  = −k1(ρ
o − ργ).
Moreover, by Lemma 2.2, we have k1 ≤ µ = /(ργ − ρβ). Hence
− k1 ≥ −µ⇒ −µ ≥

−k1 ⇒ ρ
β − ργ ≥ ρo − ργ ⇒
⇒ −k1(ρβ − ργ) ≥ −k1(ρo − ργ) = .
Let us now define the point (ρoo, voo) as the solution to the system{
ρv = q
ρv = ργvγ + v1(ρ− ργ),
i.e. the point of intersection between the line ρv = q and the line passing through (ργ , vγ)
with slope v1; see Figure 5.4.
By the definition, we obtain
ρoo = ργ − 
v1
.
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Since vα ≥ v1, we find

v1
≥ 
vα
⇒ ργ − 
vα
≥ ργ − 
v1
⇒ ρα ≥ ρoo
because ρα = ργ − 
vα
. Therefore v1(ρ
γ − ρα) ≤ v1(ργ − ρoo) = .
Hence
v1(ρ
γ − ρα) ≤ −k1(ρβ − ργ)⇒
⇒ ργ − ρα ≤ c2(ρβ − ργ),
where c2 = −k1/v1.
For the last inequality, since ρα vα = ρβ vβ = q and vα = vγ , we find
vα − vβ = vα − q
ρβ
= vα
(
1− q
ρβ vα
)
=
vα
ρβ
(
ρβ − q
vα
)
=
vα
ρβ
(ρβ − ρα).
Since (ργ , vγ) and (ρα, vα) are in the invariant domain Dv1,v2,w1,w2 , we have vα = vγ ≤ v2.
Moreover (ρβ, vβ) ∈ Dv1,v2,w1,w2 implies ρβ ≥ ρmin by Proposition 2.5. Therefore
vα
ρβ
≤ v2
ρmin
.
Since ρα < ργ < ρβ, we find
ρβ − ρα ≤ (ρβ − ργ) + (ργ − ρα).
By the inequalities (i) and (ii), we find (ρβ − ργ) ≤ c1 (ργ − ρα) and
(ργ − ρα) ≤ c2 (ρβ − ργ) ≤ c1
c2
(ργ − ρα).
Therefore
ρβ − ρα ≤ c1 (ργ − ρα) + c1
c2
(ργ − ρα) ≤ c3 (ργ − ρα),
where
c3 = c1
(
1 +
1
c2
)
.

Finally, let us show that the pressure function in Lipschitz in every bounded interval of
R.
Lemma 5.6 Consider a set [ρ1, ρ2] ⊂ R. The function ρ → p(ρ) is bi-Lipschitz for
every ρ ∈ [ρ1, ρ2], i.e. there exist two positive constants C1 and C2 for which
C1 ≤ |p′(ρ)| ≤ C2.
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Proof. By the hypotheses (5.1), the function ρ→ p(ρ) is convex. Therefore
p′(ρ1) ≤ |p′(ρ)| ≤ p′(ρ2) for every ρ ∈ [ρ1, ρ2].
We have the thesis with
C1 := p
′(ρ1) and C2 := p′(ρ2).

In the following we fix an invariant domain Dv1,v2,w1,w2 for the Riemann solver RSq2.
5.1.1 A contact discontinuity interacts with x = 0
Fix x¯ < 0 and three points (ρl, vl), (ρk, vk) and (ρr, vr) in the invariant domainDv1,v2,w1,w2
such that
vl = vk.
Assume that the hypotheses of Lemmas 5.2 and 2.2 are satisfied, so that for every
(ρ0, v0) ∈ Dv1,v2,w1,w2 the function ρ → ρL1(ρ, ρ0, v0) is strictly decreasing and bi-
Lipschitz inside the domain Dv1,v2,w1,w2 .
Let us consider the Riemann problems (5.2) centred in x¯ and x = 0 with initial data
(ρ, v)(0, x) =
{
(ρl, vl) if x ≤ x¯,
(ρk, vk) if x > x¯.
and (ρ, v)(0, x) =
{
(ρk, vk) if x ≤ 0,
(ρr, vr) if x > 0.
(5.13)
Since vl = vk, the solution to the Riemann problem centred in x¯ is a contact discontinuity
travelling with speed vk.
Case (ρk, vk) = (ρr, vr)
Let us suppose that (ρk, vk) = (ρr, vr) and that (ρr, vr) satisfies the constraint, i.e.
ρr vr ≤ q.
In this case the solution given by the Riemann solver RSq2 to the Riemann problem
centred in x = 0 is classical (constant).
At time t˜ = |x¯|/vr the contact discontinuity reaches the constraint and we have to solve
the new Riemann problem (5.2) with initial datum
(ρ, v)(t˜, x) =
{
(ρl, vl) if x ≤ 0,
(ρr, vr) if x > 0.
Since vl = vk = vr, the standard solution is a new contact discontinuity, so that
RS((ρl, vl), (ρr, vr)(0) = (ρl, vl).
Hence if ρl vl ≤ q, then the constraint is satisfied and the solution is classical. In this
case the total variation before and after the interaction remains unchanged. Otherwise
the constraint is enforced and the non-classical shock appears in x = 0; see Figure 5.5.
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t˜(ρl, vl)
(ρl, vl)
(ρˇ2, vˇ2)(ρˆ, vˆ) (ρ
r, vr)
(ρk, vk) = (ρr, vr)
t
xx¯ 0
Figure 5.5: A contact discontinuity reaches the constraint and after the interaction the
constraint is not satisfied.
Proposition 5.1 Assume λ1(ρmin, vmin) < 0. Let us consider two points (ρ
l, vl) and
(ρr, vr) in the invariant domain Dv1,v2,w1,w2 such that ρr vr ≤ q. Assume that a wave
joining (ρl, vl) to (ρr, vr) with positive speed interacts with x = 0 at time t˜ > 0.
Then the wave is a contact discontinuity, i.e. vr = vl.
Moreover the following statements hold.
(i) If ρl vl ≤ q, then for every (t, x) ∈ R+ × R we have
RSq2((ρl, vl), (ρr, vr))
(
x
t− t˜
)
=
{
(ρl, vl) if x
t−t˜ ≤ vl,
(ρr, vr) if x
t−t˜ > v
l.
(5.14)
Therefore
∆TVt˜ (ρ) = ∆TVt˜(v) = 0 and ∆t˜N = 0.
In the coordinates (v, w) of the Riemann invariants, we have
∆TVt˜ (v) = 0 and ∆TVt˜ (w) = 0.
(ii) If ρl vl > q, then for every (t, x) ∈ R+ × R we have
RSq2((ρl, vl), (ρr, vr))
(
x
t− t˜
)
=

(ρl, vl) if x
t−t˜ ≤ λ,
(ρˆ, vˆ) if λ < x
t−t˜ ≤ 0,
(ρˇ2, vˇ2) if 0 ≤ xt−t˜ ≤ vr,
(ρr, vr) if x
t−t˜ > v
r,
(5.15)
where by the Rankine-Hugoniot condition
λ =
ρl vl − ρˆ vˆ
ρl − ρˆ
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qv2
v1
v + p(ρ) = w2
v + p(ρ) = w1
ρv
ρ
(ρˇ2, vˇ2) (ρˆ, vˆ)
(ρr, vr)
(ρl, vl)
Figure 5.6: Representation of the case vl = vr, (ρk, vk) = (ρr, vr), (ρr, vr) satisfies the
constraint and (ρl, vl) does not. The coloured area is the invariant domain.
is the speed of the shock joining (ρl, vl) to (ρˆ, vˆ). Furthermore
∆TVt˜(ρ) ≤ C1 (ρl − ρr), ∆TVt˜(v) ≤ C2 (ρl − ρr) and ∆t˜N = 2,
where C1 and C2 are positive constants depending only on q and Dv1,v2,w1,w2.
In the coordinates (v, w) of the Riemann invariants, we have
∆TVt˜ (v) ≤ C3 |wr − wl| and ∆TVt˜ (w) = 0,
where C3 is a positive constant depending only on q and Dv1,v2,w1,w2.
Proof. By Lemma 5.2, the waves of the first family have negative propagation speed.
Therefore a wave with positive speed belongs to the second family and hence vr = vl.
In case (i) the solution is classical and at time t˜ do not arise new waves. Then the total
variation and the number of waves remain unchanged.
In case (ii) the constraint is not satisfied and the non-classical shock appears.
We have (see Figure 5.6)
ρr ≤ ρˇ2 < ρl < ρˆ, (5.16)
indeed
ρr vr ≤ q = ρˇ2 vˇ2 ⇒ ρr ≤ ρˇ2,
because vr = vˇ2. Similarly ρˇ2 < ρ
l, because ρl vl > q and vr = vl. The inequality ρl < ρˆ
holds by Lemma 5.3.
The condition ρl < ρˆ and Lemma 5.2, imply that RS((ρl, vl), (ρˆ, vˆ)) is a shock of the
first family with negative propagation speed.
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By (5.16), the solution is given by a shock joining (ρl, vl) to (ρˆ, vˆ), followed by the non-
classical shock connecting (ρˆ, vˆ) to (ρˇ2, vˇ2) and finally a contact discontinuity joining
(ρˇ2, vˇ2) to (ρ
r, vr). This implies
∆t˜N = 3− 1 = 2.
By the inequalities (5.16), we obtain
∆TVt˜(ρ) = |ρr − ρˇ2|+ |ρˇ2 − ρˆ|+ |ρˆ− ρl| − |ρr − ρl| = 2(ρˆ− ρl).
By the first inequality of Lemma 5.5 and ρr ≤ ρˇ2, we find
ρˆ− ρl ≤ c1(ρl − ρˇ2) ≤ c1 (ρl − ρr),
where c1 is a positive constant depending only on q and the invariant domain. Therefore
∆TVt˜(ρ) ≤ C1 (ρl − ρr),
where C1 = 2 c1.
For the second component, we find
∆TVt˜(v) = |vr − vˇ2|+ |vˇ2 − vˆ|+ |vˆ − vl| − |vr − vk| − |vk − vl| =
= 0 + vˇ2 − vˆ + vl − vˆ − 0 = 2(vˇ2 − vˆ),
because vˇ2 = v
r = vl = vk and vˇ2 > vˆ.
By the third inequality in Lemma 5.5, we obtain
∆TVt˜(v) ≤ 2 c3 (ρl − ρˇ2) ≤ C2 (ρl − ρr),
where c3 depends only on q and the invariant domain and C2 = 2 c3.
By Lemma 5.6, there exists a positive constant M depending only on the invariant
domain for which
ρl − ρr ≤M (p(ρl)− p(ρr)).
Since vl = vr, we find
ρl − ρr ≤M (vl + p(ρl)− vr − p(ρr)) = M (wl − wr).
Therefore
∆TVt˜(v) ≤ C2M (wl − wr).
For the Riemann invariant w, we have:
• wˆ = wl;
• wr ≤ wˇ2, because ρr ≤ ρˇ2 and vr = vˇ2;
• wˇ2 ≤ wˆ, because ρˇ2 ≤ ρˆ and by Lemma 5.4;
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• wr ≤ wl, because wr ≤ wˇ2 ≤ wˆ = wl.
Hence we obtain
∆TVt˜(w) = |wr − wˇ2|+ |wˇ2 − wˆ|+ |wˆ − wl| − |wr − wl| =
= wˇ2 − wr + wˆ − wˇ2 − wl + wr = 0.

Case (ρk, vk) 6= (ρr, vr)
The points (ρk, vk) and (ρr, vr) can be joined by a wave with zero propagation speed if:
• the wave is a classical shock;
• the wave is a non-classical shock.
The following proposition states that the case of a classical shock is not possible in the
invariant domain.
Proposition 5.2 Let us suppose that λ1(ρmin, vmin) < 0. The solution to the Riemann
problem (5.2) with initial datum
(ρ, v)(0, x) =
{
(ρk, vk) if x ≤ 0,
(ρr, vr) if x > 0,
cannot be a classical shock with zero speed.
Proof. A classical shock with zero speed appears when
ρk < ρr, vk = L1(ρ
k, ρr, vr) and λ =
ρk vk − ρr vr
ρk − ρr = 0⇐⇒ ρ
r vr = ρk vk,
where λ is the propagation speed of the shock obtained with the Rankine-Hugoniot
condition; see Figure 5.7. Let ρsup be the point of maximum of the function ρ →
ρL1(ρ, ρ
k, vk), i.e.
λ1(ρ
sup, L1(ρ
sup, ρk, vk)) = 0.
Applying Lagrange theorem as in the proof of Lemma 5.3, we obtain
ρk < ρsup < ρr.
By Lemma 2.3, the function ρ → λ1(ρ, L1(ρ, ρk, vk)) is strictly decreasing. Hence we
obtain
λ1(ρ
k, vk) > λ1(ρ
sup, L1(ρ
sup, ρk, vk)) = 0
which is a contradiction of the hypothesis (ρk, vk) ∈ Dv1,v2,w1,w2 , because by Lemma 5.2
we have
λ1(ρ, v) < 0 for every (ρ, v) ∈ Dv1,v2,w1,w2 .

Next, we give the necessary conditions to have a non-classical shock in x = 0.
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(ρk, vk) (ρr, vr)
ρsup
ρv
ρ
q
Figure 5.7: Representation of a shock with zero propagation speed joining the points
(ρk, vk) and (ρr, vr). The density ρsup is the point of maximum of the function ρ →
ρL1(ρ, ρ
k, vk).
Proposition 5.3 A non-classical shock appears as the the solution given by RSq2 to the
Riemann problem with initial datum
(ρ, v)(0, x) =
{
(ρk, vk) if x ≤ 0,
(ρr, vr) if x > 0,
(5.17)
when ρr < ρk and ρk vk = ρr vr = q. Moreover in this case
(ρk, vk) = (ρˆ, vˆ) and (ρr, vr) = (ρˇ2, vˇ2).
If ρk < ρr the solution RSq2((ρk, vk), (ρr, vr)) is classical.
Proof. Let (ρm, vm) be the middle state of the classical solution to the Riemann
problem with initial datum (5.17). Since vm = vr and vk < vr (because ρk vk = ρr vr = q
and ρr < ρk), we find
p(ρm) = p(ρk) + vk − vm < p(ρk) =⇒ ρm < ρk.
Hence by Lemma 5.3, we have
ρm vm > q.
The classical solution to the problem is a rarefaction joining (ρk, vk) to (ρm, vm) and with
negative propagation speeds, followed by a contact discontinuity connecting (ρm, vm) to
(ρr, vr) and with positive speed. Therefore
RS((ρk, vk), (ρr, vr))(0) = (ρm, vm)
and the solution given by RSq2 is the non-classical shock. Since ρk vk = q, we could have
(ρk, vk) = (ρˇ1, vˇ1) or (ρ
k, vk) = (ρˆ, vˆ).
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The first case is not possible, because by Lemma 5.3 we have λ1(ρˇ1, vˇ1) > 0, while
λ1(ρ
k, vk) is negative because (ρk, vk) is in Dv1,v2,w1,w2 . Therefore we have
(ρk, vk) = (ρˆ, vˆ) and (ρr, vr) = (ρˇ2, vˇ2)
and the solution given by RSq2 to the Riemann problem with initial datum (5.17) is
constant, i.e.
(ρ, v)(t, x) =
{
(ρk, vk) = (ρˆ, vˆ) if x/t ≤ 0,
(ρr, vr) = (ρˇ2, vˇ2) if x/t > 0.
On the contrary, if ρr > ρk, then vm = vr < vk. Therefore
vr − vk < 0 =⇒ p(ρm) = p(ρk) + vk − vr > p(ρk) =⇒ ρm > ρk.
By Lemma 5.3, the middle state (ρm, vm) satisfies the constraint and the non-classical
shock does not appear. 
Proposition 5.4 Assume λ1(ρmin, vmin) < 0. Fix (ρ
l, vl), (ρk, vk) and (ρr, vr) in the
domain Dv1,v2,w1,w2 such that
vl = vk, vr + p(ρr) < vk + p(ρk) and ρk vk = ρr vr = q.
Assume that a wave joining (ρl, vl) to (ρk, vk) with positive propagation speed interacts
with x = 0 at time t˜ > 0. Let (ρm, vm) be the middle state for the classical solution to
the Riemann problem with initial datum
(ρ, v)(t˜, x) =
{
(ρl, vl) if x ≤ 0,
(ρr, vr) if x > 0.
(5.18)
(i) Let (ρσ, vσ) for σ ∈ [0, 1] be a point satisfying ρσ ∈ [ρm, ρl] and vσ = vl + p(ρl) −
p(ρ). If ρm vm ≤ q, then
RSq2((ρl, vl), (ρr, vr))
(
x
t− t˜
)
=

(ρl, vl) if λ1(ρ
l, vl) ≤ x
t−t˜ ,
(ρσ, vσ) if x
t−t˜ = λ1(ρ
σ, vσ) for σ ∈ (0, 1),
(ρm, vm) if λ1(ρ
m, vm) ≤ x
t−t˜ ≤ vr,
(ρr, vr) if x
t−t˜ > v
r.
Moreover
∆TVt˜(ρ) ≤ 0, ∆TVt˜(v) = 0 and ∆t˜N = 0.
For the Riemann invariant w we have
∆TVt˜(w) ≤ 0.
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(ii) If ρm vm > q, then
RSq2((ρl, vl), (ρr, vr))
(
x
t− t˜
)
=

(ρl, vl) if x
t−t˜ ≤ λ,
(ρˆ, vˆ) if λ ≤ x
t−t˜ ≤ 0,
(ρr, vr) if x
t−t˜ > 0,
where by the Rankine-Hugoniot condition
λ =
ρl vl − ρˆ vˆ
ρl − ρˆ
is the speed of the shock joining (ρl, vl) to (ρˆ, vˆ). Furthermore
∆TVt˜(ρ) ≤ C1 (ρl − ρk), ∆TVt˜(v) ≤ C2 (ρl − ρk) and ∆t˜N = 0,
where C1 and C2 are positive constants depending only on q and Dv1,v2,w1,w2.
In the coordinates (v, w) of the Riemann invariants, we have
∆TVt˜(v) = C3 |wl − wk| and ∆TVt˜(w) ≤ 0,
where C3 is a positive constant depending only on the invariant domain and q.
Proof. The hypothesis wr = vr + p(ρr) < vk + p(ρk) = wk and Lemma 5.4 imply
ρk > ρr.
We have to distinguish different cases.
Case (i): ρl ≤ ρk and ρm vm ≤ q; see Figure 5.8.
(ρl, vl)
(ρk, vk)
(ρr, vr)
(ρm, vm)
(ρ∗, v∗)
ρv
ρ
q
(a) Notations used in the case ρl ≤ ρk and
ρm vm ≤ q.
t˜
(ρl, vl)
(ρl, vl)
(ρr, vr)
(ρr, vr)(ρk, vk)
t
xx¯ 0
(ρm, vm)
(b) The solution after the interaction is clas-
sical.
Figure 5.8: Interaction between a contact discontinuity centred in x = x¯ and a non-
classical shock centred in x = 0. In the represented case, after the interaction the
constraint is satisfied.
We have:
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• ρr ≥ ρm, because ρm vm ≤ q = ρr vr and vm = vr;
• ρm ≤ ρl, because vk = vl < vm = vr and ρk > ρr.
Hence
∆TVt˜(ρ) = |ρr − ρm|+ |ρm − ρl| − |ρr − ρk| − |ρk − ρl| =
= ρr − ρm + ρl − ρm − ρk + ρr − ρk + ρl =
= 2 (ρr − ρm + ρl − ρk).
We claim that
ρr − ρm ≤ ρk − ρl.
We postpone the proof of this claim.
Hence ∆TVt˜(ρ) ≤ 0.
For the v component we find
∆TVt˜(v) = |vr − vm|+ |vm − vl| − |vr − vk| − |vk − vl| =
= 0 + vm − vl − vr + vk + 0 = 0,
because vr = vm and vl = vk.
For the Riemann invariant w, since wm = wl and by the triangular inequality, we find
∆TVt˜(w) = |wr − wm|+ |wm − wl| − |wr − wk| − |wk − wl| =
= |wr − wl| − |wr − wk| − |wk − wl| ≤ 0.
Case (ii): ρl ≤ ρk and ρm vm > q; see Figure 5.9.
(ρl, vl)
(ρk, vk)(ρr, vr)
(ρm, vm)
ρv
ρ
q
(ρˆ, vˆ)
(a) Notations used in the case ρl ≤ ρk and
ρm vm > q. Here (ρr, vr) = (ρˇ2, vˇ2).
t˜
(ρl, vl)
(ρl, vl)
(ρr, vr) = (ρˇ2, vˇ2)
(ρr, vr)(ρk, vk)
t
xx¯ 0
(ρˆ, vˆ)
(b) After the interaction the non-classical
shock appears.
Figure 5.9: Interaction between a contact discontinuity centred in x = x¯ and a non-
classical shock centred in x = 0. In the represented case, after the interaction the
constraint is not satisfied.
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At time t˜ = |x¯|/vr the solution given by RSq2 to the Riemann problem with initial
datum (5.18) in non-classical. Therefore the states (ρˆ, vˆ) and (ρˇ2, vˇ2) appear. Since
ρr vr = q, we have
(ρˇ2, vˇ2) = (ρ
r, vr).
We have:
• ρr < ρˆ, because: by Lemma 5.3, the condition ρm vm > q implies ρm < ρˆ and
vm = vr implies ρm vm > q = ρr vr ⇒ ρm > ρr;
• ρl > ρˆ, applying Lemma 5.3 to (ρl, vl) (which satisfies ρl vl ≤ q).
Therefore
∆TV (ρ) = |ρr − ρˆ|+ |ρˆ− ρl| − |ρr − ρk| − |ρk − ρl| =
= ρˆ− ρr + ρl − ρˆ+ ρr − ρk + ρl − ρk =
= 2(ρl − ρk) ≤ 0.
For the second component, we find
∆TVt˜(v) = |vr − vˆ|+ |vˆ − vl| − |vr − vk| − |vk − vl| =
= vr − vˆ + vˆ − vl − vr + vk + 0 = 0,
because vl = vk.
For the Riemann invariant w, we have:
• wr < wk and wl = wˆ respectively by hypothesis and definition;
• wr < wˆ, because ρr < ρˆ and by Lemma 5.4;
• wk ≥ wl, because vk = vl and ρk ≥ ρl.
Therefore
∆TVt˜(w) = |wr − wˆ|+ |wˆ − wl| − |wr − wk| − |wk − wl| =
= wˆ − wr − wk + wr − wk + wl =
= 2 (wl − wk) ≤ 0.
Case (iii): ρl > ρk; see Figure 5.10.
Since ρl > ρk and vl = vk, we have ρl vl > q = ρk vk. Moreover, since vk + p(ρk) >
vr + p(ρr), by Lemma 5.4, we have ρk > ρr, which implies vk < vr because q = ρk vk =
ρr vr. Therefore for the middle state (ρm, vm) we find
vm = vr > vk = vl =⇒ p(ρl) = p(ρm) + vm − vl > p(ρm) =⇒
=⇒ ρl > ρm =⇒ ρm vm > ρl vl > q,
by Lemma 5.3 applied to (ρm, vm) and (ρl, vl). Hence after the interaction the non-
classical shock appears and as in the previous case, (ρˇ2, vˇ2) = (ρ
r, vr).
We have:
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(ρk, vk)
(ρl, vl)
(ρr, vr)
(ρm, vm)
ρv
ρ
q (ρˆ, vˆ)
(a) Notations used in the case ρl > ρk. In this
case we always have ρm vm > q and (ρr, vr) =
(ρˇ2, vˇ2).
t˜
(ρl, vl)
(ρl, vl)
(ρr, vr) = (ρˇ2, vˇ2)
(ρr, vr)(ρk, vk)
t
xx¯ 0
(ρˆ, vˆ)
(b) After the interaction the non-classical
shock appears.
Figure 5.10: Interaction between a contact discontinuity centred in x = x¯ and a non-
classical shock centred in x = 0. After the interaction the constraint is not satisfied.
• ρl < ρˆ, by Lemma 5.3 applied to (ρl, vl) (which satisfies ρl vl > q);
• ρˆ > ρr, because ρˆ > ρl > ρk > ρr.
Hence
∆TVt˜(ρ) = |ρr − ρˆ|+ |ρˆ− ρl| − |ρr − ρk| − |ρk − ρl| =
= ρˆ− ρr + ρˆ− ρl − ρk + ρr − ρl + ρk =
= 2(ρˆ− ρl) ≤ C1 (ρl − ρk),
by the first inequality of Lemma 5.5.
For the second component, we have
∆TVt˜(v) = |vr − vˆ|+ |vˆ − vl| − |vr − vk| − |vk − vl| =
= vr − vˆ + vl − vˆ − vr + vk − 0 =
= 2 (vk − vˆ) ≤ C2 (ρl − ρk),
by the third inequality of Lemma 5.5.
By Lemma 5.6 and since vl = vk, there exists a constant M depending only on the
invariant domain for which
ρl − ρk ≤M (p(ρl)− p(ρk)) = M (vl + p(ρl)− vk − p(ρk)) = M (wl − wk).
Therefore
∆TVt˜(v) ≤ C2M (wl − wk).
For the Riemann invariant w we have:
• wr < wk and wl = wˆ respectively by hypothesis and definition;
• wk < wl, because vk = vl and ρk < ρl.
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Therefore
∆TVt˜(w) = |wr − wˆ|+ |wˆ − wl| − |wr − wk| − |wk − wl| =
= wˆ − wr − wk + wr − wl + wk = 0.
Proof of the claim.
Claim: If vr + p(ρr) < vk + p(ρk), ρl ≤ ρk and ρm vm ≤ q, then
ρr − ρm ≤ ρk − ρl.
Proof. Let us call (ρ∗, v∗) the solution to the system (see Figure 5.8){
v = vr,
v + p(ρ) = vk + p(ρk).
Let wα and wβ be two positive constants such that wα < wβ and let (ρα, vα) and (ρβ, vβ)
be two points such that vα + p(ρα) = wα, vβ + p(ρβ) = wβ and vα = vβ = v for some v.
We have
ρα = p−1(wα − v) and ρβ = p−1(wβ − v).
Consider the function
v → ϕ(v) = p−1(wβ − v)− p−1(wα − v).
We can write
ρβ − ρα = ϕ(vβ).
We have
wα < wβ =⇒ wα − v < wβ − v.
The function ρ→ p(ρ) is convex, hence
p′(p−1(wα − v)) ≤ p′(p−1(wβ − v)) =⇒ 1
p′(p−1(wβ − v)) −
1
p′(p−1(wα − v)) ≤ 0,
because the functions ρ→ p′(ρ) and γ → p−1(γ) are increasing. Since
d
dv
(p−1(v)) =
1
p′(ρ(v))
,
we find
d
dv
ϕ(v) = − 1
p′(p−1(wβ − v)) +
1
p′(p−1(wα − v)) ≤ 0,
which means that the function v → ϕ(v) is decreasing.
Taking wα = vl + p(ρl) and wβ = vk + p(ρk), since vl = vk ≤ vr = v∗, we obtain
ϕ(vl) ≥ ϕ(v∗)⇐⇒ ρ∗ − ρm ≤ ρk − ρl.
Since v∗ = vr and v∗ + p(ρ∗) = vk + p(ρk) > vr + p(ρr), we have ρ∗ > ρr and then
ρ∗ − ρm > ρr − ρm =⇒ ρk − ρl > ρr − ρl.

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5.1.2 A shock interacts with x = 0
Fix x¯ > 0. Let us consider the Riemann problems (5.2) centred in x¯ and x = 0 with
initial data
(ρ, v)(0, x) =
{
(ρl, vl) if x ≤ 0,
(ρk, vk) if x > 0.
and (ρ, v)(0, x) =
{
(ρk, vk) if x ≤ x¯,
(ρr, vr) if x > x¯.
(5.19)
Let us assume that the solution given by RSq2 to the Riemann problem centred in x = 0
is a wave propagating with zero speed and that
ρk < ρr and vr = L1(ρ
r, ρk, vk), (5.20)
so that the standard solution to the Riemann problem centred in x¯ is a shock. Under
the hypothesis λ1(ρmin, vmin) < 0, the propagation speed of the shock centred in x¯ is
negative, namely
λ =
ρr vr − ρk vk
ρr − ρk < 0.
Hence at time t˜ = −x¯/λ, the shock reaches the line x = 0 and we have to solve the new
Riemann problem (5.2) with initial datum
(ρ, v)(t˜, x) =
{
(ρl, vl) if x ≤ 0,
(ρr, vr) if x > 0.
Case (ρl, vl) = (ρk, vk)
Proposition 5.5 Assume λ1(ρmin, vmin) < 0. Fix (ρ
l, vl) and (ρr, vr) in the domain
Dv1,v2,w1,w2 such that
ρl < ρr.
Assume that a wave joining (ρl, vl) to (ρr, vr) with negative speed interacts with x = 0
at time t˜ > 0.
Therefore the wave is a classical shock. Moreover
RSq2((ρl, vl), (ρr, vr))
(
x
t− t˜
)
=
{
(ρl, vl) if x
t−t˜ ≤ λ,
(ρr, vr) if x
t−t˜ > λ,
where λ is the speed of the shock given by the Rankine-Hugoniot condition.
Finally
∆TVt˜(ρ) = ∆TVt˜(v) = ∆TVt˜(w) = 0, and ∆t˜N = 0.
Proof. Since the solution RSq2((ρl, vl), (ρk, vk)) is classical (constant), we must have
ρl vl ≤ q, otherwise the non-classical shock would appear. Since
ρl = ρk < ρr, vr = L1(ρ
r, ρl, vl)
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and the function ρ → ρL1(ρ, ρl, vl) is strictly decreasing in the invariant domain, we
have
ρr vr = ρr L1(ρ
r, ρl, vl) ≤ ρl vl < q,
which means that the constraint is satisfied also by (ρr, vr).
The classical solution to the Riemann problem at time t˜ is a shock centred in (t˜, 0) and
with propagation speed λ. Therefore the classical solution in x = 0 for t > t˜ is (ρr, vr)
and consequently the solution given by RSq2 is classical. Hence the number of waves and
the total variation before and after the interaction does not change, i.e.
∆TVt˜(ρ) = 0, ∆TVt˜(v) = 0, ∆TVt˜(w) = 0 and ∆t˜N = 0.

Case (ρl, vl) 6= (ρk, vk)
We have to distinguish two cases:
• the wave centred in x = 0 is a classical shock;
• the wave centred in x = 0 is a non-classical shock.
The case of a classical shock is not possible by Proposition 5.2 applied to the Riemann
problem (5.2) with initial datum
(ρ, v)(0, x) =
{
(ρl, vl) if x ≤ 0,
(ρk, vk) if x > 0.
By Proposition 5.3, the non-classical shock appears when ρk < ρl and ρl vl = ρk vk = q.
In this case we have
(ρl, vl) = (ρˆ, vˆ) and (ρk, vk) = (ρˇ2, vˇ2). (5.21)
Proposition 5.6 Assume λ1(ρmin, vmin) < 0. Fix (ρ
l, vl), (ρk, vk) and (ρr, vr) in the
domain Dv1,v2,w1,w2 such that
vk + p(ρk) < vl + p(ρl), ρl vl = ρk vk = q and ρk < ρr.
Assume that a wave joining (ρk, vk) to (ρr, vr) with negative propagation speed interacts
with x = 0 at time t˜ > 0. Therefore the wave with negative speed is a shock. Furthermore,
let us call (ρm, vm) the middle state of the classical solution to the Riemann problem with
initial datum
(ρ, v)(t˜, x) =
{
(ρl, vl) if x ≤ 0,
(ρr, vr) if x > 0.
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(i) If ρm vm ≤ q, then
RSq2((ρl, vl), (ρr, vr))
(
x
t− t˜
)
=

(ρl, vl) if x
t−t˜ ≤ λ,
(ρm, vm) if λ < x
t−t˜ ≤ vr,
(ρr, vr) if x
t−t˜ > v
r,
where by the Rankine-Hugoniot condition
λ =
ρm vm − ρl vl
ρm − ρl
is the propagation speed of the shock joining (ρl, vl) to (ρm, vm).
Moreover
∆TVt˜(ρ) < 0, ∆TVt˜(v) < 0 and ∆t˜N = 1.
For the Riemann invariant w, we have
∆TVt˜(w) = 0.
(ii) If ρm vm > q, then
RSq2((ρl, vl), (ρr, vr))
(
x
t− t˜
)
=

(ρl, vl) if x
t−t˜ ≤ 0,
(ρˇ2, vˇ2) if 0 <
x
t−t˜ ≤ vr,
(ρr, vr) if x
t−t˜ > v
r.
Moreover
∆TVt˜(ρ) < 0, ∆TVt˜(v) < 0 and ∆t˜N = 0.
For the Riemann invariant w, we have
∆TVt˜(w) = 0.
Proof. The hypothesis vk + p(ρk) < vl + p(ρl) implies that ρk < ρl by Lemma 5.4.
After the interaction the solution RSq2((ρl, vl), (ρr, vr)) can be classical or non-classical.
We have to distinguish two cases.
Case (i): ρm vm ≤ q; see Figure 5.11.
The solution RSq2((ρ
l, vl), (ρr, vr)) is a shock joining (ρl, vl) to (ρm, vm) followed by
a contact discontinuity connecting (ρm, vm) to (ρr, vr). Since the shock and the contact
discontinuity have respectively negative and positive propagation speed, we have
RS((ρl, vl), (ρr, vr))(0) = (ρm, vm)
and hence the solution given by RSq2 after the interaction is classical.
We find:
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qρv
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(ρl, vl)(ρk, vk)
(ρr, vr)
(ρm, vm)
(ρ∗, v∗)
(a) Notations used in the case ρm vm ≤ q.
t˜
(ρk, vk)(ρl, vl)
(ρr, vr)
(ρr, vr)
(ρm, vm)
t
xx¯0
(ρl, vl)
(b) The solution after the interaction is classi-
cal.
Figure 5.11: Interaction between a non-classical shock centred in x = 0 and a classical
shock centred in x = x¯. In the represented case, after the interaction the constraint is
satisfied.
• ρm > ρr, because the conditions vm = vr and
vm + p(ρm) = vl + p(ρl) > vk + p(ρk) = vr + p(ρr),
imply ρm > ρr.
• ρm ≥ ρl, applying Lemma 5.3 to (ρl, vl) and (ρm, vm) (which satisfy ρm vm ≤ q =
ρl vl).
Hence
∆TVt˜(ρ) = |ρr − ρm|+ |ρm − ρl| − |ρr − ρk| − |ρk − ρl| =
= ρm − ρr + ρm − ρl − ρr + ρk − ρl + ρk =
= 2 (ρm − ρr + ρk − ρl).
We claim that
ρm − ρr < ρl − ρk.
We postpone the proof of this claim.
Therefore ∆TVt˜(ρ) < 0.
Since vr = vm, for the second component we have
∆TVt˜(v) = |vr − vm|+ |vm − vl| − |vr − vk| − |vk − vl| =
= 0 + vl − vm − vk + vr − vk + vl =
= 2 (vl − vk) < 0,
because the conditions ρl vl = ρk vk = q and ρl > ρk imply vl < vk.
For the Riemann invariant w, since wm = wl and wr = wk, we find
∆TVt˜(w) = |wr − wm|+ |wm − wl| − |wr − wk| − |wk − wl| =
= |wr − wm| − |wk − wl| = 0.
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Case (ii): ρm vm > q; see Figure 5.12.
q
ρv
ρ
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k, vk)
(ρr, vr)
(ρm, vm)
(ρˇ2, vˇ2)
(a) Notations used in the case ρmvm > q.
t˜
(ρk, vk)(ρl, vl)
(ρr, vr)
(ρr, vr)
(ρˇ2, vˇ2)
t
xx¯0
(ρl, vl) = (ρˆ, vˆ)
C
(b) After the interaction the non-classical
shock appears.
Figure 5.12: Interaction between a non-classical shock centred in x = 0 and a classical
shock centred in x = x¯. In the represented case, after the interaction the constraint is
not satisfied.
If the constraint is not satisfied the non-classical shock appears. Since ρl vl = q, we
find (ρl, vl) = (ρˆ, vˆ).
We have:
• ρr < ρˇ2, because vr = vˇ2 and ρr vr < q = ρˇ2 vˇ2;
• ρl > ρˇ2, indeed: applying Lemma 5.3 to (ρm, vm) (which satisfies ρm vm > q =
ρl vl), we find ρm < ρl and since vˇ2 = v
m and ρm vm > q = ρˇ2 vˇ2, we have ρ
m > ρˇ2.
Hence
∆TVt˜(ρ) = |ρr − ρˇ2|+ |ρˇ2 − ρl| − |ρr − ρk| − |ρk − ρl| =
= ρˇ2 − ρr + ρl − ρˇ2 − ρr + ρk − ρl + ρk =
= 2 (ρk − ρr) < 0,
because by the hypothesis we have ρr > ρk.
For the second component, we find
∆TVt˜(v) = |vr − vˇ2|+ |vˇ2 − vl| − |vr − vk| − |vk − vl| =
= 0 + vˇ2 − vl − vk + vr − vk + vl =
= 2 (vr − vk) < 0,
because the conditions vr + p(ρr) = vk + p(ρk) and ρr > ρk imply vˇ2 = v
r < vk.
For the Riemann invariant w, we have:
• wk < wl by hypothesis;
158
• wl > wˇ2, because ρl > ρˇ2 and by Lemma 5.4;
• wr < wˇ2, because ρr < ρˇ2 and vr = vˇ2.
Hence we obtain:
∆TVt˜(w) = |wr − wˇ2|+ |wˇ2 − wl| − |wr − wk| − |wk − wl| =
= wˇ2 − wr + wl − wˇ2 − wl + wk = 0.
Proof of the claim.
Claim: If vk + p(ρk) < vl + p(ρl), ρr < ρm and ρm > ρl, then
ρm − ρr < ρl − ρk.
Proof. Let us call (ρ∗, v∗) ∈ Dv1,v2,w1,w2 the solution to the system (see Figure 5.11){
ρv = ρr vr,
v + p(ρ) = vm + p(ρm).
Fix pi ∈ R+ and consider two points (ρα, vα) and (ρβ, vβ) such that
ρα vα = ρβ vβ = pi, vα = L1(ρ
α, ρl, vl) and vβ = L1(ρ
β, ρk, vk).
Since vl + p(ρl) > vk + p(ρk), by Lemma 5.4 we obtain ρβ < ρα. Moreover vβ > vα,
because ρα vα = ρβ vβ = pi.
Consider the function
pi → dpi(ρα, ρβ) = ρα − ρβ = pi
vα
− pi
vβ
= pi
(
1
vα
− 1
vβ
)
.
We observe that
d
dpi
dpi(ρ
α, ρβ) =
1
vα
− 1
vβ
> 0,
because vβ > vα. Hence the function pi → dpi(ρα, ρβ) is strictly increasing.
Applying this result to (ρα, vα) = (ρ∗, v∗) and (ρβ, vβ) = (ρr, vr) and then to (ρα, vα) =
(ρl, vl) and (ρβ, vβ) = (ρk, vk), we obtain
ρ∗ − ρr ≤ ρl − ρk,
because ρk vk = q ≥ ρr vr. Since ρr < ρm and vr = vm, we have
ρr vr < ρm vm.
Therefore ρ∗ > ρm by Lemma 5.3. Hence
ρm − ρr < ρ∗ − ρr ≤ ρl − ρk.

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5.1.3 A rarefaction wave reaches the constraint
Fix x¯ > 0 and let us consider the Riemann problem (5.2) with initial datum
(ρ, v)(0, x) =
{
(ρk, vk) if x ≤ x¯,
(ρr, vr) if x > x¯.
Suppose that (ρk, vk) and (ρr, vr) are connected by a rarefaction wave, i.e.
ρk ≥ ρr and vr = vk + p(ρk)− p(ρr),
and let σ → (ρσ, vσ) for σ ∈ [0, 1] be a parametrization of the points of the rarefaction.
Fix δ > 0 and let us define the number N = N(δ) ∈ N as
N(δ) =
⌊1
δ
⌋
,
where brc ∈ Z is the integer part of the number r, i.e. the closest integer less or equal
than r. For i = 0, ..., N(δ), let us define the numbers
σi =
i
N
∈ [0, 1]
and the points
{(ρσi , vσi)}Ni=0 ⊂ {(ρσ, vσ)}σ∈[0,1]. (5.22)
Definition 5.2 A rarefaction fan for the rarefaction wave RS((ρk, vk), (ρr, vr)) centred
in x¯ is (see Figure 5.13)
(ρ, v)(t, x) =

(ρk, vk) if
x− x¯
t
≤ λ1(ρk, vk),
(ρσi , vσi) if λ1(ρ
σi−1 , vσi−1) <
x− x¯
t
≤ λ1(ρσi , vσi) for i = 1, ..., N(δ),
(ρr, vr) if
x− x¯
t
> λ1(ρ
r, vr).
(5.23)
The next proposition states that the presence of a rarefaction fan does not have any
influence on the total variation, but only the left and the right states of the initial
datum count.
Proposition 5.7 Let t ∈ R+ be a fixed instant. Fix (ρk, vk) and (ρr, vr) in the invariant
domain Dv1,v2,w1,w2 such that
ρk ≥ ρr and vr = vk + p(ρk)− p(ρr).
Consider the rarefaction fan (5.23). For every i = 1, ..., N , we have
ρσi−1 ≥ ρσi and vσi−1 ≤ vσi .
Moreover for every t ≥ 0 the total variation of the rarefaction fan is
TVt(ρ) = ρ
k − ρr and TVt(v) = vr − vk. (5.24)
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(ρr, vr) = (ρσN , vσN )
ρv
ρ
(ρk, vk) = (ρσ0 , vσ0 )
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(ρσi , vσi )
(ρσN−1 , vσN−1 )
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uσi ur = uσNt
x
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Figure 5.13: Representation of a rarefaction fan.
Proof. We have
ρσi−1 ≥ ρσi ,
because σi−1 ≤ σi and the function σ → ρσ is decreasing, because its derivative is the
first component of the eigenvalue r1 of the flux function which is −1. Moreover, since
vσi−1 + p(ρσi−1) = vk + p(ρk), we obtain:
vσi = vk + p(ρk)− p(ρσi) = vσi−1 + p(ρσi−1)− p(ρσi) ≥ vσi−1 ,
because p(ρσi−1) ≥ p(ρσi).
Therefore
TVt(ρ) =
N∑
j=1
|ρσj − ρσj−1 | =
N∑
j=1
(ρσj−1 − ρσj ) =
= ρσ0 − ρσ1 + ρσ1 − ρσ2 + ...− ρσN =
= ρσ0 − ρσN = ρk − ρr.
Similarly for the velocity. 
Remark 5.2 By Proposition 5.7, we can approximate a rarefaction wave with a rarefac-
tion fan without affecting the total variation and we can consider each discontinuity of
the fan as a single (non-classical) shock which is prolonged forward in time (rarefaction
fans appear only at t = 0 or x = 0).
Fix x¯ > 0. Let us consider the Riemann problems (5.2) centred in x¯ and x = 0 with
initial data
(ρ, v)(0, x) =
{
(ρl, vl) if x ≤ 0,
(ρk, vk) if x > 0.
and (ρ, v)(0, x) =
{
(ρk, vk) if x ≤ x¯,
(ρr, vr) if x > x¯.
(5.25)
Let us suppose that (ρl, vl) and (ρk, vk) are joined by a wave with zero propagation speed
and that (ρk, vk) and (ρr, vr) are connected by a non-classical shock of the first family
with negative speed, i.e.
ρk ≥ ρr and vr = vk + p(ρk)− p(ρr).
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The speed of the shock wave is given by the Rankine-Hugoniot condition in order to
preserve conservation.
Case (ρl, vl) = (ρk, vk)
Proposition 5.8 Assume λ1(ρmin, vmin) < 0. Fix (ρ
l, vl) and (ρr, vr) in the domain
Dv1,v2,w1,w2 and let N ∈ N be the number of wave-fronts of a rarefaction fan.
Assume that ρr < ρl and that a wave joining (ρl, vl) to (ρr, vr) with negative propagation
speed interacts with x = 0 at time t˜ > 0.
Then the wave is a rarefaction, i.e. vr = L1(ρ
r, ρl, vl).
Moreover the following statements hold.
(i) If ρr vr ≤ q, then for every (t, x) ∈ R+ × R we have
RSq2((ρl, vl), (ρr, vr))
(
x
t− t˜
)
=
=

(ρl, vl) if x
t−t˜ ≤ λ1(ρl, vl),
(ρσi , vσi) if λ1(ρ
σi−1, vσi−1) < x
t−t˜ < λ1(ρ
σi , vσi) for i = 1, ..., N,
(ρr, vr) if x
t−t˜ > λ1(ρ
r, vr),
where {(ρσi , vσi)}Ni=1 are the points defined in (5.22). Therefore
∆TVt˜(ρ) = ∆TVt˜(v) = 0 and ∆t˜N = N − 1.
For the Riemann invariant w, we have
∆TVt˜(w) = 0.
(ii) If ρr vr > q, then
RSq2((ρl, vl), (ρr, vr))
(
x
t− t˜
)
=
=

(ρl, vl) if x
t−t˜ ≤ λ1(ρl, vl),
(ρσi , vσi) if λ1(ρ
σi−1 , vσi−1) < x
t−t˜ ≤ λ1(ρσi , vσi) for i = 1, ..., N,
(ρˆ, vˆ) if λ1(ρˆ, vˆ) <
x
t−t˜ ≤ 0,
(ρˇ2, vˇ2) if 0 <
x
t−t˜ ≤ vr,
(ρr, vr) if x
t−t˜ > v
r,
where {(ρσi , vσi)}Ni=1 are the points defined in (5.22) for the rarefaction connecting
(ρl, vl) to (ρˆ, vˆ). Furthermore
∆TVt˜(ρ) ≤ C1 |ρl − ρr|, ∆TVt˜(v) = 0 and ∆t˜N = N + 1,
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where C1 is a constant depending only by q and the domain Dv1,v2,w1,w2.
For the Riemann invariant w, we have
∆TVt˜(w) ≤ C2 |vr − vl|,
where C2 is a constant depending only by q and the domain Dv1,v2,w1,w2.
Proof. Let us observe that ρl vl ≤ q, otherwise the non-classical shock would appear as
the solution given by RSq2 to the Riemann problem with constant initial datum (ρl, vl).
The hypotheses ρl > ρr ensure that the wave with negative speed is a rarefaction which
we approximate with a rarefaction fan. By Remark 5.2, we can consider each disconti-
nuity of the rarefaction fan as a single (non-classical) shock.
q
ρv
ρ
(ρl, vl) = (ρk, vk)
(ρr, vr)
(a) Position of the points in the plane (ρ, ρ v).
(ρl, vl) = (ρk, vk) (ρr, vr)
(ρl, vl) = (ρk, vk) (ρr, vr)
t
t˜
x
(b) After the interaction a new rarefaction
wave (approximated with a rarefaction fan)
appears.
Figure 5.14: Interaction between a wave with negative speed and x = 0 for the case
(ρl, vl) = (ρk, vk) and ρl > ρr. After the interaction the constraint is satisfied.
In case (i) the constraint is satisfied (see Figure 5.14), indeed the solution to the
Riemann problem with initial datum
(ρ, v)(t˜, x) =
{
(ρl, vl) if x ≤ 0,
(ρr, vr) if x > 0,
is a rarefaction wave which can be approximated by the rarefaction fan (5.23). Therefore
it has negative speeds that vary between λ1(ρ
l, vl) and λ1(ρ
r, vr) and
RSq2((ρl, vl), (ρr, vr))(0) = (ρr, vr)
which satisfies the constraint by hypothesis.
Therefore
∆TVt˜(ρ) = |ρr − ρl| − |ρr − ρl| = 0,
∆TVt˜(v) = |vr − vl| − |vr − vl| = 0,
∆TVt˜(w) = |wr − wl| − |wr − wl| = 0 and
∆t˜N = N − 1.
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In case (ii) the constraint is not satisfied (see Figure 5.15).
q
ρv
ρ
(ρl, vl) = (ρk, vk)
(ρr, vr)
(ρˇ2, vˇ2) (ρˆ, vˆ)
(a) Position of the points in the plane (ρ, ρ v).
(ρl, vl) = (ρk, vk) (ρr, vr)
(ρl, vl) (ρr, vr)
t
t˜
x
(ρˆ, vˆ) (ρˇ2, vˇ2)
(b) After the interaction a new rarefaction
joining (ρl, vl) and (ρˆ, vˆ) and the non-classical
shock appear.
Figure 5.15: Interaction between a wave with negative speed and x = 0 for the case
(ρl, vl) = (ρk, vk) and ρl > ρr. After the interaction the constraint is not satisfied.
By Lemma 5.3 applied to (ρl, vl) (which satisfies ρl vl ≤ q), we find ρˆ ≤ ρl. Then
RSq2 connects (ρl, vl) to (ρˆ, vˆ) with a rarefaction wave which can be approximated with
a rarefaction fan. Therefore the difference in the number of waves before and after the
interaction is
∆t˜N = (N + 2)− 1 = N + 1.
We have:
• ρˇ2 < ρr, because ρr vr > q = ρˇ2 vˇ2 and vr = vˇ2;
• ρˇ2 < ρˆ, because vr + p(ρr) = vˆ + p(ρˆ) = vl + p(ρl) and, since ρr vr > q, by Lemma
5.3 we have ρr < ρˆ. Therefore ρˇ2 < ρ
r < ρˆ.
Hence we find
∆TVt˜(ρ) = |ρr − ρˇ2|+ |ρˇ2 − ρˆ|+ |ρˆ− ρl| − |ρr − ρl| =
= ρr − ρˇ2 + ρˆ− ρˇ2 + ρl − ρˆ− ρl + ρr =
= 2 (ρr − ρˇ2) ≤ C (ρl − ρr),
where we have applied Lemma 5.5.
For the second component we have
∆TVt˜(v) = |vr − vˇ2|+ |vˇ2 − vˆ|+ |vˆ − vl| − |vr − vl| =
= 0 + vˇ2 − vˆ + vˆ − vl − vr + vl =
= 0,
because vr = vˇ2, vˆ < vˇ2 (because ρˆ > ρˇ2) and v
r > vˆ ≥ vl (because ρr < ρˆ ≤ ρl and
vr + p(ρr) = vˆ + p(ρˆ) = vl + p(ρl)).
For the Riemann invariant w, we have:
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• wl = wr = wˆ;
• wr > wˇ2, because ρr > ρˇ2, vr = vˇ2;
• wˇ2 < wl, by Lemma 5.4 and the inequalities ρl < ρˆ < ρˇ2.
Therefore
∆t˜TV (w) = |wr − wˇ2|+ |wˇ2 − wˆ| − |wˆ − wl| − |wr − wl| =
= wr − wˇ2 + wˆ − wˇ2 = 2 (wr − wˇ2) =
= 2 (vr + p(ρr)− vˇ2 − p(ρˇ2)) ≤
≤ 2M (ρr − ρˇ2),
where M is a positive constant depending on the invariant domain, because the function
ρ→ p(ρ) is bi-Lipschitz by Lemma 5.6.
By Lemma 5.5, there exists a constant c depending on the invariant domain, for which
ρr − ρˇ2 ≤ 1
c
(vr − vˆ) ≤ 1
c
(vr − vl),
because ρl > ρˆ if and only if vl < vˆ.
Therefore
∆TVt˜(w) ≤ C (vr − vl),
where C is a positive constant depending only on the invariant domain. 
Case (ρl, vl) 6= (ρk, vk)
Proposition 5.9 Assume λ1(ρmin, vmin) < 0. Fix (ρ
l, vl), (ρk, vk) and (ρr, vr) in the
invariant domain Dv1,v2,w1,w2 such that
vk + p(ρk) < vl + p(ρl).
Assume that ρr < ρk and that a wave joining (ρk, vk) to (ρr, vr) with negative speed
interacts in x = 0 at time t˜ > 0 with a wave with zero speed which connects (ρl, vl) to
(ρk, vk).
Then the wave with negative speed is a rarefaction wave and the wave with zero speed is
a non-classical shock. Moreover
RSq2((ρl, vl), (ρr, vr))
(
x
t− t˜
)
=

(ρl, vl) if x
t−t˜ ≤ 0,
(ρˇ2, vˇ2) if 0 <
x
t−t˜ ≤ vr,
(ρr, vr) if x
t−t˜ > v
r.
Finally
∆TVt˜(ρ) ≤ C1 (ρk − ρr), ∆TVt˜(v) = 0 and ∆t˜N = 0,
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where C1 is a constant depending only by q and the domain Dv1,v2,w1,w2.
For the Riemann invariant w, we have
∆TVt˜(w) ≤ C2 |vr − vl|,
where C2 is a constant depending only by q and the domain Dv1,v2,w1,w2.
Proof. Proposition 5.3 ensures that ρl vl = ρk vk = q. The hypothesis vk + p(ρk) <
vl + p(ρl) and Lemma 5.4 imply that ρk < ρl. By Propositions 5.2 and 5.3 the wave
with zero speed is a non-classical shock. Since ρr < ρk, the wave with negative speed is
a rarefaction. By Remark 5.2, we can consider it as a single shock.
Let us call (ρm, vm) the middle state of the classical solution to the Riemann problem
with initial datum
(ρ, v)(t˜, x) =
{
(ρl, vl) if x ≤ 0,
(ρr, vr) if x > 0.
Since vr + p(ρr) = vk + p(ρk), ρk vk = q and ρr < ρk, by Lemma 5.3 we find ρr vr > q.
Moreover ρm vm > ρr vr > q, because the conditions vm = vr and
vm + p(ρm) = vl + p(ρl) > vk + p(ρk) = vr + p(ρr)
imply ρm > ρr.
Therefore the constraint is not satisfied and the solution RSq2((ρl, vl), (ρr, vr))(0) is the
non-classical shock; see Figure 5.16.
q
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ρ
(ρm, vm)
(ρˇ2, vˇ2)
(ρl, vl) = (ρˆ, vˆ)
(ρk, vk)
(ρr, vr)
(a) Position of the points in the plane (ρ, ρ v).
t˜
(ρk, vk)(ρl, vl)
(ρr, vr)
(ρr, vr)
(ρˇ2, vˇ2)
t
xx¯0
(ρl, vl) = (ρˆ, vˆ)
(b) After the interaction the non-classical
shock appears.
Figure 5.16: Interaction between a wave with negative speed and x = 0 for the case
(ρl, vl) 6= (ρk, vk) and ρk > ρr. After the interaction the constraint is not satisfied.
Since ρl vl = q the solution for x ≤ 0 is constant. Therefore
∆t˜N = 2− 2 = 0.
We have:
• ρr > ρˇ2, because ρr vr > q = ρˇ2 vˇ2 and vr = vˇ2;
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• ρˇ2 < ρl, because ρl > ρk > ρr > ρˇ2.
Therefore
∆TVt˜(ρ) = |ρr − ρˇ2|+ |ρˇ2 − ρl| − |ρr − ρk| − |ρk − ρl| =
= ρr − ρˇ2 + ρl − ρˇ2 − ρk + ρr − ρl + ρk =
= 2 (ρr − ρˇ2) ≤ C (ρk − ρr),
by Lemma 5.5.
For the second component, we obtain
∆TVt˜(v) = |vr − vˇ2|+ |vˇ2 − vl| − |vr − vk| − |vk − vl| =
= 0 + vˇ2 − vl − vr + vk − vk + vl = 0,
because vˇ2 = v
r.
For the Riemann invariant w, we have wr = wk and wk < wl by hypothesis. Moreover
wˇ2 < w
r, because ρr > ρˇ2 and v
r = vˇ2. Therefore
∆TVt˜(w) = |wr − wˇ2|+ |wˇ2 − wˆ| − |wr − wk| − |wk − wl| =
= wr − wˇ2 + wl − wˇ2 − wl + wk = 2 (wr − wˇ2) =
= 2 (vr + p(ρr)− vˇ2 − p(ρˇ2)) ≤
≤ 2M (ρr − ρˇ2),
where M is a positive constant depending on the invariant domain, because the function
ρ→ p(ρ) is bi-Lipschitz by Lemma 5.6.
By Lemma 5.5, there exists a constant c depending on the invariant domain, for which
ρr − ρˇ2 ≤ 1
c
(vr − vˆ) = 1
c
(vr − vl),
because (ρl, vl) = (ρˆ, vˆ).
Therefore
∆TVt˜(w) ≤ C (vr − vl),
where C is a positive constant depending only on the invariant domain. 
5.1.4 Other interactions
Let us now consider the case of two waves interacting at time t˜, “far” from the line
x = 0.
Two waves with positive speed
The next proposition states that two waves with positive speed cannot interact, provided
that the functions ρ → ρL1(ρ, ρ0, v0) passing through some point (ρ0, v0) in R+ × R+
are decreasing in the invariant domain Dv1,v2,w1,w2 .
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Proposition 5.10 Assume λ1(ρmin, vmin) < 0. Fix three points (ρ
l, vl), (ρk, vk) and
(ρr, vr) in the invariant domain Dv1,v2,w1,w2 and suppose that two waves with positive
speed join respectively (ρl, vl) to (ρk, vk) and (ρk, vk) to (ρr, vr). Then:
(i) the waves are contact discontinuities;
(ii) the waves do not interact.
Proof. By Lemma 5.2, the hypothesis λ1(ρmin, vmin) < 0 implies that waves with
positive speed are of the second family, i.e. contact discontinuities. Hence vl = vk = vr.
The wave joining (ρl, vl) to (ρk, vk) has propagation speed vk and the wave connecting
(ρk, vk) to (ρr, vr) has speed vr; see Figure 5.17. Therefore no interactions happen
between the waves. 
t
x(ρl, vl) (ρk, vk) (ρr, vr)
vk = vl vr = vk
Figure 5.17: Under the hypotheses λ1(ρmin, vmin) < 0, two waves with positive speed
cannot interact, because they travel with the same speed.
Two waves with negative speed
The next proposition shows that two waves with negative speed can interact. After the
interaction a new wave with negative speed arises and the total variation decreases.
Proposition 5.11 Fix three points (ρl, vl), (ρk, vk) and (ρr, vr) in the invariant domain
Dv1,v2,w1,w2 and suppose that two waves with negative speed connect respectively (ρl, vl)
to (ρk, vk) and (ρk, vk) to (ρr, vr). If at time t˜ > 0 the waves interact at some point
x¯ ∈ R, then:
(i) after the interaction only a new wave of the first family appears;
(ii) the total variation decreases or remains constant:
∆TVt˜(ρ) ≤ 0, ∆TVt˜(v) ≤ 0 and ∆TVt˜(w) = 0;
(iii) the number of waves before and after the interaction decreases:
∆t˜N = −1.
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Proof. Waves with negative speed are of the first family, i.e. shock or rarefaction
waves. Therefore
vl + p(ρl) = vk + p(ρk) = vr + p(ρr).
At time t˜ we have to solve the Riemann problem with initial datum
(ρ, v)(t˜, x) =
{
(ρl, vl) if x ≤ x¯,
(ρr, vr) if x > x¯.
Since vl+p(ρl) = vr+p(ρr), the solution is a new wave of the first family. If the solution
is a shock, then the number of waves decreases:
∆t˜N = −1.
If the solution is a rarefaction wave, by Remark 5.2, we approximate it with a single
shock. Hence
∆t˜N = −1.
Therefore we find (see Figure 5.18)
∆TVt˜(ρ) = |ρr − ρl| − |ρr − ρk| − |ρk − ρl| and
∆TVt˜(v) = |vr − vl| − |vr − vk| − |vk − vl|.
By the triangular inequality, we have
|ρr − ρl| ≤ |ρr − ρk|+ |ρk − ρl|.
Hence
∆TVt˜(ρ) ≤ 0.
Similarly for the velocity.
For the Riemann invariant w, we have wr = wk = wl. Hence
∆TVt˜(w) = |wr − wl| − |wr − wk| − |wk − wl| = 0.

A wave has negative speed and a wave has positive speed
Proposition 5.12 Assume λ1(ρmin, vmin) < 0. Fix three points (ρ
l, vl), (ρk, vk) and
(ρr, vr) in the invariant domain Dv1,v2,w1,w2. Assume that a wave with positive speed
joins (ρl, vl) to (ρk, vk) and a wave with negative speed connects (ρk, vk) to (ρr, vr) and
that the two waves interacts at time t˜ > 0 at a point x¯ ∈ R. Let (ρm, vm) be the middle
state of the classical solution to the Riemann problem with initial datum
(ρ, v)(t˜, x) =
{
(ρl, vl) if x ≤ x¯,
(ρr, vr) if x > x¯.
(5.26)
Then:
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(ρl, vl) (ρk, vk) (ρr, vr)
t
x
(ρr, vr)(ρl, vl)
t˜
x¯
D
Figure 5.18: Two waves with negative speed interact at time t˜. After the interaction a
new wave with negative speed appears.
(i) the solution after the interaction is given by a wave of the first family joining
(ρl, vl) to (ρm, vm) and a wave of the second family connecting (ρm, vm) to (ρr, vr)
(the middle state always appears);
(ii) for the total variation we have:
∆TVt˜(ρ) ≤ C |vr − vl| ∆TVt˜(v) ≤ 0 and ∆TVt˜(w) = 0,
where C is a positive constant depending only on the invariant domain Dv1,v2,w1,w2;
(iii) the number of waves before and after the interaction remains unchanged:
∆t˜N = 0.
Proof. By Lemma 5.2, the hypothesis λ1(ρmin, vmin) < 0 implies that waves of the first
family, i.e. shock or rarefaction waves, have negative speed. Hence waves with positive
speed are of the second family, i.e. contact discontinuities. Therefore
vl = vk and vk + p(ρk) = vr + p(ρr).
We have
vl + p(ρl) 6= vr + p(ρr),
otherwise it would be vl+p(ρl) = vk+p(ρk), which implies (ρl, vl) = (ρk, vk). Moreover,
we have
vl 6= vr,
otherwise we find vk = vl = vr, which implies that a wave of the second should join
(ρk, vk) to (ρr, vr). Hence the middle state (ρm, vm) appears in the solution to the
Riemann problem with initial datum (5.26) and by the definition of (ρm, vm), it is
connected to (ρl, vl) and (ρr, vr) respectively by a wave of the first and of the second
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(ρl, vl) (ρk, vk) (ρr, vr)
(ρl, vl) (ρr, vr)(ρm, vm)
t
t˜
xx¯
DE
Figure 5.19: One wave with positive speed interacts with another one with negative
speed. After the interaction two new waves appear: one has negative speed and one has
positive speed.
family; see Figure 5.19.
If the wave joining (ρl, vl) to (ρm, vm) is a shock, then the number of waves remains
unchanged. If the wave is a rarefaction, we approximate it with a single non-classical
shock. Hence
∆t˜N = 0.
For the speed we find:
∆TVt˜(v) = |vr − vm|+ |vm − vl| − |vr − vk| − |vk − vl| =
= 0 + |vr − vl| − |vr − vl| − 0 =
= 0,
because vr = vm and vk = vl.
For the Riemann invariant w, since wr = wk and wm = wl, we find
∆TVt˜(w) = |wr − wm|+ |wm − wl| − |wr − wk| − |wk − wl| =
= |wr − wm| − |wk − wl| =
= |wr − wl| − |wr − wl| = 0.
For the density we have
∆TVt˜(ρ) = |ρr − ρm|+ |ρm − ρl| − |ρr − ρk| − |ρk − ρl|.
We have to distinguish different cases.
First, suppose that
vl + p(ρl) < vk + p(ρk).
171
If vr < vk, then (see Figure 5.20a)
∆TVt˜(ρ) = ρ
r − ρm + ρm − ρl − ρr + ρk − ρk + ρl = 0,
because:
• vm = vr and vr + p(ρr) = vk + p(ρk) > vl + p(ρl) = vm + p(ρm) imply ρr > ρm;
• vm + p(ρm) = vl + p(ρl) and vm = vr < vk = vl imply ρm > ρl;
• vk + p(ρk) = vr + p(ρr) and vr < vk imply ρr > ρk;
• vk = vl and vk + p(ρk) > vl + p(ρl) imply ρk > ρl.
If vr > vk, then (see Figure 5.20b)
∆TVt˜(ρ) = ρ
r − ρm + ρl − ρm − ρk + ρr − ρk + ρl = 2 (ρr − ρm + ρl − ρk).
We claim (Claim (i)) that
ρr − ρm ≤ C|vr − vl|+ |ρk − ρl| = C(vr − vl) + (ρk − ρl),
where C is a constant depending only on the invariant domain Dv1,v2,w1,w2 . We postpone
the proof of this claim. Hence
∆TVt˜(ρ) ≤ 2C (vr − vl).
ρv
ρ
(ρk, vk)
(ρr, vr)
(ρm, vm)
(ρl, vl)
(a) Case vk > vr.
ρv
ρ
(ρk, vk)
(ρr, vr)
(ρm, vm)
(ρl, vl)
(b) Case vk < vr.
Figure 5.20: Interaction between a wave with negative speed and a wave with positive
speed: flux diagram. Case vl + p(ρl) < vk + p(ρk).
Now, suppose that
vl + p(ρl) > vk + p(ρk).
If vr > vl, then (see Figure 5.21a)
∆TVt˜(ρ) = ρ
m − ρr + ρl − ρm − ρk + ρr − ρl + ρk = 0,
because:
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• vm = vr and vm + p(ρm) = vl + p(ρl) > vk + p(ρk) = vr + p(ρr) imply ρm > ρr;
• vl < vr = vm and vm + p(ρm) = vl + p(ρl) imply ρl > ρm;
• vk = vl < vr and vr + p(ρr) = vk + p(ρk) imply ρk > ρr;
• vl = vk and vl + p(ρl) > vk + p(ρk) imply ρl > ρk.
If vr < vl, then (see Figure 5.21b)
∆TVt˜(ρ) = ρ
m − ρr + ρm − ρl − ρr + ρk − ρl + ρk = 2 (ρm − ρr + ρk − ρl).
We claim (Claim (ii)) that
ρl − ρk ≥ ρm − ρr.
We postpone the proof of this claim.
Hence
∆TVt˜(ρ) ≤ 0.
ρv
ρ
(ρk, vk)
(ρr, vr)
(ρm, vm)
(ρl, vl)
(a) Case vk < vr.
ρv
ρ
(ρk, vk)
(ρr, vr)
(ρm, vm)
(ρl, vl)
(b) Case vk > vr.
Figure 5.21: Interaction between a wave with negative speed and a wave with positive
speed: flux diagram. Case vl + p(ρl) > vk + p(ρk).
Proof of the claims.
Claim (i): If wr = vr + p(ρr) > vl + p(ρl) = wl and vr > vk = vl, then
ρr − ρm ≤ C|vr − vl|+ |ρk − ρl|.,
where C is a constant depending only on the invariant domain Dv1,v2,w1,w2 .
Proof. Observe that
ρr − ρm = p−1(wr − vr)− p−1(wl − vm),
because wm = wl. Similarly
ρk − ρl = p−1(wr − vk)− p−1(wl − vl).
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Since vl = vk and vm = vr, we find
ρr − ρm = p−1(wr − vr)− p−1(wl − vr) and ρk − ρl = p−1(wr − vl)− p−1(wl − vl).
Consider the function
v → ϕ(v) = p−1(wr − v)− p−1(wl − v).
We can write
ρr − ρm = ϕ(vr) and ρk − ρl = ϕ(vl).
We find
ϕ′(v) =
1
p′(p−1(wl − v)) −
1
p′(p−1(wr − v)) .
Suppose that ϕ is Lipschitz continuous and let C be the Lipschitz constant, i.e.
|ϕ′(v)| ≤ C for every v ∈ [v1, v2].
Hence we find
|ϕ(vr)− ϕ(vl)| ≤ C|vr − vl|,
which, by the triangular inequality, implies
|ρr − ρm| = |ρr − ρm + ρk − ρk + ρl − ρl| ≤
≤ |ρr − ρm − ρk + ρl|+ |ρk − ρl| ≤ |ϕ(vr)− ϕ(vl)|+ |ρk − ρl| ≤
≤ C |vr − vl|+ |ρk − ρl|.
We have only to show that ϕ is Lipschitz continuous.
Since wr − v > wl − v, wl > w1 and p−1 and p′ are increasing functions, we find
|ϕ′(v)| ≤
∣∣∣ 1
p′(p−1(wl − v))
∣∣∣+ ∣∣∣ 1
p′(p−1(wr − v))
∣∣∣ ≤
≤ 2
∣∣∣ 1
p′(p−1(wl − v))
∣∣∣ ≤ 2 sup
v∈[v1,v2]
∣∣∣ 1
p′(p−1(wl − v))
∣∣∣ ≤
≤ 2
infv∈[v1,v2] p′(p−1(wl − v))
≤
≤ 2
p′(p−1(w1 − v2)) =: C.
Finally, let us recall the Definition 5.4 of the point (ρmin, vmin), which is the solution to
the system {
v + p(ρ) = w1,
v = v2.
We have p(ρmin) = w1 − v2, which implies w1 − v2 > 0. Hence the constant C depends
only on the invariant domain Dv1,v2,w1,w2 , is positive and is finite.
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Claim (ii): If wr = vr + p(ρr) < vl + p(ρl) = wl and vl > vr, then
ρl − ρk ≥ ρm − ρr.
Proof. Observe that
ρl − ρk = p−1(wl − vl)− p−1(wr − vl),
because vl = vk and wr = wk. Similarly
ρm − ρr = p−1(wl − vr)− p−1(wr − vr).
Hence, if we show that the function
v → ψ(v) = p−1(wl − v)− p−1(wr − v)
is increasing, we find the thesis, because vl > vr.
We have
ψ′(v) = − 1
p′(p−1(wl − v)) +
1
p′(p−1(wr − v)) .
Since wl > wr, we obtain:
wl − v > wr − v =⇒ p−1(wl − v) ≥ p−1(wr − v) =⇒ 1
p′(p−1(wr − v)) ≥
1
p′(p−1(wl − v)) .
Therefore ψ is increasing. 
5.2 Wave-Front Tracking
Let us denote BV (R,Rd) the set of the functions with bounded total variation defined
in R and with values in Rd. In this section we are going to find a solution to the Cauchy
problem 
∂tρ+ ∂x(ρv) = 0,
∂t(ρ(v + p(ρ)) + ∂x[ρv(v + p(ρ))] = 0,
ρ(t, 0) v(t, 0) ≤ q,
(ρ, v)(0, x) = (ρ0, v0)(x),
(5.27)
where q ∈ R+ is a fixed constant and (ρ0, v0) is a function in L1(R) ∩BV (R).
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5.2.1 The number of waves and interactions
In Table 5.2 are summarized the results obtained in the previous section on the differ-
ence ∆t˜N of the number of waves before and after an interaction between two waves,
happened at time t˜.
Position Interacting waves ∆t˜N Propositions
x = 0 Contact discontinuity and x = 0 ≤ 2 5.1, 5.4
x = 0 Shock and x = 0 ≤ 1 5.5, 5.6
x = 0 Rarefaction wave and x = 0 ≤ N + 1 5.8, 5.9
x 6= 0 Two waves with positive speed Never occurs 5.10
x 6= 0 Two waves with negative speed ≤ 0 5.11
x 6= 0 One wave has speed > 0 and one < 0 = 0 5.12
Table 5.2: List of the difference in the number of waves before and after an interaction.
The next proposition gives two estimates of the total number of waves and the total
number of interactions that appear solving the sequence of Riemann problems for a
piecewise constant initial datum, with a finite number of discontinuities.
Proposition 5.13 Assume λ1(ρmin, vmin) < 0. Consider the Cauchy problem (5.27)
and assume that the initial datum (ρ0, v0) is piecewise constant with a finite number of
discontinuities. Let k1 ∈ N and k2 ∈ N be respectively the number of discontinuities for
x < 0 and for x > 0. Let N be the number of discontinuities of a rarefaction fan.
1. The total number N of waves that appear solving each Riemann problem centred
in a discontinuity of the initial datum and at a point of interaction between two
waves or between a wave and the line x = 0, with the Riemann solvers RSq2 in
x = 0 and RS in x 6= 0, satisfies
N ≤ N + 2 + (N + 1)(k1 + k2) + 2 k1 +N (N + 1) k2.
2. The total number I of interactions between the waves that appear solving each
Riemann problem centred in a discontinuity of the initial datum and at a point of
interaction between two waves or between one wave and the line x = 0 with the
Riemann solvers RSq2 in x = 0 and RS in x 6= 0, satisfies
I ≤k1 +N k2 +N2[(k1 + 1)2 + 2 k22] +N [k21 + k22 + (k1 + 1) k2]+
+ (k1 +N
2 k2)(2k1 +N
2 k2 +N (k1 + 1)].
Proof. First, let us consider the total number of waves.
The number of waves that appear at each Riemann problem at t = 0 is at most N + 2.
Indeed, let xν be a discontinuity far from x = 0 and let (ρ
ν−
0 , v
ν−
0 ) and (ρ
ν+
0 , v
ν+
0 ) be
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respectively the left and right value of the initial datum at x = xν . Let (ρ
m,ν
0 , v
m,ν
0 ) be
the middle state of the classical solution to the Riemann problem with initial datum
(ρ, v)(0, x) =
{
(ρν−0 , v
ν−
0 ) if x ≤ xν ,
(ρν+0 , v
ν+
0 ) if x > xν .
The highest number of wave-fronts centred in x = xν appears when a rarefaction fan joins
(ρν−0 , v
ν−
0 ) to (ρ
m,ν
0 , v
m,ν
0 ), followed by a contact discontinuity connecting (ρ
m,ν
0 , v
m,ν
0 ) to
(ρν+0 , v
ν+
0 ). In this case the total number of waves is
Nxν = N + 1.
At x = 0, if the solution given by RSq2 coincides with the classical one and if the initial
datum has a discontinuity, we can repeat the same calculation. Otherwise we have the
maximum number of waves when a rarefaction fan joins (ρ0−0 , v
0−
0 ) to (ρˆ, vˆ) and a contact
discontinuity joins (ρˇ2, vˇ2) to (ρ
0+
0 , v
0+
0 ). In this case the number of waves is
N0 = N + 2,
because the non-classical shock between (ρˆ, vˆ) and (ρˇ2, vˇ2) appears.
The number of waves increases only when a contact discontinuity or a rarefaction wave
reaches the line x = 0 and the increment is respectively of 2 and N + 1 waves; see
Table 5.2. Since λ1(ρmin, vmin) < 0, the waves of the first family have negative speed.
Therefore, only the contact discontinuities centred in the points xν < 0 can reach the
constraint. Their contribution to the increment of the total number of waves is 2 k1.
On the contrary, only waves of the first family can reach the constraint from the right.
Their maximal number is k2N , because at each discontinuity xν > 0 can arise N (non-
classical) shocks with negative speed due to the presence of a rarefaction fan. When
these shocks meet the constraint, at most N + 1 new waves arise.
Therefore the total number of waves is at most
N + 2 + (N + 1)(k1 + k2) + 2 k1 +N (N + 1) k2.
Now, let us turn our attention to the number of interactions.
Waves of the second family do not interact together; see Table 5.2. Therefore we have
to consider only the interactions between waves of the first family, between waves of the
first and the second family and between waves and x = 0. In the first case the number
of waves decreases and in the second the number remains unchanged; see Table 5.2. For
t > 0, new waves can arise only as the result of an interaction between a wave of the
first or of the second family and the line x = 0.
At most k1 contact discontinuities and N k2 waves of the first family can reach the
constraint respectively from left and from right.
In the region x < 0 the possible interactions are the following.
• Interactions between waves of the first family : the number of waves of the first
family in the considered region at time t = 0+ is less than
N k1 +N = N(k1 + 1),
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because from each of the k1 discontinuities of the initial datum and at x = 0
there can be a rarefaction fan. If all these waves interact together, the number of
interactions is
[N(k1 + 1)]
2.
When a wave of the first family coming from a point of discontinuity xν > 0 reaches
the constraint, a number N of new waves of the first family can arise. Similarly
when a contact discontinuity reaches the constraint from left a new wave of the first
family can appear. If all these waves interact with each other and with the waves
of the first family centred in the discontinuities xν < 0, the number of interactions
is
(k1 +N
2 k2)(k1 +N
2 k2 +N(k1 + 1)).
• Interactions between waves of the first and the second family : at each discontinuity
xν < 0 of the initial datum arise at most k1 waves of the second family and N k1
waves of the first family. If all these waves interact, the number of interactions is
k1Nk1.
From x = 0 come at most k1 + N
2k2 waves of the first family which can interact
with the k1 waves of the second family arisen in xν < 0. Therefore the number of
interactions between these waves is less than
k1(k1 +N
2 k2).
In the region x > 0 the possible interactions are the following.
• Interactions between waves of the first family : in the region x > 0 there are at most
N k2 waves of the first family. Therefore the maximum number of interactions is
(N k2)
2.
• Interactions between waves of the first and the second family : there are k2 contact
discontinuities coming from the discontinuities xν > 0 of the initial datum which
can interact with the Nk2 waves of the first family of the rarefaction fans. The
total number of interactions between these waves is less than
N k22.
The number of waves of the second family that can arise at x = 0 is 1+k1+N k2. If
all these waves interact with waves of the first family centred in the points xν > 0,
then the number of possible interactions is
(k1 + 1 +N k2)N k2.
Summing all the contributions and reordering the terms, we find
I ≤k1 +N k2 +N2[(k1 + 1)2 + 2 k22] +N [k21 + k22 + (k1 + 1) k2]+
+ (k1 +N
2 k2)(2k1 +N
2 k2 +N (k1 + 1)].

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5.2.2 The total variation
In Tables 5.3 and 5.4 are summarized the results obtained in the previous section on
the differences of the total variation respectively in the (ρ, v) and in the (v, w) plane,
before and after an interaction happened at time t˜. The points (ρl, vl) and (ρr, vr) are
respectively the left and the right state of the Riemann problem which originates the
contact discontinuity or the rarefaction wave at t = 0, for the case x = 0 and for the
Riemann problem in t˜ in the case x 6= 0. The positive constant C depends only on the
invariant domain Dv1,v2,w1,w2 .
Position Interacting waves ∆TVt˜(ρ) ≤ ∆TVt˜(v) ≤
x = 0 Contact discontinuity and x = 0 C|ρr − ρl| C|ρr − ρl|
x = 0 Shock and x = 0 0 0
x = 0 Rarefaction wave and x = 0 C|ρr − ρl| 0
x 6= 0 Two waves with positive speed Never occurs Never occurs
x 6= 0 Two waves with negative speed 0 0
x 6= 0 One wave has speed > 0 and one < 0 C|vr − vl| 0
Table 5.3: List of the difference of the total variation before and after an interaction
in the (ρ, v) plane. The points (ρl, vl) and (ρr, vr) are respectively the left and the
right state of the Riemann problem which originates the contact discontinuity or the
rarefaction wave at t = 0, for the case x = 0 and for the Riemann problem in t˜ in the
case x 6= 0. See Table 5.2 for a list of the propositions in which each case is discussed.
Position Interacting waves ∆TVt˜(v) ≤ ∆TVt˜(w) ≤
x = 0 Contact discontinuity and x = 0 C|wr − wl| 0
x = 0 Shock and x = 0 0 0
x = 0 Rarefaction wave and x = 0 0 C|vr − vl|
x 6= 0 Two waves with positive speed Never occurs Never occurs
x 6= 0 Two waves with negative speed 0 0
x 6= 0 One wave has speed > 0 and one < 0 0 0
Table 5.4: List of the difference of the total variation before and after an interaction
in the (v, w) plane. The points (ρl, vl) and (ρr, vr) are respectively the left and the
right state of the Riemann problem which originates the contact discontinuity or the
rarefaction wave at t = 0, for the case x = 0 and for the Riemann problem in t˜ in the
case x 6= 0. See Table 5.2 for a list of the propositions in which each case is discussed.
The next theorem states that a function with bounded variation can be approximated
with a piecewise constant function having a finite number of discontinuities. See [4] for
the proof.
Theorem 5.1 Let u be a function in BV (R,Rd). For every ε > 0, there exists a
piecewise constant function u˜ in BV (R,Rd) having a finite number of discontinuities
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and such that
TV (u˜) ≤ TV (u) and ‖ u− u˜ ‖∞< ε.
Corollary 5.1 Let u be a function in BV (R,Rd). There exists a sequence of piecewise
constant functions {uν}ν ∈ N satisfying:
(i) for every ν, the function uν has a finite number of discontinuities;
(ii) for every ν, we have
TV (uν) ≤ TV (u);
(iii) uν → u when ν → +∞ in L1loc(R).
Proof. For the points (i) and (ii) we have only to apply Theorem 5.1 with
ε =
1
ν
.
To prove point (iii), let us consider a compact K ⊂ R. We find∫
K
|uν(x)− u(x)| dx ≤
∫
K
‖ uν − u ‖∞ dx ≤ 1
ν
|K| ν→+∞−−−−→ 0.

Consider the Cauchy problem (5.27). The initial datum (ρ0, v0) has bounded varia-
tion, hence applying Corollary 5.1 we find a sequence (ρ0,ν , v0,ν) of piecewise constant
functions with bounded variation, with a finite number of discontinuities and such that
TV (ρ0,ν) + TV (v0,ν) ≤ TV (ρ0) + TV (v0) for every ν ∈ N and (5.28)
lim
ν→+∞ ‖ (ρ0,ν , v0,ν)− (ρ0, v0) ‖L1loc(R)= 0. (5.29)
Let kν1 and k
ν
2 be the finite numbers of discontinuities of the function (ρ0,ν , v0,ν) respec-
tively before and after x = 0. Let us define the sequence of the points of discontinuity
of (ρ0,ν , v0,ν) as
{xνi }k
ν
2
i=−kν1 , x
ν
i < x
ν
i+1 for every i ∈ N, (5.30)
where xν0 = 0 (even if x = 0 is not a point of discontinuity of (ρ0,ν , v0,ν)). Therefore
there exists a sequence of points {(ρi0,ν , vi0,ν)}k
ν
2
i=−kν1−1 for which we can write
(ρ0,ν , v0,ν) = (ρ
−kν1−1
0,ν , v
−kν1−1
0,ν )1(−∞,xν−kν1 )
+
kν2−1∑
i=−kν1
(ρi0,ν , v
i
0,ν)1[xνi ,xνi+1)+
+ (ρ
kν2
0,ν , v
kν2
0,ν)1[xνkν2
,+∞).
(5.31)
For a fixed ν the function (ρ0,ν , v0,ν) is piecewise constant. Hence solving the sequence
of Riemann problems centred in the points {xνn}k
ν
2
n=−kν1 with RS at x 6= 0 and RS
q
2 at
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x = 0, we obtain a solution to the Cauchy problem with initial datum (ρ0,ν , v0,ν) until
an interaction happens at time t1. Solving the new Riemann problem at the point of
interaction, with either RS at x 6= 0 or RSq2 at x = 0, we find a solution until there is
a new interaction at time t2. Repeating the process we obtain a solution (ρν , vν) to the
Cauchy problem (5.27) with initial datum (ρ0,ν , v0,ν). We call this solution “wave-front
tracking approximation”.
Proposition 5.13 ensures that the number of waves and interactions that appear with
this procedure is finite for every ν and depends on the number of points of discontinuity
of the initial datum and of a rarefaction fan. Hence the function (ρν , vν) is defined for
every t > 0.
Let us denote
Γwν (t) = TVt(wν) and Γ
v
ν(t) = TVt(vν)
the functions which give the total variation respectively of wν(t, ·) = vν(t, ·) + p(ρν(t, ·))
and vν = vν(·, t) at time t and
Γw0 = TV (w0) = TV (v0 + p(ρ0)) and Γ
v
0 = TV (v0).
The next proposition gives an uniform estimate of the total variation for the v and w
components of the functions of the sequence {(ρν , vν)}ν∈N.
Proposition 5.14 Assume λ1(ρmin, vmin) < 0. Let (ρν , vν) be a wave-front tracking
approximation for the Cauchy problem (5.27) with initial datum (ρ0,ν , v0,ν) satisfying
the conditions (5.28) and (5.29). Let ξν = {xνi }k
ν
2
i=−kν1 be the sequence of the points of
discontinuity of the initial datum (ρ0,ν , v0,ν) defined in (5.30) and let
{(ρi0,ν , vi0,ν)}k
ν
2
i=−kν1−1 ⊂ Dv1,v2,w1,w2
be the sequence of values of the initial datum. There exists a positive constant M such
that
Γvν(t) ≤M and Γwν (t) ≤M for every ν ∈ N and t > 0.
Proof. Let us consider an interaction between a wave of the first family joining a point
(ρl, vl) to a point (ρk, vk) and a wave of the second family connecting (ρk, vk) to (ρr, vr).
By Proposition 5.12, after the interaction the solution is given by a new wave of the
first family and a new wave of the second family. Consider the value of the Riemann
invariant w on the left and on the right of the wave of the second family, respectively wl
and wk = wr. After the interaction the middle state (ρm, vm) appears. The left and the
right values of the Riemann invariant w on the left and on the right of the new contact
discontinuity remain wl and wr, because wm = wl.
Similarly, since vm = vr, the left and the right velocity of the wave of the first family
before and after the interaction are always vl and vr.
If the interaction is between two waves of the first family joining respectively (ρl, vl) to
(ρk, vk) and (ρk, vk) to (ρr, vr), only a new wave of the first family appears and the left
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and right velocity are vl and vr. Therefore the values of the left and right speed change.
However, since
∆TVt˜(v) ≤ 0 and ∆TVt˜(w) ≤ 0,
without loss of generality, we can assume that the left and the right traces of the speed
of a wave of the first family are constant.
If pν ≤ kν1 is the number of contact discontinuities that arise from the Riemann problem
with initial datum
(ρ, v)(0, x) =
{
(ρi−10,ν , v
i−1
0,ν ) if x ≤ xνi ,
(ρi0,ν , v
i
0,ν) if x > x
ν
i ,
the number of waves which reach the constraint remains pν . We can assign to the wave
of the second family centred in xνi the number i.
The v component of the total variation changes only when a contact discontinuity reaches
the constraint (see Table 5.4) and the contribution is
C |wl − wr|,
where C is a constant which depends only on the invariant domain Dv1,v2,w1,w2 and
(ρl, vl) and (ρr, vr) are the left and the right states of the Riemann problem from which
the wave is born.
Since the left and the right values of the Riemann invariant w remain constant, when
the i-th contact discontinuity interacts with the line x = 0, the left and the right traces
of the component w of the wave are respectively wi−1ν,0 and w
i
ν,0.
Assume that pν = k
ν
1 and let t
i, for i ∈ {1, ..., kν1}, be the instant in which the i-th
contact discontinuity reaches the constraint. Since xνi < x
ν
i+1 and waves of the second
family do not interact together, these instants increase with i, i.e.
ti+1 > ti.
Therefore we find
Γvν(t
kν1+) ≤ Γvν(tk
ν
1−) + C|w−kν1−10,ν − w−k
ν
1
0,ν | =
= Γvν(t
kν1−1+) + C|w−kν1−10,ν − w−k
ν
1
0,ν | ≤
≤ Γvν(tk
ν
1−1−) + C(|w−kν10,ν − w−k
ν
1+1
0,ν |+ |w−k
ν
1−1
0,ν − w−k
ν
1
0,ν |) ≤
≤ · · · ≤ Γvν(0) + C
−1∑
j=−kν1
|wj−10,ν − wj0,ν | ≤
≤ Γvν(0) + C Γwν (0).
By Corollary 5.1, we have
Γvν(0) ≤ Γv0 + Γw0 and Γwν (0) ≤ Γv0 + Γw0 .
After tk
ν
1+ the v component of the total variation remains constant. Hence for every
t > 0, we find
Γvν(t) ≤ (C + 1)(Γv0 + Γw0 ) =: M.
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Similarly, the w component of the total variation increases only when a discontinuity of
a rarefaction fan born at t = 0 reaches the constraint. These waves can interact with
x = 0 only if they are centred in the positive points of discontinuity of the initial datum
(ρ0,ν , v0,ν), because they have negative speed. Let qν be their number. We have
qν ≤ N kν2 ,
where N is the number of discontinuities of a rarefaction fan. In the region x > 0 this
number remains constant or decreases. By Proposition 5.7, when we look to the total
variation, we can consider a rarefaction fan as a single non-classical shock.
Assume that the number qν remains constant and let us assign to each wave a number
i ∈ {1, ..., qν}. When at time ti the i-th wave reaches the line x = 0, the contribution to
the w component of the total variation is at most
C|vr − vl|,
where C is a constant depending only on the invariant domain and (ρl, vl) and (ρr, vr)
are the left and the right states of the Riemann problem from which the wave is born.
The contribution of the i-th wave to the w component of the total variation is at most
C |vi−10,ν − vi0,ν |.
Therefore, with a computation similar to the one for the v component, we find
Γwν (t
kν2+) ≤ Γwν (tk
ν
2−) + C |vkν2+10,ν − vk
ν
2
0,ν | ≤
≤ · · · ≤ Γwν (0) + C Γvν(0) ≤
≤ (C + 1)(Γw0 + Γv0) = M.

Corollary 5.2 Under the same assumptions of Proposition 5.14, there exists a positive
constant N depending only on the invariant domain Dv1,v2,w1,w2 for which
Γρν(t) ≤ N for every ν ∈ N and t > 0.
Proof. By Lemma 5.6, the pressure function is bi-Lipschitz continuous and the Lip-
schitz constant C depends only on the invariant domain. Therefore, there exists a
sequence {(ρj , vj)}j∈I , for which
Γρν(t) =
∑
j∈I
|ρj+1 − ρj | ≤ C
∑
j∈I
|p(ρj+1)− p(ρj)| =
= C
∑
j∈I
|vj+1 + p(ρj+1)− vj − p(ρj)− vj+1 + vj | ≤
≤ C
∑
j∈I
(|wj+1 − wj |+ |vj+1 − vj |) ≤
≤ C (TV wν (t) + TV vν (t)).
We find the thesis applying Proposition 5.14. 
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5.2.3 Existence of solutions to the constrained Cauchy problem
The next theorem gives a compactness property of the functions with bounded variation.
See [4] for the proof.
Theorem 5.2 Consider a sequence of functions {uν}ν∈N defined in R+ ×R and valued
in Rn. Assume that there exist two positive constants C and M , for which
TV (uν(t, ·)) ≤ C and |uν(t, x)| ≤M for every ν ∈ N, (t, x) ∈ R+ × R.
Moreover suppose that there exists another constant L for which for every t and s in
R+, the following inequality holds:∫ +∞
−∞
|uν(t, x)− uν(s, x)| dx ≤ L |t− s|.
Then there exists a subsequence {uµ}µ which converges to some function u in L1loc(R+×
R,Rn). The limit function u satisfies∫ +∞
−∞
|u(t, x)− u(s, x)| dx ≤ L |t− s| for every t, s ≥ 0.
The point values of the limit function u can be uniquely determined by requiring that
u(t, x) = u(t, x+) := lim
y→x+u(t, y) for all t, x.
In this case
TV (u(t, ·)) ≤ C and |u(t, x)| ≤M for every t, x.
The next lemma states that a sequence of weak solutions to a system of conservation
laws is compact. See [4].
Lemma 5.7 Let {uν}ν be a sequence of weak solutions of the system of conservation
laws
∂tu+ ∂xf(u) = 0. (5.32)
Assume that there exists a function u such that
lim
ν→+∞ ‖ uν − u ‖L1loc(R)= 0 and limν→+∞ ‖ f(uν)− f(u) ‖L1loc(R)= 0.
Then u is a weak solution to the system (5.32).
Proof. Let φ be a function in C1c (R+ × R) and let Ω ⊂ R+ × R be its support. For
every ν ∈ N the function uν is a weak solution to (5.32), hence uν and f(uν) are in
L1loc(R+ × R) and ∫
R+×R
(∂tφuν + ∂xφ f(uν)) dx dt = 0.
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Since uν → u in L1loc when ν → +∞, we can extract a subsequence, which we still denote
uν , such that for a.e. (t, x) ∈ Ω, we have
∂tφ(t, x)uν(t, x)
ν→+∞−−−−→ ∂tφ(t, x)u(t, x).
Since f is continuous, on the same subsequence we have
∂tφ(t, x) f(uν(t, x))
ν→+∞−−−−→ ∂tφ(t, x) f(u(t, x)).
The limits ∂tφu and ∂xφ f(u) are in L
1
loc, because φ has compact support, ∂tφ is con-
tinuous (hence limited on Ω) and u and f(u) are in L1loc.
Finally, let us define
c1 = sup
ν∈N
‖ uν ‖L1loc and c2 = supν∈N ‖ f(uν) ‖L1loc .
We have:
|∂tφuν + ∂xφ f(uν)| ≤ |∂tφuν |+ |∂xφ f(uν)|
and for every ν we find:
|∂tφuν | ≤ c1 · sup
(t,x)∈Ω
|∂tφ| and |∂xφ f(uν)| ≤ c2 · sup
(t,x)∈Ω
|∂xφ|.
Since the right terms of these inequalities are integrable, we can apply Lebesgue’s The-
orem and we have the thesis. 
We are now ready to prove that the constrained Cauchy problem (5.27) admits a solution.
Theorem 5.3 Assume λ1(ρmin, vmin) < 0. Let (ρ0, v0) ⊂ Dv1,v2,w1,w2 be a fixed function.
The constrained Cauchy problem (5.27) has a weak solution (ρ, v) defined for every t ≥ 0.
Proof. By Corollary 5.1, there exists a sequence (ρ0,ν , v0,ν) of piecewise constant func-
tions with bounded variation, with a finite number of discontinuities and satisfying (5.28)
and (5.29). For every ν we can define a wave-front tracking approximation (ρν , vν) which
is a weak solution of the ARZ system by construction.
For every t > 0 and for every ν ∈ N, there exists constant M > 0 such that
TVt(ρν) ≤M and TVt(vν) ≤M.
Since the initial datum (ρ0, v0) is in Dv1,v2,w1,w2 , there exists a positive constant for
which for every ν, we have
|(ρν , vν)(t, x)| ≤ N for every (t, x) ∈ R+ × R.
Moreover for two instants t > s, denoting
λ¯ = sup{|λi(ρ, v)| : i = 1, 2, (ρ, v) ∈ Dv1,v2,w1,w2},
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we find ∫ +∞
−∞
|ρν(t, x)− ρν(s, x)| dx ≤ (t− s) λ¯ sup
τ∈[s,t]
TVτ (ρ) and∫ +∞
−∞
|vν(t, x)− vν(s, x)| dx ≤ (t− s) λ¯ sup
τ∈[s,t]
TVτ (v).
Indeed, consider for example the ρ component. If we assume that the function ρν has a
single discontinuity between two states ρl and ρr, having propagation speed λ, we find∫
R
|ρν(t, x)− ρν(s, x)| dx = (t− s)λ|ρr − ρl|,
i.e. the integral is equal to the product between the space covered by the discontinuity
within the interval [s, t] and the size of the jump. If there are more discontinuities and
we assume that in the interval [s, t] does not happen any interaction, then we can repeat
the same idea to each discontinuity and we find∫
R
|ρν(t, x)− ρν(s, x)| dx ≤ (t− s) λ¯ TVt(ρ).
Finally, if an interaction happens at time t˜ ∈ [s, t], we find∫
R
|ρν(t, x)− ρν(s, x)| dx ≤
∫
R
(|ρν(t, x)− ρν(t˜, x)|+ |ρν(t˜, x)− ρν(s, x)|) dx ≤
≤ (t− s) λ¯ (TVt˜(ρ) + TVt(ρ)) ≤
≤ 2 (t− s) λ¯ sup
τ∈[s,t]
TVτ (ρ).
Similarly if there are more interactions and for the v component.
Therefore there exists a constant L > 0, for which∫ +∞
−∞
|ρν(t, x)− ρν(s, x)| dx ≤ L |t− s| and∫ +∞
−∞
|vν(t, x)− vν(s, x)| dx ≤ L |t− s|.
Hence we can apply Theorem 5.2: for every t ≥ 0, there exists a subsequence of (ρν , vν)
and a function (ρ, v) such that
(ρν , vν)(t, x)
ν→+∞−−−−→ (ρ, v)(t, x) for every x ∈ R,
TVt(ρ) ≤M, TVt(v) ≤M and |(ρ, v)(t, x)| ≤ N for every (t, x) ∈ R+ × R.
Since f is continuous, even f(ρ, v) is bounded. Hence (ρ, v) and f(ρ, v) are in L1loc.
Applying Lemma 5.7, (ρ, v) is a weak solution to (5.32).
Finally, we have to show that for a.e. x ∈ R, we have
(ρ, v)(0, x) = (ρ0, v0)(x). (5.33)
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Since at x = 0 we use the Riemann solver RSq2, for almost every t > 0 the left and the
right traces of the solution at x = 0 satisfy the constraint:
ρ(t, 0±) v(t, 0±) ≤ q,
where
(ρ, v)(t, 0+) := lim
x→0+
(ρ, v)(t, x) and (ρ, v)(t, 0−) := lim
x→0−
(ρ, v)(t, x)
are respectively the right and left traces of the solution at x = 0.
Fix ε > 0. There exist two numbers N˜ and t˜ such that for every ν > N˜ and t ∈ [0, t˜),
we have
a(ν, t) :=‖ (ρ, v)(t, ·)− (ρν , vν)(t, ·) ‖L1loc< ε,
b(ν, t) :=‖ (ρν , vν)(t, ·)− (ρ0,ν , v0,ν)(·) ‖L1loc< ε and
c(ν) :=‖ (ρ0,ν , v0,ν)(·)− (ρ0, v0)(·) ‖L1loc< ε.
Fix ν > N˜ . By the triangular inequality, for every t ∈ [0, t˜) we obtain
‖ (ρ, v)(t, ·)− (ρ0, v0)(·) ‖L1loc ≤ a(ν, t) + b(ν, t) + c(ν) <
< 3 ε.
Hence the condition (5.33) holds. 
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