Abstract-Children with autism spectrum disorder (ASD) demonstrate potent impairments in social communication skills including atypical viewing patterns during social interactions. Recently, several assistive technologies, particularly virtual reality (VR), have been investigated to address specific social deficits in this population. Some studies have coupled eye-gaze monitoring mechanisms to design intervention strategies. However, presently available systems are designed to primarily chain learning via aspects of one's performance only which affords restricted range of individualization. The presented work seeks to bridge this gap by developing a novel VR-based interactive system with Gaze-sensitive adaptive response technology that can seamlessly integrate VR-based tasks with eye-tracking techniques to intelligently facilitate engagement in tasks relevant to advancing social communication skills. Specifically, such a system is capable of objectively identifying and quantifying one's engagement level by measuring real-time viewing patterns, subtle changes in eye physiological responses, as well as performance metrics in order to adaptively respond in an individualized manner to foster improved social communication skills among the participants. The developed system was tested through a usability study with eight adolescents with ASD. The results indicate the potential of the system to promote improved social task performance along with socially-appropriate mechanisms during VR-based social conversation tasks.
I. INTRODUCTION
A UTISM spectrum disorder (ASD) is a neurodevelopmental disorder characterized by core deficits in social interaction and communication accompanied by restricted patterns of interest and behavior [1] . Individuals with ASD U. Lahiri is with the Electrical Engineering Department, Indian Institute of Technology, Gandhinagar 382424, India (e-mail: uttamalahiri@iitgn.ac.in).
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commonly demonstrate difficulties related to complex fluid reciprocal social interactions, including difficulties related to social information processing and understanding nonverbal aspects of communication [2] . Given these vulnerabilities, a specific focus of autism research has been to understand how people with autism process salient social and emotional cues from faces [3] , [4] . The ability to derive socially relevant information from faces is considered to be a very important skill for facilitating fluid interpersonal communication [5] . In addition to providing indexes of social information processing during interactions, eye-gaze and physiological measurement of aspects of that gaze may simultaneously provide markers for understanding how an individual is engaging with a task. Specifically, such markers may provide cues as to whether an individual is attending to specific aspects of interaction and for the nature of his affective experiences (e.g., enjoyment, anxiety, boredom, etc.) during tasks. Such a capability may enable the development of intelligent systems capable of providing real-time adaptations that greatly bolster improvements in the core areas of deficit related to ASD [6] - [8] .
In recent years, virtual reality (VR) has been proposed as a viable medium to administer ASD intervention through VR-based human-computer interaction tasks [9] , [10] . This is because VR technology possesses several strengths namely, malleability, controllability, replicability, modifiable sensory stimulation, and an ability to pragmatically individualize intervention approaches and reinforcement strategies [11] . A number of VR applications have investigated social skill training for children with ASD [9] , [12] . While these studies are innovative by pioneering the applicability of VR to ASD intervention, they have not yet demonstrated the capacity to index real-time viewing patterns to assess engagement. This is important, because engagement defined as "sustained attention to an activity/person" [13] is one of the key factors for children to make substantial gains in communication and social domains [14] . Recently, Wilms et al. [15] demonstrated the feasibility of linking the gaze behavior of a virtual character with a human observer's gaze position during joint-attention tasks. However, the current VR environments as applied to assistive intervention for children with ASD are designed to chain learning via aspects of performance alone (i.e., correct, or incorrect) thereby limiting individualization of application. Even these recent systems that measure eye gaze do not adaptively respond to engagement predicted from looking patterns or physiological indexes, which could provide important cues in this regard. For example, one's looking pattern quantified as fixation duration (FD) while looking towards the face of the speaker has been shown to be a predictor of engagement [4] . Several eye physiological indexes, such as blink rate (BR) and pupil diameter (PD) have been considered as reliable autonomic measures of one's engagement. Studies have reported spontaneous inhibition in BR [16] and PD constriction [4] with increased engagement to tasks.
The primary goal of our research was to develop a VR-based ASD technology with potential relevance to ASD intervention. Specifically, in this work we attempted to create a tool that could 1) allow real-time measurement of one's looking pattern and associated eye physiology when engaged in a VR based social communication task; and 2) adapt the tasks in this environment and provide individualized feedback based on the inferences regarding engagement made from these measurements. Realization of such a technology may pave the way for more intensive, intelligent, and individualized intervention paradigms by designing enhanced, individualized feedback and reinforcement strategies during VR-based social skill training tasks. Also, such a facility would provide an engagement profiling system that is capable of adapting to one's predicted engagement level in controlled environments and thereby reinforcing skills in core domains gradually but automatically, which could in turn be applied to a large class of potential intervention paradigms for individuals with ASD.
In this context, our initial work [6] reported the development of a novel VR-based social system integrated with computationally enhanced eye-tracking technology that could seamlessly integrate a VR platform with eye gaze measurement technique to measure one's looking pattern and eye physiological indexes in real-time during a VR-based social communication task. However, there were two main limitations in that work. First, the social communication task was basically passive in the sense that the participant with ASD only viewed and listened to a story narrated by the avatar and then answered a few questions with no bi-directional social discourse between the avatar and the participant. As such, it was a very limited social communication task with the avatar having no ability to respond to a question asked by the participant. Second, the system was not able to respond adaptively, based on one's engagement during a VR-based interaction. The second limitation is critical since without the ability to respond adaptively based on one's engagement, it would be difficult to deploy the technology for targeted and personalized intervention and cannot be incorporated into complex intervention paradigms aimed at improving functioning and quality of life for individuals with ASD. The present work overcomes these limitations. This paper is organized as follows. In Section II, we describe our objectives. In Section III, we present the system design. Section IV discusses the experiment conducted and the methods used. Section V presents the results obtained in our usability study. Section VI summarizes the contributions of this work and indicates the direction of future work.
II. OBJECTIVES AND SCOPE
The objective of this paper is two-fold: 1) present the design and development of a VR-based engagement-sensitive system (ES) with adaptive response technology that is based on the composite effect of one's viewing pattern, eye physiology, and performance metric which can be applied to social communication task for children with ASD; and 2) present the results of a usability study designed to analyze the difference between the ES and a system that is based on one's performance metric alone [performance-sensitive system (PS)]. While not an intervention study, here we present the results of a usability study as a proof-of-concept of our designed system.
III. SYSTEM DESIGN
The VR-based system with adaptive response technology comprised of 1) a VR-based social communication task module, 2) a real-time eye-gaze monitoring module, and 3) an individualized adaptive response module utilizing a rule-governed intelligent engagement prediction mechanism.
A. VR-Based Social Communication Task Module
In this work, we used desktop VR applications, because they are accessible, affordable, and minimize potentially distressing sensory response for this ASD population [17] . Vizard [18] , a commercially available VR design package, was used to develop the virtual environments and the assistive technology. We developed social situations with context-relevant backgrounds, and avatars whose age and appearance resembled those of the participants' peers without trying to achieve exact similarities. Also, we designed conversation threads for bi-directional social communication between the avatars and the participants. Our social communication task module was comprised of 1) a task presentation module, and 2) a bi-directional conversation module.
1) Design of a VR-Based Task Presentation Module:
We developed 24 social tasks in which avatars narrated personal stories to the participants. These personal stories were based on diverse topics of interest to teenagers (e.g., favorite sport, experience with a film, etc.). These stories were adopted from an online database [19] of term papers comprising essays and research papers written by teenagers based on their personal experience. We conducted a small focused survey of teenagers from the neighboring areas to select stories that they found interesting, out of the pool of stories. The voices for the avatars were recorded from teenagers. An avatar could make pointing gestures and move dynamically in a context-relevant VR environment. For example, when an avatar narrated his trip to a beach, the VR environment reflected the view of the beach [ Fig. 1(a) ]. When the avatar narrated some of his favorite activities on the beach such as, tanning during the day, the VR world displayed such a situation [ Fig. 1(b) ] to the participant. Subsequently, when the avatar narrated his experience of the remarkable view of the sunset he witnessed on the beach, the VR scene changed smoothly to display such a situation [ Fig. 1(c) ]. Thus, realistic situations, relevant to the topic being narrated by the avatar, were presented to the participants. We used 12 avatars, six males and six females, distributed randomly over the 24 task presentation modules. Avatar heads were created from 2-D photographs of teenagers, which were then converted to 3-D heads by "3DmeNow" software for compatibility with Vizard. The 12 most neutral heads from a sample of 26 heads based on a survey of 20 undergraduate students [20] were chosen for this study. One can view the avatars within our system from first-person perspective while the avatars narrate personal stories, which is comparable to research on social anxiety and social conventions [21] .
2) Design of Bi-Directional Conversation Module: Our system was designed to encourage social interaction in the form of bi-directional conversation because conversation between interlocutors has been recognized as a fundamental vulnerability related to ASD itself [22] . In our study, the participant was asked to watch and listen to an avatar narrating a personal story during the VR-based task presentation. Then the participant was asked to extract a piece (or multiple pieces) of information from the avatar using a bi-directional conversation module with varying levels of interaction difficulty (e.g., Type 1-"Easy," Type 2-"Medium," and Type 3-"High"). The bi-directional conversation module followed a menu-driven structure used by the interactive fiction community [23] , in which the participant was required to converse with the avatar by choosing statements/questions in a particular sequence. Fig. 2 shows an example. One side of the screen displayed the avatar while the menu of questions appeared on the other side. We monitored eye gaze of the participant during this conversation to assess how much time was spent on looking at the face of the avatar. The menu-driven structure was used for developing conversation threads because it offered a number of advantages, e.g., dimensional control by limiting the range of inputs [24] , and providing guidance to the participant thereby minimizing repetitious dialogue [23] . The lawnmower problem in which a user can see the entire conversation tree by moving through all the menu branches and which is a disadvantage associated with menu-driven systems [23] was overcome in our present work by preventing the participant from tracing back the conversation tree. The degree of interaction difficulty was controlled by requiring the number of questions a participant needed to ask in order to obtain a desired piece of information from the avatar, and by the nature of conversation. In the present work, we chose conversation tasks with three levels of interaction difficulty. If a participant could acquire the needed information in a particular interaction difficulty level by asking the minimum number of questions for that level, he would achieve the highest performance score. On the other hand, if the participant could not choose the right questions in the right sequence, causing him to ask more questions to find the needed information, he would acquire a proportionately lower performance score. After a certain number of attempts if the participant was still unable to obtain the right information, the system would terminate the task and provide a task of lesser challenge to the participant. Note that our system is not limited to either how many questions can be asked or the types of conversation that can be constructed. As such, these factors can be modified in the future depending on the intervention paradigm.
In order to ensure consistency among the tasks, tasks in each level of difficulty were carefully designed in consultation with experienced clinicians such that the structure of conversation remained similar regardless of the topics. These clinicians work at Vanderbilt University TRIAD (Treatment and Research Institute for Autism Spectrum Disorders) and have extensive experience in providing therapy to children and adolescents with ASD. There were two kinds of interaction between the avatar and the participant depending on the session. In the performance-based session (i.e., using the PS), the avatar only answered the questions asked by the participant. If the participant asked an inappropriate question, the avatar tried to guide him towards the correct question as a part of the response, thereby serving the role of a facilitator. In the engagement-based session (i.e., using the ES), on the other hand, the avatar not only served the role of a facilitator in the same way as the PS, but also the avatar was made aware of the participant's looking pattern during the VR-based social conversation. Thus, while using the ES, the system provided individualized feedback based on the participant's viewing pattern (details in Section III-C2).
Both the PS and ES systems featured social conversation task modules categorized into easy, medium, and high levels of interaction difficulty. In an easy (Type 1) task, which was considered as an interaction with lowest difficulty level, one was required to ask/make three correct questions/comments in a correct sequence to get a single piece of information from the avatar. The medium (Type 2) task required five correct questions/comments to be asked in the correct sequence to obtain multiple pieces of information from the avatar. The high (Type 3) task required seven correct questions/comments to be asked in the correct sequence to obtain multiple pieces of information of which one was about a sensitive or personal piece of information.
B. Real-Time Eye-Gaze Monitoring Module
The system captures eye data of a participant interacting with an avatar using eye-tracker goggles from Arrington Research [25] . This eye-tracker comes with some basic features (e.g., it provides raw pupil diameter, raw pupil aspect ratio i.e., ratio of minor to major axes of pupil image, etc.) acquiring capability for offline analysis. Its video capture module has a refresh rate of 30 Hz (in precision mode) to acquire a participant's gaze data using the "Viewpoint" software. We designed the Viewpoint-Vizard handshake module to serve as an interface between the eye-tracker and the VR programming platforms. We acquired the raw gaze data using Viewpoint, transformed it to the Vizard compatible format using the handshake interface at a refresh rate of 30 Hz in a time synchronized manner. Subsequently, we applied signal processing techniques to eliminate noise and extract the relevant features at an interval of 33 ms. The Gaze Database was processed to extract three features: mean pupil diameter , mean blink rate , and average fixation Duration for each region of interest (e.g., face region of the avatar, etc.) from each segment of the signals monitored (for details on feature extraction, please refer [6] ).
C. Individualized Adaptive Response Module 1) Performance-Sensitive System (PS):
For the PS, a task-switching mechanism adjusted the interaction difficulty by switching tasks among Type 1, Type 2, and Type 3 tasks (Section III-A2) based on one's performance in the VR-based social communication task (details in Section IV-D). Note that these strategies to classify performance were chosen as a first approximation to quantify social interaction with full recognition that such quantification could be varied in future study.
In order to individualize social interaction, in this mode, we present a task modification strategy based on one's performance metric alone. We implemented the dynamic task switching by a finite state machine representation [26] (Fig. 3 ). Fig. 3 shows that our interactive system features three levels of difficulty ("Easy," "Medium," and "High"). When a participant's task performance is "Adequate," the task progression continues stepwise while increasing the task difficulty level (represented by C1 in Fig. 3) . But, if on the other hand, the participant's task performance is "Inadequate," then the system lowers the task difficulty (represented by C2 in Fig. 3 ). This task switching continues until the number of tasks in a particular difficulty level is exhausted.
2) Engagement-Sensitive System (ES): For the ES, however, our goal was to switch task not only based on performance but also on how much the individual was engaged in the task. In other words, it was not sufficient to move to a higher level of task simply based only on one's performance-additionally, one had to look at the avatar appropriately to indicate that he was engaged in the conversation. One's engagement to the VR-based social task was predicted based on objective metrics such as, dynamic viewing patterns characterized by FD and two eye physiological indexes-BR, and pupil diameter (PD) [13] , [27] , [28] . In order to discretize the engagement space, we assigned numeric values of 1, 2, and 3 [ Table I (a), (b), and (c)] to these indexes to quantify engagement in three levels-"not engaged," "moderately engaged," and "highly engaged," respectively. Although there is tremendous individual difference in gaze patterns, there has been some work attempting to quantify typical looking patterns while listening to conversation with percentages of approximately 70% suggested by other groups as common patterns of gaze during conversation. [29] , [30] . For this protocol, as can be seen from Table I(a), if the percent FD while looking towards the face of the communicator during VR-based social conversation is greater than 70%, we allocate a value of 3 (implying "highly engaged"). Also, there are studies that have reported spontaneous inhibition in BR [16] and decrease in PD [4] with increased engagement to a social task. Thus, in our present work, besides the FD of the participants, we have also considered the PD and BR, as can be seen from Table I (b) and (c). Note that the discretization through use of numeric values [Table I (a), (b), and (c)] is a first approximation to quantify engagement. Also note that while designing our system, we tested the system with typically developing children. We chose the variation of the eye physiological indexes through trial and error. We used this incremental increase/decrease in one's engagement level as predicted from one's looking pattern (such as, fixation duration) and eye physiological indexes (e.g., PD and BR) during a social task trial with respect to his previous task to encourage progressive improvement from one task trial to the next. This is similar to the computer games as designed by the interactive fiction community where the computer decides to move a player from one level of difficulty to the next based on his performance during each game trial. Our system is not limited to the three levels of engagement-a much finer resolution is possible depending on the task requirement. A rule-governed task-switching mechanism adjusted the interaction difficulty by switching tasks among Type 1, Type 2, and Type 3 tasks based on the composite effect of one's engagement (as predicted from the FD, PD, and BR) and performance in the VR-based social communication task. If the cumulative sum of the engagement level obtained by real-time monitoring of FD, PD, and , then the engagement is considered as "Good Enough;" otherwise this is considered as "Not Good Enough."
The ES fuses the information on the engagement (i.e., "Good Enough" or, "Not Good Enough") and the task performance (i.e., "Adequate," or, "Inadequate") to dynamically switch tasks of different difficulty levels by implementing an individualized task modification strategy (Table II) . There are two cases when both the metrics-engagement and task performance-agree with each other and the rule design becomes easier. If one's engagement to a social task based on eye gaze indexes is "Good Enough" and the performance is "Adequate," then our system recommends "Move Up" action (Case 1). In this case, the task progression will continue stepwise to increase the task difficulty level. On the other hand, if one's engagement to a social task is "Not Good Enough" and the performance is "Inadequate," then our system recommends "Move Down" action (Case 4). In this case the task may be too difficult for the participant and the strategy generator will reduce the task difficulty level. However, when the two metrics contradict, it becomes difficult to design the rules. In these cases, we assign more importance to the task performance metric. If one's engagement to a social task is "Not Good Enough" but the performance is "Adequate," then our system recommends "Move Same" action (Case 3a) or "Move Down" action (Case 3b). Thus, the strategy generator will maintain tasks at the same level of difficulty ("Move Same") and look out for an improvement in the next cycle (Case 3a). In case of no further improvement in the next cycle, the strategy generator will reduce the task difficulty level (Case 3b). Finally, if one's engagement to a social task is "Good Enough" and the performance is "Inadequate," then our system recommends "Move Down" (Case 2). In this case, the strategy generator will decrease the task difficulty level. Our system takes this decision as it considers one's task performance as the superordinate variable in order to avoid one's escape mechanism. We implemented the dynamic task switching by a finite state machine representation (Fig. 4) .
Additionally, for the engagement-sensitive system, the system was also made aware of the looking pattern of the participant, and based on this information the system provided additional feedback as given in Table III . Note that if the participant looks towards the face of the avatar for greater than 90%, in order to encourage normal looking pattern, rather than looking so intently towards the communicator during social conversation, our system prompted the participant to modify his looking pattern.
IV. EXPERIMENT AND METHODS

A. Participants
Eight adolescents (ASD1-ASD8) with high-functioning ASD participated in this study (Table IV) . All the participants scored on Peabody Picture Vocabulary Test (PPVT) [31] indicating that their language skills were adequate to participate in the current protocol. Data on core ASD related symptoms, e.g., Social Responsive Scale (SRS) [32] with a cutoff T-score T, Social Communication Questionnaire (SCQ) [33] with a cutoff score of 13, Autism Diagnostic Observation ScheduledGeneric (ADOS-G) [34] with a cutoff score of 7, and Autism Diagnostic Interview-Revised (ADI-R) [35] with a cutoff score of 22 were used to select participants. All research procedures 
B. Experimental Setup
The experiment was created using the VR design package discussed earlier (Section III-A). The participants' eye movements were tracked by the eye frame eye-tracker (Section III-B). Stimuli were presented on a 17-in task computer monitor. Uniform room illumination was maintained throughout the study. The task computer presented the VR-based social tasks in the foreground and computed dynamic gaze information in the background using the eye-tracking data. Gaze data along with task-related event markers (e.g., trial start and trial stop, participant's response, etc.) were logged in a time-synchronized manner. A therapist watched the participant from a video camera view, whose signal was routed to a television, hidden from the participant's view. Signal from the task computer was routed to a separate monitor for the therapist to view how the task progressed. Based on these two observations, the therapist rated the participant's engagement level.
C. Tasks and Procedures
We designed a usability study to investigate the implications of the designed VR-based PS and ES with the adaptive response technology. The commitment required of interested participants was a total of two sessions (sessions 1 and 2) on two different days lasting for approximately 2.5 h in total. First, a brief adaptation phase was carried out. In the first phase of adaptation, the experimenter briefed the participants and their caregivers about the experiment, showed the experimental setup, and the eye-tracker goggles. Then they were asked to sign the assent and the consent forms. This phase took approximately 10 min. In the second phase of adaptation, the participant sat comfortably on a height-adjustable chair and was asked to wear the eye-tracker goggles. The experimenter told him that he could choose to withdraw anytime from the experiments for any reason, especially if he was not comfortable interacting with the system. The participant was also introduced to a visual schedule to provide him with a brief overview of the steps involved in the study, e.g., eye-tracker calibration, followed by his role as an audience to the virtual peer's (i.e., avatar's) task presentation followed by his interaction with the avatar in the form of social conversation. The participant was then asked to rest for 3 minutes to acclimate himself with the experimental set-up. This second phase of adaptation took approximately another 10 min. Then the eye-tracker was calibrated. The average calibration time was approximately 15 s. The participants viewed an initial instruction screen followed by an interaction with the avatar narrating a personal story. Each storytelling task trial was approximately 1.5 min long. The participants were asked to imagine that the avatars were his classmates at school giving presentations on several different topics. They were informed that after the presentations they would be required to interact with their classmate to find out some information from them. They were also asked to try and make their classmate (i.e., the avatar) feel as comfortable as possible during the presentation. The first three VR-based social communication task trials (one of each difficulty level) helped in selecting the baseline for each participant. Also, when the avatar responded to the participant's choice of menu option, the list of menu choices displayed on the screen disappeared to remove any confounding effects. At the end of each social communication task trial, the therapist rated the participant as to what she thought the level (using a 1-9 scale, with 1-not at all, and 9-very much) of engagement was for the participant during the recently completed task trial.
Each subject participated in both sessions, one with a PS and the other with the ES. Among the eight adolescents who participated in the study, four participants (ASD1-ASD4) first interacted with the PS-followed by-ES (henceforth referred to as Group1). The other group (henceforth referred to as Group2) of four participants (ASD5-ASD8) was exposed first to the ES-followed by-PS. This was done to determine whether there existed any ordering effect [36] due to the order of presentation of VR-based social tasks of PS and ES.
D. Rationale Behind Quantitative Estimation of Performance Score of Participants During VR-Based Social Communication Tasks
The VR-based social communication tasks used in our study were categorized in three levels of difficulty ("Easy," "Medium," and "High") (Section III-A2) requiring participants to ask three, five, and seven questions, respectively, in a particular sequence in order to retrieve the intended information from the avatar during the VR-based social conversation. We assigned six points for each correct choice and a penalty of three points for each incorrect choice. Thus the maximum points achievable corresponding to "Easy (Type 1)," "Medium (Type 2)," and "High (Type 3)" difficulty levels were 18, 30, and 42, respectively. Also, if after a certain number of attempts the participant was still unable to obtain the right information, the system would terminate the task and provide a task of lesser challenge to the participant. If a participant scored % of the maximum score possible in a task, then the performance was considered as "Adequate," otherwise, this was considered as "Inadequate." A participant was allowed to make up to two, three, and four irrelevant choices in each step for the "Type 1," "Type 2," and "Type 3" tasks, respectively, beyond which the strategy generator switched to tasks of a lower difficulty level.
In order to quantitatively estimate the performance of the participants, each of whom could potentially participate in different VR-based social communication tasks (of varying numbers of trials and difficulty levels), we needed to compute normalized values (similar to other studies [37] , [38] ) of the performance scores achieved by the participants. The formulae that we have used to compute the normalized scores are as follows.
Let us consider that the VR-based social task trials of "Easy," "Medium," and "High" difficulty levels have weights designated by "x," "y," and "z," respectively. Also, let a participant acquire an average performance score of "XAvg," "YAvg," and "ZAvg," out of maximum possible scores of "XMax" (i.e., 18), "YMax" (i.e., 30), and "ZMax" (i.e., 42) for trials of "Easy," "Medium," and "High" difficulty levels, respectively. Thus, if a participant interacted with VR-based social task trials of "Easy," "Medium," and "High" difficulty levels, the normalized performance score achieved is (1) If we consider , and , then (1) becomes (2) Thus, if one achieves maximum possible scores in tasks of each level of difficulty, then his normalized performance score is 1. In this way, one is not additionally penalized for not having tasks of a particular difficulty level. Likewise, the normalized performance scores were computed for other combinations of VR-based social task trials of varying difficulty levels.
V. RESULTS AND DISCUSSION
A. System Acceptability
In the current study, we wanted to investigate whether our VR-based interactive system with adaptive response technology was acceptable to our participants with ASD. In spite of being given the option of withdrawing from the experiment at any time during their interaction with the system, all the participants completed the sessions. An exit survey at the end of the experiment revealed that all the participants liked interacting with the system particularly while using the bi-directional conversation module, had no problems in wearing the eye-tracker goggles, and understanding the stories narrated by their virtual classmates. When asked about any take-home lesson that they had from the conversation between them and their virtual classmates, most of them (six out of eight) said that they learned that they should introduce themselves first while speaking to a new friend for the first time and that they should look towards the faces of their friends during conversation. Thus, it is reasonable to infer from this study that our system has a potential to be accepted by the target population.
B. Quantitative Analysis of Performance of Participants While Interacting With Trials of PS and ES
The normalized performance scores achieved by the participants were examined. Results (Fig. 5) indicate an improvement in the performance score for all the participants (except ASD8) from PS to ES with the range of improvement being approximately 1.5%-12.16%.
Additionally, we carried out statistical analysis to determine whether the improvement in the normalized performance scores of the participants while interacting with the PS and ES were statistically significant. A dependent sample T-test on the participants' normalized performance score while interacting with the PS and the ES indicates that they were statistically significantly different with an effect size (Cohen's d) of 0.4614. To determine whether our choice of the scoring rationale (i.e., a score of six points for a relevant choice and a penalty of three points for an irrelevant choice) influenced the statistical significance of the performance scores, we performed offline analysis of the performance scores of the participants using different scoring rationale. For example, if the present system used a performance score of 10 points for a relevant choice and a penalty factor of two points for an irrelevant choice for each of the three difficulty levels, then comparison of the performance scores between the PS and the ES systems would indicate that they were statistically significantly different . In addition, if the penalty factors were three, or four, or five points, for each irrelevant choice and a score of 10 points for each relevant choice, the performance scores of the participants while interacting with the PS and the ES systems would also be statistically significant ; and , respectively). Also, to determine whether our choice of weight factors e.g.,
, and (Section IV-D) contributed to the participants' normalized performance scores being statistically significantly different, we performed offline analysis on the performance scores with different weight factors. Thus, considering the scoring rationale of six points for a relevant choice and three points for an irrelevant choice along with weight factors of , and , we find that the performance scores remain statistically significantly different . This analysis indicates that the performance improvement in ES as compared to PS was not due to the scoring scheme.
Furthermore, we performed a statistical analysis to determine whether there were any ordering effects due to the order of presentation of PS and ES. An independent sample T-test on the normalized performance scores across Group1 and Group2 for each of PS and ES indicates that they were not statistically significantly different ( and effect size of 0.1356 for PS and and effect size of 0.1115 for ES). Thus, we can say that there were no significant ordering effects due to the order of presentation of VR-based social tasks of the PS and the ES systems.
C. Variation in Behavioral Viewing Pattern of Participants While Interacting With PS and ES
We investigated the impact of the developed systems on the viewing patterns, since besides acquiring improved task performance, one needs to be able to carry on conversation in a socially appropriate way (e.g., looking towards the face of the communicator). We found an improvement in the viewing pattern in terms of increased FD of all the participants while looking towards the face region of the avatar during interaction with the ES compared to that with the PS. A dependent sample T-test between the percent FD while looking towards the face of the avatars while interacting with PS and ES indicate that the improvement in the viewing pattern for the group was statistically significantly different with effect size being 0.4824. Also note that although the average percentage fixation duration of the participants while looking towards the face (Face ROI) of the avatar during social conversation was below 50% (as can be seen from Fig. 6 ), there were multiple trials when some of the participants looked at the Face ROI greater than 50% of the time.
We also studied the scan paths of the participants as individuals with ASD have been shown to exhibit atypical scan paths during social interaction [3] . Here we present the scan path of one of the participants (e.g., ASD7) during the last trial while interacting with the PS and with the ES (Fig. 7) , both representing the "High" interaction difficulty level. Fig. 7 indicates that ASD7 fixated on different regions of the visual stimulus while interacting with PS. However, while interacting with ES, ASD7 fixated mainly on the face region of the avatar and the menu option choices of the bi-directional conversation module while conversing with the avatar. Note that, these scan paths were analyzed in the background and they were not visible to the participant.
D. Variation in Eye Physiological Indexes (e.g., BR and PD) of Participants While Interacting With PS and ES
In our present work we used the two eye physiological indexes, namely, PD and BR as indicators of one's engagement to a task. This is because individuals with ASD have been shown to demonstrate reduction in PD [28] and BR [27] while being engaged to a task. In our present work, we performed a comparative analysis of the participants' eye physiological indexes while they interacted with the PS and the ES. Although the PS system switched tasks based on the performance only, we collected the eye physiological signals (PD and BR) for later offline analysis. We analyzed our data to determine whether the variation in the eye physiological indexes of the participants while interacting with our PS and ES systems was indicative of the participants' improved engagement level while interacting with the ES than that with the PS.
From Fig. 8(a) , we find that the mean PD (normalized on a 0-1 scale with respect to the eye camera window of the eye-tracker that we used) of the participants almost remained the same-it decreased marginally with no statistical significance between the PS and the ES. The BR changed more between the PS and ES [ Fig. 8(b) ]-it decreased from approximately 29 bpm to 22 bpm. However, this change was also not statistically significant with an effect size of 0.15. In the present usability study, with a limited sample size, we find that the BR of the participants is more sensitive to their engagement while interacting with the VR-based social situations than the PD.
VI. CONCLUSION
In the present work we developed a VR-based engagementsensitive system with an adaptive response technology for intervention of individuals with ASD. We presented the system development and results from a usability study to test the efficacy of the developed system as a first step to technology-assisted intervention. The developed system can communicate with the participants and detect subtle variations in one's eye-physiological features, and viewing pattern in real-time. Also, it seamlessly integrates this information with the VR-platform to provide intelligent individualized adaptive response.
Results from a usability study show the capability of the system to contribute to improving one's social task performance (e.g., quantitative improvement of performance metric) along with encouraging socially-appropriate mechanisms (e.g., increased viewing of the face of the communicator) to foster effective social communication skills among the participants with ASD. However, there are several limitations of the current study that warrant consideration. Certainly a much larger study of the current system would be needed to understand how our current findings impact areas of core deficit for individuals with ASD and how such impact can be generalized to the heterogeneous population of individuals with the disorder. There also remain many questions regarding the specific impact of this system on learning over time and what specific mechanism may need adjustment in order to optimize efficient and relevant task adjustment. Our findings certainly provide initial support for the potential of our intelligent adaptive system to enhance learning via real-time measurement of gaze behavior and verbal communication exchanges with an avatar in a controlled VR environment. However, a fundamental challenge to this system is that realistic social interactions, a likely target for this intervention tool, do not exist within controlled environments. Fluid, meaningful, and highly relevant social interactions are quite challenging to reproduce within virtual environments. A technical limitation of this system is that this study used a wearable eye-tracker and the bi-directional conversational module required use of a mouse. These may not be suitable for individuals with low functioning ASD. In the future we plan to incorporate a remote desktop mounted eye-tracker and a speech recognizer module with built-in natural language understanding facility for the bi-directional conversation module to mitigate these problems. In our present study we have designed twenty four VR-based social conversation modules. In the future we plan to develop an inventory of such VR-based social conversation modules so that the participants can interact with the system for a prolonged period.
The current study as presented here shows that such an integrated system has a potential to be incorporated into complex intervention paradigms. We hope that in the future such an integrated system can pave the way for developing a powerful complementary tool in the hands of the interventionist so as to contribute to our endeavors in improving quality of life for individuals with ASD.
