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vAbstract
The Sec translocon is a central component of the cellular machinery for targeting and de-
livering nascent proteins. Ubiquitous across all kingdoms of life, it is a protein-conducting
channel that facilitates recognition of integral membrane protein domains and the estab-
lishment of integral membrane protein topology. Structural, biochemical, and biophysical
studies have illuminated the role of the Sec translocon in both cotranslational and posttrans-
lational protein targeting. In particular, quantitative assays have established the dependence
of transmembrane domain (TM) stop-transfer efficiency and integral membrane protein to-
pogenesis on the physicochemical properties of the translocon and protein nascent chain.
These studies provide a valuable starting point for understanding the molecular regulation
of the translocon and its sensitivity to mutations in protein sequence and external driving
forces; however, complexities associated with the Sec machinery, including the role of col-
laborating molecular motors, the importance of large-scale conformational changes in the
translocon, and the crowded molecular environment of the channel interior, obscure the
mechanistic basis for many experimentally observed trends. My PhD research has focused
on the development of a unified, mechanistic understanding of Sec-facilitated protein tar-
geting.
Using both atomistic and coarse-grained molecular simulations, we have investigated
vi
the conformational landscape for the Sec translocon. We found that inclusion of a hy-
drophobic peptide substrate in the translocon stabilizes an open conformation of the lat-
eral gate (LG) that is necessary for membrane integration, whereas inclusion of a hy-
drophilic peptide substrate favors only the closed LG conformation. We demonstrated
that the translocon plug moiety adopts markedly different conformations in the channel,
depending on whether the substrate peptide is hydrophobic or hydrophilic in character. Fi-
nally, we showed that the energetics of the translocon LG opening in the presence of the
substrate peptides can be modeled in terms of the energetics of the peptide interface with
the membrane. The manuscript associated with this study is published in PNAS, 107, 5399
(2010).
We further developed a novel computational protocol that combines nonequilibrium
growth of the nascent protein with microsecond-timescale molecular dynamics trajectories.
Analysis of multiple, long-timescale simulations elucidated molecular features of protein
insertion into the translocon, including signal-peptide docking at the translocon LG, large-
lengthscale conformational rearrangement of the translocon LG helices, and partial mem-
brane integration of hydrophobic nascent-protein sequences. Furthermore, the simulations
demonstrated the role of specific molecular interactions in the regulation of protein secre-
tion, membrane integration, and integral membrane protein topology. Salt-bridge contacts
between the nascent-protein N-terminus, cytosolic translocon residues, and phospholipid
head groups were shown to favor conformations of the nascent protein upon early-stage
insertion that are consistent with the Type II (Ncyt/Cexo) integral membrane protein topol-
ogy; and extended hydrophobic contacts between the nascent protein and the membrane
vii
lipid bilayer were shown to stabilize configurations that are consistent with the Type III
(Nexo/Ccyt) topology. These results provide a detailed, mechanistic basis for understanding
experimentally observed correlations between integral membrane protein topology, translo-
con mutagenesis, and nascent-protein sequence. The manuscript associated with this study
is published in J. Am. Chem. Soc., 134, 13700 (2012).
Finally, we introduced a coarse-grained modeling approach that spans the nanosecond-
to minute-timescale dynamics of cotranslational protein translocation. The method enabled
direct simulation of both integral membrane protein topogenesis and TM stop-transfer ef-
ficiency. Simulations revealed multiple kinetic pathways for protein integration, including
a mechanism in which the nascent protein undergoes slow-timescale reorientation, or flip-
ping, in the confined environment of the translocon channel. Competition among these
pathways gives rise to the experimentally observed dependence of protein topology on ri-
bosomal translation rate and protein length. We further demonstrated that sigmoidal depen-
dence of stop-transfer efficiency on TM hydrophobicity arises from local equilibration of
the TM across the translocon LG, and it was predicted that slowing ribosomal translation
yields decreased stop-transfer efficiency in long proteins. This work reveals the balance
between equilibrium and nonequilibrium processes in protein targeting, and it provids new
insight into the molecular regulation of the Sec translocon. The manuscript associated with
this study is published in Cell Reports, in press.
This research has significantly enriched the mechanistic understanding of Sec-facilitated
protein translocation and membrane integration with ample molecular details. The unifying
picture that we propose establishes fundamental connections between previously disparate
viii
experimental studies, and it lays down the foundation for future verification and refine-
ment.
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1Chapter 1
Introduction
Most proteins are synthesized in the cytosolic region of the cell by ribosomes, while many
of them function at distinct compartments including the membrane bilayer, the interior of
endoplasmic reticulum (ER), and even the exterior of the cell. Cell has evolved a sophisti-
cated pathway for delivering proteins from cytosol to their destinations, and the first step of
this delivery process occurs as proteins translocate across the eukaryotic ER membrane, or
the bacterial plasma membrane. Targeting protein to a particular membrane is achieved via
a short stretch of hydrophobic residues located at its N-terminus, the signal peptide. Protein
translocation across the membrane can proceed either while it is being actively translated
via the ribosome (cotranslational) or after the translation is finished (posttranslational). In
both situations, a protein conduction channel, a multispanning membrane protein termed
the Sec translocon, facilitates the translocation.
As both soluble proteins and integral membrane proteins share the same targeting path-
way, the Sec translocon is expected to allow both translocation and integration to occur
(Figure 1.1). Soluble proteins that function in a more hydrophilic environment, such as
the ER lumen, will translocate completely across the membrane from its cis side (cytosol)
to the trans side (ER lumen). The translocon in this case functions as a hydrophilic chan-
2nel that shields the protein from the surrounding hydrophobic lipid molecules. Membrane
proteins, on the other hand, are composed of transmembrane (TM) segments that span the
membrane lipid bilayer. The translocon-assisted integration of TM helix into the membrane
helps to bypass the energetic barrier imposed by polar lipid head groups. What determines
the final destination of a given protein and whether the translocon plays an active role in
sorting proteins, however, are unclear.
The anchoring of membrane proteins into the lipid bilayer is further complicated with
topological constraints. In many cases, the solvent-exposed group of a membrane protein
plays important functional roles , and which side of the membrane it stays has direct conse-
quences on the productivity of the protein. The molecular mechanism for the establishment
of integral membrane protein topology via Sec translocon remains elusive.
Studies of the cotranslational membrane protein integration suggest the interaction be-
tween the nascent protein and the membrane lipids to play an important role in directing
the integration of TM helices [1–3]. Evidence leading to this proposition first comes from
cross-linking experiment, which revealed that nascent protein TM domain is exposed to
surrounding lipid molecules as soon as it arrives in the channel, and introducing charged
hydrophilic residues into the TM segment abolishes its membrane integration [1]. This
view is further supported by the measurement of striking correlations between a “biolog-
ical hydrophobicity scale" for peptides and the relative fraction of peptides that undergo
Sec-mediated integration vs. translocation from the von Heine and White lab [4–6]; and it
has been justified in terms of an effective thermodynamic partitioning for peptide substrates
between the largely hydrophilic interior of the channel and the hydrophobic interior of the
3Figure 1.1: Illustration of the cotranslational protein translocation pathway. (center) Atom-
istic representation of the cellular machinery involved in the cotranslational protein translo-
cation. The ribosome (blue and yellow) carrying the nascent protein (orange) is shown in
complex with the Sec translocon (violet). The two helices of the translocon that allows the
lateral partition of TM segments are colored in green. (right) The two distinct orientations
adopted by integral membrane proteins. In the Type II orientation, the protein N-terminus
rests in the cis side (cytosol) of the membrane bilayer, while the C-terminus is translocated
to the trans side (ER lumen). In the Type III orientation, the protein adopts the completely
opposite topology. (bottom) The secreted product for a soluble protein.
membrane [1, 4]. Consistent with the partition model, the derived biological hydrophobic-
ity scale succeeds in distinguishing single spanning TM domains from the soluble counter-
parts [6].
This thermodynamic equilibrium model of local TM segment for Sec-facilitated mem-
brane protein integration, however, is in apparent contrast with kinetic effects observed
in membrane protein topogenesis studies conducted by Spiess and co-workers. In a set
of experiments, they measured the fraction of proteins that adopt the Type II orientation
(i.e., with N terminus in cytosol and C terminus in ER lumen, Figure 1.1) as a function of
4nascent protein length and ribosomal translation rate [7, 8]. An unexpected rise of the Type
II integration was observed both when the nascent protein was lengthened and when the
protein translation rate was slowed down. These pronounced kinetic effects argue strongly
for existence of long-ranged and long-timescale regulation during the membrane protein
integration process.
The development of a unified, mechanistic understanding of Sec-facilitated protein tar-
geting is hindered by the complex and important roles of collaborating molecular motors,
large-scale conformational changes in the translocon, and the crowded molecular envi-
ronment of the channel interior. Currently, there is no coherent approach to explore the
mechanistic basis for these observed kinetic effects. Nor is it clear how to reconcile the
apparent role of equilibrium partitioning in the work of von Heine and White with the ef-
fects of nonequilibrium (i.e., kinetic) regulation in the work of Spiess and co-workers. It is
thus the goal of my PhD research to address these challenges and to establish fundamental
connections between previously disparate experimental studies of Sec-facilitated protein
translocation and integral membrane protein topogenesis using computer simulation.
The rest of the thesis is organized as follows. Chapter 2 presents our investigation of the
conformational landscape for the Sec translocon using both atomistic and coarse-grained
molecular simulations. In particular, using enhanced thermodynamic sampling methods,
we calculate the energetic cost of translocon lateral opening that is necessary for protein
integration, and we study its regulation with the inclusion of peptide substrates. We find
that the energetics of the translocon lateral gate (LG) opening in the presence of a pep-
tide substrate is governed by the energetics of the peptide interface with the membrane,
5and we discuss its implication for the regulation of protein secretion and membrane in-
tegration. To gain further dynamical insight on the role of large lengthscale translocon
conformational changes, in chapter 3, we directly simulate the early-stage Sec-facilitated
protein translocation and membrane integration with atomistic resolution. This is achieved
via a novel computational protocol that combines nonequilibrium growth of the nascent
protein with microsecond-timescale molecular dynamics trajectories. Results from these
simulations help to elucidate the role of specific molecular interactions in the regulation of
protein secretion, membrane integration, and integral membrane protein topology. Finally,
in chapter 4, we introduce a coarse-grained modeling approach that spans the nanosecond-
to minute-timescale dynamics of cotranslational protein translocation. The method enables
direct simulation of both integral membrane protein topogenesis and TM stop-transfer effi-
ciency and allows straightforward comparison between simulated results and experimental
observations. Mechanistic analysis of simulated trajectories reveal the molecular basis of
Sec-facilitated integral membrane protein integration, and it reconciles the conflicting ex-
perimental evidences for both the thermodynamic and kinetic interpretations.
6Chapter 2
Hydrophobically Stabilized Open State
for the Lateral Gate of the Sec
Translocon
2.1 Introduction
The Sec translocon is a heterotrimeric complex of membrane-bound proteins that forms a
passive channel for posttranslational and cotranslational protein translocation, as well as
the cotranslational integration of proteins into the phospholipid bilayer [9]. Structural [10–
14], biochemical [15, 16], and genetic [17] studies indicate that the translocon undergoes
large-scale conformational changes during both the translocation and integration pathways.
The translocon channel exhibits a ring, or pore, of hydrophobic amino acid residues, as well
as an α-helical plug moiety that rests against the pore to occlude the channel; secretion of
protein domains via the translocation pathway requires displacement of the plug with re-
spect to the pore (Figure 2.1, left) [11, 15, 17]. Furthermore, a pair of TM helices in the
translocon forms a LG that opens to expose the interior of the channel to the membrane
bilayer (Figure 2.1, right) and facilitates membrane integration [1, 16, 18]. However, the
detailed mechanism for membrane integration via the LG and the role of translocon con-
7Figure 2.1: Structural features of the Sec translocon. (left) The translocon is viewed from
within the plane of the membrane, with the pore residues shown in orange and the plug
moiety shown in red. The schematic illustrates the PP displacement that is needed to allow
for protein translocation via the channel. (right) The translocon is viewed from outside the
membrane on the cytosolic side, with the pore and plug colored as before and with the TM2b
and TM7 helices that form the LG shown in green. The schematic illustrates the LG motion
that opens the interior of the translocon to the membrane.
formational changes in gating between the protein translocation and membrane integration
pathways remain unclear.
In this chapter, the conformational landscape for the Sec translocon is investigated us-
ing atomistic and coarse-grained (CG) molecular simulations. We find that inclusion of
a hydrophobic peptide substrate in the translocon stabilizes an open conformation of the
LG that is necessary for membrane integration, whereas inclusion of a hydrophilic peptide
substrate favors only the closed LG conformation. We demonstrate that the translocon plug
moiety adopts markedly different conformations in the channel, depending on whether the
substrate peptide is hydrophobic or hydrophilic in character. Finally, we show that the
energetics of the translocon LG opening in the presence of the substrate peptides can be
modeled in terms of the energetics of the peptide interface with the membrane. These re-
8sults are consistent with an alternative interpretation of the biological hydrophobicity scale
in terms of the free energy (FE) cost for opening the LG of the translocon, which suggests
a refinement of the hydrophobic partitioning model in which substrate-controlled confor-
mational gating of the translocon LG leads to regulation of the protein translocation and
integration pathways.
2.2 Conformational Landscape of the Sec Translocon
To investigate the conformational flexibility of the translocon in the absence of peptide sub-
strates, we calculate its two-dimensional FE surface in the LG and pore-plug (PP) motions
using both atomistic and CG molecular dynamics (MD) simulations.
2.2.1 Atomistic Simulations
The archaeal Sec translocon [10] was studied using MD simulations with over 115,000
atoms. The channel is modeled in a membrane composed of 254 palmitoyloleoylphos-
phatidylcholine (POPC) lipid molecules and with 24296 explicit water molecules. Atom-
istic interactions were described using the CHARMM27 force field with the TIP3P water
model [19]. Counterions were included to achieve electroneutrality at a salt concentra-
tion of approximately 50 mM. MD trajectories were performed at constant temperature
and pressure using orthorhombic periodic boundary conditions. Long-range electrostatics
were calculated using the particle mesh Ewald (PME) technique [20]. Details of the atom-
istic simulations and initialization protocol are described in appendix A section: Atomistic
Simulations.
92.2.2 Coarse-grained Simulations
Simulations were also performed using a residue-based coarse-grained (RBCG) represen-
tation for the system. Each amino acid in the channel was represented with one particle to
describe the backbone group containing the α-carbon and, for residues other than glycine,
a second particle to describe the side chain group [21]; the lipid molecules, counterions,
and solvent are similarly coarsened using the Martini potential [22]. Following the atom-
istic simulations, the CG simulations were performed at constant temperature and pressure
using orthorhombic periodic boundary conditions, as is detailed in appendix A section:
Coarse-Grained Simulations.
Although the RBCG potential is parameterized to reproduce pairwise interactions for
amino acid side chain and backbone groups, it has been found to poorly preserve protein
tertiary structure for long MD simulations [23, 24]. As shown in the blue curves in Fig-
ure 2.2C, this issue also arises in our simulations for the Sec translocon. The radius of
gyration of the channel, defined as the root mean square (RMS) distance between CG par-
ticles in the translocon and its center of mass, drifts downward as the channel deforms with
increasing simulation time. Similarly, the RMS displacement of the translocon backbone
CG particles following best-fit rigid-body alignment [25] drifts upwards. To stabilize the
CG simulations, we thus introduce scaffolding for sections of the translocon by adding
weak interactions between pairs of the CG particles. Pairs of CG particles that are in-
cluded in the scaffolding share an auxiliary harmonic bond with an optimal distance equal
to the separation of the particles in the crystal structure and with a force constant equal to
0.2 kcal/mol/Å2. Scaffolding interactions are included for a pair of CG particles if both
10
Figure 2.2: Stabilizing the CG model. (A) Subsets of the translocon, viewed from top, are
used in the CG scaffolding protocol described in the text. (B) The auxiliary scaffolding in-
teractions among CG particles for the translocon backbone, viewed from the side, are shown
explicitly. (C) Without scaffolding, the CG model does not preserve the structural integrity
of the translocon in long simulations, as is demonstrated for the translocon radius of gyration
(RoG) along an MD trajectory (blue). Inclusion of the pairwise scaffolding interactions stabi-
lizes CG MD simulations of the translocon (red). The RMS displacements for the translocon
backbone CG particles are also included. The heavier lines indicate the 1 ns rolling averages.
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are contained in one of the following subsets of the translocon: (1) residues Lys2-Val45
and Ile71-Pro205 in the α-subunit, and the entire β -subunit (Figure 2.2A, gold), (2) residues
Trp29-Arg66 in the γ-subunit, which include the domain that forms the hinge for the translo-
con (Figure 2.2A, blue), and (3) residues Pro205-Leu433 in the α-subunit, which include the
TM6-10 (Figure 2.2A, red). Scaffolding interactions are also included between particles
in subsets in 1 and 2 and between particles in subsets 2 and 3. However, they are not in-
cluded between particles in subsets 1 and 3, and all scaffolding interactions are restricted
to pairs of CG particles that are within 7 Å in the original mapping from the crystal struc-
ture [10]. The translocon scaffolding is designed to stabilize the CG simulations without
biasing or hindering the LG or PP motions. The red curves of Figure 2.2C demonstrate that
the scaffolding succeeds in stabilizing the structure of the translocon in long-timescale CG
simulations, and the results presented in appendix A sections: Scaffolding Contribution to
the FE Profile and Trajectories Without Scaffolding indicate that the scaffolding does not
significantly alter the conformational landscape of the translocon.
2.2.3 Collective Variables and Free-Energy Calculations
The FE surface for the translocon is calculated as a function of collective variables that
quantify opening of the LG, dLG, and the displacement of the plug moiety from the channel
pore, dPP,
F(dLG,dPP) =−kBT ln P(dLG,dPP), (2.1)
where kB is Boltzmann’s constant and P(dLG,dPP) is the equilibrium probability distribu-
tion for the collective variables at temperature T . The LG distance dLG is defined as the
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distance of minimum approach between the line of least-squares fitting for the α-carbons
of the residues in the TM2b helix and the corresponding line for the TM7 helix. The PP
distance collective variable dPP is defined as the distance between the center of mass of the
α-carbons for the residues that comprise the isoleucine ring of the channel and the center
of mass of the α-carbons for the residues of the plug domain. Full details and illustrations
of the collective variables are provided in appendix A section: Collective Variables. The
crystal structure reported in Ref.10 exhibits collective variable values of (dLG,dPP) =(5.99
Å, 10.64 Å) in the atomistic representation.
The weighted histogram analysis method (WHAM) [26] in two dimensions was used
to construct the FE surface from over 80 independent MD trajectories that were restrained
to different reference values for the collective variables. These trajectories included the
auxiliary restraining potential 12κLG(dLG(x)−d◦LG)2+ 12κPP(dPP(x)−d◦PP)2, where x is the
set of Cartesian positions for the atoms, and where κLG = 15.0 kcal/mol/Å2 and κPP =
10.0 kcal/mol/Å2. The restraint values for the collective variables formed a uniform 8×10
grid spanning d◦LG/Å ∈ [6,13] and d◦PP/Å ∈ [11,20]. To achieve adequate sampling in the
atomistic simulations, additional trajectories were performed with restraints of (d◦LG/Å,d
◦
PP/Å)
= (8.5, 12), (8.5, 13), (8.5, 14), (8.5, 15), (8.5, 17), (8.5, 18), and (8.5, 19). Each restrained
MD trajectory was run for a length of 2 ns in the atomistic model and 20 ns in the CG
model. To minimize the equilibration time, restrained trajectories were initialized from
trajectories performed with neighboring values of the restraint. A modified ridge estimator
was used to smooth the calculated FE surfaces. Error estimates for the atomistic and CG
free-energy profiles are provided in appendix A section: Scaffolding Contribution to the
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Free-Energy Profile.
2.2.4 Atomistic and CG Free-Energy Surfaces
Figure 2.3A presents the FE surface calculated from the atomistic simulations of the Sec
translocon. It reveals a simple conformational landscape with a single minimum located
around the values for the collective variables corresponding to the experimental crystal
structure. No metastable open conformations for the channel are found with regard to dis-
placements in either the LG or PP distances. The FE surface supports the conclusion that
the crystal structure captures the relevant conformation for the membrane-bound translo-
con, in agreement with previous MD simulations [27–30]. However, it also indicates that
structural fluctuations in the translocon that are large enough to allow for either protein
translocation or membrane integration are thermodynamically unfavorable. Given that an
α-helical peptide is approximately 10-12 Å in diameter, Figure 2.3A suggests that a FE
penalty in excess of 20 kcal/mol must be incurred for either the protein translocation or the
membrane integration pathways in the absence of other facilitating interactions. Below, we
consider the role of the substrate in shifting this FE landscape.
Figure 2.3A also reveals very little correlation between the opening of the LG and the
displacement of the plug moiety. Indeed, as is shown appendix A section: Free-Energy
Surface Cross Sections, cross sections of the FE surface at different fixed values of the PP
distance are essentially identical. This suggests that the stabilization of the LG does not
explicitly depend on the displacement of the plug moiety [31], at least according to this
measure.
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Figure 2.3: Free energy profiles for the Sec translocon from atomistic (top) and CG (bot-
tom) simulations. Energies in kcal/mol.
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Figure 2.3B presents the corresponding FE surface for the translocon from our CG sim-
ulations. Although the thermodynamic penalty for displacing the LG and the PP is reduced
in the CG model, these results compare closely with those in Figure 2.3A, suggesting that
the CG model and the scaffolding protocol reproduce the conformational landscape from
the atomistic simulations. The effect of the scaffolding interactions on this calculation
are discussed in appendix A section: Scaffolding Contribution to the FE Profile. Given the
agreement between the atomistic and CG models, as well as the fact that the CG simulations
increase the computational speed of the simulations by more than an order of magnitude,
we employ the CG model for the remainder of the study.
2.3 Substrate Peptides Alter Translocon Conformation
2.3.1 Hydrophobic versus Hydrophilic Peptide Insertion
To investigate the influence of substrate peptides on the conformational landscape of the
translocon, we consider the one-dimensional FE profile along the LG distance for the
translocon containing either a hydrophobic polyleucine (Leu30) peptide substrate or a hy-
drophilic polyglutamine (Gln30) peptide substrate. The side chains for the leucine and
glutamine residues occupy similar steric volumes [21], allowing the simulations to isolate
the role of peptide hydrophobicity. The entire system, including the inserted peptides, are
simulated using the CG protocol described previously. To prevent the diffusion of the pep-
tides into the membrane, and thus to ensure a well-defined FE profile for the translocon
containing the substrate peptide, a weak restraint potential was used to tether the center of
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mass of the peptide to the center of mass of the channel pore residues. The details of the
initialization protocol and simulations for the translocon-substrate system are provided in
appendix A section: Initializing the Peptide Substrate. The WHAM algorithm was again
employed to construct the FE profile from 9 independent trajectories for the translocon-
substrate system that are harmonically restrained to different values for the LG distance on
a uniform grid in the range d◦LG/Å ∈ [7,15] using κLG = 5.0 kcal/mol/Å2; to achieve ade-
quate sampling, an additional trajectory was performed with the hydrophobic substrate at
d◦LG = 10.5 Å and two additional trajectories were performed with the hydrophilic substrate
at d◦LG = 6 and 9.5 Å. Each of the 21 sampling trajectories was run for a simulation time of
1.5-1.6 µs, where all but the last 800 ns was discarded as equilibration.
Figure 2.4 presents FE profiles calculated for the translocon peptide substrate. The
black curve, for reference, presents the result for the translocon without peptide substrate
and is consistent with the data presented in Figure 2.3B. These results demonstrate that the
hydrophilic peptide shares the same basin of stability as the translocon in the absence of
substrate, while an open conformation for the LG motion is stabilized for the translocon
containing the hydrophobic substrate.
Recent structural studies have considered the role that translocon-docking macromolecules
play in stabilizing the open LG; crystal structures with the Sec translocon in complex with
SecA [12] or a Fab fragment [13] exhibit partial opening of the LG, whereas a recent,
subnanometer-resolution microscopy study finds no such opening of the LG for the translo-
con docked with the ribosome [14]. The results in Figure 2.4 predict the hydrophobic
substrate to stabilize the open LG, even in the absence of such complexation events.
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Figure 2.4: Free energy profiles along the LG distance for the translocon, with and without
peptide substrates. Below, snapshots showing the translocon in closed versus open configu-
rations of the LG distance.
To investigate the metastability of the LG conformations for the translocon containing
the substrate peptides, long CG MD trajectories that were not restrained with respect to
the LG distance nor the center of mass of the peptide substrate were initialized from open
(dLG = 15 Å), partially open (dLG = 11 Å), and closed (dLG = 6 Å) configurations for
the LG. They are plotted as a function of the LG distance in Figure 2.5A. For the trajec-
tories initialized from the closed LG with either the hydrophobic and hydrophilic peptide
substrate, the LG remained closed on the timescale of the simulations. However, for the
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trajectories initialized from the open LG, the simulation with the hydrophobic substrate
remains open, while the simulation with the hydrophilic substrate relaxes toward smaller
values of dLG on the timescale of hundreds of nanoseconds. Similarly, for the trajecto-
ries initialized from the partially open LG, the simulation with the hydrophobic substrate
relaxes toward larger values of dLG, while the simulation with the hydrophilic substrate
exhibits gradual closure of the LG over the course of the trajectory. Additional trajectories
performed without scaffolding interactions are reported in appendix A section: Trajectories
Without Scaffolding.
The trajectories in Figure 2.5A for the initially open and partially open LG with the
hydrophilic peptide relax toward the closed configurations, but they do not fully close the
LG distance within the 500 ns of simulation time. This slow timescale for relaxation is
related to the conformation of the plug moiety for the translocon. As is illustrated in Figure
2.5B, the translocon in these simulations has in fact eliminated the open surface area of the
LG (defined in appendix A section: Collective Variables) , but this is not captured by the
LG distance collective variable that is plotted in Figure 2.5A. It is not clear whether the
ability of the plug to partially prop open the region between TM2b and TM7 at the bottom
of the translocon channel is functionally relevant, although it is thought that a peptide signal
sequence performs this function at the top of the channel [10, 32].
The results in Figure 2.5B indicates that a metastable closed state for the LG of the
translocon is supported by both the hydrophilic and hydrophobic substrate with a surface
area of approximately 400-450 Å2, whereas a metastable open state for the LG is supported
only by the hydrophobic substrate with a surface area of 600-650 Å2. The closed state al-
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Figure 2.5: CG MD trajectories for the translocon containing either the hydrophobic (blue-
shaded) or hydrophilic (red-shaded) substrate are initialized from open, partially open, and
closed configurations of the LG. (A) The LG distance dLG for the trajectories is plotted as a
function of simulation time. (B) The LG surface area for the trajectories is plotted as a func-
tion of simulation time. Heavy lines indicate 1 ns rolling averages. Also shown are snapshots
of the translocon at the end of the initially closed trajectory with hydrophilic substrate (C)
and the initially open trajectory with hydrophobic substrate (D).
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lows for little contact of the peptide substrate with the hydrophobic membrane interior and
exhibits values for the LG surface area and distance values that are typical of the translocon
without substrate, whereas the open state allows for extensive exposure of the substrate to
the membrane and provides space for the exit of the substrate from the channel (Figures
2.5C and D). Although the fact that the closed state is metastable for both the strongly hy-
drophobic and strongly hydrophilic substrates suggests that the closed state would also be
metastable for substrates of intermediate hydrophobicity, additional trajectories provided
in appendix A section: Trajectories with Substrate of Intermediate Hydrophobicity show
this explicitly.
2.3.2 Orientation of the Substrate Peptide and the Translocon Plug
The reason that long (>1.5 µs) sampling trajectories were needed to equilibrate the FE pro-
file in Figure 2.4 is due to the slow reorientation of the channel plug moiety with respect to
the peptide substrate (Section Initializing the Peptide Substrate in appendix A). Figure 2.6A
illustrates that for the hydrophilic substrate, the plug is preferentially positioned between
the peptide substrate and the LG, whereas for the hydrophobic substrate, the orientation is
reversed such that the plug is behind the substrate with respect to the LG opening.
To quantify this effect, we introduce an order parameter for the relative orientation of
the pore and the plug residue. We define θ to be the angle between a vector v1 that points
from the peptide substrate to the plug moiety and a vector v2 that points outward from the
opening of the LG. If cos(θ)> 0, then the plug is between peptide and the LG, as is shown
for the snapshot of the hydrophilic peptide in Figure 2.6A. For cos(θ) < 0, the reverse
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Figure 2.6: Relative orientation of the peptide substrate (dark grey), the plug moiety (red),
and the LG helices (green). (A) and (B) Snapshots illustrating that the hydrophilic peptide
(A) is behind the plug residue with respect to the LG, whereas the hydrophobic peptide (B)
is in front of the plug residue and closer to the interior of the membrane. (C) The ensemble
average for the order parameter describing the relative orientation of the substrate and plug.
orientation is observed. A detailed and illustrated definition of θ is provided in appendix
A section: Collective Variables.
Figure 2.6C presents the equilibrium expectation value for the orientational order pa-
rameter cos(θ) as a function of the LG distance, again obtained using the WHAM algo-
rithm and the simulation data corresponding to Figure 2.4. Indeed, this plot reveals that for
open configurations of the LG, the relative orientation of the plug moiety and the peptide
substrate is strongly dependent on the nature of the peptide. The trend observed in Figure
2.6C indicates that the hydrophobic substrate assumes an orientation that achieves greater
exposure to the hydrophobic lipids of the membrane interior, whereas the hydrophilic sub-
strate favors the orientation in which it remains more fully in the channel and shielded from
the membrane by the plug. This result may suggest that the plug (or its replacement moiety
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Figure 2.7: Free energy profiles for the translocon with peptide substrates as a function of
the LG surface area. For the case of the hydrophilic peptide, the slope for the linear fit of the
data is shown.
in a plug-deletion mutant of the translocon [11]) plays a role in guiding the substrate toward
either the translocation or membrane integration pathways.
2.3.3 Hydrophobicity and the Energetics of the Lateral Gate
To analyze the energetics of the LG motion for the translocon including peptide substrates,
we calculate the FE profile for these systems as a function of the LG surface area. This
calculation again employs the WHAM algorithm and the simulation data corresponding to
Figure 2.4. A detailed definition of the LG surface area collective variable, which quantifies
the area between the TM2b and TM7 helices that comprise the LG, is provided in appendix
A section: Collective Variables. The FE profiles calculated as a function of the LG surface
area are presented in Figure 2.7. Closed configurations for the LG correspond to a surface
23
area of approximately 400-450 Å2 (Figure 2.5B). As the LG opens, the linear behavior for
the FE profiles is consistent with a model, F = σA, in which the FE of opening the LG, F ,
is equal to the product of the LG surface area, A, and a constant marginal FE, σ . Linear
fits to the FE profiles in the range of 450-600 Å2 and the resulting estimates for σ are also
included in the figure; the fitting range is chosen based on the characteristic values for the
LG surface area for the closed and open states of the LG observed in Figure 2.5B.
Figure 2.7 suggests that the energetics of the LG conformation is governed by a simple
balance between hydrophobic and hydrophilic contacts in the system. For the case of the
hydrophilic substrate, the opening of the translocon LG corresponds to the formation of an
interface between the hydrophobic interior of the membrane and the hydrophilic substrate
in the channel. It is thus reasonable that the calculated value of σ = 0.04 kcal/mol/Å2 for
this case is similar to the range of values (0.025-0.035 kcal/mol/Å2) that have been esti-
mated for the surface tension between hydrophilic residues and the lipid bilayer [33, 34].
On the other hand, the opening of the LG for the case of the hydrophobic substrate thus cor-
responds to the removal of a hydrophobic-hydrophilic interface from the system. The inte-
rior of the channel for the Sec translocon is a largely hydrophilic environment [10, 35, 36],
such that opening the LG replaces an area of hydrophobic-hydrophilic contacts between the
substrate and the channel interior with more favorable hydrophobic-hydrophobic contacts
between the substrate and the membrane.
For larger values of the LG surface area, the FE profile for the hydrophobic substrate
deviates from the linear fit as expected. Once the surface area is sufficiently large to allow
for full contact between the hydrophobic substrate and the membrane (600-650 Å2, Figure
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2.5B), further opening of the LG does not allow for any additional favorable hydrophobic
contacts; it instead introduces contacts between the membrane and the hydrophilic interior
of the channel, leading to a change in the marginal FE and the calculated turnover in the
FE profile.
The agreement of the simulation data in Figure 2.7 with the expression F = σA sug-
gests that the relative FE between the metastable LG closed state (approximately 400 Å
2
)
and the open configurations that allow for membrane integration (approximately 600 Å
2
) is
governed by the interfacial energy between the peptide substrate and the membrane interior.
This FE relationship depends linearly on both the LG surface area and the hydrophobicity
of the peptide substrate, such that if it is assumed that the detailed sequence of residues in
the substrate can be ignored [6], then the relative FE between the closed and open states
depends simply on the number of hydrophobic and hydrophilic peptides in the substrate.
Given that the simulation data indicates that changing from a completely hydrophobic 30-
residue peptide to one that is completely hydrophilic alters the relative FE of LG opening
by approximately 12 kcal/mol, this analysis suggests that replacing a single hydrophobic
residue in the substrate with a hydrophobic residue will lead to a change in the FE of LG
opening of approximately 0.6 kBT. It follows that for substrates of intermediate hydropho-
bicity, the thermodynamic balance between open and closed LG states can be significantly
shifted by changing only a small number of substrate residues.
Naturally, the simplicity of the CG model employed should discourage overinterpreta-
tion of the quantitative details of the simulation results, and a more extended discussion of
the accuracy of the CG model is provided in appendix A section: Side-Chain Transfer Free
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Energies for the CG Residues. However, the energy scales obtained from the simulations
reported here and the linear dependence of the calculated LG FE on the LG surface area and
support a simple and intuitive analysis of the energetics of the translocon LG in the pres-
ence of a peptide substrate. Section Mutations in the Translocon Pore Residues in appendix
A further discusses how the free energy of LG opening depends on the hydrophobicity and
bulkiness of the translocon pore residues.
2.4 Implications for Translocon Regulatory Function
Efforts to understand the regulatory function of the Sec translocon have focused on the
strong correlation between the water/octanol transfer FE for a TM peptide domain and the
relative fraction of substrate peptides that undergo membrane integration vs. translocation
[4–6]. This correlation has been interpreted in terms of a two-state model in which the
peptide equilibrates between the hydrophobic membrane environment and the hydrophilic
channel environment [1, 4]. Assuming that this equilibrium is genuinely realized (and
assuming that the solvation FE for the peptide in the channel does not change with the
predominant LG conformation), then the partitioning of the peptide substrate between the
translocon and membrane environments would be independent of the LG conformation.
That is, switching of the predominant LG conformation between open and closed states un-
der the control of the substrate hydrophobicity (Figure 2.7) would not affect the regulation
of the substrate peptides between the Sec-mediated membrane insertion and translocation
pathways.
However, if instead of being completely reversible, the exit of the peptide substrate
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from the translocon is irreversible, then the results presented here suggest an alternative
interpretation of the data of Hessa et al. [5, 6]. Assuming that only the open LG al-
lows for membrane integration, and utilizing the separation between the timescale within
which substrates are driven into the channel by either the ribosome or another molecular
motor (∼milliseconds) and the timescale within which the LG undergoes conformational
rearrangements (∼100 ns), then the rate at which the integration product is formed is pro-
portional to the population of the open LG conformation, kinteg ∝ Popen. Similarly, the
rate for the translocation is proportional to the population of the closed LG conformation,
ktrans ∝ Pclosed . The balance of this conformational partitioning of the LG, as we have ar-
gued in connection with Figure 2.7, depends primarily on the effective hydrophobicity of
the substrate peptide.
This model describes a regulation between the translocation and integration pathways
that is controlled by substrate-sensitive conformational gating of the translocon. It is con-
sistent with the experimental observation of a two-state balance between translocation and
integration, and it predicts the experimentally observed correlation of that balance with
peptide hydrophobicity. The model is based on a nonequilibrium description of the slow
substrate insertion dynamics and an equilibrium description of the faster conformational
motions of the translocon; since both open and closed states have finite equilibrium popula-
tions, all substrates will experience at least fleeting exposure to the interior of the membrane
[1]. Direct, nonequilibrium simulations of protein translocation and membrane integration
will yield further insights into this possible mechanism of regulation.
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Chapter 3
Direct Simulation of Early Stage
Sec-Facilitated Protein Translocation
3.1 Introduction
In the previous chapter, we investigated the conformational landscape of the Sec translocon,
and the role of peptide hydrophobicity in regulating protein translocation versus membrane
integration using enhanced thermodynamic sampling methods. However, many important
dynamical aspects of this cellular machinery remain elusive. Particularly little is known
about the dynamics of the translocon and nascent protein during the earliest stages of pro-
tein translocation, a critical period in the regulation of protein secretion, membrane inte-
gration, and membrane protein topology. Outstanding questions relate to nascent-protein
conformations that are visited in the early stages of insertion, molecular mechanisms that
connect features of the translocon and nascent-protein residues to its targeted destination
and topology, and the initiation of nascent-protein secondary structure. These issues are
difficult to experimentally probe because they involve transient interactions and processes,
confined molecular environments, and membrane-bound complexes that create challenges
for high-resolution approaches. Traditional atomistic simulation techniques employed in
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the previous chapter also fail in addressing these issues because of the long timescale and
large lengthscale involved in the underlying processes.
In this chapter, we introduce a protocol for directly modeling the dynamics of nascent-
protein insertion into the translocon, and we leverage the specialized Anton computing sys-
tem [37, 38] to perform microsecond-timescale simulations of early-stage protein translo-
cation and membrane integration. The reported simulations, although short in compari-
son to second-minute timescales of the biological process, are nonetheless extremely long
by the standards of state-of-the-art MD studies and provide a powerful exploratory tool
for investigating the early-stage dynamics of nascent-protein insertion into the translocon.
Insertion of both hydrophobic and hydrophilic nascent-protein domains is modeled, and
quantitative metrics are employed to characterize nascent-protein and translocon confor-
mational changes, the formation of salt bridges and specific interactions, and the develop-
ment of large-lengthscale hydrophobic contacts. These simulations, when interpreted in
combination with experimental studies and previous nanosecond-timescale MD simulation
studies of the translocon [27–30, 39, 40], offer new insights into the mechanistic details of
Sec-facilitated protein translocation and membrane integration.
3.2 Methods
Using microsecond-timescale MD trajectories with more than 120,000 atoms, we explic-
itly model the insertion of nascent-protein residues into the Thermotoga maritima SecYEG
channel via the SecA ATPase molecular motor (Figure 3.1). The structure of the SecA-
SecYEG complex has been obtained via crystallography [12]. The all-atom simulation
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cell (Figure 3.1, middle panel) includes explicit solvent, counterions, and 222 POPC lipid
molecules. Long MD trajectories are performed using the special-purpose Anton comput-
ing system [37, 38]; to meet the system-size limitations of the Anton hardware, SecA is
truncated at a distance of 15 Å from the translocon, and the heavy atoms of SecA are har-
monically restrained to their corresponding positions in the crystal structure. The residues
of SecYEG and all other atoms in the system are unrestrained. Full details of the simula-
tions are described in appendix B.
We introduce a nonequilibrium simulation protocol to describe the SecA-driven inser-
tion of nascent-protein residues into the translocon channel. The novel protocol includes
nanosecond-timescale growth of the nascent amino acid chain at the cytosolic mouth of the
translocon followed by microsecond-timescale evolution of the system (Figure 3.1, bottom
panel). Long MD trajectories are performed using the special-purpose Anton comput-
ing system [37, 38] under conditions of constant pressure and temperature. As is empha-
sized below, the presented insertion protocol describes necessary features of SecA-driven
nascent-protein insertion, including the sequential introduction of nascent-protein residues
and molecular confinement at the cytosolic mouth of the translocon channel; however, the
detailed mechanism of the SecA driving force remains an open question [3, 41–43].
The key features of the insertion protocol are as follows. After initial equilibration of
the SecA-SecYEG complex, a nascent protein composed of n+ 4 amino acid residues is
introduced, with the four residues at the N-terminus aligned with the axis of the translo-
con channel and with the center-of-mass position of the remaining n residues placed at an
“insertion point" at the cytosolic mouth of the translocon channel. Each of the n residues
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Figure 3.1: Early-stage protein insertion into the Sec translocon. (Middle Panel) The all-
atom system employed in the MD simulations, including the translocon (gray surface, with
the helices TM2b and TM7 in green, the pore residues in orange, and the plug moiety in
violet), the truncated SecA protein (white surface), and the nascent protein undergoing inser-
tion (yellow, blue, red). (Top Panel) Expanded view of the interface region between SecA
and the translocon, with the two nascent-protein insertion points (IP1 and IP2) indicated.
The SecA two-helix-finger and β -sheet domains are indicated in light green and light blue,
respectively, and the nascent-protein residues are presented with same color scheme as in
the middle panel. (Bottom Panel) Schematic illustration of the simulation protocol used to
model nonequilibrium protein insertion. The translocon is shown in gray, with the LG region
indicated in green, the pore residues in orange, and the plug moiety in violet. SecA is shown
in white, and the nascent-protein sequence is shown using the same coloring scheme as in the
middle panel. Each period of nascent-protein growth is followed by a microsecond-timescale
trajectory at fixed protein length.
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Table 3.1: Summary of the insertion trajectories. a
Trajectory IP Mature Evolution period (µs) Total Length
Domain #1 #2 #3 (µs)
T1 1 L30 0.90 1.54 1.41 4.05
T2 1 Q30 0.90 1.67 1.41 4.18
T3 2 L30 1.38 1.50 1.80 4.88
T4 2 Q30 1.38 1.50 1.80 4.88
a In each trajectory, the first growth period spans 0.055 µs, whereas the latter two span
0.075 µs.
on the C-terminal end of the nascent protein exists in either an off-state, in which non-
bonding interactions between each residue and the rest of the system are excluded, or an
on-state, in which all interactions are included; residues in the off-state are tethered to the
insertion point via harmonic restraints. We model the SecA-driven protein insertion using
a repeated two-step cycle composed of (i) growth, in which residues at the C-terminal end
of the nascent protein are sequentially switched from the off-state to the on-state at a pace
of one residue per five nanoseconds, and (ii) evolution, in which the system is evolved
without growth using standard MD. The simulations presented in this chapter include three
growth/evolution cycles (Figure 3.1, bottom panel), with each growth period leading to the
insertion of fifteen new protein residues, followed by an evolution period of 0.9−1.8 µs in
time (Table 3.1). The appendix B provides full details of the simulation protocol employed
for the nascent-protein growth period.
This insertion protocol is used to obtain four microsecond-timescale simulations of
early-stage protein translocation and membrane integration via the translocon. Each of the
simulated insertion trajectories (T1-T4) employs one of two different insertion points and
one of two different nascent-protein sequences (Table 3.1). The nascent-protein sequence
is composed of a hydrophobic, N-terminal signal peptide (SP) and a C-terminal mature
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domain sequence. In all cases, the SP sequence (MGPRL11, with residues listed from the
N-terminus) matches the 15-residue synthetic SP that was employed by Spiess and co-
workers for the investigation of integral membrane protein topogenesis [7]; the C-terminal
mature domain for the nascent protein is comprised of either a purely hydrophilic 30-mer
of glutamine (Q30) or a purely hydrophobic 30-mer of leucine (L30). The first insertion
point (IP1) employed in these simulations is positioned close to the highly conserved β -
sheet that connects the NBD1 and PPXD domains of SecA and that is thought to be the
binding site for the nascent protein [44] (Figure 3.1, top panel); the second insertion point
(IP2) is positioned close to the loop of the two-helix-finger domain of SecA, which has
been suggested to mechanically push the nascent protein through the translocon [12, 42].
Exact coordinates for the insertion points are provided in the appendix B.
Although it is generally agreed that SecA utilizes ATP hydrolysis to drive the nascent
protein across the translocon channel [45, 46], questions remain regarding the details of this
process, including the oligomeric state of SecA [47–49], the nature of SecA conformational
changes that generate the driving force for nascent-protein insertion [12, 44, 50, 51], and
the exact roles of ATP binding and hydrolysis events [41, 43, 52, 53]. The goal of the cur-
rent study is not to investigate the detailed mechanism of the SecA motor action; rather, we
aim to characterize the conformational dynamics and mechanisms associated with nascent-
protein insertion into the translocon. We thus model only the most fundamental roles of
SecA in the insertion process: providing confinement of the nascent protein at the cy-
tosolic mouth of the translocon channel and enforcing sequential insertion of the nascent
protein into the translocon. Although the extent to which this simplification impacts any
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conclusions about posttranslational protein translocation is difficult to assess without a bet-
ter understanding of the SecA mechanism, we note that cotranslational (ribosome-driven)
nascent-protein insertion does not involve explicit coupling of a molecular motor to con-
formational changes in the translocon [54]; the insertion protocol employed here is thus
at least relevant for the cotranslational pathway. Furthermore, the fundamental issues that
are the focus of this study, including the conformational dynamics of the nascent protein
and translocon, are expected to arise in all biological pathways for Sec-facilitated protein
translocation [55, 56].
3.3 Results and Discussion
3.3.1 Translocon Conformational Response
The insertion simulations reveal mechanistic features of both early-stage protein translo-
cation and membrane integration. Figure 3.2 presents snapshots of trajectories T1 and T2,
respectively, at various times during protein insertion. The system is viewed from the per-
spective of the lipid bilayer, with the translocon LG helices (TM2b and TM7) in green,
the pore residues in orange, and the plug moiety in red. Prior to the introduction of the
mature domain residues at 0.9 µs, the trajectories are identical, exhibiting configurations
for which the two LG helices are in close proximity. At longer insertion times, it is seen
in both trajectories that hydrophobic residues (blue) of the nascent protein localize at the
translocon LG helices, which undergo significant separation.
Figure 3.3 quantifies the LG conformational changes as a function of simulation time.
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Figure 3.2: Structural features of the nascent protein and translocon at various times along
the insertion trajectories T1 and T2. The translocon is shown in gray surface, with the two
LG helices in green, the pore residues in orange and the plug moiety in violet. The nascent-
protein SP and the hydrophobic mature domain of the nascent protein are colored in blue,
while the hydrophilic mature domain is colored in red.
The LG is characterized in terms of its width profile along the channel axis, η , which
lies perpendicular to the plane of the membrane. As is illustrated in Figure 3.3A, the
LG width profile measures the minimum horizontal distance between helices TM7 and
TM8 (green) on one side of the translocon LG and helices TM2b and TM3 (yellow) on
the other; detailed definitions for both the channel axis and the LG width profile in terms
of the molecular coordinates are provided in appendix B. Figure 3.3B presents the LG
width profile obtained at various times during trajectories T1 and T2. The two profiles
coincide for the initial stages of insertion (t = 0.5 µs), with the LG width narrowing in the
region of the translocon pore residues (η ≈−18) and widening at the cytosolic (η >−15)
and lumenal (η < −20) openings. Significant changes in the width profiles for these two
trajectories emerge at longer times. Comparison of the width profiles for trajectory T2 (red)
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at t = 2.0 µs and t = 3.5 µs reveals nearly uniform widening of the LG along the channel
axis, including the region of the pore residues. Trajectory T1 (blue) also shows extensive
widening of the translocon channel at the cytosolic opening, although it is accompanied by
contraction of the LG width in the regions of the pore residues and the lumenal opening. For
all insertion times, Figure 3.3C presents the difference between the channel width profile
for trajectories T1 and T2, which emphasizes the differing extent to which the LG opens
during nascent-protein insertion.
Figure 3.4 provides insight into the mechanistic basis for LG opening in Figure 3.3.
Figures 3.4A and 3.4B present snapshots from insertion trajectories T1 and T2, respectively,
after t = 3.5 µs of simulation time; the simulation cell is viewed along the channel axis
from the cytosolic side of the membrane, and the density field of the membrane lipid tails
is shown in grayscale. The density field represents the number density of heavy atoms in
the hydrophobic lipid tails projected onto the x-y plane of the simulation cell; it is plotted
with Gaussian smoothing on a lengthscale of 2 Å. For clarity, only the LG residues of the
translocon (green) and the residues of the nascent protein (blue, red) are shown explicitly,
and the set of points at a distance of 18 Å from the channel axis are indicated (orange).
In both trajectories, the nascent protein is localized in the region of the LG helices, with
hydrophobic residues (blue) in close contact with the hydrophobic lipid tails. The more
hydrophobic nascent protein (Figure 3.4A) partially exits the translocon channel in favor
of the membrane interior.
To quantify the relative degrees to which trajectories T1 and T2 exhibit membrane inte-
gration, Figure 3.4C plots the number of nascent-protein residues,N , that exit the translo-
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Figure 3.3: Translocon LG width profiles along trajectories T1 and T2. (A) Illustration of
the LG width profile, which is indicated with red arrows. The coordinate associated with the
channel axis is indicated at left. (B) The LG width profiles for trajectories T1 (blue) and T2
(red) at various times. The data at time 0.5µs is repeated in the dashed black curve. (C) The
difference in the LG width profiles between trajectories T1 and T2.
con channel as a function of simulation time; specifically, the figure reports the number
of residues for which the corresponding α-carbon lies beyond 18 Å from the channel axis
(indicated in orange in Figures 3.4A and 3.4B) and falls between −30 and 0 Å along the
channel axis (indicated in Figure 3.3A). Markedly different behaviors are seen for the two
trajectories, with insertion of the more hydrophobic peptide leading to a much greater de-
gree of membrane integration.
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Figure 3.4: Early stage membrane integration. (A, B) Representative configurations from
trajectories T1 and T2 after t = 3.5 µs of simulation time. The nascent-protein residues
(hydrophobic in blue, hydrophilic in red) and the translocon LG helices (green) are shown
in atomistic detail. The density field for the hydrophobic lipid tails is projected onto the x-y
plane, with gray indicating low density and white for high density. The orange circles indicate
positions that are 18 Å from the center of the channel axis. (C) The time evolution of the
number of nascent-protein residues,N , that partition into the membrane during the insertion
simulations. (D) The time evolution of the pore-plug distance in the insertion simulations.
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For trajectories T1 and T2, the differences in the channel width profiles seen in Figure
3.3 correlate with the differing degree of membrane integration in Figure 3.4. For both
trajectories, the hydrophobic SP binds at the LG, leading to partial opening, as was pre-
dicted in earlier free energy calculations of the translocon conformational landscape in the
presence of a hydrophobic substrate [40]. In trajectory T1, the more hydrophobic nascent
protein partitions directly from the cytosolic region of the channel, without inducing any
widening of the LG in the channel pore or lumenal regions (Figure 3.3, blue). In trajec-
tory T2, the hydrophilic nascent protein does not partition into the membrane interior and
instead remains localized in the translocon channel; to accommodate the volume of the
growing protein, the LG widens along the entire channel axis, including the region of the
pore residues (Figure 3.3, red).
Finally, Figure 3.4D plots the structural response of the translocon plug moiety during
the insertion trajectories, with the distance between the pore and plug residues plotted as a
function of simulation time. This distance measures the minimal separation between the α-
carbon atoms of the six residues of the translocon pore (residues 82, 86, 187, 191, 274, 396)
and the α-carbon atoms for the residues in the plug moiety (residues 65-74). For trajectory
T1, the results show little change in the pore-plug distance, despite the significant degree
of membrane integration observed.
The insertion trajectories presented in Figures 3.3 and 3.4 exhibit important mechanis-
tic features of early stage membrane integration (trajectory T1) and protein translocation
(trajectory T2). The corresponding analysis of trajectories T3 and T4 reveals similar mech-
anistic features (Figures B.6, B.8 and B.9). Although it is important to avoid overinterpret-
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ing the small number of illustrative MD trajectories presented here, these long-timescale
simulations nonetheless reveal details of the conformational changes that are central to reg-
ulation of stop-transfer efficiency in Sec-facilitated protein translocation. In particular, we
note that the results in Figures 3.3 and 3.4 are consistent with the observation that cross-
linking of the LG helices inhibits the protein translocation pathway [16], since trajectory T2
exhibits significant opening of the LG. Figure 3.4D is also consistent with experimental ev-
idence that the conformation of the plug moiety is not significantly altered upon membrane
integration [57], as well as the observation that deletion of the plug moiety has little effect
on stop-transfer efficiency [58]. In addition to finding little movement of the plug upon
membrane integration, Ref. 57 reports more significant displacement of the plug during
protein translocation; we note that Figure 3.4D also shows a greater degree of displace-
ment of the plug moiety for trajectory T2 than for trajectory T1, although our simulations
probe stages of the protein translocation that are too early to exhibit the full degree of plug
displacement.
3.3.2 Nascent-Protein Hydrophobic Contacts
In addition to its role in the regulation of stop-transfer efficiency, the Sec translocon in-
fluences the orientation, or topology, of integral membrane proteins. One such effect is
that increasing SP hydrophobicity leads to a diminished fraction of proteins that undergo
integration in the Type II orientation [7, 59–61], suggesting that hydrophobic contacts in-
volving the nascent protein play a role in regulating integral membrane protein topogenesis
[8, 18]. Here, we explore this effect by characterizing the degree to which the insertion
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simulations exhibit hydrophobic contacts that stabilize nascent-protein configurations that
are consistent with the early stages of either Type II or Type III membrane integration.
Figure 3.5 illustrates the nascent-protein conformational dynamics that accompany early-
stage membrane integration. Figures 3.5A-D present snapshots of the trajectories T1 and
T3 after 3.5 µs of simulation, with parts A and B showing the configuration of the SP rel-
ative to the translocon LG and parts C and D characterizing the solvation environment of
the SP. The corresponding results for trajectories T2 and T4 lead to similar conclusions and
are presented in Figure B.10.
Figures 3.5A and 3.5B illustrate strikingly different configurations for the nascent pro-
tein following early-stage insertion into the translocon. In both cases, the SP intercalates
between the two LG helices. However, in part A, the SP adopts a partially helical con-
formation with the N-terminus buried inside the translocon channel. This orientation of
the nascent protein enables the hydrophobic residues of the SP to extend across the LG
and to make contact with the membrane hydrophobic lipid tails. In part B, the SP remains
disordered, with the charged N-terminus exposed to the lipid phosphate head groups; the
remainder of the SP occupies the interior of the translocon, and the LG helices widen to a
lesser degree than in part A. The nascent protein in part B adopts a looped configuration
that has been anticipated for early-stage Type II membrane integration [62]; in contrast, the
buried N-terminal configuration for the nascent protein in part A is more consistent with
the early stages of Type III membrane integration [18].
Figures 3.5C and 3.5D present the nascent-protein solvation environment for these two
configurations, including the density of water molecules (light blue) within 8 Å of the SP
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Figure 3.5: The SP adopts configurations that differ with respect to orientation, secondary
structure, and solvation environment along the simulated insertion trajectories T1 and T3. (A,
B) The conformation of the nascent protein in trajectories T1 (part A) and in trajectory T3
(part B). The nascent protein is presented in blue, with the N-terminal residue highlighted
in yellow. The translocon is shown as a gray surface. (C, D) Formation of the hydrophobic
interface between the SP (blue) and the lipid bilayer. Water within 8 Å of the SP is shown as
a light blue surface. (E) The hydrophobic contact area between the SP and the surrounding
lipid molecules, plotted as a function of time in trajectories T1 (blue) and T3 (red).
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(dark blue). In part C, the absence of solvent density at the interface between the SP and
the lipid tails is clear; the LG helices separate to make room for this hydrophobic contact,
and water molecules at the cytosolic mouth of the translocon evacuate the space between
the hydrophobic residues of the SP and the interior of the lipid membrane. Part D reveals
a different solvation environment for the SP, with water molecules solvating the LG region
due to the presence of the charged SP N-terminus and the hydrophilic lipid heads.
Figure 3.5E quantifies the magnitude and time dependence of the hydrophobic contact
between the SP and the membrane interior. For both trajectories, the contact surface area
between the SP residues and the lipid molecules are plotted as a function of simulation
time; details of the surface area calculation are provided in appendix B. For trajectory T1,
in which the N-terminus of the SP is buried in the channel interior, the hydrophobic contact
area increases markedly with simulation time; sharp increases in the curve correspond to
the periods of peptide growth in the insertion simulation protocol. In contrast, the loop
configuration adopted by the SP in trajectory T3 leads to consistently small hydrophobic
contact area at all times.
These results suggest that nascent-protein configurations that are on-pathway for Type
III integration exhibit significant hydrophobic contact between the SP and the membrane
interior, whereas configurations that are consistent with early-stage Type II integration ex-
hibit aqueous solvation of the LG region. It follows that increased hydrophobicity of the
SP residues will preferentially stabilize configurations of the kind shown in Figures 3.5A
and 3.5C, enhancing the degree to which the nascent proteins undergo Type III integration.
Similarly, mutation of positively charged residues on the N-terminus of the nascent-protein
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SP will destabilize configurations of the kind shown in Figures 3.5B and 3.5D, decreasing
the degree to which nascent proteins undergo Type II integration. Both of these trends have
been experimentally observed [7, 59–61]. The simulation results presented here suggest
a simple mechanistic basis for understanding the sensitivity of integral membrane protein
topology to hydrophobic residues in the nascent-protein SP sequence.
3.3.3 Nascent-Protein Salt-Bridge Formation
Finally, we investigate the mechanism by which nascent-protein salt-bridge formation in-
fluences the topology of integral membrane protein TM domains. The mutation of negatively-
charged residues at the cytosolic mouth of the translocon alters observed fractions of Type
II and Type III integral membrane proteins, suggesting that electrostatic interactions in-
volving the nascent protein play a role in conferring integral membrane protein topology
[63]. Furthermore, favorable interactions involving the translocon are thought to facilitate
the translocation of Arg-containing peptide sequences [64, 65] and to reconcile large dis-
crepancies between the experimentally observed stop-transfer efficiency of Arg-containing
peptides and computed water/membrane transfer free energies [5, 58, 66–69]. We explore
these effects by characterizing the interactions of the translocon with positively charged
residues in the nascent protein during insertion.
Figure 3.6A presents representative configurations from the insertion trajectories, viewed
along the channel axis from the cytosolic side of the membrane. These snapshots reveal
salt-bridge contacts that are formed between the Arg residue of the nascent-protein SP
(blue) and either negatively charged residues on the translocon (E330, E110, and D404;
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Figure 3.6: Formation of salt bridges involving the N-terminus of the nascent protein. (A)
Representative configurations associated with salt bridges that are observed in the insertion
trajectories. The SP is shown in blue, with its Arg residue shown in the space-filling rep-
resentation. The translocon is shown in white ribbon, with the two LG helices in green.
The negatively charged residues on the translocon are shown in yellow, and the lipid head
groups are shown in orange and red. (B) The time evolution of the salt bridges formed during
trajectories T2 (red) and T3 (blue).
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yellow) or the phosphate head groups of the lipid bilayer (red). The configurations in pan-
els E330, E110, and D404 are obtained from trajectory T2 after 0.5, 1.4 and 2.6 µs of
simulation time, respectively, whereas panel PO−4 corresponds to trajectory T3 after 2.6 µs.
Figure 3.6B presents the time dependence of salt-bridge contacts in the simulations. The
contacts are defined to include configurations for which the protonated nitrogen atom of
either the Arg residue or the N-terminus of the SP is within 4 Å of the anionic oxygen atom
of the corresponding translocon residue or phosphate group. The corresponding time-series
plots for trajectories T1 and T4 are provided in Figure B.7. The structural alignment used
to determine the eukaryotic homologues of residues E330, E110 and D404 is presented in
Figure B.2.
It is clear from Figure 3.6B that salt-bridge contacts form almost immediately upon
nascent-protein insertion trajectories and persist over microsecond timescales. In the first
microsecond of trajectory T2, which corresponds to the initial translation of the hydropho-
bic SP sequence, the nascent protein forms transient contact with the lipid head groups,
as well as residues E330 and E110 of the translocon. At longer times, following trans-
lation of mature-domain residues, trajectory T2 exhibits extended salt-bridge contact with
residue D404. In contrast, trajectory T3 immediately forms salt-bridge contact with the
phosphate head groups of the membrane lipid molecules that persist throughout the length
of the simulation.
The observed salt-bridge contacts involving the nascent protein are consistent with ex-
perimental observations that negatively charged translocon residues play a role in estab-
lishing the orientation of integral membrane protein TM domains. In particular, we see
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the N-terminus of the nascent protein interacting at the earliest stages of insertion with the
homologue of residue E110; mutation of this residue was experimentally found to decrease
membrane integration for TM domains in the Type III orientation and increase membrane
integration of TM domains in the Type II orientation [63]. Furthermore, long-lived salt-
bridge contacts between the nascent protein and residue D404 are observed in trajectory
T2; mutation of the homologues of residue D404 and E330 is experimentally found to in-
crease membrane integration of TM domains in the Type III configuration and decrease
integration of TM domains in the Type II orientation [63]. The position of residue D404
and E330 at the cytosolic mouth of the translocon (Figure B.2) suggests that these residues
favor configurations that are consistent with Type II membrane integration; the results for
trajectory T3 in Figure 3.6B, as well as in Figures 3.5B and 3.5D, suggest that a similar
effect may arise from interactions of the N-terminus with the phosphate head groups of the
membrane bilayer [18, 70].
3.4 Conclusions
We have introduced a simulation protocol for modeling the nonequilibrium dynamics of
nascent-protein insertion into the Sec translocon. The approach is employed in combina-
tion with microsecond-timescale MD trajectories to investigate early-stage Sec-facilitated
protein translocation and membrane integration. Analysis of multiple, long-timescale sim-
ulations reveals important molecular features of protein insertion into the translocon, in-
cluding SP docking at the translocon LG, large-lengthscale conformational rearrangement
of the translocon LG helices, and partial membrane integration of hydrophobic nascent-
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protein sequences.
All-atom simulations reveal the role of specific molecular interactions in the regulation
of protein secretion, membrane integration, and integral membrane protein topology. In
particular, it is shown that hydrophobic nascent-protein domains stabilize open configura-
tions of the translocon LG and facilitate partitioning of the nascent protein into the mem-
brane lipid bilayer. Furthermore, we find that particular salt-bridge contacts between the
nascent-protein N-terminus, cytosolic translocon residues, and phospholipid head groups
favor conformations of the nascent protein that are consistent with the Type II topology,
whereas increased SP hydrophobicity stabilizes nascent-protein configurations that are con-
sistent with the Type III topology.
This work reports new insights obtained from detailed, microsecond-timescale MD
simulations, and it provides a mechanistic basis for understanding experimentally observed
correlations between integral membrane protein topology, translocon mutagenesis, and
nascent-protein primary sequence. However, we also emphasize the limitations of all-atom
MD trajectories for studying slower (i.e., second- to minute-timescale) features of Sec-
facilitated protein translocation that give rise to experimentally observed kinetic effects
[7, 71], and more generally, the biological timescales of protein biogenesis and transport.
Regardless of important recent advances in the computation of MD trajectories, the acces-
sible timescales for atomistic simulations will remain many orders of magnitude shorter
than biologically relevant timescales for the foreseeable future. Ongoing efforts to under-
stand protein biogenesis and transport must also involve the development of new methods
and strategies for coarse-grained theoretical descriptions of the protein translocation ma-
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chinery.
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Chapter 4
Long-Timescale Dynamics and the
Regulation of Sec-Facilitated Protein
Translocation
4.1 Introduction
So far, we have shown that computer simulation studies provide a useful approach to under-
standing the translocon by connecting high-resolution structures to its detailed molecular
interactions and dynamics. Yet the biological timescales for cotranslational protein translo-
cation (i.e., minutes) vastly exceed the reach of atomistic MD simulations, and the large
number of trajectories needed to explore the parameter space of protein sequence and trans-
lation rate with statistical significance (∼105 in the current study) dramatically constrains
the computational cost of applicable simulation methods. As alluded to at the end of last
chapter, new approaches are needed to bridge the hierarchy of timescales in Sec-facilitated
protein translocation and membrane integration and to identify the mechanisms that govern
these fundamental cellular processes.
In this chapter, we develop a CG model that enables simulation of the translocon and its
associated macromolecular components on timescales beyond the scope of previously em-
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ployed methodologies. The model explicitly describes the configurational dynamics of the
nascent protein chain, conformational gating in the Sec translocon, and the slow dynamics
of ribosomal translation (Figure 4.1). We use the model to perform minute-timescale CG
trajectories to investigate the role of the Sec translocon in governing both stop-transfer effi-
ciency (i.e., propensity of TM to undergo integration into the cell membrane versus secre-
tion across the membrane) and integral membrane protein topogenesis (i.e., the propensity
of TM to undergo membrane integration in the Ncyt/Cexo orientation versus the Nexo/Ccyt
orientation). These simulations provide a direct probe of the mechanisms, kinetics, and
regulation of Sec-facilitated protein translocation and membrane integration. Analysis of
the full ensemble of nonequilibrium CG trajectories reveals the molecular basis for exper-
imentally observed trends in integral membrane protein topogenesis and TM stop-transfer
efficiency; it demonstrates the role of competing kinetic pathways and slow conformational
dynamics in Sec-facilitated protein targeting; and it provides experimentally testable pre-
dictions regarding the long-timescale dynamics of the Sec translocon.
4.2 Signal Orientation and Protein Topogenesis
SP orientation is a determining factor in integral membrane protein topogenesis [72]. The
orientation of N-terminal signals help to establish the topology of multidomain integral
membrane proteins and to dictate whether N-terminal or C-terminal domains undergo
translocation across the membrane. Biochemical studies have established the dependence
of SP orientation upon a range of factors, including SP flanking charges [73, 74], SP hy-
drophobicity [59–61], protein mature domain length (MDL) [7], and the ribosomal transla-
51
Figure 4.1: Structural features of the cotranslational Sec machinery. The ribosome (brown)
is shown in complex with the Sec translocon (green). The CG model projects the protein
nascent chain dynamics onto the plane (red) that intersects the translocon channel axis and
that bisects the LG helices (dark green). (Inset) The CG model includes beads for the translo-
con (green), the ribosome (brown), and the protein nascent chain. The LG helices are shown
in dark green, the ribosome exit channel is shown in red, and the lipid membrane is shown in
blue. The nascent chain is composed of beads for the SP (yellow and blue) and the mature
domain (gray).
tion rate [7]. In this section, we employ the CG model to directly simulate cotranslational
protein integration and to determine the molecular mechanisms that give rise to these ex-
perimentally observed relations.
4.2.1 Direct Simulation of Cotranslational Protein Integration
We consider the process in which cotranslational integration of a signal anchor protein
yields either the Type II (Ncyt/Cexo) or Type III (Nexo/Ccyt) orientation of the uncleaved
SP domain; this nomenclature for the orientation of single-spanning membrane proteins
follows earlier work [72]. Figure 4.2 illustrates the simulation protocol, with the N-terminal
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Figure 4.2: Kinetic pathways for Type II and Type III membrane integration of signal anchor
proteins obtained from direct CG simulations. The coloring scheme is described in Figure
4.1.
SP domain shown in blue and yellow.
Following previous experimental work [7], we consider the integration of proteins that
vary with respect to both SP sequence and MDL. The SP is composed of either a canonical
sequence of CG beads (RL4E), a sequence in which the positive charge on the N-terminal
group is eliminated (QL4E), or a sequence with enhanced SP hydrophobicity (RL6E). To
model the hydropathy profile of the engineered protein H1∆Leu22 studied by Goder and
Spiess [7] (Figure C.20), we consider proteins that include a hydrophilic mature domain
with a hydrophobic patch near the SP; specifically, we model the protein mature domain
using the Q5LQn sequence of CG beads, such that the total peptide length ranges from 30 to
80 beads (90 to 240 residues). The sensitivity of protein topology to hydrophobic patches
on the mature domain is examined in Figure C.13.
CG trajectories are continued until the protein nascent chain reaches either Type II
or Type III integration. Depending upon the rate of ribosomal translation and the MDL,
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each CG trajectory thus ranges from 2 to 20 s of simulation time; the corresponding CPU
time required to perform each trajectory is approximately 0.2-10 hours. Each data point
in Figures 4.3A-C is obtained by averaging the results of at least 600 independent CG
trajectories. Full details of the simulation protocol are provided in Appendix C section:
Simulation Protocol.
Figures 4.3A-C present the fraction of peptides that are calculated to undergo Type II
integration as a function of protein MDL. In each case, the CG model predicts a strong de-
pendence of SP topology on the length of the protein mature domain, with a fast rise in the
Type II integration fraction at short lengths plateauing to a fixed value at longer MDL. The
CG model also finds significant dependence of signal topology on the SP charge distribu-
tion (Figure 4.3A), SP hydrophobicity (Figure 4.3B), and ribosomal translation rate (Figure
4.3C). Each of these trends is in striking agreement with the findings of Goder and Spiess
[7]; in addition to the crossover from strong to weak dependence of the signal topology with
increasing MDL, the experimental study likewise reports Type II integration to be reduced
with the removal of positively charged N-terminal groups, more hydrophobic SP sequences,
and faster protein insertion. (See also Figure C.21). Figures C.14-C.16, and C.22 provide
additional tests and comparisons of the CG model against protein topogenesis experiments,
analyzing factors that include negative N-terminal charges, elongated N-terminal domains,
charge mutations on the translocon, and charged patches on the nascent-protein mature do-
main. In the following, we use the CG simulations to enable the detailed analysis of the
insertion dynamics and to determine the mechanistic origin of these various trends.
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Figure 4.3: CG simulation results for integral membrane protein topogenesis. (A-C) Frac-
tion of Type II integration as a function of protein MDL, with data sets that vary with respect
to (A) SP charge distribution, (B) SP hydrophobicity, and (C) ribosomal translation rate. (D)
Fraction of CG trajectories that follow the Type II loop pathway (red), Type II flipping path-
way (blue), and the Type III pathway for membrane integration (white). (E) The distribution
of arrival times for CG trajectories at state f of Type II integration via the loop pathway (red)
and the flipping pathway (blue). (F) MDL-dependence of the fraction of CG trajectories that
follow each integration mechanism.
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4.2.2 Competition Between Kinetic Pathways Governs Topogenesis
Inspection of the ensemble of CG trajectories reveals multiple kinetic pathways by which
the protein nascent chain achieves Type II or Type III integration (Figure 4.2). During
early-stage protein insertion, the SP typically binds at the LG in one of two conforma-
tions, either with its N-terminus buried inside the translocon (state b) or exposed to the
membrane (state e); similar conformations have been observed in microsecond-timescale,
all-atom MD simulations of early-stage peptide insertion (Figure 3.5). From state e, further
insertion of the nascent chain yields state f , in which the SP assumes the Ncyt/Cexo orien-
tation; continued translocation of the mature domain in this orientation eventually leads to
the Type II integration. From state b, further insertion leads to state c, in which the SP as-
sumes the Nexo/Ccyt orientation; this orientation does not directly facilitate mature domain
translocation, without which the protein assumes Type III integration. Slow transitions be-
tween states c and f are also observed in many trajectories; this conformational change, in
which the SP “flips” between Type III and Type II integration topologies, is found to lie at
the heart of many of the trends in Figures 4.3A-C.
To analyze the flow of trajectories among these competing mechanisms, the CG tra-
jectories are categorized according to the chronology with which they pass through the
states a-g in Figure 4.2. Each trajectory is associated with either the Type III mechanism
(a−b−c−d), the Type II loop mechanism (a−e− f−g), or the Type II flipping mechanism
(a−b−c− f−g). We emphasize that trajectories need not pass irreversibly through these
states. Trajectories that visit state c prior to Type II integration are associated with the
flipping mechanism, whereas any other trajectory that reaches Type II integration is asso-
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ciated with the loop mechanism; all remaining trajectories are associated with the Type III
mechanism. The definition for state c in terms of the coordinates of the model is presented
in appendix C section : Simulation Protocols. Figure 4.3D presents the fraction of trajec-
tories passing through each of these competing mechanisms, and it compares the effect of
SP sequence and translation rate on the mechanism of integration. A total protein nascent
chain length of 210 residues is considered for all cases in this figure.
Differences between the RL4E and QL4E data sets in Figure 4.3D help to explain the
shift between the two corresponding data sets in Figure 4.3A. For the canonical SP se-
quence (RL4E), Figure 4.3D shows that CG trajectories predominantly follow the Type II
loop mechanism for integration. However, upon mutating the SP sequence with respect to
the number of charged residues (QL4E), the Type II flipping mechanism and the Type III
mechanism become more prevalent. Removal of the N-terminal charge group diminishes
the electrostatic stabilization of the SP in the Ncyt/Cexo orientation. The CG trajectories
are thus less likely to visit states e and f , which are on-pathway for Type II loop integra-
tion, in favor of states b and c, which are on-pathway for both Type II flipping and Type
III integration. Interestingly, the flipping mechanism allows for significant compensation
of the Type II integration fraction upon mutation of the charge group; the effect of the SP
sequence mutation on the flow of CG trajectories (Figure 4.3D) is thus much greater than
the corresponding effect on the final branching ratio between Type II and Type III integra-
tion (Figure 4.3A). The simulations reveal a competition between electrostatic stabilization
and SP reorientation kinetics that contributes to the well-known “positive-inside rule" for
integral membrane protein topology [7, 75]. Furthermore, these results suggest that hinder-
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ing the c→ f flipping transition, perhaps via small molecule binding [76, 77], may lead to
a larger effect on the Type II integration fraction than is observed with N-terminal charge
mutation.
Comparison of the data for the RL4E and RL6E sequences in Figure 4.3D explains
the shift between the two corresponding data sets in Figure 4.3B. Figure 4.3D shows that
increasing the hydrophobicity of the SP reduces the flow of integration trajectories through
the Type II loop mechanism. As before, this can be attributed to changes in the stability
of states along the competing kinetic pathways. Increasing the hydrophobicity of the SP
sequence significantly stabilizes SP configurations in state b, which favorably expose the
hydrophobic segment to the membrane, instead of configurations in state e, which bury the
hydrophobic segment inside the translocon. This effect draws trajectories away from the
loop mechanism (Figure 4.3D) and leads to decreased Type II integration (Figure 4.3B).
Differences between the RL6E and RL6E-slow data sets in Figure 4.3D help to explain
the shift between the two corresponding data sets in Figure 4.3C. Slowing the rate of ri-
bosomal translation in proteins from 24 res/s to 6 res/s causes the CG trajectories to shift
almost entirely to a Type II flipping mechanism. These differences are remarkable since
they involve no change in the interactions of the system; the shifts in SP topology (Figure
4.3C) and integration mechanism (Figure 4.3D) with protein translation rate are purely ki-
netic effects. With slower translation, partially translated protein nascent chains have more
time to undergo conformational sampling and are more likely to visit state c; it is therefore
expected that Figure 4.3D shows Type II loop integration decreases in favor of combined
Type II flipping integration and Type III integration. However, the corresponding decrease
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in Type III integration is more surprising.
The decrease in Type III integration upon slowing translation arises from the important
role of the flipping transition from state c to state f , which enables the nascent chain to
reach the more thermodynamically favorable configurations associated with the Ncyt/Cexo
SP orientation. Figure 4.3E plots the distribution of arrival times at state f for trajecto-
ries that follow either the Type II loop mechanism (red) or the Type II flipping mechanism
(blue). Trajectories complete the loop mechanism relatively quickly, whereas the timescale
for flipping persists as long as 10 s. The flipping transition thus introduces a slow timescale
for conformational dynamics that couples to the dynamics of ribosomal translation. Slow-
ing ribosomal translation provides more time for the nascent chain to undergo flipping; this
purely kinetic effect enhances Type II integration in Figure 4.3C.
The final trend left to explain in Figures 4.3A-C is the dependence of the Type II inte-
gration fraction on the MDL. For every data set, the Type II integration fraction increases
with MDL before plateauing to a constant value. Figure 4.3F elucidates this trend by pre-
senting how the insertion mechanism varies with MDL; the percentage of CG trajectories
following each mechanism is calculated as in Figure 4.3D.
With increasing MDL (Figure 4.3F), the fraction of trajectories following the Type II
loop mechanism remains relatively unchanged, whereas the prevalence of Type II flipping
increases at the expense of the Type III mechanism. As was seen from Figure 4.3E, trajec-
tories commit to the Type II loop mechanism relatively early during insertion, prior to the
full completion of ribosomal translation; it follows that increasing the MDL will have little
effect on the fraction of trajectories following this mechanism. Furthermore, the trade-off
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in Figure 4.3F between the Type II flipping and Type III mechanisms occurs for the same
reason as was discussed for slowed ribosomal translation; increasing the MDL in Figure
4.3F provides more time for the tethered nascent chain to undergo the slow flipping tran-
sition from state c to the thermodynamically favored state f . At long MDL, the crowded
environment in the ribosome-translocon junction causes nascent chain configurations in
state c to be driven into state d before they can undergo the flipping transition; this causes
the fraction of Type II flipping trajectories to cease rising in Figure 4.3F, such that relative
fraction of Type II flipping and Type III trajectories approach a constant value. The results
in Figure 4.3F correspond to the particular case of the RL6E SP sequence and the 24 res/s
translation rate; however, the trends are general and explain the MDL dependence of the
Type II integration fraction in Figures 4.3A-C.
4.2.3 Loop versus Flipping Mechanisms
Observation of competing pathways for Type II integration is an unexpected and significant
feature of the CG simulations presented here. Both the loop and flipping mechanisms for SP
integration have been proposed in previous experimental studies [7, 18, 62, 78], although
the possible role of peptide sequence and ribosomal translation rate in converting between
these mechanisms has not been emphasized. Experimental support for the loop mechanism
includes evidence that the protein nascent chain remains enclosed within the ribosome-
translocon junction during the establishment of SP orientation [79]. Indeed, nascent pro-
teins are found to be protected from cytosolic fluorescent quenching agents [36, 80] or pro-
teases [81, 82] in some systems, although proteins with more hydrophobic SP sequences
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are found to exhibit protease degradation in translation-stalled intermediates [82]. The loop
mechanism is also consistent with observations that Type II integration is uninhibited by
inclusion of bulky N-terminal domains in the protein nascent chain sequence [62, 83]. On
the other hand, Spiess, Rapoport, and co-workers have proposed the flipping mechanism
for Type II integration to explain observed trends in SP topogenesis [7, 8, 18]; and direct
evidence in support of the flipping mechanism has recently been reported [78] under the
assumption that translation-stalled intermediates of the ribosome/translocon/nascent-chain
complex reflect the kinetic pathway for membrane integration. The observed co-existence
of the loop and flipping mechanisms in our CG simulations helps to reconcile these exper-
imental findings, and it provides a basis for understanding the competing influences of SP
hydrophobicity, SP charge distribution, MDL, and ribosomal translation rate in regulating
Sec-facilitated Type II and Type III protein integration.
In assessing the role of the Type II flipping mechanism in physiological systems, we
note that many naturally occurring proteins exhibit longer N-terminal domains and less
hydrophobic SP than the protein sequences considered in both here and in the work of
Goder and Spiess [7]. As discussed previously, Figure 4.3D reveals that decreasing SP
hydrophobicity leads to a decrease in the fraction of undergoing the Type II flipping mech-
anism. Furthermore, CG simulations performed using protein nascent chain sequences with
longer N-terminal domains (Figure C.22), reveal a corresponding decrease in the fraction
of trajectories that exhibit the Type II flipping mechanism.
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4.3 Regulation of Stop-Transfer Efficiency
In addition to facilitating the translocation of proteins across the phospholipid membrane,
the Sec translocon plays a key role in determining whether nascent protein chains become
laterally integrated into the membrane [18]. Strong correlations between the hydropho-
bicity of a TM and its stop-transfer efficiency have led to the suggestion of an effective
two-state partitioning of the TM between the membrane interior and a more aqueous region
[1, 5]. However, models for this process based purely on the thermodynamic partitioning
of the TM do not account for the experimentally observed dependence of stop-transfer effi-
ciency on the length of the protein nascent chain [71], nor would such models anticipate any
change in TM partitioning upon slowing ribosomal translation. Furthermore, recent theo-
retical [40] and experimental work [58] point out that the observed correlations between
stop-transfer efficiency and substrate hydrophobicity can also be explained in terms of a
kinetic competition between the secretion and integration pathways under the substrate-
controlled conformational gating of the translocon. To further elucidate the mechanism of
Sec-facilitated regulation of protein translcocation and membrane integration, we employ
the CG model to directly simulate cotranslational stop-transfer regulation and to analyze
the role of competing kinetic and energetic effects.
4.3.1 Direct Simulation of Cotranslational TM Partitioning
Following recent experimental studies [5, 6, 58, 84], we consider the cotranslational parti-
tioning of a stop-transfer TM (i.e., the H-domain) where the protein nascent chain topology
is established by an N-terminal anchor domain. Stop-transfer efficiency is defined as the
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Figure 4.4: Kinetic pathways for cotranslational protein translocation and membrane inte-
gration obtained from direct CG simulations. The H-domain of the protein nascent chain is
shown in blue and yellow. The full N-terminal anchor domain of the protein nascent chain is
not shown here.
fraction of translated proteins that undergo H-domain membrane integration, rather than
translocation. Figure 4.4 illustrates the simulation protocol, with the H-domain shown in
blue.
The translated protein sequence is comprised of three components, including the N-
terminal anchor domain, the H-domain, and the C-terminal tail domain. In all simulations,
the N-terminal anchor domain includes 44 type-Q CG beads that link the H-domain to
an anchor TM that is fixed in the Ncyt/Cexo orientation. The H-domain is comprised of
the sequence PL 3P, where the L -type CG beads have variable hydrophobicity. The C-
terminal domain includes a hydrophilic sequence of CG beads with periodic hydrophobic
patches (poly-Q5V), following the hydrophobicity profile of the dipeptidyl aminopeptidase
B (DPAPB) protein studied by Junne and co-workers (Figure C.20) [58].
Stop-transfer efficiency is studied as a function of the hydrophobicity of the H-domain,
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the C-terminal tail length (CTL), and the ribosomal translation rate. We consider CTL in
the range of 5-45 beads (15-135 residues), and we consider water-membrane transfer free
energies for the H-domain in the range of ∆G/kBT = [−5, 5], where ∆G corresponds to the
sum over the individual transfer free energies of the CG beads in the H-domain.
CG trajectories are initialized with the H-domain occupying the ribosome-translocon
junction, prior to translation of the C-terminal domain (Figure 4.4, state a). Each CG
trajectory is terminated after full translation of the protein C-terminal domain, either when
the H-domain integrates into the membrane and diffuses a distance of 16 nm from the
translocon or when both the H-domain and the C-terminal domain fully translocate into
the lumenal region. The N-terminal anchor TM of the protein nascent chain is fixed at
a distance of 20 nm from the translocon; the simulations thus assume that the H-domain
membrane integration mechanism does not involve direct helix-helix contacts with the N-
terminal anchor TM [85]. Full details of the simulation protocol are provided in appendix
C section: Simulation Protocols.
Figure 4.5 presents the calculated dependence of stop-transfer efficiency on the hy-
drophobicity of the H-domain, the length and hydrophobicity of the protein C-terminal do-
main, and the ribosomal translation rate. Each data point in Figures 4.5A, 4.5B and 4.5D is
obtained from over 600 independent nonequilibrium CG trajectories; the simulation times
for these trajectories span the range of 3-100 s. Figures C.17-C.19 provide additional tests
and comparisons of the CG model against stop-transfer experiments, analyzing factors that
include charged residues flanking the H-domain, hydrophobic patches on the C-terminal
domain, and changes in protein translocation time.
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Figure 4.5: CG simulation results for TM partitioning. (A) Stop-transfer efficiency as a
function of H-domain hydrophobicity. (B) Dependence of stop-transfer efficiency upon (B1)
slowing ribosomal translation rate from 24 to 6 res/s, (B2) including explicit lumenal BiP
binding, (B3) increasing the CTL from 75 residues to 105 residues, and (B4) replacing the hy-
drophobic beads in the protein C-terminal domain with hydrophilic beads; in each subpanel,
the dashed line corresponds to the sigmoidal fit of the data in (A). (C) Equilibrium transition
rates between the states in Figure 4.4 as a function of H-domain hydrophobicity. For each
color, the forward rate is indicated with the solid line, and the reverse rate is indicated with
dashed line. (D) Dependence of stop-transfer efficiency on CTL and the ribosomal translation
rate, obtained for protein sequences with H-domain transfer FE of ∆G =−1.25kBT .
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In Figure 4.5A, the stop-transfer efficiency is plotted as a function of the H-domain
transfer FE, ∆G, for proteins with a CTL of 75 residues. The CG model recovers the
experimentally observed [5] sigmoidal dependence of stop-transfer efficiency on H-domain
hydrophobicity. The black curve in the figure corresponds to the state population for a
system in apparent two-state thermal equilibrium,
PI(∆G) = (1+ exp[−βα∆G+ γ])−1 , (4.1)
where α =−0.80, γ = 0.29, and β = (kBT )−1 is the reciprocal temperature. The physical
origin of this sigmoidal dependence of the stop-transfer efficiency, as well as the physical
interpretation of the parameters α and γ , are a focus of the following analysis.
Figure 4.5B presents the calculated relationship between stop-transfer efficiency and H-
domain hydrophobicity in systems for which either the ribosomal translation rate is slowed
from 24 to 6 res/s (B1), back-sliding of the protein nascent chain is inhibited to explicitly
model the effect of the lumenal BiP binding (B2), the CTL is increased from 75 to 105
residues (B3), or the hydrophobic patches (V-type beads) in the C-terminal domain are
replaced with hydrophilic, Q-type beads (B4). In each case, the integration probability
preserves the sigmoidal dependence on ∆G, and the best-fit value for the parameter α
in each case is remarkably unchanged from the case in Figure 4.5A; for the four cases
presented in Figure 4.5B, fitting the simulation data to equation (4.1) yields α = {−0.77±
0.08,−0.74±0.09,−0.60±0.06,−0.68±0.05} and γ = {0.14±0.11,1.0±0.19,−0.15±
0.09,−1.44± 0.13}; in each case the 95% certainty threshold for the sigmoidal fit is also
indicated [86]. Cases B1-B3 each lead to a decrease in the stop-transfer efficiency for a
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given value of ∆G (i.e., a rightward shift of the sigmoidal curve with respect to that obtained
in Figure 4.5A), whereas decreasing the hydrophobicity of the C-terminal domain residues
in case B4 leads to an increase in stop-transfer efficiency.
4.3.2 The Origin of Hydrophobicity Dependence in TM Partitioning
Figure 4.4 introduces the primary mechanisms that the ensemble of CG trajectories are
observed to follow in the simulations. Along the pathway to membrane integration, trajec-
tories pass through configurations for which the H-domain occupies the translocon channel
(Figure 4.4, state b), the membrane-channel interface across the open LG (state c∗), and the
membrane region outside of the translocon with the LG closed (state c); upon completion of
translation and release of the protein nascent chain, it diffuses into the membrane to reach
the integration product (state f ). Along the pathway to protein translocation, trajectories
also pass through state b, before proceeding to configurations in which the H-domain oc-
cupies the lumen with the C-terminal domain threaded through the channel (state d); upon
completion of translation, the C-terminal domain is secreted through the channel, yielding
the translocation product (state e). In addition to the dominant pathways depicted in Figure
4.4, minor pathways for translocation and integration are observed for very short and very
long CTL (Figure C.24). Complete definitions for the states in Figure 4.4 in terms of the
coordinates of the CG model are provided in Figure C.10. We emphasize that trajectories
do not irreversibly pass through the intermediate states in Figure 4.4; many trajectories
backtrack repeatedly, starting down one pathway before finally proceeding down the other.
Given the observed mechanisms in Figure 4.4, we can derive and numerically test an
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analytical kinetic model that explains the observed sigmoidal dependence of TM partition-
ing on H-domain hydrophobicity in Figures 4.5A and 4.5B. The analytical model assumes
that (i) partitioning of the H-domain across the LG (i.e., transitions between states b and c∗)
occurs on a faster timescale than all other transitions in the system, such that these states
are always in equilibrium, (ii) the populations of states b and c∗ are slowly varying on the
timescale of translocation and integration (i.e., these populations satisfy a steady-state ap-
proximation), and (iii) only the rate of transitions between states b and c∗ depend on the
H-domain hydrophobicity. From the first two assumptions, it follows that the nonequilib-
rium populations of state b and c∗ exhibit the functional form
ln[Pb(t;∆G)/Pc∗(t;∆G)] =−βα∆G+ const., (4.2)
where Pb(t;∆G) and Pc∗(t;∆G) are the nonequilibrium populations for protein nascent
chains of H-domain hydrophobicity ∆G at time t after the start of ribosomal translation.
It then follows from the third assumption that
ln[Pd(t;∆G)/Pc(t;∆G)] =−βα∆G+δ (t), (4.3)
where Pd(t;∆G) and Pc(t;∆G) are the nonequilibrium populations for states c and d, and
the function δ (t) is independent of ∆G. Since trajectories arrive irreversibly at states e and
f , the fraction that undergo membrane integration is thus
PI(∆G) =
(
1+
∫ ∞
τ dt Pd(t;∆G)kde∫ ∞
τ dt Pc(t;∆G)kc f
)−1
, (4.4)
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where τ is the time at which translation completes and the protein is released from the
ribosome. Finally, inserting equation (4.3) into equation (4.4) and using that the model
assumptions imply that the nonequilibrium populations are separable functions of t and
∆G (i.e., Pc(t;∆G) = φ1(t)φ2(∆G)), we arrive at equation (4.1), with the ∆G-independent
constant
γ = ln
[∫ ∞
τ dt φ1(t)eδ (t)kde∫ ∞
τ dt φ1(t)kc f
]
. (4.5)
We can use the CG simulations to numerically test the assumptions of this analytical
model. Figure 4.5C presents the equilibrium transition rates among the states in Figure 4.4,
which are obtained from the frequency of inter-state transitions in long CG trajectories of a
protein nascent chain with a 75-residue C-terminal domain tethered at its C-terminus to the
ribosome exit channel. The calculation is repeated for proteins with a range of values for
the H-domain hydrophobicity, ∆G. Indeed, the figure confirms that partitioning of the H-
domain across the LG of the translocon (i.e., forward and reverse transitions between states
b and c∗) occurs on a faster timescale than most other transitions in the system. Further-
more, it is clear that the rates kbc∗ and kc∗b are strongly dependent on the hydrophobicity of
the H-domain, whereas the other transition rates are only weakly dependent on ∆G. These
results are thus consistent with assumptions (i) and (iii) of the analytical model.
A more stringent numerical test of the analytical model is presented in Figure 4.6.
From the ensemble of CG trajectories used to construct Figure 4.5A, we examine whether
the nonequilibrium state populations are consistent with equation (4.3). In Figure 4.6A,
the left-hand side of equation (4.3) is plotted at various times t during the TM partition-
ing and for proteins with a range of H-domain hydrophobicity, ∆G. The set of data points
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Figure 4.6: Numerical validation of the analytical model for TM partitioning, obtained from
the ensemble of CG trajectories used to obtain Figure 4.5A. (A) The left-hand side of equation
(4.3) is plotted at various times t during the TM partitioning and for proteins with a range of
H-domain hydrophobicity, ∆G. The set of data points that correspond to each time t (indicated
by color) is then fit to the linear function −βα˜∆G+ δ˜ . (B) The linear fit parameters α˜ and
δ˜ (red and blue, respectively) obtained at each time t, as well as the R-squared measure of
quality of the linear fit (green), are plotted. The solid line at −0.80 corresponds to the value
for α obtained by directly fitting the data in Figure 4.5A with equation (4.1); dashed lines
indicate the threshold of 95% certainty in this direct fit. The vertical red line at t = 2.75 s
corresponds to the time at which translation of the protein nascent chain completes.
corresponding to each time t is then fit to a linear function of the form −βα˜∆G+ δ˜ . Fig-
ure 4.6B presents the linear-fit parameters α˜ and δ˜ (red and blue, respectively) obtained
at each time t, as well as the R-squared measure of quality of the linear fit (green) [86].
Confirmation that the CG simulation data obeys equation (4.3) follows from the fact that
that α˜ is independent of t and the R-squared measure is near-unity for all t. Furthermore,
the value α˜ ≈−0.85 obtained in this analysis of the nonequilibrium state populations pre-
cisely matches the value α = −0.80 obtained from directly fitting the data in Figure 4.5A
with equation (4.1), thus providing numerical support for the derivation of equations (4.1)
and (4.5) from equation (4.3) under the assumptions of the analytical model.
The simple analytical model presented in this section provides a mechanistic basis for
understanding the sigmoidal relationship between stop-transfer efficiency and H-domain
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hydrophobicity that is observed in both simulations (Figures 4.5A and 4.5B) and experi-
ment [5]. The H-domain achieves rapid, local equilibration across the translocon LG; this
partitioning is highly sensitive to the hydrophobicity of the H-domain, which gives rise to
the characteristic sigmoidal dependence of the curves in Figures 4.5A and 4.5B, and it is
kinetically uncoupled from slower steps in the mechanisms of integration and translocation,
which explains the robustness of parameter α in fitting the various sets of data in Figures
4.5A and 4.5B. We note that this mechanism involving local equilibration of the H-domain
between the translocon and membrane interiors is consistent with recent experimental stud-
ies of stop-transfer efficiency [58, 69]. Kinetic and CTL effects in TM partitioning arise
from competition among slower timescale processes in the secretion and integration path-
ways; these effects are manifest in parameter γ (equation (4.5)) and lead to lateral shifts of
the sigmoidal curves in Figure 4.5B (equation (4.1)).
4.3.3 Kinetic and CTL Effects in TM Partitioning
The direction of the lateral shifts of the curves in Figure 4.5B can also be understood from
analysis of the CG trajectories. In part B1, slowing the translation rate allows for bet-
ter equilibration among the states d and c prior to release of the protein from the ribosome,
leading to increased population of the thermodynamically favored state d and enhancement
of the secretion product; Figure C.23 demonstrates the relative increase of the nonequilib-
rium population in state d upon slowed ribosomal translation. In part B2, the BiP motor
enhances the secretion product by biasing against trajectories that back-slide from state d.
Part B3 exhibits a combination of these two effects, with the elongated C-terminal domain
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allowing more time for the protein conformation to interconvert between states d and c
prior to release from the ribosome (Figure C.23) and with a decreased rate of back-sliding
from state d with longer CTL (Figure C.25). Finally, part B4 reveals that decreased hy-
drophobicity of the C-terminal domain residues leads to increased stop-transfer efficiency.
Without hydrophobic patches, the C-terminal domain residues in the translocon channel
do little to stabilize opening of the LG; therefore, once the system reaches state c along
the pathway to membrane integration, it is less likely that the H-domain will return to the
channel interior and then undergo secretion (Figure C.17).
Figure 4.5D provides a more complete view of the connection between CTL, ribo-
somal translation rate, and stop-transfer efficiency. At relatively long CTL (≥ 75 res.),
stop-transfer efficiency decreases for longer proteins and for slower ribosomal translation,
as was previously discussed in connection with Figures 4.5B1 and 4.5B3. However, at
short CTL (≤ 50 res.), stop-transfer efficiency increases for longer proteins and exhibits
no dependence on the ribosomal translation rate. In the short-CTL regime, slowing ribo-
somal translation affords little additional time for the protein conformation to interconvert
between states d and c prior to release from the ribosome (Figure C.23); there is thus no
enhancement of the nonequilibrium population for state d and no corresponding change in
stop-transfer efficiency. Previous experimental studies of stop-transfer efficiency involving
relatively short CTL find no dependence of stop-transfer efficiency on translation rate [71],
as is consistent with the results in Figure 4.5D; experimental results for longer CTL would
be of significant interest.
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4.4 Discussion
We have introduced a CG model for the direct simulation of cotranslational protein translo-
cation and membrane integration on biological timescales. The model, which is based on
MD simulations and limited experimental data, captures a striking array of experimentally
observed features of integral membrane protein topogenesis and stop-transfer efficiency.
The success of the model suggests that regulation of Sec-facilitated protein translocation
and membrane integration arises from simple features of the translocon machinery, includ-
ing the confined geometry of the ribosome and translocon channel, conformational flexibil-
ity the translocon LG, and electrostatic and hydrophobic driving forces. Analysis of over
40,000 minute-timescale CG trajectories provides detailed insight into the mechanistic ori-
gin of the observed trends in protein targeting. In simulations of integral membrane protein
topogenesis, the ensemble of CG trajectories suggests that the experimentally observed de-
pendence of signal orientation on the ribosomal translation rate [7] arises from the slow
reorientation (i.e., flipping) of the SP in the confined environment of the translocon chan-
nel. In simulations of TM partitioning, the ensemble of CG trajectories suggests that the
experimentally observed sigmoidal relationship between stop-transfer efficiency and the
H-domain hydrophobicity [5] arises from rapid local equilibration of the H-domain across
the translocon LG. Finally, we utilize the CG model to predict the dependence of cotrans-
lational protein stop-transfer efficiency on the ribosomal translation rate, protein nascent
chain sequence, and protein CTL. The theoretical framework put forward in this chapter
provides a basis for testing and refining the mechanistic understanding of Sec-facilitated
protein targeting.
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4.5 Methods
Here, we present the CG model for direct simulation of cotranslational protein transloca-
tion and membrane integration. The model introduces necessary simplifications to reach
the long timescales associated with these biological processes. It is parameterized using the
results of MD simulations and transferable experimental data. Numerical testing, reported
in the Results Section, and in the appendix C, indicates that the CG model is consistent
with independent experimental measurements of protein translocation and membrane in-
tegration and that reported conclusions are robust with respect to the details of the model
parameterization.
The most aggressive simplification employed in the CG model is projection of the
nascent protein dynamics onto the plane that passes along the translocon channel axis
and between the helices of the LG (see Figure 4.1, as well the more detailed descrip-
tion below). The model includes explicit opening and closing of the translocon LG, which
corresponds to the LG helices passing into and out-of the plane of the nascent protein
dynamics, but the nascent protein is itself confined to the planar subspace. This dimension-
ality reduction is necessary to make tractable the minute-timescale trajectories for protein
translocation and membrane integration. Similar approaches are well established for the
study of biomolecule transport and translocation systems. Planar models have been uti-
lized for the theoretical analysis [87–89] and computer simulation [90–94] of protein and
DNA translocation through nanometer-lengthscale pores, and they have been used to in-
vestigate both thermodynamic and kinetic features of protein folding pathways [95–97].
Even more simplified one-dimensional models of protein translocation have proven use-
74
ful [55, 98–100]. The success of such models follows from the pseudo-one-dimensional
nature of pore-transport phenomena; kinetic bottlenecks are largely governed by progress
transverse to the narrow pore, enabling dramatic simplification of other degrees of freedom.
Although the CG model presented here is novel in that it explicitly describes translocon LG
motions and ribosomal translation, it is based on the foundation of these earlier physical
models.
Parameterization of the CG model utilizes MD simulations and transferable experimen-
tal data. Free energy calculations and direct MD simulations determine the energetics and
timescales of LG opening, including the dependence of the LG energetics on the nascent-
protein amino acid sequence; microsecond-timescale all-atom simulations and experimen-
tal measurements determine the diffusive timescale for the CG representation of the nascent
protein; and experimental amino acid water/membrane transfer free energies determine the
solvation energetics of the CG nascent protein residues.
Following initial parameterization, the CG model is left unchanged throughout the re-
mainder of the study. Numerical tests indicate that the reported conclusions are robust with
respect to geometric features of the translocon (Figure C.2) and the ribosome (Figure C.3)
, the timescales for translocon LG motion and nascent protein diffusion (Figures C.4-C.9),
features of the nascent protein sequence (Figures C.13, C.15, C.18 and C.17), and the ef-
fects of lumenal biasing factors, such as BiP (Figures C.11 and C.12). These validation
studies, as well as comparison of the simulations with experimental results, (Figures 4.3,
4.5, C.13-C.19, C.21 and C.22), suggest that the model captures the essential features of
translocon-guided protein translocation and membrane integration.
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Nonetheless, limitations of the CG model are emphasized from the outset. In addition
to enforcing planar constraints on the motion of the nascent protein, the model provides
a coarsened representation for nascent-protein, translocon, and membrane bilayer that in-
cludes only simple aspects of electrostatic and hydrophobic driving forces; potentially im-
portant details of residue-specific interactions are thus neglected [70]. Backbone interac-
tions along the nascent protein chain are also neglected, such that effects due to the onset
of nascent protein secondary structure are ignored, and effects due to translocon conforma-
tional changes other than LG motion are not explicitly included. Moreover, the possible
roles of membrane-bound chaperones or oligomerization of the translocon channel [101]
are not considered here. In principle, the CG model can be modified to incorporate greater
accuracy and detail, as well as additional complexity and computational expense. In its cur-
rent form, which is described in detail below, the model provides a minimalist description
of Sec-facilitated protein translocation and membrane integration.
4.5.1 The System
The model employs CG particles, or beads, to describe the Sec translocon, protein nascent
chain, hydrophobic membrane interior, and confinement effects due to the translating ribo-
some. The beads are constrained to the plane that lies normal to the lipid bilayer membrane
and that bisects the translocon channel interior and the LG helices (Figure 4.1). CG beads
corresponding to the residues of the translating nascent chain (Figure 4.1 inset) evolve
subject to overdamped Brownian dynamics, whereas beads representing the Sec translo-
con (light and dark green) and the docked ribosome (brown) are fixed with respect to the
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membrane bilayer. To explicitly incorporate the conformational gating of the translocon
LG helices, beads representing the LG helices (dark green) undergo stochastic transitions
between closed-state interactions, which occlude the passage of the nascent chain from the
Sec channel to the membrane interior, and open-state interactions, for which the steric bar-
rier to membrane integration is removed. Structural features of the channel and ribosomal
confinement are obtained from crystallographic and electron microscopy studies [10, 79].
The positions for the translocon and ribosome beads are reported in Table C.2.
4.5.2 Interactions
We employ a CG bead diameter of σ = 8 Å, which is typical of the Kuhn length for
polypeptide chains [102, 103]; the protein nascent protein chain is thus modeled as a freely
jointed chain with each CG bead corresponding to approximately three amino acid residues.
Bonding interactions between neighboring beads in the nascent chain are described using
the finite extension nonlinear elastic (FENE) potential [104], U(r) =−12kR20 ln(1− r2/R20),
where k = 7ε/σ2, R0 = 2σ , and ε = 0.833kBT ; all simulations are performed using T =
300 K. The bonding interactions are sufficiently strong to avoid self-crossing of the protein
nascent chain.
For the description of nonbonded interactions, the CG beads are categorized into var-
ious types. For the protein nascent chain, the CG bead types correspond to positively
charged (R), negatively charged (E), neutral-hydrophobic (L), neutral-hydrophilic (Q), mildly
hydrophobic (V), amphiphilic (P), and variable-hydrophobic (L ) groups of amino acid
residues. Additional CG bead types correspond to residues of the ribosome, residues for
77
the translocon LG in the closed state (LGc), residues for the translocon LG in the open state
(LGo), and residues for the translocon that are not part of the LG (LGn).
Short-ranged nonbonding interactions are modeled using the Lennard-Jones (LJ) po-
tential energy function,
ULJ(r) =

4εlj
[(σ
r
)12− (σr )6]+ εcr , rcl < r ≤ rcr
0 , otherwise
(4.6)
where the constant εcr ensures that the pairwise interaction vanishes at rcr. For each pair of
CG bead types, the corresponding LJ parameters are reported in Table C.3. For the non-
bonding interactions among the beads of the protein nascent chain and between beads of the
nascent chain and the ribosome, the LJ parameters correspond to soft-walled, excluded vol-
ume interactions [105]. Weak attractive interactions account for the affinity of the protein
nascent chain for the LG helices of the translocon, as has been observed in cross-linking
experiments [32]. For the open state of the LG, repulsions between the LG and protein
nascent chain beads are truncated to allow the peptide to laterally exit the translocon chan-
nel.
Pairwise Coulombic interactions are modeled using the Debye-Hückel potential, UDH(r)
= σq1q2(β r)−1 exp[−r/κ], where q1 and q2 are the charges for the various CG beads (Ta-
ble C.1). We employ a Debye length of κ = 1.4σ that is typical for electrostatic screening
under physiological conditions. Two additional charges are included to model charge dis-
tribution among the residues of the translocon; a charge of q =−2 and q = 2 are included
on first and fourth beads of the LG, where the LG beads are ordered with respect to their
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distance from the cytosol. The justification for the LG beads charges is discussed in ap-
pendix C section: Model Parameterization and Validation. When the LG is in the open
state, the electrostatic potential between the beads on the LG and on the protein nascent
chain is capped from below to avoid the singularity in the Debye-Hückel potential, such
that
U(r) =

UDH(r) , r > σ
UDH(σ) , otherwise.
(4.7)
Solvation energetics for each CG bead is described using the position-dependent poten-
tial energy function
Usolv(x,y) = gS(x;φx,ψx) [1−S(y;φy,ψy)] , (4.8)
where x and y are the Cartesian coordinates for the CG bead (Figure C.1), and g is the
corresponding water-membrane transfer FE (Table C.1). Smooth transitions for the bead
solvation energy upon moving from aqueous to membrane environments are achieved using
the switching function
S(x;φ ,ψ) =
1
4
(
1+ tanh
x−φ
b
)(
1− tanhx−ψ
b
)
, (4.9)
where the switching lengthscale is b = 0.25σ . The parameters that describe the switch-
ing between the aqueous and membrane regions of the system are φx = −2.0σ , ψx =
2.0σ , φy =−1.5σ , ψy = 1.5σ .
79
4.5.3 Dynamics
The time-evolution of the system is modeled using a combination of Brownian dynamics
for the nascent protein chain and stochastic opening and closing of the translocon LG. The
off-lattice nascent chain dynamics is evolved using the first-order Euler integrator [106]
xi(t+∆t) = xi(t)−βD∂V (x(t))∂xi ∆t+
√
2D∆tηi, (4.10)
where x(t) is a Cartesian degree of freedom for the nascent chain at time t, V (x(t)) is the
potential energy function for the full system, D is the isotropic diffusion constant for the CG
beads, β = (kBT )−1, and η is a random number drawn from the Gaussian distribution with
zero mean and unit variance. As is described in appendix C section: Model Parameteriza-
tion and Validation , a CG bead diffusion constant of D = 758.7nm2/s reproduces exper-
imentally observed timescales for nascent chain diffusion through the translocon channel
[100, 107] and is consistent with microsecond all-atom MD simulations. With this diffu-
sion constant and the previously described interaction parameters, equation (4.10) can be
stably integrated with a timestep of ∆t = 100ns.
At every simulation timestep, the probability of LG opening/closing is popen/close =
kopen/close∆t, where
kopen =
1
τLG
exp(−β∆Gtot)
1+ exp(−β∆Gtot) , (4.11)
kclose =
1
τLG
1
1+ exp(−β∆Gtot) . (4.12)
Here, τLG corresponds to the timescale for attempting LG opening or closing events, and
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∆Gtot is the FE cost associated with LG opening. As is described in appendix C section:
Model Parameterization and Validation, The calculation of ∆Gtot, as well as the depen-
dence of this FE cost on the nascent chain contents of the translocon channel, is based on
MD simulations of the channel/peptide-substrate/membrane system [40]. The timescale
τLG = 500 ns is likewise determined from MD simulations [40]. Equations (4.10)-(4.12)
satisfy detailed balance, ensuring that the CG dynamics is consistent with equilibrium
Boltzmann statistics.
4.5.4 Modeling Translation
Ribosomal translation is directly modeled in the CG simulations via growth of the nascent
chain at the ribosome exit channel (Figure 4.1 inset, red). The C-terminus of the protein
nascent chain is held fixed at the exit channel throughout translation, and beads are sequen-
tially added at the C-terminal tail, elongating the protein nascent chain. Upon completion
of translation, the nascent chain is released from the exit channel, and the small subunit
of the ribosome dissociates from the cytosolic mouth of translocon [108, 109]; we model
ribosomal dissociation by eliminating interactions associated with the ribosome CG beads.
Ribosomal translation proceeds at a pace of approximately 10-20 amino acid residues per
second (res/s) [110, 111], although this rate can be reduced approximately fourfold upon
addition of cycloheximide [7, 112]; we thus consider ribosomal translation rates in the
range of 6-24 res/s (2-8 beads/s) in the current study.
The binding immunoglobulin protein (BiP) is an essential component of the eukaryotic
Sec translocon machinery [113]. In appendix C section: Explicit Modeling of Lumenal
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BiP, we consider the explicit inclusion of BiP binding within the CG model and show
that it gives rise to only modest effects in the calculated results for protein translation and
membrane integration. Unless otherwise stated, explicit BiP binding is not included in the
reported simulation results.
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Chapter 5
Conclusions and future work
5.1 Conclusions
Decades of studies on the Sec-facilitated protein translocation and integral membrane pro-
tein topogenesis have cumulated a large amount of valuable information. However, due to
the different experimental approaches and setups used, establishing connections between
these studies to propose a unified framework for the general mechanistic understanding of
Sec-facilitated protein targeting has proven to be challenging. In this thesis, I presented
our effort toward that goal using first principle computer simulation. In the following, I
summarize some of our contributions.
• Conformational landscape of the Sec translocon. Using rigorous FE calculations,
we have demonstrated that the archaeal crystal structure [10] is the only metastable
conformation for the bare translocon. We further showed that the translocon con-
formational landscape can be regulated with the presence of peptide substrate, and
inclusion of a hydrophobic peptide substrate stabilizes an open conformation of the
LG that facilitates membrane integration. Our study here provides mechanistic in-
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sight on the dependence of protein integration on peptide hydrophobicity and lays
down the foundation for the further development of CG model.
• Molecular features of early-stage protein translocation. Using a novel nonequi-
librium insertion protocol, we directly simulated the early-stage nascent-protein in-
sertion into the Sec translocon. This study provides molecular pictures for a series of
events suggested from biochemical studies, including signal-peptide docking at the
translocon LG, large-lengthscale conformational rearrangement of the translocon LG
helices, and partial membrane integration of hydrophobic nascent-protein sequences.
It also helps to elucidate the role of nascent protein sequence, physicochemical prop-
erties of the translocon, and lipid composition in the regulation of integral membrane
protein topogenesis.
• Molecular mechanism of protein integration and topogenesis. Using a CG mod-
eling approach that enables direct simulation of co-translational protein translocation
on experimental timescale, we studied the regulation of integral membrane protein
topogenesis and stop-transfer efficiency. We uncovered multiple kinetic pathways
for protein integration, and a Type II flipping pathway in which the nascent pro-
tein undergoes slow-timescale reorientation, or flipping, in the confined environment
of the translocon channel is responsible for the experimentally observed kinetic de-
pendence of protein topology on ribosomal translation rate and protein length. We
further demonstrated that sigmoidal dependence of stop-transfer efficiency on TM
hydrophobicity arises from local equilibration of the TM across the translocon LG,
and final commitment of the TM to integration product is subject to long-timescale
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and long-ranged kinetic regulation.
5.2 Future Work
The CG model we introduced in chapter 4 provides a powerful simulation framework that
enables direct interrogation of the dynamics of protein translocation and integral membrane
protein topogenesis at the single molecule level. As summarized above, our approach pro-
vides unprecedented insight regarding the regulation of membrane partition for a single
TM segment, and its orientation with respect to the membrane. Future work to extend the
study to the biogenesis of multispanning integral membrane protein will be of great inter-
est. The significant complication going from single- to multispanning membrane protein
hinders intuitive interpretation of experimental results, and we expect simulation studies to
be critical in unveiling the underlying molecular mechanism.
A multispanning integral membrane protein by definition has multiple TM segments,
and a natural question is how the different TM segments are integrated into the membrane
bilayer. There is unfortunately no straightforward answer to this simple question, and two
contradicting models exist, both supported with some experimental evidence. The earliest
and the most intuitive one is the sequential model proposed by Blobel [114]. As shown in
Figure 5.1A, the TMs transfer from the translocon to the lipid interior independently with
corresponding orientations as in the final product. The orientation of the entire integral
protein is fixed at the end of translation and is determined solely by the first TM segment.
An excellent example of the sequential model is aquaporin AQP4, whose topology was
shown to be established one helix at a time via cross-linking experiments with truncated
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Figure 5.1: Co-translational integration for multispanning integral membrane proteins. (A)
Sequential model. (B) Flipping model. See text for detailed discussion.
integration intermediates [115]. In an alternative flipping model, however, the TMs can
integrate with incorrect orientation or even translocate to the ER lumen temporarily during
the early stage of translation (Figure 5.1B). Not until a later stage of translation, or even
after termination of translation will these TMs convert back to the correct topology through
large-scale reorientation. This model has been used to explain topological dependence of
front TM segments on distant residues that are not even translated at the time when these
TMs partition into the membrane [116–118]. Though the macroscopic pictures of the two
pathways are clear, many of the molecular details remain to be revealed.
Using the CG model we developed, we will directly simulate the co-translational in-
tegration of multispanning membrane protein. We will address the question what proper-
ties of a given protein determine which pathway it will choose for integration, and how
will this propensity be regulated under the change of ribosomal translation rate, physico-
chemical properties of the translocon, and lipid composition. More generally, we seek to
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reconcile positive-inside rule in the context of these pathways, and to relate the established
topological rules for single-spanning membrane proteins to the multispanning counterparts.
These questions are hard to address experimentally, as they require direct characterization
of transient dynamical intermediates along the co-translational process. We will also strive
to make better connection with experiments by proposing unique signatures of different
pathways that are experimentally measurable.
A crucial step of the flipping model is the reorientation of the TM segments with in-
correct topology, and under what environment this occurs is still under debate. Though the
lipid composition induced reorganization of lactose permease protein topology strongly ar-
gues for a lipidic environment [117], general acknowledgement of this notion is hindered
due to the conceivably substantial barrier for translocating charged and/or hydrophilic pep-
tide groups across membrane bilayer. Determination of the precise barrier for flipping a
TM segment across membrane has proven to be challenging experimentally, in part due
to uncertainty on the role of other TMs in facilitating this transition. Computer simula-
tion with atomistic force field, when assisted with rare-event sampling techniques, can in
principle provide accurate estimation of the energetic barrier without any prior mechanistic
assumption of the underlying reaction. For example, with string method and Markovian
milestoning, one can calculate the free energy barrier, and mean first passage time of a
reaction from first principle. Future work of applying these methods to investigate the reg-
ulation of the reorientation rate of a TM helix across the lipid bilayer by proton motive
force, lipid composition, and neighboring TMs will be of great interest.
Another important subject of membrane protein study is the topology prediction from
87
amino acid sequence, and we expect incorporating the mechanistic insight from direct sim-
ulation of co-translational membrane protein integration will help to improve the accuracy
of these prediction algorithms. Currently, even the most sophisticated algorithm available
can only predict 80% of the TM segments with correct topology [119]. A major drawback
of these methods is a lack of physical foundation for the ad hoc choice of various param-
eters. One typical example is the hydrophobicity scale of amino acid residues that is used
to identify the TM segments. There are quite a few distinct data sets available and which
one to choose is unclear. Improved understanding of the co-translational integration mech-
anism will provide further guidance on this choice. For example, if the sequential model
is the dominant pathway for integration, and the TMs partition directly from translocon to
the membrane interior, then the “biological hydrophobic scale” determined from the von
Heijne lab shall be used [5]. On the other hand, if the protein is subject to large-scale re-
organization of its TM segments in the lipid bilayer post-translationally as in the flipping
model, then the Wimley-White scale [120] that directly probe the water to lipid hydropho-
bic core transfer FE is more appropriate in determining which TM eventually stay in the
membrane.
In summary, we expect the CG model we developed will prove useful in extracting the
general mechanistic principle for the Sec-facilitated integration of multispanning integral
membrane protein.
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Appendix A
Supporting Information for Chapter 2
A.1 Atomistic Simulations
All atomistic simulations were implemented within the TCL scripting protocol of the NAMD
package [121].
All simulations were performed on the Sec channel from the archaeal Methanococ-
cus jannaschii species, for which a high-resolution crystal structure of has been reported
[10]. The MD protocol for that we employ follows closely that of Gumbart and Schulten
[27]. The channel was simulated in an explicit membrane composed of 254 POPC lipid
molecules and an explicit solvent of 24296 rigid water molecules. Interactions were de-
scribed using the CHARMM27 force field [19], including the TIP3P model for the water
molecules. Counterions (Na+ and Cl−) were included to achieve electroneutrality and a
salt concentration of approximately 50 mM (see Figure A.1). The protonation state of the
histidine residues was chosen to be neutral. The initial system contains 115402 atoms in
a simulation cell of size 110 Å× 110 Å× 100 Å. The system was described using or-
thorhombic periodic boundary conditions. Long-range electrostatics were calculated using
the PME technique [20]. From the initialized configuration, a 5 ns MD simulation was
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Figure A.1: Snapshots of the all-atom (Left) and CG (Right) simulation systems. The
translocon (SecY in red, SecE in grey and SecG in orange) is shown in cartoon representation,
with the two LG helices colored in green. Water molecules are drawn as blue beads and lipid
molecules are drawn as black lines.
performed to relax the system for production runs. This simulation was composed of a
2000-step minimization, followed by a 0.5 ns NVT simulation with harmonic restraints (k
= 2.0 kcal/mol/Å
2
) applied to all atoms except the lipid tails, followed by a 1 ns NPT sim-
ulation with harmonic restraints applied only to the protein backbone, followed by a 3.5 ns
NPT simulation with no restraints.
Production runs were performed in the NPT ensemble, with Langevin dynamics (damp-
ing coefficient 5 ps−1) to keep the system at 300 K and with Nose-Hoover Langevin baro-
stat (damping period 200 fs, damping time 100 fs) [122, 123] to maintain the pressure at
1 atm. The dynamics were integrated using a multiple-time-stepping approach [124], in
which a 1 fs timestep was used for bonded interactions, a 2 fs timestep was used for short-
range nonbonded interactions, and a 4 fs timestep was used for long-range electrostatic
interactions. Short-range interactions were truncated at a distance 12 Å, using a smoothing
function in the range of distances from 10 to 12 Å.
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A.2 Coarse-grained Simulations
All CG simulations were implemented within the TCL scripting protocol of the NAMD
package [121].
We employ a CG representation that combines the MARTINI coarse-graining algo-
rithm for the lipid molecules, water molecules, and ions [22] and the residue-based coarse-
graining scheme of Shih et al. for the amino acid residues [21]. The CG system was initial-
ized by positioning the CG particles for the amino acid residues and the lipid molecules at
the center of mass of the corresponding moieties in atomistic model. The system was then
solvated with CG particles representing water molecules and the counterions. The ionic
charge and atom types were set to be the same as in the corresponding atomistic system.
The final CG system contained a total of 9882 particles. All CG simulations were run in
the NPT ensemble, with Langevin dynamics (damping coefficient 5 ps−1) to keep the sys-
tem at 323 K and Langevin piston (damping period 5 ps, damping time 2.5 ps) to maintain
the pressure to 1 atm. A temperature of 323 K, rather than 300 K, was used because CG
simulations at the higher temperature were found to better reproduce all-atom simulations
of the lipid structure at 300 K [21, 22].
From the initialized configuration, the system was relaxed in preparation for production
runs. A 5000-step minimization was first performed with the protein backbone and lipid
heads harmonically restrained (k = 1.0 kcal/mol/Å
2
). Then, a 5 ns CG MD simulation
run was performed with a 5 fs timestep and with the protein backbone and the lipid heads
harmonically restrained (k = 1.0 kcal/mol/Å
2
and 0.2 kcal/mol/Å
2
, respectively). Finally,
the whole system was released to relax along a 10 ns long trajectory with a 10 fs timestep.
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Figure A.2: The LG distance collective variable. (A) Residues forming the two LG helices:
TM2b (blue), and TM7 (red). (B) Least-squares-fit lines for each helix. (C) The minimum
distance (green) between the two fit lines.
All other CG simulations were also performed using a 10 fs timestep.
A.3 Collective Variables
Detailed definitions and illustrations for all collective variables employed in chapter 2 are
presented here. In general, if an α-carbon is used to define a collective variable in the
atomistic representation, then the corresponding backbone CG particle is used in the CG
representation.
A.3.1 Lateral Gate Distance
The LG distance, dLG, is defined as the distance of minimum approach between the line of
least-squares fitting for the α-carbons of residues in the TM2b helix (residues Ile75, Gly76,
Val79, Thr80, Ile84, Leu87, Ser91, Gly92 in the α-subunit) and the corresponding fitting
line for residues in the TM7 helix (residues Ile257, Pro258, Ile260, Leu261, Ala264, Leu265,
Asn268, Leu271, Trp272, Ala275, Leu276, Arg278 in the α-subunit).
An illustrated explanation of dLG is provided in Figure A.2. In Figure A.2A, the
92
residues shown in blue correspond to TM2b helix, and residues shown in red correspond
to the TM7 helix. In Figure A.2B, the blue line corresponds to h1, the least-squares-fit line
through the α-carbons of the residues used to define the TM2b helix; the red line corre-
sponds to h2, the least-squares-fit line through the α-carbons of the residues used to define
the TM7 helix. In Figure A.2C, the green segment corresponds to dLG, the distance of
minimum approach between lines h1 and h2; this distance is calculated using
dLG = |r12+µe2−λe1| , (r12 = r2− r1), (A.1)
where
λ = [r12 · e1− (r12 · e2)(e1 · e2)]/ [1− (e1 · e2)2], and
µ = −[r12 · e2− (r12 · e1)(e1 · e2)]/ [1− (e1 · e2)2].
(A.2)
Here, r1 is an arbitrary point on h1 and e1 is the unit vector that is parallel to h1; r2 and e2
are similarly defined.
A.3.2 Pore-Plug Distance
The PP distance, dPP, is defined as the distance between the center of mass of the α-carbons
for the residues that comprise the isoleucine ring of the channel (Ile75, Val79, Ile170, Ile174,
Ile260, and Leu406 in the α-subunit) and the center of mass of the α-carbons for the residues
of the plug domain (Ile55-Ser65 in the α-subunit).
An illustrated explanation of dPP is provided in Figure A.3. In Figure A.3A, the residues
shown in blue correspond to the pore of the channel, and the residues shown in red corre-
spond to the plug moiety. In Figure A.3B, the blue bead, p1, corresponds to the center of
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Figure A.3: The PP distance collective variable. (A) Residues forming the pore (blue) and
plug (red). (B) The center of mass of the pore residues (dark blue bead), and the center of
mass of the plug residues (dark red bead). (C) The center of mass distance between the pore
and the plug (green line).
mass of the α-carbons that define the channel pore; the red bead, p2, corresponds to the
center of mass of the α-carbons that define the channel plug. In Figure A.3C, the green
segment corresponds to dPP, the distance between points p1 and p2.
A.3.3 Plug-Peptide Orientation Parameter
The plug-peptide orientation parameter, θ , is defined to be the angle between a vector v1
that points from the peptide substrate to the plug moiety and a vector v2 that points outward
from the the opening of the LG. If cos(θ) > 0, then the plug is between peptide and the
LG, as is shown for the snapshot of the hydrophilic peptide in Figure 2.6A of chapter 2.
For cos(θ)< 0 corresponds to the reversed orientation in which the peptide is between the
plug and the LG.
An illustrated explanation of θ is provided in Figure A.4. Figure A.4A shows the two
LG helices (TM2b and TM7) in green and the rest of the channel in gray. The TM2b
helix is defined in terms of the residues Ile75-Gly92 in the α-subunit of the translocon,
and the TM7 helix is defined in terms of the residues Ile257-Arg278 in the α-subunit of the
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translocon. Figure A.4B shows the lines h1 and h2, which are the least-squares fits through
the α-carbons of the residues that compose the helix TM2b and TM7, respectively. Figure
A.4C introduces the vector n1 = h1× h2 (red), and Figure A.4D shows n2 (blue) which
is aligned with the z-axis of the simulation cell (and is perpendicular to the plane of the
lipid bilayer). Together, the vectors n1 and n2 define the plane of the LG that separates
the channel interior and the membrane exterior. Finally, Figure A.4E shows v2 = n1× n2
(green), which is the vector that points outward from the opening of the LG.
In Figure A.4F, the residues shown in orange, referred to as the “lower residues" of
the peptide substrate, are determined as follows. For any configuration of the system,
we consider the Cartesian coordinates for the α-carbons of the peptide substrate; the lower
residues are defined to be those 15 substrate residues with the lowest values of the Cartesian
coordinate along the z-axis. The residues shown in red correspond to the translocon plug
moiety (Ile55-Ser65 in the α-subunit). In Figure A.4G, the orange bead, p2, is the center of
mass for the 15 α-carbons from the lower residues; the red bead, p3, is the center of mass
of the α-carbons for the plug moiety. In Figure A.4H, the arrow v1 (yellow) connects p2
and p3, pointing from the peptide substrate to the plug moiety. We then obtain
cos(θ) =
v1 · v2
|v1||v2| . (A.3)
A.3.4 Lateral Gate Surface Area
The LG surface area is illustrated in Figure A.5 and is calculated as follows. The z-axis
is first uniformly discretized at a resolution of ∆z between the bottom, z0, and top, zN , of
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Figure A.4: The plug orientation order parameter. (A) Residues forming the two LG helices.
(B) The least-square fit lines for the TM2b and TM7 helices, h1 and h2, respectively. (C) The
vector n1 = h1×h2 (red). (D) The vector n2 that is aligned with the z-axis of the simulation
cell (blue). (E) Vector v2 = n1× n2 pointing outward from the opening of the LG (green).
(F) Residues forming the lower half the peptide substrate (orange), and residues forming the
plug moiety (red). (G) Centers of mass for the lower peptide residues (orange bead) and the
plug residues (red bead). (H) The vector v1 pointing from the peptide substrate to the plug
moiety (yellow). (I) Combined figure showing the relative direction of the v1 and v2 vectors,
which define the plug-peptide orientation parameter (equation (A.3)).
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Figure A.5: Illustration of the LG surface area. (A) TM7-9 (Lys250-Gly400 in the α-subunit)
are shown in red, TM2b-4 (Met70 to Ile160 in the α-subunit) are shown in green, and the
plug moiety (Leu40 to Met70 in the α-subunit) is shown in yellow. (B) The width of the LG
opening at various points along the z-axis. (C) The surface area is obtained by integrating the
width of the LG opening over the z-axis, as is described in the text.
the lipid bilayer; z0 and zN are defined in terms of the centers of mass for the lipid head
groups of each leaf of the bilayer. For each discretized value along the z-axis, z j, there
is a corresponding slab that is parallel to the x-y plane, that is of thickness ∆z, and that is
centered around z j.
The width of the LG opening for each slab is determined by considering the backbone
CG particles within the z j slab of the simulation cell and within two particular subsets of
the translocon residues. The first subset, shown in red in Figure A.5A, includes residues
in TM7-9 (Lys250-Gly400 in the α-subunit). If cos(θ) < 0, the second subset, shown in
green in Figure A.5A, includes residues Met70 to Ile160 in the α-subunit. If cos(θ)> 0, the
second subset, shown in both green and yellow in Figure A.5A, includes residues Leu40 to
Ile160 in the α-subunit. The width of the LG opening width for a given slab, w j, is defined
as the minimum distance from any CG particle in the first subset to any particle in the
second subset; this definition accounts for the effect of the plug-substrate orientation on the
LG surface area.
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The LG surface area is finally obtained from the sum ∑Nj=1 w j∆z, where N = 20. This
is illustrated in Figure A.5B and C.
A.4 Initializing the Peptide Substrate
The hydrophobic (Leu30) and hydrophilic (Gln30) peptides were initialized as idealized
α-helices with all-atom resolution using PyMOL [125]. The idealized α-helices for both
peptides were built with Ramachandran angles of (φ = −60◦, ψ = −45◦). Simulations
including the peptide substrate were initialized by inserting the idealized α-helix into a
configuration for the channel with the plug displaced (i.e., a configuration of the translocon
with dPP = 20 Å and dLG = 6 Å that was drawn from the restrained MD simulations used
to calculate Figure 2.3 in chapter 2). The helix was positioned in the channel by aligning
it with the z-axis of the simulations cell (perpendicular to the lipid bilayer) and placing the
center of mass of the helix at the same position as the center of mass of the channel pore
residues (Ile75, Val79, Ile170, Ile174, Ile260, and Leu406 in the α-subunit). Having initialized
the channel-substrate system with full atomistic resolution, the system was mapped onto
the CG representation as described in “Coarse-grained simulations” and then equilibrated
for 700-800 ns. As is discussed in the text, the centers of mass for the backbone CG
particles of the substrate and the channel pore residues were tethered to each other with a
weak harmonic restraint of 0.5 kcal/mol/Å2 to allow for arbitrary long simulations without
the possibility of peptide diffusion out of the channel.
The long (over 700 ns) equilibration timescale for these simulations allows for exten-
sive sampling of the peptide and translocon configuration space, such that the calculated
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Figure A.6: The CG MD sampling trajectories for the translocon in the presence of (A) the
hydrophobic substrate and (B) the hydrophilic substrate, plotted as a function of the plug-
peptide orientation parameter. Each trajectory is restrained to a different value for the LG
distance, indicated by color. All curves correspond to 10 ns rolling averages of the simulation
data. See text for details.
FE profiles are not dependent on the details of the initialization protocol described above.
The slowest relaxation timescale that was found during equilibration corresponds to the
relative orientation of the plug residue and the peptide substrate. This point is illustrated in
Figure A.6, in which the plug-peptide orientation parameter is plotted as a function of the
simulation time for the sampling trajectories. In part A, it is seen that the trajectories with
the hydrophobic substrate relax relatively quickly (within about 400 ns) with respect to the
initial orientation of the substrate and the plug. However, for many of the trajectories with
the hydrophilic substrate (part B), the initial configuration appears to be a metastable con-
formation that eventually relaxes on a longer timescale. For the trajectories for which the
LG distance is restrained to d◦LG/Å = 9, 9.5, 10, 11, 13, and 15, it was found that that the
plug moiety and peptide substrate undergo an abrupt, kinetically frustrated reorientation on
the timescale of hundreds of nanoseconds. Recognizing this clear tendency for reorienta-
tion, the d◦LG/Å = 12 trajectory was reinitialized from the d
◦
LG/Å = 11 trajectory at 600
ns, and the d◦LG/Å = 14 trajectory was reinitialized from the d
◦
LG/Å = 13 trajectory at 800
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ns. This initially frustrated reorientation seems to be thermodynamically favorable for the
hydrophilic substrate, since reorientation in the reverse direction was never observed.
Finally, we emphasize that the definition of the FE profiles reported in Figures 2.3, 2.4
and 2.7 in chapter 2 make no assumptions about the configuration of the peptide within
the channel. The error bars in these plots, obtained from 160 ns block averages of the
production data, and the trajectories in Figure A.6 suggest that the thermal distribution of
configurations has been thoroughly sampled. However, as in any molecular simulation of
a complex system, it is possible that 1.5+ µs trajectories are not adequate to discover all
thermodynamically dominant configuration of the system; at the very least, the calculations
reported in Figures 2.4 and 2.7 offer a meaningful characterization of long-lived basins of
stability.
A.5 Side chain Transfer Free Energies for the CG Residues
A measure of the accuracy of the residue-based CG models is obtained by considering the
hydrocarbon/water transfer free energies for the amino acid residues. Recent simulation
studies have demonstrated that the MARTINI [126] and the Sansom [127] residue-based
coarse-graining methods, which are closely related to the CG potential employed here [21],
give rise to side chain transfer free energies that exhibit strong correlation and reasonable
absolute agreement with experimental results. For the CG potential employed in the current
study [21], we have also calculated the transfer free energies for all of the amino acid side
chains.
The transfer free energies for CG amino acid side chains is obtained from the difference
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of the side chain solvation free energies (∆G) in water and in nonpolar solvent. Each
solvation FE is calculated using the FE perturbation formula [128].
∆Gsolv =−kBT
N
∑
i=1
ln
〈
e−β [H (x,p;λi+1)−H (x,p;λi)]
〉
i
, (A.4)
where
H (x,p;λ ) = λHsolv(x,p)+(1−λ )Hvac(x,p), (A.5)
and where the angle brackets correspond to the ensemble average for the system with
Hamiltonian H (x,p;λi). The classical Hamiltonians for the system with and without in-
teractions between the solvent and the side chain are given byHsolv andHvac, respectively.
We employed the NAMD implementation of this method.
Each solvation FE was obtained from N = 20 ensemble averages of a system containing
1878 CG solvent molecules and one CG side chain particle, with λi = {0,0.00001,0.0001,
0.001,0.05,0.10,0.15, . . . ,0.85,0.90,0.95,0.99,0.999,0.9999,0.99999}; the additional val-
ues of λi in the limits approaching λ→ 0 or 1 were included to avoid numerical instabilities.
Each ensemble average was calculated from a 2 ns MD trajectory at constant temperature
(300 K) and constant pressure (1 atm) with a timestep 40 fs. The first 40 ps of the tra-
jectory was discarded as equilibration. The potential energy parameters for the nonpolar
solvent particles are the same as those for the CG particles in saturated lipid tails (i.e.,
the hydrophobic-apolar CG particle type). It was confirmed that the calculated free ener-
gies are converged with respect to equilibration time, the MD timestep, and the number of
discretizations in λ .
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Figure A.7: Correlation plot between the oil/water transfer free energies for the amino acid
side chains obtained experimentally and from the CG simulations. The red diamond indicates
the transfer FE for an additional CG side chain particle of intermediate hydrophobicity.
The results for the transfer free energies of the amino acid side chains in the CG model
are presented in Figure A.7. The statistical error for the simulations was typically of the
size of the plotted symbols. The experimental results correspond to cyclohexane/water side
chain transfer free energies [129]. Comparison of these results reveals reasonable correla-
tion between the CG model and the experimental results. With regard to the amino acid
residues that form the peptide substrates in our simulations, the Leu transfer free energies
are within 1 kcal/mol of the experimental results, whereas the CG model underestimates
the hydrophilicity of the Gln residues by approximately 2 kcal/mol. Although there is
much room to improve the CG model, the accuracy suggested in Figure A.7 is not incon-
sistent with the level of accuracy observed in fully atomistic models. In particular, precise
atomistic simulations have demonstrated that the choice of all-atom water potential leads to
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deviations of up to 1.5 kcal/mol in amino acid side chain solvation free energies [130], and
the choice of molecular mechanics force field for the amino acid changes the calculated
solvation FE by over 1 kcal/mol in many cases [131]. The calculations presented in Figure
A.7, along with the comparison between the atomistic and CG FE profiles in Figures 2.3
and A.8, suggest that the CG potentials employed in this study form a reasonable basis for
the qualitative interpretation of the simulation results.
For other tests reported in this supporting information, it is useful to have a CG side
chain particle that is of intermediate hydrophobicity with respect to the Leu and Gln residues.
We developed such a side chain particle with the same potential energy functional form as
the other CG side chain particles [21]. The interaction parameters for this “Int" CG side
chain particle are presented in Table A.1, and the corresponding transfer FE is reported as
the red diamond in Figure A.7.
A.6 Scaffolding Contribution to the Free Energy Profile
Figure 2.3 in chapter 2 presents the FE profile for the translocon as a function of dLG and
dPP. Here, in Figure A.8A, these results are replotted with error estimates. The red/yellow-
shaded surface corresponds to the atomistic FE profile, and the blue/orange-shaded surface
below it corresponds to the CG FE profile. The error bars correspond to the standard
deviation of the mean FE profile obtained from the five block averages of the simulation
data.
To investigate the impact of the scaffolding interactions on the calculated CG FE profile,
it was recalculated for the CG model without scaffolding. Following the same protocol as
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Table A.1: Potential energy parameters for the interaction of the particle of intermediate
hydrophobicity with the other CG particle types.
CG Particle CG Particle Lennard-Jones Lennard-Jones
Type Type a Energy-scale, ε (kcal/mol) Lengthscale, b Rmin (Å)
Int C -0.621 5.300
Int Nx -0.812 5.300
Int No -0.813 5.300
Int Nd -0.812 5.300
Int Na -0.812 5.300
Int Qx -0.812 5.300
Int Qo -0.621 5.300
Int Qd -0.717 5.300
Int Qa -0.717 5.300
Int P -0.717 5.300
Int Nxx -0.812 5.300
Int Nxg -0.812 5.300
Int Ca -0.621 5.300
Int Qdr -0.717 5.300
Int Nxn -0.812 5.300
Int Qad -0.717 5.300
Int Pc -0.717 5.300
Int Nxq -1.195 5.300
Int Qae -0.717 5.300
Int Ph -0.717 5.300
Int Qdh -0.717 5.300
Int Ci -0.621 5.300
Int Int -1.195 5.300
Int Cl -0.621 5.300
Int Qdk -0.717 5.300
Int Cm -0.621 5.300
Int Cf -0.621 5.300
Int Cp -0.621 5.300
Int Ps -0.717 5.300
Int Pt -0.717 5.300
Int Cw -0.621 5.300
Int Nxy -0.812 5.300
Int Cv -0.621 5.300
Int Nap -0.812 5.300
Int CDB -0.621 5.300
a CG particle-type names are consistent with Ref.21.
b Rmin is related to the usual Lennard-Jones lengthscale via Rmin = σ21/6.
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Figure A.8: Free energy profiles for the translocon as a function of the LG and PP distances,
calculated using the atomistic potential (A, red/yellow-shaded) the CG potential with scaf-
folding (A, blue/orange-shaded), and the CG potential without scaffolding (A, grey). (B)
The difference between the FE profiles obtained using the CG potential with and without
scaffolding. (C) The statistical uncertainty in this difference. All energies in kcal/mol.
was used to obtain Figure 2.3B, an additional set of 80 CG MD sampling trajectories was
performed without scaffolding interactions, each of which was of length 20 ns and was
harmonically restrained for the collective variables dLG/Å ∈ [6,13] and dPP/Å ∈ [11,21].
Using the WHAM algorithm, the FE profile without scaffolding was constructed and is
plotted as the grey surface in Figure A.8A. All three profiles are vertically shifted to have
a minimum at 0 kcal/mol. Comparison of the CG FE profiles with and without scaffolding
in Figure A.8A indicates that the features of the CG profile are not dramatically altered by
the inclusion of the scaffolding interactions.
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For a more detailed comparison, the difference between the FE profiles for the CG
model with and without scaffolding is plotted in Figure A.8B, and the statistical uncertainty
of this difference is plotted in A.8C. The difference between the CG FE profiles appears to
be more sensitive to changes in dPP than dLG, and for most of the domain, the difference
between the CG surfaces does not exceed the statistical uncertainty by more that 5 kcal/mol.
These results indicate that the scaffolding interactions do give rise to some changes in the
calculated CG FE profile, although the differences are relatively small in comparison to the
other features on the surface.
A.7 Free-Energy Surface Cross Sections
Figure A.9 presents FE profiles as a function of the LG coordinate for fixed values of the
PP distance. The red curve in part (B) corresponds to the cross section of the FE profile at
12 Å that is indicated by the red band in part (A). The blue curve in part (B) is similarly
obtained from the cross section at 19 Å. The curves in part (B) are vertically shifted to be
0 kcal/mol at their minimum.
A.8 Additional Trajectories
A.8.1 Trajectories without Scaffolding
To confirm that the closing of the Sec translocon with the hydrophilic peptide inside is
not an artifact of the scaffolding interactions, we performed additional CG MD trajectories
without scaffolding for the translocon initialized from open configurations (dLG = 14 Å) of
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Figure A.9: Free-energy profiles as a function of the LG coordinate for fixed values of the
PP distance. The red curve in part (B) corresponds to the cross section of the FE profile at 12
Å that is indicated by the red band in part (A). The blue curve in part (B) is similarly obtained
from the cross section at 19 Å. The curves in part (B) are vertically shifted to be 0 kcal/mol
at their minimum.
the LG. For both the hydrophobic substrate and the hydrophilic substrate, three independent
trajectories of length 500 ns are presented in Figure A.10; as in Figure 2.5, the initial
configurations for the trajectories were drawn from the substrate-containing trajectories
with scaffolding that were restrained with respect to dLG.
The results in Figure A.10 are broadly consistent with simulations that include scaf-
folding in Figure 2.5. For the trajectories with the hydrophilic substrate, the initially open
LG distance closes during the simulation (Figure A.10A) to the same extent that was seen
in Figure 2.5. Furthermore, the LG surface area for the hydrophilic trajectories trend down-
wards over the simulated timescale, although to varying degrees, and the substrate is found
to remain within the translocon channel.
The trajectories with the hydrophobic substrate show a greater range of behavior. In one
case (royal blue), the initially open LG remains fully open over the course of the simulation,
as was seen in Figure 2.5. In a second case (dark blue), the hydrophobic peptide exits the
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Figure A.10: CG MD trajectories without scaffolding for the translocon containing either
the hydrophobic (blue-shaded) or hydrophilic (red-shaded) substate are initialized from open
configurations of the LG. Three independent trajectories for each substrate are performed.
(A) The LG distance dLG for the trajectories is plotted as a function of simulation time. (B)
The LG surface area for the trajectories is plotted as a function of simulation time. The lines
indicate 1 ns rolling averages. Also shown are snapshots from the two trajectories in which
the hydrophobic substrate partially exits from the channel; the substrate is indicated in yellow,
the LG helices are indicated in green, and the plug moiety is indicated in red.
channel, and the LG distance closes behind it in such a way that the LG surface area remains
relatively large. In a third case (light blue), the peptide partially exits the channel, and the
LG surface area closes in such a way that the LG distance remains relatively large. In
interpreting these results for the hydrophobic substrate, it must be remembered that the CG
model without scaffolding does not fully preserve structural features of the translocon on
these long timescales (Figure 2.2C); it is possible that unphysical distortions in the channel
are facilitating the exit of the substrate.
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A.8.2 Trajectories with Substrate of Intermediate Hydrophobicity
The trajectories presented in Figure 2.5 in chapter 2 illustrate the metastability of the
translocon in the presence of strongly hydrophobic and strongly hydrophilic substrates.
Here, we explore the metastability of the translocon with a peptide substrate of interme-
diate hydrophobicity. Six CG MD trajectories of length 500 ns were performed with the
substrate Int30, a linear peptide composed of 30 CG amino acids with side chains that ex-
hibit a transfer FE between that of the Leu and Gln residues (see section: “Side chain
Transfer Free Energies for the CG Residues," Figure A.7, and Table A.1). As in Figure 2.5,
scaffolding interactions for the translocon were employed.
Figure A.11 presents the CG MD trajectories performed with the Int30 substrate. These
additional trajectories were initialized from the same configurations as the six trajectories
reported in Figure 2.5 (which include closed, partially open, and fully open configurations
for the LG). The color scheme in Figure A.11 identifies which of the additional trajectories
shares the same initial configuration as a given trajectory in Figure 2.5.
Figure A.11 indicates that the Int30 substrate supports both the metastable open and
closed configurations of the translocon LG. For the two trajectories that are initialized with
dLG = 6 Å, this distance remains relatively unchanged over the course of the simulations
and the LG surface remains closed in the range of 400-450 Å2. Similarly, for the two
trajectories that are initialized with dLG = 15 Å, this distance remains relatively unchanged
over the course of the simulations, but the LG surface areas relaxes into the range of 600-
650 Å2 that is sufficiently open to allow for large substrate exposure to the membrane
(Figure 2.5C).
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Figure A.11: CG MD trajectories for the translocon with a substrate of intermediate hy-
drophobicity, plotted as a function of (A) LG distance and (B) LG surface area. These trajec-
tories are initialized from the same configurations as the six trajectories reported in Figure 2.5
(chapter 2), and the color scheme identifies which of the trajectories shares the same initial
configuration as a given trajectory in Figure 2.5. The lines indicate 1 ns rolling averages.
Of the two trajectories that were initialized from the partially open LG (dLG = 11 Å),
one (plotted in blue) exhibits LG surface area values in the open range (600-650 Å2),
whereas the other (plotted in red) exhibits LG surface area values in the closed range (400-
450 Å2). After 500 ns of simulation time, all six of the trajectories in Figure A.11 exhibit
LG surface areas either in the range of 400-450 Å2 or in the range of 600-650 Å2, although
the LG distance seems to relax on a slower timescale. Consistent with Figure 2.5, the tra-
jectories in Figure A.11 suggest that even in the presence of a substrate of intermediate
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hydrophobicity, the LG surface area exhibits two-state behavior with respect to opening
and closing of the LG.
A.9 Mutations in the Translocon Pore Residues
Here, we explore how mutations in the translocon pore residues alter the FE cost for open-
ing the LG. These pore residues have been demonstrated to have significant impact on
the functioning of the Sec translocon [10, 17]. In a first set of calculations, we replace
the six amino acid residues that comprise the hydrophobic translcon pore moiety (Ile75,
Val79, Ile170, Ile174, Ile260, and Leu406 in the α-subunit) with either six hydrophilic (Gln)
residues or six intermediate (Int) residues, and we calculate the corresponding changes in
the FE profiles in Figure 2.7. (For a discussion of the Int residues, see section: “Side chain
Transfer Free Energies for the CG Residues," Figure A.7, and Table A.1.) The mutated FE
profiles are calculated from the simulation data used to construct Figure 2.7, using
Fmut(ALG) =−kBT ln Pmut(ALG), (A.6)
where
Pmut(ALG) ∝ 〈δ (ALG−ALG(x))e−(Umut(x)−Uwt(x))/(kBT )〉Uwt, (A.7)
ALG(x) is the LG surface area as a function of the positions x of the CG particles, Uwt(x)
is the potential energy surface for the wild-type system, and Umut(x) is the potential energy
surface for the mutated system [132]. The angle brackets indicate thermal averaging on the
wild-type potential energy surface. The FE surfaces for the wild-type and mutant translo-
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Figure A.12: Mutations in the translocon pore residues alter the FE profiles in Figure 2.7
of chapter 2. (A) and (B) The dependence of the FE profiles on the pore residue hydropho-
bicity for the translocon with (A) hydrophobic and (B) hydrophilic substrate. (C) and (D)
The dependence of the FE profiles on the pore residue bulkiness for the translocon with (C)
hydrophobic and (D) hydrophilic substrate. See text for details.
cons are plotted in Figure A.12. Although the variance of the exponential term in equation
(A.7) leads to diminished statistical certainty in the FE profiles for the mutants, clear trends
seem to emerge.
Figures A.12A and B illustrate the effect of hydrophobicity of the pore residue side
chains. Part A shows the results for the translocon with the hydrophobic substrate, and part
B shows the results for the hydrophilic substrate. For the case of the hydrophobic substrate,
making the pore more hydrophilic favors the open LG. This trend can be easily understood
in terms of the preference of the hydrophobic substrate for the membrane environment over
the increasingly hydrophilic environment of the mutated translocon channel. However,
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part B shows that for the case of the hydrophilic substrate, the changes are less dramatic.
Indeed, over the range of 400-600 Å2 for the surface area, which we find to be the range of
LG opening in our MD trajectories, there is very little difference in the FE profiles for the
hydrophilic substrate.
We can use a similar analysis to study the effect of the pore-residue bulkiness. We con-
sider two translocon mutants in which all six hydrophobic pore residues are replaced with
CG particles for which the Lennard-Jones radius for the CG side chain particle is either
increased by 5% or decreased by 10%, and the FE profiles are recalculated using equa-
tions (A.6) and (A.7). Figure A.12C shows the resulting profiles for the translocon with the
hydrophobic substrate, and Figure A.12D shows the resulting profiles for the hydrophilic
substrate. Figure A.12C suggests that increasing the bulkiness of the pore residues leads
to the relative stabilization of the open LG. Physically, this is reasonable. With the bulkier
pore residues, less room is available inside the channel, which favors the open configu-
rations of the LG in which the hydrophobic substrate partially extends into the membrane
(see Figure 2.6B in chapter 2). Figure A.12C suggests that the bulkiness of the pore residue
side chains does not significantly change the FE profile in the range of 400-600 Å2 for the
surface area. This can be rationalized by observing that since the hydrophilic substrate is
tucked behind the plug residue (Figure 2.6A), the opening of the LG does not relieve the
confined environment of the substrate.
The simulations presented in Figure A.12 indicate that the employed CG model is sen-
sitive to the molecular details of the translocon system.
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Appendix B
Supporting Information for Chapter 3
B.1 Materials and Methods
B.1.1 Simulation Protocols
Initialization. The crystal structure from Ref. 12 is used as the starting point for simula-
tions of the SecA-SecYEG complex. To meet the size-constraints of the Anton hardware
[37, 38], only SecA residues within 15 Å of the translocon in the crystal structure are in-
cluded in the simulations. Specifically, if any atom within a residue of SecA is less than
15 Å from any atom within a residue of the translocon (SecYEG), then all atoms of that
SecA residue are included in the simulations; otherwise, all atoms of that SecA residue
are deleted from the simulations. The partial atomic charges of the SecA residues are left
unchanged following truncation; however, since the force fields employed in this study ex-
hibit integer values for the net charge of each amino acid residue, the simulation protocol
does not introduce any net fractional charges into the simulation cell. In all simulations, the
nonhydrogen atoms of SecA are harmonically restrained to their positions in the reported
crystal structure with a force constant of k = 2.0 kcal/mol/Å2.
114
Residues 42-61 of the SecY protein, which are unresolved in the crystal structure, are
constructed in a random loop configuration and then refined against a pseudoenergy func-
tion using the MODELLER protocol [133] that consists of conjugate gradient minimiza-
tion and MD with simulated annealing [134, 135]; the employed pseudoenergy function
includes interactions from the CHARMM22 force field [19] and restraints based on the
statistical distributions of known protein structures [136]. The small number of crystallo-
graphically unresolved residues at the C-terminal end of the SecY protein (Res. 424-431),
which are not expected to play a significant role in the nascent protein insertion process or
in establishing the structural integrity of the translocon channel, are neglected [12].
The SecA-SecYEG complex is embedded in a membrane composed of 222 POPC lipid
molecules and surrounded by 25767 explicit water molecules; Na+ and Cl− counterions
are included to achieve electroneutrality in the simulation cell at a salt concentration of
approximately 50 mM. In orienting the SecA-SecYEG complex relative to the membrane,
we obtain coordinates from the Orientations of Proteins in Membranes (OPM) database
[137], in which the position of the protein relative to the lipid bilayer minimizes the transfer
FE from water to the membrane hydrophobic core [138]. The system is described using
orthorhombic periodic boundary conditions. The initial system contains 121107 atoms in a
simulation cell of size 105 Å×105 Å×120 Å; the membrane bilayer lies parallel to the x-y
plane of the simulation cell.
All equilibration and nascent-protein growth simulations (described immediately be-
low) are performed using the GROMACS molecular package, version 4.5.3 [139]. In-
teractions are described using the CHARMM36 force field with the TIP3P water model
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[19, 140]. Long-range electrostatics are calculated using the PME technique [20], with
the real space contribution to this potential cut off at 12 Å. Short-range van der Waals in-
teractions are smoothly switched off over the distances from 10 to 12 Å. The GROMACS
neighbor list for all short-ranged interactions is cut off at 12 Å and updated every 20 fs. All
bond distances are constrained using the P-LINCS algorithm [6], and a time step of 2 fs is
employed. Simulations are performed either at constant temperature and constant volume
(i.e., the NVT ensemble) or at constant temperature and constant pressure (i.e., the NPT
ensemble). Constant temperature simulations are fixed at 300 K using the Nose-Hoover
thermostat [141, 142]; three separate thermostats, each with a coupling constant of 0.4
ps, are applied to the protein, lipids and water molecules, respectively. Constant pressure
simulations are fixed at 1 bar using the Parrinello-Rahman barostat [143] with a coupling
constant of 4 ps. Pressure coupling is applied semi-isotropically, such that the x and y di-
mensions of the simulation cell remain equal to each other and deform independently of
the z dimension of the simulation cell.
Equilibration. The initial system is equilibrated using the following four-step process.
First, the energy of the system is minimized using the steepest-descent method to eliminate
steric clashes that lead to forces in excess of 11.9 kcal/mol/Å; during this minimization,
harmonic restraints (k = 2.0 kcal/mol/Å2) are applied to the lipid head groups and the
heavy atoms of SecYEG. Second, the system is relaxed using a 1 ns simulation in the NVT
ensemble with harmonic restraints (k = 2.0 kcal/mol/Å2) applied to the lipid head groups
and the heavy atoms of SecYEG. Third, the system is relaxed using a 1 ns simulation in the
NPT ensemble with harmonic restraints (k = 2.0 kcal/mol/Å2) applied to the heavy atoms
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Table B.1: Cartesian positions for the α-carbon atoms of SecA residues 780-785.
Residue ID Position (Å)
x y z
780 -2.073 -9.178 22.870
781 -3.665 -11.383 20.201
782 -6.463 -10.542 17.788
783 -7.417 -6.878 17.970
784 -4.841 -4.080 18.208
785 -2.543 -3.605 21.212
of SecYEG. Finally, the system is relaxed using a 50 ns simulation in the NPT ensemble
without restraints on the lipid or SecYEG.
Additional discussion and testing of the equilibration process is provided in section:
Robustness of the insertion trajectory initialization.
Nascent-protein growth. Following equilibration of the SecA-SecYEG complex, we in-
troduce a nascent protein composed of n+ 4 amino acid residues; the four N-terminal
residues are initially positioned in a β -strand configuration and aligned with the axis of the
translocon channel, and the center of mass positions of the remaining n residues are initially
placed at an “insertion point" at the cytosolic mouth of the translocon channel. As is de-
scribed in the chapter 3, we consider two insertion points. The insertion points are defined
relative to the positions of the atoms of SecA, which are restrained in absolute space to
the geometry of SecA-SecYEG crystal structure, as described under Simulation Protocols.
Coordinates in absolute space associated with the geometry of the SecA-SecYEG crystal
structure are given in Table B.1. In terms of this unique coordinate system, the position of
insertion point IP2 is {x−a,y−b,z−c}, where {x,y,z} is the Cartesian center of mass for
residues 780-785 of the two-helix-finger domain of SecA, and where a = −6 Å, b = 3 Å,
and c =−1 Å are chosen to avoid steric clashes; the coordinates for IP1 are simply shifted
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+10 Å from IP2 along the z-axis.
Each of the n residues on the C-terminal end of the nascent protein exists in either an
off-state, in which nonbonding interactions between each residue and the rest of the system
are excluded, or an on-state, in which all interactions are included. Residues in the off-state
are tethered to the insertion point via harmonic restraints with k = 23.8 kcal/mol/Å2. Upon
sequentially switching each residue from the off-state to the on-state, the simulation cell is
subjected to a partial minimization to avoid large steric clashes associated with the newly
introduced nascent protein residue; this minimization is only performed with respect to
forces that exceed a magnitude of 23.8 kcal/mol/Å, such that only atoms in the immediate
vicinity of the newly introduce amino-acid residue are primarily affected. After switching
each residue from the off-state to the on-state, it is pulled from the insertion point toward
the center of mass of the translocon pore residues for a period of 5 ns to create space for
the next amino-acid residue in the nascent-protein sequence; this is achieved by harmon-
ically tethering (k = 2.38 kcal/mol/Å2) the center of mass of the nascent-protein residue
to a virtual bead that moves with constant velocity v = 1 Å/ns. Since these simulations
are performed in the NPT ensemble, the simulation cell volume appropriately relaxes upon
inclusion of the additional nascent-protein residues. Since the nascent-protein growth in-
volves only the introduction of uncharged amino-acid residues, the total simulation cell
remains neutral.
Nascent-protein evolution. At nascent-protein lengths corresponding to 15, 30 and 45
amino acid residues, the simulation cell is ported to the Anton computing system for
microsecond-timescale relaxation. In these simulations, short-ranged Van der Waals and
118
electrostatic interactions are cut off at 9.48 Å, and long-ranged electrostatic contributions
are included using the k-space Gaussian Split Ewald method [144] with a cubic (64 ×
64 × 64) k-point grid, an electrostatic screening parameter of σ = 2.44 Å, and a Gaus-
sian charge-spreading width of σs = 1.72 Å. Bond lengths involving hydrogen atoms are
constrained using the M-SHAKE algorithm [145]. We employ the RESPA numerical inte-
gration scheme [146] with a timestep of 2 fs; short-ranged interactions are updated every
timestep, and long-range electrostatic interactions are updated every 6 fs. The Berendsen
coupling scheme [147] is applied to keep the simulation at a temperature of 300 K and
a pressure of 1 bar; the thermostat employs a coupling timescale of τ = 1.0 ps, and the
barostat employs a semi-isotropic coupling timescale of τ = 2.0 ps.
B.1.2 Channel Axis Definition
To analyze configuration changes during nascent-protein insertion, we define a one dimen-
sional coordinate associated with the translocon channel axis. For the initial configuration
of each insertion trajectory, the channel axis coordinate is defined as the z-component of
the Cartesian coordinate system for the simulation cell with origin positioned at the center
of mass of the SecA-SecYEG complex. To avoid artifacts due to fluctuations or drift in the
translocon position during the long insertion trajectories, atomic positions in each subse-
quent configuration of the trajectories are aligned to those of the initial configuration, using
a protocol that minimizes mean-square displacement in the α-carbons of SecYEG [25].
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B.1.3 Translocon Lateral Gate Width Profile
The LG width profile illustrated in Figure 3.3A in the chapter 3 is calculated as follows.
The channel-axis coordinate is uniformly discretized at a resolution of ∆η = 2Å, and the
simulation cell is thus divided into corresponding parallel slabs, {η j}. For each slab, the
width of the LG opening is determined by considering the translocon α-carbon atoms that
lie within the slab and that correspond to one of two particular subsets of the translocon
atoms. The first subset, which is shown in green in Figure 3.3A in chapter 3 and which
corresponds to one half of the translocon LG, includes residues in transmembrane (TM)
helices TM7-8 (V270-I335 in the SecY protein). The second subset, which is shown in
yellow in Figure 3.3A in chapter 3 and which corresponds to the other half of the LG,
includes residues M80-S142 in the SecY protein. The width of the LG opening for each
slab, w j, is defined as the minimum distance from any α-carbon in the first subset to any in
the second subset. We note that a similar definition is used to calculate the LG surface area
in chapter 2.
For each insertion trajectory, we obtain the LG width profile as a function of both
simulation time and the channel axis coordinate. In making Figures 3.3B and 3.3C in
chapter 3 and Figure B.8, we smooth the LG width profile in both dimensions, with raw
input data corresponding to the channel width profile evaluated at time intervals of 240
ps. The smoothed output, obtained using a modified ridge estimator with dimensionless
smoothing parameter s = 1, is provided on a 50× 50 grid, with spacing ∆t = 0.076 µs
(∆t = 0.090 µs for Figure B.8) and ∆η = 0.7 Å. As shown in Figure B.1, this smoothing
does not affect any of the trends discussed in connection with Figure 3.3.
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Figure B.1: Comparison of the raw (dashed) and smoothed (solid) LG width profiles. See
the LG width profile section for details. The data presented here correspond to the results for
trajectory T1 that appear in Figure 3.3B of chapter 3.
B.1.4 Hydrophobic Contact Area
To quantify the extent of the hydrophobic contact between the nascent-protein SP and the
lipid molecules in Figures 3.5C and 3.5D in chapter 3 and Figures B.10C and B.10D,
we determine the interfacial contact area using the INTERVOR tool [148] in the Visual
Molecular Dynamics (VMD) program [149]. The area is calculated via Delaunay triangu-
lation of the Voronoi surface that separates two groups of atoms in the system. Atoms in
the nascent-protein SP are treated as one group, and atoms in the lipid molecules that are
within a cutoff distance d0 = 10 Å of the translocon LG helices (SecY residues 80-100 and
270-290) are treated as the other group. Increasing the cutoff distance to d0 = 20 Å results
in no significant differences from the data presented in either Figure 3.5 or B.10.
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B.1.5 Homology Modeling
To enable comparison between the residues of the Thermotoga maritima SecY protein stud-
ied in this work and the residues of the S. cerevisiae Sec61p on which previous experimen-
tal mutagenesis studies have been performed [63], we determine the structure for Sec61p
using homology modeling. All homology modeling is performed using the MODELLER
program [133].
We first construct 50 initial structural models for Sec61p from the alignment of its se-
quence with the Methanococcus jannaschii SecY protein (PDB: 1RHZ)[10]; the Cartesian
coordinates for the atoms in these initial models are locally randomized with respect to a
common reference structure. The structure for each model is then optimized with respect
to (i) homology-derived restraints from the alignment, (ii) molecular mechanics force field
from CHARMM22 [19], and (iii) statistically derived potentials from a representative set of
known protein structures; the final homology-determined structure then corresponds to the
optimized model with the lowest discrete optimized protein energy (DOPE) score [150]. A
comparison between the homology-determined structure for Sec61p and the Thermotoga
maritima SecY crystal structure is shown in Figure B.2A. The Thermotoga maritima SecY
residues that are homologous to residues E382, E106, and E460 in the S. cerevisiae Sec61p
are then identified as the closest negatively charged residues in the aligned structures. We
note that by alternatively performing this analysis with the Thermotoga maritima SecY
protein (PDB: 3DIN) as the structural template for Sec61p, the determined homologous
residues are unchanged, although the spatial distance between residue E330 in SecY and
residue E382 in Sec61p increases.
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Figure B.2: Homology-determined structures for the S. cerevisiae Sec61p protein, which has
been characterized in experimental mutagenesis studies [63]. The procedure for constructing
these structures is described in the Homology modeling section. (A) Comparison of the Ther-
motoga maritima SecY crystal structure (white and green) and the homology-determined S.
cerevisiae Sec61p structure (blue). The two structures are aligned via minimization of the
root mean squared displacement of the α-carbon atoms between residues 80 to 140 of the
two molecules. The negatively charged residues of Thermotoga maritima SecY that we con-
sider in this paper (shown in white) are in close proximity to the negatively charged residues
that are studied via mutagenesis in Ref. 63 (blue). (B) The homology-determined structure
for Sec61p in complex with the ribosome (see text for details). The ribosome is rendered in
a gray transparent surface, and the translocon is drawn in white with the LG helices in green
and the plug moiety in red. Charged residues on the translocon are labeled and shown in
space-filling representation. From the results of Ref.63, it follows that mutation of residues
in orange decreases the integration of protein with either Type II or Type III orientation; mu-
tation of residues in purple enhances the integration of protein with Type II orientation and
suppresses the integration with Type III orientation; and mutation of residues in cyan sup-
presses the integration of protein with Type II orientation and enhances the integration with
Type III orientation. This figure, along with the presented insertion simulations, emphasizes
that the position of charged residues impacts the regulation of integral membrane protein
topogenesis.
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To further illustrate the spatial distribution of the Sec61p charged residues relative
to the bound ribosome, we build another homology-determined structure from the cryo-
electron-microscopy-derived structure of SecY in association with the ribosome (PDB:
3KC4, 3KCR) [151]. The same method explained above is employed, and the resulting
structure is shown in Figure B.2B.
B.2 Robustness of the Insertion Trajectory Initialization
Here, we examine the robustness of the equilibration and insertion protocol employed for
the insertion trajectories in chapter 3. We consider potential biases due to the relatively low
resolution (4.5 Å) of the experimental crystal structure that is used for a starting structure
in these simulations, as well as potential biases due to the use of harmonic restraints to
stabilize the truncated SecA protein in the reported insertion trajectories. Several important
points suggest that this issue does not impact the reliability of the results in chapter 3.
First, we note that although the experimental resolution of the electron density for the
SecA-SecYEG complex is relatively low (4.5 Å) [12], the crystal structure was solved
with the assistance of higher resolution crystal structures for both the translocon (Ref. 10,
3.2 Å resolution) and SecA (Ref. 51, 2.2 Å resolution). The electron density map for
the SecA-SecYEG complex provides sufficient quality for the unique assignment of all of
the SecYEG TM helices and each of the SecA domains [12]. Incorporation of conserved
interactions from the higher-resolution structures, which exhibit strong sequence homology
with the components of the SecA-SecYEG complex [10, 51], improves the credibility of
the resulting structure for the complex.
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Figure B.3: Comparison of additional equilibration trajectories from the SecA-SecYEG
crystal structure (sT1-sT3) with equilibration trajectory that is employed in chapter 3 (T0).
The surface area of the translocon LG is plotted as a function of simulation time. In all cases,
the trajectories relax to partially closed conformations for the translocon LG. The shaded gray
areas indicate values for the surface area that are consistent with the open and partially closed
conformations for the translocon LG. See text for details.
Second, equilibration of the system in the MD simulations reduces bias associated with
the choice of the initial structure. As described in section: Simulation Protocols, the initial
SecA-SecYEG crystal structure was equilibrated to performing the µs-timescale nascent
protein insertion trajectories. During this equilibration, the LG relaxed from a relatively
open conformation associated with the SecA-SecYEG crystal structure to a more closed
conformation that is more like the archael crystal structure of the translocon [10]. To il-
lustrate this conformational change, the surface area associated with the opening of the
translocon LG for the initialization trajectory employed in chapter 3 (T0) is plotted as a
function of simulation time in Figure B.3. The LG surface area is obtained via quadrature
of the LG width profile along the LG channel axis over the range [−38 Å, 2 Å]; the LG
width profile and channel axis coordinate are defined in section: Materials and Methods.
To confirm the robustness of the equilibrated starting configurations for the nascent
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protein insertion trajectories, additional equilibration trajectories are reported in Figure
B.3. Each of the additional three trajectories is initialized from the SecA-SecYEG crystal
structure configuration but with different initial velocities drawn from Maxwell-Boltzmann
distribution at a temperature of T = 300 K. Unlike the equilibration trajectory employed
in chapter 3 (trajectory T0), the additional trajectories were obtained using the OPLS force
field and without truncation of SecA (See section: Simulation Protocols for details); how-
ever, the results are the same. In each case, the equilibration trajectories eventually relax to
the more closed conformation of the translocon LG.
It is clear that for trajectory sT2 in Figure B.3, the timescale for the closing of the LG
is slower than that observed in trajectories T0 and sT1. The origin of this slow timescale is
the intercalation of lipid molecules between the LG helices, which hinders LG closing. To
overcome this slow timescale, we removed the three lipid molecules that were in closest
proximity to the LG helices in trajectories sT1, sT2, and sT3 at the simulation time of
80 ns; as is seen in Figure B.3, elimination of these lipid molecules enables the “hung"
trajectory sT2 to then relax to the more closed LG configuration. In no case was it found that
lipid molecules intercalate between the LG helices after the closed LG conformation was
reached. The results in Figure B.3 thus indicate that equilibration of the system relaxes the
initial bias of the crystal structure and consistently leads to partial closing of the translocon
LG.
Third, we find that restraints that are applied to SecA in chapter 3, which are neces-
sary for the µs-timescale stability of the truncated SecA structure, do not appear to bias
the conformational distribution of the translocon. In Figure B.4A, trajectories sT4-sT6 are
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performed exactly as trajectories sT1-sT3, except that trajectories sT4-sT6 do not include
harmonic restraints on the heavy atoms of SecA, whereas sT1-sT3 do include these re-
straints (as in chapter 3). As before, to avoid slow relaxation timescales associated with the
intercalation of molecules in the LG, we delete the three nearest lipid molecules to the LG
helices after 80 ns of simulation time. The trajectories performed without SecA restraints
are qualitatively unchanged from those that employ restraints; in all cases, the trajectories
relax to the partially closed configurations that are consistent with the equilibration trajec-
tory employed in chapter 3. In Figure B.4B, we show the root mean squared displacement
(RMSD) of the SecY protein in these six trajectories; again, no major effect associated with
the SecA harmonic restraints is found.
Fourth, the translocon LG conformational changes that are emphasized in chapter 3 are
large and qualitatively distinct from biases associated with the SecA harmonic restraints.
Figure B.4C shows the LG surface area as a function of time in the nascent protein insertion
trajectory T1. This trajectory shows a pronounced opening of the LG that accompanies
insertion of the nascent protein into the translocon channel. This trend is in marked contrast
to the LG closing and conformational relaxation that is observed in the trajectories that are
initialized from the SecA-SecYEG crystal structure (Figure B.4A), and it is distinct from
any effects associated with the transient intercalation of lipid molecules between the LG
helices in the initialized system. Furthermore, the conformational opening of the translocon
LG that is observed in Figure B.4C is far more pronounced than any observed bias in Figure
B.4A or Figure B.4B that is associated with the use of harmonic restraints on the SecA
residues.
127
Figure B.4: Comparison of additional equilibration trajectories from the SecA-SecYEG
crystal structure that are performed with (sT1-sT3) and without (sT4-sT6) harmonic restraints
applied to the SecA residues. (A) The translocon LG surface area is plotted as a function of
time. (B) The RMSD of the SecY protein with respect to the crystal structure geometry [12]
is plotted as a function of time. (C) The translocon LG surface area plotted during of insertion
trajectory T1 from chapter 3. Comparison of the results in this figure with those of part A
illustrate that conformational changes associated with relaxation from the initial structure
are qualitatively different than the trends associated with nascent protein insertion that are
emphasized in chapter 3. Furthermore, any biases due to the use of harmonic restraints on
SecA are apparently very small in comparison to the qualitative conformational changes that
accompany nascent protein insertion.
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In summary, concerns over the reliability of the starting configuration of the simulations
are at least partially mitigated by (i) the fact that the solution of the 4.5 Å resolution SecA-
SecYEG crystal structure was obtained with input from much higher-resolution structures
of the component proteins, and (ii) the observation in Figure B.3 that equilibration of the
SecA-SecYEG complex relaxes the initial conformation of the crystal structure and leads
to more closed conformations of the translocon LG. Furthermore, concerns about the use of
harmonic restraints to stabilize the SecA structure are minimized due to (iii) the observation
in Figures B.4A and B.4B that harmonic restraints have little effect on the conformation
of the translocon LG, and (iv) the fact that results and conclusions that are emphasized in
chapter 3 involve trends and conformational changes (such as those in Figure B.4C) that
are far more pronounced than any observed biases due to the initial crystal structure or the
use of harmonic restraints on the SecA residues.
B.3 Insertion Trajectories with Different Periods of Growth
Evolution
For comparison with trajectories T1-T4 that are discussed in chapter 3, we performed two
additional insertion simulations in which each nascent-protein growth period involves the
addition of only two additional nascent-protein residues at a pace of one residue per five
nanoseconds and in which the intervening nascent-protein evolution periods span 100 ns.
The details for these two additional insertion trajectories (T5 and T6) are presented in Figure
B.2. We note that the protocol employed for these additional trajectories allows equilibra-
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Table B.2: Summary of the additional insertion trajectories.
Trajectory IP Mature Growth Total
Domain Cycles Length
T5 1 L30 15 2.5 µs
T6 1 Q30 15 2.5 µs
tion after smaller periods of growth than the trajectories discussed in chapter 3; however,
since the evolution periods in trajectories T5 and T6 span only 100 ns, the net pace of
nascent-protein insertion in trajectories T5 and T6 is faster than the pace of insertion for
trajectories T1-T4. As is seen in Figure B.5, this faster pace of insertion in the additional
trajectories leads to simulation results that do not exhibit the anticipated features of pro-
tein translocation or membrane integration. The figure compares trajectories T5 and T6
with trajectories T1 and T2; all four trajectories share the same insertion point, trajecto-
ries T1 and T5 model nascent proteins with the same sequence, and trajectories T2 and T6
model nascent proteins with the same sequence. As is extensively discussed in chapter 3,
the slower insertion protocol employed in trajectories T1 and T2 leads to docking of the
nascent-protein SP at the translocon LG and associated conformational changes in the LG.
However, the more rapidly inserted trajectories T5 and T6 do not exhibit these mechanis-
tic features; instead, the nascent protein becomes jammed at the cytosolic mouth of the
translocon and exhibits little conformational sampling on the timescale of the simulations.
130
Figure B.5: The final configuration from the insertion simulations associated with (A) tra-
jectory T5, (B) trajectory T6, (C) trajectory T1, and (D) trajectory T2. The slower insertion
protocol employed in trajectories T1 and T2 leads to docking of the nascent-protein SP at the
translocon LG and associated conformational changes in the LG. However, the more rapidly
inserted trajectories T5 and T6 do not exhibit these mechanistic features; instead, the nascent
protein becomes jammed at the cytosolic mouth of the translocon.
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Figure B.6: Structural features of the nascent protein and translocon at various times along
the insertion trajectories T3 and T4. This figure is comparable to Figure 3.2 in chapter 3 and
employs the same representation. As in Figure 3.2, the trajectories exhibit localization of
the SP residues in the LG region. Both trajectories shown here exhibit loop configurations
of the nascent protein SP, with the N-terminus exposed to lipid head-groups and with some
hydrophobic segments of the SP buried within the translocon channel. The trajectories in Fig-
ure 3.2 exhibit a different nascent-protein conformation, with the SP N-terminus buried in the
translocon interior and with the hydrophobic segments of the SP exposed to the membrane.
Figure B.7: The time evolution of the salt bridges along trajectories T1 and T4. This figure
is directly comparable to the results for trajectories T2 and T3 in Figure 3.6 of chapter 3.
As seen in Figure 3.6, the current figure indicates that salt-bridge contacts involving the N-
terminus of the nascent protein form almost immediately and persist throughout the duration
of the insertion simulations.
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Figure B.8: The LG width profiles for trajectories T3 and T4. (A) For reference, the dif-
ference of the LG width profiles between trajectories T1 and T2, which is reproduced from
Figure 3.3C in chapter 3. (B) The difference of the LG width profiles between trajectories
T3 and T4. (C) The LG width profiles for trajectories T3 (blue) and T4 (red) at various times.
The data at time 0.5 µs is repeated in the dashed black curve. The translocon LG under-
goes similar conformational changes in both trajectories T3 and T4; this is consistent with the
observation from Figure B.6 that the nascent protein adopts a loop configuration in both tra-
jectories, such that both trajectories exhibit similar interactions between the nascent protein
and the translocon LG.
133
Figure B.9: Conformational dynamics of the nascent protein and the translocon plug moiety
during insertion trajectories T3 and T4. This figure is comparable to the results for trajectories
T1 and T2 in Figure 3.4 of chapter 3. (A) The time evolution of the number of membrane-
integrated residues,N , for the insertion trajectories T3 and T4. Neither of the two trajectories
presented here exhibit the extensive degree of membrane integration that is observed for
trajectory T1 in Figure 3.4. The observed values of N ≈ 3 in the current figure arise from
the close contact of the SP N-terminal residues with the phosphate lipid head groups. This
result can again be understood as a consequence of the loop configuration that is assumed
by the nascent-protein SP in both trajectories T3 and T4; since this configuration buries the
protein mature domain within the tranlsocon channel interior, little membrane integration is
possible. (B) The time evolution of the pore-plug distance for trajectories T3 and T4. Little
displacement of the plug moiety is observed during the course of these simulations.
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Figure B.10: Conformation of the nascent-protein SP and its solvation environment during
insertion trajectories T2 and T4. This figure is directly comparable to the results for tra-
jectories T1 and T3 in Figure 3.5 of chapter 3; the same representations and color schemes
are employed. (A, B) The configuration of the nascent-protein SP is shown after 3.5 µs of
simulation time in the two trajectories. (C, D) The corresponding solvation environment for
the nascent-protein SP in these two snapshots of the system. In parts A and C, it is seen
that the SP adopts a configuration in which the N-terminus is buried inside the translocon,
whereas in parts B and D, the SP adopts a loop configuration with its N-terminus exposed to
the phosphate lipid head groups. (E) The hydrophobic contact area between the SP and the
surrounding lipid molecules is plotted as a function of time for trajectories T2 (blue) and T4
(red). Similar to the results presented in Figure 3.5, the SP configuration with the N-terminus
buried in the channel interior (A, C) experiences more extensive hydrophobic contact with the
lipid bilayer than the SP configuration with the N-terminus exposed to the lipid head groups
(B, D).
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Appendix C
Supporting Information for Chapter 4
C.1 Model Parameterization and Validation
Here, we describe the parameterization of the CG model from MD simulation results and
transferable experimental data.
C.1.1 CG Bead Transfer Free Energies and Charges
Transfer FE values for bead-types R, E, L, Q, V, P used in this study (Table C.1) are com-
parable to experimental water-octanol transfer free energies for single Arg, Glu, Leu, Gln,
Val, and Pro residues [120], respectively. Bead-types R and E, which are employed only
in the topogenesis simulations in Signal Orientation and Protein Topogenesis in chapter 4,
include charges of +2 and -2 to model the charged residues that flank the signal peptide
(SP) in the engineered H1∆Leu22 protein considered in previous experimental work [7];
the two positive charges correspond to the N-terminal Met residue and a neighboring Arg
residue, and the two negative charges correspond to the two Glu residues at the opposite
end of the SP.
136
Table C.1: CG bead charges (q) and water/membrane transfer free energies (g).
R E L Q V P L
q 2.0 -2.0 0.0 0.0 0.0 0.0 0.0
g/ε 4.0 4.0 -4.0 2.0 -2.0 0.0 variable
C.1.2 Translocon Geometry and Charges
The positions of the CG beads that model the Sec translocon (Table C.2, Figure C.1) reflect
the hour-glass-shaped profile of the translocon from atomic-resolution crystal structures
[10, 12, 13]. At its cytosolic and lumenal mouths, the channel diameter widens to approxi-
mately 24 Å, and it narrows to approximately 8 Å in the membrane interior [10].
To investigate the sensitivity of the simulation results to the translocon channel dimen-
sions, we explore the degree to which integral membrane protein topogenesis is altered by
reducing the width of the translocon channel from 24 to 16 Å at its cytosolic and lumenal
openings (Figures C.2A and C.2B). Although narrowing the channel does alter the fraction
of Type II membrane integration (Figure C.2C), the dependence of Type II membrane in-
tegration fraction with the mature domain length (MDL) remains qualitatively unchanged.
Furthermore, the mechanism followed by the CG trajectories, including the competition
between Type III integration and the flipping mechanism for Type II integration (Figure
C.2D), remains qualitatively unchanged upon narrowing the channel.
The translocon exhibits charged residues that play an important role in establishing in-
tegral membrane protein topogenesis [63]. The CG model thus includes charges of q =−2
and q= 2 on first and fourth beads of the lateral gate (LG), where the LG beads are ordered
with respect to their distance from the cytosol. The negatively charged CG bead models the
electrostatic effect of residues Glu106 and Glu382 near the LG helices, and accessible lipid
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Figure C.1: Coordinate system for the CG model. CG beads for the ribosome and translocon
are shown in brown and green, respectively; the membrane is shown in blue. The coordinates
are reported in distance units of σ = 8 Å.
heads at the cytosolic cup; the positively charged CG bead models the effect of residue
Arg67, Arg74 and Lys313 at the lumenal mouth of the channel. The residue orders are based
on the Sec61p molecule in S. cerevisiae [152].
C.1.3 Ribosome Geometry
Confinement effects due to the ribosome are explicitly included in the CG model (Table
C.2, Figure C.1). Electron microscopy (EM) structures of the ribosome in complex with the
translocon reveal a large lateral opening above the cytosolic cup of the translocon, which is
about 20 Å wide [14, 79, 153]. The CG model likewise includes a ribosomal enclosure that
is of comparable size with respect to the volume occupied by nascent chain residues in the
CG representation. Near the translocon LG, the ribosomal enclosure is partially open to the
cytosol, as is seen in the EM structures [14, 79, 153]; this opening prevents steric hindrance
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Figure C.2: Testing the sensitivity of the CG model to the coordinates of the translocon.
(A) The width of the space within the translocon channel, plotted along the channel axis.
The profile is reported for the translocon CG bead coordinates employed in chapter 4 (green)
and for coordinates that correspond to narrowing the cytosolic and lumenal openings of the
channel (red). (B) Comparison between the translocon CG bead coordinates used in chapter
4 (green) and those that correspond to the narrowed channel (red). (C) Changes in protein
topogenesis upon narrowing the translocon channel. The protein nascent chain SP sequence
of RL6E is employed. The green data set demonstrates the MDL dependence of the Type
II integration fraction for the coordinates of the translocon employed in chapter 4, and the
red data set shows the corresponding results for the narrowed translocon channel. The green
data set reported here is identical to that reported for the RL6E sequence in Figure 4.3B of
chapter 4. It is clear from part C that although narrowing the channel does slightly shift the
simulation results, the qualitative trend in the MDL dependence is unchanged. (D) For the
narrowed CG channel, the MDL-dependence of the fraction of CG trajectories that follow the
Type II loop pathway (red), the Type II flipping pathway (blue), and the Type III integration
pathway (white). As in Figure 4.3F of chapter 4, the CG simulations are performed using
a protein nascent chain with SP sequence RL6E. Comparison of part D with Figure 4.3F
reveals that qualitative features of the integration mechanism are unchanged upon narrowing
the translocon channel. The most significant effect is that the narrowed channel exhibits a
smaller fraction of trajectories that follow the loop mechanism.
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Table C.2: CG bead positions for the ribosome and the translocon (units in σ ). The CG
bead for the ribosomal exit tunnel is located at [−10, −5]. An illustration of the coordinate
system is provided in Figure C.1.
Ribosome Translocon
x y x y x y
-2 -2.5 -11 -5.5 -2.0 -2.0
-2 -3.5 -11 -4.5 -1.0 -1.5
-2 -4.5 -11 -3.5 0.0 -0.95
-2 -5.5 -11 -2.5 1.0 -1.5
-2 -6.5 -11 -1.5 2.0 -2.0
-2 -7.5 -11 -0.5 -2.0 2.0
-2 -8.5 -11 0.5 -1.0 1.5
-3 -8.5 -11 1.5 0.0 0.95
-4 -8.5 -11 2.5 1.0 1.5
-5 -8.5 -11 3.5 2.0 2.0
-6 -8.5 -11 4.5
-7 -8.5 -10 4.5
-8 -8.5 -9 4.5
-9 -8.5 -8 4.5
-10 -8.5 -7 4.5
-11 -8.5 -6 4.5
-11 -7.5 -5 4.5
-11 -6.5 -4 4.5
of membrane integration in the CG model and enables access of the protein nascent chain
to the cytosolic exterior of the membrane [154].
To investigate the sensitivity of the simulation results to the effects of ribosomal con-
finement, we explore the degree to which integral membrane protein topogenesis is altered
by reducing the volume of the ribosomal enclosure in the CG model. Figure C.3 shows
that reducing the ribosomal enclosure by 17% leads to no statistically significant change
in the fraction of Type II integration as a function of MDL. Further reduction of the ribo-
some enclosure by 33% leads to only a modest effect on the results, suggesting that the CG
calculations are robust with respect to the details of the ribosome enclosure size.
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Figure C.3: Testing the sensitivity of the CG model to the volume enclosed by the ribosome
CG beads. (A) We consider CG simulations in which the volume enclosed by the ribosome
CG beads (brown) is reduced to 83% (red) and 67% (white) of its original size. In the first
two cases, the position of the ribosome exit channel is unchanged (Table C.2); for the smallest
volume, the ribosome exit channel is moved to position [−10, −3] to avoid overlapping with
the ribosome CG beads. (B) The MDL-dependence of the fraction of CG trajectories that
undergo Type II integration, obtained using the various sizes of the volume enclosed within
the ribosome beads. The protein nascent chain SP sequence of RL6E is employed. The
blue data set reported here is identical to that reported for the RL6E sequence in Figure 4.3B
of chapter 4. These results suggest that significant reductions in the size of the ribosome
enclosure have little effect on the calculated trends in protein topogenesis.
C.1.4 Timescale for LG Opening
The opening and closing of the translocon LG is modeled stochastically with rates defined
in equations (4.11) and (4.12) in chapter 4. In these expressions, the parameter τLG cor-
responds to the timescale for attempting LG opening or closing events. As in classical
rate theory [155, 156], this attempt timescale is related to the timescale required for the
system to transiently pass between the open and closed configurations for the LG, which
we have observed in previous MD simulations of translocon/peptide-substrate/membrane
systems. In our previous work [40], it was shown that spontaneous translocon LG closing
in the presence of a peptide substrate occurs on the timescale of approximately 300-500 ns;
specifically, this was shown in Figure 5 of the stated reference. To explore the robustness of
the CG model to this parameter, we calculate the dependence of the Type II integration as a
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Figure C.4: Testing the sensitivity of the CG model to the timescale τLG for stochastic
opening/closing of the translocon LG. The MDL-dependence of the fraction of CG trajecto-
ries that undergo Type II integration is presented, obtained using various values for τLG in
the CG model dynamics. The protein nascent chain SP sequence of RL6E is employed. The
blue data set reported here is identical to that reported for the RL6E sequence in Figure 4.3B
of chapter 4. These results suggest that significant changes in τLG have little effect on the
calculated trends in protein topogenesis.
function of MDL for the RL6E SP sequence (blue curve in Figure 4.3B of chapter 4), using
τLG = 250, 500, 1000, and 2000 ns; these results, which are reported in Figure C.4, show
no significant differences among the four data sets and suggest that the CG calculations are
very robust with respect to τLG. A value of τLG = 500ns is employed throughout chapter
4.
C.1.5 FE for LG Opening
In previous work [40], we performed extensive atomistic and residue-based CG simula-
tions to explore the energetics of conformational changes in the translocon LG. These
simulations found that the FE for LG opening depends approximately linearly on the hy-
drophobicity of peptide substrates in the channel, such that ∆Gtot ≈ ∆σA; here, A is the
surface area created between the membrane and channel interiors upon LG opening, and
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∆σ is the difference in surface tensions between the substrate-membrane interface and a
substrate-aqueous interface associated with the channel interior. This energy expression
reflects changes in the large-lengthscale hydrophobic interactions of the peptide substrate
upon LG opening [157].
In the CG model that is developed in the current paper, we utilize this simple relation-
ship between LG energetics and substrate hydrophobicity. Specifically, for cases in which
peptide substrate occupies the full length of the channel, the CG model employs
∆Gtot = ∆σoccAocc+∆E, (C.1)
where ∆σocc is the difference in surface tensions between the substrate-membrane interface
and a substrate-aqueous interface, and Aocc is the corresponding surface area; these quanti-
ties depend only on the peptide substrate residues that occupy the translocon channel. The
second term in this equation is ∆E = Eop-LG−Ecp-LG, where Eop-LG is the sum of the pair-
wise interactions between the CG beads of the protein nascent chain and the CG beads of
the LG in the open state, and Ecp-LG is the corresponding sum of interactions for the LG
in the closed state. The ∆E term prevents the sterically forbidden closing of the LG when
the protein nascent chain is in transit between the channel interior and the membrane; it
makes no contribution to ∆Gtot unless the beads of the protein nascent chain overlap with
the translocon LG.
To calculate ∆σoccAocc, we assume that each nascent chain CG bead in the channel
makes an equal contribution to the interfacial surface area, such that Aocc = aM, where M is
the number of nascent chain CG beads that occupy the channel in a particular configuration
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of the system and a is the surface area per bead. Similarly, ∆σocc = ∑Mi=1∆σi/M, where
∆σi is the surface tension difference associated with a particular CG bead that occupies the
channel. It follows that ∆σoccAocc =∑Mi=1∆σia. For these calculations, a nascent chain CG
bead is defined as occupying the channel if its position falls within V , the volume enclosed
by the polygon whose vertices correspond to the centers of the translocon CG beads (Table
C.2). Finally, relating the hydrophobicity of each CG bead to its marginal contribution to
the interfacial FE (i.e., gi = ∆σia), we obtain ∆σoccAocc = ∑Mi=1 gi, where gi is the water-
membrane transfer FE (Table C.1) for each CG bead that occupies the translocon channel
in a given configuration.
To account for cases in which the translocon channel is only partially occupied by the
protein nascent chain, equation (C.1) is generalized such that
∆Gtot = ∆σoccAocc+∆E +∆Gemptyχempty. (C.2)
Here, the first two terms on the right-hand side are unchanged from equation (C.1), and
the third term accounts for the FE of opening portions of the translocon LG that are not
occupied by protein nascent chain residues. Specifically, ∆Gempty corresponds to the FE
cost for opening the translocon LG in the absence of peptide substrate, and χempty corre-
sponds to the fraction of the translocon channel that is not occupied by nascent chain beads.
When the protein nascent chain occupies the full length of the translocon channel, equa-
tion (C.2) reduces to equation (C.1); when the channel is completely empty, equation (C.2)
reduces to ∆Gtot = ∆Gempty. Following our previously reported simulations of translocon
LG opening [40], we employ ∆Gempty = 16ε ≈ 8 kcal/mol. To calculate χempty for a given
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configuration of the protein nascent chain, the volume V is equally partitioned into four
subvolumes along the channel axis; it follows that χempty =M /4, whereM is the number
of subvolumes that are empty of CG beads of the protein nascent chain.
From numerical tests of the robustness of these parameters, the dependence of Type II
integration on the rate of ribosomal translation is found to be sensitive to the magnitude
of the parameter ∆Gempty. Larger values of this parameter, which would better match the
earlier calculation of ∆Gempty ≈16-20 kcal/mol [40], lead to smaller changes in the Type
II integration fraction upon slowing ribosomal translation. However, we note that these
earlier calculations did not account for the effect of ribosomal binding, which is expected
to reduce the FE barrier associated with LG opening [12, 153].
C.1.6 Alternative Approaches to Modeling the FE for LG Opening
Here, we consider alternative schemes for describing the opening and closing of the translo-
con LG. In the first case, we assume that FE for the open LG is far lower than that of the
closed LG, such that the LG is always open. In the second case, we assume that the FE
for LG opening remains fixed at a value that favors the closed LG conformation, regard-
less of the nascent protein conformation. Unlike the approach employed in chapter 4 (and
described in the previous section), numerical tests reveal that both of these alternative de-
scriptions of the LG energetics lead to qualitatively incorrect results.
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Figure C.5: Testing the effect of LG motions on protein topogenesis and stop-transfer ef-
ficiency. We consider the alternative description of the translocon LG in which the LG is
always left open. (A) The figure plots Type II integration fraction as a function of MDL.
The red data set corresponds to the protein topogenesis results presented for the RL4E SP
sequence in Figure 4.3A of chapter 4. The blue data set is obtained using the same protein
sequences and employs the alternative description in which the LG is open at all times in
the simulations. (B) The figure plots stop-transfer efficiency as a function of H-domain hy-
drophobicity. The black dashed line is the sigmoidal fit to the data presented in Figure 4.5A
of chapter 4. The blue data set is obtained using the same protein sequences and employs the
assumption that the LG is open at all times in the simulations.
C.1.6.1 Assumption that the LG is Always Open
Figure C.5A shows that neglecting LG opening/closing significantly impacts the calculated
results for nascent protein topogenesis. The red data set corresponds to the protein topo-
genesis results presented for the RL4E SP sequence in Figure 4.3A of chapter 4. The blue
data set is obtained using the same protein sequences and assuming that the LG is open at
all times in the simulations. The neglect of LG opening/closing leads to the complete loss
of Type III membrane integration in this case. In the absence of the slow timescale for LG
opening, the SP readily adopts the thermodynamically favorable Type II orientation.
Figure C.5B shows similarly discouraging results for stop-transfer efficiency. The
dashed line in the figure corresponds to the stop-transfer efficiency results reported in Fig-
ure 4.5A of chapter 4. The blue data set is obtained using the same protein sequences and
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Figure C.6: Translocation mechanism observed in simulations for which the LG is kept
open. Although the open LG enables the H-domain to partition from the channel interior to
the membrane interior (a,b), diffusion of the H-domain away from the translocon to yield
the membrane integration product is hindered by the attraction of the hydrophilic C-terminal
domain for the channel interior (c). Without allowing for LG closing, the C-terminus effec-
tively tethers the H-domain to the ribosome until secretion of the C-terminal tail occurs (d),
exclusively leading to the secretion product (e). For very hydrophobic H-domain, the final
transition from d to e does not occur on the timescale of the simulation performed here, yet
secretion of the nascent-protein mature domain is complete.
employs the assumption that the LG is open at all times in the simulations. The alterna-
tive treatment of the LG leads to complete loss of stop-transfer efficiency; all trajectories
lead to the translocation of the C-terminal domain. The mechanistic basis for this result is
illustrated in Figure C.6. Although the open LG enables the H-domain to partition from
the channel interior to the membrane interior, diffusion of the H-domain away from the
translocon to yield the membrane integration product is hindered by the attraction of the
hydrophilic C-terminal domain for the channel interior. Without allowing for LG clos-
ing, the C-terminus effectively tethers the H-domain to the ribosome until secretion of the
C-terminal tail occurs, exclusively leading to the secretion product.
C.1.6.2 Assumption that the FE for LG Opening is Unaffected by the Nascent Pro-
tein
We now consider the alternative description in which the FE for LG opening is indepen-
dent of the nascent protein contents of the channel. Specifically, we perform simulations
in which the relative rates for LG opening and closing (equations (4.11) and (4.12)) corre-
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spond to ∆Gtot = ∆Gempty, regardless of the nascent protein configuration; we employ the
same value for the opening/closing attempt timescale, τ = 500 ns, as is used in chapter 4.
Figure C.7A shows the effect of the alternative description on nascent protein topogen-
esis. The red data set corresponds to the protein topogenesis results presented for the RL4E
SP sequence in Figure 4.3A of chapter 4. The blue data set is obtained using the same
protein sequences and using the alternative description for the LG energetics. This leads
to almost complete loss of Type II integration for all MDL. Without the role of hydropho-
bic SP residues in stabilizing open LG configurations, closed LG configurations dominate.
Both the direct and flipping pathways for Type II integration are thus eliminated. Type III
integration survives by having the SP enter directly into the membrane interior from the
ribosome enclosure, without passing through the translocon channel interior. These results
are clearly inconsistent with the experimental observation of Type II membrane integration.
Figure C.7B illustrates the effect of the alternative description on the stop-transfer sim-
ulations. The dashed line in the figure corresponds to the stop-transfer results reported
in Figure 4.5A of chapter 4; the blue data set employs the alternative description, which
neglects the effect of the nascent protein on the FE for LG opening. The alternative descrip-
tion leads to a significant shift toward reduced membrane integration, although sigmoidal
behavior of the stop-transfer efficiency as a function of H-domain hydrophobicity is still
observed. As for the topogenesis simulations, closed LG conformations dominate in the
alternative description, due to the neglect of the role of H-domain residues in stabilizing
the open configurations of the LG. The rapid equilibration of the CG trajectories between
states b and c∗ (Figure 4.4) is thus shifted toward state b, which favors the subsequent for-
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Figure C.7: Testing the effect of LG motions on protein topogenesis and stop-transfer ef-
ficiency. We consider the alternative description of the translocon LG in which the FE for
opening the LG is assumed to be unaffected by the nascent-protein chain. (A) The figure
plots Type II integration fraction as a function of MDL. The red data set corresponds to the
protein topogenesis results presented for the RL4E SP sequence in Figure 4.3A of chapter 4.
The blue data set is obtained using the same protein sequences and employs the alternative
description, which neglects the effect of the nascent protein on the FE for LG opening. (B)
The figure plots stop-transfer efficiency as a function of H-domain hydrophobicity. The black
dashed line is the sigmoidal fit to the data presented in Figure 4.5A of chapter 4. The blue
data set is obtained using the same protein sequences and employs the alternative description,
which neglects the effect of the nascent protein on the FE for LG opening.
mation of the secretion product (as is described in connection with Figure 4.5 in chapter 4
or in Analytical Model for TM Partitioning).
C.1.7 CG Bead Diffusion Coefficient
The diffusion coefficient D for the CG beads of the protein nascent chain (equation (4.10))
is parameterized to reproduce the experimentally observed timescale for protein diffusion
across the Sec translocon. Specifically, we consider the measurements by Rapoport and
co-workers of post-translational translocation times for the 165-residue pre-pro-α factor
(ppαF) [107]. In these experiments, the protein substrate is initially bound to the Sec
translocon in proteoliposomes; translocation is initiated via addition of adenosine triphos-
phate (ATP) and binding immunoglobulin protein (BiP), and the fraction of translocated
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protein is monitored as a function of time (Figure C.8, red).
To model this experiment, simulations using the CG model are performed on a weakly
hydrophilic 165-residue peptide substrate (i.e., 55 type-Q CG beads). Following the exper-
imental study, CG trajectories are initialized with the N-terminal bead of the substrate posi-
tioned near the center of the translocon channel (i.e., (x/σ ,y/σ) = (0,0.5)); the remainder
of the CG beads for the substrate are positioned in a linear configuration along the chan-
nel axis in the cytosolic direction with an inter-bead separation distance of σ . Given the
post-translational experimental protocol, the ribosome is excluded in these CG simulations;
furthermore, to mimic the effect of the BiP protein in preventing complete backsliding of
the nascent chain to the cytosolic side of the membrane, the following soft-wall interaction
is applied to the N-terminal bead of the protein nascent chain,
U(x,y) =

1
2κ(x−0.5σ)2 x < 0.5σ
0 x≥ 0.5σ ,
(C.3)
where κ = 7kBT/σ2 and the coordinate system for the CG beads is provided in Figure C.1.
Following equilibration of the tail of the protein nascent chain (i.e., 106 CG timesteps with
the N-terminal bead held fixed) each CG trajectory is evolved until the C-terminal tail of the
protein nascent chain reaches the lumenal side of the membrane. Repeating this process for
800 trajectories, we determine the fraction of translocated peptides as a function of time,
and the CG bead diffusion coefficient is tuned to match the experimental timescale.
Using D = 758.7nm2/s, excellent agreement between the simulated and experimen-
tal protein translocation times is obtained (Figure C.8). We note that this value for D is
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Figure C.8: Comparison of experimental and simulated timescales for secretion of the 165-
residue pre-pro-α factor via the Sec translocon. The red data set is taken from Figure 1C of
an earlier paper from Rapoport and co-workers [107]. The blue data set is obtained with the
CG model using a bead diffusion coefficient of D = 758.7 nm2/s.
significantly smaller than protein diffusion coefficients for small proteins in aqueous and
membrane environments (approximately 108 nm2/s and 106 nm2/s, respectively [158]),
which reflects the highly confined environment of channel interior [98]. We utilize D =
758.7nm2/s for all reported CG simulations.
As an alternative measure of the timescale for nascent chain diffusion, we perform a
single, 2.3 microsecond MD trajectory of the translocon/nascent-chain/membrane system
with all-atom resolution. This simulation, a snapshot of which is shown in Figure C.9A,
considers the diffusion of a Leu30 peptide sequence inside the channel of the archaeal Sec
translocon [10]. The trajectory is performed on the specialized architecture Anton [38],
and it is initialized from a previously equilibrated configuration for the system [40]. De-
tails of the atomistic MD simulation protocol are as follows. The system contains 115651
atoms in a simulation cell of initial dimensions 104Å×104Å×103Å. The system is de-
scribed using orthorhombic periodic boundary conditions, and the atomistic interactions
151
are described using the CHARMM27 force field for protein and CHARMM36 for the lipid
with the TIP3P water model [19, 140]. Nonbonded van der Waals interactions employ a
distance cut off of 9.48 Å. Short-ranged electrostatic interactions are also cutoff at 9.48 Å,
and long-ranged electrostatic contributions are computed using the k-space Gaussian Split
Ewald method [144] with a cubic 64 × 64 × 64 grid, a electrostatic splitting parameter
σ = 2.44Å, and a Gaussian width σs = 1.72Å. Bond lengths involving hydrogen atoms
are constrained using the M-SHAKE algorithm [145]. We employ the RESPA numerical
integration scheme [146] with a timestep of 2 fs for the atom positions and short-ranged
interactions; long-range electrostatic interactions are updated every 6 fs. The Berendsen
coupling scheme [147] is applied to keep the simulation at a temperature of 300 K and
a pressure of 1 bar; the thermostat employs a coupling timescale of τ = 1.0 ps, and the
barostat uses a semi-isotropic coupling timescale of τ = 2.0 ps.
In this microsecond-timescale MD trajectory, z-component of the displacement be-
tween the centers of mass for the protein nascent chain and the translocon, z(t), is plotted as
a function of simulation time (Figure C.9B). By time averaging over this trajectory, we then
obtain the mean squared displacement (MSD) of the relative z-component displacement as
a function of time, 〈z(t)− z(0)〉2. The MSD shows a short timescale for motion (≈ 10 ns)
that is associated with local rearrangements of the nascent chain, and a slower timescale that
is associated with diffusion of the chain through the channel. Fitting this slower timescale
with 〈z(t)− z(0)〉2 = 2NDt, where N = 10 is the number of CG beads associate with a
30-residue peptide chain [159], we obtain a diffusion coefficient for a single CG bead of
D = 410nm2/s. Conclusions drawn from this single MD trajectory must be regarded with
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Figure C.9: Characterizing the CG bead diffusion coefficient using microsecond-timescale
all-atom MD simulations. (A) Snapshot of the full periodic simulation cell for the all-atom
system, including the Sec translocon (grey, with the LG helices in green) and the protein
nascent chain (red). The explicit lipid bilayer is shown in space-filling representation, and
the explicit aqueous solution is show in surface representation. (B) The top panel shows the
z-component of the displacement between the center of mass of the protein nascent chain and
the translocon as a function of time in the 2.3 microsecond MD simulation. The bottom panel
shows the MSD for this motion along the channel axis (red). The black line is a linear fit
to the MSD in the range of 10 - 570 ns, the slope of which is used to estimate the CG bead
displacement.
caution, since more extensive simulations are needed to fully converge the MSD curve and
to assess the range of timescales associated with diffusion of a peptide chain through the
translocon; nonetheless, we note that the bead diffusion coefficient of D = 410nm2/s ob-
tained here is in reasonable agreement with the value of D = 758.7nm2/s obtained above
by fitting the CG model to experimental data.
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C.2 Simulation Protocols
C.2.1 Trajectory Initialization and Termination (Protein Topogenesis
Simulations)
Ribosomal translation is directly modeled in the CG simulations via growth of the nascent
chain at the ribosome exit channel (shown in red, Figure 4.2). CG trajectories are initialized
from equilibrated configurations for the peptide of nine beads long. Different initial random
number seeds are used for each independent simulation. During translation, CG beads are
introduced sequentially at the C-terminus, such that the nascent chain elongates; during this
elongation process, the bead at the C-terminal tail is held fixed at the ribosome exit channel,
and all other protein and translocon degrees of freedom are simulated as described in the
Materials and Methods in chapter 4.
Upon completion of protein translation, the C-terminus of the inserted protein detaches
from the ribosome exit channel, and the small subunit of the ribosome releases from the
cytosolic mouth of translocon [108]. Experimentally observed leakage of small molecules
across the translocon following this ribosomal release suggests that the ribosome no longer
seals the cytosolic mouth of the translocon [109]; we thus model ribosomal release by
eliminating interactions associated with the ribosome CG beads.
Membrane integration trajectories are terminated after full translation of the protein
mature domain, either when the SP integrates into the membrane in the Type III orientation
and diffuses to a distance of 16 nm from the translocon (state d, Figure 4.2) or when the
SP integrates into the membrane in the Type II orientation. To meet the distance criterion,
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the y-coordinate for each bead in the nascent protein SP must be greater than 16 nm, using
the coordinate system illustrated in Figure C.1. For proteins in the Type II orientation,
rather than running the CG trajectories until the SP diffuses a distance of 16 nm from the
translocon (state g, Figure 4.2), trajectories are terminated when the trajectories reach state
f , for which the SP is integrated into the membrane and the translocon LG is closed. As
is demonstrated in Figure C.11, termination of the Type II integration trajectories at state
f accounts for the effect of BiP binding to the lumenally exposed portions of the protein
nascent chain.
C.2.2 Trajectory Initialization and Termination (Stop-Transfer Sim-
ulations)
As in the topogenesis simulations, ribosomal translation is modeled via addition of peptide
residues to the nascent chain at the ribosomal exit channel (shown in red, Figure 4.4). The
stop-transfer trajectory is initialized from the ensemble of equilibrated configurations for
the protein with only 15 residues of the C-terminal domain translated, with the H-domain
residing in the ribosome translocon junction (Figure 4.4a).
Unbinding of the ribosome at the end of translation is modeled as in the topogenesis
simulations. Upon completion of translation, the constraint on the C-terminus of the pro-
tein nascent chain is removed and interactions between the CG beads of the ribosome and
protein nascent chain are eliminated.
Each CG trajectory is terminated after full translation of the protein C-terminal domain,
either when the H-domain integrates into the membrane and diffuses a distance of 16 nm
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from the translocon (state f , Figure 4.4) or when both the H-domain and the C-terminal
domain fully translocate into the lumenal region (state e, Figure 4.4). The N-terminal signal
anchor of the protein is fixed at a distance of 20 nm from the translocon; the simulations
thus assume that the H-domain membrane integration mechanism does not involve direct
helix-helix contacts with the protein anchor domain [85].
C.2.3 Definition of State c in Figure 4.2 (Protein Topogenesis Simula-
tions)
State c includes protein nascent chain configurations for which (i) the SP adopts the Nexo/Ccyt
orientation, (ii) all the hydrophobic beads in the SP occupy the membrane interior (Figure
C.10, Region C), and (iii) the translocon LG is closed.
C.2.4 Definition of States in Figure 4.4 (Stop-Transfer Simulations)
For the purposes of quantitatively defining the states in Figure 4.4, the configuration space
for each CG bead is divided into four regions (Figure C.10). These regions include the
cytosolic region (Figure C.10A), the translocon region (Figure C.10B), the membrane re-
gion (Figure C.10C), and the lumenal region (Figure C.10D). State a (Figure 4.4) is then
defined to include configurations of the protein nascent chain for which all CG beads of the
H-domain occupy the cytosolic region and for which no beads of the protein nascent chain
(except those in the anchor domain) occupy the membrane region. State d includes config-
urations for which all CG beads of the H-domain occupy the lumenal region and for which
no CG beads of the protein nascent chain (except those in the anchor domain) occupy the
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Figure C.10: Regions of the CG model used in defining intermediates states for protein
translocation and membrane integration. Region A (red) encloses the cytosolic region; region
B (green) includes the translocon channel; region C (blue) consists of the hydrophobic inte-
rior of the membrane; region D (yellow) includes the lumenal region. Each region is defined
as a rectangle with the indicated vertex position; all coordinates are reported in coordinate
system described in Figure C.1 and in Table C.2.
membrane region. State c includes configurations for which all three of the L -type CG
beads of the H-domain occupy the membrane region and for which the translocon LG is
in the closed state. State b includes configurations for which the center of mass of the
H-domain occupies the translocon region, while none of the three L -type beads occupies
the membrane region. State c∗ includes configurations for which all three of the L -type
beads occupies the membrane region, at least one of the other CG beads in the H-domain
occupies the translocon region, and the translocon LG is the open state.
C.2.5 Equilibrium Rate Calculations
The thermal rate constants reported in Figures 4.5C and C.25 are computed from long,
equilibrium CG trajectories. Specifically, we utilize 100 independent CG trajectories, each
of length T = 40 seconds. The trajectories are performed with a fixed MDL for the protein
nascent chain, and its C-terminal bead is held fixed at the ribosome exit channel. The
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ribosome remains in complex with the translocon throughout these equilibrium simulations.
The equilibrium transition rates are obtained from the frequency of interstate transitions in
a long trajectory [160, 161], using ki j =
Ni j
Ti
. Here, a transition from state i to state j is
defined as an event in which the trajectory leaves state i and reaches state j before visiting
any other state. The term Ni j corresponds to the total number of transitions from state i to
state j in a trajectory of length T . The term Ti corresponds to the amount of time that the
systems occupies state i during the trajectory. This estimate for ki j is obtained by averaging
over estimates from the independent trajectories.
This protocol is repeated for the different values of ∆G reported in Figure 4.5C and the
different values for the protein C-terminal tail length (CTL) in Figure C.25.
C.3 Explicit Modeling of Lumenal BiP
BiP is an essential component of the Sec translocon machinery that resides in the ER lumen
and binds to translocated regions of the protein nascent chain [107, 113, 162]. To keep the
CG model as simple as possible, the explicit role of BiP on the dynamics and mechanism of
protein translocation is generally not included in the simulations reported in chapter 4. To
validate this simplification of the CG model, the current section investigates the sensitivity
of our simulation results to the explicit inclusion of BiP. In no case do we find that explicit
inclusion of BiP alters the conclusions reported in chapter 4.
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C.3.1 Algorithm
Molecular motors such as BiP interact with the portion of the nascent chain exposed to the
ER lumen, thus biasing or rectifying the motion of protein domains that undergo translo-
cation across the membrane [55]. The following algorithm is employed to explicitly model
this “Brownian ratcheting" effect of BiP on the mechanism and kinetics of protein translo-
cation; unless otherwise indicated, the CG simulations presented in this study do not utilize
this algorithm to explicitly include the effects of lumenal BiP.
For both the protein topogenesis simulations and the stop-transfer simulations, the en-
tire mature domain of the protein nascent chain is grouped into nonoverlapping BiP binding
sites, each of which consists of four consecutive CG beads (12 amino-acid residues) [99].
Upon reaching the lumenal region of the system (defined as configurations for which all
four of the corresponding CG beads occupy the lumenal region), each binding site adopts
either an on-state, in which it is in complex with BiP, or an off-state, in which it is available
for BiP binding. Stochastic transitions between the on- and off-states are attempted at every
CG timestep with rates of kon = 60 min−1 and koff = 1 min−1 [99, 100]. For CG beads that
comprise an occupied BiP binding site, a biasing force of 2.0pN is applied when the bead
position approaches within a distance of 2σ from the lumenal mouth of the transocon (at
position (x,y)/σ = (2,0)); the biasing force is aligned with the x-axis in the CG coordinate
system.
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C.3.2 Numerical Tests of Explicit BiP Binding
Figures C.11 and C.12 demonstrates the effect of explicit BiP binding on CG simulations
of protein topogenesis and stop-transfer efficiency. In Figure C.11, for CG simulations of
protein topogenesis, the fraction of Type II integration is plotted as a function of MDL for
several sets of simulations, and we compare the effect of including explicit BiP binding and
of terminating the CG trajectories at state f . Comparison of the two data sets that utilize
BiP binding (blue, filled and unfilled) indicates no effect upon terminating trajectories at
state f rather than state g. Comparison of the two sets of trajectories that are terminated
at state f (unfilled blue and red) indicates no effect upon inclusion of BiP binding. The
physical basis for these results is that the SP reverse-flipping ( f → c) transition occurs on
a timescale that is slow in comparison to BiP binding, such that BiP locks the SP into the
Type II orientation upon arriving at state f ; the results presented in Figure C.11 would not
be expected to fully hold if SP reverse-flipping occurred more rapidly than BiP binding. In
summary, Figure C.11 indicates that CG simulations performed with explicit BiP and that
terminate Type II integration at state g yield no significant differences from CG simulations
that are performed without explicit BiP binding and that terminate Type II integration at
state f . The latter protocol requires shorter CG trajectories and is thus employed in chapter
4.
Figures C.12A and C.12B illustrate the effect of BiP binding on stop-transfer efficiency.
In each case, explicit BiP binding reduces stop-transfer efficiency, since backsliding along
the secretion pathway is inhibited. However, qualitative features of the CG simulation re-
sults are unaffected by inclusion of explicit BiP binding. In particular, Figure C.12A shows
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Figure C.11: The effect of explicit BiP binding on CG simulations of protein topogenesis.
In CG simulations of protein topogenesis, the fraction of Type II integration is plotted as a
function of MDL for several sets of simulations. The first set (blue, filled) employs explicit
BiP binding, and the CG trajectories undergoing Type II integration are terminated only upon
reaching state g (Figure 4.2). The second set (blue, open) differs only in that CG trajectories
undergoing Type II integration are terminated upon reaching state f (Figure 4.2). The third
set (red) does not include explicit BiP binding, and the CG trajectories undergoing Type II
integration are terminated upon reaching state f . All data sets are obtained using the same
insertion rate and SP sequence; the red data set is identical to that reported for the RL6E
sequence in Figure 4.3B of chapter 4. These results indicate that explicit BiP binding leads
to no significant change in the CG simulations of SP orientation.
that the sigmoidal dependence of stop-transfer efficiency on the H-domain hydrophobic-
ity is preserved in the presence of BiP. Figure C.12B illustrates that regardless of explicit
BiP binding, stop-transfer efficiency with CTL for short C-terminal domains, and it de-
creases with CTL for long C-terminal domains. It is also seen that regardless of explicit
BiP binding, stop-transfer efficiency decreases with ribosomal translation rate for proteins
with long CTL, whereas no such effect is observed at short CTL. Even though explicit BiP
binding affects the quantitative value for stop-transfer efficiency, it does not influence the
underlying mechanism for TM partitioning or any of the conclusions presented in chapter
4.
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Figure C.12: The effect of explicit BiP binding on CG simulations of stop-transfer effi-
ciency. (A) Stop-transfer efficiency as a function of H-domain hydrophobicity, for CG simu-
lations that either include (blue) or do not include (red) explicit BiP binding. All data sets are
reported using the same insertion rate and CTL; the red data set is identical to that reported in
Figure 4.5A of chapter 4, and the blue data set is identical to that reported in Figure 4.5B2 of
chapter 4. (B) The dependence of stop-transfer efficiency on CTL, insertion rate, and explicit
BiP binding. The data sets that are reported with filled symbols do not include explicit BiP
binding; these two data sets are identical to the results presented in Figure 4.5D of chapter 4.
The data sets that are presented with open symbols correspond to simulations that differ only
in that they include explicit BiP binding. For the CG simulations of stop-transfer efficiency,
including explicit BiP binding leads to reduced stop-transfer efficiency, since backsliding
along the secretion pathway is inhibited. However, qualitative features of the CG simulation
results are unaffected by inclusion of explicit BiP binding.
C.4 Additional Validation and Predictions for Protein To-
pogenesis
C.4.1 Hydrophobic Patches in the Mature Domain
Figure C.13 demonstrates significant dependence of the CG simulations of protein topo-
genesis on both the hydrophobicity (Figure C.13A) and the location (Figure C.13B) of
hydrophobic patches in the mature domain of the protein nascent chain. The results can
be understood from the effect of the hydrophobic patches in the Type II flipping pathway
for membrane integration, which involves reorientation of the SP from the Nexo/Ccyt to the
opposite topology. The flipping transition is facilitated by the transient opening of the LG,
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the energetics of which depend on the hydrophobicity of the protein nascent chain beads
that occupy the channel interior. The probability of undergoing the flipping transition thus
decreases as the hydrophobic patch plays a smaller role in stabilizing the transient opening
of the translocon LG, either because the patch is less hydrophobic or because it occupies a
more distant region of the mature domain.
We note that evidence for both SP and mature-domain effects in protein topogenesis
have been observed experimentally. For example, Hegde and co-workers have found that
the functionality of the SP in gating the translocon is evolutionarily matched with the ma-
ture domain to facilitate efficient translocation [163]. Of course, given the simplicity of the
CG model developed here, it is important to avoid overinterpreting mechanistic details of
the simulations. We simply emphasize that the SP flipping transition gives rise to a slow
timescale in Type II membrane integration that leads to characteristic trends in protein to-
pogenesis, and the hydrophobic patches in the mature domain play a significant role in our
CG model of facilitating this flipping transition.
C.4.2 Charged-Residue Mutations on the Translocon
Figure C.14 illustrates that charged residue mutations on the translocon lead to significant
changes in integral membrane protein topology. The red data set corresponds to the protein
topogenesis results presented for the RL4E SP sequence in Figure 4.3A of chapter 4. The
blue data set is obtained using the same protein sequences and removing the positive charge
on the lumenal side of the translocon LG (see Figure 4.2 of chapter 4); the negatively
charged CG bead on the cytosolic side of the translocon LG is left unchanged. As is seen in
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Figure C.13: Testing the sensitivity of SP orientation to hydrophobic patches in the mature
domain of protein nascent chain. (A) The MDL-dependence of the fraction of CG trajectories
that undergo Type II integration, obtained using various values for the water-membrane trans-
fer FE of the L-type CG bead in the protein mature domain (i.e., the CG bead representing
the hydrophobic patch). The protein nascent chain SP sequence of RL6E is employed; the
blue data set reported here is identical to that reported for the RL6E sequence in Figure 4.3B
of chapter 4. These results indicate that the CG model exhibits significant dependence of the
SP orientation to hydrophobic patches in the mature domain. (B) The MDL-dependence of
the fraction of CG trajectories that undergo Type II integration, obtained with different spac-
ing between the SP and the hydrophobic patch in the mature domain. The blue data set was
obtained using the mature domain sequence Q5LQn, as in chapter 4; this data set is identical
to the blue data set in part (A). The red data set was obtained by changing the mature domain
sequence to Q9LQn. The effect of the mature-domain hydrophobic patch in the CG model
diminishes with its separation from the SP.
the figure, the charge mutation leads to reduction of Type II integration. General features of
the nascent-protein length dependence remain unchanged. The plateau value for the Type
II integration at long MDL is reduced by approximately 10%. These results illustrate the
role of charged translocon residues in establishing the “positive-inside rule" for integral
membrane protein topogenesis. Similar charge-mutation trends have been experimentally
observed [63, 84]; these studies considered Arg-to-Glu mutations of residues R67 and R74
on the translocon plug domain, which lead to 10-20% reduction of Type II integration.
Despite the good agreement between simulation and experiment found here, we note that
the CG model does not explicitly represent the conformation of the translocon plug moiety,
which has also been suggested to impact topogenesis [84].
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Figure C.14: Testing the effect of charged-residue mutations on the translocon. The figure
plots Type II integration fraction as a function of MDL. The red data set corresponds to the
protein topogenesis results in Figure 4.3A for the RL4E SP sequence. The blue data set is
obtained using the same protein sequences and removing the positive charge on the lumenal
side of the translocon LG (see Figure 4.2 of chapter 4); the negatively charged CG bead on
the cytosolic side of the translocon LG is left unchanged.
C.4.3 Charged-Residue Mutations on the Nascent-Protein Mature Do-
main: A Multispanning Protein Example
One of the most remarkable recent experimental results on protein topogenesis is that dis-
tant C-terminal residues can control the overall topology of a multispanning integral mem-
brane protein [164]. In Figure C.15, we illustrate that this effect is also captured in the CG
model presented here. The figure presents results from the direct simulation of membrane
integration for a multispanning integral membrane protein. Specifically, we consider two
different nascent protein sequences, each of which exhibits three hydrophobic TM domains
(Figure C.15A). The distribution of flanking charges for the first two TM domains is iden-
tical for the two protein sequences. For Protein 1, the third TM domain includes a single
positively charged bead at its N-terminal end, whereas for Protein 2, the third TM domain
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includes three positively charged beads at its C-terminal end. In complete detail, the se-
quence of CG beads for Protein 1 is RL4EQ3L4RQ3RL4Q28, and the sequence for Protein
2 is RL4EQ3L4RQ4L4R3Q25.
Membrane integration of Proteins 1 and 2 is directly simulated using the same mem-
brane topogenesis protocol as in chapter 4. The CG trajectories are terminated when all
of the following criteria are met: (i) ribosomal translation is completed, (ii) all three TM
domains span the membrane (Figure C.15B), and (iii) the first two TM domains at the N-
terminal end of the protein have diffused to a distance of 16 nm from the translocon (which
is sufficient to ensure that the third TM has also released from the channel).
Figure C.15C presents the calculated fraction of trajectories that lead to the Ncyt/Cexo
orientation for the two protein sequences. Both protein sequences exhibit a final product
that is consistent with the positive-inside rule, despite the fact that this rule is dictated by the
third TM domain. Consistent with the earlier experimental study [164], these simulations
suggest that overall integral membrane topology can remain undetermined until the final
stages of ribosomal translation.
C.4.4 Positive vs. Negative N-terminal Charges on the Nascent Pro-
tein
The results in Figure 4.3A of chapter 4 emphasize that the model captures the essential
features of the positive-inside rule for protein topogenesis. Specifically, comparison of
nascent proteins for which the SP has a positively charged N-terminus (RL4E) with those
for which the SP has a neutral N-terminus (QL4E) indicates that the positive charge leads
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Figure C.15: Testing the effect of distant charged-residue mutations on the nascent-protein
mature domain. (A) Schematic representation of the CG bead sequences for Proteins 1 and 2,
which have three TM domains and which differ only with respect to the charge distribution
in the third. (B) Illustration of the possible overall topologies for the two multispanning
proteins. (C) The fraction of CG insertion trajectories that lead to the Ncyt/Cexo topology for
Protein 1 (red) and Protein 2 (blue).
to a greater fraction of Type II integration. This effect is well established experimentally
[165].
A natural question, then, is whether the CG model also predicts a “negative-outside"
bias, for which a negatively charged SP N-terminus leads to a greater degree of Type III in-
tegration. This effect is less clearly established experimentally, with studies both observing
[166, 167] and not observing [168] the negative-outside bias on protein topology.
As is seen in Figure C.16, the CG model also finds mixed results with respect to
negative-outside bias. Simulations presented in the figure employ the same protein to-
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Figure C.16: Testing the effect of negatively charged N-terminal residues on SP orientation.
The figure plots Type II integration fraction as a function of MDL. The red and blue data
set corresponds to the protein topogenesis results in Figure 4.3A for the RL4E and QL4E SP
sequences, respectively. Also shown are results for which the SP sequence includes either
one (EL4E) or three (E3L4E) negatively charged N-terminal CG beads.
pogensis simulation protocol as is used for Figure 4.3A in chapter 4. In addition to the
results for the SP with an uncharged (QL4E) and a positively charged N-terminus (RL4E),
we also include results for which the SP exhibits a single negatively charged N-terminal
bead (EL4E) or three negatively charged beads (E3L4E). Remarkably, inclusion of a sin-
gle negatively charged bead at the SP N-terminus (EL4E) is found to have essentially the
same effect as a single positively charged bead (RL4E); this result is inconsistent with a
negative-outside bias. However, upon inclusion of additional negatively charged beads
(E3L4E), the negative-outside bias is observed for relatively short MDL. The competition
of factors associated with negative-outside bias are found to be more complex than those
leading to the positive-inside rule, which may help to explain the variation in experimental
findings. We further note that detailed molecular interactions of the charged residues with
the lipid bilayer, which are greatly simplified in the CG model, may substantially impact
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these findings [70, 169].
C.5 Additional Validation and Predictions for Stop-Transfer
Efficiency
C.5.1 Hydrophobic Patches in the C-terminal Domain
Figure C.17A illustrates the dependence of the CG simulations of stop-transfer efficiency
on hydrophobic patches in the C-terminal domain of the protein nascent chain. Removal of
the hydrophobic patches leads to a shift in favor of increased membrane integration. With-
out hydrophobic patches, the C-terminal domain residues in the translocon channel do little
to stabilize opening of the LG; therefore, once the system reaches state c (Figure 4.4) along
the pathway to membrane integration, it is less likely that the H-domain will return to the
channel interior and then undergo secretion. The result is an increase in membrane integra-
tion upon removal of the hydrophobic patches from the C-terminal domain. We note that
this interpretation is consistent with the observed enhancement of the nonequilibrium state
population for state c, Pc, upon removal of the hydrophobic patches from the C-terminal do-
main (Figure C.17B). Sensitivity of stop-transfer efficiency to C-terminal domain sequence
has also been observed in experimental studies [170].
C.5.2 Charged-Residue Mutations Flanking the H-domain
Experimental studies have also found that charged residues flanking the nascent-protein
H-domain affect stop-transfer efficiency [2, 171, 172]. Figure C.18 illustrates this effect in
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Figure C.17: Testing the effects of hydrophobic patches in the C-terminal domain on H-
domain stop-transfer efficiency. (A) The dependence of stop-transfer efficiency on the peptide
CTL, ribosomal translation rate, and mature domain sequence. The results reported with filled
data points are identical to those reported in Figure 4.5D. The results reported with open
data points correspond to the same calculations with the CG model, except that hydrophobic
patches in the C-terminal domain of the protein nascent chain are removed. Specifically, the
V-type beads in the C-terminal domain of the protein sequence used to construct Figure 4.5D
are substituted with Q-type CG beads. (B) Nonequilibrium populations of the states in Figure
4.4 at the time of stop-translation for proteins of various CTL. The CG trajectories used to
make this figure employed protein sequences without hydrophobic patches and a ribosomal
translation rate of 24 res/s; the results correspond exactly to the open-red data points in part
A. Comparison of the nonequilibrium populations in this figure with the results obtained for
proteins that include hydrophobic patches (Figure C.23A) reveals enhancement of Pc.
the CG model presented here. The dashed line in the figure corresponds to the stop-transfer
efficiency results reported in Figure 4.5A of chapter 4. The blue data set is obtained using
the same protein sequences, except that the three CG beads in the C-terminal domain that
directly flank the nascent protein H-domain are mutated from being hydrophilic and neutral
(Q-type) to being hydrophilic and positively charged (R-type).
As is seen in Figure C.18, the charged-residue mutations lead to a substantial shift
toward increased membrane integration of the nascent-protein H-domain. Analysis of the
CG trajectories reveals the mechanistic basis for this trend. Whereas progress along the
secretion pathway (state b to state d in Figure 4.4 of chapter 4) involves sacrificing the
favorable electrostatic interaction between positively charged flanking beads on the nascent
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Figure C.18: Testing the effect of charged-residue mutations flanking the nascent-protein H-
domain. The figure plots stop-transfer efficiency as a function of H-domain hydrophobicity.
The black dashed line is the sigmoidal fit to the data presented in Figure 4.5A of chapter 4.
The blue data set is obtained using the same protein sequences, except that the three CG beads
in the C-terminal domain that directly flank the nascent protein H-domain are mutated from
being hydrophilic and neutral (Q-type) to being hydrophilic and positively charged (R-type).
protein and the negatively changed bead on the translocon, progress along the integration
pathway (state b to state c∗ to state c) allows this electrostatic contact to be preserved. In
effect, the charged residues lead to enhancement of the nonequilibrium population of state
c in favor of state d, which leads to an enhancement of the membrane integration product.
These simulations suggest that the C-terminal positive charges enhance the stop-transfer
efficiency of marginally hydrophobic TM segments, which is consistent with experimental
observation [2, 171, 172].
C.5.3 Dependence of Protein Translocation Time on Nascent Protein
Hydrophobicity
Previous stop-transfer experiments have concluded that hydrophobic nascent-protein seg-
ments exhibit stalling, or pausing, in the translocon channel [2]. Protein translocation mod-
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Figure C.19: Dependence of the average translocation time for secreted proteins on H-
domain hydrophobicity. The protein sequences and stop-transfer simulation protocols em-
ployed here are the same as those used to construct Figure 4.5A in chapter 4.
eling has also led to the prediction that hydrophobic segments retard translocation due to
lateral partitioning [99]. Figure C.19 investigates this effect using the current CG model.
We calculate the average simulation time for trajectories to reach the secretion product;
trajectories that lead to the membrane integration product are not included in the average.
The protein sequences and stop-transfer simulation protocols used to construct Figure C.19
are the same as those used to construct Figure 4.5A in chapter 4.
For hydrophilic and amphiphilic H-domain sequences ( ∆G > −2kBT ), the CG model
predicts relatively weak dependence of the protein translocation time on the H-domain hy-
drophobicity (Figure C.19). However, for more strongly hydrophobic H-domain sequences,
the translocation time is found to increase by a factor of 2-3. This increase in translocation
time is in qualitative agreement with the experimental study in Ref.2. Furthermore, the re-
sults in Figure C.19 bear striking resemblance to the exponential increase in translocation
time with H-domain hydrophobicity that is predicted in Ref. 99. We emphasize that any
experimental or theoretical measurement of protein translation time must take care (as is
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done here) to avoid contamination due to the increased formation of membrane integration
product with strongly hydrophobic H-domain sequences.
C.6 Analytical Model for TM partitioning
We derive an analytical kinetic model based on Markovian transitions among the states il-
lustrated in Figure 4.4 in chapter 4. The time evolution of the state populations is described
using a master equation that includes
dPc(t;∆G)
dt
= Pc∗(t;∆G)kc∗c−Pc(t;∆G)(kcc∗+ kc f ), (C.4)
and
dPd(t;∆G)
dt
= Pb(t;∆G)kbd−Pd(t;∆G)(kdb+ kde). (C.5)
The analytical model invokes the primary assumptions that (i) partitioning of the H-
domain across the LG (i.e., transitions between states b and c∗) occurs on a faster timescale
than all other transitions in the system, such that these states are always in equilibrium, (ii)
the populations of states b and c∗ are slowly varying on the timescale of translocation and
integration (i.e., these populations satisfy a steady-state approximation), and (iii) only the
rate of transitions between states b and c∗ depend on the H-domain hydrophobicity.
From the first two assumptions, we arrive at equation (4.2) in chapter 4:
ln
[
Pb(t;∆G)
Pc∗(t;∆G)
]
= ln
[
Pb(∆G)
Pc∗(∆G)
]
=−βα∆G+C, (C.6)
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where the time dependence for Pb(t;∆G) and Pc∗(t;∆G) is removed as a consequence of the
steady-state assumption; in the second equality, the relative FE of states b and c is assumed
to decompose into additive contributions from a term that is proportional to the H-domain
transfer FE (∆G) and a remaining term that includes contributions from the relative entropy.
We now focus on deriving equations (4.3) and (4.4) in chapter 4 from equations (C.4)
and (C.5). We begin by considering equation (C.4), which is a linear ordinary differential
equation with solution [173]
u(t)Pc(t;∆G) = Pc∗(∆G)
∫
u(t)kc∗cdt+ const., (C.7)
where u(t) = e
∫
(kcc∗+kc f )dt . In general, the transition rates are time dependent, since they
vary with the elongation of the protein nascent chain (Figure C.25). However, using that
the local relaxation time for the protein nascent chain within each of the intermediates
states (i.e., milliseconds) is fast in comparison to the timescale for elongation of the protein
nascent chain (i.e., seconds), it follows that the transition rates are piecewise constant func-
tions of time, such that kc∗c(t) = knc∗c, where t ∈ [tn−1, tn], n = floor(t/∆t) corresponds to
the number of protein nascent chain beads that have been translated since the initialization
of the CG trajectories, ∆t is the time increment between ribosomal translation events, and
t j = j∆t for integer values of j. Note that this step introduces no new assumptions about the
relative timescales for transitions between intermediates states and the timescale for protein
elongation.
Using that knc∗c is constant over the time increment associated with each value of n,
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solution of equation (C.4) in the time interval t ∈ [tn−1, tn] yields
Pc(t;∆G) = Pc∗(∆G)hn(t) (C.8)
+ Pc(tn−1;∆G)e−(k
n
cc∗+k
n
c f )(t−tn−1),
where
hn(t) =
knc∗c
kncc∗+ k
n
c f
(
1− e−(kncc∗+knc f )(t−tn−1)
)
. (C.9)
Finally, using assumption (iii), it follows that hn(t) is independent of ∆G.
Using induction, we now argue that equation (C.8) implies that for each time interval
t ∈ [tn−1, tn],
Pc(t;∆G) = Pc∗(∆G) fn(t), (C.10)
where fn(t) is a function that is independent of ∆G.
Firstly, we note that equation (C.10) holds for the case of n = 1. At the start of the
translation, state c is unoccupied, such that Pc(0;∆G) = 0. It then follows from equation
(C.8) that for t ∈ [t0, t1],
Pc(t;∆G) = Pc∗(∆G)h1(t), (C.11)
where h1(t) is defined in equation (C.9) and is independent of ∆G.
In performing the induction step, we argue that if equation (C.10) holds for the case of
n−1, it must also hold for the case of n. Assume that in the time interval t ∈ [tn−2, tn−1],
Pc(t;∆G) = Pc∗(∆G) fn−1(t), (C.12)
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where fn−1(t) is independent of ∆G. At the end of this time interval, Pc(tn−1;∆G) =
Pc∗(∆G) fn−1(tn−1). Inserting this result into equation (C.8), it follows that in the time
interval t ∈ [tn−1, tn],
Pc(t;∆G) = Pc∗(∆G) fn(t), (C.13)
where fn(t) = hn(t)+ fn−1(tn−1)e−(k
n
cc∗+k
n
c f )(t−tn−1) is independent of ∆G. This completes
the induction step, as well as the demonstration that equation (C.10) holds for each time
interval.
Applying the analogous series to equation (C.5) leads to the result that for each time
interval t ∈ [tn−1, tn],
Pd(t;∆G) = Pb(∆G)sn(t), (C.14)
where sn(t) is a function that is independent of ∆G.
Combining the results of equations (C.14) and (C.10), we obtain that for each time
interval t ∈ [tn−1, tn],
ln
[
Pd(t;∆G)
Pc(t;∆G)
]
= ln
[
Pb(∆G)
Pc∗(∆G)
fn(t)
sn(t)
]
(C.15)
= −βα∆G+C+ ln
[
fn(t)
sn(t)
]
= −βα∆G+δ (t),
where δ (t) is independent of ∆G. This is the result stated in equation (4.3) of chapter 4;
the remaining derivation of equations (4.4) and (4.5) in chapter 4 is straightforward.
176
The analytical model for TM partitioning derived here assumes that trajectories for
the stop-transfer simulations flow entirely through the two primary pathways shown in
Figure 4.4 in chapter 4. The assumptions of this analysis weaken for cases in which minor
pathways for integration and secretion (such as those illustrated in Figure C.24) become
significant. This is indeed the cause of the slight deviation of the parameter α associated
with the sigmoidal fit in Figure 4.5B3 (i.e., α = −0.60 for the sigmoidal fit of the data
in Figure 4.5B3, whereas α ≈ −0.80 for the other data sets in Figures 4.5A and 4.5B). A
minor pathway for membrane integration (PI, Figure C.24A) plays an increasing role in
proteins with elongated CTL (Figure C.24B).
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Table C.3: Parameters for the nonbonded interactions (equation (4.6)).
R E L Q V P L Ribosome LGn LGo LGc
εlj/ε
R 1 1 1 1 1 1 1 1 1.5 1.5 1.5
E 1 1 1 1 1 1 1 1.5 1.5 1.5
L 1 1 1 1 1 1 1.5 1.5 1.5
Q 1 1 1 1 1 1.5 1.5 1.5
V 1 1 1 1 1.5 1.5 1.5
P 1 1 1 1.5 1.5 1.5
L 1 1 1.5 1.5 1.5
rcl/σ
R 0 0 0 0 0 0 0 0 0 1.0 0
E 0 0 0 0 0 0 0 0 1.0 0
L 0 0 0 0 0 0 0 1.0 0
Q 0 0 0 0 0 0 1.0 0
V 0 0 0 0 0 1.0 0
P 0 0 0 0 1.0 0
L 0 0 0 1.0 0
rcr/σ
R 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2.5 2.5 2.5
E 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2.5 2.5 2.5
L 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2.5 2.5 2.5
Q 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2.5 2.5 2.5
V 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2.5 2.5 2.5
P 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2.5 2.5 2.5
L 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2
1
6 2.5 2.5 2.5
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Figure C.20: The hydropathy profile for the protein sequences that are modeled in the
current study. Each residue is scored according to the Kyte-Doolittle hydropathy measure
[174], which is more positive for hydrophobic residues and more negative for hydrophilic
residues; the profile is then plotted as a rolling average over seven-residue segments along
the protein sequence. (A) The profile for the engineered protein H1∆Leu22 [7], which serves
as the model for the CG protein sequence employed in the Signal Orientation and Protein
Topogenesis section of chapter 4. The SP and mature domain regions are indicated by the
heavy and light blue regions, respectively. The mature domain sequence is generally hy-
drophilic, with periodic increases in local hydrophobicity (i.e., hydrophobic patches) about
residue number 50, 100, etc. The sensitivity of the CG model to the strength and position
of these hydrophobic patches are discussed in Figure C.13. (B) The profile for the modified
dipeptidyl aminopeptidase B (DPAPB) protein sequence [58]. (C) The profile for the leader
peptidase (Lep) protein sequence [5]. The protein sequences in (B) and (C) serve as the model
for the CG protein nascent chain sequence employed in the Regulation of Stop-Transfer Ef-
ficiency section of chapter 4. The N-terminal anchor domain, H-domain, and C-terminal
domain are indicated by the light, heavy, and light blue regions, respectively. In both cases,
C-terminal domain sequence is generally hydrophilic, with closely spaced periodic patches.
The predicted sensitivity of stop-transfer efficiency to these hydrophobic patches is discussed
in Figure C.17.
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Figure C.21: Comparison of CG simulation results and experimental results for integral
membrane protein topogenesis. The left column reproduces the simulation results from Fig-
ure 4.3 of chapter 4. The right column presents experimental results for the Type II integra-
tion fraction as a function of MDL, SP charge distribution, SP hydrophobicity, and ribosomal
translation rate [7]. In all the three cases, we find the simulation predictions agree quantita-
tively with the experimental results. (A) Mutating off the positive charges at the N-terminus
of the SP reduces the Type II integration. (B) Increasing the number of hydrophobic residues
in SP reduces the Type II integration. (C) Increasing the ribosomal translation rate reduces
the Type II integration.
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Figure C.22: Analysis of the membrane integration mechanism upon increasing the length of
the nascent chain N-terminal domain length. For two data sets, the fraction of CG trajectories
that pass through each of the kinetic pathways in Figure 4.2 is presented. The RL6E data set is
identical to that presented in Figure 4.3D. The Q3-RL6E data set is obtained in the same way,
except that the protein nascent chain sequence is modified to include three additional Q-type
CG beads at its N-terminus. Comparison of the two data sets indicates that increasing the N-
terminal domain length leads to a substantial decrease in the relative fraction of trajectories
that undergo Type II integration via the flipping mechanism.
Figure C.23: Nonequilibrium populations of the states in Figure 4.4 at the time of stop-
translation for proteins of various CTL, obtained from over 2000 CG trajectories for co-
translational TM partitioning. These results are obtained using the same protein nascent chain
sequences described in the Direct simulation of co-translational TM partitioning section of
chapter 4, with H-domain hydrophobicity ∆G = −1.25kBT . The CG trajectories employ a
ribosomal translation rate of either (I) 24 res/s or (II) 6 res/s. Three observations from this
figure pertain to the discussion in the Kinetic and CTL effects in TM partitioning section of
chapter 4. Firstly, at longer CTL (≥ 75 residues), slowing ribosomal translation leads to an
enhancement of Pd with respect to Pc. Secondly, at shorter CTL (≤ 75 residues), slowing
translation does not lead to enhancement of Pd with respect to Pc. Thirdly, at both insertion
rates, Pd increases monotonically, such that longer CTL always correspond to more popula-
tion in state d at the time at which translation ends.
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Figure C.24: Minor pathways observed for co-translational TM partitioning. (A) For path-
way PI, the protein nascent chain partitions into the membrane directly from state d (i.e.,
with the H-domain on the lumenal side of the membrane), and then the H-domain backslides
into the membrane without passing through the translocon. States d and f are defined as in
Figure 4.4. Trajectories are determined to have passed through the PI pathway if neither state
b nor state c∗ is visited along the transition from d to f . (B) For pathway PII, the H-domain
transits to the lumenal side of the membrane from state c without reentering the translocon
channel, and the C-terminal domain translocates across the membrane bilayer without pass-
ing through the translocon channel. States c and e are defined as in Figure 4.4. Trajectories
are determined to have passed through the PII pathway if neither state b nor state c∗ is visited
along the transition from c to e. (C) As a function of CTL, the percentage of CG trajecto-
ries that undergo membrane integration (red, open) versus secretion (blue, open), as well as
the percentage that follow the PI (red, closed) and PII (blue, closed) pathways. We employ
a protein nascent chain sequence for which the H-domain transfer FE is ∆G = −1.25kBT ;
the ensemble of trajectories analyzed here corresponds to the red data set in Figure 4.5D of
chapter 4. Membrane integration via the PI pathway is most often observed at long CTL,
since a longer CTL provides more opportunities for the C-terminal tail to partition through
the translocon LG. H-domain secretion via the PII pathway is most often observed at short
CTL, since short C-terminal domains create a smaller energetic barrier to direct translocation
through the membrane (i.e., with short C-terminus, the H-domain is less stably anchored in
the membrane). Note that throughout the full range of CTL considered here, neither of these
pathways is the dominant mechanism for protein translocation or membrane integration. (D)
As a function of H-domain hydrophobicity, the percentage of CG trajectories that undergo
membrane integration (red, open) versus secretion (blue, open), as well as the percentage that
follow the PI (red, closed) and PII (blue, closed) pathways. We employ a protein nascent
chain sequence for which the CTL is 75 residues; the ensemble of trajectories analyzed here
corresponds to the data in Figure 4.5A of chapter 4.
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Figure C.25: Equilibrium transition rates between the states in Figure 4.4 as a function of
CTL for the protein nascent chain. For each color, the forward rate is indicated with the solid
line, and the reverse rate is indicated with dashed line. As is described in connection with
Figure 4.5C of chapter 4, the transition rates are calculated from long, equilibrium CG tra-
jectories for which the protein C-terminus is fixed at the ribosome exit channel. Firstly, note
that the forward and reverse transition rates between states b and c∗ are fast in comparison
to the other transitions and relatively independent of CTL. Secondly, note that the forward
transition rate kbd increases with CTL, whereas the reverse transition rate kdb (green, dashed)
dramatically decreases with increasing CTL. This decreased backsliding of the H-domain
from state d into state b is of relevance to the discussion in the Kinetic and CTL effects in TM
partitioning section of chapter 4. State b is destabilized relative to state d at long CTL be-
cause of crowding in the ribosome-translocon junction. A similar trend is seen in the forward
and reverse rates between states c and c∗.
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