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ON ACCUMULATED SPECTROGRAMS
LUI´S DANIEL ABREU, KARLHEINZ GRO¨CHENIG, AND JOSE´ LUIS ROMERO
Abstract. We study the eigenvalues and eigenfunctions of the time-frequency
localization operator HΩ on a domain Ω of the time-frequency plane. The
eigenfunctions are the appropriate prolate spheroidal functions for an arbitrary
domain Ω ⊆ R2d. Indeed, in analogy to the classical theory of Landau-Slepian-
Pollak, the number of eigenvalues of HΩ in [1− δ, 1] is equal to the measure of
Ω up to an error term depending on the perimeter of the boundary of Ω. Our
main results show that the spectrograms of the eigenfunctions corresponding
to the large eigenvalues (which we call the accumulated spectrogram) form an
approximate partition of unity of the given domain Ω. We derive asymptotic,
non-asymptotic, and weak-L2 error estimates for the accumulated spectrogram.
As a consequence the domain Ω can be approximated solely from the spectro-
grams of eigenfunctions without information about their phase.
1. Introduction and results
1.1. The time-frequency localization problem. The short-time Fourier trans-
form of a function f ∈ L2(Rd) with respect to a window g ∈ L2(Rd), ‖g‖2 = 1, is
defined as
Vgf(z) =
∫
Rd
f(t)g(t− x)e−2piiξtdt, z = (x, ξ) ∈ Rd × Rd.(1)
The number Vgf(x, ξ) quantifies the importance of the frequency ξ of f near x.
The spectrogram of f is defined as |Vgf |2 and measures the distribution of the
time-frequency content of f . The spectrogram is often interpreted as an energy
density in time-frequency space. Its size depends on the window g. The usual
choice for g is the Gaussian, because it provides optimal resolution in both time
and frequency.
The uncertainty principle in Fourier analysis, in its several versions, sets a limit
to the possible simultaneous concentration of a function and its Fourier transform.
In terms of the spectrogram, the uncertainty principle can be roughly recast as
follows: if a function f has a spectrogram that is essentially concentrated inside a
region Ω ⊆ R2d, then the area of Ω must be at least 1 (see for example the recent
survey [34]). In fact, if f ∈ L2(Rd) has norm 1 and ∫
Ω
|Vgf(z)|2 dz ≥ 1 − ε, then
|Ω| ≥ 2d(1−ε)2 [18, Theorem 3.3.3]. Besides the basic restrictions on its measure,
not much is known about the possible shapes that such a set Ω can assume.
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In this article we choose a different point of view on the uncertainty principle.
We fix a compact domain Ω ⊆ R2d in time-frequency space and then try to deter-
mine those functions whose spectrogram is essentially supported on Ω. Thus we
try to maximize the concentration of the spectrogram of a function on a set Ω. To
be precise, let Ω ⊂ R2d be a compact set and g ∈ L2(Rd) a fixed window function.
We consider the following optimization problem:
Maximize
∫
Ω
|Vgf(z)|2 dz, with ‖f‖2 = 1.(2)
In analogy to Landau-Pollack-Slepian theory of prolate spheroidal functions [25,
26, 36], this problem can be studied through spectral analysis. The relevant op-
erator is known as the time-frequency localization operator with symbol Ω [7, 8]
and is defined formally as
HΩf(t) =
∫
Ω
Vgf(x, ξ)g(t− x)e2piiξtdxdξ, t ∈ Rd.(3)
It can be shown that if Ω is compact, then HΩ is a compact and positive operator
on L2(Rd) [5, 6, 11]. Hence HΩ can be diagonalized as
HΩf =
∑
k≥1
λΩk
〈
f, hΩk
〉
hΩk , f ∈ L2(Rd),(4)
where
{
λΩk : k ≥ 1
}
are the non-zero eigenvalues of HΩ ordered non-increasingly
and
{
hΩk : k ≥ 1
}
is the corresponding orthonormal set of eigenfunctions. (The
functions hΩk and the eigenvalues λ
Ω
k depend on the choice of the window g, but
we do not make this dependence explicit in the notation.)
The reason why HΩ is useful for studying the optimization problem (2) is that
〈HΩf, f〉 =
∫
Ω
Vgf(x, ξ)
〈
g(· − x)e2piiξ·, f〉 dxdξ = ∫
Ω
|Vgf(x, ξ)|2 dxdξ.
Consequently, the first eigenfunction hΩ1 of HΩ solves (2):
λΩ1 =
〈
HΩh
Ω
1 , h
Ω
1
〉
=
∫
Ω
∣∣VghΩ1 (z)∣∣2 dz = max{∫
Ω
|Vgf(z)|2 dz : ‖f‖2 = 1
}
.
If the set Ω is small, we expect λΩ1 =
∫
Ω
∣∣VghΩ1 ∣∣2 to be small because, as a conse-
quence of the uncertainty principle, no spectrogram fits inside Ω. On the other
hand, if Ω is big we expect (2) to have a number of approximate solutions, since a
number of spectrograms may fit inside Ω. This intuition is made precise by study-
ing the distribution of eigenvalues of HΩ. The min-max lemma for self-adjoint
operators asserts that
λΩk =
∫
Ω
∣∣VghΩk (z)∣∣2 dz = max{∫
Ω
|Vgf(z)|2 dz : ‖f‖2 = 1, f ⊥ hΩ1 , . . . , hΩk−1
}
.
(5)
Hence, the profile of the eigenvalues of Ω shows how many orthogonal functions
have a spectrogram well-concentrated on Ω. The standard asymptotic distribution
for the eigenvalues of HΩ involves dilating a fixed set Ω and reads as follows.
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(a) A domain with the shape of a star
and area ≈ 23.
(b) A plot of the eigenvalues illustrating
Proposition 1.1. Note that the star domain
has considerable perimeter in relation to its
area
Figure 1. The eigenvalues of a time-frequency localization opera-
tor with Gaussian window.
Proposition 1.1. Let g ∈ L2(Rd), ‖g‖2 = 1, and let Ω ⊂ R2d be a compact set.
Then for each δ ∈ (0, 1),
#
{
k : λR·Ωk > 1− δ
}
|R · Ω| −→ 1, as R −→ +∞.(6)
Proposition 1.1 was proved with additional assumptions on the boundary of
Ω by Ramanathan and Topiwala [33] and in full generality by Feichtinger and
Nowak [15]. For sets with smooth boundary, more refined asymptotics are available
[10, 15, 19, 20, 33] (see also Section 3). These results parallel the fundamental
results for Fourier multipliers (ideal low-pass filters) by Landau, Pollak and Slepian
[22, 23, 24, 25, 26, 27, 36]. Indeed, the eigenfunctions ofHΩ are the proper analogue
of the prolate spheroidal functions associated to a general domain Ω in phase space.
See Figure 1 for a numerical example for Proposition 1.1 for a star-shaped
domain.
1.2. Accumulation of spectrograms. The asymptotic behavior of the eigen-
value distribution in (6) implies that, after sufficiently dilating Ω, the L2 concen-
tration
∫
Ω
∣∣VghΩk (z)∣∣2 dz is close to 1 for 1 ≤ k ≤ n ≈ |Ω| and decays for large
k. The purpose of this article is to refine the description of the time-frequency
localization of the eigenfunctions hΩk . We will show that the corresponding spec-
trograms approximately form a partition of unity on Ω.
More precisely, we consider the following function, which we call the accumulated
spectrogram.
Definition 1.2. For a compact set Ω ⊆ R2d and a window function g ∈ L2(Rd) we
let AΩ := d|Ω|e be the smallest integer greater than or equal to |Ω| and
{
hΩk : k ≥ 1
}
be the set of normalized eigenfunctions of HΩ ordered non-increasingly with respect
to the corresponding eigenvalues. The accumulated spectrogram of Ω (with respect
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(a) The accumulated spectrogram plotted
over the domain.
(b) A cross-section of the domain and the ac-
cumulated spectrogram.
Figure 2. A domain with the form of a star.
to g) is
ρΩ(z) :=
AΩ∑
k=1
∣∣VghΩk (z)∣∣2 , z ∈ R2d .
Our goal is to prove that ρΩ looks approximately like 1Ω (the characteristic
function of Ω). Since 0 ≤ ∣∣VghΩk (z)∣∣2 ≤ 1, this means that the spectrograms∣∣VghΩ1 ∣∣2 , . . . , ∣∣VghΩAΩ∣∣2 form an approximate partition of unity on Ω. Indeed, nu-
merical experiments show that ρΩ resembles a bump function on Ω plus a tail
around its boundary (see Figure 2). The size of this tail grows when Ω grows but
at a smaller rate than |Ω|. Our main results will validate these observations.
To argue that the tail in ρΩ is asymptotically smaller than |Ω| we consider
dilations of a fixed set Ω and rescale ρR·Ω by a factor of R. We then have the
following result.
Theorem 1.3. Let g ∈ L2(Rd), ‖g‖2 = 1, and let Ω ⊂ R2d be compact. Then
ρR·Ω(R·) −→ 1Ω in L1(R2d), as R −→ +∞.
Under mild regularity assumptions on g and Ω we give a more quantitative and
non-asymptotic estimate that explains the tail in ρΩ as an effect of the window g.
To quantify the statement in Theorem 1.3, we assume that g satisfies the following
time-frequency concentration condition:
‖g‖2M∗ :=
∫
R2d
|z| |Vgg(z)|2 dz < +∞.(7)
We let M∗(Rd) denote the class of all L2(Rd) functions satisfying (7). It follows
easily that the Schwartz class is contained in M∗(Rd). (The class M∗ is closely
related to the modulation spaces M11 (Rd) and M21/2(Rd). See Remark 3.6).
In addition, we assume that Ω has finite perimeter. This means that its char-
acteristic function 1Ω is of bounded variation. Every compact set Ω ⊆ R2d
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with smooth boundary has a finite perimeter and its perimeter is the (2d − 1)-
dimensional surface measure of its topological boundary. (Section 3.1 below pro-
vides more background on functions of bounded variation and sets of finite perime-
ter.)
Theorem 1.4. Assume that g ∈ M∗(Rd) with ‖g‖2 = 1 and that Ω ⊂ R2d is a
compact set with finite perimeter. Then
1
|Ω|
∥∥ρΩ − 1Ω ∗ |Vgg|2∥∥1 ≤
(
1
|Ω| + 4‖g‖M∗
√
|∂Ω|
|Ω|
)
,
where |∂Ω| is the perimeter of Ω.
For |Ω| ≥ 1, Theorem 1.4 implies the weaker estimate
1
|Ω|
∥∥ρΩ − 1Ω∥∥1 ≤ C
√
|∂Ω|
|Ω| ,(8)
where the constant C depends only on the window g (see Corollary 5.1). Since
‖ρΩ‖1 = AΩ = |Ω| + O(1) and ‖1Ω‖1 = |Ω|, the L1-difference between ρΩ and 1Ω
is much smaller than the norm of these two functions.
While (8) bounds the L1-error (normalized over Ω) incurred when approximating
ρΩ by 1Ω, it is even more interesting to obtain pointwise error estimates. Applying
Chebyshev’s Inequality to (8), we obtain that∣∣∣ {z ∈ R2d : ∣∣ρΩ(z)− 1Ω(z)∣∣ > δ} ∣∣∣ . ( |∂Ω| |Ω|)1/2
δ
.
As our final result we will prove the following refined weak-L2 error estimate.
Theorem 1.5. Let g ∈ M∗(Rd) and let Ω ⊂ R2d be a compact set with finite
perimeter and assume that ‖g‖2M∗ |∂Ω| ≥ 1. Then∣∣ {z ∈ R2d : ∣∣ρΩ(z)− 1Ω(z)∣∣ > δ} ∣∣ . 1
δ2
‖g‖2M∗ |∂Ω| , δ > 0.
Theorem 1.5 says that the size of the set where ρΩ differs significantly from 1Ω is
of order |∂Ω|. This is the expected order: along the boundary ∂Ω the characteris-
tic function 1Ω has a jump singularity, whereas the accumulated spectrogram ρΩ is
smooth (at least uniformly continuous). Therefore 1Ω−ρΩ must be large in a neigh-
borhood of ∂Ω, which suggests that
∣∣{z ∈ R2d : ∣∣ρΩ(z)− 1Ω(z)∣∣ > δ∣∣} ≥ cδ |∂Ω|.
For a numerical illustration of Theorem 1.5 see Figure 2.
1.3. Universality. In general, the individual eigenfunctions and their spectro-
grams are difficult to describe, since they depend on the underlying window g in
an intricate manner (see Figure 3). Nevertheless, by (8) the spectrograms of the
whole family {hΩ1 , . . . , hΩAΩ} almost form a partition of unity on Ω. By and large
this property is independent of the window g (which enters only through some
constants in the error estimates). Even more is true: the asymptotic result of
Theorem 1.3 is completely independent of g.
In mathematics, the term “universality” is used to describe phenomena where
properties of complex systems simplify in an asymptotic regime and then depend
only on few parameters. The primary examples are the central limit theorem
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(a) A domain of area ≈ 23, the spectrograms of the eigenfunctions for k = 1, 7 and 17, and the
accumulated spectrogram with respect to the Gaussian g(t) = 21/4e−pit
2
. The shading of each
eigenfunction is relative to its own scale of values.
(b) The same experiment with the Gaussian window g(t) = 2−1/4e−pi(t/2)
2
, that is is more
concentrated in frequency than the Gaussian in (a)
Figure 3. The first eigenfunctions of a time-frequency localization
operator with identical domain Ω, but with different windows. One
obtains two different (almost) partitions of unity on the same do-
main.
in probability or the eigenvalue distribution of random matrices. (See [9] for an
overview of universality in several contexts.)
In this sense, Theorem 1.3 expresses a new and intriguing universality property.
Whereas the accumulated spectrograms for a fixed domain with different windows
may display a vastly different behavior for small scales, they all approach the
characteristic function in the scaling limit R→∞. See Figure 3.
The universality property expressed by Theorem 1.3 has also a probabilistic
interpretation. Consider the finite dimensional space generated by the short-time
Fourier transform of the first AΩ eigenfunctions of HΩ and its associated repro-
ducing kernel. The accumulated spectrogram is the one-point intensity of the
determinantal point process associated with this reproducing kernel (see [4] for
precise definitions). Thus, Theorem 1.3 asserts that the asymptotic limit of this
one-point intensity is the uniform distribution on Ω, independently of the chosen
window g.
1.4. Ginibre’s law. It is instructive to discuss a case where all the objects can
be computed explicitly. Let g(t) := 21/4e−pit
2
, t ∈ R, be the one-dimensional,
L2-normalized Gaussian and let
D :=
{
(x, ξ) ∈ R2 : x2 + ξ2 ≤ 1}
be the unit disk. By a result of Daubechies [7] the eigenfunctions and eigenvalues
of the time-frequency localization operator with window g and domain Ω = R ·D
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for arbitrary R > 0 are the Hermite functions
hk+1(t) =
21/4√
k!
( −1
2
√
pi
)k
epit
2 dk
dtk
(
e−2pit
2
)
, k ≥ 0.(9)
Remarkably, due to the symmetries of g and D, the eigenfunctions hk of HRD do
not depend on R. Identifying z = (x, ξ) ∈ R2 with z := x+ iξ ∈ C, the short-time
Fourier transform of the Hermite functions with respect to g is
Vghk+1(z¯) = e
piixξ
(
pik
k!
)1/2
zke−pi|z|
2/2, k ≥ 0.
Hence the corresponding spectrograms are
|Vghk+1(z)|2 = pi
k
k!
|z|2k e−pi|z|2 , k ≥ 0,
and the accumulated spectrogram corresponding to R · D is
ρR·D(z) =
dpiR2e−1∑
k=0
pik
k!
|z|2k e−pi|z|2 .
Theorem 1.3 says that
ρR·D(Rz) =
dpiR2e−1∑
k=0
pik
k!
R2k |z|2k e−pi|Rz|2 −→ 1D(z), in L1(C, dxdξ) as n −→ +∞.
This formula is one of Ginibre’s limit laws [17]. (Of course, in this case more
precise asymptotic estimates are possible.)
1.5. Technical overview. As commonly done in the literature, we transfer the
problem to the range of the short-time Fourier transform VgL
2(Rd). This is a re-
producing kernel subspace of L2(R2d) and the time-frequency localization operator
HΩ translates into a Toeplitz operator on VgL
2(Rd).
Our proof begins with the observation that ρΩ is the diagonal of the integral
kernel of the orthogonal projection operator Pn from VgL
2(Rd) onto the linear span
of the functions
{
Vgh
Ω
1 , . . . , Vgh
Ω
n
}
. We then compare Pn to the Toeplitz operator,
which has an explicit integral kernel for which we derive direct estimates. The
relation between the Toeplitz operator and Pn can be understood as a threshold
on its eigenvalues. We then resort to the rich existing literature on these [10, 15,
19, 20, 22, 23, 24, 27, 33].
1.6. Organization. Section 2 introduces some basic tools from time-frequency
analysis, including the interpretation of time-frequency localization operators as
Toeplitz operators on a certain reproducing kernel space. In Section 3 we recall the
estimates on the profile of the eigenvalues of time-frequency localization operators,
and add a slight refinement. Section 4 develops a number of technical estimates
that are used in Section 5 to prove the main results. Finally, Section 6 briefly
presents an application of Theorem 1.5 to signal processing.
2. Phase-space tools
We now introduce the basic phase-space tools related to the short-time Fourier
transform.
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2.1. The range of the short-time Fourier transform. Throughout the article
we fix a window g ∈ L2(Rd) with normalization ‖g‖2 = 1. The short-time Fourier
transform with respect to g - cf. (1) - then defines an isometry Vg : L
2(Rd) →
L2(R2d). (This is a consequence of Plancherel’s theorem, see for example [18,
Chapter 1]). The adjoint of Vg is V
∗
g : L
2(R2d)→ L2(Rd)
V ∗g F (t) =
∫
Rd×Rd
F (x, ξ)g(t− x)e2piiξtdxdξ, t ∈ Rd.
Let H := VgL2(Rd) ⊆ L2(R2d) be the (closed) range of Vg. The orthogonal pro-
jection PH : L
2(R2d) → H is given by PH = VgV ∗g . Explicitly, PH is the integral
operator
PHF (z) =
∫
R2d
F (z′)K(z, z′)dz′, z = (x, ξ) ∈ R2d,(10)
with integral kernel
K(z, z′) = Vgg(z − z′)e2piiξx′ , z = (x, ξ), z′ = (x′, ξ′) ∈ R2d.(11)
Using this description of PH it follows that H is a reproducing kernel Hilbert sub-
space of L2(R2d). This means that each function F ∈ H is continuous and satisfies
F (z) =
∫
F (z′)K(z, z′)dz′ for all z ∈ R2d. The function K is called the reproducing
kernel of H.
Since K is the integral kernel of an orthogonal projection, it satisfies K(z, z′) =
K(z′, z) and
K(z, z′) =
∫
R2d
K(z, z′′)K(z′′, z′)dz′′, z, z′ ∈ R2d.(12)
In addition, if {Ek : k ≥ 1} is an orthonormal basis of H, K can be expanded as
K(z, z′) =
∑
k≥1
Ek(z)Ek(z′), z, z′ ∈ R2d.(13)
From now on, we use the notation
Θ(z) := |Vgg(z)|2 , z ∈ R2d.
Then Θ ∈ L1(R2d), ∫R2d Θ = ∫R2d |Vgg|2 = ‖g‖42 = 1, Θ(z) = Θ(−z) and
|K(z, z′)|2 = Θ(z − z′), z, z′ ∈ R2d.(14)
2.2. Time-frequency localization and Toeplitz operators. Using Vg and V
∗
g ,
the time-frequency localization operator HΩ : L
2(Rd) → L2(Rd) from (3) can be
written as
HΩf = V
∗
g (1Ω · Vgf), f ∈ L2(Rd).
Therefore,
(VgHΩV
∗
g )F = PH(1Ω · F ), F ∈ H.(15)
Hence, if we define the Gabor-Toeplitz operator MΩ : H→ H as
MΩF := PH(1Ω · F ), F ∈ H,
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then (15) says that HΩ and MΩ are related by
V ∗g MΩVg = HΩ.(16)
As a consequence, MΩ and HΩ enjoy the same spectral properties. Using the
diagonalization of HΩ in (4) and the notation
HΩk = Vgh
Ω
k , k ≥ 1,
MΩ can be diagonalized as
MΩF =
∑
k≥1
λΩk
〈
F,HΩk
〉
HΩk , F ∈ H.(17)
In addition, the accumulated spectrogram can be written as
ρΩ(z) =
AΩ∑
k=1
∣∣HΩk (z)∣∣2 , z ∈ R2d.
Since
{
HΩk : k ≥ 1
}
is an orthonormal subset of H and K(z, z) = 1, it follows from
(13) that ∑
k≥1
∣∣HΩk (z)∣∣2 ≤ 1, z ∈ R2d,(18)
and consequently, the accumulated spectrogram satisfies
0 ≤ ρΩ(z) ≤ 1, z ∈ R2d.(19)
2.3. Properties of Toeplitz operators. Using (10) we see that MΩ : H → H
can be described as
MΩF (z) =
∫
Ω
F (z′)K(z, z′)dz′, z ∈ R2d.
We now note some simple properties of Toeplitz operators. These are well-known
[5, 6, 10, 11, 12, 15], but are normally stated in a slightly different form. Therefore
we sketch a short proof.
Lemma 2.1. Let g ∈ L2(Rd) with ‖g‖2 = 1 and let Ω ⊆ R2d be a compact set.
Then MΩ : L
2(Rd)→ L2(Rd) is trace-class and satisfies
0 ≤MΩ ≤ I.(20)
The traces of MΩ and M
2
Ω are given by
trace(MΩ) =
∫
Ω
K(z, z)dz = |Ω|,(21)
trace(M2Ω) =
∫
Ω
∫
Ω
Θ(z − z′)dzdz′.(22)
Proof. For F ∈ H we compute
〈MΩF, F 〉 = 〈PH(1ΩF ), F 〉 = 〈1ΩF, F 〉 =
∫
Ω
|F (z)|2 dz.
This gives (20), and in particular shows that MΩ is bounded and positive.
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Let MΩ : L2(R2d) → L2(R2d) be the inflated operator MΩ(F ) := PH(1Ω ·
PH(F )). Hence, with respect to the decomposition L
2(R2d) = H ⊕ H⊥, MΩ is
given by
MΩ =
[
MΩ 0
0 0
]
.(23)
SinceMΩ is defined on L2(R2d), its spectral properties can be easily related to its
integral kernel. Using (10) we get the following formula for MΩ
MΩF (z) =
∫
R2d
F (z′)
∫
R2d
1Ω(z
′′)K(z, z′′)K(z′′, z′)dz′′dz′, F ∈ L2(R2d).
That is, MΩ has integral kernel KMΩ(z, z′) :=
∫
1Ω(z
′′)K(z, z′′)K(z′′, z′)dz′′.
Using (14) we compute∫
R2d
KMΩ(z, z)dz =
∫
R2d
∫
R2d
1Ω(z
′)Θ(z − z′)dzdz′ = |Ω|‖Θ‖1 = |Ω|.
Since MΩ is positive, so isMΩ by (23). Hence, the previous calculation shows that
MΩ is trace-class and trace(MΩ) = |Ω| (see for example [35, Theorems 2.12 and
2.14]). Using (23) we deduce that MΩ is trace class and trace(MΩ) = trace(MΩ) =
|Ω|. For (22), we use again the fact that MΩ is positive to get
trace(M2Ω) = trace(M2Ω) = ‖KMΩ‖22
=
∫
R2d
∫
R2d
KMΩ(z, z
′)KMΩ(z
′, z)dzdz′
=
∫
R2d
∫
R2d
1Ω(w)1Ω(w
′)
∫
R2d
∫
R2d
K(z, w)K(w, z′)K(z′, w′)K(w′, z)dzdz′dwdw′.
Using (12) and (14) it follows that
trace(M2Ω) =
∫
R2d
∫
R2d
1Ω(w)1Ω(w
′)K(w,w′)K(w′, w)dwdw′
=
∫
R2d
∫
R2d
1Ω(w)1Ω(w
′)Θ(w − w′)dwdw′,
as desired. 
3. Profile of the eigenvalues
Let g ∈ L2(Rd), ‖g‖2 = 1, and consider the time-frequency localization operator
HΩ associated with a compact set Ω. The fundamental asymptotic behavior of
the profile of the eigenvalues
{
λΩk : k ≥ 1
}
are given by Proposition 1.1, and were
obtained by Ramanathan and Topiwala in a weaker form and by Feichtinger and
Nowak in full generality [15, 33].
For sets with smooth boundary, Ramanathan and Topiwala [33] quantified the
order of convergence in (6). Later De Mari, Feichtinger and Nowak obtained
fine asymptotics for families of sets where certain geometric quantities are kept
uniform [10] - the dilations of a set with smooth boundary being one such an
example. Moreover their results are also applicable to the hyperbolic setting [10].
We will need a variation of the result in [33].
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3.1. Functions of bounded variation. We first collect some basic facts about
functions of bounded variation. A real-valued function f ∈ L1(Rd) is said to have
bounded variation, f ∈ BV(Rd), if its distributional partial derivatives are finite
Radon measures. The variation of f is defined as
Var(f) := sup
{∫
Rd
f(x) div φ(x)dx : φ ∈ C1c (Rd,Rd), |φ(x)|2 ≤ 1
}
,
where C1c (Rd,Rd) denotes the class of compactly supported C1-vector fields and
div is the divergence operator.
If f is continuously differentiable, then f ∈ BV(Rd) simply means that ∂x1f, . . .,
∂xdf ∈ L1(Rd), and Var(f) =
∫
Rd |∇f(x)|2 dx.
A set E ⊆ Rd is said to have finite perimeter if its characteristic function 1E is of
bounded variation, and the perimeter of E is |∂E| := Var(1E). If E has a smooth
boundary, then |∂E| is just the (2d − 1)-Hausdorff measure of the topological
boundary. See [13, Chapter 5] for an extensive discussion of BV.
We will use the following approximation result from [13, Sec. 5.2.2, Thm. 2].
Proposition 3.1. Let f ∈ BV(Rd). Then there exists {fk : k ≥ 1} ⊆ BV(Rd) ∩
C∞(Rd) such that fk −→ f in L1(Rd) and
∫ |∇fk(x)|2 dx −→ Var(f), as k −→
+∞.
Note that this proposition does not assert that Var(f − fk) −→ 0.
The following lemma quantifies the error introduced by regularization.
Lemma 3.2. Let f ∈ BV(Rd) and ϕ ∈ L1(Rd) with ∫ ϕ = 1. Then
‖f ∗ ϕ− f‖1 ≤ Var(f)
∫
Rd
|x|2 |ϕ(x)| dx.
Proof. Assume first that f ∈ C∞(Rd) and estimate
‖f ∗ ϕ− f‖1 =
∫
Rd
∣∣∣∣∫
Rd
f(y)ϕ(x− y) dy − f(x)
∣∣∣∣ dx
=
∫
Rd
∣∣∣∣∫
Rd
(f(y)− f(x))ϕ(x− y) dy
∣∣∣∣ dx
=
∫
Rd
∣∣∣∣∫
Rd
(f(x)− f(y))ϕ(x− y) dy
∣∣∣∣ dx
=
∫
Rd
∣∣∣∣∫
Rd
∫ 1
0
〈∇f(t(x− y) + y), x− y〉ϕ(x− y)dtdy
∣∣∣∣ dx
≤
∫ 1
0
∫
Rd
∫
Rd
|∇f(t(x− y) + y)|2 |x− y|2 |ϕ(x− y)| dxdydt
=
∫ 1
0
∫
Rd
∫
Rd
|∇f(tx+ y)|2 |x|2 |ϕ(x)| dxdydt
=
∥∥|∇f |2∥∥1 ∫
Rd
|x|2 |ϕ(x)| dx.
For an arbitrary function of bounded variation f , Proposition 3.1 implies the
existence of a sequence {fk : k ≥ 1} ⊆ BV (Rd)∩C∞(Rd) such that fk −→ f in L1
and
∥∥|∇fk|2∥∥1 −→ Var(f). The desired estimate now follows by approximation.

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3.2. Estimates on eigenvalues. We now quote the standard estimate for the
eigenvalue distribution. This estimate is ubiquitous in the literature - see for
example [24, Thm. 1], [33, Thm. 2] or [15, Remark (iii)]. For lack of an exact
quotable reference we sketch a proof following [15].
Lemma 3.3. Let g ∈ L2(Rd), ‖g‖2 = 1, and let Ω ⊂ R2d be compact. Then for
δ ∈ (0, 1),∣∣∣#{k ≥ 1 : λΩk > 1− δ}− |Ω|∣∣∣ ≤ max{1δ , 11− δ
} ∣∣∣∣∫
Ω
∫
Ω
Θ(z − z′)dzdz′ − |Ω|
∣∣∣∣ .
Proof. Let δ ∈ (0, 1) and G : [0, 1]→ R be the function
G(t) :=
{ −t, if 0 ≤ t ≤ 1− δ,
1− t, if 1− δ < t ≤ 1.
and note that |G(t)| ≤ max{1
δ
, 1
1−δ
}
(t − t2) for t ∈ [0, 1]. Since 0 ≤ MΩ ≤ 1 we
estimate∣∣∣#{k ≥ 1 : λΩk > 1− δ}− |Ω|∣∣∣ = |trace(G(MΩ))| ≤ trace(|G| (MΩ))
≤ max
{
1
δ
,
1
1− δ
}
trace(MΩ −M2Ω).
The formulas in Lemma 2.1 complete the proof. 
Finally, we obtain the following estimate, which is a variation of the result in
[33]. While [33] uses the co-area formula, we resort to Lemma 3.2.
Proposition 3.4. Let Ω ⊂ R2d be a compact set with finite perimeter and assume
that g ∈M∗(Rd). Then for each δ ∈ (0, 1),∣∣∣#{k : λΩk > 1− δ}− |Ω|∣∣∣ ≤ max{1δ , 11− δ
}
‖g‖2M∗ |∂Ω| .
Proof. Recall that Θ(z) = |Vgg(z)|2 = Θ(−z), let F := 1Ω and note that∣∣∣∣∫
Ω
∫
Ω
Θ(z − z′)dzdz′ − |Ω|
∣∣∣∣ = ∣∣∣∣∫
Ω
(F ∗Θ)(z′)− F (z′)dz′
∣∣∣∣ ≤ ‖F ∗Θ− F‖1.
We now combine Lemmas 3.2 and 3.3 and the desired conclusion follows. 
Remark 3.5. The results in [10] provide an asymptotic converse inequality to the
estimate in Proposition 3.4, showing that for certain classes of sets and small δ,
the error
∣∣#{k : λΩk > 1− δ}− |Ω|∣∣ is also bounded from below by |∂Ω|.
Remark 3.6. The class M∗(Rd) is closely related to certain modulation spaces.
Modulation spaces are Banach spaces of distributions f defined by decay condi-
tions of the short-time Fourier transform Vφf with respect to a fixed Schwartz
function φ. In particular, the spaces M11 (Rd) and M21/2(Rd) are defined by the
norms
‖f‖M11 :=
∫
Rd
|z| |Vφf(z)| dz,
‖f‖2M2
1/2
:=
∫
Rd
|z| |Vφf(z)|2 dz.
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It is then easy to see that M11 (Rd) ⊆ M∗(Rd) ⊆ M21/2(Rd). Easy sufficient con-
dition for the membership in M11 (Rd) and M∗(Rd) can be given by means of
embeddings of Fourier-Lebesgue spaces in modulation spaces [16]. For instance, if∫
Rd
(
|g(x)|2 + |gˆ(x)|2
)
(1 + |x|2)1/d+1/2+ dx <∞
for some  > 0, then g ∈M11 (Rd) ⊆M∗(Rd). For the theory of modulation spaces
we refer to [18], for a historical overview see [14].
4. Some technical estimates
We now derive a number of lemmas. In the next section we combine them
in several ways to obtain the main results. Recall that we always assume that
g ∈ L2(Rd) and ‖g‖2 = 1. We use the notation from Section 2. The following
lemma is one of the key observations in our proof.
Lemma 4.1. Let Ω ⊂ R2d be a compact set. Then the following formula holds
(1Ω ∗Θ)(z) =
∑
k≥1
λΩk
∣∣HΩk (z)∣∣2 , z ∈ R2d.
Proof. Let K(z, z′) = Vgg(z− z′)e2piiz2z′1 be the reproducing kernel of H and Kz :=
K(z, ·) ∈ H. Hence for all F ∈ H,
F (z) =
∫
R2d
K(z, z′)F (z′) dz′ = 〈F,Kz〉 , z ∈ R2d.
First we compute
〈MΩKz, Kz〉 = 〈1ΩKz, Kz〉
=
∫
R2d
1Ω(z
′)Kz(z′)Kz(z′) dz′
=
∫
R2d
1Ω(z
′)Θ(z − z′) dz′ = (1Ω ∗Θ)(z).
Second, we use (17) to compute
〈MΩKz, Kz〉 =
〈∑
k
λΩk
〈
Kz, H
Ω
k
〉
HΩk , Kz
〉
=
∑
k
λΩk
∣∣〈HΩk , Kz〉∣∣2
=
∑
k
λΩk
∣∣HΩk (z)∣∣2 .
The lemma follows by equating the two formulae for 〈MΩKz, Kz〉. 
We now use Lemma 4.1 to bound the error between ρΩ and 1Ω.
Lemma 4.2. Let Ω ⊂ R2d be compact and set
E(Ω) := 1−
∑AΩ
k=1 λ
Ω
k
|Ω| .(24)
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Then
1
|Ω|
∥∥ρΩ − (1Ω ∗Θ)∥∥1 ≤ ( 1|Ω| + 2E(Ω)
)
.
Proof. Let us set Lk := 1 for 1 ≤ k ≤ AΩ and Lk := 0 for k > AΩ. Using Lemma
4.1 we have that
ρΩ(z)− (1Ω ∗Θ)(z) =
∑
k≥1
(Lk − λΩk )
∣∣HΩk (z)∣∣2 .(25)
Since
∥∥∣∣HΩk ∣∣2∥∥1 = ∥∥VghΩk ∥∥22 = ‖hΩk ‖22 = 1, we use (21) and estimate∥∥ρΩ − (1Ω ∗Θ)∥∥1 ≤
(∑
k≥1
∣∣Lk − λΩk ∣∣
)
=
(
AΩ∑
k=1
(1− λΩk ) +
∑
k>AΩ
λΩk
)
=
(
AΩ − 2
AΩ∑
k=1
λΩk +
∑
k≥1
λΩk
)
=
(
AΩ − 2
AΩ∑
k=1
λΩk + |Ω|
)
=
(
(AΩ − |Ω|) + 2(|Ω| −
AΩ∑
k=1
λΩk )
)
≤
(
1 + 2(|Ω| −
AΩ∑
k=1
λΩk )
)
= 1 + 2E(Ω)|Ω|.

The tail of the eigenvalue distribution E(Ω) can be estimated as follows.
Lemma 4.3. Let Ω ⊂ R2d be a compact set and consider the number E(Ω) defined
in (24). Then the following holds.
(a) E(R · Ω) −→ 0, as R −→ +∞.
(b) If Ω has finite perimeter and g ∈M∗, then
0 ≤ E(Ω) ≤ 2‖g‖M∗
√
|∂Ω|
|Ω| .(26)
Proof. First note that from (21) we know that
∑
k λ
Ω
k = |Ω| and consequently
0 ≤ E(Ω) ≤ 1.
Let δ ∈ (0, 1) and define lδ(Ω) := min{AΩ,#
{
k : λΩk > 1− δ
}}. Then
λΩk ≥ 1− δ for 1 ≤ k ≤ lδ(Ω).
Since AΩ ≥ lδ(Ω) we estimate
AΩ∑
k=1
λΩk ≥
lδ(Ω)∑
k=1
λΩk ≥ (1− δ)lδ(Ω).
Therefore,
0 ≤ E(Ω) ≤ 1− (1− δ) lδ(Ω)|Ω| .
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Since AΩ ≥ |Ω| we get
0 ≤ E(Ω) ≤ 1− (1− δ) min
{
1,
#
{
k : λΩk > 1− δ
}
|Ω|
}
.(27)
To prove (a), we apply this estimate and Proposition 1.1 to R · Ω to deduce that
0 ≤ lim sup
R→+∞
E(R · Ω) ≤ 1− (1− δ) = δ,
and then let δ −→ 0+.
To prove (b), we apply Proposition 3.4 and obtain
#
{
k : λΩk > 1− δ
}
|Ω| ≥ 1− Cδ‖g‖
2
M∗
|∂Ω|
|Ω| ,
where Cδ = max{δ−1, (1− δ)−1}. Combining this estimate with (27) gives
E(Ω) ≤ 1− (1− δ)
(
1− Cδ‖g‖2M∗
|∂Ω|
|Ω|
)
= δ + (1− δ)Cδ‖g‖2M∗
|∂Ω|
|Ω| .
Since δ ∈ (0, 1), we have that (1− δ)Cδ ≤ 1/δ and therefore
E(Ω) ≤ δ + 1
δ
‖g‖2M∗
|∂Ω|
|Ω| .(28)
Finally, let δ := ‖g‖M∗
√
|∂Ω|
|Ω| . Note that we can assume that δ < 1 since otherwise
the bound in (26) is trivial because E(Ω) ≤ 1. Therefore, we can apply (28) to
get the desired conclusion. 
Finally we derive a weak-L2 estimate for the error ρΩ − 1Ω ∗ Θ.
Proposition 4.4. Let g ∈ M∗(Rd) and let Ω ⊂ R2d be a compact set with finite
perimeter and assume that ‖g‖2M∗ |∂Ω| ≥ 1. Then∣∣∣ {z ∈ R2d : ∣∣ρΩ(z)− (1Ω ∗Θ)(z)∣∣ > δ} ∣∣∣ . 1
δ2
‖g‖2M∗ |∂Ω| , δ > 0.(29)
Proof. Let δ ∈ (0, 1/2] and set
aδ := #
{
k : λΩk > 1− δ
}
,
bδ := #
{
k : λΩk > δ
}
.
Since δ ≤ 1/2, aδ ≤ bδ. From Proposition 3.4 (using again that δ ≤ 1/2) we obtain
aδ ≥ |Ω| − 1
δ
‖g‖2M∗ |∂Ω| ,
bδ ≤ |Ω|+ 1
δ
‖g‖2M∗ |∂Ω| .
Since 0 ≤ AΩ − |Ω| ≤ 1,
aδ ≥ AΩ − 1− 1
δ
‖g‖2M∗ |∂Ω| ,
bδ ≤ AΩ + 1
δ
‖g‖2M∗ |∂Ω| .
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Next set a′δ := min{aδ, AΩ} and b′δ := max{bδ, AΩ}. Then the size of the plunge
region {k ∈ N : δ < λΩk ≤ 1− δ} is bounded by
0 ≤ b′δ − a′δ ≤
2
δ
‖g‖2M∗ |∂Ω|+ 1.
Using the fact that ‖g‖2M∗ |∂Ω| ≥ 1 we obtain
0 ≤ b′δ − a′δ .
1
δ
‖g‖2M∗ |∂Ω| .(30)
Let us define {µk : k ≥ 1} by µk := 1 − λΩk for k ≤ AΩ and µk = λΩk for k > AΩ.
Then, by Lemma 4.1,
|ρΩ(z)− 1Ω ∗Θ(z)| ≤
∑
k≥1
µk |Hk(z)|2 , z ∈ R2d.
Since 0 ≤ µk ≤ 1 and 0 ≤ µk ≤ δ if either k ≤ a′δ or k > b′δ, (18) implies that∣∣ρΩ(z)− 1Ω ∗Θ(z)∣∣ ≤ a′δ∑
k=1
µk |Hk(z)|2 +
b′δ∑
k=a′δ+1
µk |Hk(z)|2 +
∑
k>b′δ
µk |Hk(z)|2
≤ 2δ +
b′δ∑
k=a′δ+1
|Hk(z)|2 .
We set fδ :=
∑b′δ
k=a′δ+1
|Hk(z)|2 and use (30) to bound∣∣ {|ρΩ − 1Ω ∗Θ| ≥ 3δ} ∣∣ ≤ ∣∣ {|fδ| ≥ δ} ∣∣ ≤ 1
δ
‖fδ‖1
. 1
δ2
‖g‖2M∗ |∂Ω| .
Making the change of variables δ 7→ δ/3, we obtain (29) for 0 < δ ≤ 3/2. Finally
note that (29) is trivial for δ > 1 because
|ρΩ(z)− 1Ω ∗Θ(z)| ≤
∑
k≥1
µk |Hk(z)|2 ≤
∑
k≥1
|Hk(z)|2 ≤ 1.

5. Proof of the main results
We now combine the bounds from Section 4 and derive our main estimates on
the accumulated spectrogram ρΩ. First we recall and prove Theorem 1.4.
Theorem 1.4. Assume that g ∈ M∗(Rd) with ‖g‖2 = 1 and that Ω ⊂ R2d is a
compact set with finite perimeter. Then
1
|Ω|
∥∥ρΩ − 1Ω ∗ |Vgg|2∥∥1 ≤
(
1
|Ω| + 4‖g‖M∗
√
|∂Ω|
|Ω|
)
.
Proof. The theorem follows immediately by combining Lemmas 4.2 and 4.3. 
Theorem 1.4 provides an estimate for the accumulated spectrogram by the
smoothed function 1Ω ∗ Θ. The following corollary estimates directly the error
between ρΩ and 1Ω.
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Corollary 5.1. Let g ∈ M∗(Rd) and let Ω ⊂ R2d be a compact set with finite
perimeter. Then
1
|Ω|‖ρΩ − 1Ω‖1 ≤
1
|Ω| + ‖g‖
2
M∗
|∂Ω|
|Ω| + 4‖g‖M∗
√
|∂Ω|
|Ω| .
In particular, for |Ω| ≥ 1
1
|Ω|‖ρΩ − 1Ω‖1 .
√
|∂Ω|
|Ω| ,(31)
where the implicit constant depends on the window g.
Proof. For the first part, we simply estimate∥∥ρΩ − 1Ω∥∥1 ≤ ∥∥ρΩ − (1Ω ∗Θ)∥∥1 + ∥∥(1Ω ∗Θ)− 1Ω∥∥1,
and apply Theorem 1.4 and Lemma 3.2. For the second part, note that ‖ρΩ‖1 =
AΩ = |Ω| + O(1) and consequently the left-hand side in (31) is . 1. This allows
us to assume that |∂Ω||Ω| ≤ 1. Consequently,
√
|∂Ω|
|Ω| dominates both
|∂Ω|
|Ω| and
1
|Ω| and
the conclusion follows. 
Remark 5.2. Since ‖ρΩ − 1Ω‖∞ ≤ 2, (complex) interpolation and Corollary 5.1
imply the following Lp-estimate (when |Ω| ≥ 1):
1
|Ω|
∥∥ρΩ − 1Ω∥∥p . |∂Ω|1/(2p)|Ω|1−1/(2p) , 1 ≤ p ≤ +∞.(32)
We now prove Theorem 1.3 that shows the asymptotic convergence for the family
of dilations of a single set.
Theorem 1.3. Let g ∈ L2(Rd), ‖g‖2 = 1, and let Ω ⊂ R2d be compact. Then
ρR·Ω(R·) −→ 1Ω in L1(R2d), as R −→ +∞.
Proof. For R > 0, let ΘR(z) := R
2dΘ(Rz). Then
(1R·Ω ∗Θ)(Rz) = (1Ω ∗ΘR)(z), z ∈ R2d.
Let us estimate∫
R2d
|ρR·Ω(Rz)− 1Ω(z)| dz
≤
∫
R2d
|ρR·Ω(Rz)− (1Ω ∗ΘR)(z)| dz +
∫
R2d
|(1Ω ∗ΘR)(z)− 1Ω(z)| dz
=
∫
R2d
|ρR·Ω(Rz)− (1R·Ω ∗Θ)(Rz)| dz +
∫
R2d
|(1Ω ∗ΘR)(z)− 1Ω(z)| dz
=
|Ω|
|R · Ω|
∫
R2d
|ρR·Ω(z)− (1R·Ω ∗Θ)(z)| dz +
∫
R2d
|(1Ω ∗ΘR)(z)− 1Ω(z)| dz.
Hence, applying Lemma 4.2 to the first term we obtain∫
R2d
|ρR·Ω(Rz)− 1Ω(z)| dz
≤ |Ω|
(
1
|R · Ω| + 2E(R · Ω)
)
+
∫
R2d
|1Ω(z)− (1Ω ∗ΘR)(z)| dz.
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By Lemma 4.3, E(R·Ω) −→ 0, as R −→ +∞. In addition, since ∫ Θ = 1, ΘR is an
approximate identity in L1, and consequently 1Ω ∗ΘR −→ 1Ω in L1 for R→ +∞.
This completes the proof. 
Finally, we derive a weak-L2 estimate, that, as opposed to Corollary 5.1, pro-
vides an error bound that only depends on |∂Ω|.
Theorem 1.5. Let g ∈ M∗(Rd) and let Ω ⊂ R2d be a compact set with finite
perimeter and assume that ‖g‖2M∗ |∂Ω| ≥ 1. Then∣∣∣ {z ∈ R2d : ∣∣ρΩ(z)− 1Ω(z)∣∣ > δ} ∣∣∣ . 1
δ2
‖g‖2M∗ |∂Ω| , δ > 0.
Proof. Let δ > 0. Since ‖ρΩ − 1Ω‖∞ ≤ 2, we assume without loss of generality
that δ ≤ 2. Using Proposition 4.4 and Lemma 3.2 we estimate∣∣∣ {∣∣ρΩ − 1Ω∣∣ > δ} ∣∣∣ ≤ ∣∣∣ {∣∣ρΩ − 1Ω ∗Θ∣∣ > δ/2} ∣∣∣+ ∣∣∣ {∣∣1Ω ∗Θ− 1Ω∣∣ > δ/2} ∣∣∣
≤
∣∣∣ {∣∣ρΩ − 1Ω ∗Θ∣∣ > δ/2} ∣∣∣+ 2
δ
∥∥1Ω ∗Θ− 1Ω∥∥1
. 1
δ2
‖g‖2M∗ |∂Ω|+
1
δ
‖g‖2M∗ |∂Ω| .
Since δ ≤ 2, 1/δ ≤ 2/δ2 and the conclusion follows. 
6. Approximate retrieval of time-frequency filters
In signal processing, the time-frequency localization operators HΩ are also called
time-frequency filters. Whereas the classical time-invariant filters multiply the
Fourier transform of a signal by a given symbol, time-frequency filters localize
signals both in time and frequency and are therefore time-varying. The field of
system identification studies the possibility of retrieving a linear operator from
its response to a set of test signals. For time-varying systems the identification
problem is particularly difficult [3, 21, 30, 31].
In the case of a time-frequency filter, it is also important to understand to what
extent the operator HΩ can be understood from the measurement of a few of
its eigenmodes (eigenfunctions) hΩ1 , . . . , h
Ω
n . In [1] the following special case was
established (see [1] for a discussion on possible applications).
Theorem 6.1. Let g(t) := 21/4e−pit
2
, t ∈ R, be the one-dimensional Gaussian and
let Ω ⊆ R2 be compact and simply connected. If one of the eigenfunctions of HΩ
is a Hermite function, then Ω is a disk centered at 0.
Hence, for a Gaussian window, Ω is completely determined by the information
that (a) Ω ⊆ R2d is a simply connected with given measure |Ω| and that (b) one
of the eigenfunctions of HΩ is a Hermite function.
However, Theorem 6.1 has some drawbacks. First, it is non-robust: from the
information that the eigenmodes of HΩ look approximately like Hermite functions
we cannot conclude that Ω is approximately a disk. Second, it only applies to the
restricted situation of a one-dimensional Gaussian window. Both restrictions stem
from the one-variable complex analysis techniques used in [1].
While the exact and robust recovery of the fine details of a time-frequency filter
may not be possible only from measurements of a few of its eigenmodes, we may
ON ACCUMULATED SPECTROGRAMS 19
recover at least the coarse shape of the set by means of the accumulated spectro-
gram. Let us consider a time-frequency filter HΩ and suppose that we know the
measure of Ω and the spectrogram of the first eigenmodes
∣∣VghΩ1 ∣∣2 , . . . , ∣∣VghΩAΩ∣∣2,
AΩ := d|Ω|e. Then we approximate the (unknown) domain Ω by the level sets of
the accumulated spectrogram ρΩ.
Theorem 6.2. Let g ∈ M∗(Rd) and let Ω ⊂ R2d be a compact set with finite
perimeter and ‖g‖2M∗ |∂Ω| ≥ 1. Let
Ω˜ :=
{
z ∈ R2d : ρΩ(z) > 1/2
}
.(33)
Then
|Ω4Ω˜| . ‖g‖2M∗ |∂Ω| ,
where 4 denotes the symmetric difference of two sets.
Proof. Let Eδ :=
{
z ∈ R2d : |1Ω(z)− ρΩ(z)| ≥ 1/2
}
. Let us note that
Ω ∩ (R2d \ Eδ) = Ω˜ ∩ (R2d \ Eδ).(34)
Indeed, if z ∈ Ω∩(R2d\Eδ), then ρΩ(z) ≥ 1Ω(z)−|1Ω(z)− ρΩ(z)| > 1−1/2 = 1/2.
Hence z ∈ Ω˜. Second, if z ∈ Ω˜∩(R2d\Eδ), then 1Ω(z) ≥ ρΩ(z)−|1Ω(z)− ρΩ(z)| >
1/2− 1/2 = 0. Hence z ∈ Ω.
The equality in (34) simply means that Ω4Ω˜ ⊆ Eδ. To finish the proof, we
apply Theorem 1.5 to bound the measure of Eδ:
|Eδ| . ‖g‖2M∗ |∂Ω| .

Finally we observe that the approximation Ω˜ does not require the phases of
the short-time Fourier transforms Vgh
Ω
1 , . . . , Vgh
Ω
AΩ
but only their absolute values.
This fact is very valuable in applications and is referred to as phase retrieval (see
for example [2, 29]).
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