The efficient numerical simulation of the curvature-driven motion of interfaces is an important tool in several free-boundary problems. We treat the case of an interface which is given as a graph. The highly non-linear problem is discretized in space by piecewise linear finite elements. Although the problem is not in divergence form it can be written in a variational form which allows the use of the modern adaptive techniques of finite elements. The time discretization is carried out in a semiimplicit way such that in every time step a linear system with symmetric positive matrix has to be solved. Optimal error estimates are proved for the fully discrete problem under the assumption that the time-step size is bounded by the spatial grid size.
Introduction
The aim of this paper is to analyse a fully discrete finite element algorithm that approximates the mean curvature flow of graphs. A family (Γ t ) t∈ [0,T ] of n-dimensional surfaces in R n+1 is said to flow by mean curvature if the normal velocity V of Γ t equals its mean curvature. We shall restrict our attention to two-dimensional surfaces which can be written as graphs over some bounded, smooth domain Ω ⊂ R 2 , i.e. Γ t = {(x, u(x, t)) | x ∈ Ω }. Abbreviating by defining Q(u) = 1 + |∇u| 2 , (1.1) the downward pointing normal ν(u) to Γ t is given by
while normal velocity and mean curvature with respect to ν(u) are calculated according to
Thus, the relation V = H translates into the quasi-linear partial differential equation Here, u 0 : Ω → R is a given smooth function.
If the mean curvature of ∂Ω is non-positive with respect to the exterior normal it was shown in [11] and [9] that (1.4), (1.5) has a global smooth solution. In general, however, smooth solutions exist only locally in time and the gradient can blow up at the boundary; cf. [13] . Results for Neumann-type boundary conditions can be found in [1, 2, 9] .
The differential equation (1.4) is not in divergence form and so we could expect that a numerical method like the finite element method, which is based on a variational formulation, might not be applicable here. But it is easy to see that the energy equality
holds for time-independent boundary values and this will lead us to a variational form of our problem. It will be possible to discretize the equation in space with piecewise linear finite elements and this means that the resulting scheme will be open to the use of modern adaptive methods. An error estimate for a semi-discrete scheme of this form has been proved in [8] for the isotropic and in [7] for the anisotropic mean curvature flow of graphs. In this work we will derive a fully discrete scheme for (1.4) in which the discretization is such that it linearizes the problem by a semi-implicit choice of the time discretization. Under the assumption that τ δ 0 h, where τ is the time-step size and h is the grid size in space, we will prove optimal asymptotic error estimates of the form sup 
c(τ + h).
Here we used the common shorthand v m (x) = v(x, mτ ). The main idea for the proof will be a form of the energy identity (1.6) together with a superconvergence result for a non-linear Ritz Projection, which we call the minimal surface projection. An important fact will be the adequate use of geometric quantities. We complete the paper with some numerical tests which confirm the results of the error estimates precisely. There are of course other approaches to studying motion by mean curvature which avoid the restriction that Γ t has to be a graph. Let us briefly review some of the corresponding work, concentrating on fully discrete algorithms and their numerical analysis.
Numerical schemes for the level set approach were introduced by Osher & Sethian [14] , while Walkington [15] proposes a finite element algorithm and studies its stability. Crandall & Lions [4] introduced a monotone, convergent finite difference scheme which uses a regularization of the level set equation. An error estimate for this scheme is proved in [5] .
A further possibility of approximating mean curvature motion is via the Allen-Cahn equation, a singularly perturbed parabolic equation. Convergence results for fully discrete algorithms are proved in [3] and [12] .
Discretization in space and time
In order to derive our numerical algorithm we first rewrite (1.4) in the variational form
together with (1.5). The fact, that (1.4) is not in divergence form is reflected in (2.1) by the appearance of a denominator in the first integral which complicates the analysis. Next, let us consider a family T h of triangulations of Ω (allowing the boundary elements to have a curved face) with maximum mesh size h := max S∈T h diam(S) for which we assume the following regularity condition: there exists a constant κ > 0 (which is independent of h) such that each S ∈ T h is contained in a ball of radius κ −1 h and contains a ball of radius κh. The discrete space is chosen to be
where the isoparametric modification is used in curved elements; see [16] . We also set X h0 := X h ∩ H 1 0 (Ω ). Furthermore, we denote by τ > 0 the time step and let M = T /τ . Recalling (2.1), it is natural to introduce the following scheme.
Here, I h is the usual Lagrange interpolation operator andû 0h denotes the minimal surface projection of u 0 which will be defined below. The above scheme is semi-implicit and requires the solution of a linear equation in each time step. Furthermore, the following stability estimate holds.
where
is the discrete normal velocity.
Proof. See [8] , Theorem 2.
Note that the above stability estimate is true without any restriction on the time step τ . The purpose of the present work is to analyse the convergence of the scheme (2.2). To formulate our result we define u m := u(·, t m ), t m = mτ, 0 m M. Then we have the following. THEOREM 1 Let u be a smooth solution of (1.4), (1.5) and u m h the solution of (2.2). Then there exists δ 0 > 0 such that
The precise regularity assumptions on u appear in Proposition 3 below. Although we formulated our error bounds in terms of the usual L 2 -norms, we shall see that it is much more appropriate to work with the geometric quantities ν(u) and Q(u). This is not entirely surprising as we deal with a geometric problem but it is interesting to see how the use of these quantities can simplify the analysis or even make it possible. Thus, rather than trying to estimate ∇(u m − u m h ) we shall focus on the quantity
Here,û m h denotes the minimal surface projection of u m to be defined below. The main part of the proof of Theorem 1 then consists in deriving the estimate
Note that there is superconvergence in h (as we obtain h 4 | log h| 4 rather than h 2 ) and this effect will be crucial for our argument.
Error estimates
Let us start with some useful relations involving the geometric quantities Q and ν, which will be used frequently throughout the paper.
PROPOSITION 2 Let u and v be in H 1,∞ (Ω ). Then we have a.e. in Ω :
3)
Proof. The first relation follows from the fact that −1
are the last components of
The second inequality is a consequence of
∇v.
Finally, (3.3) and (3.4) follow from elementary calculations.
Before we start with the proof of Theorem 1 we introduce an important tool for the analysis. For a given function v ∈ H 2 (Ω ) ∩ H 1,∞ (Ω ) we define the minimal surface projectionv h ∈ X h by the relations
Existence and uniqueness ofv h , together with an error analysis, were established in [10] . For functions which also depend on time the following bounds are available.
Then the error between u andû h can be estimated as follows:
Proof. The proof is carried out in [6] for the case of zero boundary values of u, but it can be extended to inhomogeneous boundary values in a straightforward way. As for (3.8) we note that in [6] the weaker estimate
2 is proved which was a consequence of (see [6] , p. 202)
However, our assumption ∇u t ∈ L ∞ (Ω × (0, T )) (which was not made in [6] ) implies the stronger bound (3.8).
We shall keep the above assumptions concerning the regularity of u throughout this work. Using the minimal surface projection and evaluating (2.1) at t = t m we obtain
and therefore
Let us decompose the error e m = u m − u m h in the following way:
The difference between the continuous (3.9) and the discrete (2.2) equation evaluated at a discrete test function then gives
for all ϕ h ∈ X h0 . The weights 1/Q within the integrals will be important for our reasoning and so we will use the following form of the above equation:
We choose
as a test function and get
.
Before we start our estimates we prove a useful lemma.
Proof. We infer from (3.6) that |∇û m h | is bounded uniformly in m and h. Thus, an inverse estimate together with (3.2) implies
which implies (3.13). To see (3.14) , note that by (3.2) and (3.13)
Finally, (3.15) again follows from an inverse estimate.
In what follows we shall assume that the condition
is satisfied so that the results of Lemma 1 are available. We will justify this assumption at the end of our proof within an induction argument. Let us now return to (3.12). The crucial term is the second one on the left-hand side which we shall bound from below by a suitable (discrete) time derivative minus some error terms. Since the corresponding calculations are quite technical we sketch the argument in the continuous case for the convenience of the reader. For two functions v and w which are smooth enough one can show the following inequality:
This relation translates into the time-discrete setting as follows.
LEMMA 2 For sufficiently small γ we have
Proof. Let us denote the integral on the left-hand side by L. Clearly,
From (3.3) and the trivial identity
we infer
Using again (3.17) this term can be rewritten as follows:
Inserting the above expression into (3.18) we obtain
where we used (3.4) in order to rewrite |∇(u
Recalling the definition (2.4) of E m we finally arrive at
where S 1 , . . . , S 4 are the last four terms in the equation above. We are going to examine these integrals separately. To begin, note that (3.1) and (3.13) imply
). (3.20) We define
The estimate (3.13) together with the boundedness of |∇û m h | yields
Using this in (3.20) we get for small enough δ > 0
Here we used again (3.13) as well as the fact that |ν(u)| 1. Next we observe that (3.4) implies in
In particular, we derive
which follows from (3.8) together with an inverse estimate. We insert (3.23) into (3.21) and use (3.22), (3.15) to find
where the last estimate follows from Hölder's inequality and the definitions of q m h and E m . Next, letting a = Q(u 
is the last component of ν(u) we obtain similarly as above
Finally, note that
Thus, using similar arguments as in the estimate for S 1 we conclude
Combining (3.19) with the above estimates and choosing δ and γ small enough completes the proof of the lemma.
Let us now return to (3.12) and estimate the four terms on the right-hand side of this relation.
(ii) Since e m+1 h − e m h ∈ X h0 , integration by parts yields
where we used (3.5), (3.8) and once again (3.13).
Combining the above estimates we arrive at
(iii) To begin, let us rewrite the difference 1
as follows:
If we let in addition b m := B(∇u m ) we may write
Since |b m h | 1 uniformly in h and m we obtain for 0 < δ 1 with the help of (3.14)
Next, as |b m h − b m | c|∇e m | we may estimate
It remains to examine I I . Integration by parts gives
Using the regularity of u and similar arguments as above we get
Observing that u m+1 − u m = τ u t (·, t m ) + R m (where R m satisfies (3.10)) and letting d m := u t (·, t m )b m , the remaining term I I 2 can be rewritten as
We shall keep the discrete time derivative and estimate the last three integrals. To begin, note that
so that (3.5) and (3.6) imply
Furthermore, using (3.10) and (3.6) we have
and a discrete Gronwall argument implies 
Finally,
by (3.5) and (3.14) . This completes the proof of Theorem 1.
Implementation and numerical tests
The scheme (2.2) is such that in every time step a linear system of equations has to be solved. 
The matrices are symmetric and M m−1 /τ + S m−1 is positive definite and we can use a suitable conjugate gradient algorithm to solve the linear system. We are going to verify the asymptotic error estimates of the Theorem. For this we use an exact solution of the equation for the mean curvature flow of graphs with a given right-hand side, i.e. with In Table 1 Err(h) = sup 0 m M u m − u m h with Mτ = T and in Table 2 Err(h) = sup 0 m M ∇(u m − u m h ) . We see that the computations confirm the results of the Theorem precisely. In order to demonstrate the dependency on the coupling parameter δ 0 in the condition τ δ 0 h we provide computations for δ 0 = h, 0.25, 0.5 and 1.0.
