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Abstract
For SGD based distributed stochastic optimiza-
tion, computation complexity, measured by the
convergence rate in terms of the number of
stochastic gradient calls, and communication com-
plexity, measured by the number of inter-node
communication rounds, are two most important
performance metrics. The classical data-parallel
implementation of SGD over N workers can
achieve linear speedup of its convergence rate but
incurs an inter-node communication round at each
batch. We study the benefit of using dynamically
increasing batch sizes in parallel SGD for stochas-
tic non-convex optimization by charactering the
attained convergence rate and the required num-
ber of communication rounds. We show that for
stochastic non-convex optimization under the P-L
condition, the classical data-parallel SGD with
exponentially increasing batch sizes can achieve
the fastest known O(1/(NT )) convergence with
linear speedup using only log(T ) communication
rounds. For general stochastic non-convex opti-
mization, we propose a Catalyst-like algorithm
to achieve the fastest known O(1/
√
NT ) conver-
gence with only O(
√
NT log( TN )) communica-
tion rounds.
1. Introduction
Consider solving the following stochastic optimization
min
x∈Rm
f(x)
∆
= Eζ∼D[F (x; ζ)] (1)
with a fixed yet unknown distribution D only by accessing
i.i.d. stochastic gradients ∇F (·; ζ). Most machine learning
applications can be cast into the above stochastic optimiza-
tion where x refers to the machine learning model, random
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variables ζ ∼ D refer to instance-label pairs and F (x; ζ)
refers to the corresponding loss function. For example, con-
sider a simple least squares linear regression problem: let
ζi = (ai, bi) ∈ D be training data collected offline or on-
line1, where each ai is a feature vector and bi is its label,
then F (x; ζi) = 12 (a
T
i x− bi)2. Throughout this paper, we
have the following assumption:
Assumption 1.
1. Smoothness: The objective function f(x) in problem
(1) is smooth with modulus L.
2. Unbiased gradients with bounded variances: As-
sume there exits a stochastic first-order oracle (SFO)
to provide independent unbiased stochastic gradients
∇F (x; ζ) satisfying
Eζ∼D[∇F (x; ζ)] = ∇f(x),∀x.
The unbiased stochastic gradients have a bounded vari-
ance, i.e., there exits a constant σ > 0 such that
Eζ∼D‖∇F (x; ζ)−∇f(x)‖2 ≤ σ2 (2)
When solving stochastic optimization (1) only with sampled
stochastic gradients, the computation complexity, which is
also known as the convergence rate, is measured by the
decay law of the solution error with respect to the num-
ber of access of the stochastic first-order oracle (SFO)
that provides sampled stochastic gradients (Nemirovsky &
Yudin, 1983; Ghadimi et al., 2016). For strongly convex
stochastic minimization, SGD type algorithms (Nemirovski
et al., 2009; Hazan & Kale, 2014; Rakhlin et al., 2012)
can achieve the optimal O(1/T ) convergence rate. That is,
the error is ensured to be at most O(1/T ) after T access
of stochastic gradients. For non-convex stochastic mini-
mization, which is the case of training deep neural networks,
1Note that if the training data is from a finite set collected of-
fline, the stochastic optimization can also be written as a finite sum
minimization, which is a special case of the stochastic optimization
with known uniform distribution D. However, for online training,
since (ai, bi) is generated gradually and disclosed to us one by
one, we need to solve the more challenging stochastic optimization
with unknown distribution D. The algorithms developed in this
paper does not requires any knowledge of distribution D.
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SGD type algorithms can achieve anO(1/
√
T ) convergence
rate2. Classical SGD type algorithms can be accelerated
by utilizing multiple workers/nodes to follow a parallel
SGD (PSGD) procedure where each worker computes local
stochastic gradients in parallel, aggregates all local gradi-
ents, and updates its own local solution using the average of
all gradients. Such a data-parallel training strategy with N
workers has O(1/(NT )) convergence for strongly convex
minimization andO(1/
√
NT ) convergence for smooth non-
convex stochastic minimization, both of which is N times
faster than SGD with a single worker (Dekel et al., 2012;
Ghadimi & Lan, 2013; Lian et al., 2015). This is known as
the linear speedup3 (with respect to the number of nodes)
property of PSGD.
However, such linear speedup is often not attainable in
practice because PSGD involves additional coordination
and communication cost as most other distributed/parallel
algorithms do. In particular, PSGD requires aggregating
local batch gradients among all workers after evaluations of
local batch SGD. The corresponding communication cost
for gradient aggregations is quite heavy and often becomes
the performance bottleneck.
Since the number of inter-node communication rounds in
PSGD over multiple nodes is equal to the number of batches,
it is desirable to use larger batch sizes to avoid communica-
tion overhead as long as the large batch size does not damage
the overall computation complexity (in terms of number of
access of SFO). For training deep neural networks, practi-
tioners have observed that SGD using dynamically increas-
ing batch sizes can converges to similar test accuracy with
the same number of epochs but significantly fewer number
of batches when compared with SGD with small batch sizes
(Devarakonda et al., 2017; Smith et al., 2018). The idea of
using large or increasing batch sizes can be partially backed
by some recent theoretical works (Bottou et al., 2018; De
et al., 2017). It is shown in (De et al., 2017) that if the
batch size is sufficiently large such that the randomness, i.e.,
variances, is dominated by gradient magnitude, then SGD
essentially degrades to deterministic gradient descent. How-
ever, in the worst case, e.g., stochastic optimization (1) or
large-scale optimization with limited budgets of SFO access,
SGD with large batch sizes considered in (De et al., 2017)
can have worse convergence performance than SGD with
fixed small batch sizes (Bottou & Bousquet, 2008; Bottou
et al., 2018). For strongly convex stochastic minimization,
it is proven in (Friedlander & Schmidt, 2012; Bottou et al.,
2For general non-convex functions, the convergence rate is
usually measured in terms of ‖∇f(x)‖2 which in some sense can
be considered as the counterpart of f(x)− f(x∗) in convex case
(Nesterov, 2004; Ghadimi & Lan, 2013).
3The linear speedup property is desirable for parallel com-
putating algorithms since it means the algorithm’s computation
capability can be expanded with perfect horizontal scalability.
2018) that SGD with exponentially increasing batch sizes
can achieve the same O(1/T ) convergence as SGD with
fixed small batch sizes, where T is the number of access of
SFO. The results in (Friedlander & Schmidt, 2012; Bottou
et al., 2018) are encouraging since it means using exponen-
tially increasing batch sizes can preserve the low O(1/T )
computation complexity with log(T ) communication com-
plexity that is significantly lower than O(T ) required by
SGD with fixed batch sizes for distributed strongly convex
stochastic minimization. However, the computation and
communication complexity remains under-explored for dis-
tributed stochastic non-convex optimization, which is the
case of training deep neural networks. While work (Smith
& Le, 2018; Smith et al., 2018) justify SGD with increasing
batch sizes by relating it with the integration of a stochastic
differential equation for which decreasing learning rates
can roughly compensate the effect of increasing batch sizes,
rigorous theoretical characterization on its computation and
communication complexity (as in (Nemirovski et al., 2009;
Bottou et al., 2018)) is missing for stochastic non-convex
optimization. In general, it remains unclear “If using dy-
namic batch sizes in parallel SGD can yield the same fast
O(1/
√
NT ) convergence rate (with linear speedup with
respect to the number of nodes) as the classical PSGD for
non-convex optimization?” and “What is the corresponding
communication complexity of using dynamic batch sizes to
solve distributed non-convex optimization?”
Our Contributions: This paper aims to characterize both
computation and communication complexity when using
the idea of dynamically increasing batch sizes in SGD to
solve stochastic non-convex optimization with N paral-
lel workers. We first consider non-convex optimization
satisfying the Polyak-Lojasiewicz (P-L) condition, which
can be viewed as a generalization of strong convexity for
non-convex optimization. We show that by simply expo-
nentially increasing the batch sizes at each worker (for-
mally described in Algorithm 1) in the classical data-parallel
SGD, we can solve non-convex optimization with the fast
O(1/(NT )) convergence using only O(log(T )) communi-
cation rounds. For general stochastic non-convex optimiza-
tion (without P-L condition), we propose a Catalyst-like
(Lin et al., 2015; Paquette et al., 2018) approach (formally
described in Algorithm 2) that wraps Algorithm 1 with an
outer loop that iteratively introduces auxiliary problems. We
show that Algorithm 2 can solves general stochastic non-
convex optimization with O(1/
√
NT ) computation com-
plexity and O(
√
TN log( TN )) communication complexity.
In both cases, using dynamic batch sizes can achieve the
linear speedup of convergence with communication com-
plexity less than that of existing communication efficient
parallel SGD methods with fixed batch sizes (Stich, 2018;
Yu et al., 2018).
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2. Non-Convex Minimization Under the P-L
Condition
This section considers problem (1) satisfying the Polyak-
Lojasiewicz (P-L) condition defined in Assumption 2.
Assumption 2. The objective function f(x) in problem
(1) satisfies the Polyak-Lojasiewicz (P-L) condition with
modulus µ > 0. That is,
1
2
‖∇f(x)‖2 ≥ µ(f(x)− f∗),∀x (3)
where f∗ is the global minimum in problem (1).
The P-L condition is originally introduced by Polyak in
(Polyak, 1963) and holds for many machine learning mod-
els. Neither the convexity of f(x) nor the uniqueness of its
global minimizer is required in the P-L condition. In partic-
ular, the P-L condition is weaker than many other popular
conditions, e.g., strong convexity and the error bound con-
dition, used in optimization literature (Karimi et al., 2016).
See e.g. Fact 1.
Fact 1 (Appendix A in (Karimi et al., 2016)). If smooth
function φ : Rm 7→ R is strongly convex with modulus
µ > 0, then it satisifes the P-L condition with the same
modulus µ.
One important example is: f(x) = g(Ax) with strongly
convex g(·) and possibly rank deficient matrix A, e.g.
f(x) = ‖Ax− b‖2 used in least squares regressions.
While f(x) = g(Ax) is not strongly convex when A is
rank deficient, it turns out that such f(x) always satisfies
the P-L condition (Karimi et al., 2016).
Consider the Communication Reduced Parallel Stochastic
Gradient Descent (CR-PSGD) algorithm described in Al-
gorithm 1. The inputs of CR-PSGD are: (1) N , the number
of parallel workers; (2) T , the total number of gradient eval-
uations at each worker; (3) x1, the common initial point at
each worker; (3) γ > 0, the learning rate; (4) B1, the initial
SGD batch size at each worker; (5) ρ > 1, the batch size
scaling factor. Compared with the classical PSGD, our CR-
PSGD has the minor change that each worker exponentially
increases its own SGD batch size with a factor ρ. Since Bt
increasingly exponentially, it is easy to see that the “while”
loop in Algorithm 1 terminates after at most O(log T ) steps.
Meanwhile, we note that inter-worker communication is
used only to aggregate individual batch SGD averages and
happens only once in each “while” loop iteration. As a
consequence, CR-PSGD only involves O(log T ) rounds of
communication. The remaining part of this section further
proves that CR-PSGD has O(1/(NT )) convergence.
Similar ideas of exponentially increasing batch size appear
in other works, e.g., (Hazan & Kale, 2014; Zhang et al.,
2013), for different purposes and with different algorithm
Algorithm 1 CR-PSGD(f,N, T,x1, B1, ρ, γ)
1: Input: N , T , x1 ∈ Rm, γ , B1 and ρ > 1.
2: Initialize t = 1
3: while
∑t
τ=1Bτ ≤ T do
4: Each worker i observes Bt unbiased i.i.d. stochas-
tic gradients at point xt given by gi,j
∆
=
∇F (xt; ζi,j), j ∈ {1, . . . , Bt}, ζi,j ∼ D and cal-
culates its batch SGD average g¯t,i = 1Bt
∑Bt
j=1 gi,j .
5: Aggregate all g¯t,i fromN workers and compute their
average g¯t = 1N
∑N
i=1 g¯t,i.
6: Update xt+1 over all N workers in parallel via:
xt+1 = xt − γg¯t.
7: Set Bt+1 = bρtB1c where bzc represents the largest
integer no less than z.
8: Update t← t+ 1.
9: end while
10: Return: xt
dynamics. In this paper, we explore this idea in the con-
text of parallel stochastic optimization. It is impressive
that such a simple idea enables us to obtain a parallel algo-
rithm to achieve the fastO(1/(NT )) convergence with only
O(log T ) rounds of communication for stochastic optimiza-
tion under the P-L condition. When considering stochastic
strongly convex minimization that is a subclass of stochastic
optimization under the P-L condition, the O(log T ) com-
munication complexity attained by our CR-PSGD is signifi-
cantly less than the O(
√
NT ) communication complexity
attained by the local SGD method in (Stich, 2018).
The next simple lemma relates per-iteration error with the
batch sizes and is a key property to establish the convergence
rate of Algorithm 1.
Lemma 1. Consider problem (1) under Assumptions 1-
2. If we choose γ < 1L in Algorithm 1, then for all t ∈{1, 2, . . . , }, we have
E[f(xt+1)− f∗)] ≤ (1− ν)E[f(xt)− f∗] + γ(2− Lγ)
2NBt
σ2
(4)
where f∗ is the global minimum in problem (1) and ν ∆=
1
2γµ(1− Lγ) satisfies 0 < ν < 1.
Proof. Fix t ≥ 1. By the smoothness of f(x) in Assump-
tion 1, we have
f(xt+1)
≤f(xt) + 〈∇f(xt),xt+1 − xt〉+ L
2
‖xt+1 − xt‖2
(a)
=f(xt)− γ〈∇f(xt), g¯t〉+ L
2
γ2‖g¯t‖2
=f(xt) + γ〈g¯t −∇f(xt), g¯t〉 − γ‖g¯t‖2 + L
2
γ2‖g¯t‖2
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(b)
≤f(xt) + γ
2
‖g¯t −∇f(xt)‖2 + γ
2
(Lγ − 1)‖g¯t‖2
(c)
≤f(xt) + γ
4
(Lγ − 1)‖∇f(xt)‖2 + γ
2
(2− Lγ)‖g¯t −∇f(xt)‖2
(d)
≤f(xt) + 1
2
γµ(Lγ − 1)(f(xt)− f∗)
+
γ
2
(2− Lγ)‖g¯t −∇f(xt)‖2 (5)
where (a) follows by substituting xt+1 = xt − γg¯t; (b) fol-
lows by applying elementary inequality 〈u,v〉 ≤ 12‖u‖2 +
1
2‖v‖2 with u = g¯t − ∇f(xt) and v = g¯t; (c) follows
by noting that Lγ − 1 < 0 under our selection of γ and
applying elementary inequality ‖u+ v‖2 ≥ 12‖u‖2−‖v‖2
with u = ∇f(xt) and v = g¯t −∇f(xt); and (d) follows
by noting that γ(Lγ − 1) < 0 under our selection of γ and
‖∇f(xt)‖2 ≥ 2µ(f(xt)− f∗) by Assumption 2.
Defining ν ∆= 12γµ(1−Lγ), subtracting f∗ from both sides
of (5), and rearranging terms yields
f(xt+1)− f∗
≤(1− ν)(f(xt)− f∗) + γ
2
(2− Lγ)‖g¯t −∇f(xt)‖2
(6)
Taking expectations on both sides and noting that
E[‖g¯t −∇f(xt)‖2] ≤ 1NBtσ2, which further follows from
Assumption 1 and the fact that each g¯t is the average of
NBt i.i.d. stochastic gradients evaluated at the same point,
yields
E[f(xt+1)− f∗] ≤ (1− ν)E[f(xt)− f∗] + γ(2− Lγ)
2NBt
σ2
It remains to verify why 0 < ν < 1. Since γ < 1L , it is
easy to see ν > 0. Next, we show 12γµ(1 − Lγ) < 1. By
the smoothness of f(x) (and Fact 3 in Supplement 6.1), we
have
1
2
‖∇f(x)‖2 ≤ L(f(x)− f∗),∀x (7)
By Assumption 2, we have
1
2
‖∇f(x)‖2 ≥ µ(f(x)− f∗),∀x (8)
Inequalities (7) and (8) together imply that µ ≤ L, which
further implies that 12γµ(1−Lγ) ≤ 12γL(1−Lγ) < 1.
Remark 1. Note that by adapting steps (b) and (c) of (5)
in the proof of Lemma 1, i.e., using inequalities with slightly
different coefficients for the squared norm terms, we can
obtain (4) with different ν values. Larger ν variants (with
possibly more stringent conditions on the selection rule of γ)
may lead to faster convergence (but with the same order) of
Algorithm 1. This paper does not explore further in this di-
rection since the current simple analysis is already sufficient
to provide the desired order of convergence/communication.
The suggested finer development on ν can improve the con-
stant factor in the rates but does not improve their order.
Nevertheless, it is worthwhile to point out that the finer
development on ν can be helpful to guide practitioners to
tune Algorithm 1 according to their specific minimization
problems.
The O( 1NT ) convergence with O(log T ) communication
rounds is summarized in Theorem 1.
Theorem 1. Consider problem (1) under Assumptions 1-2.
Let T > 0 be a given constant. If we chooseB1 ≥ 2, γ < 1L
and 1 < ρ < 11−ν , where
4 ν
∆
= 12γµ(1−Lγ), in Algorithm
1, then the final output xt returned by Algorithm 1 satisfies
E[f(xt)− f∗] ≤c1(f(x1)− f
∗)
T 1+δ
+
c2
NT
=O(
1
T 1+δ
) +O(
1
NT
) (9)
where δ ∆= logρ(
1
1−ν )− 1 > 0, c1
∆
= 11−ν
(
B1
ρ−1
)1+δ
, c2
∆
=
ρ2γ(2−Lγ))σ2
(1−(1−ν)ρ)(ρ−1) , and f
∗ is the minimum value of problem
(1).
Proof. See Supplement 6.2.
Remark 2. Since δ > 0, O( 1
T 1+δ
) decays faster than
O( 1NT ) when T is sufficiently large. In fact, we can even
explicitly choose suitable ρ to make δ sufficiently large, e.g.,
we can choose 1 < ρ <
√
1
1−ν to ensure δ > 1 such that
O( 1
T 1+δ
) < O( 1T 2 ). In this case, as long as T ≥ N , which
is almost always true in practice, the error term on the right
side of (29) has order O( 1NT ).
Recall that if f(x) is strongly convex with modulus µ,
then it satisfies Assumption 2 with the same µ by Fact
1. Furthermore, if f(x) is strongly convex with modulus
µ > 0, we know problem (1) has a unique minimizer x∗ and
‖x− x∗‖2 ≤ 2µ (f(x)− f(x∗)) for any x. (See e.g. Fact 4
in Supplement 6.1.) Thus, we have the following corollary
for Theorem 1.
Corollary 1. Consider problem (1) under Assumptions 1
where f(x) is strongly convex with modulus µ > 0. Un-
der the same conditions in Theorem 1, the final output xt
returned by Algorithm 1 satisfies
E[‖xt − x∗‖2] ≤2c1(f(x1)− f(x
∗))
µT 1+δ
+
2c2
µNT
=O(
1
T 1+δ
) +O(
1
NT
) (10)
where δ, c1, c2 are positive constants defined in Theorem 1
and x∗ is the unique minimizer of problem (1).
4It is shown at the bottom of the proof for Lemma 1 that ν is
ensured to satisfy 0 < ν < 1 under the selection γ < 1
L
.
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Algorithm 2 CR-PSGD-Catalyst(f,N, T,y0, B1, ρ, γ)
1: Input: N , T , θ, y0 ∈ Rm, γ , B1 and ρ > 1.
2: Initialize y(0) = y0 and k = 1.
3: while k ≤ b√NT c do
4: Define hθ(x;y(k−1)) using (11). Update y(k) via
y
(k)
= CR-PSGD(hθ(·;y(k−1)), N, b
√
T/Nc,y(k−1), B1, ρ, γ)
5: Update k ← k + 1.
6: end while
Remark 3. Recall that O(1/T ) convergence is optimal
for stochastic strongly convex optimization (Nemirovsky &
Yudin, 1983; Rakhlin et al., 2012) over single node. Since
the convergence of Algorithm 1 scales out perfectly with re-
spect to the number of involved workers and strongly convex
functions are a subclass of functions satisfying the P-L con-
dition, we can conclude the O( 1NT ) convergence attained
by Algorithm 1 is optimal for parallel stochastic optimiza-
tion under the P-L condition. It is also worth noting that we
consider general stochastic optimization (1) such that ac-
celeration techniques developed for finite sum optimization,
e.g., variance reduction, are excluded from consideration.
3. General Non-Convex Minimization
Let f(x) be the (stochastic) objective function in problem
(1). For any given fixed y, define a new function with
respect to x given by
hθ(x;y)
∆
= f(x) +
θ
2
‖x− y‖2 (11)
It is easy to verify that if f(x) is smooth with modulusL and
θ > L, then hθ(x;y) is both smooth with modulus θ+L and
strongly convex with modulus θ − L > 0. Furthermore, if
∇F (x; ζ) are unbiased i.i.d. stochastic gradients of function
f(·) with a variance bounded by σ2, then∇F (x; ζ)+θ(x−
y) are unbiased i.i.d. stochastic gradients of hθ(x;y) with
the same variance.
Now consider Algorithm 2 that wraps CR-PSGD with
an outer-loop that updates hθ(x;y(k−1)) and applies CR-
PSGD to minimize it. Note that hθ(x;y(k−1)) augments
the objective function f(x) with an iteratively updated
proximal term θ2‖x− y(k−1)‖2. The introduction of prox-
imal terms θ2‖x− y(k−1)‖2 is inspired by earlier works
(Gu¨ler, 1992; He & Yuan, 2012; Salzo & Villa, 2012;
Lin et al., 2015; Yu & Neely, 2017; Davis & Grimmer,
2017; Paquette et al., 2018) on proximal point methods,
which solve an minimization problem by solving a se-
quence of auxiliary problems involving a quadratic prox-
imal term. By choosing θ > L in (11), we can en-
sure hθ(x;y(k−1)) is both smooth and strongly convex.
For strongly convex hθ(x;y(k−1)), Theorem 1 and Corol-
lary 1 show that CR-PSGD(N, b√T/Nc,y(k−1), B1, ρ, γ)
can return an O( 1√
NT
) approximated minimizer with only
O(log( TN )) communication rounds. The ultimate goal of
the proximal point like outer-loop introduced in Algorithm 2
is to lift the ”communication reduction” property from CR-
PSGD for non-convex minimization under the restrictive PL
condition to solve general non-convex minimization with
reduced communication. Our method shares a similar phi-
losophy with the “catalyst acceleration” in (Lin et al., 2015)
which also uses a “proximal-point” outer-loop to achieve
improved convergence rates for convex minimization by lift-
ing fast convergence from strong convex minimization. In
this perspective, we call Algorithm 2 “CR-PSGD-Catalyst”
by borrowing the word “catalyst” from (Lin et al., 2015).
While both Algorithm 2 and “catalyst acceleration” use an
proximal point outer-loop to lift desired algorithmic prop-
erties from specific problems to generic problems, they are
different in the following two aspects:
• The “catalyst acceleration” in (Lin et al., 2015; Paque-
tte et al., 2018) is developed to accelerate a wide range
of first-order deterministic minimization, e.g., gradient
based methods and their randomized variants such as
SAG, SAGA, SDCA, SVRG, for both convex and non-
convex cases. In particular, it requires the existence of
a subprocedure with linear convergence for strongly
convex minimization. It is remarked in (Lin et al.,
2015) that whether “catalyst” can accelerate stochastic
gradient based methods for stochastic minimization
in the sense of (Nemirovski et al., 2009)5 remains un-
clear. In contrast, our CR-PSGD-Catalyst can solve
general stochastic minimization, which does not nec-
essarily have a finite sum form, with i.i.d. stochastic
gradients. The used CR-PSGD subprocedure that is
different from linear converging subprocedure used in
(Lin et al., 2015; Paquette et al., 2018).
• The “proximal point” outer loop used in “catalyst accel-
eration” is solely to accelerate convergence (Lin et al.,
2015; Paquette et al., 2018). In contrast, the “proxi-
mal point” outer loop used in our CR-PSGD-Catalyst
provides convergence acceleration and communica-
tion reduction simultaneously. Our analysis is also
significantly different from analyses for conventional
“catalyst acceleration”.
Since each call of CR-PSGD in Algorithm 2 requires only
5For finite sum minimization, it is possible to develop linearly
converging solvers by using techniques such as variance reduction.
However, for general strongly convex stochastic minimization, it is
in general impossible to develop linearly converging stochastic gra-
dient based solver and the fastest possible convergence is O(1/T )
(Rakhlin et al., 2012; Hazan & Kale, 2014; Lacoste-Julien et al.,
2012). That is, stochastic minimization fundamentally fails to
satisfy the prerequisite in (Lin et al., 2015; Paquette et al., 2018).
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O(log( TN )) inter-worker communication rounds and there
are
√
NT calls of CR-PSGD, it is easy to see CR-PSGD-
Catalyst in total uses O(
√
NT log( TN )) communication
rounds. The O(
√
NT log( TN )) communication complex-
ity of CR-PSGD-Catalyst for general non-convex stochas-
tic optimization is significantly less than the O(T ) com-
munication complexity attained by PSGD (Dekel et al.,
2012; Ghadimi & Lan, 2013; Lian et al., 2015) or the
O(N3/4T 3/4) communication complexity required by lo-
cal SGD6 (Yu et al., 2018). The next theorem summarizes
that our CR-PSGD-Catalyst can achieve the fastest known
O(1/
√
NT ) convergence that is previously attained by the
PSGD or local SGD.
Theorem 2. Consider problem (1) under Assumption 1. If
we choose θ > L, B1 ≥ 2, γ < 1θ+L and 1 < ρ < 11−ν ,
where ν ∆= 12γ(θ−L)(1− (θ+L)γ), in Algorithm 2 and if
T ≥ max{N,N( 4c1(θ+L)2(θ−L)2 ) 21+δ , N(c1) 21+δ }, then we have
1√
NT
√
NT∑
k=1
E[‖∇f(y(k))‖2] = O( 1√
NT
)
where {y(k), k ≥ 1} are a sequence of solutions returned
from the CR-PSGD subprocedure.
Proof. For simplicity, we assume
√
NT and
√
T/N are
integers and hence b√NT c = √NT and b√T/Nc =√
T/N . This can be be ensured when T = N3q2 where q
is any integer. In general, even if
√
TN or
√
T/N are non-
integers, by using the fact that 12z ≤ bzc ≤ z for any z ≥ 2,
the same order of convergence can be easily extended to the
case when
√
NT or
√
T/N are non-integers.
Fix k ≥ 1 and consider stochastic minimization
minx∈Rm hθ(x;y(k−1)). Since hθ(x;y(k−1)) is strongly
convex with modulus θ − L > 0, we know hθ(x;y(k−1))
also satisfies the P-L condition with modulus θ − L by Fact
1. At the same time, hθ(x;y(k−1)) is smooth with modulus
θ + L. Note that our selections of B1, γ and ρ satisfy the
condition in Theorem 1 for stochastic minimization under
the P-L condition. Denote y(k)∗
∆
= argmin
x∈Rm
{hθ(x;y(k−1))}.
Recall that y(k) is the solution returned from CR-PSGD
with
√
T/N iterations. By Theorem 1, we have
E[hθ(y(k);y(k−1))− hθ(y(k)∗ ;y(k−1))]
≤ c1
( T
N
)
1+δ
2
E[hθ(y(k−1);y(k−1))− hθ(y(k)∗ ;y(k−1))] + c2√
NT
(12)
6For non-convex optimization, local SGD is more widely
known as periodic model averaging or parallel restarted SGD since
each worker periodically restarts its independent SGD procedure
with a new initial point that is the average of all individual models
(Yu et al., 2018; Wang & Joshi, 2018; Jiang & Agrawal, 2018).
where δ ∆= logρ(
1
1−ν ) − 1 > 0, c1
∆
= 11−ν
(
B1
ρ−1
)1+δ
, and
c2
∆
= ρ
2γ(2−(θ+L)γ))σ2
(1−(1−ν)ρ)(ρ−1) are absolute constants independent
of T .
Since hθ(·;y(k−1)) is smooth with modulus θ+L and y(k)∗
minimizes it, by Fact 3 (in Supplement 6.1), we have
1
2(θ + L)
‖∇hθ(y(k);y(k−1))‖2
≤hθ(y(k);y(k−1))− hθ(y(k)∗ ;y(k−1)) (13)
One the other hand ,we also have
hθ(y
(k−1);y(k−1))− hθ(y(k)∗ ;y(k−1))
(a)
≤ θ + L
2
‖y(k−1) − y(k)∗ ‖2
(b)
≤(θ + L)‖y(k) − y(k)∗ ‖2 + (θ + L)‖y(k) − y(k−1)‖2
(c)
≤ θ + L
(θ − L)2 ‖∇hθ(y
(k);y(k−1))‖2 + (θ + L)‖y(k) − y(k−1)‖2
(14)
where (a) follows from Fact 2 (in Supplement 6.1)
by recalling again that hθ(·;y(k−1)) is smooth with
modulus θ + L and y(k)∗ minimizes it; (b) fol-
lows because ‖y(k−1) − y(k)∗ ‖2 ≤ 2‖y(k) − y(k)∗ ‖2 +
2‖y(k) − y(k−1)‖2, which further follows by applying ba-
sic inequality ‖u− v‖2 ≤ 2‖u‖2 + 2‖v‖2 with u =
y(k) − y(k)∗ and v = y(k) − y(k−1); and (c) follows
because ‖y(k) − y(k)∗ ‖2 ≤ 1(θ−L)2 ‖∇hθ(y(k);y(k−1))‖2,
which further follows from by Fact 5 (in Supplement 6.1) by
noting that hθ(·;y(k−1)) is strongly convex with modulus
θ − L and y(k)∗ minimizes it.
Substituting (13) and (14) into (12) and rearranging terms
yields( 1
2(θ + L)
− c1(θ + L)
(θ − L)2
1
( T
N
)
1+δ
2︸ ︷︷ ︸
∆
=α
)
E[‖∇hθ(y(k);y(k−1))‖2]
≤c1(θ + L)
( T
N
)1+δ
E]‖y(k) − y(k−1)‖2] + c2√
NT
(15)
Note that T ≥ N( 4c1(θ+L)2(θ−L)2 ) 21+δ ensures the term marked
by an underbrace in (15) satisfies α ≥ 14(θ+L) . Thus, (15)
implies that
1
4(θ + L)
E[‖∇hθ(y(k);y(k−1))‖2]
≤c1(θ + L)
( TN )
1+δ
E]‖y(k) − y(k−1)‖2] + c2√
NT
(16)
By the definition of hθ(·;y(k−1)), we have
∇hθ(y(k);y(k−1)) = ∇f(y(k)) + θ(y(k) − y(k−1)).
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This implies that
‖∇f(y(k))‖2 ≤2‖∇hθ(y(k);y(k−1))‖2 + 2θ2‖y(k) − y(k−1)‖2
(17)
Combining (16) and (17) yields
E[‖∇f(y(k))‖2]
≤
( 8c1(θ + L)2
( TN )
1+δ
+ 2θ
2
)
E[‖y(k) − y(k−1)‖2] + 8c2(θ + L)√
NT
(a)
≤
(
8c1(θ + L)
2
+ 2θ
2
)
E[‖y(k) − y(k−1)‖2] + 8c2(θ + L)√
NT
(18)
where (a) follows because ( TN )
1+δ ≥ 1 as long as T ≥ N .
Since T ≥ Nc
2
1+δ
1 ensures
c1
( TN )
1+δ
2
≤ 1, by (12), we have
E[hθ(y(k);y(k−1))− hθ(y(k)∗ ;y(k−1))]
≤E[hθ(y(k−1);y(k−1))− hθ(y(k)∗ ;y(k−1))] + c2√
NT
(19)
Cancelling the common term on both sides and substituting
the definition of hθ(·;y(k−1)) into (19) yields
E[f(y(k)) +
θ
2
‖y(k) − y(k−1)‖2]
≤E[f(y(k−1))] + c2√
NT
(20)
Rewriting this inequality as E[‖y(k) − y(k−1)‖2] ≤
2
θE[f(y
(k−1))− f(y(k))] + 2c2
θ
√
NT
and substituting it into
(18) yields
E[‖∇f(y(k))‖2]
≤2
θ
(
8c1(θ + L)
2 + 2θ2
)
E[f(y(k−1))− f(y(k))]
+
(16c1(θ + L)2
θ
+ 12θ + 8L
) c2√
NT
(21)
Summing this inequality over k ∈ {1, . . . ,√NT} and di-
viding both sides by a factor
√
NT yields
1√
NT
√
NT∑
k=1
E[‖∇f(y(k))‖2]
≤2
θ
(
8c1(θ + L)
2 + 2θ2
)E[f(y(0))− f(y√NT )]√
NT
+
(16c1(θ + L)2
θ
+ 12θ + 8L
) c2√
NT
(a)
≤ 2
θ
(
8c1(θ + L)
2 + 2θ2
)f(y(0))− f∗√
NT
+
(16c1(θ + L)2
θ
+ 12θ + 8L
) c2√
NT
=O(
1√
NT
) (22)
where (a) follows because f∗ is the global minimum of
problem (1).
4. Experiments
To validate the theory developed in this paper, we conduct
two numerical experiments: (1) distributed logistic regres-
sion and (2) training deep neural networks.
4.1. Distributed Logistic Regression
Consider solving an l2 regularized logistic regression prob-
lem using multiple parallel nodes. Let (zij , bij) be the
training pairs at node i, wherezij ∈ Rd are d-dimension
feature vectors and bij ∈ {−1, 1} are labels. The problem
can be cast as follows:
min
x∈Rd
1
N
N∑
i=1
1
Mi
Mi∑
j=1
log(1 + exp(bij(z
T
ijxi)) +
1
2
µ‖x‖2
(23)
where N is the number of parallel workers, Mi are the
number of training samples available at node i and µ is the
regularization coefficient.
Our experiment generates a problem instance with d = 500,
N = 10, Mi = 104,∀i ∈ {1, 2, . . . , N} and µ = 0.001.
The synthetic training feature vectors zij are generated from
normal distribution N (I, 4Id). Assume the underlying clas-
sification problem has a true weight vector xtrue ∈ Rd gen-
erated from a standard normal distribution and then gener-
ate the noisy labels bij = sign(zTijx
true + ξi) where noise
ξi ∼ N (0, 1). Note that the distributed logistic regression
problem (23) is strongly convex and hence satisfies As-
sumption 2. We run Algorithm 2, the classical parallel SGD,
and “local SGD” with communication skipping proposed
in (Stich, 2018) to solve problem (23). For strongly convex
stochastic optimization, all these three methods are proven
to achieve the fast O( 1NT ) convergence. The communi-
cation complexity of these three methods are O(log(T )),
O(T ) and O(
√
NT ), respectively. Our Algorithm 1 has the
lowest communication complexity. In the experiment, we
choose N = 10, T = 10000, x1 = 0, B1 = 2, γ = 0.1
and ρ = 1.1 in Algorithm 1; choose fixed batch size 2 and
learning rate 0.1 in the classical parallel SGD; choose fixed
batch size 2, learning rate 0.1 and the largest communica-
tion skipping interval for which the loss at convergence does
not sacrifice in local SGD. Figures 1 and 2 plot the objective
values of problem (23) versus the number of SFO access
and the number of communication rounds, respectively. Our
numerical results verify that Algorithm 1 can achieve sim-
ilar convergence as existing fastest parallel SGD variants
with fewer communication rounds.
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Figure 1. Distributed logistic regression: loss v.s. number of SFO
access.
Figure 2. Distributed logistic regression: loss v.s. number of com-
munication rounds.
4.2. Training Deep Neural Networks
Consider using deep learning for the image classification
over CIFAR-10 (Krizhevsky & Hinton, 2009). The loss
function for deep neural networks is non-convex and typ-
ically violates Assumption 2. We run Algorithm 2, the
classical parallel SGD, and “local SGD” with communi-
cation skipping in (Stich, 2018; Yu et al., 2018) to train
ResNet20 (He et al., 2016) with 8 GPUs. It has been shown
that the “local SGD”, also known as parallel restarted SGD
or periodic model averaging, can linearly speed up the par-
allel training of deep neural networks with significantly less
communication overhead than the classical parallel SGD
(Yu et al., 2018; Lin et al., 2018; Wang & Joshi, 2018; Jiang
& Agrawal, 2018). For both parallel SGD and local SGD,
the learning rate is 0.1, the momentum is 0.9, the weight
decay is 1e− 4, and the batch size at each GPU is 32. For
local SGD, we use the largest communication skipping in-
terval for which the loss at convergence does not sacrifice.
For Algorithm 2, we use B1 = 32, ρ = 1.02 and γ = 0.1.
In our experiment, each iteration of Algorithm 2 executes
CR-PSGD (Algorithm 1) to access one epoch of training
data at each GPU. That is, the T parameter in each call of
Algorithm 1 is 50000. The Bτ parameter in Algorithm 1
stop growing when it exceeds 512.
Figure 3. Training deep neural networks: loss v.s. number of SFO
access.
Figure 4. Training deep neural networks: loss v.s. number of com-
munication rounds.
5. Conclusion
In this paper, we explore the idea of using dynamic batch
sizes for distributed non-convex optimization. For non-
convex optimization satisfying the Polyak-Lojasiewicz (P-
L) condition, we show using exponential increasing batch
sizes in parallel SGD as in Algorithm 1 can achieve O( 1NT )
convergence using only O(log(T )) communication rounds.
For general stochastic non-convex optimization (without
P-L condition), we propose a Catalyst-like algorithm that
can achieve O( 1√
NT
) convergence with O(
√
TN log( TN ))
communication rounds.
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6. Supplement
6.1. Basic Facts
This section summarizes several well-known facts for smooth and/or strongly convex functions. For the convenience to the
readers, we also provide self-contained proofs to these facts.
Recall that if φ(x) is a smooth function with modulus L > 0, then we have φ(y) ≤ φ(x) + 〈∇φ(x),y − x〉+ L2 ‖y − x‖2
for any x and y. This property is known as the descent lemma for smooth functions, see e.g., Proposition A.24 in (Bertsekas,
1999). The next two useful facts follow directly from the descent lemma.
Fact 2. Let φ : Rm 7→ R be a smooth function with modulus L. If x∗ is a global minimizer of f over Rm, then
φ(x)− φ(x∗) ≤ L
2
‖x− x∗‖2, ∀x (24)
Proof. By the descent lemma for smooth functions, for any x, we have
φ(x) ≤φ(x∗) + 〈∇φ(x∗),x− x∗〉+ L
2
‖x− x∗‖2
(a)
=φ(x∗) +
L
2
‖x− x∗‖2
where (a) follows from∇φ(x∗) = 0.
Fact 3. Let φ : Rm → R be a smooth function with modulus L. We have
1
2L
‖∇φ(x)‖2 ≤ φ(x)− φ∗, ∀x (25)
where φ∗ is the global minimum of φ(x).
Proof. By the descent lemma for smooth functions, for any x,y ∈ Rn, we have
φ(y) ≤φ(x) + 〈∇φ(x),y − x〉+ L
2
‖y − x‖2
(a)
=φ(x) +
L
2
‖y − x+ 1
L
∇φ(x)‖2 − 1
2L
‖∇φ(x)‖2
where (a) can be verified by noting that ‖y − x+ 1L∇f(x)‖2 = ‖y − x‖2 + 2L 〈∇φ(x),y − x〉+ 1L2 ‖∇φ(x)‖2.
Minimizing both sides over y ∈ Rm yields
φ∗ ≤ φ(x)− 1
2L
‖∇φ(x)‖2
Recall that if smooth function φ(x) is strongly convex with modulus µ > 0, then we have φ(y) ≥ φ(x) + 〈∇φ(x),y −
x〉+ µ2 ‖y − x‖2 for any x and y. The next two useful facts follow directly from this inequality.
Fact 4. Let smooth function φ : Rm 7→ R be strongly convex with modulus µ > 0. If x∗ is the (unique) global minimizer of
f over Rm, then
φ(x)− φ(x∗) ≥ µ
2
‖x− x∗‖2, ∀x (26)
Proof. By the strong convexity of φ(x), for any x, we have
φ(x) ≥φ(x∗) + 〈∇φ(x∗),x− x∗〉+ µ
2
‖x− x∗‖2
(a)
=φ(x∗) +
µ
2
‖x− x∗‖2
where (a) follows from∇φ(x∗) = 0.
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Fact 5. Let smooth function φ : Rm → R be strongly convex with modulus µ > 0. If x∗ is the (unique) global minimizer of
φ(x) over Rm, then
‖∇φ(x)‖ ≥ µ‖x− x∗‖, ∀x (27)
Proof. By Fact 4, we have
φ(x)− φ(x∗) ≥ µ
2
‖x− x∗‖2, ∀x
By Fact 1 and the definition of P-L condition, we have
1
2
‖∇φ(x)‖2 ≥ µ(φ(x)− φ(x∗), ∀x
Combining these two inequalities yields the desired result.
Both Fact 4 and Fact 5 are restricted to strongly convex functions. They can be possibly extended to smooth functions
without strong convexity. A generalization of (26) is known as the quadratic growth condition. Similarly, a generalization of
(27) is known as the error bound condition. In general, both (26) and (27), where x∗ should be replaced by PX∗ [x], i.e., the
projection of x onto the set of minimizers for φ(x) when φ(x) does not have a unique minimizer, can be proven to hold as
long as smooth φ(x) satisfies the P-L condition with the same modulus µ. See Supplement A in (Karimi et al., 2016) for
detailed discussions.
6.2. Proof of Theorem 1
Fix T > 1. Let xt be the solution returned by Algorithm 1 when it terminates. According to the “while” condition in
Algorithm 1, we must have
∑t−1
τ=0bρτB1c ≥ T , which further implies
∑t−1
τ=0 ρ
τB1 ≥ T . Simplifying the partial sum of
geometric series and rearranging terms yields
t ≥ logρ
(
T (ρ− 1)
B1
+ 1
)
(a)
≥ logρ
(
(ρ− 1) T
B1
)
= log 1
ρ
(
B1
T (ρ− 1)
)
(28)
where (a) follows because ρ > 1.
By Lemma 1, for all τ ∈ {1, 2, . . . , t− 1}, we have
E[f(xτ+1)− f∗]
≤(1− ν)E[f(xτ )− f∗] + γ(2− Lγ)
2NBτ
σ2
(a)
≤ (1− ν)E[f(xτ )− f∗] + γ(2− Lγ)σ
2
NB1
1
ρτ−1
where (a) follows by recalling Bτ = bρτ−1B1c and noting bzc > 12z as long as z ≥ 2.
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Recursively applying the above inequality from τ = 1 to τ = t− 1 yields
E[f(xt)− f∗]
≤(1− ν)t−1 (f(x1)− f∗) + γ(2− Lγ)σ
2
NB1
t−2∑
τ=0
(1− ν)τ (1
ρ
)t−2−τ
=(1− ν)t−1 (f(x1)− f∗) + γ(2− Lγ)σ
2
NB1
(
1
ρ
)t−2
t−2∑
τ=0
((1− ν)ρ)τ
(a)
≤ (1− ν)t−1 (f(x1)− f∗) + γ(2− Lγ)σ
2
NB1
(
1
ρ
)t−2
1
1− (1− ν)ρ
(b)
≤(1− ν)log 1ρ (
B1
T (ρ−1) ) 1
1− ν (f(x1)− f
∗)) +
γ(2− Lγ)σ2
N
1
1− (1− ν)ρ
ρ2
T (ρ− 1)
(c)
=
( B1
T (ρ− 1)
)log 1
ρ
(1−ν) 1
1− ν (f(x1)− f
∗) +
ρ2γ(2− Lγ)σ2
(1− (1− ν)ρ)(ρ− 1)
1
NT
=
1
1− ν (f(x1)− f
∗)
( B1
ρ− 1
)log 1
ρ
(1−ν) 1
T
log 1
ρ
(1−ν) +
ρ2γ(2− Lγ)σ2
(1− (1− ν)ρ)(ρ− 1)
1
NT
(d)
=
1
1− ν (f(x1)− f
∗)
( B1
ρ− 1
)logρ( 11−ν ) 1
T logρ(
1
1−ν )
+
ρ2γ(2− Lγ)σ2
(1− (1− ν)ρ)(ρ− 1)
1
NT
(29)
where (a) follows by simplifying the partial sum of geometric series and noting that (1−ν)ρ < 1; (b) follows by substituting
(28) and noting that 0 < 1 − ν < 1 and 0 < 1ρ < 1; (c) follows by noting that log 1ρ
(
B1
T (ρ−1)
)
=
log1−ν
(
B1
T (ρ−1)
)
log1−ν
(
1
ρ
) =
log 1
ρ
(1− ν) log1−ν
(
B1
T (ρ−1)
)
= log1−ν
((
B1
T (ρ−1)
)log 1
ρ
(1−ν))
; and (d) follows from log 1
ρ
(1− ν) = logρ( 11−ν ).
