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Notation
Unless indicated otherwise, scalar quantities have symbols in standard type, whereas vectors
and column or row matrices have symbols in bold type. Tensors and matrices are identified
by symbols in sans serif bold type and for indices and other integer numbers normal sans serif
type is used. Scalar quantities that are combined to a vector or to a row or column matrix are
put in braces. Brackets denote that scalars or vectors are assembled to form a two-dimensional
matrix.
Scalar quantities
Symbol Quantity [ Unit ]
a width of an intersection region [ m ]
A cross-sectional area [ m2 ]
c1 first Sutherland constant [ kgms√K ]
c2 second Sutherland constant [ K ]
cA lift coefficient [ − ]
cM pitching moment coefficient [ − ]
cp pressure coefficient [ − ]
cW drag coefficient [ − ]
etot specific total energy [ Nmkg ]
E Young’s modulus [ N
m2
]
f arbitrary factor or variable
f frequency [ Hz ]
h shape function
I action functional
k wave number [ 1
m
]
l length [ m ]
lν mean aerodynamic chord [ m ]
L Lagrangian function
(L, M, N) moment components (LN9300) [ Nm ]
m mass [ m ]
Ma Mach number [ − ]
Continued on next page.
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Continued from previous page.
Symbol Quantity [ Unit ]
Pr Prandtl number [ − ]
p pressure [ N
m2
]
(p, q, r) angular velocity components (LN9300) [ rad
s
]
q dynamic pressure [ N
m2
]
qb body energy supply density [ Nmkg s ]
r radius [ m ]
rK Rayleigh damping constant [ s ]
rM Rayleigh damping constant [ 1s ]
R specific gas constant [ Nm
kgK
]
Re Reynolds number [ − ]
s interpolation function
S surface [ m2 ]
t time [ s ]
T temperature [ K ]
T kinetic energy [ Nm ]
T oscillation period [ s ]
U potential energy [ Nm ]
(u, v, w) velocity components [ m
s
]
V volume [ m3 ]
w weight [ − ]
W work of external loads [ Nm ]
(x, y, z) cartesian coordinates [ m ]
(X, Y, Z) force components (LN9300) [ N ]
y wall-normal coordinate [ m ]
α angle of attack [ rad ]
β sideslip angle [ rad ]
β Newmark parameter [ − ]
γ ratio of specific heats [ − ]
γ Newmark parameter [ − ]
γ shear angle [ rad ]
γ climb angle [ rad ]
Γ boundary surface [ m2 ]
δ support radius [ m ]
δstat static stability margin [ − ]
ζ rudder deflection [ rad ]
ζ damping ratio [ − ]
η elevator deflection [ rad ]
Continued on next page.
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Continued from previous page.
Symbol Quantity [ Unit ]
Θ pitch angle [ rad ]
λ heat conductivity [ m2
s
]
µ dynamic viscosity [ kg
ms
]
ν Poisson number [ − ]
ν shifted eigenvalue [ s2 ]
ξ aileron deflection [ rad ]
̺ density [ kg
m3
]
σ shift of modified eigenvalue problem [ rad2
s2
]
τ pseudo-time [ − ]
τ shear stress [ N
m2
]
φ radial basis function
φ bank angle [ rad ]
φ phase shift [ rad ]
Ψ azimuth angle [ rad ]
ω eigenfrequency [ rad
s
]
Ω control volume [ m3 ]
Vector quantities
Symbol Quantity [Unit ]
a acceleration [ m
s2
]
A lift [ N ]
A Newmark vector of second time deriva-
tives
b distributed body load
C array of trim variables
D artificial dissipation vector
e orthonormal basis vector
f point load
F generalised nodal loads
F net flux vector
g gravitational acceleration [ m
s2
]
G source term vector
L angular momentum [Nms]
m column matrix of monomials
Continued on next page.
xii Notation
Continued from previous page.
Symbol Quantity [Unit ]
n unit normal vector [ − ]
q heat flux [ mK
s
]
q unit vector [ − ]
P momentum [ Ns ]
r position vector [ m ]
R residual vector
s distributed surface load
S wetted surface coordinates [ m ]
T thrust [ N ]
u generalised displacement
u flow velocity [ m
s
]
U generalised nodal displacements
v velocity [ m
s
]
V Newmark vector of first time derivatives
W flow state vector
x position vector [ m ]
X Newmark state vector
α local interpolation coefficients
β global interpolation coefficients
ε strain vector [ − ]
η modal amplitudes [ − ]
ς stress vector [ N
m2
]
φ rotation angles [ rad ]
φ eigenvector
ϕ deformational rotation [ rad ]
ξ natural coordinates
χ position vector [ m ]
ω angular velocity [ rad
s
]
Matrix quantities
Symbol Quantity [ Unit ]
A coefficient matrix of the normal equations
A coefficient matrix of the trim problem
B strain-displacement matrix
Continued on next page.
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Continued from previous page.
Symbol Quantity [ Unit ]
B weighted Vandermonde matrix
C structural damping matrix
C coefficient matrix
D material matrix
E identity matrix
F flux tensor
H matrix of shape functions
J Jacobian matrix
K stiffness matrix
M mass matrix
P projection matrix
Q basis matrix
R rotation matrix
ǫ strain tensor [ − ]
Θ inertia tensor [kgm2 ]
σ stress tensor [ N
m2
]
τ viscous stress tensor [ N
m2
]
Φ least-squares weighting matrix
Ω skew-symmetric rotation matrix [ rad
s
]
Ω
2 diagonal matrix of eigenvalues [
(
rad
s
)2
]
Subscripts and Superscripts
•c convective contribution
•d dissipative contribution
•∗ undeformed
•∗ unit deflection
•′ inertial frame
•¯ average value
•¯ given functional value
•˜ turbulent fluctuation
•˜ normalised value
•ˆ reconstructed functional value
•ˆ oscillation amplitude
•˘ predictor step value
•˘ value before under-relaxation
Continued on next page.
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Continued from previous page.
•B boundary
•corr corrective
•eff effective
•E elastic
•F loads
•F free nodal degree of freedom
•FB fishbone
•G gust
•L longitudinal
•lin linear
•max maximum
•min minimum
•NP neutral point
•p polar moment of inertia
•P linear momentum
•P prescribed nodal degree of freedom
•P element proper value
•ref reference value
•rel relative
•res residual
•R rigid body motion
•S lateral
•S element Steiner value due to parallel axis theorem
•t turbulent
•tip wing tip
•tot total
•U deformations
•Γ surface
•Ω volume
•∞ far field value
•0 relative to centre of gravity
Acronyms
ACM Aeroelastic Coupling Module
ALE Arbitrary Lagrangian Eulerian
BFF Body Freedom Flutter
CFD Computational Fluid Dynamics
Continued on next page.
xv
Continued from previous page.
CSD Computational Structural Dynamics
ECS Element Coordinate System
ETW European Transonic Windtunnel
FE Finite Element
FEAFA Finite Element Analysis for Aeroelasticity
FIE Finite Interpolation Elements
GCS Geodesic Coordinate System
GSB Global Spline-Based interpolation
HIRENASD High Reynolds Number Aero-Structural Dynamics
HTP Horizontal Tailplane
LCS Laboratory Coordinate System
LEA Linearized Explicit Algebraic
LEM Linearized Equations of Motion
LN9300 German aviation standard 9300
MLS Moving Least-Squares
MUGRIDO Multiblock Grid Deformation Tool
RANS Reynolds-Averaged Navier-Stokes
RB-ACM Rigid Body version of the Aeroelastic Coupling Module
RBF Radial Basis Function
RCS Reference Coordinate System
REMFI Rear Fuselage and Empennage Flow Investigation
RMS Root Mean Square
SA original Spalart-Allmaras
STDA-ACM Standalone-module of the Aeroelastic Coupling Module
UHCA Ultra High Capacity Aircraft
VTP Vertical Tailplane

11. Introduction
The present dissertation covers the development and application of a numerical method for
the time-accurate coupled aerodynamic and structural simulation of free-flying elastic aircraft,
bringing together the fields of aeroelasticity and flight mechanics.
1.1. Classification of Aeroelastic Problems
Collar [30] defines “Aeroelasticity” as
. . . the study of the mutual interaction that takes place within the triangle of the
inertial, elastic, and aerodynamic forces acting on structural members exposed to
an airstream, and the influence of this study on design.
This force triangle is depicted in Fig. 1.1 and will be used to outline the project. The right edge
of the triangle represents the interaction between inertial loads and aerodynamic loads. This is
  
Aerodynamic
loads
Control surface
efficiency,
stat. divergence,
stat. stability,
lift distribution
Elastic loads
Flutter, galloping,
buffeting,
dyn. stability,
dyn. response
Mechanical
vibrations
Inertial loads
Steady aeroelasticity
Unsteady
aeroelasticity
Rigid body
flight mechanics
Figure 1.1.: Force triangle as set forth by Collar [30] (Image modified after Försching [49].).
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the classical domain of flight mechanics. The equations of motion describe the movement of an
unrestrained rigid body, on which aerodynamic and weight loads act. Whenever these are not
in balance, changes in the linear and angular velocity will result. Given suitable aerodynamic
models, the static and dynamic stability of an aircraft and its dynamic response to external ex-
citation can be determined.
The lower edge of the force triangle is occupied by the mechanical vibrations, which do not
offer any novel insight by themselves. The left edge though stands for steady aeroelastic cou-
pling, characterised by an equilibrium between external aerodynamic loads and internal elastic
structural loads. If no such equilibrium exists for a given flight state, static divergence occurs,
leading to catastrophic structural failure. If an equilibrium does exist, it will result in a dif-
ferent surface pressure distribution and thus in a different lift distribution as compared to the
undeformed configuration. Aeroelasticity hence also affects static stability. Moreover, if the
structure is sufficiently flexible, a control surface deflection might cause structural deforma-
tions large enough to diminish or even reverse the intended aerodynamic effect.
All three corners of the triangle taken together make up unsteady aeroelastic coupling. Flutter
and galloping are different kinds of self-induced periodic motions, in which the aerodynamic
loads amplify certain natural vibration modes of the structure, potentially up to causing its de-
struction. Buffeting is a forced structural oscillation resulting from fluctuations in aerodynamic
loads due to flow separation or shocks. Dynamic response and dynamic stability are two aspects
of particular importance to free-flying aircraft. If an unrestrained aircraft is modelled as elastic,
its rigid body motion can couple with its elastic deformation, altering its response to external
excitations and its return to an equilibrium condition.
Unsteady simulations can either be carried out in the frequency domain or in the time domain.
Frequency domain analysis effectively casts simulation as a measurement and control problem.
The coupled system is represented by a set of transfer functions. Its answer to external excita-
tions, for instance by control inputs or by gusts, can readily be evaluated for a whole range of
frequencies. However, such a transformation requires the linearisation of the problem about a
steady state and only allows small departures from this reference state to be considered. The
unrestrained flight of an elastic aircraft is inherently non-linear, with non-linearities emanating
both from each field in itself and from the coupling between the fields. Pertinent phenomena
include
• flow separation, shocks, and shock-boundary layer interaction.
• geometrical and physical non-linearities in case of large structural deformations.
• non-linear terms in the rigid body laws of motion.
• changes in the moments of inertia due to structural deformation.
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• additional structural loads, stiffness and damping entries generated by rigid body rotation.
• time delay effects associated with the finite velocity of flow disturbances travelling along
the aircraft’s length.
Compared to frequency domain analysis, simulations in the time domain are computationally
more expensive by several orders of magnitude. The coupled problem has to be integrated over
large time intervals, with fairly small time steps, each physical time step needing a large amount
of wall clock time. In principle, this approach allows any non-linearity to be included in the
numerical model, but only recently faster computers have made this approach feasible at all.
1.2. Motivation
The civilian aircraft industry faces the necessity to reduce aircraft fuel consumption while in-
creasing flight safety levels and maintaining passenger comfort. Furthermore, competition on
the aircraft market forces manufacturers to accelerate design cycles and to reduce the costs of
the actual development. This twofold pressure has brought about the widespread adoption of
numerical prediction methods during all stages of the design process. Computational Fluid
Dynamics (CFD) for the numerical prediction of the flow field about aircraft configurations
are of special interest to the industry. These methods have matured to a point where they are
not merely complementing costly wind tunnel test campaigns, but indeed partially supplanting
them (cf. Rossow and Kroll [114]). Simultaneously, improvements in structural analysis meth-
ods and in material sciences have led to lighter aircraft frames with greater inherent elasticity.
Aeroelastic coupling effects now definitely have to be considered in the design process and duly
have to be captured by the numerical prediction methods.
Aeroelastic simulation codes usually assume that the considered configuration is supported at
some material point. This premise greatly simplifies the solution of the structural problem and
thus allows a relatively straightforward computation of the mutual influence between an air-
craft’s aerodynamics and its structural dynamics. However, the third major field of aeronautics
– flight mechanics – is excluded from consideration. This presents a significant shortcoming
for large aircraft, specifically for Ultra High Capacity Aircraft (UHCA) like the Airbus A380.
As described by Försching [50], with increasing aircraft size the frequencies of the lowest elas-
tic modes approach the frequencies of the flight mechanical modes, especially the short-period
mode. New possibilities for modal coupling arise which cannot be calculated by using a re-
strained structural model. Also, the additional acceleration and angle components due to struc-
tural deformation might be picked up by accelerometers or gyros and fed into the flight control
system. Schmidt and Raney [118] even report involuntary pilot control inputs in flight simulator
experiments with an elastic aircraft configuration. The interaction of aeroelasticity with aircraft
guidance and control is categorised as “Aeroservoelasticity” and has to be taken into account
when establishing the control laws.
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Departing from the previously outlined two-field approach comprising aerodynamics and struc-
tural dynamics, flight mechanics have to be integrated into the simulation procedure, resulting
in a third field (or even a fourth one, if flight dynamics and flight guidance are counted sepa-
rately). Other possible applications of such an expanded methodology include the estimation of
unsteady gust loads and their alleviation or the determination of control responsiveness. Steady
simulations of unrestrained aircraft can be used to assess other aeroservoelastic effects like rud-
der reversal or to predict the trim drag component under steady flight conditions.
1.3. Historical Overview and Current State of Research
Both flight mechanics and aeroelasticity have been studied almost since the beginning of pow-
ered heavier-than-air flight. Indeed, the concept of linear stability derivatives, fundamental to
flight mechanics, was already introduced in 1911 by Bryan [24]. Early aircraft designs were fre-
quently beset by static divergence and flutter problems, spurring almost simultaneous interest in
aeroelasticity [21, 72]. Initially, above two fields could safely be investigated separately. Small
wing spans, the lack of wing sweep and structural layouts rigid by today’s standards limited
aeroelastic effects. On the one hand, for purposes of stability analysis the aircraft could safely
be regarded as perfectly rigid. On the other hand, during aeroelastic analysis the model of the
aircraft was restrained at some material point, implying a constant flight path.
With the invention of the jet engine, flight speeds approached the transonic regime, charac-
terised by local portions of the flow field with flow velocities exceeding the speed of sound.
The resulting compressibility effects were counteracted by introducing wing sweep and thinner
airfoils, both of which can considerably amplify aeroelastic coupling effects. Regarding flight
mechanics, the emergence of shocks affects an aircraft’s stability, as it alters the lift distribution
and shifts the centre of lift. Furthermore, the greater propulsion afforded by jet engines made
larger aircraft designs feasible, which reduced the frequency ratio between wing bending oscil-
lations and aerodynamic rigid body modes such as the short-period mode.
Consequently, serious efforts to gain insight into the mutual interaction between aeroelastic-
ity and flight mechanics began with the advent of transonic flight. Computers were still in
their infancy and time-domain simulations were not in reach. Instead, each field was modelled
with linear transfer elements and calculations were carried out in the frequency or Laplace do-
main; an approach borrowed from “pure” flight mechanics neglecting coupling effects (detailed
explanations can be found in textbooks on flight mechanics, e.g. Etkin and Reid [39] or Brock-
haus [22]).
In their classical 1955 textbook on aeroelasticity, Bisplinghoff, Ashley and Halfman [17] demon-
strate a frequency domain analysis procedure for an aircraft under gust loads, with the wing-
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bending modes and the rigid body plunge movement as degrees of freedom. Another typical
example is the analysis carried out by Donegal and Huss for the B-47 bomber [32, 63]. Initially,
aerodynamic forces were often not modelled at all, but suitably identified and condensed from
flight test data [37]. One decade later, in the early seventies, linearised potential solvers could
be incorporated in the simulation loop as aerodynamic models. While allowing the problem to
be investigated in the frequency domain, the assumptions underlying the linearisation limited
the spectrum of applicability to subsonic or supersonic cases [74], excluding the Mach number
range most relevant to civil aviation. The program implemented by Dusto et al. [36] is repre-
sentative of this solution method. Transonic Doublet Lattice methods [77] and fine-tuning with
CFD results, as proposed by Kier et al. [67], have meanwhile extended this approach into the
transonic regime. Frequency-domain approaches continue to be studied to date, exemplified by
the recent dissertations by Michael [85], Siepenkötter [130] and Teufel [135].
In his seminal report, Milne [89] reexamines the problem from a continuum mechanics point
of view and introduces the concept of inertially decoupled body axes, the “mean” axes. Taking
up this idea, Waszak and Schmidt [139] employ linear aerodynamic strip theory and solve the
coupled equations of motion of the elastic aircraft using Lagrangian mechanics. Silvestre and
Luckner [131] base their simulation method on that of Waszak and Schmidt and apply it to a mo-
torised glider. A similar method is put forward by Olsen [93]. Together with Tuzcu, Meirovitch
develops a unified approach also based on Lagrangian quasi-coordinates [82, 83, 138]. Interest-
ingly, these authors recently have rejected the use of mean axes on the grounds that uninformed
application can lead to spurious decoupling of elastic and rigid body motion [84]. Their crit-
icism, however, particularly aims at several published frequency domain investigations. Pala-
cios et al. [95] examine the coupling between rigid body motion and aeroelasticity for glider-like
aircraft with large, slender wings experiencing large deformations. Drela [34, 35] describes a
unified algorithm incorporating a fully non-linear structural beam formulation.
Unified formulations generally result in state-space notations destined for frequency domain
analysis. The equations governing the aerodynamic loads, the structural deformation and the
rigid body movement are solved simultaneously, and by a single program. At the beginning
of the 21st century computing power and the speed of numerical solvers had increased enough
to put time domain simulations with non-linear aerodynamics in reach. Fornasier et al. [51]
are among the first to employ a solver of the time-dependant Euler equations in this context.
It is part of a simulation environment to simulate the guided motion of a highly manoeuvrable
elastic aircraft. Even though this manner of including flight mechanics into the simulation loop
does not amount to true flight mechanics, it is one of the first instances when proper CFD are
utilised to capture non-linearities of the flow field. Even earlier, Farhat et al. [41] have created
a comparable simulation environment with an Euler solver, which actually allows the time inte-
gration of the rigid body motion. Their results presented for the pull-up manoeuvre of a generic
fighter aircraft, though, are also only obtained with a prescribed trajectory. Spieck, Krüger
and Arnold [133] as well as Schütte et al. [123] present different simulation environments cou-
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pling multibody analysis with the TAU Navier-Stokes solver of the German Aerospace Center
(Deutsches Zentrum für Luft- und Raumfahrt - DLR). Nitzsche and Gardner [91] set up yet
another simulation environment with TAU to investigate the steady load distribution on a free-
flying trimmed Airbus A340. Cavagna et al. [27] outline the coupling of a multibody analysis
code with the flow solver program Edge. Boucke [18] and Hanke [56] simulate the flight of
an elastic missile using the DLR Navier-Stokes solver FLOWer. Hanke links back to linear
aerodynamic methods and frequency-domain analysis by extracting stability derivatives from
the simulation results.
1.4. Research Objectives and Thesis Outline
The thesis at hand delineates the conception, implementation and application of a computational
method for the coupled time-domain simulation of flight dynamics, aerodynamics and structural
dynamics. For this purpose a partitioned approach is employed with dedicated solvers for each
field. Even though a monolithic or unified formulation implying the simultaneous solution of
all differential equations involved is possible, at least in principle, it does not seem particularly
convenient. The partitioned approach has a significant advantage: If the coupling interface is
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Figure 1.2.: Scheme of the mutual interaction between the flow field, the structural deformation
and the rigid body movement.
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modular, the partitioned approach facilitates the replacement of the solvers for each field by
alternative ones. The development of the individual components can thus be left to specialised
groups. Advances in each field can readily be incorporated into the coupled scheme. This
appears especially beneficial regarding flow solvers, as intense research efforts are devoted to
CFD and here major progress in speed and accuracy occurs regularly. Moreover, with a par-
titioned approach the resulting coupled simulation method should be open to later extension.
The partitioned approach requires an explicit coupling and synchronisation between all fields,
though. With the inclusion of rigid body movement, a number of further issues has to be tackled
to ensure the correct simulation of the three-field problem. The interaction between the fields is
sketched in Fig. 1.2 and is outlined as follows.
For the determination of the structural deformation generally Finite Element (FE) analysis is
employed. Especially for unsteady cases a fully linear formulation is recommended. It permits
the application of modal analysis and the deformation can then be expressed as a superposition
of structural eigenvectors. The linearisation restricts the method’s validity to small strains and
to displacements which are small compared to the dimensions of the considered configuration.
For transport aircraft this does not seem an undue limitation, as wing tip displacements usually
are less than ten percent of the wing semi-span. This does not have to be the case for gliders
or reconnaissance airplanes with extremely slender wings. However, with unrestrained config-
urations linearised FE solvers demand the separation of the small elastic deformations from the
large rigid body movement. Distinct solvers have to be provided and a reference frame mov-
ing with the aircraft has to be introduced. The so-called “laboratory” frame should be chosen
in such a manner that the elastic deformation does not contribute to the angular and the linear
momentum in the inertial frame. This is fulfilled by adopting Milne’s mean axes system [89].
The introduction of such a moving reference frame entails the subtraction of inertial forces and
moments from the aerodynamic loads. If the resulting structural deformations are large enough,
the change in the inertial properties becomes appreciable and should be considered during the
time-integration of the rigid body motion.
The rigid body movement, of course, also interacts with the flow field. The changing flow
incidence vector has to be communicated to the CFD solver. The rigid body rotation generates
additional velocity components. Here again, a moving reference frame has to be chosen. It
might differ from the mean axes system, but it should limit the magnitude of the deformations
imparted to the CFD volume mesh, so as to accommodate the moving and deforming CFD sur-
face mesh, which is the numerical representation of the wetted surface.
Whereas these issues are specific to unrestrained configurations, the question of projecting
loads and deformations between wetted surface and structural model also arises with restrained
models. In case the wetted surface does not coincide with the surface of the structural model,
suitable assumptions have to be made to bridge the spatial gap between the numerical models.
For unsteady computations the solution of any one field at a given time step depends on the un-
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known solutions of the other fields. Therefore, the solvers not only have to be coupled in space
but also in time, meaning they have to be synchronised. This has to be done in a way that is
conservative so that energy is neither created nor destroyed during the information interchange.
The above coupled simulation method was not built from scratch, but rather constitutes an ex-
pansion to an existing aeroelastic program package. This has been developed at RWTH Aachen
University during the last decade and initially just covered the two-field interaction between
fluid dynamics and structural dynamics. The program package, henceforth denoted as “Aeroe-
lastic Coupling Module” (ACM), was conceived at the Department of Mechanics (Lehr- und
Forschungsgebiet für Mechanik - LFM) within the framework of the Collaborative Research
Centre 401 (Sonderforschungsbereich 401 - SFB 401) [8, 122]. Work has been carried on at
the Chair for Computational Analysis of Technical Systems (CATS). As already indicated, the
ACM follows a partitioned approach by coupling dedicated solvers for the solution of the time-
dependent flow field and structural deformation, as set forth in the dissertations of Boucke [18],
Braun [20] and Reimer [109]. The ACM has been extensively validated against steady and un-
steady wind tunnel experiments with restrained models, both in SFB 401 [105] and in parallel
projects, e.g. “High Reynolds Number Tools and Techniques” (HiReTT) [112], “Rear Fuselage
and Empennage Flow Investigation” (REMFI) [1] and “High Reynolds Number Aero-Structural
Dynamics” (HIRENASD) [9, 106, 108]. On account of the proven accuracy of the ACM the
following work builds on a solid basis. In order to enable the ACM to simulate unrestrained
configurations a solver for the rigid body motion had to be devised and coupled to the existing
ones. The already outlined dependencies between individual solvers had to be resolved by pro-
viding adequate coupling interfaces. Besides, such an extension requires a number of ancillary
components, e.g. for the reading of user-defined simulation parameters, for the output of results
and for the storage of restart data for the continuation of simulations runs.
The present thesis will take the following outline: In Chapter 2 the background information
to the solvers for the flow field, for the structural deformation and for the rigid body motion is
set out. Then the coupling between the individual fields will be addressed together with ques-
tions regarding its actual implementation. Chapter 3 deals with the validation of the coupled
method, Chapter 4 with its application to a generic UHCA. Finally, a summary is given together
with an outlook on possible future work.
92. Method
In this chapter the computational methods as employed here for the simulation of flexible free-
flying aircraft are explained. Following the partitioned approach of the ACM, dedicated solvers
are used to obtain the flow solution, the structural solution and the solution of the rigid body
equations of motion. A brief overview of the partitioned solution scheme for the aeroelastic
interaction of unrestrained configurations was given in the introduction in Chapter 1.4. An
outline of the program structure and the principal interactions between its components shall
be given here. In Fig. 2.1 the program structure for the simulation of configurations without
rigid body degrees of freedom is depicted as already existent at the outset of the current work.
The principal components are the flow solver on the one hand and the structural solver on the
other hand. The dashed line symbolises the interface between flow solver and ACM. The data
exchange comprises two steps. First, when the ACM is called, the load incidence points and
their aerodynamic surface forces F CFD are passed over from the flow solver to the ACM. They
are projected onto the structure and the resulting structural deformations are computed by the
structural solver. Next, the ACM performs the projection of the deformations back onto the
wetted surface and returns the coordinates of the deformed wetted surface SCFD back to the
flow solver. The deformed surface mesh has to be matched by a consistent deformation of the
CFD volume mesh; a dedicated mesh deformation tool is called upon for this purpose. This
concludes one aeroelastic coupling step, and the flow solver can resume.
Aeroelastic Flow Solver
Flow Solver
Mesh Defo. Tool Structural Solver
F CFD
SCFD
Figure 2.1.: Scheme of the program structure for the aeroelastic simulation of restrained con-
figurations.
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top: Time integration of the rigid body motion.
centre: Steady trim of an unrestrained configuration.
bottom: Prescribed rigid body motion.
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For the extension to unrestrained configurations, obviously a third solver has to be introduced
into the solution scheme for the computation of the rigid body motion. The top image in Fig. 2.2
shows the data transfer necessary for the time integration of the rigid body motion. In order to
achieve an accurate decoupling of the elastic deformation and the rigid body motion, close nu-
merical coupling has to be realised between the respective solvers. This is facilitated by placing
the solver for the rigid body motion inside the ACM. In each time step, it receives from the
structural solver the current position of the configuration’s centre of gravity x0 and the current
total tensor of rotational inertia Θ0. The rigid body motion solver returns the corrective nodal
forces and moments F corr and M corr. These constitute the inertial loads acting on the structure
due to the rigid body motion and have to be considered in the structural solution. Of course, the
solver for the rigid body motion also requires the total forces and moments F tot and M 0, tot,
which result from the aerodynamic surface loads computed by the flow solver. In turn, the flow
solver requires in each time step an update of the inflow velocity vector v′0 and of the vector of
angular velocity ω0, and possibly also the respective derivatives a′0 and ω˙0.
Steady simulations call for a rather different approach to the three-field problem, as is sketched
in the centre image of Fig. 2.2: In order to achieve a steady flight state, an equilibrium of forces
and moments about the centre of gravity has to be brought about. To this end, the aircraft’s
controls have to be actuated by a trim algorithm. For an aircraft of conventional layout the array
of control variables C generally comprises the deflection angles of the rudder, of the ailerons
and of the elevator, as well as the thrust setting and the angle of attack. The control surface
deflections can be realised by various means. Here, they are regarded as part of the structural
model and thus make necessary a data transfer back to the structural solver. The modified angle
of attack implies a rotation of the inflow vector, which is transmitted back to the flow solver.
For the sake of completeness, the final simulation method available for the simulation of rigid
body motion shall be mentioned briefly, as so far no fully coupled computations have been
carried out in this manner: Instead of integrating the rigid body motion in time, it can also be
prescribed by a list of coordinates and rotation vectors r′0 and ϕ, as indicated at the bottom of
Fig. 2.2. A flight path consisting of smooth splines is determined from these support points and
is followed by the aircraft at constant speed. Nonetheless, the inflow vector is free to change
with the angle of attack and the sideslip angle. Because of the prescribed rigid body motion, the
total aerodynamic forces and moments serve no internal purpose. Together with the corrective
inertial loads, though, they can be used to determine the constraining forces required to keep
the aircraft on its flight path.
In the following, first each of the single-field solution techniques is derived. Next, the physical
coupling between the individual fields as well as the algorithms employed for their numerical
representation are explained. In addition, the trim algorithm necessary for the steady aeroelastic
coupling of unrestrained configurations is illustrated, as is the CFD volume mesh deformation
code. Two new algorithms for the projection of loads and deformations between the wetted
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surface and the structure are described which were added to the ACM in the course of this
work. Finally, some aspects pertaining to the actual implementation of the coupling algorithm
are discussed.
2.1. Flow Solver
To date the ACM has been coupled with three flow solvers: FLOWer, TAU [124] and QUAD-
FLOW [8]. The first two are codes developed under the leadership of DLR, whereas QUAD-
FLOW was conceived at RWTH Aachen University in the SFB 401 project. For the current
task FLOWer was selected, because it is both well-validated for simulations on moving and
deforming meshes and has good convergence properties. Besides, as a practical consideration,
with this flow solver the greatest amount of experience has been gained in conjunction with
the ACM. FLOWer was developed within the framework of the collaborative research projects
MEGAFLOW I [69] and MEGAFLOW II [71], under the central coordination of the DLR and
with contributions by university and industrial partners. As only minor modifications to the
code were made in the course of this study, the description of the program is kept brief. More
detailed explanations are to be found in the FLOWer Installation and User Manual [6].
FLOWer is a solver for three-dimensional, compressible, steady or unsteady, viscid or invis-
cid flow problems. In case of viscid flow, the effects of turbulence are considered by solving
the Reynolds-Averaged Navier-Stokes (RANS) equations with algebraic or transport-equation
turbulence modelling. FLOWer employs a Finite Volume formulation on structured multi-block
meshes. Both cell-centred and cell-vertex discretisations are available which, on sufficiently
smooth meshes, are locally second-order accurate in space. In unsteady simulations second-
order accuracy in time is achieved.
2.1.1. Navier-Stokes Equations
The magnitudes of primary engineering interest in a flow field are the fluid velocity u and the
thermodynamic state variables pressure p, temperature T and density ̺. For viscous fluids the
flow field is governed by the Navier-Stokes equations, which for compressible fluids comprise
balance equations for the conservation of mass, momentum and energy. They are expressed in
terms of the conservative variables, which are the densities of mass ̺, momentum ̺u and total
energy ̺ etot.
The equation of mass conservation describes the fact that—in absence of sources or sinks—
mass does not appear or disappear in the control volume Ω. Therefore, the change in mass
inside of the control volume is equal to the fluxes over its boundary Γ:
∂
∂t
∫
Ω
̺ dV +
∫
Γ
̺u · n dS = 0 , (2.1.1)
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where n is the outwards-pointing unit normal vector.
The conservation law of momentum is the application of Newton’s second law to the fluid
inside the control volume. Its linear momentum changes according to the internal and external
forces acting upon it:
∂
∂t
∫
Ω
̺u dV +
∫
Γ
[̺u ◦ u] n dS +
∫
Γ
[pE− τ ]n dS −
∫
Ω
̺ b dV = 0 , (2.1.2)
with E being the identity matrix and ◦ the dyadic product. The forces are made up of contribu-
tions by the normal stresses, by the viscous stresses τ and by further body forces b, which will
be specified later.
The final balance equation describes the conservation of energy, as dictated by the first law
of thermodynamics. The energy content inside the control volume is quantified by the specific
total energy, which is the sum of the specific internal energy and the specific kinetic energy:
etot = e +
1
2
u · u. It varies according to the work of the forces acting upon the system and the
heat transmitted to the system by heat fluxes q and body energy supply densities ̺ qb:
∂
∂t
∫
Ω
̺ etot dV +
∫
Γ
̺ etot u · n dS +∫
Γ
{[pE− τ ]u} · n dS −
∫
Ω
̺ (b · u+ qb) dV −
∫
Γ
q · n dS = 0 .
(2.1.3)
Stated equations all follow the basic pattern characterising any conservation law, and thus allow
a formulation as a single set of equations, with the flow state vectorW (x, t) = {̺, ̺u, ̺ etot}T
combining the conservation variables. Disregarding for the moment any additional volumetric
forces or volumetric heat supply, one obtains for each control volume Ω
∂
∂t
∫
Ω
W dV +
∫
Γ
Fn dS = 0 . (2.1.4)
F is the tensor of fluxes over the cell boundary surface and can be split in a convective part Fc
and a dissipative part Fd, so F = Fc−Fd. If the tensor Fd is neglected, the Navier-Stokes equa-
tions become the inviscid Euler equations. Preliminarily, fixed control volumes are assumed,
on which the convective flux tensor is
F
c =


̺uT
̺u ◦ u+ pE
(̺u etot + pu)
T

 . (2.1.5)
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The dissipative flux tensor contains the viscous stress tensor τ , its work rate, and the heat flux
vector q, and reads
F
d =


0
T
τ
(τ u− q)T

 . (2.1.6)
Here additional variables have been introduced; for closure additional equations are needed.
At flow states typical for transport aircraft air can be modelled as a thermally and calorically
perfect gas whose pressure and temperature can be obtained from
p = (γ − 1)
(
̺ etot − 1
2
̺u · u
)
and
T =
p
̺R
.
(2.1.7)
Here, γ is the ratio of specific heats and R the specific gas constant for the fluid considered.
Air as a flow medium is assumed to be a Newtonian fluid. The corresponding approach for the
stress tensor is a linear function of the strain rates and the dynamic viscosity µ, as described by
the Stokes hypothesis:
τ = µ
[
∇ ◦ u+ [∇ ◦ u]T − 2
3
E(∇ · u)
]
. (2.1.8)
The temperature dependence of the dynamic viscosity is resolved by Sutherland’s law:
µ(T ) = c1
T 3/2
T + c2
. (2.1.9)
The constants c1 and c2 have to be chosen according to the medium considered. For air the
values are c1 = 1.458·10−6 kg/ms
√
K and c1 = 110.3K. The heat flux vector can be calculated
with the Fourier law
q = −λ∇T . (2.1.10)
The heat conductivity λ is given by the empirical relationship
λ =
γ
γ − 1
µ
Pr
, (2.1.11)
Pr being the Prandtl number, which for air is 0.72.
To complete the problem formulation, initial values W (x, t0) = W 0(x) have to be defined
in the entire computational domain. Furthermore, boundary conditions W (xB, t) = W B(t)
have to be prescribed on all inner and outer boundaries for the whole solution time period.
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2.1.2. Reynolds Averaging
The Navier-Stokes equations in the previous section are valid for both laminar and turbulent
flow fields. Latter ones are characterised by fluctuations of the flow variables on many different
spatial and temporal scales. This poses a problem when a numerical solution is sought at dis-
crete points in space and at discrete instances in time. The accurate numerical representation of
the smallest scales requires very fine spatial and temporal resolutions. Even today this is only
possible for small model problems; the direct numerical simulation of complete aircraft is not
feasible with current computing resources. Reynolds averaging of the Navier-Stokes equations
allows the simulation of turbulent flow fields with small or moderate flow separation at reason-
able computational cost. Each flow variable f is split into an instantaneous average value f¯
and a fluctuation f˜ . Compressible flows make necessary a mass-weighting during the averaging
procedure, a concept introduced by Favre. Insertion into Eq. (2.1.4) and temporal averaging
yields additional terms in the velocity fluctuations of the type ̺ u˜iu˜j, the indices i and j denot-
ing the spatial directions. These additional terms are interpreted as turbulent shear stresses. The
Boussinesq hypothesis associates them with the turbulent eddy viscosity µt. The turbulent shear
stresses can thus be treated in the same manner as the laminar ones by replacing the dynamic
viscosity in Eq. (2.1.8) with the sum of the (laminar) dynamic viscosity and the turbulent eddy
viscosity µeff = µ + µt. In a similar manner the heat conductivity is determined after substi-
tuting µ/Pr by µ/Pr + µt/Prt in Eq. (2.1.11). The turbulent eddy viscosity strongly depends
on the instantaneous local flow state and constitutes an additional variable. Turbulence models
are used to calculate it and to thus close the system of equations. Algebraic turbulence models
like the Baldwin-Lomax model do not generate additional transport equations. One additional
transport equation has to be solved with Spalart-Allmaras models and two additional transport
equations with k-ω-models. Reynolds-Stress models do not build on the Boussinesq hypothesis,
but directly model the turbulent contributions to the stress tensor with up to seven new transport
variables. When choosing between turbulence models, one has to bear in mind that each one
is tuned to certain flow conditions and that there is no guarantee that a computationally more
expensive model yields more accurate results.
2.1.3. Numerical Solution
The spatial and the temporal discretisations in FLOWer are carried out successively according
to the method of lines. During the spatial discretisation with the Finite Volume method, the
domain is first divided by a mesh into non-overlapping finite volume cells which fit the body of
the configuration in question. FLOWer uses a block-structured approach, and in three dimen-
sions the cells have hexahedral shape and quadrilateral boundary surfaces. Neighbouring cells
or their constituting nodes can easily be identified, because their tuples of indices (i, j, k) will
only differ by one. In a cell-centred scheme a control point is introduced in the centre of each
Finite Volume cell. In a cell-vertex scheme the mesh nodes are the control points, and the cells
are spanned by the dual mesh.
16 Method
The integral transport equations (2.1.4) are evaluated in each cell by adding up the fluxes over
the cell boundaries. In standard Finite Volume schemes with second-order spatial accuracy it
is assumed that the fluxes over each cell face do not vary over its area, nor does the cell face
normal vector. The integral of the flux tensor over a cell surface Γ can be replaced by products
of flux vectors with the cell face areas Sf on each of a hexahedral cell’s six faces. The values
of the conservative variables in a cell are approximated by their average value in the control
point. This procedure gives a semi-discrete form, in which the temporal derivative has not been
discretised yet:
∂
∂t
VW |(i, j, k) = −
6∑
f=1
Sf [F
c − Fd]nf
∣∣
(i, j, k)
= − {F c − F d}∣∣
(i, j, k)
.
(2.1.12)
The net flux vectorsF c andF d have been obtained by evaluating the sum over the six cell faces.
The contributions to the net fluxes are approximated with either a central or an upwind differ-
encing operator. With a central differencing operator, additional artificial dissipation terms D
have to be introduced in regions of high spatial gradients such as shocks in order to dampen
spurious oscillations of the flow quantities.
During steady flow simulations the temporal derivative in Eq. (2.1.12) is not discretised at all.
It is regarded as a residual or a forcing functionR which must vanish over the complete domain
in order for the resulting flow state W to be steady:
− {F c − F d −D}∣∣
(i, j, k)
= −R(i, j, k)(W )
= 0 .
(2.1.13)
Due to the non-linear relationship between R and W this equation cannot be solved directly.
Instead, FLOWer employs an explicit five-step Runge-Kutta algorithm to integrate the equations
in pseudo-time. Multigrid algorithms, implicit residual smoothing and local time-stepping are
used to accelerate the convergence.
For unsteady simulations the temporal discretisation of Eq. (2.1.12) is carried out with a second-
order accurate backwards difference operator. Insertion of the steady residual term from Eq. (2.1.13)
yields the discrete algebraic equation
1
2∆t
{
3VW n+1 − 4VW n + VW n−1}∣∣
(i, j, k)
+Rn+1(i, j, k) = 0 . (2.1.14)
Different time integration schemes are available for the calculation of the desired flow state
W n+1. The preferred scheme is an implicit one originally proposed by Jameson [65]. A deriva-
tive of the flow state vector with respect to pseudo-time τ is added to Eq. (2.1.14). The solution
is then marched to a pseudo-steady state in which the pseudo-time derivative vanishes. Intro-
2.1. Flow Solver 17
ducing a counter p over the pseudo-time steps, the modified discrete algebraic form now reads
∂
∂τ
VW |n+1, p(i, j, k) +
1
2∆t
{
3VW n+1, p − 4VW n + VW n−1}∣∣
(i, j, k)
+Rn+1, p(i, j, k) = 0 . (2.1.15)
This procedure is called dual time-stepping and allows the continued use of all convergence
acceleration techniques available for steady simulations.
2.1.4. Moving and Deforming Meshes
In order to carry out aeroelastic simulations, the volume mesh has to be deformed according
to the deformation imparted on the wetted surface by the deforming structure. For unsteady
simulations the motion of the volume mesh has to be considered in the solution algorithm. This
is achieved by introducing a so-called “Arbitrary Lagrangian-Eulerian” (ALE) formulation, in
which the discretisation of the flow domain is no longer fixed in space but is allowed to move
(Donea and Huerta [33] offer a detailed derivation of the ALE formulation of the Navier-Stokes
equations.). This requires that the convective fluxes (2.1.5) across each cell boundary face
are modified by additional velocity terms uΓ. In case of unsteady mesh deformation, these
always contain the deformational velocity of the respective cell face x˙Γ. It is determined with
backwards finite differences from the nodal mesh coordinates at the corresponding number
of time levels. For unrestrained configurations, another velocity component ∆uR has to be
included in the relative cell face velocity. Its exact definition depends on the manner in which the
time-dependent velocity of the unrestrained configuration is communicated to the flow solver;
in general, it will contain translational velocity components as well as entries generated by the
rigid body angular velocity ω0 with the distance vector to the rotation base point x0. Bringing
together all contributions, the relative flow velocity vector at the cell face is
urel = u− x˙Γ −∆uR
= u− uΓ ,
(2.1.16)
and the convective flux tensor (2.1.5) now becomes
F
c =


̺uTrel
̺urel ◦ u+ pE
(̺urel etot + pu)
T

 . (2.1.17)
The volumes of the cells enter the Finite Volume scheme (2.1.12), and may change due to the
mesh deformation. During time-accurate simulations the cell volumes must constantly be re-
calculated. Moreover, it is not appropriate to merely set the geometrical volumes in each time
step. Instead, the cell volumes result from another conservation law, the “geometric conserva-
tion law” (GCL). In FLOWer the formulation of Ferziger and Peric [46] is used, in which the
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cell volumes are computed for an incompressible fluid with zero flow velocity:
0 = ̺
dV (t)
dt
− ̺
∫
Γ(t)
x˙Γ · nΓ dS
⇒ dV (t)
dt
∣∣∣∣
(i, j, k)
=
6∑
f=1
Sf x˙Γ, f · nf
∣∣∣∣∣
(i, j, k)
.
(2.1.18)
The same temporal discretisation as in Eq. (2.1.15) has to be applied to the above semi-discrete
form in order to obtain consistent cell volumes.
The modified fluxes on the cell faces (2.1.17) are necessary for a correct numerical description
of the flow problem (2.1.4) on a mesh where individual nodes are free to move relative to each
other. Additional modifications are required due to the rigid body motion of the configuration
and its surrounding flow mesh. The flow solver FLOWer already contains provisions for this
case, which are described in detail by Schwarz [126] (see also Schöll [120] and Pahlke [94]):
Even with rigid body motion, FLOWer continues to solve for the absolute velocity in the inertial
frame, but the solution quantities are tracked in the coordinate system of the moving reference
frame. Therefore, source terms have to be introduced in the momentum equation to account
for the rotation of the reference frame against the inertial frame, but not for additional inertial
forces. The Navier-Stokes equations Eq. (2.1.4) then read
∂
∂t
∫
Ω
W dV +
∫
Γ
F · n dS =
∫
Ω
G dV , (2.1.19)
where the vector of source terms G is
G = −{0; {ω0 × ̺u}; 0}T . (2.1.20)
The flow velocity u thus is not a relative velocity, but merely the flow velocity in the inertial
frame u′, expressed in the time-dependent coordinate system of the moving reference frame.
2.2. Structural Solver
For the computation of either the time-dependent or the steady structural deformation, the ACM
is coupled with a Finite Element (FE) structural solver called “Finite Element Analysis for
Aeroelasticity” (FEAFA) [20, 105, 109, 108]. Its development, started at LFM, was carried on
further at CATS. FEAFA uses a physically and geometrically linear formulation. It offers a
range of element types comparable to commercial Finite Element code packages, including bar,
spring and Timoshenko beam elements, plane stress elements, shell and volume elements and
kinematic constraints.
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2.2.1. Finite Element Formulation of the Structural Problem
In this subsection the Finite Element formulation of the time-dependent structural problem is
derived, largely following the methodology of Gupta and Meek [55] and Schwarz [125].
The equations governing the unsteady elastic deformation of an arbitrary body can be obtained
from Hamilton’s principle. It states that the dynamics of a physical system are described by
a variational problem with a functional based on a single Lagrangian function L. For a linear
elastic body the Lagrangian function is the difference of the kinetic energy T and the potential
energy U :
L =
1
2
∫
Ω
̺ u˙ · u˙ dV
︸ ︷︷ ︸
− 1
2
∫
Ω
σ : ǫ dV
︸ ︷︷ ︸
L = T − U .
(2.2.1)
The kinetic energy T is a function of the temporal derivative of the structural displacement
field u. The elastic potential is defined by the matrix scalar product of the stress tensor σ
and the strain tensor ǫ. Denoting the coordinates of the undeformed configuration with x∗, the
Green-Lagrange strain tensor is
[ǫi j] =
1
2
[
∂ui
∂x∗j
+
∂uj
∂x∗i
+
∂ui
∂x∗j
∂uj
∂x∗i
]
. (2.2.2)
In a geometrically linear formulation the product of the derivatives with respect to the spatial
coordinates x∗i and x∗j is neglected.
We now consider all possible motions during the time interval t0 to t1 which fulfill the kinematic
and geometric constraints, and start as well as end in the defined states u0 and u1. The actual
motion is the one for which the action functional
I =
t1∫
t0
Ldt (2.2.3)
takes on a stationary value. In order to carry out the variation, stresses and strains in Eq. (2.2.1)
need to be expressed in terms of the structural deformation u. A number of intermediate steps
is necessary here. Due to the symmetry of the stress tensor, only the symmetric part of the
strain tensor contributes to the matrix scalar product in the integral for the elastic potential in
Eq. (2.2.1). For simplicity’s sake, this is exploited to sort the stresses and the strains in column
matrices:
ς = {σx, σy, σz, τxy, τyz, τzx}T and
ε = {ǫx ǫy, ǫz, γxy, γyz, γzx}T .
(2.2.4)
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For linear elastic materials, the relation between stresses and strains is characterised by Hooke’s law:
ς = D ε (2.2.5)
The material matrix D is symmetric and constant. When limiting the scope to homogeneous
isotropic materials, it is uniquely defined by two material constants, as for instance by Young’s
modulus E and Poisson number ν. Should initial or thermal strains be present, they would have
to be added to the elastic strain ε , yet are disregarded here.
The strain-displacement-matrix B relates the local strain vector and the local deformation vec-
tor. It contains the differential operators necessary to express Eq. (2.2.2) as a matrix-vector
product
ε = Bu . (2.2.6)
Eq. (2.2.5) and Eq. (2.2.6) are now inserted into Eq. (2.2.1) to replace strain and stress by
displacement as the only unknown in the potential energy U :
U =
1
2
∫
Ω
uTBTDBu dV (2.2.7)
The external loads have not been considered yet. They may comprise contributions from body
loads b, surface loads s, as well as a total of F point loads f , as sketched in Fig. 2.3. The work
of the external loads is introduced as virtual work for a virtual displacement field
δW =
∫
Ω
b · δu dV +
∫
Γ
s · δu dS +
F∑
f=1
f f · δuf . (2.2.8)
For conservative loads, the work could be directly included in the Lagrangian function (2.2.1).
However, for such a formulation to be valid, all external loads must possess a potential. More-
over, the work must be a linear homogeneous function of the structural displacements, and
hence the external loads must be independent of the structural displacements.
In the particular application considered here, neither condition is met. In viscous transonic
flow, the presence of friction and shocks means that the aerodynamic surface forces are non-
conservative. But even in inviscid and purely subsonic flow, the aerodynamic forces acting on
an aircraft experiencing aeroelastic interaction are by definition dependent on the structural de-
formation. Therefore, in a proper formulation, the action functional of the work of the external
loads has to be set up directly as a variational form and is then added to the variation of the
action functional I . The variational form exists no matter whether the external loads are con-
servative or not, and accommodates the dependency of local loads on local deformations. The
2.2. Structural Solver 21
complete variational form including all action terms reads
δI +
t1∫
t0
δW dt = δ
t1∫
t0
(T − U) dt+
t1∫
t0
δW dt =
t1∫
t0
∫
Ω
̺ u˙ · δu˙ dV dt−
t1∫
t0
∫
Ω
uTBTDBδu dV dt
+
t1∫
t0
(∫
Ω
b · δu dV +
∫
Γ
s · δu dS +
F∑
f=1
f f · δuf
)
dt .
(2.2.9)
After introducing δu˙ = d(δu)/dt and switching the integration order of the first integral repre-
senting the kinetic energy contribution, the integration by parts is carried out:
δ
t1∫
t0
(T − U) dt +
t1∫
t0
δW dt =
∫
Ω
(
̺ u˙ · δu
∣∣∣∣t
1
t0
−
t1∫
t0
̺ u¨ · δu dt
)
dV −
t1∫
t0
∫
Ω
uTBTDB δu dV dt
+
t1∫
t0
(∫
Ω
b · δu dV +
∫
Γ
s · δu dS +
F∑
f=1
f f · δuf
)
dt
(2.2.10)
As noted previously, the beginning and end states u0 and u1 are prescribed and accordingly the
variation δu at these points must be zero. The very first term on the right-hand side of above
equation vanishes.
At this point the finite element discretisation in space is carried out. The entirety of the do-
main Ω is divided in small but finite non-overlapping elements. Inside of each element the
desired solution quantity, but also any other physical quantity of interest, is interpolated with
shape functions h(x, y, z). The deformation vector for instance is interpolated from the values
at the element nodes as
u(x, y, z, t) =
N∑
n=1
hn(x, y, z)un(t) , or
= H(x, y, z)U(t) ,
(2.2.11)
where H is the matrix of nodal shape functions and U is a column matrix of the deformations
at all nodes (Henceforth, capital symbols will be used for vectors of FE nodal quantities to
discern them from continuous values.). The choice of shape functions is generally up to the
programmer or the user; typically, low-order polynomials are used. The shape functions are
22 Method
x
y
z
Ω
Γ
b
f
s
Figure 2.3.: Arbitrary body under load.
introduced in Eq. (2.2.10), which yields:
δ
t1∫
t0
(T − U) dt +
t1∫
t0
δW dt =
−
t1∫
t0
∫
Ω
̺H U¨ ·H δU dV dt−
t1∫
t0
∫
Ω
UTBTDB δU dV dt
+
t1∫
t0
(∫
Ω
HB ·H δU dV +
∫
Γ
HS ·H δU dS +
F∑
f=1
f f ·H δU
)
dt .
(2.2.12)
B contains the spatial derivatives of the shape functions and is the discrete equivalent of B. In
order to represent a stationary value, δI must be zero for any arbitrary variation δU . Since the
integration limits t0 and t1 can be chosen freely, this can only be so if the integrands of the
integrals in time all add up to zero, so that
0 =
∫
Ω
H
T
H ̺ dV
︸ ︷︷ ︸
M
U¨ +
∫
Ω
B
T
DB dV
︸ ︷︷ ︸
K
U −
∫
Ω
H
T
HB dV −
∫
Γ
H
T
HS dS −
F∑
f=1
H
Tf f
︸ ︷︷ ︸
F
.
(2.2.13)
M is the mass matrix and K the stiffness matrix, which together comprise the system matrices.
F is the consistent load vector at the FE nodes. To reduce the order of computational complex-
ity, the integration over the domain Ω is performed element by element. For each element e one
obtains contributionsMe to the total mass matrix and Ke to the total stiffness matrix, as well as
a consistent contribution to the load vector F e. The total system matrices are then assembled
from the element mass and stiffness matrices. For elements other than point or line elements the
integrals are generally not solved exactly, but approximated with Gaussian quadrature formulae.
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It is more convenient to perform the quadrature in a reference domain, rather than in the physical
domain. The element coordinates are mapped to a reference element of the same dimensional-
ity with natural coordinates ξ ranging either from −1 to 1 or 0 to 1, depending on the element
formulation. The Jacobian |J(x, ξ)| relates the reference coordinates with the physical coordi-
nates. The elementwise integrals of Eq. (2.2.13) are approximated with a weighted sum over G
quadrature points with weights wg:
Me ≈
G∑
g=1
wg ̺H
T
H |J| and Ke ≈
G∑
g=1
wgB
T
DB |J| . (2.2.14)
Once all element contributions have been assembled, the resulting ordinary differential equation
for the structural deformation at the FE nodes is
M U¨ (t) +KU (t) = F (t) . (2.2.15)
A structure can be restrained by prescribing zero displacements or zero rotations for individual
degrees of freedom at selected FE nodes. The constraints are imposed by striking out the par-
ticular degrees of freedom in the system. The respective lines and columns are deleted from the
system matrices and so are the lines from the load and solution vectors.
undeformed beam
deformed beam
S M
B
6= 90◦e1
e1
e2
e2
e3
e3
Figure 2.4.: Two-node Timoshenko beam element. The cross-sectional coordinates of the cen-
tres of mass (M), bending (B) and shear (S) do not have to coincide with the beam
reference axis (dashed line). Due to shear, sections perpendicular to the elastic axis
in the undeformed configuration are not so any more in the deformed configuration.
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2.2.2. Timoshenko Beam Element
Reduced structural models consisting of beam elements are computationally efficient and are
suited to accurately describe the steady and dynamic deformation of slender structures. This
makes them especially useful for unsteady aeroelastic simulations of high aspect ratio wings.
The multi-axial Timoshenko beam element available in FEAFA has been successfully used to
model a large range of configurations. Because the structural models investigated in the current
work predominantly consist of Timoshenko beam elements, a summary of this element type’s
properties shall be given here. A detailed deduction of the system matrices can be found in
Boucke [18] or Braun [20].
The Timoshenko beam element [136] differs from the standard Euler-Bernoulli beam formu-
lation in two respects: the presence of shear deformation and the consideration of the sectional
rotational inertia during unsteady bending motion. This ensures a physically reasonable wave
propagation through the structure [48], which is important for unsteady aeroelastic analysis.
Because of the shear deformation, sections orthogonal to the elastic axis in the undeformed
configuration are generally no longer so in the deformed state. Contrary to Euler-Bernoulli
beams the rotational deformation perpendicular to the beam axis thus is a variable independent
from the bending deflection. In Timoshenko beam theory warping of the beam cross-sections
is disregarded. Instead, the shear distribution is modelled as uniformly distributed over each
cross-section.
The formulation in FEAFA is based on a two-dimensional formulation proposed by Friedman
and Kosmatka [52], which was generalised to three spatial dimensions including longitudinal
and torsional strain by Boucke [18]. FEAFA uses a two-node element with cubic shape func-
tions for transverse deflection, quadratic shape functions for the bending angle, linear functions
for torsion and longitudinal deflection, and constant shape functions for the shear angle. As
indicated in Fig. 2.4, the formulation allows for distinct cross-sectional positions of the centre
of mass, the shear centre and the centre of bending. Latter is the point in a beam section plane
to which a longitudinal force can be applied without exerting a bending moment. Neglecting
warping effects, the centre of bending is identical to the centre of mass of the load-bearing
structure. It is generally not identical with the shear centre, which is the cross-sectional position
where a transverse force can be applied without generating a torsional deformation.
2.2.3. Modal Analysis
The ordinary differential equation (2.2.15) resembles the governing equation of a harmonic
oscillator. Given symmetric stiffness and mass matrices K and M, characteristic vibration
modes φ and associated natural angular frequencies ω exist for the system. These can be used
to express the time-dependent structural deformation as a superposition of oscillation shapes.
Whereas in Eq. (2.2.15) normally all nodal degrees of freedom are coupled, after modal decom-
position the deformational contribution of each mode can be integrated separately in time, re-
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ducing computational effort significantly. Also, the user has explicit control over the frequency
range considered. By truncating the selection of modes, the highest structural eigenfrequency
to be reproduced by the simulation is fixed. The integration time step can then be chosen to
fulfill the Nyquist-Shannon sampling theorem. This is not possible if the structural problem is
directly integrated in time, and spurious excitation of high-frequency movement shapes might
occur. In the worst case, the aeroelastic algorithm is destabilised.
With unrestrained structures, direct time integration cannot be carried out without further con-
sideration. The stiffness matrix has a rank deficiency which is equal to the number of rigid body
degrees of freedom. Modal decomposition, though, allows easy identification of rigid body
movement shapes, as demonstrated by Przemieniecki [99] and also by Gupta and Meek [55].
The idea of modal decomposition is to separate the desired quantity U (x, t) into the prod-
uct of a spatial solution φ and a temporal solution η. The spatial solution is a characteristic
vibration shape of the structure. A harmonic ansatz is used for temporal solution:
U(x, t) = φ(x) η(t) = φ(x) sin(ωt− t0) and thus
U¨(x, t) = φ(x) η¨(t) = −ω2 φ(x) sin(ωt− t0) .
(2.2.16)
It is inserted in Eq. (2.2.15) and gives the eigenvalue problem
Kφ− ω2Mφ = 0 . (2.2.17)
Its solution are the eigenpairs (ω2m, φm). By convention, the eigenvectors are mass-normed and
satisfy
φTmMφm = 1 and hence φTmKφm = ω2m . (2.2.18)
The selected number M of eigenvectors is assembled in a matrix Φ, and the superposition of
modes can be expressed by the matrix-vector product
U = [ΦR ΦE]


ηR
ηE

 . (2.2.19)
η contains the time-dependent modal amplitudes; the indices R and E identify the rigid body
modes and the elastic modes, respectively. Because the matrices of the eigenproblem are both
symmetric and real, all eigenvectors φ are mutually orthogonal with respect to the mass ma-
trix, i.e. φTi Mφj 6= 0 only if i = j. This mathematical property corresponds to the physical
decoupling of the motions of the individual mode shapes. The eigenvectors can be regarded as
basis vectors spanning a subspace of the configuration space of the nodal degrees of freedom.
Accordingly, the modal amplitudes ηi can also be interpreted as coordinates in modal space.
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The truncated modal superposition (2.2.19) is inserted in Eq. (2.2.15), which yields
M {ΦR η¨R +ΦE η¨E}+K {ΦR ηR +ΦE ηE} = F . (2.2.20)
By premultiplying above expression either with ΦTR or ΦTE, the effect of the rigid body modes
or of the elastic modes can be investigated:
Φ
T
RMΦR η¨R + Φ
T
RMΦE η¨E + Φ
T
RKΦR ηR + Φ
T
RKΦE ηE = Φ
T
R F
Φ
T
EMΦR η¨R + Φ
T
EMΦE η¨E + Φ
T
EKΦR ηR + Φ
T
EKΦE ηE = Φ
T
E F
(2.2.21)
Because all eigenvectors are mutually orthogonal, each component containing both rigid body
modes and elastic modes must be zero. ΦTRKΦR is the elastic strain energy of the rigid body
modes. Per definition it is also zero, which is why rigid body modes are labelled as “zero energy
modes”. In recalling Eq. (2.2.18), it is apparent that the eigenfrequencies of the rigid body
modes must be zero, too. With these findings, the previous expressions are greatly simplified:
E η¨R = Φ
T
RF
E η¨E + Ω
2
E ηE = Φ
T
E F .
(2.2.22)
Here, Ω2E is a diagonal matrix with the eigenvalues ω2m of the elastic modes. The rigid body
motion now appears to be separated from the elastic deformation. This is not quite the case yet,
as will become clear in section 2.7. The rigid body modes in the upper line of Eq. (2.2.22) are
decoupled from each other, at least from a mathematical point of view. In reality, any rotational
movement in three dimensions is coupled unless the vector of rotation remains parallel to one of
the principal axes of inertia. Because the decoupling of the rigid body motion from the elastic
deformation is not completed yet, and the rotational rigid body modes cannot be completely de-
coupled, the rigid body movement is not integrated in time along with the elastic deformation.
Instead, during the preprocess, the rigid body modes are filtered out, the elastic strain energy
being the criterion. Only the elastic modes remain. Each one of these is truly decoupled from
all others elastic modes. In Eq. (2.2.22) the bottom line is not one differential equation with M
degrees of freedom, but rather represents M scalar differential equations.
Eq. (2.2.15) can be reduced to a steady problem by setting U¨ = 0. The steady elastic de-
formation can just as well be determined from the modal formulation in Eq. (2.2.22), which
gives
ηE = Ω
−2
E Φ
T
E F . (2.2.23)
For unrestrained configurations the same problem of a rank-deficient stiffness matrix K arises
during steady simulations as during unsteady simulations. The steady elastic deformation also
has to be sought in terms of modal amplitudes. This does not necessarily have to be a dis-
advantage: During the aeroelastic simulation the required computing time and, perhaps more
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important, the required memory resources are vastly reduced. This is paid for with a more in-
volved preprocess, during which the selected number of eigenpairs has to be determined.
The equations of motion (2.2.15) governing the structural deformation were derived for a sys-
tem without structural damping. If velocity-proportional structural damping is to be considered,
the analogous differential equation
M U¨ + C U˙ +KU = F (t) (2.2.24)
does not immediately lend itself to modal analysis. The system rather has to be converted to a
first order system (cf. e.g. Gupta and Meek [55]):
 E 0
0 M




U˙
U¨

+

 0 −E
K C




U
U˙

 =


0
0

 . (2.2.25)
The ansatz p = φ eλ t is defined, with p = {U U˙}T . The resulting generalised eigenvalue
problem, though, involves non-symmetrical matrices, and the eigenvalues λ and eigenvectors φ
are complex. From a complex pair of eigenvalues λ = −ζ ω ± i
√
1− ζ2 ω, the damping ra-
tio ζ and the undamped natural oscillation frequency ω can be extracted. However, the complex
eigenvectors do not support a straightforward physical interpretation.
In case the structure is only lightly damped, which means each mode is characterised by ζm ≪ 1,
a significant simplification can be made: The imaginary parts of the eigenvectors are then much
smaller than the real parts and may be disregarded in the search for the natural mode shapes; the
eigenvectors obtained from the undamped system (2.2.22) can then be used as approximations
for those of Eq. (2.2.25). Furthermore, in case the damping matrix C fulfills orthogonality con-
ditions (2.2.18) comparable to those of the mass and stiffness matrices, the mutual decoupling
between the modes is carried over to the damped system. The modal problem of the elastic
degrees of freedom can then be suitably expanded to give
E η¨E + [2ωm ζm] η˙E +Ω
2 ηE = Φ
T
E F . (2.2.26)
The damping ratios may either be specified mode-by-mode as fractions of the critical damping,
or calculated. One simple method is the Rayleigh damping method. Here the damping matrix
is assumed proportional to the mass matrix, or to the stiffness matrix, or to both:
C = rK K+ rM M (2.2.27)
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Pre- and post-multiplication with the matrix of eigenvectors ΦE and application of the orthog-
onality conditions (2.2.18) yields the damping ratio of each mode:
ζm =
1
2
ωm rK +
1
2ωm
rM . (2.2.28)
The damped eigenfrequency finally is ωm,D = ωm
√
1− ζ2m. The downside of the Rayleigh
method is its non-linear relationship between frequency and damping. Specified damping ratios
can only be realised for two designated modes, and the damping ratio increases almost linearly
at higher frequencies. More sophisticated methods model the damping ratio with higher-order
polynomials in ωm, but would require the inversion of M or K.
2.2.4. Numerical Solution
With a geometrically and physically linear model, the steady Finite Element formulation of the
structural problem is simply a linear system of equations. In FEAFA direct solvers from the
LAPACK library [5] can be used for smaller problems, whereas for larger problems iterative
solvers are available from the SPARSKIT library [115].
For the direct time integration of the unsteady elastic deformation as in Eq. (2.2.15) a Bossak-α
scheme [146] is employed. The classical Newmark scheme is used for the computation of the
time-dependent modal amplitudes of Eq. (2.2.22). The Bossak-α scheme is a modification of
the Newmark scheme allowing the damping of high frequency components. It is an uncondi-
tionally stable implicit algorithm which thus affords a high grade of flexibility regarding the
choice of time step size ∆t. A brief explanation of the Newmark method as employed for the
time integration of the rigid body motion can be found in section 2.3.3.
In case the unsteady structural deformation is to be calculated in modal coordinates, a modal
analysis has to be carried out during the preprocess. In FEAFA, direct eigensolvers from the
LAPACK package are included as well as the iterative eigensolver ARPACK [75] which uses
the implicitly restarted Arnoldi method. Iterative eigensolvers generally experience problems
to accurately determine the eigenpairs with small eigenvalues, which are of paramount interest
in structural analysis. ARPACK offers a shift-inverse mode to avoid this problem. In lieu of the
generalised eigenvalue problem (2.2.17) the modified problem
Mφ− [K− σM] µφ = 0 (2.2.29)
is solved. σ is a shift value that has to be provided by the user. This formulation has the
same eigenvectors φ as the original formulation, and its eigenvalues can be recovered from the
relation µ = (ω2 − σ)−1. Experience has shown that even with this modification ARPACK is
not capable of capturing the rigid body modes. But this does not pose any limitation, as these
modes would be filtered out afterwards anyway. ARPACK suffers from convergence problems
2.3. Rigid Body Motion 29
when singular system matrices are present, which can be alleviated by choosing a sufficiently
high value for σ. Too high values, though, can prevent ARPACK from finding the lowest elastic
eigenvalues, which would invalidate the whole approach of modal superposition. By trial and
error, a recommendable ratio of σ ≈ 10ω2 has been determined between the the lowest elastic
eigenvalue ω2 and the shift σ.
2.3. Rigid Body Motion
For a three-dimensional configuration the rigid body motion comprises the translational move-
ment in the three spatial directions and the rotation about the three spatial axes. The term “rigid
body motion” is used here because an unrestrained body has these degrees of freedom even if
modelled as perfectly rigid. As said in the Introduction on p. 7, and in section 2.2.3, a separa-
tion approach is used in the present simulation scheme. Only the elastic deformations, which
should be small compared to the characteristic dimensions of the configuration, are determined
by the structural solver. The rigid body motion, which can be arbitrarily large, is computed by
a separate solver. The complete time-dependent movement of the deforming configuration is
then composed of its rigid body motion and its elastic deformation.
2.3.1. Coordinate Systems
The rigid body motion is specified in the geodesic coordinate system (x′, y′, z′)T , which is re-
garded as a satisfactory approximation to an inertial coordinate system. The elastic deformation
x′
y′
z′
0′
x
y
z
0
u
x
r′0
x′
y′
z′
0′
x
y
z
0
r′0
v′0
F tot
M 0, tot
ω0
mtot, Θ0
Figure 2.5.: left: Coordinate systems used to describe the elastic deformation and the rigid
body motion. The configuration drawn with solid lines is the current configura-
tion, whereas dashed lines are used for the imaginary laboratory configuration.
right: Abstraction used for the computation of the rigid body motion. The config-
uration is reduced to a point mass and an inertia tensor.
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is best described in a moving reference frame (x, y, z)T . Coordinates in the moving reference
frame can be expressed in terms of a so-called “laboratory coordinate system”. Its origin is con-
veniently attached to the configuration’s centre of gravity. In case the configuration is modelled
as perfectly rigid, the coordinate system is thus truly body-fixed. For a deforming configuration,
the centre of gravity no longer can be permanently associated with one material point, even if it
did coincide with a material point in the undeformed configuration. The laboratory coordinate
system now is only quasi-body-fixed. Its orientation in space is given by the definition of the
mean axes due to Milne [89].
In order to describe the separation approach accurately, some further notions must be estab-
lished beforehand. The undeformed configuration as provided through technical drawings is
called the “reference configuration”. Mentally performing the rigid translations and rotations
necessary to shift its position to the current position in the geodesic coordinate system, one ob-
tains the “laboratory configuration”. In case the structural elasticity is neglected, the laboratory
configuration is identical to the “current configuration”; otherwise the two differ by the time-
dependent displacement field u. As depicted on the left of Fig. 2.5, the position vector in the
geodesic coordinate system of a material point belonging to the configuration is
r′ = r′0 + x+ u(x, t) . (2.3.1)
The position vector of the material point of the laboratory configuration x and the displacement
vector u exist in a moving reference frame, and the geodesic velocity of a material point is
v′ = v′0 + ω0 × {x+ u(x, t)}+ u˙(x, t) , (2.3.2)
where the deformational velocity u˙ is determined in the laboratory coordinate system and ω0
is the angular velocity of the moving reference frame relative to the geodesic frame.
2.3.2. Equations of Motion
For the calculation of the motion in geodesic coordinates of the considered configuration only
its inertial properties are relevant; the shape of its current configuration is not. The configuration
is reduced to a point mass, with a total mass mtot, and an inertia tensor Θ0. The translational
motion is defined by Newton’s second law:
mtot r¨
′
0 = mtot a
′
0 = F tot (2.3.3)
No inertial forces appear here because the centre of gravity is also the centre of rotation.
The change in angular momentum L0 = Θ0ω0 is equal to the total external moment about
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the centre of gravity:
d′L0
dt
= Θ˙0ω0 +Θ0 ω˙0 + ω0 ×Θ0ω0 =M 0, tot (2.3.4)
If the structure has already been discretised with finite elements, the total mass is simply the
sum of the element masses me. Here, they are assumed not to change over time. The total force
and the total moment result from the sums of the loads at the N FE nodes:
F tot =
N∑
n=1
F n and M 0, tot =
N∑
n=1
M n + {xn + un} × F n . (2.3.5)
With a deforming configuration the inertia tensor is time-dependent. By introducing the vector
χe(t) = xe + ue(t) from the origin of the laboratory system to the current centre of gravity of
an element e,
Θ0 =
E∑
e=1
Θe,P +
E∑
e=1
me


χ2y + χ
2
z −χx χy −χx χz
−χx χy χ2x + χ2z −χy χz
−χx χz −χy χz χ2x + χ2y


e
. (2.3.6)
Θe,P is the proper inertia tensor of a given element relative to its own centre of gravity. The
second sum is the contribution due to the parallel axis theorem relative to the total centre of
gravity, which in the following will be denoted as “Steiner contribution”. The deformational
displacements u are nodal quantities which have to be interpolated at the element centre of
gravity using the FE shape functions. The temporal derivative of the inertia tensor in the moving
reference frame reads
Θ˙0 =
E∑
e=1
Θ˙e,P+
E∑
e=1
me


2 (χy u˙y + χz u˙z) −χx u˙y − χy u˙x −χx u˙z − χz u˙x
−χx u˙y − χy u˙x 2 (χx u˙x + χz u˙z) −χy u˙z − χz u˙y
−χx u˙z − χz u˙x −χy u˙z − χz u˙y 2 (χx u˙x + χy u˙y)


e
.
(2.3.7)
The definition of the element proper inertia tensor of a beam element can be found in Ap-
pendix A. The formulation of the multi-axial Timoshenko beam element favoured for unsteady
simulations permits a finite offset between nodal coordinates and nodal centre of gravity, as
sketched in Fig. 2.4. This offset has to be taken into account when calculating the element
centres of gravity χ(t), the total centre of gravity x0, as well as the Steiner contributions to the
inertia tensor. Furthermore, finite offsets will generate translational velocity components with
the nodal rotational deformation velocity. These have to be added to the nodal translational
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deformation velocities u˙ before interpolation to the element centre of gravity for Eq. (2.3.7).
2.3.3. Numerical Solution
For the numerical integration of the rigid body motion a Newmark scheme is employed. The
notation used here is adapted from Hughes [62]. The Newmark scheme is a predictor-corrector
method for second-order ordinary differential equations as of the type in Eq. (2.2.15), with pos-
sible additional velocity-proportional damping expressed by a damping matrix C. The method
assumes constant average forces and moments during one time step and, accordingly, linear
changes in acceleration. It is explained first for a general case, then its realisation for the time
integration of the rigid body motion is described.
Given are a position vector of all considered degrees of freedom X , and its time derivatives
V = X˙ and A = X¨ . Their values at tn are known and the values at tn+1 = tn+∆t are sought.
In the predictor step, the intermediate position and velocity are determined:
X˘
n+1
= Xn +∆tV n +
∆t2
2
(1− 2β)An
V˘
n+1
= V n + (1− γ)∆tAn
(2.3.8)
β and γ are the Newmark parameters which define the temporal order of the method.
The final position, velocity and acceleration result from the final corrector step. With the loads
of the new time step f n+1 the linear system of equations
[
M+ γ∆tD + β∆t2K
]
An+1 = fn+1 −D V˘ n+1 −K X˘n+1 (2.3.9)
has to be solved. The corrected velocity and acceleration may then be obtained from
Xn+1 = X˘
n+1
+ β∆t2An+1
V n+1 = V˘
n+1
+ γ∆tAn+1 .
(2.3.10)
With β = 1/4 and γ = 1/2 one achieves aforementioned temporal averaging of the external
loads and resulting accelerations. With these settings the Newmark scheme is unconditionally
stable and second-order accurate in time.
In order to enable the time integration of the rigid body motion with the Newmark scheme,
Eq. (2.3.3) and Eq. (2.3.4) have to be translated into a suitable matrix form
MA+ CV +KX = f , (2.3.11)
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with the vectorial components
X = {r′0, ϕ0}T and f = {F tot +mtot g′, M 0, tot}T (2.3.12)
and the system matrices
M =

 Emtot 0
0 Θ0

 K =

 0 0
0 0


C =

 0 0
0 Θ˙0 − L0

 L0 =


0 −L0, z L0, y
L0, z 0 −L0, x
−L0, y L0, x 0

 .
(2.3.13)
Here, ϕ0 contains the angles which describe the rotation of the laboratory coordinate system
relative to the geodesic coordinate system. The skew-symmetric matrix L0 is introduced in or-
der to express the Euler term ω0 × Θ0ω = −L0 × ω0 in matrix form. It must be remarked
that, from a mathematical point of view, the orientation angles ϕ0 are not integrable, as two
finite spatial rotations are not commutative. As can be shown, the error incurred through the
successive application of two rotation matrices is of second order in the rotation angles. Thus,
the application of small but finite rotations is approximately commutative.
Seen in this light, the angles are nonetheless integrated in time, but for increased accuracy,
each time step is further subdivided. The basis matrix of the laboratory coordinate system in
geodesic coordinates QLCS
GCS
defines the orientation of the laboratory coordinate system relative
to the geodesic coordinate system. The basis matrix is not rotated from its initial orientation to
its current orientation in each time step. Only the rotation between one subcycle and the next is
carried out. When choosing the actual number of subcycles, though, one encounters a similar
problem as with finite differences: If the number is too large, the truncation error becomes un-
acceptable. If the number is too small, the round-off error of the entries in the rotation matrix
becomes unacceptable.
The rotation of the basis vectors comprising QLCS
GCS
is carried out with a rotation matrix R. It
has to be set up as a function of the incremental rotation ∆ϕ0 of each subcycle. If the di-
rection of the rotation pseudo-vector is regarded as a pivot axis about which a rotation of the
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pseudo-vector’s magnitude is carried out, the rotation matrix reads
R =


c + q2x (1− c) qx qy (1− c)− qz s qx qz (1− c) + qy s
qx qy (1− c) + qz s c+ q2y (1− c) qy qz (1− c)− qx s
qx qz (1− c)− qy s qy qz (1− c) + qx s c + q2z (1− c)

 ,
with c = cos(‖∆ϕ0‖), s = sin(‖∆ϕ0‖), and q =
∆ϕ0
‖∆ϕ0‖
.
(2.3.14)
The factors (1− cos(‖∆ϕ0‖)) are especially susceptible to round-off errors and ultimately dic-
tate the upper limit of the number of time step subcycles.
The integration of the rigid body motion is carried out in the geodesic coordinate system. Ac-
cordingly, the vector of gravitational acceleration g′ is constant, but in each subcycle the aero-
dynamic forces and moments as well as the inertia tensor and the vector of angular momentum
have to be transformed from the laboratory coordinate system to the geodesic coordinate system
with the basis matrix QLCS
GCS
.
2.4. Steady Trim Algorithm
In the previous section, the methodology for the time integration of the unsteady rigid body
motion has been presented. However, over the major part of its itinerary, a transport aircraft is
usually subjected to steady or at least almost steady flight conditions, be it climb or approach,
cruise or constant-rate turns. A simulation environment for unrestrained configurations thus can
α
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ξ
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X Y
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N
Figure 2.6.: Notation used in the trim algorithm:
left: Controls actuated for the steady trim of a conventional aircraft.
right: Forces and moments acting on an aircraft as defined in LN9300 [113].
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v′0
ω0 × {Θ0ω0}
ω0
r′0
A
φ
mtot g
′
mtot ω0 × v′0
Figure 2.7.: Aircraft in a constant-rate turn.
left: View from above with Euler moment.
right: View from behind with the components of the force triangle leading
to Eq. (2.4.1).
only be complete if also the steady state is considered. This is essential not only as a departure
point for unsteady simulations, e.g., investigations of gust excitation, but also during prelimi-
nary design: The total drag of an aircraft includes the drag component incurred by the steady
trim, and poor layout of the empennage can cause a significant performance penalty (cf. Abbas
and Dias [1]).
Steady trim calls for an equilibrium of forces and of moments about the centre of gravity. In
order to achieve this equilibrium, the aircraft’s controls have to be actuated. As indicated in
the left image of Fig. 2.6, for a conventional configuration, these generally comprise the thrust
T = T qT along the thrust axis qT , the aileron deflection ξ, the rudder deflection ζ and the ele-
vator deflection η. Many large aircraft have all-movable horizontal stabilisers, which are rotated
as a whole for longitudinal trimming. No distinction will be made here between both variants.
The aircraft must generate enough lift to support its mass. The lift is ‖A‖ = cA(α) ̺2 ‖v′0‖2 S,
with S the reference wing area. Thus, the desired lift can be achieved either through adjustments
of the flight velocity ‖v′0‖, of the inflow density ̺ via the flight altitude or most conveniently
through adjustments of the angle of attack α, which is done here. For the following derivations,
the control variables are grouped together in a single array C = {T, α, η, ζ, ξ}T .
In order to allow an easier interpretation of the results of the trim algorithm, the coordinate sys-
tem as defined in the German aviation standard 9300 (Luftfahrtnorm 9300 — LN9300) [113]
shall be used to describe the forces and moments in the further context. The x-axis points
forwards along the aircraft longitudinal axis, the y-axis is oriented in lateral direction of the
starboard wing. To build an orthonormal right-hand system, the z-axis is perpendicular to
the previous two axes and is directed downwards towards the earth. The force components
{X, Y, Z}T and moment components {L, M, N}T along these axes are shown in the right im-
age of Fig. 2.6 and are combined to a load vector F = {X, Z, M | Y, L, N}T .
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Even though there are six force and moment components to balance, C is made up of only
five control variables. More precisely, there are the three variables T , α and η affecting the
longitudinal motion, but only the two control surface deflections ζ and ξ for the lateral motion.
This is explained in Fig. 2.7 showing an aircraft during a turn manoeuvre. If the turn is to be
a steady one, the angular velocity ω0 and the absolute values of the linear velocity v′0 and of
the turn radius r′0 have to be constant. Furthermore, ω0 has to be parallel to the gravitational
acceleration g′, so that the angular velocity only influences the heading angle. The flight speed
is v′0 = ω0 × r′0. Thus, the loads acting on the aircraft in the moving reference frame do not
change over time. The forces are sketched in the right image of Fig. 2.7. The aircraft banks to
turn, and the lift vector is accordingly tilted by the bank angle φ. Apart from the weight force
mtot g
′
, the aerodynamic forces now also have to counter the centrifugal force mtot ω0 × v′0 to
keep the aircraft on its circular flightpath. In a “clean” turn, this is achieved by the lift vector
A alone, and no additional side forces need to be generated by the rudder. Hence, the sideslip
angle β is zero, and the force triangle closes if
tan(φ) =
‖ω0 × v′0‖
‖g′‖ and ‖A‖ =
mtot ‖g′‖
cos(φ)
. (2.4.1)
2.4.1. Linearised Forces and Moments
The trim algorithm follows an established practice in flight mechanics and starts from a lineari-
sation of the forces and moments about a yet unspecified flight state (C0, F 0):
F (C) = F 0 +
∑
i
∂F
∂Ci
(Ci − C0, i)︸ ︷︷ ︸
∆Ci
+O(∆C2i ) . (2.4.2)
Introducing the shorthand FCi for the partial derivative of a single load component with respect
to the trim variable Ci, the summation is brought to the matrix form

X0
Z0
M0
Y0
L0
N0

︸ ︷︷ ︸
F 0
+


XT Xα Xη Xζ Xξ
ZT Zα Zη Zζ Zξ
MT Mα Mη Mζ Mξ
YT Yα Yη Yζ Yξ
LT Lα Lη Lζ Lξ
NT Nα Nη Nζ Nξ


︸ ︷︷ ︸
A


∆T
∆α
∆η
∆ζ
∆ξ

︸ ︷︷ ︸
∆C
=


X
Z
M
Y
L
N

︸ ︷︷ ︸
F (C)
. (2.4.3)
In above system of equations the contributions to the longitudinal motion have been separated
from those to the lateral motion. With the respective submatrices ALL, ALS, ASL and ASS, it is
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rewritten as
F 0 +

 ALL ALS
ASL ASS

∆C = F . (2.4.4)
ALL and ALS contain the derivatives required for the longitudinal motion, but ALS has only
secondary importance for the longitudinal motion; none indeed if the aircraft is not flying a turn.
The sub-matrices ASL and ASS belong to the lateral motion of the aircraft. Correspondingly,
ASL is only of minor importance for the lateral motion. Often, the longitudinal equations for
X , Z and M are decoupled from the lateral equations for Y , L and N to simplify matters. The
implemented trim algorithm allows this option and then explicitly sets the off-diagonal sub-
matrices ASL and ALS to zero. Another option restricts the trim problem to the longitudinal
degrees of freedom, and only ALL is set up.
2.4.2. Estimation of Derivatives
No matter which option is chosen, the entries in the coefficient matrix have to be known before
Eq. (2.4.3) can be solved for the updated control settings. As normally these derivatives are
not available beforehand for a given configuration and flight state, obtaining them is the crucial
point in any trim algorithm. Different methods have been reported in literature. The easiest
possibility is by finite differences, but this is at the same time numerically the most inefficient.
For derivatives with first-order accuracy in ∆C, each trim variable has to be excited once in-
dividually during each call of the trim algorithm. This presents substantial additional effort,
even more so if all five trim variables are considered. This method is applied by Raveh [102]
and by Michler and Heinrich [87], amongst others. Cavagna et al. [25, 26, 27] also obtain
the derivatives by finite differences, but only once for the undeformed configuration in the be-
ginning of the simulation. They accept the entailed slower convergence of the trim algorithm
and argue that the derivatives should not be altered significantly by the aeroelastic deformation.
Park et al. [97] apply the novel approach of automatic code differentiation to the computation
of derivatives, using the forward mode for the derivatives with respect to the inflow angles, and
the reverse mode for the control surface deflections. The authors do not consider aeroelastic
deformations, though. The reverse mode of automatic code differentiation is tantamount to the
solution of the discrete adjoint equation. Michler et al. [88] devise another algorithm which
utilises the discrete adjoint branch of the flow solver TAU. It no longer requires disruptions of
the aeroelastic solution process, but enables the computation of the derivatives simultaneously
with the coupled aerostructural solution.
This sophisticated approach has not been followed in the work at hand because the available
adjoint version of FLOWer is not compatible with deforming meshes. Instead, an algorithm was
implemented similar to the one proposed by Allan et al. [2]. It exploits the iterative nature of
the aeroelastic coupling procedure to obtain the derivatives. The first-order Taylor series (2.4.2)
is developed about the loads of the current coupling iteration n+ 1 and is expanded for a single
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force or moment component Fj:
Fj, T (T − T n) + Fj, α(α− αn) + Fj, η(η − ηn) + Fj, ζ(ζ − ζn) + Fj, ξ(ξ − ξn)
= Fj − F n+1j
(2.4.5)
The force component and the trim settings are from different coupling iterations due to the
lagged character of the steady aeroelastic coupling (presented in Chapter 2.10): The trim set-
tings of iteration n need at least one call to the flow solver to influence the flow field and generate
feed back in the form of loads transmitted to the trim algorithm. Drawing upon the recorded
history of trim variables C and load vectors F of all n previous coupling steps, this expansion
can be set up multiple times, treating the derivatives of one force or moment component Fj as
unknowns. One obtains the system of equations
Φ


∆T n−1 ∆αn−1 ∆ηn−1 ∆ζn−1 ∆ξn−1
∆T n−2 ∆αn−2 ∆ηn−2 ∆ζn−2 ∆ξn−2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
∆T 2 ∆α2 ∆η2 ∆ζ2 ∆ξ2
∆T 1 ∆α1 ∆η1 ∆ζ1 ∆ξ1




Fj, T
Fj, α
Fj, η
Fj, ζ
Fj, ξ


= Φ


∆F nj
∆F n−1j
.
.
.
∆F 2j
∆F 1j


, (2.4.6)
with ∆Cki = Cki − Cni and ∆F kj = F kj − F n+1j . In condensed notation, this reads
Φ
[
∆CkT
] {Fj, Ci} = Φ{∆F kj } . (2.4.7)
This system has to be solved for each force or moment component individually. It becomes
overdetermined as soon as there have been more coupling steps performed than there are trim
variables, and can then be solved only in a least-squares sense. Φ is a diagonal matrix contain-
ing weights for each coupling step. During the first coupling steps, the flow solution will be
less well converged, the structure will be further away from its equilibrium configuration and
the trim variables will be further away from the actual trim point. The corresponding equations
are less weighted than those of more recent steps.
At the beginning of the simulation no trim history is available to set up Eq. (2.4.6). There-
fore, during the first coupling steps the trim variables are excited sequentially in the same order
as they appear in vector C . For the simulation of the pure longitudinal motion the excitation is
performed during the first three steps, whereas for the full six degrees of freedom simulation,
five coupling steps with excitations are required. In the first coupling step, the thrust setting is
varied. In the second coupling step, the system reaction is fed back, and a first approximation
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for XT can be computed from the reduced form of the system of equations (2.4.6):
(0− T 1)XT = X1 −X2 (2.4.8)
Since the thrust is directly applied as a force and not modelled in the flow field, its effect can
be evaluated immediately. This is not done in this example in order to keep the computational
scheme identical for all trim variables. This first approximation of the thrust derivative can then
be used to set a new thrust value. In the same step, the angle of attack α is manipulated, which
allows to compute XT , Xα, ZT and Zα in the third step by solving the two systems of equations
Φ

 T 1 − T 2 0− α2
0− T 2 0




XT ZT
Xα Zα

 = Φ


X2 −X3 Z2 − Z3
X1 −X3 Z1 − Z3

 . (2.4.9)
In each coupling step the system is expanded by a further trim variable, until all have been
excited. Eq. (2.4.6) then becomes overdetermined and is in each time step appended with the
latest load and trim data.
In the example above, the derivatives with respect to the thrust setting were computed together
with the remaining derivatives with respect to the deflections of control surfaces. However, the
thrust is generally applied as one or more direct forces and does not require any interaction with
the flow field. Its derivatives only depend on the thrust vectors qT supplied by the user and the
positions relative to the centre of gravity of the thrust incidence points. Therefore, the deriva-
tives can be determined separately and no test excitation is needed. The derivatives Fj, T are no
longer unknowns in the least-squares problem for the derivatives, which is modified by bring-
ing the thrust contributions Fj, T ∆T k to the right-hand side. This variant has the advantage that
the thrust derivatives are always reproduced exactly, and that these derivatives no longer can be
influenced by changes in the total loads that actually reflect the evolution of the flow field.
2.4.3. Update of Trim Settings
The goal of the trim procedure is to determine the trim variables so that the total forces and
moments vanish. The calculated derivatives from the first part of the algorithm are used to
compute the required trim manipulations from the given forces and moments of the current
time step. Therefore, Eq. (2.4.3) is recast as
0− F n+1 = An+1{Cn+1 −Cn} . (2.4.10)
The resulting loads that have to be balanced in each coupling step comprise the aerodynamic
forces and moments, the weight force, and, in case the aircraft is in a steady turn, also the
40 Method
inertial loads:
{X, Y, Z}T = F CFD +mtot g +mtot ω0 × v′0 ,
{L, M, N}T = MCFD + ω0 ×Θ0ω0 .
(2.4.11)
The sequence of the equations in the system (2.4.3) is deliberately chosen: These equations are
sorted in such a manner that the derivatives with the greatest impact stand on the diagonal of
A. For example, the thrust should have a major effect on the longitudinal force X , while the
aileron deflection ξ should have the most significant effect on the roll-moment L. Of course,
also the other variables exert an influence. For instance, a change in the angle of attack affects
the drag as well as the pitching moment. The last equation of the system (2.4.3) represents the
yaw moment, which is caused by both the rudder and the ailerons and has to be solved for a
correct simulation with all six rigid body degrees of freedom. The sequence of the equations is
chosen evoke strong reactions to the excitations in the start-up phase of the trim procedure and
yield more accurate initial approximations of the derivatives.
2.4.4. Numerical Solution
The trim algorithm requires the solution of two systems of linear equations in each coupling
step. The first system (2.4.6) becomes overdetermined as soon as all trim variables have been
excited. The second system (2.4.10) is overdetermined only if the aircraft is in a turn, not if
on a straight flight course. To avoid further complexity, the same least-squares solver from the
LAPACK-library [5] is called in all cases.
The closer the algorithm comes to the actual trim state, though, the smaller the differences
∆Cki and ∆F kj in Eq. (2.4.6), which can lead to numerical problems during the least-squares
solution. So, at the end of each coupling step, the relative differences of the calculated deriva-
tives εij = ‖1 − An+1ij /Anij‖ are determined. If all have fallen below an arbitrary threshold of
1%, the calculation of the derivatives is stopped. Also the recalculation of the trim variables is
discontinued as soon as the entries of the resulting load vector of Eq. (2.4.10) fall below certain
limits based upon the dimensions of the aircraft, its weight and inertia.
As three coupling fields are considered here in an iterative manner, excessive control surface de-
flections or changes in the flow incidence angles might destabilise the coupled solution scheme.
To prevent this, several damping and limiting mechanisms can be activated. First of all, for each
trim variable the user may impose a limit on the increment between time steps:
∆C˘n+1i = sign(∆C
n+1
i ) ·min(|∆Cn+1i |, ∆Ci,max) . (2.4.12)
Furthermore, under-relaxation can be applied to this modified value. The procedure is con-
trolled by two parameters: The first one ω is constant over all coupling iterations. The second
parameter τ determines a damping value which is decreasing over the iterations, so that the
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updated trim variable becomes
Cn+1i = C
n
i +∆C˘
n+1
i ·
ω
1 + τ
1+n−n0, i
. (2.4.13)
n0, i is the coupling iteration in which the trim variable Ci was first excited. The index shift
gives a consistent damping for all trim variables, as actuated sequentially. Finally, the user
can prescribe minimal and maximal values for each trim variable. This limitation serves two
purposes: It helps to avoid difficulties in deforming the CFD volume mesh, and it keeps the
trim values within plausible limits. For instance, very large angles of attack may result in highly
non-linear flow states with massive flow separation, in which this trim algorithm derived from
local linearisation may fail. Engineering constraints may simply limit the actually realisable
deflections of control surfaces to a certain range. Both cases can be taken care of with the user-
defined limits. More information on the limiting and damping parameters and their influence
on the trim solution can be found in Wilke [145].
Figure 2.8.: Examples of reduced structural models for the HIRENASD wing-only configura-
tion scaled to the half-span of an Airbus A340.
left: Reduced model consisting only of beam elements.
right: Reduced structural model consisting of shell elements. Only the wing box
is modelled, and in the leading and trailing edge areas the projection algorithm has
to bridge a “gap” between wetted surface and structure. (Structural model kindly
provided by the Institute of Aircraft Design and Lightweight Structures of the Tech-
nical University of Braunschweig.)
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2.5. Projection of Loads and Deformations
With a partitioned aeroelastic simulation approach as followed in the ACM, the coupling be-
tween the structural deformation and the flow field has two aspects: The first one is the synchro-
nisation between the solvers, i.e. the temporal coupling. The second aspect is the projection of
the aerodynamic loads from the wetted surface to the structure and the reverse projection of the
structural deformation back to the wetted surface. An adjunct problem then is the deformation
of the CFD volume mesh in order for it to comply with the deformed wetted surface.
In this section, the spatial coupling, i.e., the projection scheme, will be discussed.
With reduced structural models, generally the geometry of the wetted surface does not coin-
cide with the geometry of the structural model, and a finite gap has to be bridged. This certainly
is true for structural models of beam elements which have a lower dimensionality than the wet-
ted surface, as shown on the left in Fig. 2.8. Also more sophisticated models, consisting for
instance of shell elements, often are not modelled with all parts in detail, but only with those
which constitute the main load-bearing structure, such as the wing box. In contrast, the flap
and slat mechanisms do not contribute much to the overall structural properties and are often
not included in the model. Again, even with a shell model, gaps will exist in the nose and the
trailing edge sections of the wing, as can be seen in the right image of Fig. 2.8. As a conse-
quence of these gaps, when using reduced structural models, forces instead of pressures have
to be projected from the wetted surface to the structure. Pressure as an intensive property does
not allow the necessary spatial shifting across gaps. This is only possible with forces, by intro-
ducing appropriate offset moments, which is how it is handled also in the ACM. Its input from
the flow solver comprises a cloud of load incidence points with associated aerodynamic force
vectors.
Before the ACM is called, the aerodynamic force vectors must be calculated inside the flow
solver. They are defined in each CFD surface cell by the pressure, the shear stress, the normal
vector and tangent vectors. In a consistent approach, first the continuous stress distribution is
reconstructed from the discrete stress values provided at the surface points. To calculate the
nodal force vectors, the reconstruction functions of the flow solver are used as shape functions
as in Eq. (2.2.13). This methodology guarantees that the work performed by the surface stresses
for a given deformation field is equal to the work performed by the resulting forces. Practice,
though, has shown it to be sufficient to use cell average surface stress values and surface cell
average normal and tangent vectors.
The ensuing projection of the aerodynamic forces from the wetted surface to the structural
model is performed inside the ACM. In order to be valid from the physical point of view, any
projection scheme has to be conservative, for which the following two criteria have to be met:
First of all, the total moment vector relative to some reference point and the total force vector
2.5. Projection of Loads and Deformations 43
should be preserved during the projection. Secondly, the forces on the wetted surface have to
perform the same deformation work as the projected loads on the structure. Further numerical
requirements arise from the flow solver and the volume mesh deformation code and concern
the projection of deformations from the structure back to the wetted surface: The resulting de-
formed surface mesh should be contiguous, including in the vicinity of intersections between
the sub-meshes of surface components, as between fuselage and wing. Also, the deformed sur-
face mesh should be smooth in order to assure good convergence properties of the flow solver.
In view of the type of simulations to be carried out in this work, the projection algorithm should
be able to accommodate rigid body movements of the complete configuration. There is one fi-
nal demand of a more practical nature: With reduced structural models, any projection scheme
has to make some kind of assumption for the transfer of forces and deformations over the gap
between wetted surface and supporting structure. The load paths so assumed should not be far-
removed from those in reality, meaning some measure of locality should be preserved during
the projection.
The projection of (generalised) forces from the wetted surface to the structure can be conve-
niently expressed as a matrix-vector product with a force projection matrix PF , and, likewise
the projection of (generalised) deformations can be expressed with a displacement projection
matrix PU :
F CSD = PF F CFD and uCFD = PU UCSD (2.5.1)
The conservative nature of the projection method is assured if PU = PTF , which can be shown
via the principle of virtual work [40]:
δWCFD = F
T
CFD δUCFD δWCSD = F
T
CSD δUCSD
= F TCFDPU δUCSD = (PF F CFD)
T δUCSD
= F TCFD P
T
F δUCSD
(2.5.2)
Consequently, the same projection method has to be used during the projection of forces as dur-
ing the projection of deformations. For the equivalence of forces on both sides, in each column
of the projection matrix the entries for the forces have to add up to one. For the equivalence of
moments, any shift of forces during the projection has to be counteracted by appropriate offset
moments
MCSD = ∆x× F CSD , (2.5.3)
where ∆x is the distance vector between a load incidence point on the wetted surface and the
structural node with which a projection has been carried out. In Eq. (2.5.2) it is implied that the
necessary vector products are represented in the projection matrix.
In the course of the current work, two new spatial coupling schemes have been implemented
in the ACM. They serve as alternatives to the existing scheme based on Finite Interpolation
44 Method
Elements (FIE), as originally presented by Beckert [14], cf. Boucke [18], Braun [20], and
Reimer et al. [108]. The two new methods are the Global Spline-Based interpolation (GSB) and
the Moving-Least-Squares interpolation (MLS). They both cast the problem of projecting loads
or deformations as an interpolation problem: For a set of N points in space x¯n with dependent
values f(x¯n) one seeks a functional approximation based on a suitable choice of interpolation
functions. In this sense, the nodes of the structural FE model provide the interpolation support
points, and the nodal structural deformations un are the given functional values. The functional
approximation is then evaluated at a second set of M points xˆm, which are the points of the CFD
surface mesh. Both the GSB method and the MLS method are suitable for reduced structural
models (albeit to a varying degree). They differ in the choice of interpolation functions, which
has considerable influence on the solution process. The methods are presented in the following
two subsections.
2.5.1. Global Spline-Based Interpolation (GSB)
The GSB method was originally published by Beckert and Wendland [15]. The authors ap-
proximate the deformation throughout the domain with a global low-order polynomial with Q
monomials. The monomial vectors are either
m = (1, x, y, z)T or m = (1, x, y, z, x2, y2, z2, xy, yz, zx)T . (2.5.4)
Superimposed are local contributions φ(x) that consist of radial basis functions (RBF). At a
given coordinate, the interpolation function is
s(x) =mT (x)β +
N∑
n=1
α(x¯n)φ(x, x¯n) . (2.5.5)
The coefficients α(x¯n) of the local RBF contributions and the coefficients β of the global poly-
nomial are calculated simultaneously for all N support points with a weighted least-squares
algorithm. The dependent values at the interpolation support points are reproduced exactly.
The RBFs with compact support constructed by Wendland [144] serve as weighting functions.
The C2-continuous Wendland RBF with a support radius δ serves here as an example:
φ(x, x¯n) = (1− x˜)4+ (4 x˜+ 1) with x˜ =
1
δ
‖x− x¯n‖2 . (2.5.6)
The index + marks that the factor (1 − x˜)4 is set to zero for values of x˜ > 1, whereby the
compact support is realised. The functional approximation to the deformation distribution can
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be obtained from the linear system of equations
 [φ(x¯i, x¯j)]
[
mT (x¯i)
]
[m(x¯j)] 0


︸ ︷︷ ︸
=C


{αi}
β

 =


{uλ(x¯j)}
0

 , 1 ≤ i, j ≤ N , (2.5.7)
which has to be solved for each Cartesian displacement component λ = x, y, z. This process
would need to be repeated in each coupling step, so instead the inverse of the coefficients matrix
C is determined. The functional approximation can then be evaluated at the CFD surface points,
which yields the final projection matrix P:

{uλ(xˆm)}
0

 =
[
[φ(xˆm, x¯n)]
[
mT (xˆm)
] ]
C
−1
︸ ︷︷ ︸
P


{uλ(x¯n)}
0

 ,
1 ≤ n ≤ N 1 ≤ m ≤ nCFD .
(2.5.8)
In the GSB method the support radius δ has to be the same all over the computational domain, or
else the interpolation scheme will not be consistent. In general, the number of support points for
which the RBF weights are greater zero will differ from one CFD surface point to the next. The
user has to define a minimum number of supports required and the projection scheme searches
the domain for the smallest radius providing this number.
2.5.2. Moving-Least-Squares Interpolation (MLS)
The MLS interpolation method was first applied to spatial coupling in aeroelasticity by Qua-
ranta et al. [100]. It exclusively uses low-order polynomials mT α to approximate the spatial
deformation distribution u(x¯). At each CFD surface point xˆm, a new set of polynomial coef-
ficients α(xˆm) is computed with a moving least-squares fit (cf. Levin [76]). The Nδ closest
support points x¯n provide a compact support; their influence relative to the CFD surface point
is weighted with Wendland RBF (2.5.6). For each CFD surface point xˆm and its Nδ support
points inside the support radius δ, a functional
I(xˆm, x¯n) =
∫
Ωδ
φ(xˆm, x¯n)
(
mT (x¯n)α(xˆm)− uλ(x¯n)
)2
dΩ(x¯n) (2.5.9)
has to be minimised for the coefficients α(xˆm). The discrete form of this functional
I(xˆm, x¯n) = {∆uλ}T Φ(xˆm, x¯n) {∆uλ}
with {∆uλ} =
{
[m(x¯n)]
T [α(xˆm)]− {uλ(x¯n)}
} (2.5.10)
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is reduced to the normal equation through a variation of coefficients δα(xˆm):[
[m(x¯n)]Φ(xˆm, x¯n) [m(x¯n)]
T
]
︸ ︷︷ ︸
=A
α(xˆm) =
[
[m(x¯n)]Φ(xˆm, x¯n)
]
︸ ︷︷ ︸
=B
{uλ(x¯n)} . (2.5.11)
Herein, Φ(xˆm, x¯n) = E {φ(xˆm, x¯n)} is the diagonal matrix of RBF weighting factors. Insert-
ing the interpolation function yields
uλ(xˆm) =m
T (xˆm)A
−1
B︸ ︷︷ ︸
=P (xˆm)
{uλ(x¯n)} . (2.5.12)
The row matrix P (xˆm) is a single line in the projection matrix P and describes the projection
between a single surface point xˆm and the Nδ support points inside the support radius around
it. So, in contrast to the GSB method, in the MLS method the projection matrix is built row
by row, separately for each surface point. At each point, a Q × Q-matrix A has to be set up
and inverted. Its condition number and thus its invertability depends on the number of support
points. Practical experience has proven that the regularisation of the linear system of equations
by left multiplication of [m(x¯n)] is highly detrimental to its condition. A more accurate and
robust numerical solution can be achieved if for every CFD surface point the Nδ overdetermined
systems of equations
Φ(xˆm, x¯n) [m(x¯n)]
T [α∗(x¯n)] = Φ(xˆm, x¯n) (2.5.13)
are solved with QR decomposition, yielding Nδ tuples of polynomial coefficients α∗(x¯n) for
unit deflections u∗λ(x¯n) at the individual support points. The final row entry to the projection
matrix then is
P (xˆm) =m
T (xˆm) [α
∗(x¯n)] . (2.5.14)
In above equation, the definition of the projection matrix is not entirely equivalent to the one in
Eq. (2.5.1). Here, as well as in the GSB scheme in Eq. (2.5.8), P describes the projection of the
degrees of freedom in one spatial direction at a time as against the projection of all degrees of
freedom simultaneously.
For a reliable solution of Eq. (2.5.13), the number of support points Nδ should not fall short
of a certain limit. As a rule of thumb, Nδ should be chosen at least twice the number of mono-
mials Q.
2.5.3. Insertion of Additional Support Points
The solution accuracy and the robustness of the MLS projection algorithm improve if the num-
ber of support points is increased, but do so only if these offer sufficient information density in
all spatial directions. This exigency is most pronounced for beam models, which in the worst
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rFB
nFB = 5
supports of a
single element edge
Figure 2.9.: Insertion of additional support points in the RBF-based projection schemes.
left: Arrangement of the “fishbones” generated for a beam model. The structural
nodes are shown in black, the edge midpoints in blue and the additional support
points in red. Here, the radius rFB is fixed to a value of approximately half the
average chord length. The number of additional support points per edge midpoint
nFB is set to five, which is the recommendation for beam models.
right: Arrangement of the additional support points after alignment with the wetted
surface.
case only supply support points situated along a line in space. Also with shell models diffi-
culties may emerge. In regions where the structural model has low curvature, the information
density perpendicular to the model’s surface might not be sufficient. Besides, with the number
of support points necessarily also the support radius becomes larger, and the desired locality of
the projection diminishes.
These difficulties can be alleviated by adopting an idea put forward by Quaranta et al. [100]:
It is not the actual nodes of the structural model that are used as supports for the interpolation.
Used instead are the midpoints of the beam elements, or, with higher-dimensional elements,
their edge midpoints. Around these additional supports are inserted circumferentially, as shown
in the left image of Fig. 2.9. Quaranta et al. coined the term “fishbones” for this arrangement.
The additional support points not only assure adequate information distribution in all spatial
directions, but also allow the simple projection of rotational deformational components at the
structural nodes. The rotations are interpolated to the edge midpoints, and then converted into
translations of the additional support points with the radius rFB. During the converse projection
of loads from the wetted surface to the structure, the forces projected to the additional support
points are combined at the edge midpoints and corresponding offset moments are introduced.
The loads at the edge midpoints are then split between the adjacent structural nodes.
The number of additional support points to be generated about each edge midpoint depends
on the type of structural model. In extensive tests, for beam models Flister [47] determined
nFB = 5 as the recommended number. For lower numbers the MLS problem (2.5.13) often can-
not be reliably solved. For higher numbers no significant improvement in robustness or accuracy
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was noticeable. Generally, dealing with structural models consisting of higher-dimensional ele-
ments, the number of additional support points can be reduced. For shell models often nFB = 2
is satisfactory. For volume models, additional support points are likely to be omitted.
The spatial information distribution of the GSB and MLS projection methods was further en-
hanced by enabling an automatic alignment of the additional support points with the wetted
surface, as shown on the right of Fig. 2.9. For this purpose, it is necessary to know which
surface points are in the vicinity of each edge midpoint. Therefore, in a preparatory step the
mapping of supporting edge midpoints to surface points is inverted. The shape of the surface
section normal to a given edge is approximated as an ellipse. The additional support points
are then inserted along its circumference with equiangular spacing. Special attention is needed
when the wetted surface does not cover the whole circumference, as is the case along the fuse-
lage of a half-model bounded by the symmetry plane.
2.5.4. Load and Deformation Projection for Complex Configurations
Reduced structural models of multi-component configurations such as a wing-fuselage-empennage
configuration hold a number of additional difficulties during the projection of loads and defor-
mations. These arise from the possible ambiguity of the projection brought about by the “gap”
between the geometries of the wetted surface and the structure. Two major problems have to be
resolved as described below.
point on wetted surface
structural node
mapping to wrong
structural component
gaps at intersections
between surface parts
Figure 2.10.: Problems arising during the load and deformation transfer for complex configura-
tions and reduced structural models (Image adapted from Braun [20].).
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adjacent surfaces
surface type
fuselage
element group 2
(wing) point on
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element group 3
(wing)
surface type
wing
Figure 2.11.: Blending in the vicinity of intersections between surface segments of different
components, here at the wing-fuselage joint (Image taken from Braun [20].).
First of all, any projection should only be carried out between surface segments and structural
components that actually are physically connected. This is made clear in Fig. 2.10: The struc-
tural elements closest to surface points along the main wing trailing edge actually are part of
the flap. Projections based solely on shortest distances lead to a physically impossible transfer
of loads and deformations over the flap gap. This is prevented by explicitly assigning structural
elements to surface segments and thereby to the individual components. In a preparatory step,
the elements of each component are combined in element groups. Each component’s surface
segment is given a unique identifier. In the ACM’s input data set, the element groups are then
either assigned to surface segments or excluded from the projection algorithm. Here in Fig. 2.10
for instance, the beam elements representing the flap tracks have no wetted surface segment as
a mapping counterpart and are excluded.
However, the altogether strict application of explicit assignments can lead to the other problem:
The wetted surface can come apart at intersections between components. Those neighbouring
surface points which are part of different components can experience incompatible deflections
due to their projection on elements of different element groups. Two surface segments necessar-
ily contiguous in the undeformed configuration cease to be so after the deformation projection.
The resulting defective mesh is no longer suitable for flow computations.
With the MLS method, this problem is resolved by means of an interpolation algorithm, which
is exemplified by the wing-fuselage joint shown in Fig. 2.11. For a surface point situated in an
intersection region, a row entry to the projection matrix P k(xˆ) is built for the element groups
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directly assigned. Further entries are built with the structures of each adjacent surface segment.
The resulting K row entries are assigned normalised weights wk according to the surface point’s
distance a to the seam curve, divided by the width of the intersection region alimit. For this
width, either a fixed value can be defined by the user. Alternatively, the local extensions of the
wetted surface about the edges, obtained prior to the alignment of the additional support points
with the wetted surface (cf. Chapter 2.5.3), can also be used to determine the approximate
local width of the intersection regions. This is especially useful for configurations with com-
ponents of substantially different extensions, such as fuselage, wings and flaps, where a single
fixed value would be inappropriate. Weighted averaging of the contributions of the K adjacent
components yields the final entry to the projection matrix for the given surface point:
P (xˆ) =
K∑
k=1
wk(xˆ, alimit)P k(xˆ) with
K∑
k=1
wk(xˆ, alimit) = 1 . (2.5.15)
This interpolation algorithm exploits the fact that the MLS method builds the projection matrix
for one surface point at a time. In the GSB method the projection matrix is created for all points
simultaneously. To realise a comparable interpolation, for each component a projection matrix
would have to be built which relates the component’s surface points to all neighbouring struc-
tures. Only thereafter the averages could be taken with suitable weights assigned to the row
entries of each surface point.
Intersection regions are detected automatically by taking the distances between pairs of sur-
face points belonging to different surface segments. Below a certain tolerance, the respective
points are included in a list of seam points which is the basis for the calculation of the dis-
tance a. The overall procedure described here is quite similar to that of Rampurawala [101], but
dispenses with his manual prescription of a hierarchy of components.
2.5.5. Comparison of the Projection Methods
Extensive studies of the GSB and MLS projection methods as well as comparisons with the
established FIE method have been carried out by Flister [47] and by Wellmer et al. [143]. An
overview of the findings is given below. Futhermore, selected results obtained with the FIE,
MLS, and GSB projection methods are compared in Chapter 3.5.
The first major difference between the MLS and the GSB method is of practical nature: The
MLS method results in a sparse projection matrix P. The matrix row contributionsP of surface
points outside of intersection regions have a fill-in equal to the number of supports Nδ. This
reflects the locality of the projection and is owed to the compact support of the interpolation
function. The GSB method, however, uses an interpolation function with a global polynomial
part, which gives a dense projection matrix and precludes an inherent locality of the projec-
tion. Moreover, the GSB method requires the inversion of the coefficient matrix C, as set forth
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in Eq. (2.5.8). As a consequence, the GSB method, apart from considerably higher memory
requirements, takes far longer to build the projection matrix. Indeed, due to the unfavourable
scaling of the matrix inversion, it might not be accomplished in reasonable time even for prob-
lems of average size. Because of the high memory requirements for just one projection matrix
resulting from the GSB method, an interpolation scheme in intersection regions has not been
implemented in the ACM. This restricts the GSB method to configurations with a single com-
ponent.
Both the GSB and the MLS method rely on a number of user-defined projection parameters
that are not based on physical considerations. Thus, some uncertainty is introduced into the
coupled solution process. The most important of the user-defined parameters are the (mini-
mum) number of supports, the number of additional support points per edge midpoint nFB, and
the radii of the additional support points rFB. The results of the GSB method generally depend
strongly on the spatial distribution of support points. In areas with insufficient numbers of sup-
ports, the interpolation results are dominated by the global ansatz. Even quadratic polynomials
are only a poor fit to an actual deformation distribution; the resulting deformed wetted surface
may have strong local distortions. In contrast, the dependency of the MLS method on the choice
of the projection parameters is far less pronounced. A minor downside is that the solution of
the least-squares problem (2.5.13) can fail without warning for individual surface points if the
supports do not deliver sufficient information density in all spatial directions. This problem is
avoided by using above-mentioned “fishbones” during the interpolation. To sum up, the MLS
method is more economical and gives better results than the GSB method, and for this reason
the MLS method has been preferred in the present work.
2.6. Deformation of the Flow Mesh
The structural solver computes structural deformations that are then transferred back to the wet-
ted surface by the chosen projection scheme. Before the flow solution can resume, the volume
mesh which discretises the computational domain of the flow solver has to be deformed accord-
ing to the deformed CFD surface mesh. This is done with a specialised mesh deformation tool.
Its algorithm strongly depends on the type of mesh used by the flow solver, either structured or
unstructured. For this reason, the mesh deformation is not carried out inside the ACM, but is
organised rather as an ancillary problem to the flow solution.
Several demands can be formulated which should be fulfilled by any mesh deformation method:
It should have low requirements regarding computational resources, which is especially impor-
tant for unsteady simulations. The mesh quality should be preserved even during the defor-
mation of complex topologies. Finally, if complex configurations are considered, the algorithm
should work reliably without calling for much user interaction during the preparatory steps prior
to a simulation.
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Several mesh deformation methods have been published over the years. Simple algorithms
rely on propagation schemes [57] or on spring analogies [11]. These approaches tend to give
deformed meshes of poor quality if large deformations or complex topologies are present. More
sophisticated methods model the whole computational domain of the flow solver as an elastic
solid [16], but this approach usually entails large memory requirements.
In the present aeroelastic simulation environment, two different methods can be used in conjunc-
tion with structured FLOWer meshes with multiple blocks. The “Multiblock Grid Deformation
Tool” (MUGRIDO) developed by Boucke [18] and Hesse [59] models the block boundaries
and a user-defined percentage of additional mesh lines as mass-less Timoshenko beam ele-
ments. These are discretised with a Finite Element formulation very similar to that in FEAFA.
The stiffness matrix K of the steady pseudo-structural problem is set up (cf. Eq. (2.2.15)). The
deflections of the CFD points on the wetted surface define the deflection boundary conditions of
the frame and generate respective entries in the right-hand side vector F . After the solution of
the pseudo-structural problemKU = F , the volume mesh deflections inside the blocks are ob-
tained by transfinite interpolation from the computed values along the block edges and along the
additional mesh lines. This method is fairly fast. Generally, the quality of the deformed mesh
is good thanks to the preservation of angles at intersections of the fictitious beam framework. A
major drawback is the large memory requirement of the stiffness matrix and its preconditioning
matrix. Also, experience has shown that complex meshes often require manual fine-tuning of
the number of additional mesh lines in the index direction i, j and k of each block. Otherwise,
parallel beam segments might cross over during deformation, producing negative cell volumes
and invalidating the resulting deformed mesh.
2.6.1. Volume Spline Method
The other mesh deformation method available is a “Volume Spline Method” based on an algo-
rithm implemented by Heinrich [57] as part of the flow solver TAU. This method was adapted
for use with FLOWer by Reimer [109]. Comparable methods have also been presented by
Spekreijse et al. [129], by Jakobsson and Amoignon [66] and by Morris et al. [90]. Albeit,
latter two papers are in the context of aerodynamic shape optimisation. The Volume Spline
Method is meshless, since it does not ask for the information how points are connected by the
mesh. Hence, it is independent of the formulation of the flow solver. Actually, it is mostly iden-
tical to the GSB interpolation presented in Chapter 2.5.1. The deformation of the volume mesh
is determined from a functional approximation, and the same interpolation function (2.5.5) is
used again. For the local RBF contributions φ the linear or cubic volume spline
φ(x, x¯n) = x˜ or φ(x, x¯n) = x˜
3 with x˜ = ‖x− x¯n‖2 (2.6.1)
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is used instead of the previous RBF with compact support. Because inverse mapping analogous
to the load projection is not needed between the volume mesh and the wetted surface, the pro-
jection matrix is not computed. Instead, the coefficient matrix C is set up and inverted once in
the beginning of the simulation. The coefficients α of the local RBF contributions and β of the
global polynomial are determined by multiplying the surface point deflections in each spatial di-
rection against C−1. The interpolation function is then evaluated at each individual point of the
volume mesh. As noted in Chapter 2.5.5, the matrix inversion is very time-consuming. For this
reason, only a subset of the CFD surface points is taken as supports for the mesh deformation.
The user specifies their number for each surface component separately. The support points are
then automatically selected by a “greedy” algorithm that ensures an approximately equidistant
distribution. The surface deflections are reproduced exactly at the supports. At the remaining
surface points, an interpolation error is incurred dependent on the distribution of support points
and on the choice of interpolation functions.
Due to the global nature of the interpolation function (2.5.5), deformations propagate all over
the computational domain up to the far field boundaries. This is hardly desirable, as one usually
wants them to stay fixed in space. Before the interpolation problem is set up, the algorithm
determines the bounding box around the flow mesh. A user-defined number of additional sup-
port points is generated on the surfaces of the bounding box where zero deflections are imposed.
The steady trim of transport aircraft configurations requires that even small control surface
deflections are represented faithfully in the flow mesh. The inevitable interpolation error on the
wetted surface incurred with the described volume mesh deformation method dictates a high
number of interpolation supports to provide a sufficiently accurate rendition of the wetted sur-
face. This is especially disadvantageous during unsteady simulations, because the time needed
to apply the mesh deformation after each call to the ACM is linearly proportional to the number
of supports. Further problems may arise with complex configurations: Here, the deformation
field might turn out to be strongly non-uniform over the configuration, and the global polyno-
mial of the interpolation function might give a poor approximation of the local deformations.
This calls for large local RBF contributions in order to reconstruct the source deformation field.
Subsequently, steep local deformation gradients give rise to bad surface approximations and
might warp the volume mesh so much as to produce cells with negative volume, invalidating
the mesh.
To alleviate this problem, a surface correction algorithm inspired by the method of Rendall
and Allen [110] has been included into the mesh deformation tool. The Volume Spline Method
is now regarded as a pre-processor which delivers an initial deformed mesh to the surface cor-
rection algorithm. Above-cited authors reason that the main requirement of this initial mesh
deformation is to maintain the overall quality of the mesh. Apart from a smooth deformation
field, this implies preservation of cell angles, both of which can be achieved by a proper choice
of global and local interpolation functions. A surface correction is then performed which affects
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only the near field about the configuration and makes sure the deformed surface in the volume
mesh is identical to the surface resulting from the projection of structural deformations.
For the surface correction, the local difference vector of the surface reconstruction ∆uΓ =
u¯Γ − uˆΓ, being the difference of the supplied deflection field u¯Γ and the reconstructed deflec-
tions uˆΓ, is needed as a first step. It is this local surface correction vector which exactly restores
the given deformed wetted surface. Within a correction radius δcorr about the configuration (de-
fined as a small fraction of the configuration’s largest extension), the surface correction vector is
propagated outwards, as shown in the left image of Fig. 2.12: For each such point in the volume
mesh xΩ, the Ncorr + 1 closest surface points xΓ are sought and sorted by ascending distance.
The desired number of surface correction supports Ncorr is prescribed by the user; typically, it
is in the range between 1 and 10. The correction vector at the volume point ∆uΩ is then a
weighted average of the values at the surface:
∆uΩ =
Ncorr∑
n=1
∆uΓ, n w(xΩ, xΓ, n) . (2.6.2)
Each weightw(xΩ, xΓ, n) is a product of two weighting functionsw1(xΩ, xΓ, n) andw2(xΩ, xΓ, n),
the calculation of which is sketched in the right image of Fig. 2.12: The first weight describes
the decay of the correction values with increasing distance to the wetted surface:
w1, n(xΩ, xΓ, n) = φ(‖xΩ − xΓ, n‖, δcorr) . (2.6.3)
contour of wetted surface
xΓ
xΓ + uˆΓ
xΓ + u¯Γ
undeformed
undeformed
deformed with
Volume Spline Method
deformed with
Volume Spline Method
deformed,
as supplied by ACM
after surface
correction
volume mesh point
xΩ
xΩ + uˆΩ
xΩ + uˆΩ +∆uΩ
xΩ
xΓ, n
‖xΩ − xΓ, n‖
δcorr
δNcorr+1
undeformed wetted surface
limit of surface correction
Figure 2.12.: Surface correction of the Volume Spline Method:
left: Propagation of the surface corrections into the volume mesh.
right: Definition of the weights for a given point of the volume mesh. In the
depicted example, Ncorr = 5.
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The second weight determines the relative importance of the Ncorr surface supports. The dis-
tance between the volume mesh point and surface point number Ncorr + 1 is used to define the
weight, and so
w2, n(xΩ, xΓ, n) =
φ(‖xΩ − xΓ, n‖, δNcorr+1)
Ncorr∑
n=1
φ(‖xΩ − xΓ, n‖, δNcorr+1)
,
with δNcorr+1 = ‖xΓ, 1 − xΓ,Ncorr+1‖ .
(2.6.4)
This normalisation makes sure all weightsw2, n add up to one. For either weight, RBF with com-
pact support that monotonically decrease from 1.0 to 0.0 are the functions of choice. Thereby,
the given deformed wetted surface can be reproduced exactly in the volume mesh when only
one support is used per volume mesh point, which leads back to the scheme of Rendall and
Allen [110]. More supports bring about a local “smearing”, but might be beneficial in inter-
section regions between surfaces meeting at an angle, like at the wing-fuselage joint. The final
local volume mesh deformation then is the sum of the deflection computed with the Volume
Spline Method and the surface correction:
uΩ = uˆΩ +∆uΩ . (2.6.5)
The search for the closest points on the wetted surface carried out for the volume points and
the subsequent assignment of weights has to be performed only once during the preprocess;
the information can be reused thereafter. Nevertheless, it would obviously be computationally
very expensive if the search for the closest Ncorr + 1 surface points was done for each and ev-
ery volume point. The search is accelerated by first defining bounding boxes for each surface
component. If a volume point is outside all bounding boxes, it can be entirely discarded from
the search. If it is inside of only some of the bounding boxes, only their surface points have to
be considered. The effort can thereby be reduced sufficiently for it to be realised in serial on a
single processor even for moderately large meshes.
The described Volume Spline Method is well-suited for computationally intensive simulations.
On the one hand, it involves large effort during initialisation. The coefficient matrix C has to be
set up and inverted. If the surface correction is activated, also the search algorithm must be run
for relevant volume mesh points. On the other hand, the method is very efficient during run-
time. The coefficients of the interpolation matrix result from one matrix-vector product for each
spatial dimension. These operations are done in serial on the master process. The coefficients
are then broadcast to all processors and are evaluated in parallel for the volume mesh points of
each process. If required, the surface correction is again realised in serial after the deflected
volume mesh points have been gathered on the master process and before being returned to the
flow solver. The lack of parallelism here has so far not presented a bottleneck. The surface
correction has the additional benefit that it makes the quality of the surface representation in-
dependent from the number of interpolation supports. Therefore, the number of supports can
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generally be reduced without impairing the quality of the mesh. To summarise, the Volume
Spline Method is the preferred mesh deformation algorithm for unsteady simulations, where
the higher initial effort is more than outbalanced by the low cost of the deformations in each
physical time step.
2.7. Coupling between the Elastic Deformation and the
Rigid Body Motion
As is obvious from Eq. (2.3.6) and Eq. (2.3.7), given a sufficiently flexible structure its defor-
mation exerts an influence on the rigid body motion. But there also is another influence working
in the opposite direction: The description of the translational and rotational rigid body motion
by Eq. (2.3.3) and Eq. (2.3.4) is only possible if the time-dependent deformation of the config-
uration or, more precisely, its deformational velocity does not contribute to the total linear and
angular momentum. This condition is achieved by defining the laboratory coordinate system as
a mean axes system, wherein the term “mean” implies that, by choice of the coordinate system,
the mean angular and linear deformational momentum of the configuration becomes zero. Such
a coordinate system represents a moving reference frame. This must be taken into account dur-
ing the calculation of the configuration’s structural deformation. Inertial forces and moments
result from the rigid body motion, and the structural loads have to be modified accordingly. The
explanations following in Chapter 2.7.1 and Chapter 2.7.2 have been adapted from Boucke [18]
and Hanke [56].
2.7.1. Laboratory Coordinate System
Integrating Eq. (2.3.2), one obtains the total linear momentum P ′0 in the geodesic coordinate
system:
P ′0 =
∫
Ω
v′ ̺ dV
=
∫
Ω
v′0 ̺ dV + ω0 ×
∫
Ω
{x+ u} ̺ dV +
∫
Ω
u˙ ̺ dV
≈ mtot v′0 + ω0 ×
E∑
e=1
me {xe + ue} +
E∑
e=1
me u˙e .
(2.7.6)
Yet the linear momentum in Eq. (2.3.3) is simply P ′0 = mtot v′0, and so, in the last row of the
previous equation both sums have to vanish. The first of the sums contains the actual definition
of the centre of gravity
x0 =
1
mtot
E∑
e=1
me {xe + ue} . (2.7.7)
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As the origin of the laboratory coordinate system was permanently attached to the centre of
gravity x0 ≡ 0, the first sum is zero. The second sum is just the time derivative of the equation
above, and consequently must be zero, too.
Correspondingly, the angular momentum in Eq. (2.3.4) can be represented in terms of defor-
mations and deformational velocities as
L′0 =
∫
Ω
r′ × v′ ̺ dV
=
∫
Ω
{r′0 + x+ u} × {v′0 + ω0 × {x+ u}+ u˙} ̺ dV .
(2.7.8)
The lower line is then expanded, and the terms in r′0 are separated from the terms in {xe + ue}.
It is because the origin of the mean axes system is in the centre of gravity that a number of
contributions automatically are zero:
L′0 = mtot r
′
0 × v′0 + r′0 ×
{
ω0 ×
∫
Ω
{x+ u} ̺ dV
︸ ︷︷ ︸
=0
}
+ r′0 ×
∫
Ω
u˙ ̺ dV
︸ ︷︷ ︸
=0
− v′0 ×
∫
Ω
{x+ u} ̺ dV
︸ ︷︷ ︸
=0
+
∫
Ω
{x+ u} × u˙ ̺ dV +
∫
Ω
{x+ u} ×
{
ω0 × {x+ u}
}
̺ dV
︸ ︷︷ ︸
=Θ0ω0
.
(2.7.9)
The first term mtot r′0 × v′0 is the angular momentum relative to the origin of the geodesic
coordinate system and can be taken as an orbital angular momentum. What then remains is
the configuration’s angular momentum relative to its centre of gravity. In Eq. (2.3.4) this is
L′0 = Θ0 ω0, so the final specification of the mean axes system regarding its orientation in
space can be derived: ∫
Ω
{x+ u} × u˙ ̺ dV = 0 . (2.7.10)
This is not an explicit definition of the orientation of the laboratory system axes, but merely a
prescription of their rate of change. The initial orientation has to be provided separately.
One possible initial orientation of the mean axes system is the principal axes system of the in-
ertia tensor Θ0. Milne [89] suggests using the principal axes also for the laboratory coordinate
system throughout the simulation instead of using the mean axes as defined through Eq. (2.7.10).
If the principal axes are chosen as the initial orientation and the proper element contribu-
58 Method
tions are neglected, all off-diagonal terms of the Steiner contribution to the inertia tensor in
Eq. (2.3.6) must be zero prior to first time step when u = 0. Therefore, ∑Ee=1me xi xj = 0
with i, j = x, y, z and i 6= j. After the first time step there is a finite structural deformation.
In order for the new laboratory coordinate system to stay a principal axes system, once again
the off-diagonal components have to vanish. Three scalar conditions for the orientation of the
principal axes result:
E∑
e=1
me (y uz + z uy)e =
E∑
e=1
me (z ux + xuz)e =
E∑
e=1
me (xuy + y ux)e = 0 . (2.7.11)
The products of deflections have been dropped, as small deflections u≪ x are assumed here.
Whereas, if one expands the vector product in Eq. (2.7.10), once again inserts the assump-
tion of small structural deflections, and integrates in time, one obtains a different set of scalar
conditions
E∑
e=1
me (y uz − z uy)e =
E∑
e=1
me (z ux − xuz)e =
E∑
e=1
me (xuy − y ux)e = 0 . (2.7.12)
Milne points out that in certain circumstances the definitions (2.7.11) and (2.7.12) are approxi-
mately equivalent. An aircraft, for instance, generally has the greatest extensions in lengthwise
and spanwise directions, which here are x and z. Its elastic wing deflection, though, is predom-
inantly directed in y-direction normal to the x-z-plane. Thus y uz ≪ z uy and y ux ≪ xuy
hold, whereby two of the three scalar conditions for the principal axes system in Eq. (2.7.11)
satisfy the corresponding scalar conditions for the mean axes system in Eq. (2.7.12) but for a
small term. In any case, the third axis of the laboratory coordinate system must be orthogo-
nal to the other two, so that it cannot differ much, either. Nonetheless, defining the principal
axes as laboratory axes means the deformational angular momentum is not absolutely zero in
Eq. (2.7.9). Its influence on the rigid body motion is disregarded, and so an error is introduced.
Moreover, only the Steiner contributions to the inertia tensor are considered in this rationale.
Yet the proper element contributions to the inertia tensor can have significant influence, as will
be shown in Chapter 3.1.
2.7.2. Inertial Loads
The structural deformation is calculated in a moving reference frame which generally has a
time-dependent angular velocity and also experiences linear accelerations relative to the geodesic
frame. Inertial forces and moments are generated, which can be deduced from the equations
of motion in the geodesic frame Eq. (2.3.3) and Eq. (2.3.4): As the configuration is not re-
strained in any point, there are neither reaction forces nor reaction moments; the external loads
are balanced by the inertial loads commensurate to the rigid linear and angular accelerations.
The same must also hold true for the elastic deformation: In particular, due to the choice of the
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mean axes system as a laboratory coordinate system, the configuration should not experience
any linear or angular acceleration relative to this moving reference frame. From this it follows
that in the moving reference frame the sum total of external and inertial loads must be zero. The
distribution of structural loads has to be modified by a distribution of inertial loads, which are
equivalent to the external loads “consumed” by the rigid body linear and angular acceleration.
Hence, the nodal loads that actually enter the structural problem are
F n = F¯ n − F corr, n and M n = M¯ n −M corr, n , (2.7.13)
where the values marked with bars are those directly obtained from the projection of the aero-
dynamic surface loads and from the application of weight loads. The modified structural loads
must then add up to zero, as otherwise the overall structure would experience finite accelera-
tions relative to the moving reference frame.
The linear acceleration of a single material point of the configuration is obtained by differ-
entiating Eq. (2.3.2) with respect to time:
a′ = a′0 + ω˙0 × {x+ u(x , t)} + 2ω0 × u˙(x , t) +
ω0 × {ω0 × {x+ u(x , t)}} + u¨(x , t) .
(2.7.14)
The first contribution a′0 is the acceleration of the configuration’s centre of gravity in the
geodesic frame. The last contribution u¨ is the acceleration of the given material point in the lab-
oratory coordinate system. The other contributions are inertial accelerations generated by the
moving reference frame, which in above equation are in order of appearance the Euler acceler-
ation, the Coriolis acceleration and the centrifugal acceleration. Only the local acceleration of
the material point u¨ relates to the elastic deformation described by Eq. (2.2.15) or Eq. (2.2.22);
all other terms result from the rigid body motion. Their corresponding forces together constitute
the corrective inertial force
F corr, e = me
{
a′0 + ω˙0 × {xe + ue(xe, t)} + 2ω0 × u˙e(xe, t) +
ω0 × {ω0 × {xe + ue(xe, t)}}
}
.
(2.7.15)
This force is to be subtracted from the original structural load vector resulting from the aerody-
namic loads as well as other possible external loads such as weight or thrust. By virtue of the
mean axes system’s first defining property (2.7.7) the sum of the corrective forces is identical to
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the total force vector:
E∑
e=1
F corr, e = mtot a
′
0 + ω˙0 ×
E∑
e=1
me {xe + ue}︸ ︷︷ ︸
=0
+
2ω0 ×
E∑
e=1
me u˙e︸ ︷︷ ︸
=0
+ω0 ×
{
ω0 ×
E∑
e=1
me {xe + ue}︸ ︷︷ ︸
=0
}
= mtot a
′
0 = F tot .
(2.7.16)
In this summation, the material points are already equated with element centres of gravity.
Similarly, for the rotational degrees of freedom corrective moments have to be introduced. They
result from the change in angular momentum of a single element in the geodesic frame
dL′e
dt
= Θe ω˙e + Θ˙eωe + Θ˙eω0 + Θe ω˙0 + ω0 × {Θeω0} . (2.7.17)
The first term is the deformational acceleration of the rotational elastic degrees of freedom.
The second term is a damping term which only depends on the elastic deformation. It leads to a
time-dependent damping matrix and is disregarded in geometrically linear theory. The last three
terms are inertial moments which comprise the corrective moment of a given element. Anal-
ogous to the correction of the forces in Eq. (2.7.16), the corrective moments and the moments
exerted by the corrective forces together must equilibrate the external moments:
E∑
e=1
M corr, e + χe × F corr, e =
E∑
e=1
Θe ω˙0 + χe ×
{
me ω˙0 × χe
}
︸ ︷︷ ︸
=Θ0ω˙0
+
E∑
e=1
Θ˙eω0 + χe ×
{
2meω0 × u˙e
}
︸ ︷︷ ︸
≈Θ˙0ω0
+
E∑
e=1
ω0 ×Θeω0 + χe ×
{
me ω0 × {ω0 × χe}
}
︸ ︷︷ ︸
=ω0×Θ0ω0
− a′0 ×
E∑
e=1
meχe︸ ︷︷ ︸
=0
= M 0, tot ,
(2.7.18)
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where for brevity’s sake once again χ = x + u is used. The second row in above equation
merits a closer look. These particular corrective loads are expected to cancel out against the
moment equal to the change in the inertia tensor Θ˙0ω0. Their summation comprises two terms,
just as the time derivative of the total inertia tensor in Eq. (2.3.7). Therefore, the moment can
also be split in two parts Θ˙0ω0 = Θ˙Pω0 + Θ˙Sω0, where Θ˙P is the sum of all element proper
contributions and Θ˙S is the sum of all Steiner contributions. The terms corresponding to the
element proper part are equal. The second terms, however, are not: If one replaces the double
vector product in above equation by a matrix-vector product, this gives
χe×
{
2meω0× u˙e
}
= 2me


χy u˙y + χz u˙z −χy u˙x −χz u˙x
−χx u˙y χx u˙x + χz u˙z −χz u˙y
−χz u˙x −χz u˙y χx u˙x + χy u˙y

 ω0 . (2.7.19)
The entries on the main diagonal are identical to those in Eq. (2.3.7), but the off-diagonal ones
are not. Hence, the moments exerted by the Coriolis forces in Eq. (2.7.18) do not add up to
Θ˙Sω0. The structure might retain an angular momentum that is not accounted for in the rigid
body solution. The magnitude of the error depends on the manner how the laboratory coordi-
nate system is defined, and on the symmetry properties of the dominating deformation shapes.
The contributions in the remaining rows in Eq. (2.7.18) are indeed arithmetically identical to
their counterparts in Eq. (2.3.4).
It seems tempting to forgo the correction of the structural load vector. After all, the complete
modal basisΦ contains both the rigid body motion and the elastic deformation. As indicated on
p. 26, all eigenvectors are mutually orthogonal, and thus the projection of the corrective forces
and moments onto the eigenvectors of the elastic deformation ought to be zero. But this is not
the case, as can been seen by comparing the rigid body motion in modal coordinates Eq. (2.2.22)
to the corrective forces and moments in Eq. (2.7.15) and Eq. (2.7.17). The modal basis ΦR is
constant in time and thus it can represent at most the corrective terms linear in linear or angular
acceleration, which are F corr, lin, e = me a′0 andM corr, lin, e = Θe ω˙0. In the corrective force, the
Euler contribution ω˙0×χe, the Coriolis contribution 2ω0× u˙e and the centrifugal contribution
ω0 × {ω0 × χe} are non-linear because they contain products of the angular velocity or accel-
eration either with itself or with deformational terms. This is also the case for the corrective
moment contributions Θ˙eω0 and ω0 ×Θeω0. While the elastic deflection u in the Euler force
can be neglected because of the assumption of small displacements, the other terms cannot be
dropped without restricting the applicability of the simulation method. Only by introducing a
mean axes system as moving reference frame and by explicitly correcting the structural load
vector for the inertial loads the decoupling of the rigid body motion from the elastic deforma-
tion has been achieved.
Gupta and Meek [55] incorporate the inertial terms directly into the system matrices of Eq. (2.2.15).
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The centrifugal force generates additional entries in the stiffness matrix K. The Coriolis force
acts as a velocity-proportional damping and thus leads to a non-zero structural damping matrix
C. This approach is feasible only for a constant rotation vector ω0, as otherwise the system ma-
trices become time-dependent and thus also the mode shapes and eigenfrequencies. One field
for which such an approach seems more practicable is, for instance, the simulation of helicopter
or wind turbine rotors.
2.8. Coupling between the Rigid Body Motion and the Flow
Solver
If a configuration is unrestrained, its rigid body motion governed by Eqns. (2.3.3) and (2.3.4)
will produce time-dependent linear and angular velocities. These data have to be communi-
cated to the flow solver in order to be duly considered in the flow solution. This information is
equally needed should a steady trim of the aircraft be carried out, in which the angle of attack
α is modified by the trim algorithm. Several methods are conceivable how to impose variable
linear and angular velocities onto the flow domain. In this context, the translational and the
rotational degrees of freedom are contemplated separately.
For the translational degrees of freedom, one has to account for a major difference between
the rigid body solution and the flow solution: The rigid body motion is computed with a La-
grangian coordinate description. The configuration is reduced to a point mass and an inertia
tensor, and their spatial trajectory is tracked in time. The flow solver, however, operates with
a predominantly Eulerian coordinate description and the flow solution is computed in terms of
field values. Admittedly, in the ALE formulation laid out in Chapter 2.1.4, the discretisation
inside the computational domain is no longer regarded as entirely fixed in space. But, since the
rigid body translation can become arbitrarily large, in practice the flow mesh will be attached to
the configuration and move along with it, as indicated in the top left image of Fig. 2.13. Thus,
the mesh motion will generally remain small compared to the rigid body motion. The rigid body
velocity v′0 is “seen” by the flow solver as an inflow vectoru∞ into the flow domain. Because of
the transformation into said moving reference frame the velocity switches sign, and u∞ = −v′0.
The position of the flow domain relative to the geodesic frame is now defined, but its orien-
tation in space is not yet. There are three obvious possibilities for doing so by aligning the flow
mesh with different coordinate systems. The first possibility is to permanently attach the flow
mesh to the geodesic frame. This is sketched in the top right picture of Fig. 2.13 for the case
of purely symmetric or longitudinal motion, where the pitch angle Θ is the sum of the angle of
attack α and the climb angle γ. The flow domain does not rotate at all, but must accommodate
any rotation of the configuration altogether through deformations of the mesh. The flow vec-
tor changes its orientation relative to the mesh along with the climb angle γ. This method is
likely to require large mesh deformations; the maximum distortion of the mesh the flow solver
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Figure 2.13.: Movement of the computational domain of the flow solver.
top left: The translational motion of the flow domain is the same as the transla-
tional motion of the investigated configuration.
top right: Preservation of the original orientation of the flow mesh relative to the
geodesic frame.
bottom left: Rotation of the flow mesh together with the inflow vector.
bottom right: Rotation of the flow mesh together with the configuration.
can cope with limits the range of orientation angles. This poses a significant limitation to the
solution algorithm, especially when lateral motion is considered. Then, the azimuth angle Ψ is
artificially limited to a certain range.
The next of the three methods how to orient the flow mesh is depicted in the bottom left image
of Fig. 2.13: Here, the mesh is aligned with the inflow vector and thus with the so-called “aero-
dynamic” or “wind” coordinate system. The rotation of the configuration is represented partly
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by deformations of the mesh, and partly by rotation of the mesh itself relative to the geodesic
frame: The mesh deformation is proportional to changes in the angle of attack α, whereas the
mesh itself rotates with the trajectory angles, here with the climb angle γ. The degree of defor-
mation the mesh is undergoing is now limited to the range of the aerodynamic flow angles α and
β. The flow mesh, in turn, now has an angular velocity relative to the geodesic frame, which
must be considered in the flux tensors as per Eq. (2.1.16). An additional difficulty crops up at
this point: The instantaneous changes of the trajectory angles, such as γ˙, are not part of the rigid
body solution. Instead, they would have to be determined indirectly from the computed rigid
body angular velocity ω0 and the time derivatives of the flow angles.
The third possibility is to orient the flow mesh towards the moving reference frame of the
configuration, as shown in the bottom right image of Fig. 2.13. The mesh deformation here in-
volves only the elastic model deformation, and the flow mesh rotates with the computed angular
velocity ω0 of the configuration. Among the options presented, this one seems most practical,
and has been chosen here for the coupling of the RB-ACM with the flow solver. The magnitudes
that have to be communicated to the flow solver are readily available in the solution algorithm.
They comprise the instantaneous velocity vector v′0, the angular velocity ω0, and the centre
of gravity x0, being simultaneously the centre of rotation. Moreover, the mesh deformation is
minimised and the rotation of the configuration is not limited to a certain range.
During unsteady simulations, it must be made sure that the flow quantities received by the flow
solver share the same time step as the deformed wetted surface. In case the temporal coupling
scheme wants the extrapolation of structural quantities between time steps, the same procedure
must also be applied to the flow quantities to be returned. The preferred temporal coupling
method, explained in Chapter 2.10, however, does without extrapolations during the finalisation
of a coupling step. The manner in which changing inflow conditions are realised needs careful
consideration: It is not physically accurate to simply impose the modified flow vector at the far
field boundaries. An artificial time lag would be introduced into the system: The perturbations
would need a finite interval to travel from the far field boundaries to the configuration and only
then would manifest themselves in the surface pressure distribution. For an immediate reaction
of the flow field, changes of the inflow vector are directly imposed all over the flow domain
by manipulating the cell face velocity uΓ. The additional mesh velocity component ∆uR that
represents the changes in the rigid body velocity is derived from the following thought experi-
ment: A section of the mesh is marked out sufficiently far away from the investigated body and
thus not influenced by its presence. The configuration is assumed to be subjected only to linear
accelerations. The instantaneous flow velocity through this mesh region would then be equal
to the current freestream velocity u∞(tn) = −v′0(tn). As the initial freestream velocity u∞(t0)
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continues to be imposed at the far field boundaries, Eq. (2.1.16) becomes
u∞(tn) = u∞(t0)−∆uR(tn)
⇔ ∆uR(tn) = u∞(t0)− u∞(tn) .
(2.8.1)
If there also is a finite rigid body angular velocity ω0, an additional linear velocity of ω0(tn)×
{x − x0(tn)} is imparted to any given point. The local instantaneous flow velocity then is
u(x, tn) = u∞(tn)−ω0(tn)×{x−x0(tn)}. The velocity component resulting from the vector
product, therefore, also has to be added to the local cell face velocity ∆uR(x, tn). Another
contribution to the cell face velocity may finally result from the deformational velocity of the
mesh. Apart from the cell face velocities entering the flux balance, the rigid body angular ve-
locity further generates source terms as per Eq. (2.1.20).
As to steady trim simulations, the absolute value of the velocity is kept constant, and only the di-
rection changes with the angle of attack α. It seems natural to simply impose the rotated inflow
vector u∞ at the far field boundaries. Although straightforward to realise, this procedure has a
distinct disadvantage: Comparable to the unsteady simulation, the modified inflow conditions
need a number of iterations of the flow solver to propagate from the far field to the configuration
and to then manifest themselves in the pressure distribution. This asks for a minimum number
of flow solver iterations between subsequent calls to the RB-ACM, which, however, is difficult
to ascertain beforehand. If the minimum number is not reached, the derivatives with respect to
the angle of attack will undergo strong fluctuations, and the trim algorithm is unlikely to con-
verge. Therefore, changes in the flow vector are effected in the same manner during steady trim
simulations as during unsteady simulations by adding a mesh velocity according to Eq. (2.8.1).
The deformational mesh velocity of the ALE formulation (2.1.16) must be zero in the resulting
steady equilibrium configuration and does not appear.
All magnitudes communicated from the rigid body solver to the flow solver have to be ex-
pressed in the basis of the moving reference frame and are non-dimensionalised following the
convention used in FLOWer [6]:
u˜∞ =
√
̺∞
p∞
u∞,
ω˜0 = lref
√
̺∞
p∞
ω0,
x˜0 =
x0
lref
,
(2.8.2)
where lref is the reference length that links mesh units to the physical dimensions.
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2.9. Realisation of Control Surface Deflections
The trim algorithm delineated in Chapter 2.4 computes control settings with the goal of achiev-
ing an equilibrium of total forces and moments. The control variables encompass the angle
of attack, point forces or moments as well as deflections of control surfaces. Latter will only
influence the load distribution if communicated to the flow solver via changes in the shape of
the wetted surface. To this end, the control surface deflections are treated in the same manner
as are structural deformations and both are projected onto the wetted surface in one step. Two
methods are available to feed the control surface deflections into the projection algorithm: The
first method operates directly on the structural level. Here, the control surface deflections are
treated as prescribed structural deformations. The second method steps in only during the spa-
tial coupling: the control surface deflections are applied to “pseudo-elements” that only exist for
the projection without contributing to the structural system matrices. Both methods are outlined
hereafter, and the actual representation of control surfaces in the wetted surface is commented
on.
2.9.1. Deformation Prescription
So far, the Finite Element problem (2.2.15) has been regarded as a way of computing the tem-
poral evolution of the deformationsU(t) for given external loads F (t). Contrariwise, for some
structural degrees of freedom, the deformations may be known while the reaction loads remain
as unknowns. This can be the case if deployable ailerons, elevators or rudders are included in
the structural model. As depicted in Fig. 2.14, the desired control surface deflections can be
defined as prescribed rotational deformations ϕP at a given set of nodes. This procedure was
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Figure 2.14.: Realisation of control surface deflections through prescribed nodal motion:
left: Straight cantilever wing with control surface and structural beam model.
right: Close-up of the control surface. The prescribed rotation ϕP is applied to
the inner two nodes which make up the control surface beam.
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implemented in the ACM by Reimer [109] with the objective of simulating the excitation of a
single winglet flap. In the course of the present work, the algorithm was generalised to permit
any number of control surface deflections during the steady trim of a transport aircraft.
With regard to the deformation prescription at a given set of nodes, the deformation vector
and the load vector are each divided into two parts. UF represents all degrees of freedom with
unknown deformations, F F the known loads acting in their directions. All prescribed deforma-
tions are contained in UP; F P are the respective unknown reaction load components. Hence,
the system matrices can be split into four parts, which express the interaction of the two groups
of nodal degrees of freedom. Eq. (2.2.15) can then be expanded to read
 MFF MFP
M
T
FP MPP




U¨F
U¨P

+

 KFF KFP
K
T
FP KPP




UF
UP

 =


F F
F P

 . (2.9.1)
In this investigation, the reaction forces are not of interest, and the bottom line is discarded. In
the top line, all known quantities are shifted to the right-hand side, and one obtains
MFFU¨F +KFFUF = F F −MFPU¨P −KFPUP . (2.9.2)
The additional contributions to the load vector constitute the elastic and inertial forcing of the
“free” degrees of freedom caused by the prescribed motion. Again, a restrained configura-
tion can also be regarded in this manner, since at the supports the deformation prescription
U = U¨ = 0 necessarily applies.
During modal analysis, only the matrices MFF and KFF enter into the eigenvalue problem
(2.2.17). Following the calculation of the modal amplitudes ηE, the prescribed deformation
UP is simply added to the superposition of modes (2.2.19). The load components in Eq. (2.9.2)
caused by the motion prescription will affect the rest of the structure only if their projection on
the selected modes ΦE generates non-zero entries. The dependence on the selection of modes
can have unexpected consequences. Assume a control surface deflection is put into practice by
the prescribed rotation of a beam in torsional direction. On the one hand, if other nodes are part
of the respective beam but do not share the motion prescription, they will only experience this
torsional motion if a mode which represents this motion is part of the selection of modes. On
the other hand, unwanted coupling of the prescribed motion with the elastic deformation may
occur if the selected mode not only represents this torsional deformation but also incorporates
some other movement components. It becomes clear that with prescribed deformation utmost
care is due for the selection of the modes ΦE.
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Figure 2.15.: Realisation of control surface deflections with pseudo-elements.
left: Close-up of the control surface. The prescribed rotation ϕP is added to the
computed rotational deformation ϕF at the two hinge nodes.
right: Insertion of additional support points about a control surface pseudo-
element. In contrast to standard projection edges, the additional supports, depicted
as red circles, are distributed along the length of the edge (cf. Fig. 2.9). Thereby,
a sufficient information distribution is achieved also in spanwise direction of the
control surface. The dash-dotted connection lines between the additional supports
only serve to highlight their projections onto the pseudo-element.
2.9.2. Pseudo-Elements
Because of the difficulty to appropriately define the modal problem if multiple prescribed de-
grees of freedom are present, a second, more straightforward method has been implemented.
In its current form, it is only meant for rotational degrees of freedom. This method does not
operate on the structural level. The prescribed rotations only come into effect during the pro-
jection of deformations from the structure to the wetted surface. An example for the type of
structure required for this method is shown in the left image of Fig. 2.15: The elastic degrees
of freedom at the two nodes acting as “hinges” for the control surface enter into the structural
problem (2.2.15) in the normal way, so that the translational and rotational deformation vectors
uF and ϕF at these nodes are part of the solution. No structural connection is required between
these nodes. It is only during the deformation projection that they are regarded as connected by
a projection edge. At this stage, the prescribed deflection is applied. It is always aligned parallel
to the current local orientation of the hinge line at each node. The resulting prescribed rotation
vectors ϕP, which may be either constant or time-dependent, are added to the computed nodal
values and fed into the projection algorithm.
At first glance, this method for the definition of control surface deflections might seem less
refined compared to the previous one. It has one significant advantage, though: At the hinge
nodes, the computed and the prescribed rotations are added up prior to projection. Hence, the
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control surface rotation is defined relative to the deformed configuration. This is important
if the control surface is in a location where it might experience substantial deflections, as for
instance is the case with an aileron mounted outboards on the wing. In contrast, a structural mo-
tion prescription is always applied relative to the undeformed configuration, as is evident from
Eq. (2.9.2): The unknown nodal deformations at the “outer” hinge nodes become a function
of the motion prescription at the “inner” hinge nodes. Thus, a structural motion prescription
cannot be defined relative to the deformed state in a simple manner.
In order to deliver a clean deformation of the wetted surface, the control surface should be
given a surface type different from the rest of the wing, and the element groups of both the
wing structure and the pseudo-element should then be assigned accordingly. The blending al-
gorithm outlined in Chapter 2.5.4 ensures that the wetted surface remains continuous at any
seam between the surface segments. (This approach, of course, precludes the modelling of con-
trol surfaces, if the GSB projection method is used in its current form.) During the projection
of loads from the wetted surface to the structure the same connection between the hinge nodes
is assumed as during the deformation projection, otherwise conservativity would be violated.
If the MLS mapping method is employed, additional support points are distributed around the
newly created edge representing the control surface during projection. Compared to the steps
which are carried out for the edges of standard element types as described in Chapter 2.5.3,
some additional steps have to be taken. The interpolation of the surface points of the control
surface is based on the supports supplied by a single edge, and more additional support points
than for standard elements are therefore required. Furthermore, they have to be arranged along
the length of the edge of the pseudo-element for a sufficient distribution of supports in all spatial
directions. For the MLS method, this requirement is fulfilled by defining at least twice as many
additional support points for the pseudo-elements as there are monomials in the interpolation
function. With normal edges, the additional support points are distributed circumferentially
around the edge midpoints. Here, they are instead dispersed in a helix pattern, as shown in the
right image of Fig. 2.15. Moreover, the pseudo-element representing a control surface is nor-
mally several times longer than are the actual elements comprising the structure. A noticeable
additional bending deflection might occur along the length of the control surface, and make the
computed rotational deformations at the hinge nodes differ. Assuming a straight connection
between the hinge nodes, the wetted surface of the flap would visibly bulge beyond the surface
of the main wing. This is resolved by applying the shape functions of the Timoshenko beam to
interpolate the deformations from the hinge nodes to the support points. Essentially, a rudimen-
tary version of the FIE projection is performed [20] for the transfer of loads and deformations
between a pseudo-element edge and its support points.
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Figure 2.16.: Methods for realising control surface deflections in the flow mesh:
top left: Mesh morphing.
top right: Chimera method.
bottom left: Sliding meshes with flap gap.
bottom right: Sliding meshes without flap gap.
2.9.3. Representation of Control Surfaces in the Flow Mesh
The previous sections presented two methods to put into effect control surface deflections in
the ACM. In order to influence the flow field, accordingly, first the CFD surface mesh and then
the CFD volume mesh have to be deformed. Literature indicates several possibilities how to
represent control surfaces and their deflections in the CFD mesh. The first option is shown in
the top left image of Fig. 2.16: The surface and the volume mesh are “morphed”, preserving the
continuity and the topology of the mesh. The area affected by morphing depends on the defined
or calculated width of the intersection region of the projection algorithm (see Chapter 2.5.4)
and on the resolution of the surface mesh in spanwise direction of the control surface. The main
advantage of this approach is its simplicity, as it generally can be realised without modifications
2.9. Realisation of Control Surface Deflections 71
to the flow solver. Its main deficiencies are obvious, as neither the flow through the lateral gaps
of the control surface nor the flow through the gap separating it from the main wing can be
captured. Amongst others, this method has been applied by Nitzsche and Gardner [91] and by
Raveh [102]. Allan et al. [2] use a similar approach to rotate the all-moving horizontal stabiliser
of a generic fighter aircraft, yet leave aside structural elasticity. Preceding the simulation, flow
meshes are generated which contain the anticipated extreme deflections. The mesh for a given
deflection specified during the simulation is then readily obtained by interpolation.
The “Chimera” technique, also known as “overset meshes” technique, is a sophisticated ex-
tension of the flow solver, which is predestined for the modelling of control surface deflec-
tions. The spatial discretisation of the flow domain is not made up of a single mesh, but
rather of several ones which are overlapping and are allowed motion relative to each other
(cf. Schwarz [126]). There usually is one background mesh with holes to accommodate one
or more Chimera meshes. (The hole is omitted in the top right picture of Fig. 2.16 for better
visualisation.) A certain overlap between the background mesh and each Chimera mesh is re-
quired for the data exchange between them. If the configuration is allowed to deform, two major
difficulties have to be resolved: First, the holes in the background mesh have to be cut in such
a manner that an overlap sufficient for the data exchange with the Chimera meshes is retained
under all plausible deformation states. Second, in case the background mesh and the Chimera
mesh intersect along a wetted surface, the same physical surface area can be part of more than
one surface cell. Hence, it must be taken care that the aerodynamic loads are not overestimated
during the integration of the surface stresses. Blanc et al. [13] present strategies to cope with
these problems and apply the Chimera technique to model not only deployable ailerons, but also
the extensions of spoilers. Fillola et al. [45] have also investigated spoilers using this method,
while Michler et al. [87] have worked with it to represent an all-moving horizontal stabiliser for
longitudinal trim.
The third method to represent deployable control surfaces in the flow mesh is by means of
“sliding meshes”: Along certain sections of the mesh, a sliding relative motion between both
sides is allowed. This inevitably leads to hanging mesh nodes, since nodes on both sides of the
section which coincide in the undeformed configuration will no longer do so after undergoing
relative motion. Along such sections, a modified flux evaluation has to be carried out by the
flow solver that takes into account the mutable neighbourhood relations while maintaining the
spatial accuracy of the underlying discretisation scheme. The sliding meshes method appears
more convenient if the flow solver operates on block-structured topologies, as designated block
boundaries can be predefined during mesh generation to be planar. Besides, the extant ijk-
numbering simplifies the search for neighbours across a section subject to sliding motion. The
sliding meshes method has nevertheless also been integrated into unstructured flow solvers, as
demonstrated for instance by Cavagna et al. [25]. Generally, two different realisations of a con-
trol surface are possible with this method, which are juxtaposed in the bottom row of Fig. 2.16.
Either the lateral gaps of a control surface are already contained in the original flow mesh, or
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they appear gradually with increasing deflection angle. The last variety is challenging, as the
topology changes during the simulation: The side walls of the control surface become exposed
to the flow and must be assigned slip or no-slip boundary conditions, and also cells become
neighbours which before had been separated by the control surface. Fillola et al. [45] have ap-
plied the sliding meshes method to deployable ailerons, as have Fenwick and Allen [44]. Latter
make an extensive comparison with the morphing method. They conclude that both procedures
offer comparable accuracy in predicting the control surface efficiency because the influence of
the flow through the lateral gaps is small. This finding is confirmed by Rampurawala [101].
In the present study, the morphing method was chosen for the representation of deployable con-
trol surfaces. Even though the functionality of the flow solver FLOWer has been extended both
to the Chimera technique [70] and to sliding meshes, the application of either method would
have required the generation of new flow meshes and additional modifications to the aeroelastic
coupling algorithm. As the focus of this work is not the actual simulation of control surfaces,
the most straightforward approach was adopted in spite of possible slight inaccuracies.
2.10. Temporal Coupling
The partitioned approach followed requires the sequential calls of different single-field solvers;
in this case, solvers for the flow field, for the structural deformation and for the rigid body
motion. Necessarily, this results in an iterative procedure. The synchronisation of the single
fields determines the accuracy and efficiency of the coupled solution scheme; a poorly designed
unsteady temporal coupling scheme might even destabilise the algorithm or yield unphysical
results if conservativity is violated (cf. Massjung [79] and Michler et al. [86]).
During steady coupling, the requirements are somewhat more relaxed: as long as a steady
equilibrium of external (aerodynamic and weight) loads and restoring elastic loads exists, the
steady coupling algorithm should approach equilibrium in an asymptotic fashion. The tempo-
ral coupling schemes realised in the current work are all extensions of schemes existing in the
ACM for the coupling between a flow solver and a structural solver to the three-field problem
including the rigid body motion. These extensions are elaborated in the next two sections, first
regarding the unsteady coupling scheme and then the steady coupling scheme. As to the origi-
nal versions the reader is referred to Braun [20]. Diagrams of the data transferred between the
individual solvers were provided in the introduction to this chapter, in Fig. 2.2 on page 10.
2.10.1. Unsteady Temporal Coupling
Any unsteady temporal coupling scheme faces the problem that each individual field depends
on the results of the respective other fields. If an implicit coupling is to be realised, these results
have to be furnished not only of the known last time step n, but also of the next, yet to be
calculated time step n+ 1. In the ACM, this mutual dependency of the single-field results is
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Figure 2.17.: Unsteady temporal coupling scheme for the three-field problem.
resolved by the application of different predictor-corrector schemes, of which only the favoured
one is explained here in detail along the lines of Fig. 2.17. On the one hand, the coupling
with the flow solver can be classified as a numerically loose coupling. On the other hand, the
strong interaction between structural deformation and rigid body motion, derived in Chapter 2.7,
demands a numerically tight coupling between these two fields, which is realised through a
fixed-point iteration. The following solution sequence unfolds in each time step:
0© At the beginning of the very first physical time step, the initial aerodynamic surface loads
are transmitted to the ACM and projected onto the structure.
1© The predictor step of the coupling between flow solver on the one hand and structural
and rigid body solvers on the other hand commences: The right-hand side vector of the
structural problem (2.2.15) is extrapolated to time step n + 1. Depending on the specified
order of extrapolation, the load distribution of time step n and of previous ones is drawn
upon.
A© The fixed point iteration between the structural solver and the rigid body solver is now ini-
tiated: In step 2© the resulting total force and moment vectors F tot and M 0, tot acting on
the configuration and an extrapolated tensor of rotational inertia Θ0 are used to compute
the first approximation of the rigid body motion at tn+1 from Eq. (2.3.3) and Eq. (2.3.4).
The corrective forces and moments obtained from Eq. (2.7.15) and Eq. (2.7.17) are sub-
tracted from the right-hand side vector of the structural problem, and in step 3© the time
integration of the elastic deformation is performed in modal coordinates according to
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Eq. (2.2.22). The fixed point iteration is repeated until the residual forces and moments
‖F tot−
∑
E F corr‖ and ‖M 0, tot−
∑
E(M corr+χ×F corr)‖ have fallen below predefined
limits, or until some maximum number of fixed point iterations has been exceeded. (A
more detailed account of this procedure is provided in Chapter 2.11.)
4© The structural deformations are projected back onto the wetted surface. The new wetted
surface of tn+1 is returned to the flow solver together with the modified velocity vector v′0
and the vector of angular velocityω0. The mesh deformation tool described in Chapter 2.6
is activated to deform the CFD volume mesh in order to accommodate the deformed
wetted surface.
5© The time integration of the flow solution from tn to tn+1 is carried out, taking into account
the deforming mesh, its motion relative to the geodesic frame, as well as the geometric
conservation law explained in Chapter 2.1.4.
6© The resulting surface loads of time step n+ 1 are calculated from the flow solution, are
passed to to the ACM.
A© In the final corrector step, the tightly coupled steps concerning the structural solution 3©
and the integration of the rigid body motion 2© are repeated with the new structural load
distribution. Now, it is not extrapolated, but derived from the actual flow solution of time
step n+ 1. The next physical time step starts again from step 1©.
This unsteady coupling scheme can easily be modified to realise a numerically tight coupling
also between the flow solver and the combination of structural and rigid body solver. To this
end, the ACM merely would have to tell the flow solver that following the corrector step, the
time integration of the flow field from tn to tn+1 is to be repeated. Because the computational
time is dominated by the cost of the flow solution, a further call to the flow solver would almost
double the wall-clock time required for each physical time step. As already the numerically
loose coupling scheme between the flow solver and the combination of structural and rigid
body solver gives very good results, it is preferred to numerically tight coupling.
2.10.2. Steady Coupling
For steady simulations, the “lagged” coupling scheme, shown in Fig. 2.18, is used to synchro-
nise the solvers for the three fields of the coupled problem. The term lagged signifies that no
attempt is made to obtain solutions at the same time level for each field. Indeed, the whole
concept of distinct time levels is misleading in steady simulations. Because of the local time-
stepping technique used for convergence acceleration in the flow solver, there is no actual phys-
ical time associated with each coupling step. The coupling iterations only represent instances
of information interchange between the fields during the convergence towards the steady state.
The solution sequence during each coupling step is as follows:
1© A set number of solution cycles is carried out in the flow solver.
2.10. Temporal Coupling 75
2© The aerodynamic surface loads are transmitted to the ACM and projected onto the struc-
ture.
3© The rigid body solver determines the total force and total moment about the centre of
gravity acting on the configuration.
4© The trim algorithm as described in Chapter 2.4 is executed. The force and moment deriva-
tives with respect to the trim manipulations are approximated from the trim history and
the load history of all coupling iterations up to the current one. During start-up steps be-
fore the required number of coupling iterations has been reached, the trim manipulations
are excited. Alternatively, they are computed from the derivatives and the current total
loads acting on the configuration.
5© The forces and moments resulting from the trim algorithm are returned to the structural
solver. These loads may comprise explicit trim loads, which represent for instance the
thrust force, or loads required for the generation of prescribed structural deformations
in order to effectuate control surface deflections, or a combination of both. In case the
configuration is performing a steady turn, the inertial loads due to steady rotation are
computed and added to the structural load vector.
6© The steady structural problem is solved in modal coordinates. The inertia tensor and the
centre of gravity of the deformed structure are calculated, as well as the new orienta-
tion of the laboratory coordinate system relative to the geodesic coordinate system. The
orientation changes if the trim algorithm varies the angle of attack.
7© The structural deformations are projected back onto the wetted surface, and so are the
control surface deflections. The velocity vector corresponding to the current angle of
attack and also the angular velocity are returned to the flow solver. Finally, the mesh
deformation tool is called to deform the CFD volume mesh. The flow solution resumes
on the new mesh with step 1© of the next coupling iteration.
With this coupling scheme, the structural solution, the flow field and the trim settings con-
verge simultaneously towards the coupled aerostructural equilibrium state. Significant delays
in convergence, however, can be caused by excessive initial structural deformations. Due to
the aeroelastic wash-out, the loads acting on swept-back wings are usually higher in the unde-
formed configuration than in the aeroelastic equilibrium state. During the very first coupling
step a structural state results with deformations higher than those of the aeroelastic equilibrium
configuration. These deformations in turn generate strong changes in the surface pressure dis-
tribution. With each coupling step, the deformations keep oscillating about the equilibrium state
and only converge slowly. This behaviour can be improved by under-relaxation of the structural
solution. The final structural deformation then is not the value U˘ n+1 resulting from the steady
structural solution of Eq. (2.2.23), but a value modified by the relaxation factor ω:
U n+1 = ω U˘
n+1
+ (1− ω)Un . (2.10.1)
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Figure 2.18.: Steady coupling scheme for the three-field problem.
If a proper relaxation factor is chosen, the equilibrium state is approached asymptotically from
one side only. The subsequent changes in the shape of the wetted surface between coupling
iterations are therefore smaller, and convergence of both the flow field and the structural solution
is attained faster. This becomes all the more important when the three-field problem including
the trim algorithm is considered: The trim manipulations will generate additional structural
deformations. Due to the lag between the solutions of the different fields, changes in the trim
settings may interact with the structural deformation and the flow solution in such a manner
that the entire algorithm is destabilised. For this reason a relaxation also of the trim settings has
been specified in Eq. (2.4.13).
2.11. Realisation of Three-Field Coupling
This final section of the Method chapter deals with questions pertaining to the actual implemen-
tation of the three-field coupling problem, involving the flow field, the structural deformation
and the rigid body motion, in the ACM. The pivotal point here is the realisation of the moving
reference frame needed for the decoupling of the rigid body motion from the elastic deforma-
tion. A related question is the time-dependent transformation of vector and tensor quantities.
In previous sections, two principal reference frames were introduced for the description of the
coupled problem: the inertial or geodesic frame and the moving reference frame. The rigid
body motion is conveniently described in the geodesic frame, whereas the flow field and the
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Figure 2.19.: Overview of the three coordinate systems used during the simulation of uncon-
strained configurations: reference coordinate system (RCS), laboratory coordinate
system (LCS) and geodesic coordinate system (GCS).
structural deformation are best described in a moving reference frame. The governing equa-
tions of the three fields were written in vectorial notation and thus are valid independently of
the bases employed for their actual numerical representation. Yet, when an algorithm is to be
implemented, one has to fix the definition of the coordinate bases. The structural model and
the flow mesh are generally set up in a common coordinate system, which will henceforth be
denoted as “reference coordinate system”. Unless mentioned otherwise, here the definition fol-
lows the convention of the flow solver FLOWer [6], where the x-axis is parallel to the general
inflow direction and therefore is opposed to the direction of movement. The z-axis points in
spanwise direction of the port wing. The y-axis forms a right-hand system with the other two
axes and hence is generally oriented against the gravitational acceleration. One noteworthy ex-
ception is the steady trim algorithm in Chapter 2.4, which employs a different coordinate system
definition, namely the convention laid down in LN9300 [113].
Since the RB-ACM and the flow solver share the same reference coordinate system, it is used
during the exchange of the points of the wetted surface, the load incidence points and the aero-
dynamic surface forces. The laboratory coordinate system, however, translates and rotates rel-
ative to the reference coordinate system in accordance with the mean axes definitions in Chap-
ter 2.7.1. This is why three and not just two coordinate systems are required to adequately
represent the problem. As a consequence, two time-dependent transformations are to be de-
termined in each physical time step, as is draughted in Fig. 2.19. The transformation between
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the geodesic coordinate system and the laboratory coordinate system results from the time in-
tegration of the rigid body motion. It comprises a translation by the current position vector
r′0 between the geodesic origin and the configuration’s centre of gravity, as well as a time-
dependent rotation of the laboratory coordinate system against the geodesic coordinate system.
In aeronautics, the rotation is usually characterised by the Euler angles (Ψ, Θ, Φ). Because of
the difficulties outlined in Chapter 2.3 regarding the integration of angles, in the RB-ACM the
Euler angles are only reconstructed for output purposes from the basis matrix QLCS
GCS
that implic-
itly defines the rotation.
The transformation between the reference coordinate system and the laboratory coordinate sys-
tem is determined by the mean axes definition in Eq. (2.7.7) and Eq. (2.7.10), which makes
it a function of the structural deformations and the deformational velocities. Two consecutive
coordinate transformations have to be carried out to transform the numerical representation of
a vector or a tensor from the reference coordinate system to the geodesic coordinate system
and vice versa. The change of basis implied by the transformations is expressed by matrix
multiplications against the time-dependent basis matrices QLCS
RCS
or QLCS
GCS
. An example for the
transformation of a tensor and its first temporal derivative can be found in Appendix A, albeit
with another coordinate system.
This seems the right instance to dwell on the quantities that require transformations. During
the time integration of the rigid body motion, the total forces and the total moments about the
centre of gravity are needed. Since the aerodynamic loads are passed on to the RB-ACM in
reference coordinates, their summation also takes place in reference coordinates. Similarly, the
time-dependent tensor of inertia given in Eq. (2.3.6) and Eq. (2.3.7) changes with the deflections
of the structure and therefore is also best computed in the reference coordinate system. The ac-
tual time integration of the rigid body motion, though, is carried out in geodesic coordinates.
Here, the Newmark predictor-corrector scheme outlined in Chapter 2.3.3 comes in handy. In
the predictor step, which only draws upon the velocity and acceleration of the previous integra-
tion subcycle, an approximate set of rotation angles becomes available. It is used to rotate the
basis matrix QLCS
GCS
. The basis matrix QLCS
RCS
, however, is only known so far at the time levels tn
and tn+1 and has to be interpolated in between. The aerodynamic loads and the inertia tensor
are transformed to the geodesic coordinate system and enter the Newmark scheme during the
corrector step. The weight force, which is already defined in the geodesic coordinate system, is
added and the current subcycle’s final updates of the position vector, the rotation angles, as well
as the linear and angular velocities and accelerations are computed.
The calculation of the correctional forces and moments described in Chapter 2.7.2 is executed
in laboratory coordinates. In advance, the necessary data pertaining to the structural problem,
as are the nodal coordinates in the deformed configuration, the element tensors of inertia as
well as the respective temporal derivatives, have to be transformed from the reference coordi-
nate system to the laboratory coordinate system. The rigid body linear and angular velocity and
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acceleration are transformed from the geodesic coordinate system to the laboratory coordinate
system. The computed correctional loads are finally transformed back to the reference coor-
dinate system so that they can be subtracted from the right-hand-side vector of the structural
problem.
During steady trim simulations, the definition of the coordinate systems is greatly simplified,
because the problem formulation is inverted: The flight path is not sought as a function of the
aerodynamic loads, but is rather defined by the user and the aerodynamic forces are modified so
as to maintain it. Therefore, the trajectory angles, composed of climb angle γ, heading χ and
bank angle φ, are known from the outset. The bank angle, though, is not directly specified by
the user, but is a function of the angular velocity ω0, as shown in Eq. (2.4.1).
The Euler angles result from the trajectory angles plus the aerodynamic inflow angles. Only the
angle of attack is manipulated during trim. The transformation between the geodesic coordinate
system and the reference coordinate system QRCS
GCS
is determined directly in each coupling step.
With the basis matrix QLCS
RCS
, the basis matrix of the laboratory coordinate system in geodesic
coordinates is determined “backwards” as QLCS
GCS
= QLCS
RCS
Q
T
RCS
GCS
.
The focus is now shifted to the fixed point iteration A© introduced in Chapter 2.10.1. In unsteady
simulations with time integration of the rigid body motion, the procedure in A© is performed in
every physical time step and can be broken down according to the flow chart in Fig. 2.20. The
data entering at the top are the deformations of the previous time step and the loads, projected
onto the structure and, depending on the coupling scheme, extrapolated in time. The emanating
data are made up of the current structural deformations, which are then to be projected back
onto the wetted surface.
In the first iteration of the fixed point iteration, the inertial correction loads are not yet known.
For this reason, the structural deformation is extrapolated from the previous to the current time
step assuming constant deformational acceleration. The deformations obtained in this way are
used to calculate the information needed for the integration of the rigid body motion. In par-
ticular, this information comprises the centre of gravity in the reference coordinates x0, the
tensor of rotational inertia Θ0 and its temporal derivative in the moving reference frame Θ˙0.
The transformation between reference coordinate system and laboratory coordinate system is
calculated. Then the total aerodynamic loads are added up from the nodal values and are used to
integrate the rigid body motion between tn and tn+1. The weight loads depend on the direction
of the vector of gravitational acceleration relative to the moving reference frame. Only now that
the orientation of the reference coordinate system relative to the geodesic coordinate system
is known at the instance tn+1 the weight loads can be added to the structural load vector. The
inertial correction is done with the rigid body velocities and accelerations. The complete cycle
is repeated at least once to have a computed structural deformation distribution. At the close
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Figure 2.20.: Flow chart of the numerically tight coupling between structural solver and rigid
body motion solver in unsteady simulations with time integration of the rigid body
motion.
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Figure 2.21.: Flow chart of the lagged coupling between structural solver and trim algorithm in
steady simulations.
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of each cycle p following the first one, the convergence of the fixed point iteration is checked.
This involves testing if the inertial correction loads and the external loads add up to zero, as well
as comparing of the inertia tensors of the current and the previous iteration. It is conceivable
that the convergence criteria have not been met after a predefined number of iterations Pmax, in
which case the code aborts with an error.
In any case, the steady coupling is lagged; accordingly, no subcycling between the structural
solver and the trim algorithm is required. For the sake of completeness, in Fig. 2.21 a graph
for steps 3© to 6© listed in Chapter 2.10.2 is provided. The first steps are the summation of the
total forces and moments, and the addition of the weight and centrifugal forces plus the Eu-
ler moment. Next comes the computation of the derivatives, which is skipped when they have
converged. During the early coupling steps, individual trim manipulations are excited to fur-
nish an initial trim history. Subsequently, the trim manipulations are computed, drawing upon
the recorded trim history, until a sufficient convergence of the trim solution is detected. Direct
force or moment trim manipulations as well as prescribed structural motions bring about contri-
butions to the structural load vector, as do the weight and inertial loads. The structural solver is
called to compute the steady structural deformation. The final steps of the coupling between the
structural solver and the trim algorithm involve the calculation of the centre of gravity, of the
tensor of rotational inertia, and of the laboratory coordinate system. The latter, together with
the current angle of attack supplied by the trim algorithm, allows to eventually determine the
basis matrix of the laboratory coordinate system in geodesic coordinates.
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3. Validation
In this chapter, a selection of results generated for the validation of the RB-ACM is presented.
A major problem during the validation process was the lack of adequate reference data to assess
the threefold coupling between the flow field, the structural deformation and the rigid body mo-
tion. Such a data set would ideally have been derived from flight test data of a particular aircraft
type. It would comprise flight mechanical linear and angular accelerations, as well as defor-
mation measurements, e.g. by strain gauges, and would also include information regarding the
flow state (altitude and flight velocity), and the control settings. Alas, all this information would
be meaningless without a detailed description of the distributed mass and stiffness properties
of the aircraft in question. The aircraft manufacturers, though, are generally unwilling to make
availabe to other parties the detailed structural layout of any one of their designs. The mass
distribution is normally not confidential, since the crew must know it to ascertain a sufficient
stability margin. Yet it is not constant, but highly dependent on the instantaneous fuel or load
distribution.
As such a comprehensive data set was unavailable, the validation could be performed only
for two coupling fields at a time. As an aside, the single-field solvers for the flow field and the
structure had been validated before. The validation of the rigid body motion solver by itself is
not shown, since it is fairly trivial. A hierarchy of validation test cases has been defined.
• The first test serves to validate the coupling between the rigid body motion solver and
the structural solver. The configuration is an unsupported beam rotating in space and
undergoing bending deflections. The flow field is excluded from consideration.
• With the next test case, the data exchange between rigid body motion solver and a sur-
rogate flow solver is verified. The surrogate flow solver is part of the standalone-module
of the ACM (STDA-ACM) and generates total forces and moments as a function of pre-
defined derivatives and of the current flight state. Here, a small regional aircraft is mod-
elled. As the loads generated in this manner are not distributed loads but total loads, the
structural deformation cannot be taken into account.
• The third test case extends the validation to the data transfer with the actual flow solver
FLOWer on the basis of a three-dimensional dummy aircraft with control surfaces.
• The final tests are to verify the newly-implemented spatial coupling between flow solver
and structural solver by Moving Least-Squares interpolation. To this end, a number of
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steady aeroelastic simulations with the (restrained) HIRENASD configuration [9] is pre-
sented.
3.1. Coupling between Structural Deformation and Rigid
Body Motion
With the first test, the numerically tight unsteady coupling between the structural solver and the
rigid body motion solver is to be validated, where the flow field is excluded from consideration.
The test configuration is a 40m long beam with constant cross-sectional properties shown in
the left image of Fig. 3.1. It is not supported in any point and therefore has all six rigid body
degrees of freedom. Its physical properties are listed in Table 3.1 and are tuned to give a first
vacuum bending eigenfrequency of f1 ≈ 1Hz. The principal axes of the undeformed structure
are parallel to the main coordinate axes, and, therefore, each rotational direction may be inves-
tigated by itself. The results of several test runs are presented, which differ in the dominating
deformation shape—symmetric or anti-symmetric—and the direction of the rigid body rotation
relative to the bending deflection.
For the symmetric deformation distribution, moment couples with sinusoidally varying am-
plitudes are applied at both ends of the beam in order to amplify the first bending mode. The
loads are imposed during the first four cycles, and then are set to zero. Thus, the deformational
amplitudes first increase linearly, and then remain constant. The deformation distribution ex-
pressed in laboratory coordinates is shown in the right diagram of Fig. 3.1.
The results of two test runs with symmetric deformation distribution are presented here. They
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Figure 3.1.: Simple beam structure used for the validation of the coupling between the structural
solver and the rigid body motion solver:
left: Structural layout and moments applied for the symmetric test case.
right: Symmetric oscillation plotted in the laboratory coordinate system.
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Table 3.1.: Properties of the simple beam structure. All inertia values are of the undeformed
configuration.
property value property value
length l = 40 m mass mtot = 43200 kg
bending stiffness
about the x-axis
Ix = 3.1152 · 10−3m4 rotational inertia
about the x-axis
Θx = 5771136 kgm
2
proper inertia
about the x-axis
̺ Ix = 8.4109 kgm rotational inertia
about the z-axis
Θz = 57600 kgm
2
proper inertia
about the z-axis
̺ Iz = 1440 kgm deviational
moments of inertia
Θij = 0 kgm
2
first symmetric
bending frequency
f1 = 0.9998Hz first
anti-symmetric
bending freq.
f2 = 2.7551Hz
characteristic force Fchar = 50.27N char. moment Mchar = 1005Nm
differ in the direction of the rigid body rotation of the structure. The beam is given an initial
angular velocity of ωλ = 3
◦
s
about either the x-axis or the z-axis.
Reference results were generated with the mathematical programming environment
MATLAB [80]. Since the moment couples amount to zero and the axis of rigid body rotation in
each test run coincides with one of the principal axes, the principle of angular momentum (2.3.4)
can be simplified to read
ω˙λ = −Θ˙λ ωλ
Θλ
. (3.1.1)
In MATLAB, the amplitudes of the first bending mode are prescribed and a bending shape is
simply assumed. Thanks to the constant cross-sectional properties, the rotational inertia and its
temporal derivative can be determined by exact integration. The expressions used for Θ(t) and
Θ˙(t) are derived in Appendix B. The ordinary differential equation (3.1.1) is then solved with
MATLAB’s built-in 4-step Runge-Kutta solver ode45 [116].
The test results for the rotation about the x-axis are shown in Fig. 3.2. The bending deformation
of the beam reaches a peak amplitude of yˆLCS = 2.742m after the application of oscillating
moment couples of Mˆy,LCS = 2 · 105Nm for four cycles. The deformation causes changes in
the inertia tensor proportional to the square of the instantaneous deflection, which become ap-
parent in the top right and bottom left diagrams of Fig. 3.2. The inertia tensor and its temporal
derivative are time-dependent, so is the rigid body angular velocity, as can be seen in the top
left diagram. All three diagrams show very good agreement between the results obtained with
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Figure 3.2.: Test of the coupling between the structural solver and the rigid body motion solver
for the rotation about the x-axis:
top left: Angular velocity ωGCS, x(t).
top right: Mass moment of inertia ΘRCS, x(t).
bottom left: Time derivative of the mass moment of inertia Θ˙RCS, x(t).
bottom right: Relative error of the residual forces and moments.
the RB-ACM and the reference results computed with MATLAB. The small differences can be
explained by the minor discrepancy between the actual mode shape and the assumed deforma-
tion shape in MATLAB. The relative error of the distributed forces and moments mentioned in
Chapter 2.11 is plotted in the bottom right diagram of Fig. 3.2. The characteristic values used
for the normalisation of the residual forces and moments are given in Table 3.1. It is evident
that the relative errors become very small indeed.
In above test run, the vector of rotation is perpendicular both to the main extension of the struc-
ture and to the principal deformation direction. Therefore, the proper inertia of the beam in the
direction of rotation does not change, only the Steiner contributions do. In the next test run, the
rotation vector is oriented in the geodesic z-direction and thereby runs parallel to the extension
of the beam. Now, both the Steiner contributions to the inertia tensor and the element proper
contributions change due to the bending rotation of the beam about the x-axis. In Fig. 3.3 the
resulting time plots of the inertia and of the angular velocity are compared to reference results
computed in MATLAB. Additionally, MATLAB results without consideration of the element
proper inertia are provided. The influence of the element proper inertia relative to the Steiner
3.1. Coupling between Structural Deformation and Rigid Body Motion 87
ω
G
C
S
,z
[◦ s
]
3.0
2.5
2.0
1.5
1.0
0.5
0.0
t [s]
0 2 4 6 8 10
RB-ACM
MATLAB
MATLAB only Steiner
Θ
R
C
S
,z
[1
04
k
g
m
2
]
20
15
10
5
0
t [s]
0 2 4 6 8 10
RB-ACM
MATLAB
MATLAB only Steiner
Θ˙
R
C
S
,z
[1
05
k
g
m
2
s
]
5
0
-5
-10
t [s]
0 2 4 6 8 10
RB-ACM
MATLAB
MATLAB only Steiner
re
l.
e
rr
o
r
[−
]
10−3
10−5
10−7
10−9
10−11
10−13
10−15
10−17
t [s]
0 2 4 6 8 10
error in F res[−]
error in M res[−]
Figure 3.3.: Test of the coupling between the structural solver and the rigid body motion solver
for the rotation about the z-axis:
top left: Angular velocity ωGCS, z(t).
top right: Mass moment of inertia ΘRCS, z(t).
bottom left: Time derivative of the mass moment of inertia Θ˙RCS, z(t).
bottom right: Relative error of the residual forces and moments.
part is clearly visible. Since the rotational inertia about the longitudinal axis of the undeformed
structure is very small, the deformation has a pronounced influence on the rigid body motion.
Again in this test case, the relative error of the distributed forces and moments is very small.
The next test run is with the simple beam structure for an anti-symmetric deformation dis-
tribution. In order to excite the first anti-symmetric bending mode, parallel oscillating moments
are applied at both ends of the beam and are counteracted by an opposing moment twice as
strong in the middle of the beam, as can be seen in the left image of Fig. 3.4. The moments
are applied during the first eight cycles and are set to zero afterwards. The structure rotates
about the geodesic x-axis. No reference results were computed in MATLAB for this test run.
The time plots of the angular velocity, the tensor of inertia and the relative error in the loads
are provided in Fig. 3.5. The main focus is on the influence of the method for the computation
of the laboratory coordinate system. In the previous symmetric test cases, all three available
variants yield the same laboratory coordinate system definition relative to the reference frame
QLCS
RCS
. This must no longer be the case with the anti-symmetric deformation apparent in the right
diagram of Fig. 3.4. To quantify the quality of the laboratory coordinate system, residual angu-
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Figure 3.4.: Simple beam structure used for the validation of the coupling between the structural
solver and the rigid body motion solver:
left: Structural layout and moments applied for the anti-symmetric test case.
right: Anti-symmetric oscillation plotted in the laboratory coordinate system.
lar velocity of the structure due to deformation is computed. This involves two steps. First, the
deformational angular momentum is determined by summation over all elements:
LU =
E∑
e=1
me {re + ue} × u˙e +
E∑
e=1
Θe,Pωe , (3.1.2)
with ωe being an element’s angular velocity averaged from the nodal deformations. The re-
sulting equivalent rigid body angular velocity due to deformation of the structure is computed
by solving Θ0ωU = LU . In the next step, ωU must be compared to the angular velocity of
the laboratory coordinate system against the reference system ωQ. To be consistent in all three
methods of specifying the laboratory coordinate system, the angular velocity is determined
by backwards finite differences from the basis matrices of the current and previous coupling
steps: A skew-symmetric rotation matrix Ω is the time derivative of a basis matrix, and its
off-diagonal entries can be approximated through component-by-component differentiation of
the corresponding basis matrix entries (assuming only small changes in the basis matrix). The
rotation matrix can then be resorted to give a angular velocity vector of the basis matrix ωQ.
The residual angular velocity then is the difference between the two values, so
ωres = ωU − ωQ . (3.1.3)
It is plotted in the bottom right diagram of Fig. 3.5. Here, some interesting observations can
be made: Because the determination of ωres amounts to a “backwards” application of the ex-
act mean axes criterion (2.7.10), the computation of the laboratory coordinate system by this
method results in the smallest residual angular velocity. Nonetheless, its values are finite be-
cause of the truncation error incurred both during the time integration of the mean axes criterion
and during the differentiation of the basis matrices with finite differences. Another possibility
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Figure 3.5.: Test of the coupling between the structural solver and the rigid body motion solver
for the rotation about the x-axis with anti-symmetric deformation distribution:
top left: Angular velocity ωGCS, x(t).
top right: Mass moment of inertia ΘRCS, x(t).
bottom left: Relative error of the residual forces and moments.
bottom right: Residual angular velocity due to deformation ωLCS, x, res for the three
variants of specifying the laboratory coordinate system.
is to simply set the laboratory coordinate system equal to the reference coordinate system, so
QLCS
RCS
= E. This results in a peak residual angular velocity of about ωˆres, x ≈ 0.3 ◦s . Since with
this definition the laboratory coordinate system does not rotate against the reference coordinate
system and ωQ = 0, the residual angular velocity is equal to the angular velocity due to de-
formation. The last option to determine QLCS
RCS
is to use the instantaneous principal axes system
of the inertia tensor in lieu of the actual mean axes definition. According to the reasoning in
Chapter 2.7 on p. 58, both definitions should be approximately equivalent. However, unexpect-
edly large residual angular velocities occur if the principal axes system is defined as laboratory
coordinate system. The explanation for this deviation is somewhat lengthy: The determination
of the principal axes system can be reduced here to a two-dimensional problem. Ignoring the
time-dependency of the moments of inertia about the y- and z-axes, the change in direction of
the principal axes should be
ωQ =
d
dt
(
1
2
arctan
(
2Θyz
Θy −Θz
))
≈ Θy −Θz
4Θ2yz + (Θy −Θz)2
Θ˙yz ≈ Θ˙yz
Θy −Θz . (3.1.4)
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Figure 3.6.: Test of the coupling between the structural solver and the rigid body motion solver
for the accelerating rotation about the x-axis:
left: Angular velocity ωGCS, x(t) and relative error of the residual forces and mo-
ments.
right: Residual angular velocity due to deformation ωres with mean axes definition
of the laboratory coordinate system.
According to Eq. (2.3.7), the time derivative of the deviational moment of inertia Θ˙yz consists
of the Steiner contributions and the proper element contributions. The Steiner part is equal to
the vector product in Eq. (3.1.2), as in the current example u˙z = 0. The contributions of the
element proper inertia differ, though. In Eq. (3.1.2), the second sum over Θe,Pωe is small
compared to the first sum, whereas in Eq. (2.3.7) the element proper contributions to the time
derivative of the deviational moment Θ˙yz actually are larger than the Steiner contributions. As a
result, the amplitude with which principal axes rotate against the reference coordinate system is
far greater than that of the mean axes system, as plotted in the bottom right diagram of Fig. 3.5.
The final test run with the simple beam structure is for an accelerated rigid body rotation about
the x-axis. Moment couples are applied in the same manner as in the previous test case to gen-
erate the anti-symmetric deformation shown in Fig. 3.4. Furthermore, a constant moment about
the x-axis is generated by a force pair acting on the ends of the beam. The structure initially is
at rest and than experiences a constant angular acceleration of ω˙λ = 2
◦
s2
. In the left diagram of
Fig. 3.6, the relative errors of the forces and moments are plotted over time together with the
angular velocity. The error in the moments remains constant until a angular velocity of about
25
◦
s
is reached, and then increases exponentially. The inertial loads start to excite other modes
besides the first anti-symmetric bending mode, and the difference between the moments exerted
by the Coriolis forces and the change in angular momentum due to the time-dependent inertia
tensor increases (cf. p. 61 in Chapter 2.7.2). The residual angular velocity due to deformation
plotted in the right image of Fig. 3.6 is independent of the angular velocity. With a view to the
results of the preceding test run, the mean axis criterion is used to define the laboratory coordi-
nate system.
For an actual simulation the question is to know how errors in the residual loads or in the def-
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inition of the laboratory coordinate system manifest themselves in the coupled solution. Since
no computations have to be carried out in the laboratory coordinate system itself, any discrep-
ancy in the basis matrixQLCS
RCS
primarily impinges on the magnitudes that have to be transformed
between the geodesic coordinate system and the reference coordinate system. Admittedly, in
the current implementation of the RB-ACM, the corrective inertial loads are computed in the
laboratory coordinate system. Yet they are transformed back to the reference coordinate system
before being subtracted from the structural load vector, so that any difference in the basis matrix
QLCS
RCS
is cancelled out. The primary magnitude that is tranformed from the geodesic coordinate
system to the reference coordinate system is the gravitational acceleration g needed for the time
integration of the structural deformation. The most significant influence of discrepancies inQLCS
RCS
may be expected if the coupling is with a flow solver. In each time step the rigid body velocity
u′0 and the angular velocity ω0 have to be transformed to the reference coordinate system and
transmitted to the flow solver; different transformation matrices might lead to different angles
of attack and thus to noticeable alterations in the flow field and in the pressure distribution.
On the other hand, errors in the distribution of inertial loads, characterised by residual loads,
directly affect only the time-dependent structural deformation. This has a secondary effect on
the time-dependent inertia tensor. The rigid body motion is further influenced indirectly via the
interaction between deformation and aerodynamic load distribution.
3.2. Data Transfer between the RB-ACM and a Surrogate
Flow Solver
The following test case serves to verify the steady and unsteady data exchange between the RB-
ACM and a surrogate flow solver. Instead of a code to solve the actual Euler or Navier-Stokes
differential equations governing the flow field, a simplified aerodynamic model is employed
which is part of the standalone-version of the ACM (STDA-ACM). Based on derivatives, the
simplified aerodynamic model operates on a linearisation of the flight state similar to that of
the trim algorithm in Eq. (2.4.2). The reference flight state is at cruise conditions with the total
forces and moments in balance, and only deviations from this flight state enter the linearised
loads. The entries of the derivative matrix A resulting from the Taylor expansions of the aero-
dynamic coefficients in Eq. (2.4.2) are set up with pre-defined non-dimensional derivatives. All
force derivatives are re-dimensionalised with the product of the dynamic pressure q∞ and ref-
erence wing area S. For the re-dimensionalisation of the moments, an additional length scale
needs to be introduced which depends on the moment component:
L = q∞ S
b
2
cL M = q∞ S lν cM N = q∞ S
b
2
cN . (3.2.1)
These are, in order of appearance, the moments in roll, pitch and yaw direction. As to the length
scales, b/2 is the wing half-span and lν the aerodynamic mean chord.
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Table 3.2.: Principal specifications of the Do 328 test configuration and conditions of the cruise
test case.
property value property value
mass mtot = 10500 kg wing area S = 40m2
mean aerodyn.
chord
lν = 2.04m wing semi-span b/2 = 10.49m
thrust lever (= MT ) zT = −0.55m thrust angle (≈ ZT ) ιT = 0.02628 rad
rotational inertia in
yaw direction
Θz = 240000 kgm
2 rotational inertia in
pitch direction
Θy = 158000 kgm
2
rotational inertia in
roll direction
Θx = 103000 kgm
2 deviational inertia Θxy = 12500 kgm2
flight altitude 914m atmospheric den-
sity
̺∞ = 1.121
kg
m3
flight velocity ‖u′0‖ = 144 ms climb angle γ = 0 rad
The investigated test configuration is the Dornier Do 328 regional airliner. Its principal speci-
fications are listed in Table 3.2; these values can also be found in Alles [3] or in the appendix
of Brockhaus [22]. Since the derivatives module is capable of delivering only total loads acting
on the centre of gravity, but not the distributed surface loads, the consideration of structural
elasticity does not make sense here. Therefore, the structural model only consists of a single
beam which has the required inertial properties of the aircraft.
First, selected results for the steady coupling between the derivatives module and the RB-ACM
are presented. The initial flight state is not the reference state of the linearisation, but a dis-
turbed state, for which the trim algorithm has to find adequate trim settings. Ideally, the trim
algorithm should return the aircraft to the reference state. The actual results for the longitu-
dinal trim at the inflow conditions provided in Table 3.2 are plotted in Fig. 3.7. The top left
diagram shows the evolution of the trim settings over the coupling steps. For each trim setting,
one symbol is framed in to mark the test excitations with pre-defined increments carried out by
the trim algorithm during the first coupling steps. The subsequent values are then computed by
the trim algorithm from the total loads supplied by the derivatives module and from the loads
derivatives as estimated from the system reaction. The top right diagram contains the evolution
of the total longitudinal forces and moments. It is apparent that an equilibrium is reached at the
sixth coupling iteration, and is maintained afterwards. In the bottom two images of Fig. 3.7, se-
lected major and minor derivatives are plotted. (The specification as “major” or “minor” value
is based on the expected relative magnitude of a given derivative. For instance, the elevator
angle η should have a strong effect on the pitching moment M , but only a small effect on the
horizontal force X . Therefore, Mη is classified as a major derivative, but Xη as minor.)
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Figure 3.7.: Steady trim of the Do 328 in cruise configuration. The loads are calculated by the
derivatives module in the STDA-ACM.
top left: Evolution of the trim variables over the coupling steps. The values marked
with framed symbols are the trial excitations by the trim algorithm.
top right: Evolution of the symmetric total loads acting on the configuration.
bottom left: Evolution of the major derivatives.
bottom right: Evolution of selected minor derivatives.
The estimates by the trim algorithm of the derivatives take their final values right after the initial
test excitations of the respective trim variables. This is because the derivatives module is already
operating on a linearisation of the forces and moments. All support points used for the solution
of Eq. (2.4.6) are always exactly on the same hyperplane, and so the derivatives can be deter-
mined consistently over all coupling iterations. The main aim, however, is the reproduction of
the derivatives initially fed into the derivatives module. The values obtained from the trim algo-
rithm are non-dimensionalised and compared to the pre-defined ones in Table 3.3. As expected
for this straightforward test, the agreement is very good: Even for the minor derivatives, whose
influence might easily be drowned out by numerical noise, the error is still less than one percent.
For the unsteady coupling, the system reaction to control inputs is recorded and compared to lit-
erature values taken from Alles [3]. His reference results were obtained with a linearised small-
disturbances flight-mechanics solver similar to the derivatives module of the STDA-ACM. A
very brief description of this method is given in Appendix C. Because of the small-disturbances
formulation, the solution variables are not the absolute values but the differences to the steady
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Table 3.3.: Comparison of the computed derivatives with the values defined as input
to the derivatives module. Major derivatives are highlighted bold.
dim. derivative normed derivative given derivative rel. error
XT 0.9997 0.9997 1.0 0.34%
ZT 0.02633 0.02633 0.02618 0.57%
MT −0.5498 m −0.5498 −0.55 0.34%
Xα 9.018
kN
rad
0.01940 0.01940∗ 0.028%
Zα −2804 kNrad −6.030 −6.029 0.022%
Mα −1591 kNmrad −1.678 −1.678 0.0028%
Xη 0.4532
kN
rad
9.749 · 10−4 9.749 · 10−4 0.0014%
Zη −162.3 kNrad −0.3490 −0.3490 0.39%
Mη −1830 kNmrad −1.930 −1.930 5.7 · 10−7
∗ Including the weight force contribution mtot sin(Θ) ‖g‖/q∞ S.
reference values. To obtain such a state in the STDA-ACM, as a preliminary step the trimming
has to be carried out by a separate trim algorithm inside of the derivatives module. This pro-
vides a valid departure point for the subsequent unsteady simulations. The aircraft is forced out
of its steady cruise by commanding a deflection of one of its control surfaces. The loads, which
are no longer in balance, are passed to the RB-ACM’s rigid body solver and there the rigid body
motion is integrated in time. The changes in the linear and angular velocity are returned to the
derivatives module, which then starts calculating the total loads of the next time step.
Results for the separate deflections of the elevator, of the rudder and of the aileron shall be
briefly discussed here. All simulations start off from the cruise conditions as given in Table 3.2.
In the top row of Fig. 3.8, the reaction to a unit step elevator deflection is plotted. The aircraft
pitches downwards and enters a dive which becomes increasingly steeper and corresponds to
negative values of the climb angle γ in the left diagram. The initial negative peak in the pitch
rate q shown in the right diagram is quickly attenuated by the pitch damping.
After the first two seconds, the angle of attack α hardly changes any more. Because of the
dive, the configuration continues to accelerate. The reference data of the unsteady longitudinal
motion are reproduced very well by the RB-ACM.
The middle row in Fig. 3.8 shows the reaction to a unit step rudder deflection of one degree.
The aircraft begins to yaw to port, and, since the rotation about the vertical axis is only weakly
damped, the motion is oscillatory. As the flight state approaches a constant yaw rate r, also a
constant sideslip angle β is attained.
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Figure 3.8.: System reaction of the Do 328 to step function control surface deflections of 1◦.
The dashed lines with symbols represent the results of the RB-ACM, which are
directly superimposed on the reference data taken from Alles [3].
top: Time plot of the velocity difference ‖∆u′0‖ = ‖u′0(t) − u′0(t0)‖, the climb
angle γ, the pitch rate q and the change in angle of attack ∆α = α(t)− α(t0) after
an elevator deflection of ∆η = 1◦.
centre: Time plot of the yaw rate r, the sideslip angle β and the roll rate p after a
rudder deflection of ∆ζ = 1◦.
bottom: Time plot of the yaw rate r, the sideslip angle β and the roll rate p after an
aileron deflection of ∆ξ = 1◦.
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Apart from the yaw moment, the rudder deflection causes a moment about the longitudinal axis
and the configuration starts to roll. The roll rate p oscillates with the same frequency as the yaw
rate due to the coupling between the rotation about these axes: When the aircraft yaws to port,
the starboard wing is accelerated while the port wing is decelerated. With the change in local
inflow velocity, more lift and therefore more drag is produced on the starboard wing than on the
port wing. The change in lift distribution leads to a roll moment, whereas the change in drag
distribution produces a restoring moment acting in opposite direction to the yaw rate.
The bottom row in Fig. 3.8 shows the system reaction to a unit step deflection of the aileron.
Any direct damping of the rolling motion is proportional only to the roll rate, but not to the roll
angle. The aircraft quickly reaches an almost constant roll rate p. In the opposite direction,
there is also a coupling between roll and yaw: When the aircraft rolls to port, the spanwise local
flow incidence angle on the wing increases on the port half due to the downward velocity, and
decreases on the starboard half due to the upward velocity. The ensuing change in the spanwise
lift distribution gives rise to above-mentioned damping of the roll motion. The change in the
drag distribution produces a moment about the yaw axis. With almost constant roll rate, the
yaw moment is also approximately constant, and so the yaw rate r increases roughly linearly.
The oscillations visible in the bottom left diagram are largely due to the coupling from the sec-
ondary yaw motion back to the roll motion. Just as before, the RB-ACM is able to reproduce
these effects accurately. The good agreement between the RB-ACM results and the reference
data indicates that the data transfer between the surrogate flow solver inside the STDA-ACM
and the rigid body motion solver is correct.
3.3. Steady Data Transfer between RB-ACM and Flow Solver
FLOWer
For the validation of the coupling between the RB-ACM and the flow solver, a very basic
test configuration is defined. It comprises a main wing, a horizontal stabiliser and a vertical
stabiliser, all of which are rectangular and have symmetrical NACA 0012 aerofoils. These
components form distinct wetted surfaces, since to ease the structured mesh generation no rep-
resentation of a fuselage was included in the flow mesh; the configuration is depicted in the left
image of Fig. 3.9. The mesh does not feature a particular refinement of the boundary layers, so
it is only suitable for solutions of the Euler equations. It has around 1.3 million points, of which
about 13,800 are situated on the wetted surfaces. The structural model is shown in the right
image of Fig. 3.9. It is made up of beams connecting the surface components. Since the focus
of the current validation step is not on interactions involving structural elasticity, the structural
deformation is not considered. The only purpose of the structure is to correctly convey the in-
tended inertial properties and to provide a framework for the deflection of control surfaces. The
total mass of the configuration is 2127.6 kg, according to a target lift coefficient of cA ≈ 0.35.
The centre of gravity is adjusted with a trim mass in the nose in order to give a positive stability
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Figure 3.9.: Layout of the simple 3D test configuration.
left: Wetted surface. The different surface segments are marked in different colours.
right: Structural model with pseudo-elements used for the realisation of control
surface deflections.
margin. The thrust incidence point is shifted upwards by half a metre so that the thrust force also
exerts a pitching moment. Whereas both components of the tailplane are all-moving, the aileron
deflections are realised by morphing of two surface segments along the outboard trailing edge.
The prescribed motion is realised through pseudo-elements. The inflow conditions imposed for
this configuration are a flight velocity of ‖u∞‖ = 100 ms at sea level, where ̺∞ = 1.225 kgm3 .
Table 3.4.: Comparison of the computed derivatives with reference values obtained from
finite differences for steady cruise.
dimens. derivative normed derivative ref. derivative rel. error
XT 0.9621 0.9621 1.0 3.8%
ZT 0.003454 0.003454 0.0 −
MT −0.6082 m −0.6082 −0.4663 30%
Xα −3.969 kNrad −0.06480 −0.1763∗ 63%
Zα −0.3875 MNrad −6.326 −6.261 1.0%
Mα −0.3688 kNmrad −0.06020 −0.4486 87%
Xη −10.81 kNrad −0.1764 −0.02527 ≫ 100%
Zη −75.86 kNrad −1.239 −1.318 6.0%
Mη −0.5417 MNmrad −8.844 −9.162 3.5%
∗ Including the weight force contribution mtot sin(Θ) ‖g‖/q∞ S.
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Figure 3.10.: Steady trim of the generic 3D configuration in cruise.
top left: Density residual of the flow solver plotted over multigrid solution steps.
top right: Evolution of the major derivatives.
bottom left: Evolution of the trim variables over the coupling steps. The values
marked with enframed symbols are the trial excitations by the trim algorithm.
bottom right: Evolution of the total forces and the total moment acting on the
configuration.
In a preliminary analysis, first-order estimates of the required trim manipulations for steady
cruise were determined with the lifting-line theory (cf. Schlichting and Truckenbrodt [117] or
Anderson [4]). Because this method is based on inviscid theory, the zero-lift drag had to be
obtained from a separate CFD simulation. It should be noted that for the current test case, this
drag component is a numerical artifact, since in subsonic inviscid flow there should only be
induced drag. The trim settings determined in this manner are an angle of attack of α = 3.185◦,
a thrust of T = 777.0N and a very small elevator deflection of η = −0.167◦. These numbers
are in good agreement with the values determined by the trim algorithm, which are α = 3.09◦,
T = 843.2N and η = −0.0364◦.
The pre-computed derivatives are compared to the results of the trim algorithm in Table 3.4.
These values have a significantly lower accuracy than those of the Do 328 validation case.
Nonetheless, the deviations are still acceptable for the major derivatives, with the exception of
Mα. The derivatives with the lowest accuracy are clearly those of the X-force. This is due
to the inadequate drag prediction entailed by the solution of the Euler equations. Moreover,
the overall lower accuracy can be attributed to the fact that here the trim algorithm interacts
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Table 3.5.: Comparison of the computed derivatives with reference values obtained from
finite differences for a constant-rate turn. All derivatives with respect to
the thrust were computed from the configuration’s geometry.
dimens. derivative normed derivative ref. derivative rel. error
XT 1.0 1.0 1.0 0.0%
ZT 0.0 0.0 0.0 0.0%
MT −0.4672 m −0.4672 −0.4672 0.0%
Xα −5.081 kNrad −0.08296 −0.1763∗ 53%
Zα −0.3917 MNrad −6.396 −6.261 2.2%
Mα −28.07 kNmrad −0.4583 −0.4486 2.2%
Xη −25.87 kNrad −0.4223 −0.02527 ≫ 100%
Zη −33.14 kNrad −0.5411 −1.318 59%
Mη −0.6085 MNmrad −9.935 −9.162 8.4%
Yζ 13.65
kN
rad
0.2229 0.2300 3.1%
Lζ 24.92
kNm
rad
0.08139 0.07628 6.7%
Nζ −0.1083 MNmrad −0.3536 −0.3744 5.6%
Yξ 0.5326
kN
rad
0.00869 0.00785 11%
Lξ −0.09741 MNmrad −0.3181 −0.3276 2.9%
Nξ −2.722 kNmrad −0.00889 −0.00942 5.6%
∗ Including the weight force contribution mtot sin(Θ) ‖g‖/q∞ S.
with an actual flow solver and not with an analytical surrogate solver: Even though the flow
field is subsonic and inviscid, the flow solver still approaches the solution iteratively. Every
change of the wetted surface or the inflow angles provokes a “jump” in the flow solver residual.
Depending on the number of flow solver solution steps between each call to the ACM, the re-
sulting forces and moments still contain a certain amount of numerical noise, which is reflected
in the estimate of the derivatives. This effect is visible in the top left image of Fig. 3.10. In
the previous test case, the exact derivatives were recovered in the first coupling iterations, but
here about seven iterations are required before the derivatives stop fluctuating, as can be seen
in the top right diagram. To avoid excessive changes of the trim settings during the first steps,
the relaxation parameter τ was set to 3.0. No continued relaxation seemed required here, so
ω = 1.0 was chosen. The computed trim settings are thus relaxated according to Eq. (2.4.13)
with an increasing relaxation coefficient. The trim settings in the bottom left diagram approach
final values smoothly. The resulting total force and total moment do indeed verge on zero, as
illustrated in the bottom right image of Fig. 3.10.
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Figure 3.11.: Steady trim of the generic 3D configuration in a steady turn.
top row: Evolution of the trim variables over the coupling steps. The values
marked with enframed symbols are the trial excitations by the trim algorithm.
middle row: Evolution of selected major derivatives of the longitudinal and the
lateral motion.
bottom row: Evolution of the unbalanced total force and total moment acting on
the configuration, as well as the absolute values of the commensurate residual
accelerations.
The configuration was slightly modified for the simulation of the constant rate turn by shift-
ing the centre of gravity forward and thus increasing the stability margin. The turn rate of
Ψ˙ = 3.24478
◦
s
was chosen to give a bank angle of φ = 30◦. The relaxation parameter τ was
increased to 5 to cater for the higher number of trial excitations during the initial trim iterations.
The derivatives with respect to the thrust were determined directly from the geometry and not
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by solving the least-squares trim problem. Therefore, the thrust derivatives in Table 3.5 are not
approximated but exact. All major derivatives are computed with sufficient accuracy. Among
the minor derivatives listed in the table, only the quality of Zη is low. This is unexpected, since
the lift force derivative of the elevator could be expected to be identified to a similar degree of
precision as the elevator pitching moment derivative. The history of the trim settings is shown
in the top row of Fig. 3.11. The final values are T = 982.7 kN, α = 3.663◦ and η = 0.01619◦
for the trim variables controlling the longitudinal motion, and ζ = 0.4348◦, ξ = −0.1155◦
for the trim variables controlling the lateral motion. These results are in fairly good agreement
with those obtained from linear theory, which are T = 1036 kN, α = 3.568◦, η = −0.01424◦,
together with ζ = 0.4759◦, ξ = −0.06744◦. The derivatives with respect to the components
of the rotation vector required for these reference values were determined by finite differences.
Their values are specified in the next section in Table 3.6.
Compared to the steady cruise test case, the angle of attack increases by approximately 1
cos(φ)
, in
order to compensate for the reduction in projected wing area available to keep the aircraft aloft.
The higher lift coefficient means more induced drag, which has to be balanced by a higher thrust
setting. The wing experiences a local additional velocity component due to the turn, and the
spanwise lift distribution is influenced by the turn rate. To keep the aircraft in a steady turn, the
ailerons have to be deflected to counteract the spanwise difference in lift. In a counter-clockwise
turn (negative z′-direction in LN9300 coordinates), the port wing is inboards and experiences
an inflow velocity lower than the mean, and vice versa higher for the starboard wing. Therefore,
the port aileron has to be deflected downwards to increase local lift, and the starboard aileron
upwards to reduce local lift. These deflections are in the opposite sense to those required to
enter the turn by banking out of level flight. The modified spanwise lift distribution also creates
a drag imbalance along the length of the wing, and thereby a yaw moment, which is made up
for by deploying the rudder.
The evolution of the major derivatives of the longitudinal and the lateral motion is depicted
in the middle row. Just as for the steady cruise case, stable estimates of the derivatives are
quickly attained after the initial excitation of the trim variables. The total forces and moments
shown in the bottom row of Fig. 3.11 initially diminish nicely. In contrast to the total loads of
the previous steady cruise test run, they stop converging further after eleven coupling iterations.
This is because the trim problem is overdetermined, and a force and moment equilibrium can
only be achieved in a least-squares sense. The remaining residual accelerations, however, are in
the order of only ‖a′0, res‖ ≈ 0.01 ms2 and ‖ω˙0, res‖ ≈ 0.01
◦
s2
.
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3.4. Unsteady Data Transfer between RB-ACM and Flow
Solver FLOWer
Compared to the steady coupling between the RB-ACM and the flow solver, the unsteady cou-
pling as explained in Chapter 2.10.1 is more complex. Therefore, it is validated separately.
Two different test cases are defined for this purpose. The first one is the well-known oscillating
NACA 0012 profile investigated experimentally by Landon [73]. The second test case builds
upon the same simple test configuration as the steady validation in the previous section. Depart-
ing from the steady cruise trim state, the control surfaces are deflected one at a time, the reaction
of the aircraft is recorded and compared to results calculated with the linearised equations of
motion.
3.4.1. Oscillating NACA 0012 Profile
The wind tunnel measurement data generated by Landon are frequently drawn upon to vali-
date CFD solvers with unsteady mesh motion. The test configuration is a NACA 0012 profile
suspended at quarter-chord that undergoes forced pitch motion of a certain amplitude and fre-
quency. The conditions considered here are of run no. 128-1 [73], with an inflow Mach number
of Ma∞ = 0.755. The airfoil pitches with
α = 0.016◦ + 2.51◦ sin(ω t) . (3.4.1)
QUADFLOW [19]
FLOWer ROT
FLOWer/RB-ACM
Experiment [73]
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Figure 3.12.: Prescribed pitching motion of a NACA 0012 profile: Comparison of the solution
of the RB-ACM to reference results computed with the unmodified ROT-version
of FLOWer, and with QUADFLOW [19], as well as to the values measured by
Landon [73].
left: Hysteresis curves of the lift coefficient cA(α).
right: Hysteresis curves of the pitching moment coefficient cM(α).
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The oscillation frequency is defined in terms of a reduced frequency of ω lν/‖u∞‖ = 0.1628.
For the validation of the unsteady data transfer, the prescribed motion option of the RB-ACM
is employed, which was only lightly touched at the beginning of the Method chapter on p. 10.
A perfectly straight flight path is prescribed for this test case as a line of coordinates, which the
configuration follows at constant speed. Along this path, the angle of attack is varied at the rate
required in order to match Eq. (3.4.1). In each time step, the change in the velocity vector and
the angular velocity are passed back from the RB-ACM to the flow solver FLOWer and enter
into the calculation of the mesh velocity and of the source terms.
The lift coefficient cA(α) and the pitching moment coefficient cM(α) of the RB-ACM are com-
pared to three sets of reference data in Fig. 3.12. The first set was obtained with the unmodified
FLOWer ROT code [70], where the analytical motion prescription of Eq. (3.4.1) is evaluated di-
rectly inside the flow solver. The second set of reference data was computed by Bramkamp [19]
with the flow solver QUADFLOW. Here, the governing equations are formulated in the moving
reference frame, and thus contain other source terms than in Eq. (2.1.20). The third data set
incorporates the values measured by Landon [73]. All numerical curves in Fig. 3.12 represent
solutions of the Euler equations, and thus viscous effects are not considered. Both FLOWer
simulations, with the ROT version as well as with the version coupled with the RB-ACM, were
performed on the same coarse mesh of about 26,000 points, and each oscillation period is di-
vided roughly in 400 time steps. Depicted are the coefficients of a single oscillation period
extracted when almost all non-periodic effects had subsided.
The numerical results in Fig. 3.12 coincide well, and the prescribed motion inside the RB-
ACM produces the same general hysteresis behaviour in the lift and in the pitching moment as
do QUADFLOW and the ROT-version of FLOWer. All simulation results show significant dis-
crepancies relative to the experimental values. These cannot be solely attributed to the inviscid
idealisation of the flow problem, though (cf. Berglind et al. [12]). As Bramkamp [19] points
out, such differences have been observed for this test case by many authors, amongst others by
Luo et al. [78]. The good agreement between the computed coefficients is a first indicator for
the correct implementation of the coupling between RB-ACM and the flow solver.
3.4.2. Dynamic Excitation by Control Surface Deflections
For a more extensive validation of the data transfer, once again the simple test configuration
presented in Chapter 3.3 is used. The aircraft starts from the steady cruise trim state at sea level
and ‖u′0‖ = 100ms . Control surfaces are deflected individually in a unit step manner, and the
reactions of the aircraft are recorded. Reference results are generated by solving the linearised
equations of motion (LEM) for rigid body flight dynamics, which is essentially the same method
as used in Chapter 3.2 to validate the unsteady data transfer with the STDA-ACM, also see Ap-
pendix C. The major difference is that then, the derivatives module inside the STDA-ACM was
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Table 3.6.: Additional non-dimensional derivatives required for the solution of the linearised
equations of motion, expressed in LN9300 coordinates.
derivative normed value derivative normed value
Mq −128.61 Lr 1.310
Yβ −0.2428 Nr −7.107
Lβ −0.05922 Lp −14.02
Nβ 0.3886 Np −0.3038
fed the same derivatives that had been defined for the LEM solver, whereas now, derivatives
were to be defined so as to match the dynamic characteristics of the configuration simulated
in FLOWer. The majority of the derivatives had already been determined in the course of the
validation of the trim algorithm, and, wherever applicable, the pertinent reference values of Ta-
ble 3.5 are used. Also the derivatives with respect to the angular velocity components in the
reference coordinate system had been previously approximated by finite differences for the val-
idation of the trim of the steady turn. Thus, only the sideslip angle derivatives were still left to
be determined. A summary of the additional derivatives for the current validation procedure is
provided in Table 3.6. By analogy to Eq. (3.2.1), the pitching moment derivative Mq is non-
dimensionalised with the factor q∞ S l2ν 1‖v′
0
‖ , and the moment derivatives of the lateral motion
are so with q∞ S b
2
4
1
‖v′
0
‖ . The rotational inertia properties of the test configuration are listed in
Table 3.7.
Because the finite difference method was used to estimate the derivatives, all of them are nat-
urally beset with some level of uncertainty. Particularly the accuracy of the derivatives with
respect to the angular velocity components p, q and r, the so-called “dynamic” derivatives, can
be called into question: As Greenwell [54] demonstrates, these derivatives are not constant, but
depend on the oscillation frequency. However, by taking finite differences between concurrent
steady states with different steady turn rates, an oscillation frequency of zero is implied. The
prediction capability of the LEM method is further affected by the artificial separation of the
Table 3.7.: Rotational inertia of the simple test configuration used for the validation of the data
transfer between FLOWer and RB-ACM.
property value property value
rotational inertia in
yaw direction
Θz = 29431.7 kgm
2 rotational inertia in
pitch direction
Θy = 24316.3 kgm
2
rotational inertia in
roll direction
Θx = 5521.2 kgm
2 deviational inertia Θxy = −550.7 kgm2
3.4. Unsteady Data Transfer between RB-ACM and Flow Solver FLOWer 105
0.0 0.5 1.0 1.5 2.0
t [s]
0.4
0.2
0.0
-0.2
‖∆
u
′ 0‖
[m
s
] fq = 1.6
fq = 0.8lin. flight mechanics
FLOWer/RB-ACM
0.0 0.5 1.0 1.5 2.0
t [s]
1.0
0.0
-1.0
-2.0
-3.0
-4.0
-5.0
γ
[◦
]
fq = 1.6
fq = 0.8
∆fq = 0.1
0.0 0.5 1.0 1.5 2.0
t [s]
0.0
-0.5
-1.0
-1.5
-2.0
-2.5
∆
α
[◦
] fq = 1.6
fq = 0.8
∆fq = 0.1
0.0 0.5 1.0 1.5 2.0
t [s]
0.0
-1.0
-2.0
-3.0
-4.0
q
[◦ s
] fq = 1.6
fq = 0.8
∆fq = 0.1
Figure 3.13.: System reaction of the simple test configuration to a step function elevator deflec-
tion of ∆η = 0.5◦ out of steady cruise. For each system variable, the results com-
puted with the RB-ACM coupled with FLOWer are compared to a set of curves
obtained from LEM with the pitch damping Mq, eff = fq ·Mq , varied in steps of
∆fq = 0.1.
top row: Evolution of the change in flight velocity ‖∆u′0‖ and of the climb an-
gle γ.
bottom row: Evolution of the change in angle of attack ∆α and of the pitch rate q.
lateral motion from the longitudinal motion. It is also assumed that any change of the state or
of the control settings produces an instantaneous reaction in the total forces and moments. This
is not the case, neither in reality nor in the flow solver, where the pressure distribution needs
a finite if short time to adapt to a sudden control surface deflection or to a change in angle of
attack. Such shortcomings of the LEM method cannot be addressed directly. Instead, for each
control surface deflection, multiple curves were generated by varying the dynamic derivatives.
For the longitudinal motion, this involves only the pitch damping Mq, eff = fq ·Mq. Because
of the coupling between roll and yaw, four dynamic derivatives are present in the lateral mo-
tion: Lp, Lr, Np and Nr. To ease the investigation, two factors fp and fr were defined and
varied independently. The effective derivatives with respect to the roll rate then were taken as
Lp, eff = fp · Lp and Np, eff = fp ·Np, and likewise were the effective derivatives with respect to
the yaw rate as Lr, eff = fr · Lr and Nr, eff = fr ·Nr.
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Figure 3.14.: System reaction of the simple test configuration to a step function aileron deflec-
tion of ∆ξ = 1.0◦ out of steady cruise. For each system variable, the results
computed with the RB-ACM coupled with FLOWer are compared to a set of re-
sults obtained from LEM.
top row: Evolution of the sideslip angle β and of the yaw rate r.
bottom row: Evolution of the bank angle φ and of the bank rate p.
Fig. 3.13 shows the reaction of the longitudinal motion variables to a sudden change in the
elevator deflection of ∆η = 0.5◦. The factor by which the pitch damping is scaled in the LEM
solver ranges from fq = 0.8 to 1.6. The solution with the RB-ACM is superimposed over the set
of curves. Apart from the change in flight velocity ‖∆u′0‖, the agreement between RB-ACM
and LEM solutions is good. The results of the RB-ACM lie between the respective reference
curves for f = 1.1 and f = 1.6. The change in velocity computed with the RB-ACM has a
gradient similar to that of the linearised solver for f = 1.6, but shows an immediate reaction to
the excitation, instead of the lag of over half a second present in all of the solutions of the LEM
solver.
Figures 3.14 and 3.15 contain the lateral system reactions to unit step control surface deflec-
tions of ∆ξ = 1.0◦ and ∆ζ = 1.0◦, respectively. In each image, only the variation of one of the
two scaling factors fp and fr is shown, while the other one is kept constant. A comparison of the
RB-ACM results with those of the LEM solver gives a mixed picture: For each control surface,
the primary effect matches closely, whereas the secondary effect is captured only moderately
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Figure 3.15.: System reaction of the simple test configuration to a step function rudder deflec-
tion of ∆ζ = 1.0◦ out of steady cruise. For each system variable, the results
computed with the RB-ACM coupled with FLOWer are compared to a set of re-
sults obtained from LEM.
top row: Evolution of the sideslip angle β and of the yaw rate r.
bottom row: Evolution of the bank angle φ and of the bank rate p.
well. For the aileron deflection ∆ξ, the primary effect is made up of the roll rate p and the roll
angle φ, plotted in the bottom row of Fig. 3.14. The RB-ACM results coincide almost exactly
with those for fp = 0.5 at a fixed yaw damping factor of fr = 0.6. While the computed yaw
rate r still has a qualitative agreement with the reference data, it is outside of the range covered
by the variation of fp. The sideslip angle β starts to deviate already after the first second. With
the rudder deflection ∆ζ , the primary effect comprises the sideslip angle β and the yaw rate r;
the roll rate and the roll angle are the secondary effects. The system reaction in yaw direction
simulated with the RB-ACM almost coincides with the solution of the LEM solver for fr = 0.5
with a constant roll damping factor of fp = 0.7, as can be seen in the top row of Fig. 3.15. The
predicted roll rate p still bears fair resemblance to the results of the linearised solver, whereas
the predicted roll angle φ falls short of the reference values.
Taking the drawbacks of the LEM solution method into account, the overall good agreement
of the system reactions computed with the RB-ACM coupled with FLOWer and the reference
values of the LEM solver is a sufficiently strong indicator for the correctness of the unsteady
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data transfer.
3.5. Validation of the Projection Methods
In Chapter 2.5, two methods newly implemented in the ACM for the projection of loads and
deformations between the wetted surface and the structural model were described. In the final
remarks, a tentative assessment and comparison of both methods was made. The MLS method
was found to be better suited to aeroelastic simulations with reduced structural models. In this
section here, a selection of simulation results is presented which corroborate these findings. The
test configuration is the HIRENASD wing [9, 10] shown in the left image of Fig. 3.16. It is a
half-model of a transport aircraft type wing with a half-span of 1.39m. The model has been
investigated experimentally in the European Transonic Windtunnel (ETW) at transonic flow
conditions and Reynolds numbers between 7 million and 73 million. The pressure distribution
over the wing is measured with Kulite pressure sensors at seven spanwise sections shown in
Fig. 3.16. The model is restrained well inboards of the root by a sophisticated balance and exci-
tation mechanism which records the overall forces and moments. The excitation mechanism can
be activated to generate opposing force couples at the root to induce oscillatory deformations of
the structure. The attachment of the wing to the balance is covered by a dummy fuselage, which
is not physically connected to the wing. The pressure distribution over the dummy fuselage thus
does not enter into the measured total loads.
The flow mesh used for the simulations has about 3.0 million points [28]. The dummy fuselage
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(not represented
in flow mesh)
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Figure 3.16.: Configuration used for the validation of the projection methods:
left: HIRENASD model with spanwise positions of the sections with pressure
gauges. The sections plotted in Fig. 3.18 are identified with encircled numbers.
right: Arrangement of the “fishbones” used for the MLS and GSB projection
methods (cf. Fig. 2.9).
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Figure 3.17.: Validation of the MLS and GSB projection methods for HIRENASD polar 251:
top left: Comparison of the global lift and drag coefficients cA and cW computed
with different projection methods as against experimental values.
top right: Comparison of the spanwise bending deflection uy computed with dif-
ferent projection methods.
sketched in Fig. 3.16 is not represented in the flow mesh. This reduced configuration is used
because it consists of only one component and thus can be simulated also in conjunction with
the GSB projection method, which has not been extended to handle multi-component configu-
rations. This partial numerical representation of the actual wind tunnel model obviously affects
the accuracy of the flow field prediction. The structural model is composed of 652 Timoshenko
beam elements, whereof 350 are part of the wing; the remainder is the support with the exci-
tation mechanism. The test simulations were performed at the conditions of polar 251 listed
in Table 3.8 and angles of attack of α = 0.0◦, 1.0◦, 2.0◦ and 3.0◦. The wind tunnel measure-
ments of this polar were performed without external excitation of the model. Nonetheless, there
were significant unsteady fluctuations in the flow field, which made a temporal averaging of the
experimental data necessary. The numerical results were produced with steady aeroelastic sim-
ulations using either FIE, MLS, or GSB for the projection. The Linearized Explicit Algebraic
(LEA) k-ω model was selected as a turbulence model. The default settings were used for the
FIE projection method (cf. Braun [20]). The distribution of the “fishbones” for the MLS and
GSB methods was aligned with the shape of the wetted surface. Due to the very fine resolution
of the structural model, even a single additional support point per edge midpoint was found to
Table 3.8.: Test conditions of HIRENASD polar 251.
parameter value parameter value
Ma∞ 0.83 p∞ 185340 Pa
Re∞ 23.5 · 106 T∞ 176.0 K
q∞/E 0.48 · 10−6 ̺∞ 3.548 kgm3
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Figure 3.18.: Sections through the wetted surface at positions 2, 4 and 6 marked with circles in
the left image of Fig. 3.16.
left column: Profile shapes of the aeroelastic equilibrium configuration at α = 2.0◦
as computed with the three projection methods.
right column: Chordwise pressure distributions at α = 2.0◦ obtained with the
three projection methods.
be sufficient. The resulting low overall number of supports is beneficial with regard to the GSB
method, which has high memory requirements and an associated numerical effort that scales
poorly when increasing the number of supports. The distribution of supports is depicted in the
right image of Fig. 3.16. Quadratic polynomials were used in the interpolation functions for
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Table 3.9.: Computational requirements of the projection methods for the HIRENASD test case
FIE MLS GSB
Peak allocated memory inside ACM 150.2 MB 167.6 MB 514.6 MB
Duration of first call to ACM 4.0 s 8.05 s 29.7 s
Ave. duration of subsequent calls to ACM 0.05 s 0.08 s 0.45 s
both the MLS and GSB method. Wendland C2-RBF were applied as weighting functions and
as local contributions to the GSB interpolation function. The local support radii δ of the MLS
method were chosen to include at least Nδ = 50 supports, whereas with the GSB method, a
constant support radius of δ = 0.1m was specified.
In the left diagram of Fig. 3.17, the lift and drag coefficients are plotted over the angle of
attack. The numerical results for the three projection methods and of CFD simulations without
aeroelastic coupling (denoted as “rigid”) are superimposed with the experimental values. The
error bars are the standard deviations of the root mean square (RMS) averages and quantify the
unsteady fluctuations for the nominally steady flow conditions. The agreement of the simula-
tion results with the experimental data is fair. This is not the central point of this investigation,
though, since the focus is on the comparison of the FIE, MLS and GSB projection methods.
Their results match closely. Also, the spanwise distributions of the bending deflection of the
aeroelastic equilibrium configurations depicted in the right diagram of Fig. 3.17 are virtually
indiscernible. Here, dependable experimental data for reference was unavailable. The good
agreement between the results of the projection methods reaches down to the local level, as
is exemplified in Fig. 3.18 for an angle of attack of α = 2.0◦. The left column contains the
sections through the deformed wetted surface at the three spanwise positions with the encircled
numbers in Fig. 3.16. As expected due to the close agreement of the bending deflections, the
profile sections also coincide, and so do the plots in the right column with the pressure coeffi-
cient cp = (p − p∞)/q∞. The large standard deviations of the global coefficients in Fig. 3.17
are predominantly caused by the great pressure fluctuations in the vicinity of the shock.
Both new projection methods in the ACM, GSB as well as MLS, thus demonstrate to yield
the same results as the established FIE method. Table 3.9 compares the computational time and
the memory requirements of each method for the current test case. As the ACM itself is not
parallel, the memory has to be allocated completely on the master process. The computation
times apply to 3.0MHz Intel Xeon “Nehalem” CPUs. On account of the small number of sup-
ports, the GSB method still does comparatively well. More complex models quickly render it
uncompetitive because of the third-order scaling of the matrix inversion in Eq. (2.5.8), and be-
cause of the large storage requirements of the dense projection matrix. Somewhat surprising is
the good agreement of the GSB results with those of the other two methods. This runs counter
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to the findings of Flister [47] and Wellmer et al. [143], previously obtained for the HIRENASD
configuration, where the GSB method had been found to give less reliable results than MLS or
FIE.
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4. Application of the RB-ACM to an Ultra
High Capacity Transport Aircraft
This chapter discusses aeroelastic results obtained with the RB-ACM for an industrially relevant
configuration resembling an Ultra High Capacity Aircraft (UHCA). The test conditions were
selected to establish the applicability of the steady and unsteady coupling of the RB-ACM
to scenarios with challenging transonic flow conditions and significant aeroelastic interaction.
First of all, the test configuration itself will be described. After some preliminary tests, the
results of steady trim simulations for different loading scenarios under steady cruise conditions
as well as under steady turn conditions shall be presented. In conclusion, comments on selected
unsteady computations will be made.
4.1. Numerical Model
The configuration presented here is a generic UHCA. It will be studied under typical cruise
conditions, which are listed in Table 4.1. The aerodynamic shape was derived from the model
defined during the REMFI project [1], and was analysed both experimentally and numerically.
A fine block-structured flow mesh of the half-model (without any representation of the wind
tunnel sting mounting used in REMFI) was kindly supplied by the Institute of Fluid Dynamics
and Technical Acoustics (ISTA) of the Technical University of Berlin [119]. For the current sim-
ulations, the mesh was scaled to the half-span of the Airbus A380, and the mesh resolution was
reduced by restriction to the first coarser multigrid level. The block boundaries were changed
T
Figure 4.1.: left: Wetted surface of the scaled REMFI model, coloured by surface segments.
right: Structural model of the test configuration. Solid lines are Timoshenko beam
elements, dots are point masses, and dashed lines are pseudo-elements representing
the control surfaces.
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Table 4.1.: Far field conditions for the cruise test case.
altitude 11, 000 m Ma∞ 0.850
̺∞ 0.36392
kg
m3
Re∞ 73.89 · 106
p∞ 22632 Nm2 q∞/E 0.164 · 10−6
T∞ 216.65 K u∞ 250.81 ms
with the existing tool mbsplit [149] in order to delimit the rudder on the vertical tailplane and
the ailerons on the wing. The resulting segmentation of the wetted surface is depicted in the left
image of Fig. 4.1.
The standard version of FLOWer relies on low-Reynolds number wall boundary conditions
for the turbulence equations. Since the test conditions set during the REMFI project [142] had
been at fairly low Reynolds numbers, the first wall distances of the coarsened baseline mesh
were unsuitably large for the cruise conditions defined for the scaled model. Therefore, a tool
was created to modify the point distributions inside of individual blocks. It was used to refine
the blocks immediately adjacent to the wetted surface. This required the introduction of addi-
tional points in wall-normal direction, as well as the modification of the mesh spacing along
wall-normal mesh lines. The first mesh spacing above the wetted surface should give a non-
dimensional wall distance of y+ = 1. It is defined as a function of the wall shear stress τΓ
as
y+ =
√
τΓ
̺
̺
µ
y =
√
̺
µ
(
∂u
∂y
)∣∣∣∣
y=0
y , (4.1.1)
and was estimated by using the formula for turbulent, incompressible flow over a flat plate
(cf. Schröder [121]):
y+(x) =
y
x
√
kt
2
Re9/10x , (4.1.2)
where kt = 0.074.
Finally, a mesh of the full model was created by mirroring the half model mesh at the sym-
metry plane. A new mesh logic file with the interface and boundary conditions of the individual
blocks was generated using the LOGIC tool [148], which relies on heuristic methods. This tool
simultaneously restored the right-hand orientation of the ijk-index directions of the mirrored
blocks. The resulting mesh of the full model has about 4.7 million points, and the half-model
mesh half as many.
The structural model consists primarily of Timoshenko beam elements, as well as point mass
elements. The models of the separate structural components were created by means of BEAM-
PREP [107, 140, 141]. It generates an internal model of a given component from sections
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through the wetted surface. The equivalent beam properties are computed by applying the the-
ory of thin-walled multi-cellular hollow sections [31, 53]. Additional non-load-bearing masses
such as fuel or payload are considered by assigning finite densities to the individual tubes of
the multi-cellular hollow sections. Furthermore, BEAMPREP determines the beam stresses per
unit load from the underlying cross-sectional geometries. This information, together with the
structural load distribution from a simulation run with the ACM, can be used to calculate the
equivalent beam stresses with the tool EVALKS.
The mass properties of the model were obtained from publicly available information on the
A380, and were refined using statistical estimates for preliminary design, such as those of Jenk-
inson et al. [64], Raymer [104] and Torenbeek [137]. Since BEAMPREP and FEAFA only
consider isotropic and homogeneous material properties, the complete structure is assumed to
consist of aluminium. This marks a major departure from the A380, for which extensive use
of composite materials was made. As to stiffness properties, different approaches were used
for the wing and for the remaining components. Since the main wing elasticity produces the
most significant aeroelastic effects, the sheet thickness values prescribed in BEAMPREP were
determined through a sizing process for a 2.5 g pull-up manoeuvre with an actual aerodynamic
load distribution. The sheet thickness at several spanwise stations was adjusted until a stress
boundary condition was met. The remaining structural components—the horizontal tailplane
(HTP) and the vertical tailplane (VTP), the fuselage and the engine pylons—were each given
uniform sheet thickness values according to the weight estimates carried out before. Two ex-
amples of the resulting distributions of the bending stiffness are provided in Fig. 4.2. The top
left diagram shows the flexural moments of inertia about the pitch axis Iz of the fuselage. The
normalised x-coordinate starts at the nose cone and ends behind the tail cone. The bottom left
diagram shows the flexural moments of inertia about the local e3-axis directions of the beam
elements of the main wing (cf. Chapter 2.2.2 for information on the Timoshenko beam proper-
ties). The e3 unit vectors all lie in the horizontal plane and therefore coincide approximately
with the flapwise bending vector.
In order to prevent buckling and other higher-order failure modes that cannot be predicted with
beam theory nor indeed linearised elasticity, all components have also structural members that
do not contribute to beam stiffness, such as the ribs of the main wing and tailplane, or frames
and floor beams of the fuselage. The mass of such members was approximated with data taken
from Niu [92], and considered in a smeared manner either as non-load-bearing masses via the
tube densities or by increasing the material density of the structure.
Mirror images of the main wing and HTP beams were produced and the component beam
models were finally merged to become an overall structural model. Pseudo-elements were in-
troduced for the control surfaces, and point mass elements for localised masses such as the
engines.
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Three structural models were constructed which differ in their mass distributions. Models I
and II are for heavy cruise configurations. Their mass is equal to the A380’s maximum take-
off weight of mtot = 560.0 t. The models are distinguished by the mass breakdown between
payload and fuel. Model I carries maximum payload and less fuel, whereas model II carries the
maximum amount of fuel and less payload. Since the payload is stowed entirely in the fuselage,
and as the fuel is contained almost entirely in the wing, two component models each of the
wing and of the fuselage were generated, with all the other components the same. Model III
combines the lighter one of the two wing models with the lighter one of the two fuselage models
to form a medium cruise configuration. The masses of the three models are listed in Table 4.2.
The masses per unit length ̺A of the fuselage and of main wing are plotted in the top right and
bottom right diagrams of Fig. 4.2, respectively.
With an unconstrained model, the distribution of the overall mass needs special attention. In
preliminary numerical tests presented in the next section, the lengthwise position of the neutral
point was investigated. To realise adequate static stability of the configuration, the centre of
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Figure 4.2.: Mass and stiffness properties of the generic UHCA structural model.
top left: Flexural moment of inertia about the pitch axis Iz of the fuselage.
top right: Mass per unit length ̺A of the fuselage.
bottom left: Flapwise bending flexural moment of inertia I3 of the main wing.
bottom right: Mass per unit length ̺A of the main wing.
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Table 4.2.: Masses of the three structural models of the UHCA configuration.
total mass payload mass fuel mass lift coefficient
empty 276.8 t - - 0.282
model I 560.0 t 89.2 t 194.0 t 0.615
model II 560.0 t 32.9 t 250.3 t 0.615
model III 505.4 t 32.9 t 194.0 t 0.513
gravity had to be shifted by transferring mass beween the centre wing box and the tail section.
This is justified from an engineering point of view, since, in reality, many large aircraft have
trim tanks integrated into the tailplane. The A380 for instance has a trim tank with a capacity
of 18.6 t of fuel inside of the HTP.
For all three models, the control surfaces are realised by means of pseudo-elements. The tri-
angular lattice at the empennage is an expedient to realise an all-moving yet elastic HTP. The
engines, which are not modelled in the flow mesh, are represented in the structural model as
point masses which double as load incidence points for the thrust. In total, the structural model
of the full configuration comprises 254 Timoshenko beam elements, 23 point masses and 11
pseudo-elements for the control surfaces. The half-model consists of 159 Timoshenko beam
elements, 21 point masses and 5 pseudo-elements. The resulting structural model is shown in
the right picture of Fig. 4.1.
A more detailed description of the structural model identification has been recently compiled
by Sözbir [128].
Table 4.3.: Computed coefficients at the cruise conditions of Table 4.1 and α = 1.0◦, expressed
in LN9300 coordinates
original mesh refined mesh
coeff. from static
pressure
from
friction
sum from static
pressure
from
friction
sum
cX -0.0088091 -0.0013715 -0.010181 -0.0083936 -0.012354 -0.020747
cZ -0.36916 0.37924 10
−5
-0.36916 -0.40538 0.10727 10−3 -0.40527
c∗M -0.016055 0.17349 10
−4
-0.015882 -0.012840 0.0020399 -0.010800
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Figure 4.3.: Distribution of the non-dimensional wall-distance y+ at the cruise conditions of
Table 4.1 and α = 1.0◦ computed using the SA model.
left: Original mesh without refinement of blocks immediately adjacent to the wetted
surface.
right: Mesh with refinement of blocks immediately adjacent to the wetted surface.
4.2. Preliminary Investigation of the UHCA Configuration
Before any simulations were performed with the unrestrained UHCA model, a number of pre-
liminary numerical tests were undertaken with a modified version of model I, restrained close
to the centre of gravity. These tests were designed to ascertain the suitability of the model for
the intended purpose, and to find appropriate settings for the numerical parameters.
The first investigations concerned the choice of a turbulence model; the findings are summarised
below. The turbulence model can have a considerable impact on the solution. According to
the experiences made in past projects, the turbulence model of choice in FLOWer for tran-
sonic flows at high Reynolds numbers is the two-equation LEA k-ω model [111] (see also Eis-
feld [38]). For numerical reasons, the original Spalart-Allmaras (SA) one-equation model [132]
was preferred. With LEA, small regions with unsteady flow separation were predicted at the
tips of the HTP even under nominally steady flow conditions. The known propensity of the SA
model to underestimate flow separation is beneficial here with respect to the convergence rate
of the flow solver.
During the evaluation of the turbulence models, the refinement of the flow mesh in wall-normal
direction was also checked. Fig. 4.3 shows the distribution of the non-dimensional wall dis-
tance y+ computed with the rigid half-model (disregarding model elasticity) at the test condi-
tions given in Table 4.1 and at an angle of attack of α = 1.0◦. The left image is before the
refinement of the boundary layer mesh and the right image is after refinement. With the refined
point distribution in the blocks immediately adjacent to the wetted surface, the values of y+
have been reduced to 1 or less all over the wetted surface, with minor exceptions close to the
cockpit and the leading edges. Even though the first mesh spacing above the wetted surface
does not enter into the wall boundary condition of the SA model, the resolution of the boundary
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layer is still highly important for the prediction of the viscous stresses and thus of the viscous
drag component. FLOWer computes the wall stresses from first-order finite differences in wall-
normal direction of the tangential velocity. This is correct only if y+ ≤ 1. If a configuration has
rigid body degrees of freedom, an insufficient distribution of y+ has further consequences than
for a restrained model: Whereas the aeroelastic deformation continues to be dominated by the
pressure forces, the trim solution, and, in particular, the thrust needed to balance the drag, de-
pend strongly on the friction forces. The surface shear stresses turn out too low if the condition
y+ ≤ 1 is violated. This is exemplified in Table 4.3, where the viscous X-force coefficient dif-
fers by one order of magnitude between the two meshes, more than doubling the total X-force
coefficient.
The next investigations concerned the longitudinal static stability measure δstat. It characterises
the restoring moment after a change in angle of attack and is obtained from the pitching moment
balance [22, 39]:
δstat =
xNP − x0
lν
= −∂cM
∂cA
= −
(
∂cM
∂α
)(
∂cA
∂α
)−1
. (4.2.3)
The sign convention is that of the LN9300 coordinate system. An aircraft is only statically
stable about the pitch axis if a net restoring moment back towards steady cruise conditions is
generated after a change in angle of attack. To this end, the centre of gravity must be in front of
the overall neutral point. Owing to shocks and flow separation, the position of the neutral point
becomes a function of the flight state in the transonic regime. Aeroelastic deformation also
alters the lift distribution and thereby the neutral point position. Its normalised value xNP/lν is
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Figure 4.4.: Preliminary tests regarding feasible positions of the total centre of gravity:
left: Shift of the neutral point with the angle of attack, relative to the nose and
expressed in FLOWer coordinates with x increasing from nose to tail.
right: Flapwise bending deflection of the wing plotted over the normalised half-
span for different angles of attack.
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plotted over the angle of attack in the left image of Fig. 4.4 for both the elastic and the rigid
configurations. In either case, the structural model was restrained close to the centre of gravity.
The approximate cruise angles of attack for model I are marked in the diagram. It is apparent
that the model experiences significant shifts of the neutral point position, and thereby in its
static stability measure. This is the case no matter whether or not structural elasticity is taken
into account. The application of thrust forces at the engines to balance the drag force has only
secondary influence on the deformation and on the stability measure. Such shifts make it im-
possible to achieve a common static stability measure for all models with a common centre of
gravity position. Instead, a stability measure of δstat = 0.1 was set for model I and its centre of
gravity position chosen accordingly. This position was then adopted for both other models. This
stability measure being conservative, it should offer a sufficient reserve as to secure the static
stability of the other two models. For a first appraisal of the deformations to be expected during
trim, the right image of Fig. 4.4 shows the bending deflection of the aeroelastic equilibrium
configuration over the non-dimensional spanwise coordinate z · 2/b for different angles of at-
tack. Even though the structural response is influenced by the artificial introduction of a model
support, a bending deflection of about 4.4% of the half-span should be a valid first estimate for
the deformations during trim simulations. As can be gathered from the line marked in black,
the wing already experiences significant deformations from its proper mass and fuel mass.
The last of the preliminary tests, which will be presented here in condensed form, relate to
the accuracy of the structural solution. Due to the presence of rigid body degrees of freedom,
the structural deformation is computed from a truncated modal series during both steady and
unsteady simulations. Because of its truncation after a certain number of modes, there is an
error incurred during the computation of the structural deformation. Generally, the elastic strain
energy of the modes 1
2
φTmKφm η
2
m =
1
2
ω2m η
2
m should diminish exponentially with increasing
mode numbers m. It is desirable to use a representation with as few modes as possible. This is
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Figure 4.5.: Modal elastic strain energy of the beam model for a typical projected aerodynamic
load distribution: left: Half-model; right: Full model.
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not so much to save computational effort during the structural solution—in modal coordinates,
it is exceptionally cheap—but rather to limit the frequency spectrum of the structural response.
According to the Nyquist-Shannon sampling theorem, the maximum permitted physical time
step size is determined by the highest frequency occurring. The time step size can, therefore, be
increased and the numerical effort reduced if the modal series is truncated after fewer modes.
This has to be kept in mind also before a steady simulation if results are to be used as a starting
point for an unsteady run. If the modal series is further truncated later on, there will initially be
an unphysical jump in the deformation field when the contributions of the modes to be discarded
are set to zero.
To determine an adequate number of modes, a constant, representative aerodynamic load dis-
tribution was projected onto the structure with the RB-ACM. The resulting elastic strain energy
contributions of the individual modes were determined, once for the half-model and once for
the full model, as plotted in Fig. 4.5. The number of modes to be considered was fixed by
arbitrarily cutting off the modal series after the modal strain energy contributions have dropped
below the maximum contribution by three orders of magnitude. Therefore, 32 modes are used
to compute the deformation distribution of the half-model and 64 modes for the full model. This
gives a maximum response frequency of slightly under 32Hz for either model. The full model
requires twice as many modes as the half-model. This is because for the full model the domi-
nant symmetrical bending modes are accompanied by anti-symmetrical counterparts, absent for
the half-model with its symmetry constraint. Half-models only allow the simulation of sym-
metrical manoeuvres, as they cannot represent the anti-symmetrical deformation components
existing during turn manoeuvres.
4.3. Trim of the UHCA in Steady Cruise
In this section, results of steady trim investigations with the generic UHCA are presented. These
are for the test conditions listed in Table 4.1, which are the same as during the preliminary tests.
All three models were investigated separately, with and without consideration of structural elas-
ticity. To reduce the computational effort, the half-model was used. For the projection of the
loads and deformations, the MLS method was applied with Nδ = 50 supports. The structural
solution was relaxated with ω = 0.75, and so was the trim solution with ω = 0.75 and τ = 3.0.
The thrust derivatives were determined from the geometry instead of being recovered by the
least-squares fit. The RB-ACM was called every 150 multigrid steps of the CFD solver, both in
simulations with and without consideration of structural elasticity.
A detailed graphic representation of the aeroelastic trim results of model II (with maximum
total mass and maximum fuel mass) is provided in Fig. 4.6. The top left image shows the con-
vergence of the flow solution and the structural solution. The normalised difference in the tip
deflection ‖(uny, tip − uNy, tip)/uNy, tip‖ is taken as a measure for the convergence of the structural
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Figure 4.6.: Trim of the generic UHCA in steady cruise with the structural model II, considering
structural elasticity.
top left: Concurrent convergence of the flow solution and the structural solution.
top right: Evolution of the trim variables over the coupling steps.
bottom left: Evolution of the major derivatives of the longitudinal motion.
bottom right: Evolution of selected minor derivatives of the longitudinal motion.
deformation towards the aeroelastic equilibrium configuration. Contrary to the simple test con-
figuration used for validation, the UHCA configuration exhibits considerable flexibility. Due
to the aeroelastic wash-out brought about by the wing sweep, there is strong interaction be-
tween the structural deformation and the flow field. In addition, this viscous flow at transonic
Mach numbers is per se highly non-linear. The top left diagram in Fig. 4.6 exemplifies how
the structural deformation and the flow field evolve concurrently according to the rationale laid
out in Chapter 2.10.2. The top right diagram shows the evolution of the trim variables over the
aeroelastic coupling iterations. As compared to the validation test case, this more challenging
case requires a stronger relaxation of the trim solution and has a slower convergence. About
13 coupling steps are needed until the trim variables have arrived at their final values.
In the bottom row of Fig. 4.6, the major derivatives and some minor derivatives are plotted over
the aeroelastic coupling iterations. The pitching moment derivatives in the bottom left figure do
not cease changing until the trim variables have stabilised. A likely explanation is that the trim
algorithm has difficulties in clearly distinguishing the effects of variations in the elevator angle
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Figure 4.7.: Summary of the trim simulations with the generic UHCA in steady cruise with and
without consideration of structural elasticity.
top left: Final trim settings found by the trim algorithm for the three models. Re-
sults with consideration of structural elasticity are identified by solid bars and those
disregarding structural elasticity by hollow bars.
top right: Spanwise lift distributions of the three models.
bottom left: Flapwise bending deflection of the three models’ aeroelastic equilib-
rium configurations plotted over the normalised half-span.
bottom right: Residual linear and angular accelerations corresponding to the un-
balanced total trim loads. Results with consideration of structural elasticity are
identified by solid bars and those of simulations disregarding structural elasticity
by hollow bars.
η from the effects of variations in the angle of attack α. Latter variations also change the flow
incidence angle at the elevator. Altogether, that could also account for the strong fluctuations in
the minor derivatives with respect to the elevator angle in the bottom right figure.
The final results of all three models for the steady cruise shall be compared now. The top left
diagram of Fig. 4.7 shows the final trim settings, with and without consideration of structural
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elasticity. The influence of the structural deformation is strongest on the angle of attack. This
is so because the aeroelastic wash-out leads to a spanwise reduction of the local flow incidence
angle and thus to a reduction in lift, which has to be compensated by a higher angle of attack.
The spanwise lift redistribution due to the wing deformation is detrimental to the drag and has
to be made up for with a higher thrust setting of about 5 kN per engine. All models exhibit
similar behaviour in this respect; in fact, the trim settings of models I and II without considera-
tion of structural elasticity, identified by the hollow bars, ought to be identical, since both have
the same centre of gravity position and total mass, and their different mass distributions do not
come into play here. The different lift distributions also have a strong effect on the pitching
moment, which is apparent from the differences in the elevator settings. In the top right image,
the lift redistribution caused by the aeroelastic deformation is shown for the three models. The
centre of lift is shifted inboards compared to the undeformed configuration (marked “rigid”).
The total lift contribution of the wing is the area enclosed by each curve. Since the differences
in the angle of attack are in the order of 1◦ and the lift contributions of the fuselage and the
empennage are small, the enclosed areas are approximately equal. The influence of the differ-
ent weight distributions of models I and II on the lift distribution is minimal. The lower overall
mass of model III is reflected by the lower wing loading compared to the other two models.
The bottom left diagram of Fig. 4.7 shows the wing flapwise bending deformation in the aeroe-
lastic equilibrium configuration. The tip deflections match the value estimated during the pre-
liminary investigations. The different fuel mass in the wing tanks of models I and II does make
a difference here, in that the weight force of the additional fuel of model II partially counteracts
the bending moment through lift. Since model III requires less overall lift to be sustained, the
wing bending moments and the corresponding tip deflection are even lower than for model II.
The bottom right diagram of Fig. 4.7 indicates the solution quality of the trim algorithm. The red
bars are the absolute values of the residual linear accelerations caused by unbalanced forces, and
the black bars are the absolute values of the residual angular accelerations about the pitch axis
caused by unbalanced pitching moments. No general trend can be made out here, except that
all simulations without consideration of structural elasticity have lower residual accelerations.
Notwithstanding, even the least best results have converged to very small residual accelerations
of only ‖a′0, res‖ ≈ 1 · 10−3 ms2 and ‖ω˙0, res‖ ≈ 4 · 10−3
◦
s2
.
4.4. Trim of the UHCA in a Steady Turn
In a second set of test runs, the simulations presented in the previous section were resumed,
though with the UHCA in a steady turn. The same inflow conditions as before were imposed,
listed in Table 4.1, and a turn rate of Ψ˙ = 0.8157 ◦
s
was set. Compared to the simple test
configuration for validation in Chapter 3.3, this turn rate gives a bank angle of only φ = 20◦
instead of φ = 30◦ previously. The lower bank angle was chosen because already in level cruise
the required lift coefficient is comparatively high, and shock-induced flow separation blanks
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out large portions of the ailerons. A higher bank angle means less projected wing area, and
therefore requires a higher lift coefficient. This leads to a greater separation area and thus even
weaker aileron effectiveness. The numerical settings of the cruise test case were retained, with
the exception of the trim relaxation parameter τ , which was increased from 3.0 to 5.0. Since
the flow state is no longer symmetrical, the full model had to be used instead of the half-model.
Once again, the results of model II with consideration of structural elasticity are singled out
for a closer inspection in Fig. 4.8. The top row shows the evolution of the trim settings over the
aeroelastic coupling iterations. Compared to the cruise test case set out in Fig. 4.6, the turn test
requires even more coupling iterations for the trim settings to approach their final values. Here,
about 18 steps are needed, with the rudder and the aileron settings lagging behind the thrust, the
aileron and the angle of attack. At 21 coupling iterations, the derivatives depicted in the middle
row of Fig. 4.8 need even longer to stabilise than the actual trim settings.
The bottom row images contain a comparison of the convergence behaviour of the trim al-
gorithm: The results of four different test runs with structural model II are examined. They are
for steady cruise and steady turn, each with and without consideration of structural elasticity.
The bottom left diagram shows the norm of the residual linear acceleration ‖a′0, res‖ and the bot-
tom right diagram the norm of the residual angular acceleration ‖ω˙0, res‖. The lowest residual
accelerations are achieved for the steady cruise case disregarding structural elasticity (marked
“rigid”). Here, the graph suggests that a longer simulation run would lead to a further reduction
in residual accelerations. This impression is consistent with the convergence behaviour of the
steady cruise validation test case, as apparent from the lowermost images in Fig. 3.11. Just con-
sidering the structural elasticity leads to an asymptotic behaviour, where both the linear and the
angular residual accelerations cease to decrease below 10−3 m
s2
and 10−3 ◦
s2
, respectively. This
occurs despite of the trim problem still being determined, since three total force and moment
components are accounted for by three trim variables. More investigations would have to be
carried out at this point in order to find out what prevents the trim algorithm from further im-
proving the trim solution. In a steady turn, the trim problem is overdetermined, which clearly
shows in the residual accelerations in Fig. 4.8. Just as with the simple test case used during
validation, the residual accelerations peter out at relatively high values. The differences be-
tween simulations with and without consideration of structural elasticity are insignificant. The
damped oscillations of the residual angular acceleration in the bottom right image result from
the interaction between the aileron deflection and the wing bending.
Fig. 4.9 contains a summary of the simulation results for all considered models. The top left
diagram shows the final trim settings. Again, the results of the simulations with consideration of
structural elasticity are represented by solid bars and those of the simulations without consider-
ation of structural elasticity by hollow bars. Just like in the steady cruise test case, the results for
models I and II are almost identical. The lower total mass of model III has a strong effect on the
trim variables of the longitudinal motion thrust T , angle of attack α, and elevator angle η, but
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Figure 4.8.: Trim of the generic UHCA in steady turn with the structural model II, considering
structural elasticity.
top row: Evolution of the trim variables over the coupling steps.
middle row: Evolution of the major derivatives of the longitudinal and the lateral
motion over the coupling steps.
bottom row: Comparison of the convergence of the trim algorithm for the structural
model II in steady cruise and in steady turn, with and without consideration of
structural elasticity.
only a weak effect on the rudder deflection ζ and the aileron deflection ξ. Furthermore, for all
models the lateral trim variables do not change measurably if structural elasticity is neglected.
As to the rudder, this is hardly surprising, since both the fuselage and the empennage are very
stiff. A more pronounced influence of the wing deformation on the required aileron deflection
was to be expected, though. A close inspection of the bending deflections plotted in the top
right image of Fig. 4.9 reveals slight differences between the port and starboard structural de-
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Figure 4.9.: Summary of the trim simulations with the generic UHCA in steady turn with and
without consideration of structural elasticity.
top left: Final trim settings found by the trim algorithm for the three models. Re-
sults with consideration of structural elasticity are identified by solid bars and those
disregarding structural elasticity by hollow bars.
top right: Flapwise bending deflection of the three models’ aeroelastic equilibrium
configurations plotted over the normalised half-span.
bottom left: Residual linear and angular accelerations corresponding to the unbal-
anced total trim loads. Results with consideration of structural elasticity are iden-
tified by solid bars and those of simulations disregarding structural elasticity by
hollow bars.
bottom right: Close-up views of the deflected control surfaces of model II without
consideration of structural elasticity. For visualisation purposes, the deformations
of the CFD surface mesh are amplified twentyfold.
formation. The inboard port wing (z · 2/b > 0) has a higher tip displacement than the outboard
wing (z · 2/b < 0) by ∆uy · 2/b ≈ 0.002. This is due to the spanwise lift redistribution brought
about by the aileron deflections. In the bottom left diagram of Fig. 4.9, the residual linear and
angular accelerations due to unbalanced total forces and moments are provided. All cases have
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almost the same residual linear accelerations. The direction of the residual force is not apparent
here. It is oriented in almost perfect spanwise direction, which is exactly the force component
which would come to be balanced by allowing non-zero sideslip angles.
The bottom right image of Fig. 4.9 is composed of four close-up views of the deflected control
surfaces. To visualise them better, the final wetted surface of a simulation run without consid-
eration of structural deformation is shown, and the control surface deflections are exaggerated
by a factor of 20. The top images show the inner high-speed and outer low-speed ailerons.
Both are actuated via the same trim variable ξ, but different proportionality factors were de-
fined for the inner and outer ailerons. The outer ones were not deactivated entirely, as otherwise
the resulting control authority about the roll axis was found to be too low. The fairly coarse
discretisation of the wing in spanwise direction manifests itself in the shape of the deflected
ailerons, especially in that of the inboard one. The transition areas between the undeformed
wing and the fully deflected flap, which are unavoidable with the employed morphing method
(cf. Chapter 2.9.3), cover almost half of the spanwise dimension of the inboard aileron, and
can be expected to influence the aerodynamic performance. The bottom left picture shows the
deflected, all-moveable HTP. The pivot axis is located approximately at the intersection line of
the grey undeformed surface and the mint green deformed surface. Even with amplified elevator
angle, no distortions of the tail cone are visible. The bottom right image depicts the deflected
rudder. Since the mesh resolution is comparatively high at the base of the VTP, the transition
area is small.
4.5. Gust Encounter of the UHCA in Level Cruise
The final investigation of this work deals with the unsteady simulation of the generic UHCA.
Starting from a steady trim state, the aircraft flies through a single gust in vertical direction.
The gust is generated by manipulating the local cell face velocities uΓ of the ALE formulation,
inducing local additional ALE fluxes according to Eqns. (2.1.16) and (2.1.17). This approach
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Figure 4.10.: left: Definition of the vertical one-minus-cosine gust.
right: Comparison of the short, medium and long gusts considered.
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Figure 4.11.: Encounter of model I with the short gust.
is preferable to actually rotating the inflow vector at the far-field boundary and having the dis-
turbance propagate into the domain with the mean flow. Then, also very fine mesh resolution
carrying a large penalty in terms of computational effort would be required in the far field,
where otherwise the accuracy of the solution is of no particular interest. With the coarse mesh
used here, only very long-wave gusts could have been be represented in the first place, and even
then would have been strongly attenuated until finally reaching the actual configuration.
The mesh velocity approach taken was originally proposed by Parameswaran and Baeder [96],
and has since been applied by Heinrich [58], Raveh [103], as well as by Yang and Obayashi [147],
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Figure 4.12.: left: Typical position of the centre of gravity x0 and the neutral point xNP for a
configuration with swept wings.
right: Pitching moment during different phases of the gust encounter.
amongst others. For a given gust shape uG(x˜), the local cell face velocity contribution is
uΓ(x) =


−uG(x˜) for xG(t)− 2 lG ≤ x < xG(t)
0 otherwise.
(4.5.4)
This formulation assumes that the primary gust propagation direction is in positive x-direction,
which is the case in the FLOWer coordinate convention. xG(t) is the instantaneous position
of the gust, obtained by integrating the instantaneous x-component of the flow velocity u∞ in
time, starting off at the far field inflow boundary xB. The actual shape of the gust is deter-
mined by the shape factor uG(x˜) as a function of the non-dimensional coordinate x˜ = xG(t)−x2 lG ,
where lG is half the length of the gust. The most simple shape is the unit step gust. For cer-
tification purposes, however, the relevant airworthiness requirements of the Federal Aviation
Regulations [43] call for the aircraft to be subjected to so-called “one-minus-cosine” gusts of
varying lengths and specified amplitudes. Such a gust is depicted in the lift image of Fig. 4.10
and is defined as
uG(x˜) =
uˆG
2
(1− cos(2π x˜)) for 0 ≤ x˜ ≤ 1 . (4.5.5)
Different gusts with half-lengths between lG = 30 ft = 9.14m and lG = 350 ft = 106.7m have
to be considered during certification. Here, only the longest and the shortest vertical gusts will
be investigated, together with an intermediate gust with a half-length of lG = 102.4 ft = 31.2m.
The gust amplitude depends on the aircraft’s maximum operating altitude and its mass. As-
suming the values published for the Airbus A380, the amplitude for the longest gust becomes
vˆG = 7.14
m
s
, for the intermediate gust vˆG = 5.82 ms , and for the shortest gust vˆG = 4.74
m
s
. A
graphical comparison of the three gust shapes is given in the right image of Fig. 4.10. To get an
idea of the proportions, the short gust is about twice as long as the mean aerodynamic chord of
the UHCA, the intermediate gust is slightly shorter than the whole configuration and the long
gust has more than twice its length.
Just to be on the safe side, a slight structural damping is introduced via the Rayleigh para-
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meters rK = 4.738 · 10−4 s and rM = 0.2362 1s . Inserting these values in Eq. (2.2.28) yields
damping ratios between ζm = 0.01 and 0.02 for the first 20 modes. According to Niu [92], these
values are typical damping ratios for aircraft structures .
In the following, for each gust length three data sets are compared: The unrestrained configura-
tion with consideration of structural elasticity, the unrestrained configuration without consider-
ation of structural elasticity, and an elastic configuration where the time integration of the rigid
body motion is suppressed by artificially setting all rigid body accelerations to zero. The gust
enters the flow domain along the inflow boundary at t = 0. The unsteady simulations span 25 s
and are performed with the half-model. The physical time step size is 5.17 · 10−3 s.
Only the results of model I are presented in detail; no fundamentally different behaviour was
detected with the other two models. Four quantities are recorded for each scenario: The vertical
geodesic acceleration a′y, the angular acceleration in pitching direction ω˙0, z, the tip bending
deflection in flapwise direction uy normalised by the wing half-span, and finally the angle of
attack α relative to the undisturbed instantaneous flow field, which does not include the change
in local flow direction due to the gust. Taking the diagrams in Fig. 4.11 as an example, the
instances when the gust reaches the configuration, when it has entirely passed the configuration
and when it has completely left the flow domain are marked from left to right by three verti-
cal lines. Magnified plots of the time span immediately after the actual gust encounter are in
the right column. Other than in the previous sections, all directional quantities are expressed
according to the FLOWer coordinate convention, so the positive y′-direction is upwards, and
positive rotations about the z-axis are nose-down. The linear and angular accelerations for the
simulations with suppressed rigid body motion were obtained dividing the respective total load
components by either the total mass or the rotational inertia.
Fig. 4.11 shows the reaction of model I to the short gust. Due to the high inertia of the UHCA
and the quick passage of the gust, the aircraft is affected only weakly. The temporary increase in
flow incidence angle creates surplus lift that accelerates the aircraft upwards and also bends the
wing further. The angular acceleration initially is weakly nose-up, and then sharply nose-down.
This can be explained by the position of the centre of gravity relative to the wing and the HTP,
sketched for a generic airplane in the left image of Fig. 4.12. The centre of gravity, which is
the centre of rotation, must be in front of the neutral point for the aircraft to be statically stable
about the pitch axis, see Eq. (4.2.3). For a usual static stability margin, this places the centre of
gravity close to the trailing edge of the wing root. When passing the aircraft, the gust front first
impinges on the forward fuselage and the portion of the wing in front of the centre of gravity.
An upward-directed gust, therefore, first generates a nose-up pitching moment. This is repre-
sented by situation 1© in the right image. The further the aircraft penetrates into the gust, the
more the moment comes to be balanced as additional lift is generated aft of the centre of gravity,
as shown in 2©. As soon as the gust reaches the HTP in 3©, the nose-down component domi-
nates because of the large leverage of the HTP relative to the centre of gravity. All the while
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Figure 4.13.: Encounter of model I with the intermediate gust.
the aircraft is inside of the gust, additional lift is generated. The strong positive moment in 3©
results in a lower pitch angle than at the outset. It turns into a reduced effective angle of attack
once the gust has passed and the aircraft is exposed to the mean flow again. In 4©, the statically
stable configuration reacts to this disturbed state with a restoring moment. The reduced angle
of attack also means less lift, causing a slight downward acceleration. Since changes in the
angle of attack result from the twofold integration of the linear and angular acceleration, the
reaction is delayed. At the chosen scale, though, hardly any difference can be discerned at all in
Fig. 4.11. The angle of attack must remain constant for the data set with suppressed rigid body
motion.
The initial reactions apparent in the three data sets are very similar. They begin to diverge
only after the gust has passed. This is better visible in Fig. 4.13 showing the encounter of
4.5. Gust Encounter of the UHCA in Level Cruise 133
model I with the intermediate-length gust. The peak values of the linear acceleration are about
the same for all three data sets, as are the peak values of the angular acceleration. Furthermore,
the initial tip bending deflections of the aeroelastic data sets with and without rigid body mo-
tion are almost identical. So are the changes in angle of attack of both data sets with rigid body
motion, with and without consideration of structural elasticity. This fact indicates that in the
beginning the interaction between rigid body motion and structural elasticity is weak.
However, after the gust has passed the aircraft, the predicted reactions diverge. The first main
wing bending mode, which has a vacuum eigenfrequency of f1 ≈ 1Hz, is excited by the gust.
The mode experiences strong aerodynamic damping, and its motion has all but subsided after
ten cycles. In case the rigid body motion is suppressed, the structural deformation is the only
factor influencing the total force and moment once the gust itself has passed. Minor fluctuations
can be made out in the acceleration plots, but as soon as the wing oscillation has come to rest,
these also cease.
The rigid body simulation without consideration of structural elasticity predicts an indifferent
behaviour about the pitch axis. This can be seen best in the lowermost time plot for the angle of
attack. The seemingly small amplitudes of the angular acceleration about the pitch axis, when
set against the vertical accelerations, are misleading. The rigid body motion is dominated by
the rotation of the aircraft, not by its vertical movement. The present rigid body mode is the
short-period mode [22, 39], with an oscillation period of about T ≈ 6 s. This seems a reason-
able value, seen that an oscillation period of slightly more than seven seconds is reported for
the Boeing 747 in cruise [29].
However, the lack of damping of the generic UHCA is highly unusual. Standard aircraft con-
figurations generally have significant natural damping about the pitch axis, which makes the
short-period mode vanish after very few cycles. For real-world aircraft, an undamped short-
period mode would be regarded as a serious design flaw violating the relevant airworthiness
requirements [42]. For the present generic configuration, the insufficient damping indicates
too small a static stability margin. The configuration is statically stable, though, as otherwise
it would not react to this kind of disturbance by oscillating but rather by entering an uncon-
trolled looping or dive. For the reason that the indifferent dynamic stability of the rigid model
assists the quantification of the effect of the aeroelastic coupling later on, it has not been revised.
The system reaction visible in the fully coupled solution with structural elasticity and rigid
body motion is not indifferent, but truly unstable. The attention is shifted to the encounter with
the longest gust in Fig. 4.14, where the short-term behaviour of the bending deflection is similar
to that of the simulation without rigid body motion, as the high-frequency bending deflection
of the wing is well-damped and dies out quickly. Yet, there is also a low-frequency excitation
of the wing with the same oscillation period as the short-period mode. The wing deformation
leads to additional contributions to the total forces and total moments, which feed back into the
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Figure 4.14.: Encounter of model I with the long gust.
pitching motion and amplify the changes in the angle of attack. The instability does not occur
in the data set without consideration of structural elasticity, and thus must be linked to the de-
formations. This reminds of “body freedom flutter” (BFF), which also is an unstable coupling
of wing bending and short-period motion. This condition has been numerically investigated
with different unified algorithms by Love et al. [68] as well as Su and Cesnik [134], among
others. BFF is prevalent with flying wings, but has been reported also for some conventional
configurations. A major driving factor in BFF is the low rotational inertia about the pitch axis
typical for flying wings. Together with the wing sweep, it leads to significant coupling between
wing bending and overall pitch orientation.
However, the present generic UHCA has high rotational inertia about the pitch axis, and the
instability mechanism ought to differ from BFF. At this point, just a tentative explanation is
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proffered, which is given along Fig. 4.15. The top left image shows the product of the pitching
moment M0, z and the angular velocity in pitch direction ω0, z. The resulting quantity can be
regarded as a measure for the energy input into the pitching motion. The contributions of the
HTP and of the main wing are plotted for the rigid body simulations with and without consid-
eration of structural elasticity. Without, both the HTP and the main wing have a near-zero net
energy balance during the later short-period motion. Integrating the area under the curves, about
the same amount of energy is added to the system during the nose-down motion (ω0, z > 0) as
is withdrawn again during the nose-up motion (ω0, z < 0). With consideration of structural
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Figure 4.15.: Mechanism of the instability of the elastic configuration:
top left: Energy input of the HTP and the main wing into the pitching motion.
top right: Deformation states of the generic UHCA during an oscillation period.
The unsteady deformation component is magnified fivefold.
bottom left: Coupling between HTP deformation and pitching motion. The dotted
lines are the trigonometric fit used to obtain the phase shift.
bottom right: Coupling between wing deformation and pitching motion.
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elasticity, the main wing as well as the HTP have a net positive energy input into the pitching
motion. Besides, the main wing now generates a nose-up pitching moment in the same direction
as the HTP as a consequence of the strong unloading of the outer wing sections, pointed out for
Fig. 4.7 in Chapter 4.3.
The top right image of Fig. 4.15 contains a graphic representation of a deformation cycle. The
translucent grey surface is the aeroelastic equilibrium configuration, and the opaque blue one
the deformed state with the unsteady deformation component magnified fivefold. The wing
bending and the fuselage motion are linked by the mode shapes of the unrestrained structure
which force the fuselage to move downwards when the wing tips bend upwards. What is not so
well noticeable at this scale is that the HTP also experiences significant deformation. It is driven
by the total vertical acceleration of the aircraft, which interacts with the structure through the
inertial forces according to Eq. (2.7.15). As shown in the bottom left image, when the rear fuse-
lage bends downwards the local incidence angle of the HTP increases. Compared to the rigid
configuration, an additional vertical force component is generated entailing a nose-down mo-
ment. Correspondingly, a nose-up moment is generated when the rear fuselage bends upwards.
The additional moments are almost synchronous with the pitch rate, and thereby introduce en-
ergy into the pitching motion.
The contribution of the main wing to the pitch instability follows a different pattern. Returning
to the time plot of M0, z · ω0, z in Fig. 4.15, the positive values during the phases of nose-down
pitch rate are not balanced by negative values during phases of nose-up pitch rate. Therefore,
the moment contribution of the main wing must drop to zero while the aircraft pitches upwards.
Since the restoring moment depends on the static stability margin, it makes sense to recall the
results of Chapter 4.2: The left diagram of Fig. 4.4 demonstrated that the position of the neutral
point is dependent not only on the angle of attack, but also on the structural deformation. In the
previous steady simulations with consideration of structural deformation these two factors were
directly related. In the unsteady case, they are only indirectly related, evidenced by the phase
shift of over 75◦ in the bottom right image of Fig. 4.15. The individual effects of deformation
and angle of attack in Fig. 4.4 can neither be separated, nor be attributed to particular compo-
nents. However, an upwards deflection of the wing can be expected to shift the neutral point
forwards. This is due to the aerodynamic washout, kinematically coupled to the wing bending,
which shifts the centre of pressure inboards and in consequence forwards. As the distance be-
tween neutral point and centre of gravity diminishes, so does the restoring moment. The bottom
right image of Fig. 4.15 shows that the bending motion of the wing more or less coincides with
the pitching motion. The neutral point is shifted towards the centre of gravity during the nose-
down movement, to an amplifying effect, and is shifted away from the centre of gravity during
the nose-up movement, to an attenuating effect.
Table 4.4 summarises the findings for model I and both remaining models. The oscillation
frequencies of the angle of attack component of the short-period motion are provided together
4.5. Gust Encounter of the UHCA in Level Cruise 137
Table 4.4.: Fitted frequencies and damping ratios of the angle of attack and the
wing tip bending.
model gust struct. el. fα [Hz] ζα [%] fu [Hz] ζu [%]
I short on 0.1631 -3.79 0.1615 -4.36
I short off 0.1627 -0.773
I med. on 0.1634 -3.85 0.1632 -4.13
I med. off 0.1635 -0.842
I long on 0.1628 -3.84 0.1630 -3.84
I long off 0.1628 -0.359
II long on 0.1637 -3.08 0.1638 -3.54
II long off 0.1635 0.439
III long on 0.1580 -4.03 0.1588 -3.81
III long off 0.1622 -1.26
Icg long on 0.1735 -1.86 0.1737 -1.85
Icg long off 0.1712 1.04
Istiffened long on 0.1632 -2.46 0.1632 -2.51
Ipre−bend long on 0.1606 -3.17 0.1608 -3.19
with the damping ratio. For the simulations with consideration of structural elasticity, also the
values for the main wing tip deflection are given. All oscillation parameters were determined
by performing non-linear fits on the time histories of the respective variables, with the fitting
function
fˆ(t) = β0 + βlin t+
3∑
i=1
βi cos(ωi t+ φi) e
−ζiωit . (4.5.6)
Moreover, relevant data fits are plotted as dotted lines in the bottom diagrams of Fig. 4.15. It
can be seen in Table 4.4 that the models do not differ much in their reaction to the long gust.
Model I exhibits essentially the same frequency and damping for all of the three gust lengths
and amplitudes considered. The last four lines in Table 4.4 summarise attempts to increase
the damping of the short-period mode. The most obvious manner to do so is to increase the
static stability margin. Structural model I was modified by moving the centre of gravity for-
wards by about 0.05 lν. This improves the damping ratio ζα by about 1.8 percentage points,
with and without consideration of structural elasticity. Reckoning that the described instability
mechanisms are linked to the elasticity of the configuration, the original structural model I was
made stiffer by doubling the Young’s modulus and the shear modulus while leaving the geomet-
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Table 4.5.: Breakdown of the computational effort of the coupled simulations.
program component
steady trim unsteady gust encounter
wall-clock time fraction wall-clock time fraction
RB-ACM 198.0 s 5.0% 4044.4 s 5.3%
grid deformation 179.5 s 4.6% 7324.7 s 8.8%
FLOWer 3560.5 s 90.4% 71311.8 s 85.9%
total 3938.0 s 100.0% 83041.0 s 100.0%
ric moments of inertia untouched. Choosing higher modulus materials is also a recommended
remedy against BFF [68]. Here, this gives an additional damping ratio of around 1.3 percentage
points. Finally, it was tried to amend the excessive inboard lift redistribution in the aeroelastic
equilibrium configuration, in order to shift the neutral point backwards. A new undeformed
flow mesh and structural model were created by applying the deformation field of the trim state
of model I to the undeformed configuration, but with opposite signs. The original undeformed
configuration, which before was regarded as the “wind-off” state, is now regarded as an approx-
imation to the trim flight state. The newly created undeformed configuration becomes the new
“wind-off” state. This pre-bend, though, is not a major improvement, since the damping ratio
is only 0.6 percentage points higher. In reality, both pre-bend and material properties can only
be chosen inside well-defined limits. The centre of gravity can be shifted as long as there are
masses available, such as fuel, that can be redistributed along the length of the aircraft. Even
in combination, the other two approaches will probably not manage to completely counter the
de-stabilising effect of the coupling between structural deformation and rigid body motion.
All simulations discussed in this section were carried out on 56 Intel Xeon “Nehalem” CPUs.
Steady simulations with 22 coupling iterations took slightly more than one hour, and unsteady
simulations around 23 hours. The computation times spent by the involved program compo-
nents of the coupling scheme are listed in Table 4.5 for a representative steady and unsteady run
with consideration of structural elasticity. The aeroelastic coupling with solution of the rigid
body motion is accomplished with only a slight increase in computation time.
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5. Summary and Conclusions
This thesis deals with the extension of an existing aeroelastic simulation method. The extension
is to configurations with rigid body degrees of freedom, and makes it possible to numerically
investigate the flow field, the structural deformation and the rigid body motion of free-flying
aircraft in a fully coupled manner.
Previously, the partitioned solution scheme consisted of the structural solver, the flow solver,
and a mesh deformation tool. The data exchange between the solvers is accomplished by the
coupling interface ACM. New single-field solvers were added to the scheme in the course of
this work. During unsteady simulations, the new single-field solver for the rigid body motion
integrates in time the principles of linear and angular momentum. During steady simulations, an
equilibrium of total forces and total moments about the centre of gravity has to be achieved, for
which a trim algorithm was implemented that changes the thrust setting and the control surface
deflections. The algorithm determines the necessary derivatives with a novel approach, which
does not interrupt the aeroelastic coupling procedure, using a least-squares fit of the recorded
histories of the trim settings and total loads. The inclusion of new single-field solvers in the
existing framework opened new paths of interaction which had to be represented in the solution
scheme. Rigid body motion aside, two new methods for the projection of loads and deforma-
tions between the wetted surface and the structure have been realised. They build on the concept
of a spatial functional reconstruction of the structural deformation field and the subsequent eval-
uation of the function at the points defining the wetted surface. Both methods are suitable for
reduced structural models for which the geometries of the structure and of the wetted surface
do not coincide.
Following an introduction to the problem and an overview of comparable efforts by other au-
thors, the single-field solvers were laid out together with their mutual interaction. For the so-
lution of the flow field, the well-established block-structured RANS solver FLOWer, developed
by the DLR, was employed. The structural deformation was computed in modal coordinates
with the in-house Finite-Element code FEAFA. The unsteady rigid body motion and the trim
algorithm were newly implemented as part of this thesis. The solution of the structural problem
in a moving reference frame made necessary the subtraction of inertial forces and moments
from the structural load vector, in turn calling for a numerically tight coupling between the
structural solver and the rigid body motion solver. Apart from the single-field solvers used as
“building blocks” in the solution scheme, the temporal coupling between the structural defor-
mation, the flow field and the rigid body motion was outlined, as well as the actual realisation
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of the algorithm.
The extended coupled solution scheme and the projection methods were validated using dif-
ferent test configurations. For lack of reference data involving all three coupling fields at once,
the solution scheme was validated two fields at a time. The coupling between the unsteady
structural deformation and the rigid body motion was tested by means of a simple long beam
rotating in vacuum, for which a reference description of the motion was calculated with MAT-
LAB. The data exchange between the RB-ACM and a derivatives module serving as a surrogate
for an actual flow solver was verified by comparing the reactions to unit step deflections of the
control surfaces of a regional airliner to literature values. The derivatives fed into the derivatives
module were recovered by the trim algorithm, confirming its accuracy. The trim algorithm and
the coupling with an actual flow solver were verified with a simple 3D test case in subsonic flow
without consideration of structural elasticity. For the validation of the new projection methods,
aeroelastic simulation results obtained with the existing projection method using Finite Inter-
polation Elements were taken as reference. Furthermore, the simulation results were set against
experimental results of the HIRENASD wind tunnel test programme.
Last, a chapter was dedicated to coupled steady and unsteady simulations of a generic UHCA.
In this respect, very large aircraft are especially interesting, since their very low main wing
principal bending frequencies are in the same range as the rigid body flight dynamics mode
shapes, which creates the possibility of interactions that cannot be captured when artificially
de-coupling the fields. To give insight into the additional aspects that have to be borne in mind
if rigid body motion is considered, some preliminary investigations of the generic UHCA model
were carried out first. Then, trim settings at steady cruise and steady turn conditions were de-
termined with and without consideration of structural elasticity. The quality of the trim was
quantified via the residual accelerations commensurate to the unbalanced total loads. Starting
from the steady trim state, the unsteady gust encounter of the UHCA in level cruise was simu-
lated. Here, the simulations without consideration of structural elasticity predicted an indiffer-
ent short-period rigid body mode, and those with consideration of structural elasticity predicted
a dynamically unstable behaviour. A tentative analysis of the de-stabilising mechanism of struc-
tural elasticity was made. The steady and unsteady simulations served as proof-of-concept that
the extension of the ACM to configurations with rigid body degrees of freedom is suitable in-
deed for fully elastic configurations at transonic flow conditions.
5.1. Outlook
The presented extended solution scheme for the flow about elastic aircraft configurations with
rigid body degrees of freedom is but a starting point for a multitude of possible extensions.
With respect to the flow solver component, the most immediate step ahead that comes to mind
is the coupling of the RB-ACM with the DLR hybrid-unstructured flow solver TAU. This would
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allow more complex configurations to be studied, because powerful automated mesh generation
tools exist for this solver which greatly reduce the burden of mesh generation as compared to
FLOWer with its block-structured meshes. In combination with the Chimera method, control
surfaces could be modelled in a more realistic manner, including for instance spoilers for roll
control that cannot be represented at all with the current mesh setup. An attractive possibility
for the coupling with TAU exists with the Flow Simulator environment [81], a massively paral-
lel environment for the in-memory data exchange, aimed at multidisciplinary analysis. Work is
ongoing to integrate the baseline ACM into the Flow Simulator environment [61].
Regarding the structural solver, the RB-ACM is currently restricted to structural models con-
sisting only of Timoshenko beam elements and of point mass elements, even though FEAFA
offers a far greater range of element types. An extension to shell elements would be useful
and could be accomplished without much difficulty, since merely the integration of the element
tensors of inertia and their time derivatives would have to be modified. Beam elements offer a
numerically efficient abstraction for the structural properties of slender wings, but shell models
are more often used in preliminary design and do not incur a modelling error at the wing root.
Moreover, shell models would allow the accurate representation of low aspect-ratio wings of
fighter aircraft.
As to the trim algorithm, it is possible to extend the problem definition to transient problems:
For a given trajectory and given derivatives, the trim algorithm could be employed to find con-
trol settings so that the guiding forces needed to maintain the aircraft on the defined trajectory
are minimised. One potential scenario where such an extension could be of interest is the sim-
ulation of the final approach and landing. In conjunction with stress post-processors available
for FEAFA models, the stress peaks during touchdown could be quantified. Related to this idea
is the inclusion of closed-loop controllers, such as a yaw damper, into the solution scheme for
the time integration of the unsteady rigid body motion.
In recent years, reduced-order models have proven an exciting new possibility for the speedy
simulation of a large number of flight states. In contrast to the classical description with linear
stability derivatives, Volterra-Wiener series are able to represent non-linear systems and can
describe the dependency of a present state on past inputs. This method has been successfully
employed in aeroelasticity [7, 127]. The baseline ACM is able to create the data required for
the Volterra-Wiener kernel identification of restrained models [23]. Including the rigid body
motion by extending the RB-ACM almost suggests itself.
Even with the functionalities already available, many interesting points remain to be inves-
tigated. These include rigid body simulations with lateral motion, following lateral gusts or
engine-out scenarios with the corresponding asymmetric thrust, testing the limits of aileron
reversal, or simply simulating more complex manoeuvres involving dynamic changes in the
control settings.
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A. Computation of the Element Proper
Inertia of Beam Elements
The overall inertia tensor given in Eq. (2.3.6) on p. 31 is made up of two components: on the
one hand, the sum over the Steiner contributions proportional to the distance squared between
element centre of gravity and total centre of gravity, and, on the other hand, the sum of the ele-
ment proper inertia values, which are taken relative to the respective element centres of gravity.
Consequently, the temporal derivative of the inertia tensor, which enters the principle of angu-
lar momentum (2.3.4), is also made up of proper and Steiner components. In the following, a
brief definition of the element proper inertia and its temporal derivative is provided for beam
elements.
As is illustrated in Fig. 2.4 on p. 23, for each beam element a local element coordinate system
(ECS) is defined. Its e1-axis points from the first node to the second node, and the unit vectors
e2 and e3 span the beam cross-section to form a right-hand system. According to beam theory,
in this element coordinate system the matrix of the inertia tensor of an individual element e is
Θe,ECS,P = le


̺ Ip 0 0
0 ̺ I2 ̺ I23
0 ̺ I23 ̺ I3


e
+
me l
2
e
12


0 0 0
0 1 0
0 0 1

 . (A.1)
The entries in the first matrix comprise the polar moment of inertia Ip and the flexural and de-
viational moments of inertia I2, I3 and I23, multiplied each with the material density ̺ and the
element length le. The moments of inertia originate from the integration over the local beam
cross-section and are read in as part of FEAFA’s input data set. The second matrix contains the
Steiner contributions relative to the centre of gravity of the element considered.
Because the matrix components of a tensor depend on two basis vectors, the transformation
from the element coordinate system to the reference coordinate system, in which the complete
model is defined, reads
Θe,RCS,P = QECSRCS Θe,ECSQ
T
ECS
RCS
with QECS
RCS
= [e1, e2, e3] . (A.2)
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During the calculation of the temporal derivative of an element’s inertia tensor, the entries into
the proper inertia tensor are assumed constant when expressed in the element coordinate system.
Non-zero derivatives result only from the deformational angular velocity of the element. This is
consistent with linear beam theory, in which cross-sections keep their shape also in the deformed
state, and the element length change due to bending is ignored. This assumption may not hold
good if the structure offers low resistance to longitudinal strain, but that is not the case for
typical airframes. The temporal derivative of an element tensor of inertia then is
dΘe,RCS,P
dt
= QECS
RCS
dΘe,ECS,P
dt︸ ︷︷ ︸
=0
Q
T
ECS
RCS
+ΩΘe,ECS,PQ
T
ECS
RCS
+QECS
RCS
Θe,ECS,PΩ
T , (A.3)
where Ω is the skew-symmetric matrix of angular velocity corresponding to the vector product,
as applied when differentiating a vector in a rotating reference frame:
Ω =


0 −ωz, e ωy, e
ωz, e 0 −ωx, e
−ωy, e ωx, e 0

 . (A.4)
The deformational angular velocityωe is the average of the nodal values of the current element.
On a side note, it is only in Timoshenko beam theory and in Rayleigh beam theory that the
rotational inertia of cross-sections is considered at all (cf. Flügge [48]). It is not considered in
Euler-Bernoulli beam theory, and, accordingly, only the Steiner contribution to the total iner-
tia should be retained in Eq. (2.3.6). Otherwise, the separation of the rigid body motion from
the elastic deformation will not turn out correct, since in the sum of the correctional moments
each contribution ought to cancel out against the corresponding term in the principle of angular
momentum (2.3.4), as indicated under the braces in Eq. (2.7.18). If the element proper inertia
is not considered in the elastic deformation, but is included in the overall inertia tensor, the
corresponding terms no longer vanish, and there will remain a residual moment.
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B. Mass Moments of Inertia of the
Straight Beam
In Chapter 3.1, on p. 84, the validation of the coupling between rigid body motion and elastic
deformation was discussed. For this validation, several simplifying assumptions were made:
First of all, the problem was reduced to a scalar one by defining the rotation and the bending
deflections along selected principal axes. Moreover, the elastic deformation was assumed to
consist only of the first bending mode with the maximum amplitude uˆy, prescribed over time.
The beam has constant cross-sectional properties, is slender, and is oriented along the z-axis,
as depicted in the left image of Fig. 3.1. During the computation of the reference results in
MATLAB, shear deformation was disregarded. Thus the separation ansatz for the oscillating
0.0
0.2
0.4
0.6
0.8
1.0
u
y
/uˆ
y
[−
]
-0.5 -0.25 0.0 0.250.5
z/l [−]
1− cos(π z/l)
c1
uˆy
(cos(k1 z)− cosh(k1 z))
first FEAFA mode
Figure B.1.: Comparison of the bending deflection of the straight beam. Depicted are the shape
assumed in Chapter 3.1, the shape warranted by the first term of separation ansatz
of the Euler-Bernoulli beam equation, as well as the bending shape computed by
FEAFA in the ACM. All deformation distributions are normalised with the tip de-
flection and shifted into the point (0, 0).
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Euler-Bernoulli beam could be used:
uy(z, t) = a(t)
∞∑
i=1
ci (cosh(ki z)− cos(ki z)) (B.1)
The wave number ki are obtained from the characteristic equation 2 cosh(ki l) cos(ki l) = 1,
derived from the evaluation of the boundary conditions at the ends of the beam. The lowest
value of ki l that fulfills this equation is k1 l ≈ ±4.730. The constant c1 is determined by the re-
quirement uy(z = ±l/2, t) = uˆy(t). For a more detailed treatment of this problem, the reader,
is referred to e.g. Pfeiffer [98].
To further ease the subsequent integrations, another reduction step is taken. Instead of the mode
shape given in Eq. (B.1) and derived from the underlying differential equation, the deflection
curve is assumed to be
y(z, t) =
(
uˆy
(
1− cos
(
π
2
2 z
l
))
− y0
)
sin(ω t) . (B.2)
The assumed shape is slightly more curved than the actual mode shape, but still is an acceptable
approximation, as can be seen in Fig. B.1. Integration over the length of the beam l yields the
y-coordinate of the centre of gravity:
y0 =
1
mtot
∫
(m)
y(z, t) dm =
̺Auˆy
mtot
sin(ω t)
l/2∫
−l/2
(
1− cos
(
π
2
2 z
l
))
dz
= uˆy sin(ω t)
(
1− 2
π
)
,
(B.3)
where the total mass mtot is the product of the mass per unit length ̺A and the total length l.
Inserting the expression for the centre of gravity (B.3) into Eq. (B.2) gives the deformation
uy(z, t) =
(
uˆy
(
2
π
− cos
(
π
2
2 z
l
)))
sin(ω t) . (B.4)
The next step is to establish the relationship between the bending deflection and the inertia
tensor and its time derivative. For this analysis, any principal value of the time-dependent
inertia tensor Θ(t) about a given principal axis λ = x, y, z is split into three components:
Θλ(t) = Θ
0
λ +∆ΘS, λ(t) + ∆ΘP, λ(t) . (B.5)
The first component Θ0λ is the value of the undeformed configuration. ∆ΘS, λ(t) is the Steiner
contribution due to the elastic deformation, and ∆ΘP, λ(t) is the proper inertia contribution.
The calculation inside the RB-ACM of the proper and Steiner contributions to the inertia values
of the undeformed configuration has been verified separately by manual integration. Here, the
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values are directly defined in the MATLAB code. For the inertia about the x- and y-axes, the
Steiner deformational contribution is
∆ΘS, λ(t) =
∫
(m)
y2 dm
= ̺A uˆ2y sin
2(ω t)
l/2∫
−l/2
(
2
π
− cos
(
π
2
2 z
l
))2
dz
= mtotuˆ
2
y sin
2(ω t)
(
1
2
− 4
π2
)
.
(B.6)
Because the integral as such does not depend on time, the temporal derivative of the Steiner
contribution can be obtained directly from above value:
∆Θ˙S, λ(t) = 2mtot
(
1
2
− 4
π2
) (
uˆy ˙ˆuy sin
2(ωt) + uˆ2y ω sin(ω t) cos(ω t)
)
. (B.7)
Due to the prescription of symmetric deformation, any deviational moment of inertia cancels
out along the length of the beam.
The steps for the proper inertia contribution are somewhat more complicated: The undeformed
beam is oriented in z-direction, and its bending deflection is parallel to the y-axis. Therefore,
during deformation the infinitesimal beam elements undergo rotations about the x-axis. With
the transformation rule from Appendix A, an infinitesimal contribution to the proper inertia then
is:
d(∆ΘP(z, t)) =
1
l
[
QΘ
0
PQ
T −Θ0P
]
with
Q =


1 0 0
0 cos(ϕx) − sin(ϕx)
0 sin(ϕx) cos(ϕx)

 and Θ0P =


ΘP, xx 0 0
0 ΘP, yy 0
0 0 ΘP, zz

 .
(B.8)
In above equation, the initial proper inertia contribution Θ0P is subtracted again because the
respective component is already contained in the total initial valueΘ0λ about the axis λ. Carrying
out the double matrix product gives the modified infinitesimal inertia tensor
d(∆ΘP(z, t)) =
1
l


0 0 0
0 (c2 − 1)ΘP, yy + s2ΘP, zz c s(ΘP, yy −ΘP, zz)
0 c s(ΘP, yy −ΘP, zz) (c2 − 1)ΘP, zz + s2ΘP, yy


with c = cos(ϕx) ≈ 1− ϕ
2
x
2
and s = sin(ϕx) ≈ ϕx .
(B.9)
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Hence, the integration of the proper inertia can be reduced to an integration of powers of ϕ2x
over the length of the beam. For example, for the rotation about the z-axis the proper inertia is
∆ΘP, z(t) =
l/2∫
−l/2
d(∆ΘP, z)
=
ΘP, zz
l
l/2∫
−l/2
ϕ4x
4
− ϕ2x dz +
ΘP, yy
l
l/2∫
−l/2
ϕ2x dz .
(B.10)
The local rotation angle ϕx is simply the slope of the bending deflection from Eq. (B.4):
ϕx(z, t) =
duy(z, t)
dz
= uˆy
π
2
2
l
sin
(
π
2
2 z
l
)
sin(ω t) . (B.11)
Regarding the rotation about the z-axis, the resulting proper inertia is
∆ΘP, z(t) =
ΘP, yy −ΘP, zz
l
(
π uˆy sin(ωt)
l
)2 l/2∫
−l/2
sin2
(
π
2
2 z
l
)
dz +
ΘP, zz
4 l
(
π uˆy sin(ωt)
l
)4 l/2∫
−l/2
sin4
(
π
2
2 z
l
)
dz
=
ΘP, yy −ΘP, zz
2
(
π uˆy sin(ωt)
l
)2
+
3ΘP, zz
32
(
π uˆy sin(ωt)
l
)4
.
(B.12)
The derivation of above equation with respect to time yields
∆Θ˙P, z(t) =
ΘP, yy −ΘP, zz
l
(
uˆy ˙ˆuy
(
π sin(ωt)
l
)2
+
(
π uˆy
l
)2
ω sin(ωt) cos(ω t)
)
+
3ΘP, zz
8
(
uˆ3y
˙ˆuy
(
π sin(ωt)
l
)4
+
(
π uˆy
l
)4
ω sin3(ωt) cos(ω t)
)
.
(B.13)
In this validation test case, the deformational amplitude uˆy(t) is prescribed, and therefore its
time derivative is known. So are the Steiner and proper contributions to the initial inertia tensor.
Thus, the time-dependent inertia value about a given principal axis (B.5) can be added up from
the constituents (B.6) and (B.12), and the time derivative from the constituents (B.7) and (B.13).
Depending on the axis about which the structure is spinning, the Steiner and proper components
are of different relevance: As long as the bending deflections are in y-direction, only the Steiner
contribution enters the inertia about the x-axis, as is obvious from Eq. (B.9). The deformation
does not affect the Steiner contribution about the y-axis, but only the proper inertia value. Both
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contributions have to be taken into account in the inertia about the beam longitudinal axis.
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C. Linearised Equations of Motion in
Flight Mechanics
In Chapters 3.2 and 3.4.2, the linearised equations of motion were applied to generate refer-
ence data for validation of the coupling between RB-ACM and either a surrogate or actual flow
solver. Linearised equations of motion are a standard approach in flight mechanics to determine
the stability and dynamic response of an aircraft. For the sake of completeness, a brief expla-
nation of this method is given here, adapted from Alles [3]. For a more detailed derivation, the
reader may refer to Brockhaus [22] or Etkin and Reid [39].
The linearised equations of motion assume that the lateral motion can be separated completely
from the longitudinal motion, so that each motion system can be investigated separately. For
the longitudinal motion, the system comprises Newton’s second law in x-direction and in z-
direction and from the principle of angular momentum about the y-axis. The coordinate direc-
tions correspond to the LN9300 coordinate system [113]. Wind is not considered. The total
loads are expressed as linear Taylor series developed about an initial steady state, that is marked
with the superscript 0:
Θy q˙ =M
0 +Mu (u0 − u00) +Mα (α− α0) +Mα˙ α˙ +Mq q +MΘΘ+Mη (η − η0)
mtot w˙ = Z
0 + Zu (u0 − u00) + Zα (α− α0) + Zα˙ α˙ + Zq q + ZΘΘ + Zη (η − η0)
mtot u˙=X
0 +Xu (u0 − u00) +Xα (α− α0) +Xα˙ α˙ +Xq q +XΘΘ +Xη (η − η0)
(C.1)
Henceforth, only small disturbances of the initial steady state are considered, so X0, Z0 and
M0 are dropped, and ∆f = f − f 0 for any quantity that is not zero initially. During the
linearisation, small angle approximations already had been applied to any angle dependency,
so for instance the weight force contribution−mtot, ‖vektg‖ sin(Θ) is replaced by XΘΘ. The
inertial properties are now brought to the right-hand side. In order to introduce the angle of
attack as a state variable, the z-momentum equation is divided by u00, since for small angles and
small disturbances ‖u0(t)‖ ≈ u00, and
α =
w0
u00
and α˙ = w˙0
u00
− w0 u˙0
(u00)
2︸ ︷︷ ︸
≈0
. (C.2)
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The equations of motion still contain α˙ on the right-hand side. Its force contributions are sim-
ply dropped, being generally small for standard aircraft. The corresponding term in the pitching
moment is grouped together with the derivative Mq , which supposes an initial zero climb an-
gle γ0. Besides, the force derivatives with respect to the pitch rate should also be negligible.
Another independent variable is included in the system, either the climb angle γ or the pitch
angle Θ = γ + α in order to complete the state-space formulation of the longitudinal linearised
equations of motion. The matrix form of the resulting linear ordinary differential equation then
reads 

q˙
α˙
u˙0
γ˙


=


M˜q M˜α M˜u 0
1 Z˜α Z˜u 0
0 X˜α − ‖g‖ X˜u −‖g‖
0 −Z˜α −Z˜u 0




q
α
u0
γ


+


M˜η
Z˜η
X˜η
−Z˜η


∆η . (C.3)
The tilde symbols over the derivatives denote that they already have been divided by the re-
spective inertial property, as well as by the initial flight velocity in the case of the z-momentum
equation.
For the lateral motion, the equations of motion are derived from Newton’s second law in y-
direction and the principle of angular momentum about the x-axis and the z-axis. To arrive at
the sideslip angle β as a state variable, the equation for v0 is divided by u00, just as in Eq. (C.2)
the equation for w0 was before. All terms proportional to β˙ are dropped. The final equation
relates the fourth state variable, the bank angle φ, to the roll rate p. The resulting matrix form is

r˙
β˙
p˙
φ˙


=


N˜r N˜β N˜p 0
−1 Y˜β 0 Y˜φ
L˜r L˜β L˜p 0
0 0 1 0




r
β
p
φ


+


N˜ξ
0
L˜ξ
0


∆ξ +


N˜ζ
Y˜ζ
L˜ζ
0


∆ζ . (C.4)
Since normally the deviational momentum of inertia Θxz is not zero, the coupling between the
yaw and the roll motion must be accounted for in the derivatives. Taking the moment deriva-
tives with respect to the roll rate as an example, they are calculated from the non-dimensional
derivatives as
N˜p = q∞ S
b2
4
1
u00
1
ΘxΘz −Θ2xz
(Θx cN p +Θxz cLp) and
L˜p = q∞ S
b2
4
1
u00
1
ΘxΘz −Θ2xz
(Θz cLp +Θxz cN p) .
(C.5)
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The inertial factors can be derived from the complete principle of angular momentum (2.3.4) by
setting Θ˙0 = 0, neglecting the non-linear vector product ω0 × Θ0ω0 and left-multiplying the
remainder with Θ−10 .
