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Figure 1:
$Sarrow Aarrow Darrow G,$ $Sarrow Barrow Carrow G,$ $Sarrow Barrow Darrow G$ 4 20
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3 $3^{3}=27$
$Sarrow Aarrow Carrow G$ Table 2 20
$P[T(S, A)+T(A, C)+T(C, G)\leq 20]=0.232$
$P[T(S, A)+T(A, D)+T(D, G)\leq 20]=0.135$
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Table 1:
$P[T(S, B)+T(B, C)+T(C, G)\leq 20]=0.140$
$P[T(S, B)+T(B, D)+T(D, G)\leq 20]=0.425$
: $0.425_{\text{ }}$ : $Sarrow Barrow Darrow G$
3
$S_{\text{ }}$ $G$ (X, $E$ ) $X$ $E\subset X\mathrm{x}X$
( ) $T(x, y),$ $(x, y)\in E\text{ }$
–
– $M\in \mathrm{R}$
$(P)$ Maximize $P[T(x_{0}, x_{1})+\tau(x1, X2)+\cdots+\tau(x_{N}-1, xN)\leq M]$
subject to $x_{n+1}\in X(x_{n})$ , $n=0,1,$ $\ldots,$ $N-1$





$P[T(x_{0}, X_{1})+T(x_{1}, x_{2})+\cdots+T(XN-1, XN)\leq M]$
$=$
$\sum_{i_{1},i_{2},\ldots,i_{N}}\chi[0,M](ti_{1}(x0, x_{1})+ti_{2}(X\iota, x2)+\cdots+t_{i}(_{X_{N1},x)}N-N)$
$\cross\{p_{i_{1}}(x_{0}, x_{1})\cross p_{i_{2}}(x_{1}, x_{2})\mathrm{x}\cdots\cross p_{i_{N}}(x_{N-1,N}x)\}$
$=$ $E[x_{[0,N}I1(T(x_{0,.1}x)+T(X_{1}, x_{2})+\cdots+T(x_{N-\iota}, XN))]$
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Table 2: $Sarrow Aarrow Carrow G$
$(P)$
$(P_{0})$ Maximize $E[\chi_{[0,M}](T(x0, x_{1})+T(x_{1}, x_{2})+\cdots+T(x_{\mathit{1}\mathrm{V}-1}, x_{\lrcorner}\mathrm{v}))]$





$(P_{\lambda_{0}})$ Maximize $E[x_{[0,M]}(\lambda 0+T(x_{0,\iota}x)+\tau(X1, x2)+\cdots+\tau(xN-1, X_{N}))]$
subject to $x_{n+1}\in X(x_{n})$ , $n=0,1,$ $\ldots,$ $N-1$





$x_{n+}x_{n+\iota n}\mathrm{k}\mathrm{I}\epsilon X\in X(x):\mathrm{t}\mathrm{x}(xn+\iota^{)}E[\chi_{[-\infty,M}1(\lambda n+\tau(xn’ Xn+1)+\cdots+T(xN-1)X_{\mathit{1}\mathrm{V}})\mathrm{I}]$
$x_{N}\in X(.\cdot.xN-1)$ $(n=0,1, \ldots, N-1)$
$w^{N}(_{X_{N;}\lambda_{N}})$ $=$ $E[\chi_{[-\infty,M]}(\lambda_{N})]$
Theorem 4.1




$= \mathrm{N}x_{n}\in X(x-1\mathrm{f}\mathrm{a}\mathrm{X}\sum_{ni}w(n \lambda_{n};-1+ti(x_{n}X_{n}-1, X_{n})))\cross p_{i}(X_{n}-1, xn)$
$(n=1,2, \ldots, N)$
$w^{N}(G;\lambda_{N})$ $arrow$ $w^{N-1}(_{X}N-1;\lambda_{N-}1)$ $arrow$ ... $arrow$ $w^{1}(x_{1;}\lambda_{1})$ $arrow$ $w^{0}(S;\lambda_{0})$
$w^{n}(x_{n}; \lambda n)(n=0,1,2, \ldots, N-1)$
$\pi_{n}^{*}(x_{n}; \lambda n)$ $(P_{0})$ $w^{0}(s_{;}0)$
$x_{0}=S$ $arrow$ $x_{1}$ $arrow$ ... $arrow$ $x_{N}=G$
$\pi_{n}^{*}(X_{n}; \lambda_{n})$
$x_{0}=S$ , $\lambda_{0}=0$
$x_{1}=\pi_{0}^{*}(_{X\lambda}0;0)$ , $\lambda_{1}=\lambda_{0}+ti(X_{0}, X_{1})$




2 $S$ $G$ 23
Maximize $\sum_{i_{0},i_{1},i2=1}^{3}[\chi_{[0,23}](\lambda 0+t_{i_{0}}(S, x_{1})+t_{i_{1}}(x_{1}, x_{2})+t_{i_{2}}(x_{2}, G))]$
$\cross p_{i}\mathrm{o}(S, X_{1})\cross p_{i_{1}}(x_{1}, x_{2})\cross p_{i_{2}}(x_{2}, G)$








$x_{3}\in x_{3(}\mathrm{M}\mathrm{a}\mathrm{x}x2)$ $\sum_{i}w(_{X ;}3 \lambda_{2}+l_{i(xx}32,3))\cross p_{i}(X_{2}, x_{3})$




$=$ $w^{3}(G;\lambda_{2}+4)\cross 0.2+w^{3}(G;\lambda_{2}+5)\cross 0.2+w^{3}(G;\lambda_{2}+8)\mathrm{x}0.6$







$\sum_{i_{9}}w^{3}(G;\lambda_{2}+t_{i}(D2’ c))\cross p_{i_{2}}(D, G)$












































































$x_{1}$ $=$ $\pi_{0(}^{*}x_{1}$ ; $0$ ) $=\pi^{*}0(S$ ;






$\lambda_{2}$ $=$ $\lambda_{1}+t_{i}(A, C)$ $(i=1,2,3)$
$x_{3}$ $=$ $\pi_{2}^{*}(C;\lambda_{2})=c$
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$Sarrow Aarrow Carrow G$
6 ( )
$(P_{0})$ $M$ $M-\alpha(\alpha\in \mathrm{R})$
$P[T(x_{0}, x_{1})+T(x_{1}, x_{2})+\cdots+T(X_{N-1}, X_{N}\mathrm{I}\leq M-\alpha]$
$=$ $P[\alpha+T(x_{0}, X_{1})+T(x_{1}, X_{2})+\cdots+T(X_{N-}1, X_{N})\leq M]$
$=$ $E$
.
$[\chi_{[0,M]}(\alpha+T(x0, x1)+T(x_{1}, X_{2})+\cdots+T(x_{N}-1, XN)\}]$
$M-\alpha$ :
Maximize $E[\chi[0,M-\alpha](\tau(x_{0}, X_{1})+T(x_{1}, X_{2})+\cdots+T(x_{N-1}, xN))]$
subject to $x_{n+1}\in X(x_{n})$ , $n=0,1,$ $\ldots,$ $N-1$
Maximize $E[\chi_{[0,M]}(\alpha+T(x_{0}, x_{1})+T(x_{1}, x_{2})+\cdots+T(x_{N-1}, xN))]$
















$\lambda_{2}$ $=$ $\lambda_{1}+t_{i}(D, G)$ $(i=1,2,3)$
$x_{3}$ $=$ $\pi_{2}^{*}(D;\lambda_{2})=G$








$\lambda_{1}$ $=$ $\lambda_{0}+t_{i}(S, A)$ $(i=1,2,3)$








$t_{i}(S, A)=5$ or 10 $Sarrow Aarrow Carrow G$
$t_{i}(S, A)=5$ or 7 $Sarrow Aarrow Darrow G$
$S$ $A$
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