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Network science investigates methodologies that summarise relational data to obtain better inter-
pretability. Identifying modular structures is a fundamental task, and assessment of the coarse-grain
level is its crucial step. Here, we propose principled, scalable, and widely applicable assessment
criteria to determine the number of clusters in modular networks based on the leave-one-out cross-
validation estimate of the edge prediction error.
INTRODUCTION
Mathematical tools for graph or network analysis have wide applicability in various disciplines of science. In fact,
many datasets, e.g., biological, information, and social datasets, represent interactions or relations among elements
and have been successfully studied as networks [1, 2] using the approaches of machine learning, computer science, and
statistical physics. In a broad sense, a major goal is to identify macroscopic structures, including temporal structures,
that are hidden in the data. To accomplish this goal, for example, degree sequences, community and core–periphery
structures, and various centralities have been extensively studied. Here, we focus on identifying modular structures,
namely, graph clustering [3, 4]. Popular modular structures are the community structure (assortative structure) and
disassortative structure [5–8], although any structure that has a macroscopic law of connectivity can be regarded as
a modular structure. The Bayesian approach using the stochastic block model [9], which we will describe later, is a
powerful tool for graph clustering. In general, graph clustering consists of two steps: selecting the number of clusters
and determining the cluster assignment of each vertex. These steps can be performed repeatedly. Some methods
require the number of clusters to be an input, whereas other methods determine it automatically. The former step is
called model selection in statistical frameworks, and this step is our major focus.
The selection of the number of clusters is not an obvious task. For example, as shown in Fig. 1, more complex
structures can be resolved by using a model that allows a larger number of clusters. However, because the whole
purpose of graph clustering is to coarse grain the graph, the partition with excessively high resolution is not desirable.
This issue is also related to the level of resolution that is required in practice. The role of the model selection
frameworks and criteria is to suggest a possible candidate, or candidates, for the numbers of clusters to be analysed.
Which framework and criterion to use for model selection and its assessment is an inevitable problem that all
practitioners face, as multiple candidates have been proposed in the literature. A classical prescription is to optimise
an objective function that defines the strength of a modular structure, such as the modularity [10, 11] and the map
equation [12, 13]; combinatorial optimisation among all of the possible partitions yields both the number of clusters
and the cluster assignments. Although it might seem to be unrelated to statistical frameworks, it should be noted that
modularity maximisation has been shown to be equivalent to likelihood maximisation of a certain type of stochastic
block model [11, 14]. One can also use the spectral method and count the number of eigenvalues outside of the spectral
band [15–17]; the reason for this prescription is the following: while the spectral band stems from the random nature
of the network, the isolated eigenvalues and corresponding eigenvectors possess distinct structural information about
the network. As another agnostic approach, an algorithm [18] that has a theoretical guarantee of the consistency for
the stochastic block model in sparse regime with sufficiently large average degree was recently proposed; a network is
called sparse when its average degree is kept constant as the size of the network grows to infinity, and typically, it is
locally tree-like. Finally, in the Bayesian framework, a commonly used principle is to select a model that maximises
the model’s posterior probability [19–23] or the model that have the minimum description length [24–26], which leads
to Bayesian Information Criterion (BIC)-like criteria.
Minimisation of the prediction error is also a well-accepted principle for model selection, and cross-validation
estimates it adequately [27, 28]. This approach has been applied to a number of statistical models, including those
models that have hidden variables [29, 30]. Although the cross-validation model assessments for the stochastic block
model are also considered in [31–33], they are either not of the Bayesian framework or performed by a brute-force
approach. A notable advantage of performing model selection using prediction error is that the assumed model is not
required to be consistent with the generative model of the actual data, whereas the penalty term in the BIC is derived
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FIG. 1. Partitions of the network of books about US politics. The inferred cluster assignments for various input
numbers of clusters q. The vertices with the same colour belong to the same cluster. The partition with large q has a higher
resolution and is obtained by fitting a model that has a higher complexity.
by explicitly using the assumption of model consistency. In this study, we propose an efficient cross-validation model
assessment in the Bayesian framework using the belief propagation (BP)-based algorithm.
Generally speaking, the prediction error can be used as a measure for quantifying the generalisation ability of the
model for unobserved data. In a data-rich situation, we can split the dataset into two parts, the training and test
sets, where the training set is used to learn the model parameters and the test set is used to measure the model’s
prediction accuracy. We conduct this process for models that have different complexities, and we select the model
that has the least prediction error or the model that is the most parsimonious if the least prediction error is shared by
multiple models. In practice, however, the dataset is often insufficient to be used to conduct this process reliably. The
cross-validation estimate is a way to overcome such a data-scarce situation. In K-fold cross-validation, for example,
we randomly split the dataset into K (> 1) subsets, keep one of them as a test set while the remaining subsets are
used as the training sets, and measure the prediction error. Then, we switch the role of the test set to the training
set, pick one of the training sets as a new test set, and measure the prediction error again. We repeat this process
until every subset is used as a test set; then, we repeat the whole process for different random K-splits. The average
over all the cases is the final estimate of the prediction error of a given model’s complexity.
For a dataset with N elements, the N -fold cross-validation is called the leave-one-out cross-validation (LOOCV);
hereafter, we focus on this approach. Note that the method of splitting is unique in the LOOCV. In the context of a
network, the dataset to be split is the set of edges and non-edges, and the data-splitting procedure is illustrated in
Fig. 2: for each pair of vertices, we learn the parameters while using the data without the information of edge existence
between the vertex pair; then, we measure whether we can correctly predict the existence or non-existence of an edge.
At first glance, this approach appears to be inefficient and redundant because we perform the parameter learning
N(N − 1)/2 times for similar training sets, which is true when the LOOCV is implemented in a straightforward
manner. Nevertheless, we show that such a redundant process is not necessary and that the prediction error can be
estimated efficiently using a BP-based algorithm. It is possible to extend the LOOCV estimate that we propose to
the K-fold cross-validation. As we mention in the Methods section, however, such an estimate has both conceptual
and computational issues, i.e., the LOOCV is an exceptionally convenient case.
The BP-based algorithm that we use to infer the cluster assignment was introduced by Decelle et al. [21, 34].
This algorithm is scalable and performs well for sparse networks; this is favourable, because real-world networks are
typically sparse. Indeed, it is known that the BP-algorithm asymptotically achieves the information-theoretic bound
[35, 36] (when the number of clusters is 2) in the sense of accuracy when the network is actually generated from the
assumed model, the stochastic block model. In the original algorithm, the number of clusters q∗ is determined by
the Bethe free energy, which is equivalent to the approximate negative marginalised log-likelihood; among the models
of different (maximum) numbers of clusters, the most parsimonious model with low Bethe free energy is selected.
3?i j
i j
dataset
training set test set
edge
training set test set
non-edge
?
i
j
a
b
FIG. 2. The LOOCV error estimate of the network data. (a) The original dataset is given as the adjacency matrix A
of a network. (b) In each prediction, we hide a single piece of edge or non-edge information from A: this unobserved edge or
unobserved non-edge is the test set, and the adjacency matrix A\(i,j) without the information on that edge or non-edge is the
training set.
Despite its plausibility, however, it is known that this prescription performs poorly in practice. One of the reasons is
that the estimate using the Bethe free energy relies excessively on the assumption that the network is generated from
the stochastic block model, which is almost always not precisely correct. We show that this issue can be substantially
improved by evaluating cross-validation errors instead of the Bethe free energy while keeping the other parts of the
algorithm the same. With this improvement, we can conclude that the BP-based algorithm is not only an excellent
tool in the ideal case but is also useful in practice.
We denote the set of vertices and edges in the networks as V and E, and their cardinalities as N and L, respectively.
Throughout the current study, we consider undirected sparse networks, and we ignore multi-edges and self-loops for
simplicity.
RESULTS
Stochastic block model
Let us first explain how an instance of the stochastic block model is generated. The stochastic block model is
a random graph model that has a planted modular structure. The fraction of vertices that belong to cluster σ is
specified by γσ; accordingly, each vertex i has its planted cluster assignment σi ∈ {1, . . . , q∗}, where q∗ is the number
of clusters. The set of edges E is generated by connecting pairs of vertices independently and randomly according to
their cluster assignments. In other words, vertices i and j with cluster assignments σi = σ and σj = σ
′ are connected
with probability ωσσ′ ; the matrix ω that specifies the connection probabilities within and between the clusters is
called the affinity matrix. Note that the affinity matrix ω is of O(N−1) when the network is sparse.
As the output, we obtain the adjacency matrix A. While the generation of network instances is a forward problem,
graph clustering is its inverse problem. In other words, we infer the cluster assignments of vertices σ or their probability
distributions as we learn the parameters (γ,ω), given the adjacency matrix A and the input (maximum) number of
4clusters q. After we have obtained the results for various values of q, we select q∗. Note here that the input value q
is the maximum number of clusters allowed and that the actual number of clusters that appears for a given q can be
less than q.
Cross-validation errors
We consider four types of cross-validation errors. All of the errors are calculated using the results of inferences based
on the stochastic block model. We denote A\(i,j) as the adjacency matrix of a network in which Aij is unobserved,
i.e., in which it is unknown whether Aij = 0 or Aij = 1. We hereafter generally denote p(X |Y ) as the probability of
X that is conditioned on Y or the likelihood of Y when X is observed.
The process of edge prediction is two-fold: first, we estimate the cluster assignments of a vertex pair; then, we
predict whether an edge exists. Thus, the posterior predictive distribution p(Aij = 1|A\(i,j)) of the model in which
the vertices i and j are connected given dataset A\(i,j), or the marginal likelihood of the learned model for the vertex
pair, is the following:
p(Aij = 1|A
\(i,j)) =
∑
σi,σj
p(Aij = 1|σi, σj)p(σi, σj |A
\(i,j))
= 〈p(Aij = 1|σi, σj)〉A\(i,j) , (1)
where 〈· · ·〉A\(i,j) is the average over p(σi, σj |A
\(i,j)) and we have omitted some of the conditioned parameters. The
error should be small when the prediction of edge existence for every vertex pair is accurate. In other words, the
probability distribution in which each element has probability of equation (1) is close, in the sense of the Kullback–
Leibler (KL) divergence, to the actual distribution, which is given as the empirical distribution. Therefore, it is
natural to employ, as a measure of the prediction error, the cross-entropy error function [37]
EBayes(q) = −log p(Aij |A\(i,j))
= −
1
L
∑
i<j
[
Aij log p(Aij = 1|A
\(i,j))
+ (1 −Aij) log p(Aij = 0|A
\(i,j))
]
, (2)
where X ≡
∑
i<j X(Aij)/L. Note that we have chosen the normalisation in such a way that EBayes is typically O(1)
in sparse networks. We refer to equation (2) as the Bayes prediction error, which corresponds to the LOOCV estimate
of the stochastic complexity [38]. As long as the model that we use is consistent with the data, the posterior predictive
distribution is optimal as an element of the prediction error because the intermediate dependence (σi, σj) is fully
marginalised and gives the smallest error.
Unfortunately, the assumption that the model that we use is consistent with the data is often invalid in practice.
In that case, the Bayes prediction error EBayes may no longer be optimal for prediction. In equation (2), we employed
− log p(Aij |A\(i,j)) as the error of a vertex pair. Instead, we can consider the log-likelihood of cluster assignments
− log p(Aij |σi, σj) to be a fundamental element and measure 〈− log p(Aij |σi, σj)〉A\(i,j) as the prediction error of a
vertex pair. In other words, the cluster assignments (σi, σj) are drawn from the posterior distribution, and the error
of the vertex pair is measured with respect to those fixed assignments. Then, the corresponding cross-entropy error
function is
EGibbs(q) = 〈− log p(Aij |σi, σj)〉A\(i,j) . (3)
We refer to equation (3) as the Gibbs prediction error. If the probability distribution of the cluster assignments is
highly peaked, then EGibbs will be close to EBayes, and both will be relatively small if those assignments predict the
actual network well. Alternatively, we can measure the maximum a posteriori (MAP) estimate of equation (3). In
other words, instead of taking the average over p(σi, σj |A\(i,j)), we select the most likely assignments to measure the
error. We refer to EMAP(q) as the prediction error.
Finally, we define the Gibbs training error, which we refer to as Etraining. This error can be obtained by taking the
average over p(σi, σj |A) instead in equation (3), i.e.,
Etraining(q) = 〈− log p(Aij |σi, σj)〉A. (4)
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FIG. 3. Model assessments and inferred clusters in the network of books about US politics. (a) Bethe free
energy and (b) prediction and training errors as functions of the number of clusters q. The four data in (b) are, from top to
bottom, Gibbs prediction errors EGibbs (green triangles), MAP estimates EMAP of EGibbs (yellow squares), Bayes prediction
errors EBayes (red circles), and Gibbs training errors Etraining (blue diamonds). For each error, the constant term is neglected
and the standard error is shown in shadow. (c) The learned parameters, ω and γ, are visualised from q = 2 to 8. (d) The
cluster assignments that are indicated in the metadata of the dataset; the vertices with the same colour belong to the same
cluster.
Because we make use of the information regarding the edge existence when we take the average, the result is not a
prediction error, but is the goodness of fit of the assumed model to the given data.
At first glance, the cross-validation errors that we presented above might appear computationally infeasible because
we must know p(σi, σj |A\(i,j)) with respect to every vertex pair. In the Methods section, however, we show that we
have analytical expressions of the cross-validation errors in terms of the outputs of BP; therefore, the model assessment
for the sparse networks is very efficient.
In the following subsections, we show the performances of these cross-validation errors for various networks relative
to the performance of the Bethe free energy.
Real-world networks
First, and most importantly, we show the performance of the Bethe free energy and cross-validation errors on
real-world networks. Figures 1 and 3 show the results on the network of books on US politics [39] (which we refer
to as political books). This network is a copurchase network whose vertices are books sold on Amazon.com, and each
edge represents a pair of books that was purchased by the same buyer; the metadata of the dataset has the labels
“conservative”, “liberal”, and “neutral.”
Figure 3b shows that the cross-validation estimate of the Gibbs prediction error EGibbs saturates favourably, while
the Bethe free energy (Fig. 3a), Bayes prediction error EBayes, and Gibbs training error Etraining keep decreasing as
we increase the input number of clusters q. Although the MAP estimate of the Gibbs prediction error EMAP often
exhibits similar behaviour to the Gibbs prediction error EGibbs, we observe in the results of other datasets that it
does not appear to be distinctively superior to EGibbs.
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FIG. 4. Results of model assessments for various real-world networks. They are plotted in the same manner as
Figs. 3a and 3b.
Compared with the Gibbs prediction error EGibbs, the Bayes prediction error EBayes appears to be more sensitive
to the assumption that a network is generated by the stochastic block model, so that we rarely observe the clear
saturation of the LOOCV error. In a subsection below, we show how overfitting and underfitting occur by deriving
analytical expressions for the differences among the cross-validation errors.
How should we select the number of clusters q∗ from the obtained plots of cross-validation errors? Although this
problem is well defined when we select the best model, i.e., the model that has the least error, it is common to
select the most parsimonious model instead of the best model in practice. Then, how do we determine the “most
parsimonious model” from the results? This problem is not well defined, and there is no principled prescription
obtained by consensus.
However, there is an empirical rule called the “one-standard error” rule [27] that has often been used. Recall that
each cross-validation estimate is given as an average error per edge; thus, we can also measure its standard error. The
“one-standard error” rule suggests selecting the simplest model whose estimate is no more than one standard error
above the estimate of the best model. In the case of the political books network, the best model is the model in which
q = 6. Because the simplest model within the range of one standard error is q = 5, it is our final choice.
The actual partition for each value of q is shown in Figs. 1 and 3c. The cluster assignments indicated in the
metadata is presented in Fig. 3d for reference. In Fig. 3c, the learned values of the parameters ω and γ are visualised:
a higher value element of the affinity matrix ω is indicated in a darker colour, and the size of an element reflects the
fraction of the cluster size γσ. For q = 3, we can identify two communities and a cluster that is connected evenly to
those communities, as presumed in the metadata. For q = 5, in addition, the sets of core vertices in each community
are also detected. Note that recovering the labels in the metadata is not our goal. The metadata are not determined
based on the network structure and are not the ground-truth partition [54].
It should also be noted that we minimise the Bethe free energy in the cluster inference step in every case. When we
select the number of clusters q∗, i.e., in the model selection step, we propose to use the cross-validation errors instead
of the Bethe free energy.
The results of other networks are shown in Fig. 4. They are the friendship network of a karate club [40], coauthorship
network of scientists who work on networks [41] (see [42] for details of the datasets), and the metabolic network of
C. elegans [43]. We refer to those as karate club, network science, and C. elegans, respectively. The results are
qualitatively similar to the political books network. Note that the initial state dependency can be sensitive when the
input number of clusters q is large. Therefore, the results can be unstable in such a region.
From the results in Figs. 3 and 4, one might conclude that the Gibbs prediction error EGibbs is the only useful
criterion in practice. However, for example, when the holdout method is used instead of the LOOCV (see the Methods
section), it can be confirmed that the Bayes prediction error EBayes also behaves reasonably.
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FIG. 5. Results of the model assessments for the network of hyperlinks between blogs on US politics. (a)
The results of the standard model and the learned parameters. (b) The results of the degree-corrected model and the learned
parameters.
The error for q = 1
For the karate club network in Fig. 4, we see that the errors keep decreasing except for the Gibbs prediction error
EGibbs. Recall that, for the stochastic block model with large q and low average degree to be detectable, the network is
required to exhibit sufficiently strong modular structure [21]. Thus, although we do not a priori know which prediction
error should be referred to, because the network has average degree smaller than 5, it is hard to believe that the errors
other than EGibbs are appropriate. The Gibbs prediction error EGibbs has the smallest error at q = 3, and the model
in which q = 2 has an error within the range of one standard error of q = 3. However, one might suspect that the
most parsimonious model is the model with q = 1, i.e., the model that we should assume is a uniform random graph,
and there is no statistically significant modular structure. In this case, the connection probability for an arbitrary
vertex pair is determined by a single parameter, i.e., p(Aij |σiσj) = ω, and it is simply ω = 2L/N(N − 1). Moreover,
there is no difference among the errors that we listed above. Hence,
EBayes = EGibbs = EMAP = Etraining ≈ 1− logω. (5)
Here, we used the fact that ω = O(N−1) because we consider sparse networks. In every plot of cross-validation errors,
the constant and O(N−1) terms are neglected. The number of vertices and edges in the karate club network are
N = 34 and L = 78, respectively, i.e., − logω ≃ 1.97, which is much larger than the errors for q = 2; we thus conclude
that the number of clusters q∗ = 2.
Degree-corrected stochastic block model
It has been noted that the standard stochastic block model that we explained above is often not suitable for
inferring clusters in real-world networks because many of them have a scale-free degree distribution, while the standard
stochastic block model is restricted to having a Poisson degree distribution. This inconsistency affects both the cluster
inference for a given q∗ and the model selection. For example, as shown in Fig. 5a, we found that all of the criteria
largely overfit for the political blogs network when the standard stochastic block model is used. The political blogs
network is a network of hyperlinks between blogs on US politics (we neglect the directions of the edges), which is
expected to have two clusters.
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FIG. 6. Performance of the model assessment criteria on various stochastic block models. The results of (a) Bethe
free energy, (b) Bayes prediction error EBayes, (c) Gibbs prediction error EGibbs, (d) MAP estimate of the Gibbs prediction
error EMAP, and (e) Gibbs training error Etraining are shown. The lines in each plot represent the results of various values of ǫ.
The degree-corrected stochastic block model [44, 45] is often used as an alternative. This model has the degree-
correction parameter θi for each vertex in addition to γ and ω, where θ allows a cluster to have a heterogeneous
degree distribution. (See [44] for details of the model.) The cross-validation model assessment can be straightforwardly
extended to the degree-corrected stochastic block model: for the inference of cluster assignments, the BP algorithm
can be found in [46]; for the cross-validation errors, we only need to replace ωσi,σj for the probability p(Aij = 1|σi, σj)
with θiωσi,σjθj in each case. As shown in Fig. 5b, the assessment is reasonable when a degree-corrected stochastic
block model is used. Although the error drops for q ≥ 5, it is better to discard this part because the numbers of
iterations until convergence become relatively large there; we regard it as the “wrong solution” that is mentioned in
Ref. [50].
When q = 1, we do not assume the Erdo˝s-Re´nyi random graph, but instead assume the random graph that has
the same expected degree sequence as the actual dataset [7], which is the model often used as the null model in
modularity. Thus, the probability that vertices i and j are connected is didj/2L. After some algebra, assuming that
didj/2L≪ 1, the error for q = 1 is approximately
1−
1
L
N∑
i=1
di log di + log(2L), (6)
which is equal to equation (5) when the network is regular. In the case of the political blogs network, the cross-
validation error for q = 1 is approximately 3.42. (It is 2.42 in the plot because the constant term is neglected.) Thus,
we obtain q∗ = 2.
Synthetic networks and the detectability threshold
It is important to investigate how well the cross-validation errors perform in a critical situation, i.e., the case in
which the network is close to the uniform random graph. To accomplish this goal, we observe the performance on
the stochastic block model, the model that we assume for the inference itself. As explained in the subsection of the
stochastic block model, the closeness to the uniform random graph is specified with the affinity matrix ω. Here, we
consider a simple community structure: we set ωin for the diagonal elements, and the remaining elements are set
to ωout, where ωin ≥ ωout. We parametrise the closeness to the uniform random graph, with ǫ = ωout/ωin; ǫ = 0
represents that the network consists of completely disconnected clusters, and ǫ = 1 represents the uniform random
graph. There is a phase transition point ǫ∗ above which it is statistically impossible to infer a planted structure. This
point is called the detectability threshold. Our interest here is to determine whether the planted number of clusters
q∗ can be correctly identified using the cross-validation errors when ǫ is set to be close to ǫ∗.
Figure 6 shows the Bethe free energy and cross-validation errors for the stochastic block models. In each plot, we
set q∗ = 4, each cluster has 1, 000 vertices, and the average degree c is set to 8. From bottom to top, the values of ǫ
are 0.1, 0.15, 0.2, and 0.25, while the detectability threshold is ǫ∗ ≃ 0.31 [21]. Note that when the value of ǫ is close
to ǫ∗, the inferred cluster assignments are barely correlated with the planted assignments; thus, the result is close to
a random guess anyway.
In all of the plots, the curves of validation become smoother as we increase the value of ǫ, which indicates that
it is difficult to identify the most parsimonious model. It is clear that the Bethe free energy and Bayes prediction
error EBayes perform better than the Gibbs prediction error EGibbs in the present case because the networks we
9analyse correspond exactly to the model we assume. Figure 6 shows that the Gibbs prediction error EGibbs and its
MAP estimate EMAP underestimate q
∗ near the detectability threshold. This finding is consistent with the results
that we obtained for the real-world networks that the Bethe free energy and Bayes prediction error EBayes tend to
overestimate. Indeed, under certain assumptions, we can derive that the Bayes prediction error EBayes identifies the
planted number of clusters all the way down to the detectability threshold, while the Gibbs prediction error EGibbs
strictly underfits near the detectability threshold. (See the Methods section for the derivation.) Therefore, there is a
trade-off between the Bayes prediction error EBayes and the Gibbs prediction error EGibbs; their superiority depends
on the accuracy of the assumption of the stochastic block model and the fuzziness of the network.
Relation among the cross-validation errors
We show how the model assessment criteria that we consider in this study are related. First, we derive the relation
among the errors EBayes, EGibbs, and Etraining. By exploiting Bayes’ rule, we have
log p(Aij |A
\(i,j)) = log p(Aij |σi, σj , A
\(i,j))
+ log
p(σi, σj |A\(i,j))
p(σi, σj |A)
. (7)
Note here that the left-hand side does not depend on σi and σj . If we take the average with respect to p(σi, σj |A\(i,j))
on both sides,
log p(Aij |A
\(i,j)) =
〈
log p(Aij |σi, σj , A
\(i,j))
〉
+DKL
(
p(σi, σj |A
\(i,j)) || p(σi, σj |A)
)
, (8)
where DKL(p||q) is the KL divergence. Taking the sample average of the edges, we obtain
EBayes = EGibbs −DKL
(
p(σi, σj |A\(i,j))||p(σi, σj |A)
)
. (9)
If we take the average over p(σi, σj |A) in equation (8) instead,
EBayes = Etraining +DKL
(
p(σi, σj |A)||p(σi, σj |A\(i,j))
)
. (10)
Because the KL divergence is non-negative, we have
Etraining ≤ EBayes ≤ EGibbs. (11)
This inequality follows directly from Bayes’ rule and applies broadly. Note, however, that the amounts of the errors
do not indicate the relationships among the numbers of clusters selected.
Under a natural assumption, we can also derive the inequality for the number of clusters selected. Let q be the trial
number of clusters. If the cluster assignment distributions for different values of q constitute a hierarchical structure,
i.e., a result with a small q can be regarded as the coarse graining of a result with a larger q, then the information
monotonicity [47, 48] of the KL divergence ensures that
q∗training ≥ q
∗
Bayes ≥ q
∗
Gibbs. (12)
In other words, the Bayes prediction error EBayes can only overfit when the Gibbs prediction error EGibbs estimates q
∗
correctly, while the Gibbs prediction error EGibbs can only underfit when the Bayes prediction error EBayes estimates q
∗
correctly. In addition, when the model predicts the edge existence relatively accurately, EMAP is biased in such a way
that the error becomes small. Therefore, EMAP tends to be smaller than EGibbs. As observed for real-world networks,
EGibbs typically performs well while EBayes often overfits in practice; equation (9) implies that detailed information
about the difference in the cluster assignment distribution is often not relevant and simply causes overfitting.
In addition to the relationship among the cross-validation errors, it is also fruitful to seek relationships between the
Bethe free energy and the prediction errors. We found that it is possible to express the Bethe free energy in terms of
the prediction errors. (See the Methods section for the derivation.)
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DISCUSSION
To determine the number of clusters, we both proposed LOOCV estimates of prediction errors using BP and revealed
some of the theoretical relationships among the errors. They are principled and scalable and, as far as we examined,
perform well in practice. Unlike the BIC-like criteria, the prediction errors do not require the model consistency to
be applicable. Moreover, although we only treated the standard and degree-corrected stochastic block models, the
applicability of our LOOCV estimates is not limited to these models. With an appropriate choice of block models,
we expect that the present framework can also be used in the vast majority of real-world networks, such as directed,
weighted, and bipartite networks and networks that have positive and negative edges. This is in contrast to some
criteria that are limited to specific modular structures.
The code for the results of the current study can be found at [49]. (See the description therein for more details of
the algorithm.)
The selection of the number of clusters q∗ can sometimes be subtle. For example, as we briefly mentioned above,
when the inference algorithm depends sensitively on the initial condition, the results of the LOOCV can be unstable; all
of the algorithms share this type of difficulty as long as the non-convex optimisation problem is considered. Sometimes
the LOOCV curve can be bumpy in such a way that it is difficult to determine the most parsimonious model. For
this problem, we note that there is much information other than the prediction errors that help us to determine the
number of clusters q∗, and we should take them into account. For example, we can stop the assessment or discard
the result when (i) the number of iterations until convergence becomes large [50], as we have observed in Fig. 5b, (ii)
the resulting partition does not exhibit a significant behaviour, e.g., no clear pattern in the affinity matrix, or (iii)
the actual number of clusters does not increase as q increases. All of this information is available in the output of our
code.
It is possible that the difficulty of selecting the number of clusters q∗ arises in the model itself. Fitting with the
stochastic block models is flexible; thus, the algorithm can infer not only the assortative and disassortative structures
but also more complex structures. However, the flexibility also indicates that slightly different models might be able
to fit the data as good as the most parsimonious model. As a result, we can obtain a gradually decreasing LOOCV
curve for a broad range of q. Thus, there should be a trade-off between the flexibility of the model and the difficulty
of the model assessment.
Despite the fact that model assessment based on prediction accuracy is a well-accepted principle, to the best of our
knowledge, the method that is applicable to large-scale modular networks in the Bayesian framework is discussed in
this study for the first time. For better accuracy and scalability, we believe that there is more to be done. One might
investigate whether the LOOCV errors perform, in some sense, better than other BIC-like criteria. The relations
and tendencies of the LOOCV errors compared to other model assessment criteria would certainly provide interesting
future work even though it is unlikely that we can generally conclude the superiority of the criteria over the others
[28]. In practice, if resource allocation allows, it is always better to evaluate multiple criteria [51].
METHODS
Inference of the cluster assignments
Let us first explain the inference algorithm of the cluster assignment using the stochastic block model when the num-
ber of clusters q is given. For this part, we follow the algorithm introduced in [21, 34]: the expectation–maximisation
(EM) algorithm using BP.
An instance of the stochastic block model is generated based on selected parameters, (γ,ω), as explained in the
subsection of the stochastic block model. Because the cluster assignment of each vertex and the edge generation
between each vertex pair are determined independently and randomly in the stochastic block model, its likelihood is
given by
p(A,σ|γ,ω, q) =
N∏
i=1
γσi
∏
i<j
ωAijσiσj
(
1− ωσiσj
)1−Aij
. (13)
The goal here is to minimise the free energy defined by f = −N−1 log
∑
σ′ p(A,σ
′|γ,ω), which is equivalent to
maximising the marginal log-likelihood. Using the identity p(A,σ|γ,ω) = p(σ|A,γ,ω)p(A|γ,ω), the free energy f
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can be expressed as
f = −
1
N
log
p(A,σ|γ,ω)
p(σ|A,γ,ω)
(14)
for an arbitrary σ. Taking the average over a probability distribution q(σ) on both sides, we obtain the following
variational expression.
f = −
1
N
∑
σ
q(σ) log
p(A,σ|γ,ω)
q(σ)
q(σ)
p(σ|A,γ,ω)
=
1
N
[
−
∑
σ
q(σ) log p(A,σ|γ,ω) +
∑
σ
q(σ) log q(σ)
−DKL (q(σ)||p(σ|A,γ,ω))
]
. (15)
When q(σ) is equal to the posterior distribution p(σ|A,γ,ω), the KL divergence disappears, and we should obtain the
minimum. We can interpret the first and second terms as corresponding to the internal energy and negative entropy,
respectively, and equation (15) as the thermodynamic relation of the free energy. For the first term, by substituting
equation (13), we have
−
1
N
∑
σ
q(σ) log p(A,σ|γ,ω)
= −
1
N
∑
σ
q(σ)
[∑
i
log γσi +
∑
i<j
(
Aij logωσiσj
+ (1−Aij) log(1− ωσiσj )
)]
= −
1
N
∑
i
∑
σ
qiσ log γσ −
1
N
∑
(i,j)∈E
∑
σσ′
qijσσ′ logωσσ′
+
c
2
+O(N−1), (16)
where qiσ = 〈δσσi 〉σ and q
ij
σσ′ =
〈
δσ,σiδσ′σj
〉
σ are the marginal probabilities, where δxy is the Kronecker delta and
〈· · ·〉σ is the average over q(σ). Therefore, the free energy minimisation in the variational expression requires two
operations: the inference of the marginal probabilities of the cluster assignments, qiσ and q
ij
σσ′ , and the learning of the
parameters, (γ,ω). In the EM algorithm, they are performed iteratively.
For the E-step of the EM algorithm, we infer the marginal probabilities of the cluster assignments using the current
estimates of the parameters. Whereas the exact marginalisation is computationally expensive in general, BP yields an
accurate estimate quite efficiently when the network is sparse, i.e., the case in which the network is locally tree-like.
Here, we do not go over the complete derivation of the BP equations, which can be found in [21, 52]. We denote ψiσ
as the BP estimate of qiσ, which is obtained by
ψiσ =
1
Zi
γσe
−hσ
∏
k∈∂i
(∑
σk
ψk→iσk ωσkσ
)
, (17)
where Zi is the normalisation factor with respect to the cluster assignment σ, hσ =
∑N
k=1
∑
σk
ψkσkωσkσ, which is
due to the effect of non-edges (i, k) /∈ E, and ∂i indicates the set of neighbouring vertices of i. In equation (17), we
also have the so-called cavity bias ψi→jσ for an edge (i, j) ∈ E; the cavity bias is the marginal probability of vertex i
without the marginalisation from vertex j. Analogously to equation (17), the update equation for the cavity bias is
obtained by
ψi→jσ =
1
Zi→j
γσe
−hσ
∏
k∈∂i\j
(∑
σk
ψk→iσk ωσkσ
)
, (18)
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where ∂i\j indicates the set of neighbouring vertices of i except for j, and Zi→j is the normalisation factor. For the
BP estimate ψijσσ′ of the two-point marginal q
ij
σσ′ for (i, j) ∈ E, we have
ψijσσ′ =
1
Zij
ψi→jσ ωσσ′ψ
j→i
σ′ , (19)
where Zij is the normalisation factor with respect to the assignments σ and σ′.
With these marginals in hand, in the M-step of the EM algorithm, we update the estimate of the parameters to γˆ
and ωˆ as
γˆσ =
1
N
N∑
i=1
ψiσ, (20)
ωˆσσ′ =
1
N2γσγσ′
∑
(i,j)∈E
ωσσ′(ψ
i→j
σ ψ
j→i
σ′ + ψ
j→i
σ ψ
i→j
σ′ )
Zij
. (21)
Here, we have used the fact that the network is undirected. These update rules can be obtained by simply taking the
derivatives with respect to the parameters in equation (16) with the normalisation constraint
∑
σ γσ = 1.
We recursively compute equation (18) and the parameter learning, equations (20) and (21), until convergence; then,
we obtain the full marginal using equation (17), which yields the estimates of the cluster assignments of the vertices.
Bethe free energy and derivation of the cross-validation errors
In the algorithm above, because we use BP to estimate the marginal probabilities, we are no longer minimising the
free energy. Instead, as an approximation of the free energy, we minimise the Bethe free energy, which is expressed as
fBethe = −
1
N
∑
i
logZi +
1
N
∑
(i,j)∈E
logZij −
c
2
, (22)
where Zi and Zij are the normalisation factors that appeared in equations (17) and (19). As mentioned in the
Introduction section, to determine the number of clusters q∗ from the Bethe free energy fBethe, we select the most
parsimonious model among the models that have low fBethe. This approach corresponds to taking the maximum
likelihood estimation of the parameters.
We now explain the derivations of the cross-validation errors that we used in the Results section. The LOOCV
estimate of the Bayes prediction error EBayes is measured by equation (2), and its element p(Aij = 1|A\(i,j)) is
given as equation (1). The first factor in the sum of equation (1) is simply p(Aij = 1|σi, σj) = ωσiσj , by the model
definition. An important observation is that because the cavity bias ψi→jσi represents the marginal probability of
vertex i without the information from vertex j, this entity is exactly what we need for prediction in the LOOCV,
i.e., p(σi, σj |A\(i,j)) = ψi→jσi ψ
j→i
σj . Additionally, recall that p(σi, σj |Aij = 1, A
\(i,j)) = ψi→jσi ωσiσjψ
j→i
σj /Z
ij , where
Zij is defined in equation (19). Thus, we have p(Aij = 1|A\(i,j)) = Zij . By using the fact that L = O(N) and
p(Aij = 1|A\(i,j)) = O(N−1), EBayes(q) can be written as
EBayes(q) = 1−
1
L
∑
(i,j)∈E
logZij +O(N−1). (23)
Equation (23) indicates that the prediction with respect to the non-edges contributes only a constant; thus, EBayes(q)
essentially measures whether the existence of the edges is correctly predicted in a sparse network.
The Gibbs prediction error EGibbs in equation (3) can be obtained in the same manner. Using the approximation
that the network is sparse, it can be written in terms of the cavity biases as
EGibbs(q) ≃ 1−
1
L
∑
(i,j)∈E
∑
σi,σj
ψi→jσi ψ
j→i
σj logωσiσj . (24)
The (MAP) estimate of the Gibbs prediction error EMAP(q) can be obtained by replacing ψ
i→j
σi with δσi,argmax{ψi→jσ }
in equation (24).
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For the Gibbs training error Etraining in equation (4), we take the average over p(σi, σj |A) instead of p(σi, σj |A\(i,j)).
Thus, we have
Etraining(q) ≃ 1−
1
L
∑
(i,j)∈E
∑
σi,σj
ψi→jσi ωσiσjψ
j→i
σj
Zij
logωσiσj . (25)
This training error can be interpreted as a part of the internal energy because it corresponds to the BP estimate of
the second term in equation (16).
Note that all of the cross-validation errors, equations (23)–(25), are analytical expressions in terms of the parameters
and cavity biases. Therefore, we can readily measure those errors by simply running the algorithm once. It should
also be noted that using BP for the LOOCV itself is not totally new; this idea has been addressed in a different
context in the literature, e.g., Ref. [53].
Detectability of the Bayes and Gibbs prediction errors
Let us evaluate the values of the Bayes and Gibbs prediction errors, EBayes and EGibbs, for the stochastic block
model with the simple community structure, i.e., ωσσ′ = (ωin − ωout)δσσ′ + ωout. By substituting this affinity matrix
to equations (23) and (24), we obtain
EBayes(q) = 1− logωout
−
1
L
∑
(i,j)∈E
log
(
1 +
ωin − ωout
ωout
q∑
σ=1
ψi→jσ ψ
j→i
σ
)
(26)
EGibbs(q) = 1− logωout
−
(
log
ωin
ωout
)
1
L
∑
(i,j)∈E
q∑
σ=1
ψi→jσ ψ
j→i
σ . (27)
As we sweep the parameter ǫ = ωout/ωin → 1 in the stochastic block model that has 2 clusters, q = 2 is selected as
long as the prediction error for q = 2 is less than the error for q = 1. When the number of vertices N is sufficiently
large, ω = ωout + (ωin − ωout)
∑2
σ=1 γ
2
σ in equation (5). Thus,
EBayes(q = 1) = EGibbs(q = 1)
= 1− logωout − log
(
1 +
ωin − ωout
ωout
2∑
σ=1
γ2σ
)
, (28)
where we neglected the O(N−1) contribution. Let us presume that the cavity bias ψi→jσ is correlated with the planted
structure up to the detectability threshold ǫ∗ and ψi→jσ = γσ for ǫ ≥ ǫ
∗, which is rigorously proven [35, 36] in the case
of 2 clusters of equal size. We then have
EBayes(q = 2) = EBayes(q = 1) (29)
in the undetectable region. In the case of equal size clusters, EBayes(q = 2) is strictly smaller thatn EBayes(q = 1) in
the detectable region because the last term in (26) is minimised when the distribution is uniform. In contrast, when
ψi→jσ = γσ, the inequality log(1 + xy) > y log(1 + x) (x > 0, 0 < y < 1) ensures that
EGibbs(q = 2) > EGibbs(q = 1). (30)
Therefore, assuming that the parameters γ and ω are learned accurately, the Bayes prediction error EBayes suggests
q∗ = 2 all the way down to the detectability threshold, while the Gibbs prediction error EGibbs strictly underfits near
the detectability threshold.
The Bethe free energy in terms of the prediction errors
We can also express the Bethe free energy fBethe in terms of the prediction errors. Ignoring the constant terms and
factors, we observe that the Bayes prediction error EBayes, equation (23), is one component of the Bethe free energy,
equation (22). The remaining part is the contribution of −
∑
i logZ
i that arises as follows.
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Let us consider hiding a vertex and the edges and non-edges that are incident to that vertex, instead of an edge.
We denote {Aij}j∈V as the set of adjacency matrix elements that are incident to vertex i, and A
\i as the adjacency
matrix in which the information of {Aij}j∈V is unobserved. For the prediction of an edge’s existence, for example,
because the unobserved vertex receives no information about its cluster assignment from its neighbours, we have
p(Aij = 1|A
\i) =
∑
σiσj
p(Aij = 1|σiσj)p(σiσj |A
\i)
=
∑
σiσj
ωσiσjγσiψ
j→i
σj . (31)
When we consider the prediction of the set of edges {Aij}j∈V , we find that all of the vertex pairs share the same
cluster assignment for vertex i. Therefore, using the approximation that the network is sparse, we have
p({Aij}j∈V |A
\i) =
∑
σi
p(σi|A
\i)
×
∏
j∈∂i

∑
σj
p(Aij = 1|σiσj)p(σj |A
\i)


×
∏
k/∈∂i
(∑
σk
p(Aik = 0|σiσk)p(σk|A
\i)
)
≈
∑
σi
γσie
−hσi
∏
j∈∂i

∑
σj
ψj→iσj ωσjσi


= Zi. (32)
Again, due to the sparsity, the prediction for the non-edges happened to be neglected, and it is essentially the
prediction of the edges. Analogously to equation (2), we can consider a leave-one-vertex-out version of the Bayes
prediction error, which we refer to as EvBayes, as follows.
EvBayes(q) = −
1
L
∑
ij
[
Aij log p(Aij = 1|A
\i)
+ (1−Aij) log p(Aij = 0|A
\i)
]
= −
1
L
∑
i
log

∏
j∈∂i
p(Aij = 1|A
\i)
∏
j /∈∂i
p(Aij = 0|A
\i)


= −
1
L
∑
i
log p({Aij}j∈V |A
\i)
= −
1
L
∑
i
logZi. (33)
Again, the edges and non-edges that are incident to the unobserved vertex i share the same cluster assignment σi at
one end. In this definition, however, the prediction of an edge’s existence is made twice for every edge. If the Bayes
prediction error EBayes is subtracted to prevent this over-counting, it is exactly the Bethe free energy fBethe up to the
constant terms and the normalisation factor.
Derivation of inequality (12)
Recall that the Bayes prediction error EBayes, Gibbs prediction error EGibbs, and Gibbs training error Etraining
are related via equations (9) and (10). We select the number of clusters q as the point at which the error function
saturates (i.e., stops decreasing) with increasing q. For a smaller q to be selected by EBayes than by EGibbs, the
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FIG. 7. Schematic of the shapes of the error functions. As long as the gap between two error functions is nondecreasing,
the error with the smaller value does not saturate earlier than the other.
gap between them, DKL
(
p(σi, σj |A\(i,j))||p(σi, σj |A)
)
, must decrease (see Fig. 7). In this subsection, we explain the
information monotonicity of the KL divergence and when it is applicable in the present context.
Let us consider sets of variables X = {X1, . . . , Xm} and x = {x1, . . . , xn} (n > m). We first set a pair of
probability distributions P¯ (X) and Q¯(X) on X. Then we define a pair of probability distributions P (x) and Q(x)
on x as refinements of P¯ (X) and Q¯(X), respectively, if there exists a family of sets {xµ}mµ=1 that is a partition of x,
i.e., xµ ∩ xµ
′
= ∅ for µ 6= µ′ and ∪µx
µ = x, that satisfies P (xµ) = P¯ (Xµ) and Q(x
µ) = Q¯(Xµ) for any µ. In other
words, X can be regarded as the coarse graining of x. An example is given in Fig. 8. Note, however, that if X is
actually constructed as the coarse graining of x, the above condition trivially holds. In general, a family that satisfies
the above condition might not exist; even if it exists, it might not be unique.
The information monotonicity of the KL divergence states that for P (x) and Q(x), which are the refinements of
P¯ (X) and Q¯(X), respectively, we have
DKL(P ||Q) ≥ DKL(P¯ ||Q¯), (34)
which is natural, because the difference between the distributions is more visible at a finer resolution. Equation (34)
is deduced by the convexity of the KL divergence. First, we can rewrite the right-hand side of equation (34) in terms
of P and Q as follows:
DKL(P¯ ||Q¯) =
m∑
µ=1
P (xµ) log
P (xµ)
Q(xµ)
; (35)
Thus, if
∑
x∈xµ
P (x) log
P (x)
Q(x)
≥ P (xµ) log
P (xµ)
Q(xµ)
(36)
holds for an arbitrary µ, then equation (34) holds. We split xµ into x1 ∈ xµ and xµ\x1, and we denote the
corresponding probabilities as P1 := P (x1), Q1 := Q(x1), P
c
1 := P (x
µ\x1), and Qc1 := Q(x
µ\x1). The right-hand
side of equation (36) is then
(P1 + P
c
1 ) log
(
P1 + P
c
1
Q1 +Qc1
)
= − (P1 + P
c
1 ) log
(
P1
P1 + P c1
Q1
P1
+
P c1
P1 + P c1
Qc1
P c1
)
≤ P1 log
P1
Q1
+ P c1 log
P c1
Qc1
, (37)
where we used the convexity of the logarithmic function. By repeating the same argument for the second term of
equation (37), we obtain equation (36). Although the KL divergence is our focus, the information monotonicity holds
more generally, e.g., for f -divergence [48].
We now use the information monotonicity to estimate the error functions. In the present context, the sets of
variables X and x correspond to the cluster assignments of different q’s, (σi, σj) with q and (σ
′
i, σ
′
j) with q
′ (q′ > q),
for a vertex pair i and j. Because the labelling of the clusters is common to all of the vertices, we require that the
refinement condition is satisfied with the common family of sets for every vertex pair. Under this condition, the KL
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FIG. 8. Example of the refinement of the probability distributions. We can regard P (x) and Q(x) as the refinements
of P¯ (X) and Q¯(X), respectively, with x1 = {x1, x2}, x
2 = {x3}, x
3 = {x4, x5, x6}, x
4 = {x7}, and x
5 = {x8, x9} as a
possible correspondence. Note that the correspondence is not unique. If we refer only to Q(x) and Q¯(X), the assignment of
{x1, x2}, {x3}, and {x8, x9} is exchangeable within X1, X2, and X5. However, P¯ (X5) does not coincide with P ({x1, x2}) or
P (x3); therefore, only X1 and X2 are exchangeable between {x1, x2} and {x3}. The same argument applies to {x4, x5, x6} and
{x8, x9}.
divergence is nondecreasing as a function of q, which indicates that EBayes does not saturate earlier than EGibbs.
Similarly, Etraining does not saturate earlier than EBayes. Although the refinement condition that we required above is
too strict to be satisfied exactly in a numerical calculation, it is what we naturally expect when the algorithm detects
a hierarchical structure or the same structure with excess numbers of clusters. Moreover, the argument above is only
a sufficient condition. Therefore, we naturally expect that EGibbs suggests a smaller number of clusters than EBayes
and Etraining quite commonly in practice. In addition, note that if we use a different criterion for the selection of q,
e.g., the variation of the slope of the error function, the above conclusion can be violated.
Holdout method and K-fold cross-validation
Other than the LOOCV, it is also possible to measure the prediction errors by the holdout method and the K-fold
cross-validation using BP. They can be conducted by randomly selecting the set of edges to be held out (i.e., the
holdout set) and running BP that ignores the cavity biases sent by the held-out edges. In the holdout method, unlike
the K-fold cross-validation, the test set is never used as the training set and vice versa. The results are listed in Fig. 9.
We observe that the overfitting of the Bayes prediction error EBayes appears to be prevented. Although the resulting
behaviours are somewhat reasonable, we have to bear in mind that they have following conceptual and computational
issues.
First, we cannot expect the cross-validation assessment to work at all when the holdout set is too large, or equiv-
alently, when the training set is too small. It is because, when a significant fraction of edges that are connected to
vertices in certain clusters are held out, it is impossible to learn the underlying block structure correctly [31]. Second,
when the holdout set has more than one edge, we actually need to run the whole algorithm twice for each holdout
set; first to compute the posterior distribution given the training set, and then, to evaluate the predictive distribution
for the holdout set based on the obtained posterior distribution. Then, we need to repeat this process as many times
as the number of holdout sets. Again, none of the above processes are required for the LOOCV, because we have
the analytical expression. Thus, the computational cost for the holdout method and the K-fold cross-validation are
orders of magnitude larger than the LOOCV.
Besides the above issues, a more delicate treatment is required in the K-fold cross-validation. When the unobserved
edges are connected, a prediction error is not given as an independent sum of the error per edge, and we need the
calculation as we have done in equation (32). Therefore, the precise measurement is even more time consuming. In
Fig. 9, we imposed the constraint that the edges are not connected in the holdout method. For the K-fold cross-
validation, we simply ignored the fact that the unobserved edges might be connected, although this discrepancy may
not be negligible.
We lose all the advantages that we had in the LOOCV when the holdout method and the K-fold cross-validation
are considered. However, when the computational efficiency can be compromised, the holdout method with small
holdout set can be a promising alternative.
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10-fold cross-validationholdout method
network scienceb
holdout method 10-fold cross-validation
political booksa
FIG. 9. Cross-validation errors using the holdout method and the 10-fold cross-validation. As in Fig. 3, the four
data in each plot indicate the Gibbs prediction errors EGibbs (green triangles), MAP estimates EMAP of EGibbs (yellow squares),
Bayes prediction errors EBayes (red circles), and Gibbs training errors Etraining (blue diamonds). In the holdout method, we
randomly selected 1% of the edges (5 edges in (a) political books and 10 edges in (b) network science) as the holdout set. The
solid lines represent the average values obtained by repeating the prediction process 10 times and the shadows represent their
standard errors. For the K-fold cross-validation, we set K = 10. Although it is common to take average over different choices
of K partition, we omitted this averaging process.
Justification of the LOOCV estimates
It is a common mistake that one will make use of the information of the test set (the unobserved edge in the
present context) for the training of the model in the process of cross-validation. Precisely speaking, however, the
information of the unobserved edge does contribute to the training of the model in our procedure; thus, the cross-
validation estimate here is not correct in a rigorous sense. Nevertheless, the treatment that we propose is justified
because the contribution of the unobserved edge in the present setting is negligible. First, when we update the
distribution of the cluster assignment ψi→jσ , we make use of the information of the unobserved edge when there are
loops in the network. Because we consider the sparse network, which is locally tree-like, the effect of the loops is
typically negligible. Second, the update equations (20) and (21) of the parameters in the maximisation step of the
EM algorithm contain the unobserved edge. However, because we consider the LOOCV in which only a single vertex
pair is unobserved, this discrepancy results in a difference of only O(N−1) to the parameter estimation. Therefore,
our analytical results in terms of BP are sufficiently accurate to serve as error estimates when using the LOOCV.
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