Abstract: We show how it is possible to assess the rate of convergence in the Gaussian approximation of triangular arrays of U -statistics, built from wavelets coefficients evaluated on a homogeneous spherical Poisson field of arbitrary dimension. For this purpose, we exploit the Stein-Malliavin approach introduced in the seminal paper by Peccati, Solé, Taqqu and Utzet (2011); we focus in particular on statistical applications covering evaluation of variance in non-parametric density estimation and Sobolev tests for uniformity.
I. INTRODUCTION AND OVERVIEW

A. Motivations
The purpose of this paper is to establish quantitative central limit theorems for some U -statistics on wavelets coefficients evaluated either on spherical Poisson fields or on a vector of independent and identically distributed (i.i.d.) observations with values on a sphere. These statistics are motivated by standard problems in statistical inference, such as evaluation of the variance in density estimations and Sobolev tests of uniformity of the underlying Poisson measure. Such problems are certainly very classical in statistical inference; however, we shall investigate their solution under circumstances which are somewhat non-standard, for a number of reasons. In particular, we will focus mainly on "high-frequency" procedures, where the scale to be investigated and the number of tests to be implemented are themselves a function of the number of observations available, according to rules to be discussed below; for these statistics, we shall establish quantitative central limit theorems by means of the so-called Malliavin-Stein technique. Such a technique will allow, for instance, to determine how many joint procedures can be run while maintaining a given level of accuracy in the Gaussian approximation for the sample distribution of the resulting statistics; as shown in Sections I D 2 and I D 3 below, a refined version of an argument contained in the classic paper by Dynkin and Mandelbaum [9] will allow us to extend our quantitative result (in a fully multidimensional setting) to the framework of U -statistics based on i.i.d. spherical observations.
As already mentioned, we shall assume that the domain of interest is the unit sphere S q ⊂ R q+1 . The arguments we exploit can be extended to other compact manifolds, but we shall not pursue these generalizations here for brevity and simplicity; however, on the contrary of most of the existing literature, our procedures can also be easily adapted to cover "local" tests, i.e. the possibility that these spheres are only partially observable, as it is often the case for instance in astrophysical experiments, cfr. for instance [37] , see also the recent monograph [5] for several other applications of spherical data analysis.
Malliavin-Stein techniques for Poisson processes have recently drawn a lot of attention in the probabilistic literature, see for instance [6, 20, 21, 26, 29, 32] , as well as the textbooks [27] and [7] for background results on Gaussian approximations by means Stein's method. As motivated above, our aim here is to apply and extend the now well-known results of [29, 30] in order to deduce bounds that are well-adapted to the applications we mentioned; our principal motivation originates from the implementation of wavelet systems on the sphere in the framework of statistical analysis for Cosmic Rays data, as for instance in [16, 19, 34, 36] . As noted in [8] , under these circumstances, when more and more data become available, higher and higher frequencies (i.e., smaller and smaller scales) can be probed. We shall hence be concerned with sequences of Poisson fields, whose intensity grows monotonically; it is then possible to exploit local Normal approximations, where the rate of convergence to the asymptotic Gaussian distribution is related to the scale parameter of the corresponding wavelet transform in a natural and intuitive way. Similar arguments were earlier exploited for linear statistics in [8] ; the proofs in the nonlinear case we consider here are considerably more complicated from the technical point of view, but remarkably the main qualitative conclusions go through unaltered.
B. U-Statistics on the Poisson Space
We will now recall a few basic definitions on Poisson random measures and Stein-Malliavin bounds; we refer for instance to [28, 31, 35] for more discussions and details. Assuming that we are working on a suitable probability space (Ω, F , P), the following definition is standard:
Definition I.1. Let (Θ, A, λ) be a σ-finite measure space, and assume that λ has no atoms (that is, λ ({x}) = 0, for every x ∈ Θ). A Poisson random measure on Θ with intensity measure (or control measure) λ is a collection of random variables {N (A) : A ∈ A} , taking values in Z + ∪ {+∞}, such that the following two properties hold:
1. N (A) has Poisson distribution with mean λ (A) , for every A ∈ A; 2. N (A 1 ) , . . . , N (A n ) are independent whenever A 1 , . . . , A n ∈ A are pairwise disjoint.
In what follows, we shall consider a special case of Definition I.1; more precisely, we take Θ = R + ×S q , with A = B(Θ), the class of Borel subsets of Θ. The symbol N indicates a Poisson random measure on Θ, with homogeneous intensity given by λ = ρ × µ. We shall take ρ(ds) = R · ℓ(ds), where ℓ is the Lebesgue measure and R > 0 is a fixed parameter, in such a way that ρ([0, t]) := R t = R · t. Also, we assume that µ is a probability on S q of the form µ(dx) = f (x)dx, where f is a density on the sphere. Given such an object, we will denote by N t (t > 0) the Poisson measure on (S q , B(S q )) given by
it is easy to verify that N t has control µ t := R t µ.
Let us also review some standard distances between laws of random variables taking values in R q ; the first two (Wasserstein and Kolmogorov distances) will be only used in the univariate case. Given a function g ∈ C 1 (R q ), we write g Lip = sup
where · op indicates the operator norm.
Definition I.2. The Wasserstein distance d W , between the laws of two random vectors X, Y with values in R q (q ≥ 1) and such that E X R q , E Y R q < ∞, is given by:
Definition I.3. The Kolmogorov distance d K , between the laws of two random variables X, Y with values in R and such that E|X|, E|Y | < ∞, is given by:
Definition I.4. The distance d 2 between the laws of two random vectors X, Y with values in R q (q ≥ 1), such that E X R q , E Y R q < ∞, is given by:
where H denotes the collection of all functions g ∈ C 2 (R q ) such that g Lip ≤ 1 and M 2 (g) ≤ 1.
The concept of a U -statistic was introduced in a seminal paper by Hoeffding [15] , and since then it has become a central notion for statistical inference (see e.g., [33] ). Let us recall a general definition, following [32] .
Definition I.5 (U -statistics). Consider a Poisson random measure N with control ν on (A, A).
where the symbol N k = indicates the class of all k-dimensional vectors (x 1 , . . . , x k ) such that x i ∈ N and x i = x j for every 1 ≤ i = j ≤ k.
As anticipated, in this paper we will focus, for all t > 0, U -statistics on the q-dimensional sphere S q based on the Poisson measure N t introduced in (I.1), corresponding to the case A = S q , with A the associated Borel σ field, and ν = µ t = R t µ.
As discussed in the introduction, we shall consider two classical issues in the statistical analysis of Poisson processes, namely estimation of variance in density estimation and testing for uniformity of the governing measure. In these two cases, a common form of statistic is
where
C. Spherical Needlets
In this section we will provide a short overview about the construction of needlet frames over the q-dimensional sphere; further details can be found in [24, 25] , see also [2, 3, 11, 13, 23] and [22] , Chapter 10. From now on, we will use the simplified notation
to denote the space of square-integrable functions with respect to Lebesgue measure on the sphere. It is well-known result that the following decomposition holds:
, where H ℓ is the restriction to S q of the homogeneous polynomials on R q+1 , for which an orthonormal basis is provided by the system of spherical harmonics {Y ℓ,m } m=1,...,d ℓ,q of degree ℓ, with dimension
Given any f ∈ L 2 (dz), the orthogonal projector over H ℓ is provided in spherical coordinates by the kernel operator
see for instance [38] . For z 1 , z 2 ∈ S q , the kernel associated to the projector P ℓ,q is given by
where ·, · is the standard scalar product over R q+1 , C (ηq) ℓ denotes the Gegenbauer polynomial of degree ℓ with parameter η q , (see for instance [39] ), and ω q is the measure of the surface of the q-dimensional sphere, namely
We write K ℓ = ⊕ ℓ i=0 H i for the linear space of polynomials with degree smaller or equal than ℓ; as showed in [24] , for every integer ℓ = 1, 2, . . . there exists a finite set of cubature points {ξ} ∈ Q l ⊂ S q and corresponding weights {λ ξ },
Now let us fix a parameter B > 1; we will denote by {ξ jk } k=1,...,Kj = Q [2B j+1 ] , and {λ jk } k=1,...,Kj the set of cubature points and weights associated to the resolution level j: we recall that λ jk ≈ B −qj and K j ≈ B qj , where a ≈ b indicates that there exist two positive constants c 1 , c 2 s.t.
The set of spherical needlets is then defined as
The needlet coefficients (of index j, k) are defined as follows
and the following reconstruction formula holds, in the L 2 sense:
The following localization property was established by [24] (see also [11] , [13] ): for any positive integer τ , there exists κ τ > 0 such that for any j, k and z ∈ S
where d (·, ·) is the geodesic distance on the sphere (i.e. for q = 2 and
. Following [25] , from this localization result, the following bounds on the L p -norms hold:
Remark I.1. In the sequel, for z 1 , z 2 ∈ S q , we shall also meet functions ψ
It is immediate to see that for any integer s > 0, the function b s (·) is compactly supported, nonnegative and it belongs to the space C ∞ (R): therefore, following the same arguments to establish the localization property in [24] and [12] , it can be shown that, for any τ > 2, there exist a constant C τ > such that
and hence
D. Statement of the main results
Poissonized case
Throughout this paper, we shall assume that the function f in the governing Poisson measure is bounded and bounded away from zero, e.g. m ≤ f (z) ≤ M for some m, M > 0 for all z ∈ S q . Let us now consider first the vector of Ustatistics
where for any k = k i , i = 1, . . . , d, we have
and the needlet functions ψ jki (·) are given by (I.4), for some fixed locations {ξ ki } ∈ S q , i = 1, . . . , d. Observe that (I.9) has the form of (I.3) where, for z 1 , z 2 ∈ S q , the kernel h j (·, ·) is defined as
In the case u = 2, (I.9) provides the sample variance of the (de-Poissonized) random variables ψ jk (X) (up to a normalization factor), where X ∈ S q has density f (·), while for u = 3, it provides skewness estimator. More precisely, for u = 2 it is a standard exercise to show that jk (t) provides an unbiased estimator for the variance of ψ jk (X).
As a second application, we shall consider so-called Sobolev tests of uniformity, i.e. testing the null hypothesis that the function f is constant over the sphere (that is, f (z) = 1 ωq , z ∈ S q ), as discussed for instance by [17] , [18] , see also [14] ; in these references, the corresponding statistics are built out of Fourier basis over manifolds, and in the case of the sphere they would take the following form (compare [18] , pp.1247 and following):
Here, {a ℓ } is a square-summable sequence introduced to combine the statistics evaluated at different multipoles ℓ into a single value; actually the procedure discussed by [18] is slightly different as it includes in the sum also the diagonal terms z 1 = z 2 , but it is simple to show that after centering the two alternatives are asymptotically equivalent. The integral of spherical harmonics with respect to the uniform measure is obviously zero, so (I.11) provides a natural statistic to test uniformity.
Our proposal exploits the same idea, with two modifications: we consider a needlet-frame, rather than a Fourier dictionary, and we manage to provide asymptotic behaviour also for the single summands, rather than for the combined statistics. More precisely, we advocate the usage of following vector of U-statistics
where for any j = j i , i = 1, . . . , d, we have
Observe that (I.12) has the form of (I.3) where the kernel h j (·, ·) is defined as
As for the spherical harmonics, it is readily seen that under the null hypothesis of uniformity,
more generally, this integral is zero for all functions f (·) that are band-limited, i.e. when f ∈ ⊕
in this sense, needlets provide a natural building block to implement a Sobolev test of uniformity, and investigating the full vector of statistics U (2) j1,...,j d (t) seems to provide more information than combining the components into a single value.
As argued below, due to the real-domain localization properties of the needlet frames both (I.10) and (I.12) are feasible and asymptotically justifiable in circumstances where the sphere S q is only partially observed, a situation which takes place very often in practice. This means, for instance, that it may be feasible to test for uniformity of the function f (·) even from observations which cover a fraction of the sky, as it is the case for most astrophysical experiments ( [16] ).
Before stating our main results, additional notation is needed. For any given random vector X = (X 1 , . . . , X d ), we denote by X the normalized counterpart of X given by
Furthermore, let Z d be a centered d-dimensional Gaussian vector with the identity definite covariance matrix. Our first result covers the statistics defined in (I.10):
j (t) be given by (I.8). Then, for any τ > 2,
As a consequence of this theorem, we immediately obtain the following corollary for d = 1.
Corollary I.1. For any given f and for any j, k,
Our second main result covers the statistics defined by (I.12): 
Corollary I.2. For any given f and for any j,
. Remark I.2. In Corollaries I.1 and I.2, the bound on the Kolmogorov distance is a direct consequence of [10, Theorem 4.1] and the proofs of these two results are omitted for the sake of brevity.
Remark I.3. The results in both the theorems can be easily generalized to cover the case where the dimension d grows itself with the "time" parameter t. The details are completely analogous to those given in related circumstances by [8] , and hence are omitted here for brevity's sake.
Remark I.4. The rates in Theorems I.1 and I.2 are actually different and indeed the proofs of these results are based on unrelated arguments. In particular, for Theorem I.1, we shall show that the asymptotic behaviour is governed by a stochastic integral belonging to the first Wiener chaos, while for Theorem I.2, the dominant term is a double stochastic integral with respect to the underlying Poisson random measure. The condition B q 2 ji(t) R
should be interpreted as the requirement that "the effective sample size" diverges to infinity, as argued in related circumstances by [8] .
Remark I.5. The components of the vector U Both results are formulated under the assumption that the sphere is fully observable. This is done, however, only for notational simplicity: as mentioned earlier, exploiting the localization properties of the needlet construction it is simple modify the statements for the case where these statistics are evaluated only on subsets of the sphere, the same convergence rates in the quantitative central limit theorems remaining valid up to constants. The arguments are completely analogous to those exploited for instance in [2] , Section 7 in a Gaussian environment, and they are omitted here for brevity's sake.
Remark I.6. In Theorem I.2 the assumption that |j i − j i ′ | ≥ 2 ensures that the limiting covariance matrix is exactly diagonal; relaxing this assumption makes the statement notationally more complicated but does not require any new ideas for the proofs.
Remark I.7. The expressions for the mean and variance in Theorem I.2 can be provided in a very explicit analytic form, for any fixed value of j. Moreover we have also the asymptotic convergence, for j, t → ∞
It should be noted that the asymptotic variance is exactly twice the expected value, suggesting a natural interpretation of the distribution of U
j (t) in terms of a generalized chi-square law with (real-valued) degrees of freedom diverging to infinity.
A quantitative de-Poissonization Lemma
In what follows, we shall show that the explicit bounds stated in Theorem I.1 and Theorem I.2 can be extended, at the cost of an additional factor, to the case of U -statistics based on a vector of i.i.d. observations, rather than on a Poisson measure. Our main tool in order to achieve this task is a new quantitative version of an argument taken from the fundamental paper by Dynkin and Mandelbaum [9] , that we shall state in the general framework of U -statistics of arbitrary order. Note that one could alternatively deal with the one-dimensional case by using general Berry-Esseen bounds for U -statistics (see e.g. [4] ); however we believe that our approach (which has independent interest) is more adapted in to directly study multi-dimensional probabilistic approximations. In the statement of the forthcoming Lemma I.1, we shall work within the following framework:
random variables with values in some measurable space (E, E);
-Let m ≥ 1 be a fixed integer: we write {h n : n ≥ 1} to indicate a sequence of jointly measurable symmetric kernels h n :
-{N n : n ≥ 1} is a sequence of Poisson random variables independent of X, such that N (n) has a Poisson distribution with mean n for every n;
-For every n ≥ m, the symbol U n denotes the Poissonized U -statistic
where the sum runs over al m-ples (i 1 , ..., i m ) such that i j = i k for j = k.
-For every n ≥ 1, the symbol U ′ n denotes the classical U -statistic
where, as before, the sum runs over al m-ples We start with an extension of Theorem I.1. For every n, we write
jk (n) ′ is obtained from (I.9) (in the case t = n) by replacing the Poisson measure on the sphere A → N ([0, n] × A) with the random measure A → n i=1 δ Xi (A), where δ x stands for the Dirac mass at x. Theorem I.3. Under the above notation and assumptions, for any τ > 2,
Analogously to the notation introduced above, we shall write, for every n,
The following result extends Theorem I.3.
Theorem
Remark I.8. The presence of the additional term n −1/4 in the bound of Theorems I.4 and I.3 yields a phase transition in the convergence to the normal distribution. Indeed, depending on how fast j(n) grows to infinity, the rate of convergence could be given either by n −1/4 or by B − q 2 j(n) , with an equivalence between those two rates when j(n) = log(n) 2q log(B) . Let us write
Then, the rate of convergence in Theorem I.3 will be given by B otherwise. Similarly, the rate of convergence in Theorem I.4 will be given by B − q 2 j(n) whenever s 2 (n) = o(log(n)) and by n −1/4 otherwise.
E. Plan of the paper
The plan of this paper is as follows: the proofs for Theorems I.1, I.2 are collected in Sections II and III respectively. Section IV deals with the proof of Lemma I.1. Auxiliary results are collected in Section V, which is divided into four parts, the first devoted to background results on Stein-Malliavin approximations in a Poisson environment, the second concerned with some functional inequalities for needlet kernels, the third and fourth devoted to specific computations for the two main Theorems.
II. PROOF OF THEOREM I.1
Let us define G n (j) := S q ψ n jk (z) f (z) dz and note that, from (I.6)
Recall that we are considering the process U
(1)
From Lemma V.6, we have
, where
Remark II.1. Note that Γ 2i (j), i = 1, 2, provides the variance of the components of order i in the Wiener chaos decomposition of U
jk (t) (see Lemma V.6).
Remark II.2. Note in particular that using the notation for (compensated) Poisson random measure introduced in Subsection V A, for u = 2 we have that
so that
Using Lemma V.7, we have that there exists a constant σ > 0 such that
Therefore, from now we will consider the centred and asymptotically normalized counterpart of U
jk (t), given by
) be a centered standard d-dimensional Gaussian vector and consider the following random vector
Our strategy to prove Theorem I.1 will be based on two steps: we shall bound the distance between the U -statistics we consider and an approximating stochastic integral in the first Wiener chaos, and then bound the probability distance between the latter and the limiting Gaussian distribution. In particular, we shall focus on the distance
where I 1,j (t) = (I 1 ( g jk1,t ) , . . . , I 1 ( g jk d ,t )) and I 2,j (t) = I 2 h jk1,t , . . . , I 2 h jk d ,t .
Applying the triangle inequality, we obtain
Our task is then to study the asymptotic behaviour of these two summands. Consider now the d-dimensional random vector U 
We shall show that
Indeed,
On the other hand
Finally,
Following Lemma V.3, we have
as claimed.
III. PROOF OF THEOREM I.2
In this section, our purpose is to study the statistic
where for any j = j i , i = 1, . . . , d,
Recall that here we are focussing on Sobolev tests of uniformity, and hence we are assuming the Poisson governing measure is given by
This yields
Using this fact along with Proposition V.1, we have
.
Let γ j,q be given by
From the standard zero mean property of Wiener-Itô integrals, we have that, for any j = j i , i = 1, . . . , d,
and again from the properties of stochastic integrals w.r.t. Poisson random measure
Hence, using Lemmas V.8 and V.9, we obtain Var U (2)
We can hence focus on the normalized statistics
Observe that the variance of U (2) j (t) is identically equal to 1 as j grows to ∞. Therefore, in order to prove Theorem I.2, it remains to check that h j,t satisfies the five conditions in Proposition V.3, for all j = j i , i = 1, . . . , d. Before doing so, notice that the kernel h j,t can be rewritten as
as pointed out in Lemma V.4. Condition 1 in Proposition V.3 is hence automatically satisfied by construction.
For Condition 2, following Lemma V.5, we obtain
Now for Condition 3, as
we obtain, using Lemma V.5 again,
For Condition 4, we start by observing that
where we used (see [1] , eq.22.4.2)
Therefore,
For the fifth and last condition, let 1
as by assumption we have |j i2 − j i1 | > 1 and hence, it is enough to exploit the orthogonality properties of Gegenbauer polynomials. Gathering all these estimates together yields
The proof of Theorem I.2 is hence concluded.
IV. PROOF OF LEMMA I.1
Using the classical theory of Hoeffding decompositions as in [6, Section 3.6] and [9] , we infer that there exist nonnegative constants u(n, l)
from which we deduce immediately that Var(U ′ n ) → 1 and also that each mapping n → n l u(n, l), l = 1, . . . , m, is necessarily bounded. We will now adopt the usual falling factorial notation, namely:
Reasoning as in [9, p. 785] , one infers that 
By virtue of a standard application of Stirling's formula one has that, for l = 1, ..., m,
and the desired conclusion follows at once.
V. AUXILIARY RESULTS
Fix a Poisson measure N t with control µ t , t > 0. Consider an integer i ≥ 1 as well as a symmetric kernel f ∈ L 2 (µ i t ): we shall denote by I i (f ) the usual Wiener-Itô integral of order i, of f with respect to N t . See for instance [28, Chapter 5] for a detailed discussion of this concept.
A. Gaussian approximations using Stein-Malliavin methods
The following crucial fact is proved by Reitzner & Schulte in [32, Lemma 3.5 and Theorem 3.6]:
such that the corresponding U -statistic F in (I.2) (for the choice N = N t ) is square-integrable. Then, h is necessarily square-integrable, and F admits a chaotic decomposition of the form
We need also to recall two upper bounds involving random variables living in the first Wiener chaos associated to the Poisson measure N . The first bound was proved in [29] , and concerns normal approximations in dimension 1 with respect to the Wasserstein distance. The second bound appears in [30] , and provides estimates for multidimensional normal approximations with respect to the distance d 2 . Both bounds are obtained by means of a combination of the Malliavin calculus of variations and the Stein's method for probabilistic approximations. In what follows, we shall use the symbols N (f ) andN (f ), respectively, to denote the Wiener-Itô integrals of f with respect to N and with respect to the compensated Poisson measureN
where we use the convention N (A) − µ(A) = ∞ whenever µ(A) = ∞ (recall that µ is σ-finite). We shall consider Wiener-Itô integrals of functions f having the form
where Σ is a positive definite covariance matrix and let
be a collection of d-dimensional random vectors such that h t,a ∈ L 2 (ν). If we call Γ t the covariance matrix of F t , then
where · op and · H.S. stand, respectively, for the operator and Hilbert-Schmidt norms.
Remark V.1. The estimate (V.1) is a direct consequence of Theorem 3.3 in [30] .
Proposition V.3 (Gaussian approximations in the quadratic regime ( [29] , [30] )).
where the symmetric kernels g j,1 , . . . , g j,d1 , h j,1 , . . . , h j,d2 satisfy the following conditions: 
Assume that the following five conditions hold:
Then F j converges in distribution to Z d and
B. Functional inequalities for needlets kernels
We present here some functional inequalities which are necessary for our main arguments. The first Lemma is basically a consequence of (I.6). For z i ∈ S q , i = 1, . . . , D, let
Lemma V.1. For C vi as defined in (I.6) and denoting by δ k 0 the Kronecker delta function, it holds that
Proof. Easy calculations lead to
For any i, it follows from (I.6) that
Therefore we obtain
Now let Ω ⊂ Ω, Ω = ∅, and for any set {v 1 , . . . , v D } ∈ Ω write Z {v1,...,vD } := ♯ {i :
Proof. We have
(n 1 +n 2 ) 2
Proof. As in [8] , we split the sphere into two regions
On the other hand, we have by (I.5) that there exists τ > 2 such that
Now, observe that
The same result is obtained for S 2 , so that
Proof. Following similar arguments to those in [8] , we have
so that there exists τ > 2 such that
For ξ jk / ∈ B ξ jλ , B −qj , z / ∈ B ξ jλ , B −qj , using the triangle inequality yields
where we applied [2, Lemma 6] . We obtain
2 uj uniformly over z ∈ S q . Finally, in order to have
it is enough to check that
Proof. First observe that
Using the cubature formula over the sphere (see [24] ) along with the self-reproducing property of the Gegenbauer polynomials (see for instance [39] ), we have
where δ x y is the Kronecker delta function. The statement follows immediately.
Proof. For any s ∈ N, observe that the integrand in (V.2), up to a factor B jn , behaves as the n-th power of ψ (s) j (z) defined in (I.7), as stated in Remark I.1. Hence we have
C. Auxiliary results related to the proof of Theorem I.1
Lemma V.6. For any j, k, let U
jk (t) be given by (I.9) and, let Γ 1 (j) , Γ 21 (j) and Γ 22 (j) be given respectively by (II.2), (II.3) and (II.4). It holds that E U 
On the other hand, Var U
We hence have
Lemma V.7. Let Γ 1 (j), Γ 21 (j) and Γ 22 (j) be given respectively by (II.2), (II.3) and (II.4). Then, there exist c u,m , C u,m , c
2u,m , C
2u,M , c
2u,m , C Proof. From (II.1), we have that
Using Corollary V.1, we obtain Proposition V.4. Let Σ j,t = {Σ j,t (k 1 , k 2 ) : k 1 , k 2 = 1, . . . , d} be a d × d positive definite matrix such that Σ j,t (k 1 , k 2 ) = E [I 1 (g jk1,t (z)) , I 1 (g jk2 (z))] = g jk1 (z) , g jk2 (z) L 2 (µt) .
Then, there exists a constant C σ,M,τ such that
Therefore, as j (t) → t→∞ ∞, Moreover, as j → ∞, γ j,q → γ q , where γ q is given by (I.13). ℓ + η q η q ω q ℓ + q − 2 ℓ = γ q .
