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Abstract: 
VLSl-gerechte Reallslerungen 
Die Entwicklung eines 32-blt Hultiplizierc)lips (fuer Integer-Zahlen 
dargestellt im 2-Komplement) ist Ausgangs- und Zielpunkt der hier 
angestelltefl Ueberlegungen. 
Zuerst gellen wir kurz auf den theoretischen Hintergrund ein und ge-
ben dann 4 Algorithmen an, in den en die wlchtigsten Hethoden zum 
Parallelmultiplizieren exemplarisch Yorgestellt werden. 1m elnzelnen 
sind dies: 
II Hatrix-Hultiplizierer 
21 lteratlves Array 
31 Hodifizierter Booth-Algorithmus mit Wallace-Tree 
4) Redundante Zahlendarstellung und blnaerer Baum 
Wir versuchen bei allen Algorithmen, theoretische Guete und prak-
tlsche Qualitaet gegenueberzustellen und daraus am Ende eln Fazlt 
fuer die konkrete Aufgabe (32-bit Hultipliziererl zu ziehen. 
1* Dieser Bericht entstand waehrend elnes Aufenthalts im 
September und Oktober 1982 bel der Siemens AG, 
ZT ZTl SYS 2, in Huenchen. 
I) Z I EL 
VLSI-Entwurf eines 32-bit Hultiplizierwerkes, 
die Operanden sind Integerzahlen, 
die im 2-Komplement dargestellt sind. 
II) THEORETISCHER HINTERGRUND 
Ole t/leoretische Komplexltaet eines n-bltHultlplizlerwerks wlrd 
allgemein durch das Produkt aUs der belegten Flaeche A und dem Quadrat 
der verbrauchten Zeit T bestlmmt. (Das Hass AT**2 berueckslchtlgt also 
Zeit staerker als Flaeche, dies entsprlcht der Tendenz eher Flaeche zu 
spendleren, um Zeit zu sparen.) 
Als llntere Schranke fuer Hultiplikation gilt nach [B~Kul 
AT**2 >= c.n**2 mit c positive Konstante. Dlese Schranke 1st 
scharf, wle In [PrVul gezelgt wird. Allerdlngs 1st der Algorlthmus 
fuer kleine n (n<=2000) nlcht geelgnet. 
Wir werden 1m folgenden bel den von uns untersuchten Verfahren 
jewells die Komplexltaeten A, T, AT**2 untersuchen, aber auc/l glelch-
zeltig die Konstanten betrachten, d.h. Ueberlegungen ueber die "reale" 
Groe sse und Laufzeit anstellen. 
Eine uebersichtliche Zusammenfassung der bisher bekannten Algorlthmen 
Und i/lrer bisherigen Anwendungsmoeglichkeiten findet man in [Spl. 
Der klassische sequentielle Hultiplizieralgorithmus 1st auch bekannt 
als der serielle Shlft-Algorithmus. Wir betrachten als erstes Ver-
fahr en eine parallele Version dieses Algorithmus', die wir mlr mit 
Hatrix-Hultipllzlerer bezei c hnen. Diese Architektur laesst slch relativ 
leieht ins Bit-Slice Konzept einpassen und damit VL5I-gerecht ent-
werfen. Wir arbeiten dlese Version bis zum Entwurf der Einzelzellen 
detailliert aus. 
AIs zweltes wlrd ein Hultiplikationsverfahren mit Hilfe elnes 
iteratlven Arrays angedeutet. IDas Konzept der iterativen Arrays 
wird hier auch deS/lalb erwaehnt, weil es slCtl gut ins Bit-Slice 
Konzept einpassen laesst.) 
Zu dell schnellsten blsher benutzten Algorithmen gehoert die dritte 
betrachtete Version, ein als Wallace-Tree organlsierter modifizier-
ter Booth-Algorithmus. Wir gehen nic/lt ins Detail, sondern verwei-
sen auf [ReKuHaJ und deuten die 5chwlerigkeiten bei einer VLSI-Re-
alisierung an. 
Das letzte hier vorgestellte Verfahren 1st blsher unbekannt und 
wllrde von flerrn Prof. K. Hehlhorn, Saarbruecken, und dem Autor konzl-
plert. Es arbeltet mit Baumstrukturen und benutzt redundante ZahIen-
dar s tellung. Auf eine (moegliche?) VL5I-Realislerung wird kurz: eln-
gegangen. 
Die obell angesprochenen Verfahren bleten einen repraesentatlven 
Querschnltt der wichtlgsten bekannten Hethoden belm Parallel-
multipliz i eren und koennen so als angemessene Beisplele bel Ueber-
legungen zum Verhaeltnls "schnelle, platzefflziente Algorlthmen -
VLS I-gerechte Realisierungen" gelten. 
III) HATRIX-HULTIPLIZIERER 
Ab jetzt gehen wir von folgenden 
a = a[n-1J a[n-2J ... a[OJ 
b = b[n-1J b[n-2J ..• b[OJ 
mit a(iJ,bC1J .:CO,D 
Bezeichnungen aus: 
("Hultiplikand") , 
("Hultiplikator") 
sind Integer-Zahlen im 2-Komplement. 
Boole "sches "Or" bezeichnen wlr mit "I", 
IlAnd" mIt 11&11, 
IIExor" mi t "m", 
"Not ll mit "' ''. 
Die Hatrix-Hultiplikation entsteht aus Anwendung der Schulme-
thode: zu addleren sind die n Zahlen 
a[n-l J&b[OJ a[l J8.b[OJ a[OJ&b[OJ 
a[n-1 J&b[l J a[oJ8.b[l J 0 
a[n-l J&b[n-l J a[OJ&b[n-1 J 0 o 
Wir geben zunaechst eine informale Beschreibung des Verfahrens 
(es gliedert sich in 3 Phasen): 
1) Han denke sich die n Summand en als quadratische Hatrix aufge-
schrieben. Ole n Summanden werden sukzesslve mit Hilfe von je 
einer Kette von n Fulladdern addiert. Die entstehenden Summen 
und Uebertraege werden jeweils folgendermassen zur naechsten 
Zelle der Hatrix weitergeleltet: das Summenbit nach rechts un-
ten, das Uebertragsbit senkrecht nach unten. Dadurch wird die 
unterschiedllche Stelligkeit der Summanden zueinander berueck-
siclltigt. Der dritte noch freie Elngang eines jeden Fulladders 
In der naechsten Zelle wlrd dazu benutzt, den naechsten Sum-
mantlen aufzusummieren. 
In jeder Zeile liefert der am weitesten rechts stehende Full-
Fulladder ein Bit des Ergebnisses. Han erhaelt also auf der 
rechten Seite der Hatrlx die n lower bits des Ergebnlsses der 
Hultlpllkation. Aus der letzten Zelle werden je n Summen- und 
Uebertragsblts geliefert. 
Diese Hatrlx bildet den Kern des Algorithmus , wir nennen sie 
HULTIPLIZIERHATRIX. 
2) Danach scilliessen sich zwei Fulladderzeilen an, die die Vorzel-
chenkorrektur erledigen. Han rechnet lelcht nach, dass bei Dar-
stellung im Z-Komplement folgendes gilt: 
sel c:= c[n-l J .. " c[l J c[OJ, 
n-Z 
w(c) := z:: c[I1.20"1 - c[n-l1.2**(n-l) 
1=0 
helsst zu c gehoerlge 2-K-Zahl, 
n-1 
wD(c) := ~ c[i1.2*~· 1 
1=0 
helsst zu c gehoerige Dualzahl, 
n-Z 
wl (c) := E cU1.2*"1 
1=0 
hei cs ! il! C gehgeriger Betragt 
dann ist 
w(a)*w(b) = wO(a)*wO(b) - 2**n(b[n-ll*w1 (a)+a[n-ll*w1 (b». 
Wir koennen das vorzelchenkorrlglerte Ergebnis also so berechnen: 
Die Hultipliziermatrlx berechnet (In durch Summe und Uebertrag 
dargestellter Form) wO(a)*wO(b). 
1m Fall a[n-1 l=l , 
b[n-ll=O (d.h. a negativ, b poSltiv) 
addieren wir b'+l (b' sel das bitwelse I<pmplement von b), 
im Fall a[n-ll=O, 
b[n-1l=1 (d.h. a positiv, b negativ) 
addieren wlr a'+l, 
im Fall a[n-1 l=b[n-1 l=l (d. h. a, b negati v) 
addieren wlr a'+b'+l+l. 
Wir realisieren dies durch zwei weltere Zeilen von Zellen, die 
wieder im wesentlichen aus Fulladdern bestehen. Die Uebertraege 
werden nach links unten. die Summen senkrecht nach unten weiter-
geleitet. Die uebertrae~e der am weitesten links stehenden Full-
adder blelben unberueckslchtlgt. (Das Ergebnis der Hultipllkatlon 
lweler n-blt Zahlen ist immer als 2*n-bit Zahl darstellbar l ) 
Als Ergebnis erhalten wir je n Summen- und Uebertragsbits. 
Wir nennen dlese Stufe VORZEICHENI<ORREI<TUR. 
3) In einer letzten Stufe, der ADD1ERSTUFE, werden dlese n Ueber-
trags- und Summenblts durch einen n-blt Addierer zu den 
n higher bits des Ergebnisses umgewandelt. 
Wir geben jetzt die genaue Beschreibung des Hatrix-Hultlpllzierers, 
lndem wir die Zelltypen exakt funktional beschreiben und ihre Ein-
fuegung ins Bit-Slice Konzept angeben. 
Die Hultipliziermatrix besteht aus zwel Zelltypen Hf, Hfd. 
Hfd steht In der Dlagonalen von links unten nach rechts oben, 
sonst steht ueberall Hf. 
Ole Zellen haben folgendes Ausehen: 
y 5 in x c in 
z z 
s s out 
WLB WLB 
Fuer Hf gilt : 5 out = 
-
x&z ill 5 In @ c _In, 
c ou t = x&z&{s I n(!)c In) s In&c In. 
Fuer Hfd gilt : y = Z, 
5 all t = x&z @ s in GJ c _In, 
-
c out = x&z&{s I n(!)c In) 5 In&c In. 
Die Vorzelchenkorrektur setzt slch aus sechs Zelltypen zusammen. 
Die erste Zelle besteht aus Zellen des Typs Ha, elner rechten 
Randzelle Hac und elner llnken Randzelle Hav. 
Die zweite Zelle besteht aus Zellen des Typs Hb, einer rechten 
Randzelle Hbc und elner llnken Randzelle Hbv. 
Die Zellen haben folgendes Aus5ehen: 
z 
c 
Fuer Ha gilt: s_out = z&x' $ s_in $ c_in, 
c out = Z&X'&(5 In$c In) I 5 in&c in. 
Fuer Hav gilt: y = z, 
s_out = z&x' $ 5_in $ c_in, 
c_out = z&x'&(s_lnec_in) 5 In&c_in. 
Fue r Hac gilt: z = c, 
s_out = z&x' $ 5 in $ c in. 
c_out = z&x'&(s fnec Inf 1'5 in&c in. 
Fuer Hb gilt: 5 out = z&y' $ s_in $ c_In, 
c out = z&y'&(s_infflc_in) I 5 in&c_In. 
Fuer Hbv gilt: x = Z, 
5_0Ut = z&y ' $ 5_in @ c_in, 
c_out = z&y ' &(s_in$c_inl I s in&c_in. 
Fuer Hbc gilt: z = C, 
5_out = z&y' $ s_in $ c_in, 
c out = z&Y'&(5_in$c_inl I s in&c In. 
De r gesamte Hultlpl!zierer hat folgendes Aussehen: 
Multi-
plizier-
matrix 
Vor-
zeic he 
kor-
rektur 
32 Bit 
adder 
Matrix-Multiplizierer 
b(31J 0(31) b(3Q) 0(3Q) b(2J 0(2J b(1) 0(1) b(O) c(Q) 
h I h I h r h r h I 
Latch L L l-
f- - L 1-1- L L 
ITlT ITIT ITIT ITIT ITIT 
- l- I- - I-
~ Mf I- Mf I- - Mf Mf Mfd 1--1--
- l- f- - 1--1--
III 1111 lTTf 1111 III 
- I- - l-
~ Mf I- Mf I- - Mf +- Mfd Mf l- I--l- I- - .. l- I-
IIII IIII 1m IIII II " 
1111 1111 1111 1111 1111 
- l- f- - l- I-
~ Mfd I- Mf f- - Mf I- Mf t- Mf I-- I--l>- I- f- - f- ~ "-
III III IITI 1111 III 
- l- f- - f- 1-1- l-
Mav I- Ma Ma Ma l- f- Mac 
- f- - I-
III III 1m 
"" 
III 
- I- - l- I-
-
Mbv Mb f- Mb Mb I- Mbc - I-
'T-I ' I ' I 
- --
., 1-1 
' I' I 'I I 
~ ~ - -- ~ ~ y 
abloo d 
r-
I 
b 
T 
R 
E 
I 
B 
E 
R 
'--
I-
Ib r 
hbr 
Zur Erlaeuterung: 
Die Operanden a und b werden auf dem a-, b-Bus zur Verfuegung gestellt 
und in ein Latch gelesen. Von dort werden sle mit Hilfe von abload In 
die Matrix eingegeben. 
Ole lower bits werden durch Ibr auf den b-Bus geschrieben. 
Nach der Vorzeichenkorrektur llefert der Addlerer die higher bits, 
die durch hbr auf den a-Bus geschrieben werden. 
Die Korrektheit des Algorithmus 
Zudem wurde das Verfahren durch 
getestet: 
CAP-Simulation 
Verdipus-Slmulatlon 
Genauere Informatlonen dazu und 
Anhang zu finden. 
1st einslchtig. 
folgende Simulationen 
von Herrn R.Kolla, 
von Herrn S.Naeher, 
belde Uni. Saarbruecken. 
die notwendlgen Listings sind 1m 
Abschliessend einige Bemerkungen zur Komplexltaet dieses 
Verfahrens. Han sieht sofort, dass folgendes gilt: 
A = O(n**2), 
T=O(n), 
AT**2 = 0(n**4), 
(d.h. das Verfahren ist vom theoretischen Standpunkt weit vom 
Optimum entferntl. 
1m Fall n=32 liefert obige Realisierung 
fuer die Flaeche: im wesentllchen 34*32 modifjzjerte Fulladder (=FA) 
und elnen 3Z-bit Addierer, 
fuer die Verzoegerungszelt: 1m wesentllchen 34 FA-delays 
und ein 3Z-bit Adder-delay. 
(Genauere Zelt- und Platzwerte sind erst nach elnem noch aus-
stehenden Design der Zelltypen moegllch.) 
IV) ITERATIVES ARRAY 
Wlr kommen zur zweiten Hethode, bei der eine Hultlplikation mit 
Hilfe eines iterativen Arrays durchgefuehrt wlrd. 
Vorliegende Bemerkungen stuetzen slch, ohne genauer ins Detail zu 
gehen, auf eine Arbelt von Oormldo ([OoJ). 
Grundlage des Arrays ist die folgende Zelle: 
(a,b,c,d,lsb,msb sind hier Z-bit Zahlen.) 
Q 
c 
b ==::=::( 
I.s. b. a m. s.b 
\ 
d 
/ 
Die Hultiplikatlonwird dann von folgendem array (n=8) erledlgt: 
y i y i y i y i 
6 6 , , 2 2 0 0 
10 10 10 1 1 o 1 01 01 1 1 
1 0 o 1 00 1 0 01 
P = 01 1 1 01 1 0 1 1 10 01 
Zur Komplexitaet laesst sich folgendes sagen: 
A=0(n''''2), 
T=O(n), 
AT**2 = 0(n**4). 
Bel e lner 32-bit Realislerung sind 16*16 Einzelzellen notwendig. 
Ents cheidend fuer die Effektivltaet 1st elne guenstige Reallslerung 
der Grundzelle. Die Grundzelle ist so komplex, dass eine Reallslerung 
mit weniger als 3 FA-delays nicht zu erwarten 1st. Damit ist eine 
Verzoegerungszeit von mehr al~ 3*31 FA-delays nicht zu verhindern. 
Dabei ist dann eine Vorzeichenbehandlung noch nlcht eingeschlossen, 
d.h. bei vergleichbarem Platzbedarf (elne Grundzelle benoetlgt min-
des tens den Platz von 4 FA) 1st eln deutllch schlechteres Zeltver-
halten als beim Hatrlxmultipllzierer festzustellen. 
V) HODIFIZIERTER BOOTH-ALGORITHHUS HIT WALLACE-TREE 
1m modifizlerten Booth-Algorithmus wird die Addition von n Summanden 
bel einer n-blt Hultiplikation durch die Addition von n/2 Summanden 
ersetzt, indem in Abhaengigkeit von je zwei (!) Bits des Hultlpli-
kators b die Werte 2*a,-2*a,O,-a oder a (unter Berueeksiehtigung der 
Stelligkeit) als Summanden aUfgenommen werden. Auf elne genaue Be-
sellreibung des Verfallrens und den Beweis der Korrektheit wird hler 
verziehtet. Han findet beides in [GrReNiJ. 
Die Addition der Summanden erfolgt dann mit einem Wallace-Tree, d.h. 
die Addierstufen werden baumartig angeordnet (zur exakten Definition 
sielle [SpJ). 
In [ReKuHaJ wird die oben beschriebene Hethode auf einen 24-blt Hultl-
pli z ierer angewendet. Die dabei auftretenden Probleme treffen natuer-
lieh auch auf den Fall n=32 zu: 
Der Platzbedarf steigt im Vergleich zur Version 1 um mehr als das 
doppelte, das liegt zum Teil auch an , Routing-Problemen, die zwischen 
den einzelnen Adderstufen auftauchen Isiehe [ReKuHaJ) und bei den 
heutigen Technologien nicht mit vernuenftigem Aufwand zu loesen sind. 
Zud e m wird der Platzbedarf durch die Berechnung von 2*a,-2*a,-a er-
hoeht. Yom Standpunkt der theoretlschen Komplexltaet gilt folgendes: 
I, = 0In**2*10g In», 
T = O(1og(n», 
AT**Z = 0In**2*10gln)** 3 ) . 
Oas Verfahren liefert also guenstige theoretische Werte, bei einer 
konll reten Realisierung In=32) tauchen aber grosse Probleme auf die 
vor allem 1m vergroesserten Platzbedarf und der starken Irreguiari-
tae t liegen. 
VI) REOUNDANTE ZAHLENOARSTELLUNG UNO BINAERER BAUH 
Zunaechst geben wir einen kurzen Ueberblick ueber das Verfahren: 
Die zwei Operanden a und b werden im 2-Komplement angellefert. 
Danach werden beide Operanden in redundanter Zahlendarstellung zur 
Basis 2 interpretiert I"Kodierung"). 1m folgenden werden wle bel der 
Schulmethode die n Summanden kreiert. Diese werden nun In einem bl-
naeren Baum aufsummiert . Oa es sich um Zahlen in redundanter Dar-
stel lung handelt, kann eine Addition in konstanter Zeit lunabhaenglg 
von der Laenge der Summanden!) ausgefuehrt werden. Am Ende liegt die 
Summe in redundanter Form vor, wir schliessen noch eine Dekodlerung 
an, nach der dann das Produkt von a und b 1m 2-Komplement vorllegt. 
Wir fassen das Prlnzip In folgender Sklzze zusammen: 
l a 1 I b 1 
, 
Kodlerung In red. 
Da rs t. zu r Basis 2 
1 ... J . .. J 
Addition ueber binaerem Baum lSI helsst Summand il 
Sl 52 53 54 . . . S(n-1 ) Sn 
~ 1- + 
+ 
V 
~ . . , J, . . . J. 
Decodlerung 
\ 
Produkt 
Als naechstes wird die Zahlendarstellung genauer erlaeutert. 
f) Redundante Zahlendarstellllng ~ur Basis Z 
Elne Zahl a = a[n-1J a[n-2J ... a[IJ a[O] helsst REDUNDANTE ZAHL 
ZlIr Basis 2, falls a[IJa{O,I .,-f}. 
1m folgenden zelgen wlr, dass sich ~wei redundante Zahlen addleren 
lassen, ohne dass der Uebertrag lalleft. 
5el dazll 
a = a[n-l] a[n-Z] a[O] 
b = b[n-l J b[n-2J b[o] 
d = d[n-l] d[n-Z] d[O] mit d[l] = a[i]+b[i] 
d[i] € {0,1,2,-I,-Z} 
1st dann die formale Summe von a und b. Wir formen d jet~t um In elne 
redundante Zahl, die der 511mme entspricht. Dazu wlrd d[l] In Ab-
haenglgkeit von d[i-1J (d[-1 ]:=0) durch die Summe 5[1] und den Ueber -
trag c[I] (d.h. dri] = s[1] + c[1]*Z) gemaess folgender Tabelle 
ersetzt: 
d[ i-I ]>0 : d [i) s [ i ] c[ iJ 
0 a 0 
1 -1 1 
2 0 1 
-1 1 0 
-Z a -1 
d[i-l]<=o: 0 a 0 
1 1 0 
2 0 1 
-1 1 -1 
-Z 0 -1 
Anha nd der Tabelle prlleft man nach, dass folgendes gilt: 
BEHA UPTUNG: 
Hit c[-1J := 0 gilt: sri] + c[i-l] E {o,I,-f}. 
Dami t laesst sicll d[n-l] d[n-Z] d[a] ersetzen durch 
s[n-l] s[n-2] 5[0] 
t c[n-l] c[n-Z] c[O) c[-I) und das wiederum ergibt 
ern] e[n-l] e[l] e[O] wobel e[l] := s[iJ+c[i-l) 
(s[n] := 0) 
Gema es s der Behauptung J.st e := ern] ... e[o] elne redllndante Zahl; 
auss e rdem stellt sle nach oblger Konstruktlon die 5umme von a und b 
dar. Bel der Derechnung von e[l] genuegt die Kenntnis der Bits a[l] 
b[I),a[l-IJ,bU-1J. Also erglbt sich die zweite ' 
BEHAUPTUNG: 
Ole Summe zweier redundanter Zahlen laesst sich un-
haengig von deren Laenge in konstanter Zeit berechnen 
und das Ergebnis liegt als redundante Zahl vor. ' 
BEISPIEL: 
a = 1 
° ° 
-1 -1 1 
° 
-1 ( 107) 
b = -1 -1 -1 1 -1 0 1 
° 
( -214) 
d = 0 -1 -1 
° 
-2 1 1 -1 
5 = 0 1 1 0 
° 
-1 1 1 
c = 
° 
-1 -1 
° 
-1 1 
° 
-1 
e = 
° 
-1 
° 
1 -1 1 -1 
° 
1 -107) 
2) Entwurf elner Addlerzelle 
Es wlrd elne Zelle entworfen, die das folgende lelstet: 
5ie flat als Eingaenge drei Zafllen aUJ, bUJ, c[1-11 (:{Q,1,-1J, dar-
gestellt im l-Komplement dureh Bits a[l,lJ,a[I,OJ,b[l,l),b[I,O], 
c[i-l,lJ,c[l-l,O]j ausserdem glbt es noch eln Eingangsbit V[1-1J, 
V[I-l)=l heisst: fuer die Summe der vorhergehenden Stelle gilt 
d[ 1-1 J<=O, 
V[1-l J=O helsst: d[ i-1 J>O; 
als Ausgaenge haben wir ein Bit V[iJ (Bedeutung analog zu V[I-l]), 
je zwei Bits c[I,1J , c[I,0],e[I,1],e[I,0), die dem Wert von c[I], 
bzw. e[iJ entsprechen. 
Dureh Aufstellen und geschlektes Auswerten der Funktionstabellen 
erhaelt man folgende Boole"schen Ausdruecke, die die gewuenschte 
Funktlonswelse slchern: 
V[IJ = a[i,OJ" & b[I,OJ " , 
cU,l) = 
c[I,O) = 
eU,l) = 
e[I,O) = 
VU-1J&a[l,lJ&b[I,O]" J V[I-1J&aU,0)"&b[I,1] J 
a[1,1]8.b[1,1J, 
V[ 1-1] " &a[!, 1]" &b[! ,0] J V[!-l]" &a[i ,O]&b[!, 1]" 
aU ,0)&b[1 ,0], 
( a [ I , 0] ea [ I , 1 ] IIlb [ I , ° ] Gl b [ I , 1 ) ) 8. V [ I -1 ] " & c [ I -1 , 0] " 
(a[ I ,0J(!la[ 1,1 ](])bU ,0]Ellb[ 1,1])" &c[1-1, 1], 
(a[I,0](J)a[I,1)(])b[I,0)lIlb[I,1]) "&c[l-l,O] J 
(a[1 , ° JlIla [1 , 1 ]!Ilb[! ,O](!lb[ 1,1 J)&V[1-1 ]t.c[l-1 ,OJ". 
Als Kurzschrelbwelse fuer die vier letzten Gleichungen benutzen wlr: 
ceiJ := cred(a[l],bUJ,V[I-1J) 
eli] := ered(a[I],b[1),cU-l],V[!-l]). 
fine kurze Ueberlegung zelgt, dass elne Reallslerung der Addler-
zelle schon mit weniger als 10 Gatterlallfzeiten moegllch 1st. 
Dlese Addierzelle wlrd als ~(ern In den Zelltypen des Hultlpllzlerers 
mit redllndanter Zahlendarstellung vorkommen. 
Wlr deuten im folgenden sklzzenhaft elne Reallslerung an. 
31 Sklzze einer Reallsierung des Hultiplizlerers 
Wlr gehen 1m folgenden davon aus, dass der Hultlpllkand a von 
oben , der Hultlpllkator b von rechts an das Hultlpllzlerwerk heran-
gefuehrt werden. Unten wlrd dann das Ergebnls erschelnen. 
Gemaess der zu Beglnn des Abschnittes angegebenen Skizze 1st als 
erstes die Kodlerung zu realisleren. Da eine 2-Komplement Zahl auch 
als redundante Zahl Interpretlert werden kann, bereitet die Kodlerung 
keine Schwierigkelten, deshalb gehen wir hler nicht naeher darauf eln. 
Danach werden die n Summanden mit Hilfe eines binaeren Baumes aufsum-
mlert. Bel n Summand en 1st dazu eln Baum mit log(n) Stu fen notwendlg. 
Wlr gehen zunaechst auf die erste Stufe ein, die die Blaetter des 
Baumes (die n Summanden) paarwelse aufsummlert. Wlr deflnleren dazu 
die Zelle ADD(II: 
slogn ... s2 a[ 1+2) a[1+1 J 
v [ i J V[I-l) 
c [ i ) c[1-l) 
b[j) b [j] 
b[j+l ) b[j+1) 
a[i+ 2] a [11 
a[ 1+1) a[ 1-1] 
5logn •.. 52 51 ali) a[i-l] 
Ole Funktlonswei5e der Zelle wird durch folgende Gleichungen ge-
geben: 
c[ 1) = cred (a[ 1+2)*b[j) ,a[ 1+1 )*b[j+1), V[ i-I) 
51 : ered(a[I+2)*b[j),a[l+IJ*b[j+l),C[l-I),V[I-1JI. 
Als naechstes definleren wlr die Addierzellen fuer die restllchen 
Stufen des blnaeren Baumes. Sle werden mit ADD(k), k=2, .•• ,10g(n), be-
zelchnet und haben folgendes Aussehen: 
slogn . .• s(k+l) sk s(k-l) a[l) a[l-1) 
V[l ) V[l-l ) 
cel) c[l-l ] 
slogn ... 5 (k+l) SK aU) a[i-1J 
dabel gilt: c[l] = cred(sk,s(k-l),V[l-lJ), 
SK = ered(sk,s(k-l),c[l-l),V[l-lJ). 
Um dlese Zellen korrekt mltelnander verknuepfen zu koennen, 1st 
noch der folgende Zelltyp notwendlg: 
VERSCHIEBE(k) fuer k=Z, .. . ,log(n) wlrd gegeben durch: 
slogn ... 5 (k+l ) sk s (k-l) aU) a[i-l) 
slogn ... s (k+l) SK a[i J a[i-l J 
Es gilt: SK = s(k-l). 
Damit sind aIle Zellen, die zum Aufbau des Hultiplizierers notwendig 
sind. definlert. Wlr geben nun an, wie diese Zellen zusammenzusetzen 
sind ': -
[s wird rekursiv elne Zelle function-bit-slice FBS(k), k=l, ... ,log(n), 
durell Zusammensetzell der obell eingefuehrten Zellen deflniert und 
z.~oJar : 
FBS(l) 1st gegeben durch ADD(l): 
FBS(l) ADD (1 ) 
FBS(k) 1st gegeben dureh Zusammensetzung von 
ADI)(k), VERSCHIEBE(k), FBS(k-l) auf folgende Art: 
FBS(k-1) I 
t · .. J, 
Versehiebe(k) 
FBSlk) .. i- · .. J, 
FBs(~.-1) 
J, · . . J, 
ADV(k) 
.j, · .. Ijt 
Dllreh Aufdoppeln von FRS(logln» laesst sich jetzt die Summation mit 
Hilfe des blnaeren Baumes elegant darstellen. 
AI; letzter Sc llrltt muss noch die Dekodlerung der entstellenden 
redundanten Zall1 vorgenommen werden, dies geschleht nach folgendem 
Prlnzip: 
Sel a = a[nJ a[n - 1J ... a[Ol elne redundante Zahl, aus a kon-
strui ere ll wir zwei 2-Komplement Zahlell a1 und aZ: 
a1 entsteht, Indem jede -1 In a dureh 0 ersetzt wird, 
a2 entsteht, inoem jede -1 In a durcll 1 IJnd jede 1 durch 0 ersetzt 
wird; darra ch 1st no eh a2 von a1 zu 5ubtrahleren . 
Han siellt leicllt, dass die elltstellende Z-Komplemellt Zall1 der red-
undarrten Zahl. a lund damit dem Ergebnis der Hultlpllkation) errtsprlcht. 
Die Dekodierung einer redundanten Zalll laesst sich also als Addition 
lweier 2-Komplement Zahlen auffassen. 
Fuer den Fall n=JZ erhalten wir folgenden Aufbau fuer das gesamte 
Hultlplizierwerk: 
a [31 ) a[30) 
~ t 
Kodierung 
~ 
r 
64-mal 
FBS(S) ... 
. 
• 
tc-
J, 
64-bit Adder 
zu r Decodierung 
~ .. 
a[1) a[O) 
t J, 
J. 
(-
FBS(S) 
· 
· 
· 
t-
J, 
/ 
b[O] 
b [ 1 ) 
b[30) 
b [ 31 J 
Damit ist der Entwurf des Hultlpllzlerers vollkommen sklzzlert. 
Eine Cap-Simulation, die die algorithmlsehe Korrektheit des gesamten 
Verfahrens Iinklusive der Korrektheit der Boole'sehen Ausdrueeke fuer 
die Adderzelle) testet und verdeutlleht, wurde fuer den Fall n=8 von 
Herrn R.Kolla durehgefuehrt Igenaueres slehe Anhang). 
Wlr untersuehen zum Absehluss die Komplexltaeten. Es gilt: 
A = 0In**2*10gln), 
T = Ollogln», 
AT**2 = 0In**2*10gln)**3), 
d.h. Yom theoretisehen Standpunkt aus gesehen handelt es sieh wie In 
IV) auch hier um einen "fast optimalen" Algorlthmus, im Bezug auf das 
Zeitverhalten 1st kein besserer bekannt. 
Komme,) wir nun zum Verhalten und Problemen bel der praktlsehen Re-
allsierung fuer n=32: 
Die Zeltverzoegerung laesst sleh nach obigem durch 
5*10 Gatterdelays 
+ 64-blt Adderdelay abschaetzen. 
Bei eJner guenstigen Adder-Realisierung ist dies wesentllch schneller 
als die Verzoegerungszeit des Hatrix-Hultiplizierers. Allerdings 
i~t bel VI) eine Vorzelehenkorrektur noeh nleht berueekslchtlgt, 
sie laesst sieh aber analog zu III) realisieren und ist hier des-
halb ,)ieht betraehtet worden. 
Die Probleme, die man dafuer in Kauf nimmt, liegen hauptsaeehlieh beim 
Platzbedarf. Es wird alleln eine Breite von mehr als 64*16 Leitungen 
benoetigt. Ausserdem 1st bel heutlgen Deslgnhilfsmitteln der rekurslve 
Aufball nur mit Huehe nachzuvollziehen. 
Versuchen wlr abschliessend ein 
VII) FAZIT 
Version 1 (Hatrix-Hultipllzlerer) Is.t wegen ihres regelmaesslgen 
nichtrekursiven Aufbaus und der Elhfachhelt der Zelltypen ohne 
Schwlerlgkeiten Ins Bit-Slice Konzept einzupassen. Nach elnem 
Design der Einzelzellen muesste eine konkrete Realislerung innerhalb 
kurzer Zeit moegllch sein. 
AIle Versuche einen qualltativ besseren Algorithmus zu entwerfen, der 
ebenso gut In dieses Konzept passt, llefern einen stark vergroesser-
ten Platzbedarf, ohne entsprechende Zeitverbesserungen mit slch 
zu brlngen (siehe iterative Arrays oder modifizierter Booth-Algo-
rithmus). 
Aus dlesem Grunde wurden In diesem Bericht In V) und VII Algorithmen 
untersucht, die ein wesentlich besseres (sogar "optimales") Zeit-
verhalten erwarten lassen, die aber nlcht oder ohne welteres nlcht 
In bl s ller uebllche DeslgnKon zepte passen. Es wurde aber versucht, 
Regelmaesslgkeiten in der algorithmischen Beschreibung bei der Re-
alisi e rung auszunutzen. 
Der en tscheldende Nachtell von V) (modiflzlerter Booth-Algorithmus 
mlt Wallace-Tree) ist die grosse Irregularitaet des Verfahrens, die 
eine angemessen "kurze" Beschreibung nlcht zulaesst . 
In VI) (redundante Zahlendarstellung und binaerer Baum) 1st eln Ver-
fahre n gegeben, das sich mit dem Bit-Slice Konzept allein nicht ange-
messen beschreiben laesst, das aber durch eine elegante rekursive 
Bes chreibung exakt wiedergegeben werden Kann. 
Elegante Beschreibung mittels Rekursion bietet sich bei allen AIgo-
rlthm en, die z.B. binaere Baumstrukturen benutzen , an. Da fast aIle 
'schn ellen" Algorithmen in irgendeiner Form Baumstrukturen verwenden, 
1st eine Beschreibung mit rekurslven HIlfsmitteln sinnvoll und wich-
tig. Auf die Entwicklung von Designmethoden oder -hilfsmitteln, die 
dies beruecks1chtlgen, sollte also nlcht verzichtet werden. 
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