Abstract. Nowadays, the field computed tomography (CT) encompasses a large variety of settings, ranging from nanoscale to meter-sized objects imaged by different kinds of radiation in various acquisition modes. This experimental diversity challenges the flexibility of tomographic reconstruction methods. Kaczmarz-type methods, which exploit the natural block-structure of tomographic inverse problems, are a promising candidate to provide the required versatility in a computationally efficient manner.
1. Introduction. Since the pioneering works of Cormack [15, 16] and Hounsfield [30] , the field of computed tomography (CT) has broadened considerably. While classical CT based on the partial attenuation of X-rays by matter continues to be a principal workhorse of medical diagnosis, several other applications have emerged over the past decades: for instance, state-of-the-art transmission-electron-microscopes (TEM) may resolve unknown structures in three dimensions down to sub-nanometer resolutions by acquiring a series TEM-images under different incident directions of the electron-beam [39, 43] . Moreover, the advent of coherent X-ray sources has enabled phase contrast techniques and thereby extended the scope of X-ray tomography to quasi nonabsorbing micro-and nanoscale objects such as single biological cells or viruses [13, 36, 28, 20, 4] . Other CT applications rely on gamma-rays or even cosmic myons to image strongly attenuating objects such as oil pipelines [32] or ancient pyramids [41] .
All of the above settings come with their own peculiarities: In electron tomography for instance, tomographic views may be typically only acquired for a few incident directions in a limited range due to radiation damage and geometrical restrictions. In phase contrast tomography, the acquired data is given by diffraction patterns, that relate to the actual projections of the object's refractivity in a highly non-trivial manner. Moreover, even the seemingly standard application of medical CT involves a generally nonlinear inverse problem.
Disregarding this nonlinearity may lead to severe artifacts associated with so-called beamhardening or photon-starvation effects [3, 40] .
To address this variety of different settings, there exist for once a large number of different preprocessing methods that aim to make the data "ready" for reconstruction by standard algorithms such as filtered backprojection (FBP) or its approximate analogue for cone-beam tomography, the FDK-algorithm [24] . While this enables fast reconstruction, the applied pre-corrections are often heuristic and limited in their effectivity. For this reason, variational reconstruction methods have received increased attention recently, see e.g. [48, 5, 52, 46, 47, 35, 10] . These start from an image-formation model for the considered setting, supplement it with additional a priori knowledge on the unknown object and expected data-errors and reconstruct by minimizing a cost functional that incorporates all of this information. While this approach is much more flexible in accounting for the peculiarities of a specific imaging modality, it suffers from computational complexity: typically, the optimization has to be carried out iteratively where each of the many iterations requires O(N 4 ) arithmetic operations -as much as a full FBP-or FDK-reconstruction. In current high-resolution CT applications with N 10 3 sampling-points along each dimension, this constitutes a major bottleneck.
Kaczmarz-type-or block-iterative methods like the (simultaneous) algebraic reconstruction technique (S)ART [26, 1] may provide a compromise between the flexibility of variational methods and the favorable complexity of FBP. By fitting only small data-blocks in each iteration, Kaczmarz-updates can be computed at lower computational costs than bulk-iterations on the complete data. SART, for example, updates the reconstructed object by matching its projection to the measured data under one tomographic incident direction per step. Moreover, Kaczmarz-methods are often observed to exhibit fast semi-convergence [42, 21] , arriving at accurate reconstructions already after O(1) fitting-cycles over the tomographic data set. If the iterations are sufficiently cheap to compute, this enables image-recovery at overall computational costs comparable to FBP or FDK. Recent variants of Kaczmarz-type schemes may also incorporate advanced priors such as total-variation-penalties via interlacing gradient-descentor proximal iterations [6, 2, 19] or block-structured primal-dual-methods [11] .
In the present work, it is shown that a very general class of regularized Kaczmarz-iterations (also called "Tikhonov-Kaczmarz" [17, 34] or "incremental proximal" iterations [7, 2] by other authors) for tomographic problems may be evaluated via efficient computational schemes of a similar structure as classical SART-steps. The approach is therefore named generalized SART (GenSART). The underlying idea is that -as long as the object is fitted to exactly one tomographic view per iteration -the computed updates will typically be uniform along the direction of the tomographic rays, i.e. a back-projection of some increment in the lower-dimensional projection-space. This reasoning holds true for both parallel-and cone-beam settings, a large variety of data-fidelity functionals, complicated image-formation models such as diffraction operators and different regularization terms. The potential of GenSART is demonstrated by outlining applications in Poisson-noise-adapted and outlier-robust tomographic reconstruction, X-ray phase contrast tomography as well as for a polychromatic CT model. This manuscript is organized as follows: §2 introduces the basic tomographic imaging model and gives some background on Kaczmarz-type reconstruction methods. In §3, the generalized SART principle is presented in an abstract setting, which is shown to be applicable to the considered Kaczmarz-iterations in §4. §5 outlines several applications of the proposed GenSART-schemes, for some of which numerical examples are presented in §6.
Background.
2.1. Tomographic imaging model. We consider general tomographic inverse problems, for which the dependence of the data g tot from the sought object f can be modeled as
. . .
   = F tot (P tot (f )) (2.1) P j are parallel-beam-or cone-beam projectors acting on a 3D-object density f ∈ L 2 (Ω) (L 2 (Ω) := {f : R 3 → R : f L 2 < ∞, supp(f ) ⊂ Ω}, h 2 L 2 := |h(x)| 2 dx) with support supp(f ) in a bounded open domain Ω ⊂ R 3 . The setting is sketched in Figure 2 .1. Note that (2.1) constitutes a semi-continuous tomography model in that f and the g 1 , . . . , g N proj are modeled as continuous images, but the number of tomographic views N proj ∈ N is finite. Fig. 2.1 . Sketch of the considered tomographic model: the measured data g j is given by a finite number of tomographic projections p j = P j (f ) of an unknown 3D-object f , mapped under additional image-formation operators F j . Top: parallel-beam example with diffractive image-formation (phase contrast). Bottom: cone-beam setup with absorption-contrast as in conventional CT.
In a parallel-beam tomography setup, each P j = P θ (j) maps f onto its line integrals along a certain incident direction θ ∈ S 2 := {x ∈ R 3 : |x| = 1}:
where n x , n y ∈ S 2 are chosen such that {θ, n x , n y } forms an orthonormal basis of R 3 .
In a cone-beam tomography setup modeled by P j = D s (j) , a single projection is given by line integrals along rays emanating from a point-source s ∈ R 3 \ Ω along all directions:
The maps F j in (2.1) denote (possibly nonlinear) image-formation operators, modeling the relation between the raw projections p j = P j (f ) and the data g j that is actually detected. For instance, the choice F j (p j ) = I 0 · exp(−p j ) models absorption-based X-ray tomography with monochromatic illumination of known intensity distribution I 0 . More complicated operators can be derived to model polychromatic CT or phase contrast tomography, for example.
Inverse problem and a priori constraints.
This work is concerned with reconstructing the an unknown object f from tomographic data g tot modeled by (2.1), i.e. in solving the following inverse problem:
Inverse Problem 2.1 (Tomographic reconstruction). For a given domain Ω ⊂ R 3 , parallelor cone-beam projectors P 1 , . . . , P N proj and image-formation operators F 1 , . . . , F N proj , reconstruct an object f ∈ L 2 (Ω) from noisy data g obs j = F j (P j (f )) + j for j = 1, . . . , N proj . (2.4)
As Inverse Problem 2.1 is typically ill-posed even in the trivial case where the F j are just given by the identity, one typically aims to exploit available a priori knowledge on the unknown density f to be reconstructed. Common a priori constraints include:
• Support constraints: f is known to be identically zero outside Ω ⊂ R 3 . Note that such constraints are already incorporated in the tomographic imaging model from §2.1.
• Box constraints: the admissible values of f may be bounded from below and/or above. For example, it is often physically justified to assume non-negativity, f ≥ 0.
• Regularity constraints: A certain smoothness of f is assumed in the reconstruction, for example by imposing that the total variation seminorm Ω |∇f | dx is small.
In addition to incorporating such constraints, one often seeks to account for an (approximately) known statistics of the data errors .
Reconstruction methods.
Variational methods:. The widely used filtered back-projection-(FBP) and FeldkampDavis-Kress (FDK) reconstruction algorithms often lack flexibility to accurately account for specific tomographic settings and available a priori knowledge. As a remedy, variational methods have been proposed. The idea is to minimize a generalized Tikhonov functional :
The data-fidelity functional S tot (g tot ; ·) may account for the expected data-error-statistics, while the penalty functional R tot allows to impose a priori knowledge on the object.
The main drawback of variational methods lies in their computational costs. If the minimizer in (2.5) is computed by generic (convex) optimization methods, such as primal-dual methods [12, 47] , fast iterative soft shrinkage [5] or the alternating direction method of multipliers [25, 46] , many iterations are typically needed for convergence. Moreover, each iteration usually involves an evaluation of the full tomographic projector P tot and its adjoint P * tot and thus amounts to similar computational costs as a complete reconstruction by FBP or FDK.
Kaczmarz-type methods:. One approach to decrease the number of expensive evaluations of P tot and P * tot compared to (bulk) variational methods is to exploit the block-structure of Inverse Problem 2.1 by performing cyclic iterations on the sub-problems g obs j = F j (P j (f ))+ j . We consider such Kaczmarz -or block-iterative-methods in a general variational form
The processing order {j k } is typically chosen as an integer number of cycles over the whole data, given by permutations of the indices {1, . . . , N proj }. Provided that the functionals S k , R k in (2.6) relate to S tot , R tot in (2.5) in a suitable manner, Kaczmarz-schemes may yield similar reconstructions as the associated bulk variational methods, as will be seen in §2.4.
The formulation (2.6) generalizes classical Kaczmarz-iterations, see e.g. [42, §V.3] :
The well-known algebraic reconstruction technique (ART) [33, 26] is an analogue of this approach applied to a fully forward model, where the projectors P j k are replaced by single rows of a projector matrix. On the other hand, simultaneous ART (SART), proposed in [1] as a heuristic approach to stabilize ART by simultaneously updating all matrix-rows corresponding to a single tomographic projection, can be interpreted as the discretization of an analytical formula for the Kaczmarz-iterate in (2.7). This will be seen in §3.2.
2.4.
Convergence of Kaczmarz-iterations and relation to Tikhonov regularization. Classical Kaczmarz-iterations of the form (2.7) are known to exhibit fast semi-convergence, typically yielding a regularized reconstruction within O(1) cycles while increasingly amplifying data-noise if more iterations are preformed, see [21] and references therein. Recently, Kindermann and Leitão [34] obtained a much more concise characterization of convergence for regularized (Tikhonov-)Kaczmarz-iterations, based on previous work by Elfving and Nikazad [22] . One of their principal results (cf. [34, Theorem 3] ) can be cast to the following form:
for k = 0, 1, . . . , 2N − 1, the final iterate minimizes a bulk Tikhonov-functional:
Theorem 2.2 is applicable to the considered Kaczmarz-iterations in (2.6) if the datafidelities S k are quadratic, the maps F j are linear and R k (f ) = α f − f k 2 X for some Hilbertspace-norm · X . For this case, it states that already one symmetric Kaczmarz-cycle essentially yields a minimizer of the associated bulk Tikhonov functional, up to a slight modification of the data-fidelity term by the operator W in (2.9). Notably, W deviates from the identity only by contributions of order α −1 . This implies that the result is not applicable to the limit α → 0 of the classical Kaczmarz-method (2.7). On the contrary, for sufficiently large α, Theorem 2.2 shows that regularized Kaczmarz-iterations may be used to approximate Tikhonovminimizers, i.e. to emulate bulk variational methods -at least in the considered quadratic setting. Other convergence results pointing in a similar direction are given in [6, 7, 2] .
2.5. Contribution. In order for Kaczmarz-methods to provide a truly efficient alternative to bulk variational approaches, essentially two conditions have to be satisfied:
1. The iterates f k arrive at a reasonable reconstruction after few cycles (ideally one).
2. The individual Kaczmarz-iterations may be evaluated at low computational costs.
The convergence theory reviewed in §2.4 indicates that condition 1 is often fulfilled, in agreement with empirical observations for Kaczmarz-reconstructions in practice. The present article, on the other hand, does not focus on convergence but contributes to meeting condition 2 by proposing computationally efficient solution-formulas, termed generalized SART-schemes, for Kaczmarz-iterations of the general variational form (2.6).
3. The Generalized SART-Principle.
Preparations: notation and analysis of the projectors.
In order to analyze the Kaczmarz-iterations (2.6), we need some properties of the projection operators P ∈ {P θ , D s } for a single incident direction θ or source position s, see §2.1. First of all, we note that different values of θ and s merely correspond to a rotation and shift of the coordinate system, respectively. We may therefore restrict our analysis without loss of generality to the cases θ = (0, 0, 1) T and s = 0, i.e. to the operators
where we have defined the ray-segments intersecting Ω in the parallel-or cone-beam setting:
To enable a unified treatment of parallel-and cone-beam settings, we set D := R 2 if P = P and D := S 2 if P = D.
We define the ray-density functions w P and (weighted) unit-projections u P ,ũ P :
where 1 Ω ∈ L 2 (Ω) is the constant 1-function in Ω. Note thatũ P = u P for P = P, whereas u P = u P for P = D, and that
Back-projections:. We introduce the back-projections corresponding to P and D:
ϕ , which are exactly the integrationdomains in the definition (3.1) of P and D, respectively. In particular, this implies that
and all w, p for which this expression makes sense.
Spaces:. We study the maps P, D as operators between spaces of square-integrable func-
For simplicity, we restrict to real-valued functions throughout this work, although all results naturally carry over to the complex-valued case. To avoid confusion, it is crucial to note that our notation will follow Convention 3.1:
Adjoints:. For P ∈ {P, D}, it can be shown that P :
is a bounded linear operator. The adjoints are given by (weighted) back-projections (see e.g. [42, 37] ):
Notably, the relation (3.5) applied to (3.7) yields
Remark 3.2. The formula (3.8) is of high computational value: it states that, while evaluations of the operators P and P * alone may be complicated and costly to compute, the composition P P * can be implemented as a simple pointwise multiplication of projections. This observation is a key ingredient to an efficient computation of Kaczmarz-iterates.
Geometric characterization:. In the analysis, we will need to consider weighted projectors:
Note that the expression is well-defined by Convention 3.1 sinceũ P (x) > 0 for all x ∈ D P . At the first glance, the definition of P iso may still seem artificial. Yet, it enables a compact geometric characterization of the projectors, which is probably common knowledge at least for P = P, see e.g. [42, § V.4.3] . The proof of the following result is given in appendix A:
is bounded with norm 1 and the adjoint P * iso :
is isometric. In particular, P iso and P * iso have closed range, P * iso P iso is the orthogonal projection onto range(P * iso ) and
3.2. L 2 -SART: a promising example. As a motivation for the general result presented in the subsequent section, we consider an example of Kaczmarz-iterations, that turn out to be computable via a simple analytical formula. Let the iterates be defined by
with regularization parameter α > 0 and g obs j k ∈ L 2 (D P ). The unique minimizer of this variational problem is given by the solution to the corresponding normal equation:
The second equality in (3.11) uses an identity from functional calculus, see e.g. [23] . According to (3.8) 
where all arithmetic operations are understood to be pointwise.
Relation to SART:. By exchanging the continuous object density f k , projection data g obs j k , projector P j k and unit-projectionũ j k in (3.12) with suitable discretizations
∈ R m , a numerically implementable update-formula is obtained:
where denotes element-wise division of vectors. Notably, the iterate f k+1 from (3.13) is in general not a solution to the discrete analogue of (3.10), i.e. typically
-is not diagonal for standard discretizations. Interestingly however, the update (3.13) is closely related to SART, that was originally derived without reference to the continuous model. The classical SART-update [1] can be written as
(1), (3.15) where 1 = (1, 1, . . . , 1) T denotes one-vectors of suitable length. In the parallel-beam case
3) and (3.4). The term P j k (1) in (3.15) can thus be identified withũ j k in (3.13) and the division by P * j k
(1) is just redundant from the perspective of the continuous model. Accordingly, the SART-update (3.15) essentially corresponds to the limit α → 0 of (3.13). Since (3.13) has been derived as a discretization of (3.10), SART (3.15) may thus be interpreted as a formula to compute the classical Kaczmarziterations in (2.7). Conversely, (3.13) can be seen as an L 2 -regularized SART-variant.
The SART-Scheme:. Analogously to classical SART, the update-formula (3.13) computes the Kaczmarz-iterate in (3.10) via a highly efficient non-iterative scheme, that requires only a single evaluation of P j k and P * j k each:
Notably, the actual data-fitting step (2) works exclusively on 2D-projections g j k , p k ,ũ j k ∈ R m , which are typically discretized by m = O(N 2 ) pixels and thus low-dimensional compared to the discrete 3D-objects f k ∈ R n with n = O(N 3 ) (N sampling-points per spatial dimension). This renders step (2) cheap to compute, so that the total computational costs of Scheme 3.4 are essentially that of the evaluations of P j k and P * j k in steps (1) and (3). Combined with the fast (semi-)convergence of Kaczmarz-methods in O(1) cycles (see §2.4), this implies that L 2 -SART-schemes allow to compute reconstructions at a favorable computational complexity of O(1) evaluations of the full projector P tot = (P 1 , . . . , P N proj ) and P * tot , compare §2.3. 3.3. Generalized SART framework. In §3.2, it has been shown that L 2 -Kaczmarziterations (3.10) can be evaluated in a simple and efficient manner although they involve a seemingly complicated optimization problem. Motivated by this result, we explore in how far more general Kaczmarz-iterations permit an efficient computation analogous to the SARTlike Scheme 3.4. For notational convenience, we drop the subscripts in (2.6) at this point and abbreviate the data-fidelity as S (p) := S k g obs j k
; F j k (p) , absorbing the maps F j k into the functional. Thereby, the considered Kaczmarz-iterations are cast to the generic form
On the right-hand side of (3.16), it has been used that (P, S) may be replaced by any pair (P ,S) of modified projectors and data-fidelities, provided thatS(P (f )) = S(P (f )) for all f ∈ L 2 (Ω). We have to exploit this freedom since our mathematical framework will requirẽ P to have closed range, which is not satisfied forP = P ∈ {P, D} :
but only for suitably weighted versions likeP = P iso , compare Theorem 3.3. We consider the optimization problem in (3.16) for a general bounded linear operatorP : X → Y on Hilbert spaces X, Y . In this setting, we find that the key ingredient to computing (3.16) via a SART-like scheme is the following assumption on the geometrical compatibility ofP and R: Assumption 3.5. LetP : X → Y be a bounded linear operator on Hilbert spaces X, Y with null-space kern(P ) = {f ∈ X :P (f ) = 0} such that range(P ) =P (X) ⊂ Y is closed and let R : X → R ∪ {∞} be a functional. Assume that there exists an
Assumption 3.5 ensures that the penalty functional R uniformly penalizes deviations from a certain reference element f ref by elements from the null-space ofP . If this condition is satisfied, (3.16) can be evaluated according to our principal theorem: Theorem 3.6 (Generalized SART-principle). Let Assumption 3.5 be satisfied and letS : Y → R ∪ {∞} be any functional. Assume that there exists a minimizer
Then there is a (possibly distinct) minimizerf new ∈ X of (3.17) given by
Conversely, anyf new given by (3.18) minimizes (3.17). Furthermore, if strict inequality holds in (A) whenever f 0 = 0, then all minimizers of (3.17) are of the form (3.18).
Proof. Let ∆f := f new − f ref . SinceP has closed range, the same holds true for the adjointP * by the closed-range-theorem. Hence, there is an orthogonal decomposition X = range(P * ) ⊕ ⊥ kern(P ) so that, in particular, there exist f 0 ∈ kern(P ) and ∆p ∈ Y such that ∆f =P
Moreover, it holds thatS P (f new ) =S P (f new ) sincef new − f new ∈ kern(P ). Thus,
where the left-hand side is strictly smaller iff new = f new under the additional assumption that strict inequality holds in (A) for f 0 = 0. This proves thatf new is a minimizer and that f new = f new must hold in the case of strict inequality. Moreover, ∆p satisfies
which proves (3.18) . For the converse statement, letf new be given by (3.18) . Thenf new minimizes the cost-functional C(f ) :
,f new also minimizes C over X = A + kern(P ) and hence solves (3.17).
We aim to apply Theorem 3.6 to the tomographic Kaczmarz-iterations in (3.16). Although stated in an abstract manner, the result is particularly well-suited for this application:
(a) The optimization problem (3.18b) is on the image-space Y ofP (projection-space), which is much lower-dimensional than the object-space X in the considered setting.
(b) The operatorPP * appearing in (3.18b) is trivial to evaluate for tomographic projectors P ∈ {P iso , D iso }, contrary toP orP * alone (see Remark 3.2 and Theorem 3.3).
To apply Theorem 3.6, literally nothing has to be assumed on the functionalS, so that the result offers complete freedom in the choice of the data-fidelity S in (3.16). What remains is to verify Assumption 3.5 forP ∈ {P iso , D iso } (or related choices) and suitable penalties R. This is established in §4. We refer to the resulting formulas of the kind (3.18) as generalized SART-or GenSART-schemes, aluding to their structural similarity to Scheme 3.4.
Admissible penalty functionals.
The aim of this section is to identify penalty functionals R = R k that satisfy Assumption 3.5, in which case the Kaczmarz-iterations in (2.6) can be computed via GenSART-schemes by virtue of Theorem 3.6.
Preliminary insights.
In order to gain an intuition for the admissible penalties, let us first discuss the meaning of the condition (A). It asserts that -relative to a certain reference object f ref -any deviation by an element from the null-space kern(P ) is penalized or at least does not decrease the value of R. For (weighted) parallel-beam projectorsP = P iso , elements in kern(P ) = kern(P iso ) = kern(P) are exactly functions that have zero mean along each tomographic ray, whereas an element f ∈ L 2 (Ω) is in range(P * ) = range(P * ) if and only if f is constant in Ω along the ray-direction, see §3.1. The gist of Theorem 3.6 for parallel-beam geometries can thus be stated as follows: if R uniformly penalizes oscillations along the rays, the increment computed in (2.6) is constant in ray-direction and thus
In cone-beam settingsP = D iso , the characterization of kern(P ) is identical as in the parallelbeam case. However, elements in range(P * ) = range(D * ) are only constant along the rays up to a scaling with the ray-density, see (3.7) .
In a nutshell, the above indicates that smoothing penalties, that tend to damp out variations of f new − f ref wherever possible, are promising candidates to satisfy Assumption 3.5. Indeed, it will be verified for (weighted) L 2 -, quadratic gradient-and general L q -penalties in the following sections. Before proceeding to the analysis of these settings, let us observe that convex combinations of admissible penalty functionals still satisfy Assumption 3.5. This enables an application of Theorem 3.6 to Kaczmarz-iterations with mixed penalties:
Proof. This follows by summing scaled versions of (A) for R 1 and R 2 .
4.2.
(Weighted) L 2 -penalties. As a simple candidate for admissible penalty functionals R within the framework of Theorem 3.6, we consider quadratic penalties of the form
where · X denotes the norm of the Hilbert space X. Owing to the geometric nature of the condition (A), it is straightforward to show that such a choice satisfies Assumption 3.5. Note that the result is not limited to tomographic projectors P ∈ {P, D}, but holds within the general abstract setting of Assumption 3.5: 
Proof. In the considered setting, the condition (A) follows simply by the orthogonality kern(P ) ⊥ range(P * ): for all p ∈ range(P * ), f 0 ∈ kern(P ), it holds that
Moreover, since f 0 2 X > 0 whenever f 0 = 0, strict inequality holds in this case. The equality in the third line simply follows by the defining property of the adjoint.
The abstract result from Lemma 4.2 can be applied to establish GenSART-schemes for general Kaczmarz-iterations with L 2 -penalty:
are uniquely determined by the GenSART-scheme
The result (4.5) constitutes a generalization of the L 2 -SART-scheme derived in §3.2 for arbitrary data-fidelities S. Indeed, the choice S(p) = p − g obs 2 L 2 in (4.5) reproduces the formula (3.12). Importantly, the optimization problem (4.5b) in projection-space no longer contains evaluations or P or P * and is thus easy to solve given that S is sufficiently simple. We omit the proof of Theorem 4.3 as it is just a special case of the following result:
Theorem 4.4 (Generalized SART with L 2 -penalty and weighted projector). Let P ∈ {P, D} :
Moreover, let λ : Ω → R with λ min ≤ |λ(x)| ≤ λ max for almost all x ∈ Ω and some constants 0 < λ min ≤ λ max < ∞. Then the minimizers of
with λ P = P (w P · |λ| 2 )/ũ P , w P denoting the ray-density introduced in §3.1. (3.9) . ThenP has closed range by Theorem 3.3 and M λ being an isomorphism. By settingS(p) := S(ũ
Proof. The bounds for
) is cast to the form (3.17). According to Lemmas 4.1 and 4.2, Assumption 3.5 is satisfied in the strict-inequalityversion so that the GenSART-Theorem 3.6 is applicable. Hence, the minimizers f new of (4.6) can be computed via (3.18) . Substituting the expressions forS,P , R and exploiting that 
Note that, once again, the optimization problem (4.7b) does not involve P or P * except in the form of the precomputable functions λ P . Theorem 4.3 is obtained from Theorem 4.4 by choosing λ := 1. Moreover, the theorem enables GenSART for weighted L 2 -penalties:
Moreover, let w : Ω → R >0 with w min ≤ w(x) ≤ w max for almost all x ∈ Ω and some constants 0 < w min ≤ w max < ∞. Then the minimizers of
where v P = P (w · w P ) /ũ P , w P denoting the ray-density introduced in §3.1. The more general, weighted GenSART-schemes from Theorem 4.4 and Corollary 4.5 enable interesting applications, as will be seen in §5.2.2. Moreover, note that the assumption that λ or w are bounded from below can be dropped at the cost of a more technical proof. Indeed, the formulas (4.7), (4.11) still make sense if λ or w vanishes in parts of Ω.
Gradient-penalties.
In order to enforce a certain smoothness of the reconstructed object, variational methods often use penalties that involve derivatives. Similarly, we seek to extend the above results to Kaczmarz-iterations (2.6) with quadratic gradient penalties:
are understood to be computed only within Ω ⊂ R 3 and D P ⊂ D, i.e. in particular not across boundaries (Convention 3.1).
By §4.1, one might hope that the gradient penalty in (4.12) satisfies Assumption 3.5 owing to its smoothing effect. Indeed, this turns out to be almost true, up to some complications arising from thickness-variations of the domain Ω. This is explained in the following.
For simplicity, we study the parallel-beam case,P = P iso , and continuously differentiable
By (4.13), the inequality (A) holds true if and only if the mixed integral on the right-hand side vanishes for all admissible p and f 0 . Now let us assume that Ω is convex with C 1 -boundary. Then we may write it in the form
give the entrance-and exit points of the tomographic rays into Ω. Hence, it holds that
In the second step, we exploited that
can be pulled out of the inner integral. Since a and b are continuously differentiable within the open set U := {x ⊥ ∈ R 2 : a(x ⊥ ) < b(x ⊥ )} by the assumptions on Ω, we can apply Leibniz' rule to the inner integrals in (4.14):
The first integral on the right-hand side of (4.15) can be identified as ∇P(f 0 )(x ⊥ ) and vanishes since f 0 ∈ kern(P iso ) = kern(P). The second term, arising from variations of the domain-boundary-functions a and b, does not vanish in general. Yet, it vanishes if either • a, b are constant within U . This is only the case for domains of the form Ω = Ω ⊥ × Ω for some Ω ⊥ ⊂ R 2 and Ω ⊂ R, such as cuboids aligned with the ray-direction.
• f 0 vanishes on the boundary of Ω.
(4.15), (4.14) and (4.13) indicate that either of the above restrictions may ensure that the inequality (A) is satisfied. We focus on the second one in order to retain geometrical flexibility of the object-domain Ω. In order to verify Assumption 3.5 in a Sobolev-space setting, we consider the subspace of functions with trace zero, W 1,2
(Ω), defined as the closure of the smooth and compactly supported functions C ∞ c (Ω) in the W 1,2 -topology. Firstly, we need to analyze the mutual behavior of the projectors and the gradient operator, as established by the following lemma, which is proven in appendix B:
Denote by ∇ D the gradient on the detection domain D ∈ {R 2 , S 2 } and by ∇ P the component of gradient in R 3 perpendicular to the local ray-direction of the projector P . Then it holds that
where w P is the ray-density defined in §3.1. Moreover, P B (p) ∈ W 1,2 (Ω) holds true if and only if u
It should be emphasized that the occurrence of bothũ P and u P in Lemma 4.6 is not a typo, but is indeed necessary to correctly cover the cone-beam case P = D. In a parallel-beam setting P = P, on the other hand, one hasũ P = u P and w P = 1, so that the expressions can be simplified. Lemma 4.6 permits to prove the admissibility of gradient-penalties, yet in a slightly restricted setting due to the "geometrical complications" explained above:
(Ω) and let R be defined by (4.12). Let X := (L 2 (Ω), ·, · P ) be equipped with the inner product f 1 , f 2 P :=
. Then Assumption 3.5 is satisfied if we restrict to elements f 0 ∈ kern(P ) ∩ W 1,2 0 (Ω) in (A) and strict inequality holds for all f 0 = 0. Moreover,
for all p ∈ L 2 (D P ) where possibly both sides may attain the value ∞.
Proof. By definition, it holds thatP = M • P iso • ι X , where P iso denotes the weighted projector from Theorem 3.3, M :
; f → f is the canonical embedding. The norms of X and L 2 (Ω) are equivalent since c ≤ w P ≤ C is bounded from below and above by constants 0 < c ≤ C. The bounds also imply that c 1/2 ≤ (ũ P /u P ) 1/2 ≤ C 1/2 by (3.3). Hence, ι X and M are isomorphisms so that P = M • P iso • ι X has closed range by Theorem 3.3. Moreover, it holds that ι * X (f ) = w
(Ω) and so R(f ref +P * (p) + f 0 ) = ∞ by (4.12), in which case (A) is trivially satisfied. Hence, we assume thatP * (p) ∈ W 1,2 (Ω) in the following. Then it holds that
We need to show that the mixed term on the right-hand side of (4.22) vanishes. However, this is a simple consequence of Lemma 4.6: sinceP * (p) ∈ W 1,2 (Ω) and
and we obtain by application of (4.19)
Inserting this result into (4.22) shows that the inequality (A) is satisfied for all f 0 ∈ kern(P ) ∩ W 
which, by Lemma 4.6, remains valid if the expressions attain the value ∞.
Lemma 4.7 enables GenSART-schemes for Kaczmarz-iterations of the form (3.17) with
L 2 -if the optimization is restricted to a slightly smaller choice set:
By Lemmas 4.1 and 4.2, this remains true for more general Sobolev-W 1,2 -like penalties,
is the Hilbert-space-norm of X in Lemma 4.7, which is identical to the L 2 -norm in the parallel-beam case P = P but not in a cone-beam setting P = D, since w P = 1 Ω but w D = 1 Ω . The general result reads as follows:
Proof. Let X := (L 2 (Ω), ·, · P ) and P : X → L 2 (D P ) be defined as in Lemma 4.7 and S(p) := S(u 1/2 P · p). Then the optimization problem (4.28) can be written in the form
where the functionals R 1 , R 2 : X → R ∪ {∞} are given by
χX : X → R ∪ {∞} is the indicator functional ofX := W 1,2 P (Ω), defined by χ(h) = 0 if h ∈X and χ(h) = ∞ otherwise. As range(P B ) = range(P * ) and kern(P ) = kern(P ), it holds that X = (range(P ) ∩ W 1,2 (Ω)) ⊕ (kern(P ) ∩ W 1,2 0 (Ω)). By Lemmas 4.2 and 4.7, Assumption 3.5 is thus satisfied forP : X → L 2 (D P ) and R = R j for j = 1, 2. According Lemma 4.1, the same is true for R := α(1 − γ)R 1 + αγR 2 . Hence, the GenSART-Theorem 3.6 is applicable to (4.30) so that a minimizers f new can be found via the scheme (3.18):
By Lemmas 4.2 and 4.7, the penalty term can be rewritten to
Moreover, as seen in the proof of Lemma 4.7, it holds thatP * (p) = P B (u To conclude this section, we make a few remarks on peculiarities of Theorem 4.8:
• The derived SART formula (4.29) only involves the unweighted unit-projection u P and back-projector P B and not the L 2 -adjoint P * : p → w P · P B (p). Accordingly, the ray-density-weighting of the back-projection in the cone-beam case is omitted. This is quite intuitive since back-projecting uniformly along the rays results in smaller values of the gradient-penalty functional (4.12) and thus a non-weighted back-projection can be regarded as the natural one in the considered setting. (Ω) all those, which have zero mean along these and vanish on the boundary of Ω. Accordingly, the "missing subspace", i.e. the orthogonal complement of W 1,2 P (Ω) within W 1,2 (Ω), must be composed solely of functions in kern(P ) that are linear along all ray-segments. In practice, the GenSART-iterates defined by (4.29) are thus expected to provide almost the optimum of the objective in (4.28) over all f ∈ W 1,2 (Ω) (or f ∈ L 2 (Ω)).
4.4. L q -penalties. The aim of this section is to demonstrate that Assumption 3.5 does not restrict the choice of penalty functionals R to quadratic ones. We consider L q -penalties
and define L q (Ω) := {f : f L q < ∞} as usual. We prove the admissibility of such penalties only for a parallel-beam setting P = P. An extension to the cone-beam case may be possible.
and let R : L 2 (Ω) → R ∪ {∞} be defined by (4.34). Then Assumption 3.5 is satisfied and
The proof of Lemma 4.9 is given in appendix C. For completeness, we state the GenSARTscheme that is obtained by applying Theorem 3.6 to the setting in Lemma 4.9: 
Then anyf new determined by the GenSART-scheme
also minimizes (4.36). If q > 1, then any minimizer f new of (4.36) is of the form (4.37).
Applications.
In the preceding sections, it has been analyzed in which abstract situations Kaczmarz-iterations of the form (2.6) can be computed via a generalized SART-scheme. In the following, the principal theory is applied to design tailored methods for various settings of tomographic imaging. Specifically, the aim is to exploit the extraordinary freedom that the GenSART-Theorem 3.6 offers in choosing the data-fidelity functionals S k and image-formation operators F j . Despite differences between the specific applications, it should be emphasized that all of the proposed methods are applicable for both parallel-and cone-beam acquisitiongeometries, without any requirements on the incident directions or source positions.
5.
1. Noise-model-adapted GenSART. As outlined in §2.3, variational-and Kaczmarztype reconstruction methods may account for the expected statistics of the data errors in Inverse Problem 2.1 by suitably choosing the data-fidelity functionals S k in (2.6). We illustrate this for Kaczmarz-iterations with a simple L 2 -penalty and fixed S k = S:
By Theorem 4.3, the minimizer can be computed via the SART-like scheme
where D j andũ j denote the projection-domain and weighted unit-projection of the projector P j , respectively, see §3.1. According to Bayesian theory, the Kaczmarz-iterations in (5.1) can be tailored for a specific (probabilistic) model of the data errors by choosing S as the negative log-likelihood of the fitted data g j k = F j k (P j k (f )) given the observations g obs where P(g obs j |g j ) denotes the probability of measuring g obs j given that the true data is g j . By inserting (5.3) into (5.2), generic noise-model-adapted GenSART-schemes are obtained.
Efficient closed-form optimization in projection-space:. For general noise-models and imageformation operators F j , the optimization problem in (5.2b) could still be hard to solve, in spite of being cast to the low-dimensional projection-space via the GenSART-approach. In the following, we therefore outline practically relevant settings where the optimization-step in the GenSART-scheme (5.2) may be performed at negligible computational costs.
Often, the data-errors at different spatial positions can be assumed to be stochastically independent. If the F j are pointwise operators, i.e. "F j k (p)(x) = F j k (p(x))" for all p and x (in particular if F j = id), the data-fidelity obtained via (5.3) is then of integral-form:
with some additive constant c ∈ R that does not affect the minimizer in (5.1). By substituting (5.4) into the the objective-functional to be minimized in (5.2), we obtain
The integrand in (5.5) depends only on point-evaluations of p, i.e. only on the local function value. As a consequence, the optimization in (5.2b) is equivalent to a family of scalar problems:
for almost all x ∈ D j k . Here, the usual proximal map of a functional has been introduced:
The prox in (5.6) can be typically evaluated numerically in O(1) floating-point operations. Hence, a discretized form of the optimization problem in (5.2) can be solved in O(m proj ), where m proj is the number of degrees-of-freedom of a discretized projection. This enables evaluations of (5.2) at literally the same computational costs as classical SART-iterations, compare §3.2 -even for highly non-trivial choices of S, as demonstrated by the subsequent examples.
(Weighted) L 2 -fidelities. For completeness, we mention the case of (weighted)
, which are adapted to data errors caused by Gaussian white noise of possibly spatially varying variance σ 2 j . For F j = id, this choice of S is of the integral form (5.4) with s j (x, y) := (y − g obs j (x)) 2 /σ j (x) 2 and a simple proximal map, prox (s j (x, ·)) (y, τ ) = (2σ j (x) 2 y + τ g obs j (x))/(2σ j (x) 2 + τ ). 5.1.2. Robust GenSART. As a first non-standard application, we consider the problem of robust tomographic reconstruction: systematic errors in the acquisition geometry or modelinginaccuracies due to nonlinear effects, as arising from metal-inclusions in soft tissue for example [3] , tend to produce large outliers in the data, i.e. errors with highly non-Gaussian statistics. In such a setting, an L 2 -data-fidelity is far too greedy in fitting the data.
The problem has been addressed by employing a more robust (Huber-)L 1 -term, see e.g. [2] , or even non-convex data-fidelity functionals such as the negative log-likelihood of the Student's t-distribution, as proposed in [8] . For trivial image-formation maps F j = id, these choices correspond to a data-term S(g obs j ; F j (p)) of the integral-form (5.4) with
Both functions in (5.8b) show the same quadratic growth behavior as y → |y| 2 for |y| ν whereas, for |y| ≥ ν, the growth is only linear in the L 1 -Huber-and logarithmic in the Student's-t-case. Accordingly, the resulting data fidelities S defined by (5.8a) and (5.4) behave like an L 2 -term for small deviations between the measured and fitted data, but penalize much less strongly when the deviations are larger, thereby yielding an increased robustness towards outliers. The proximal maps of s L 1 H ,ν , s s-t,ν are given by prox(s L 1 H ,ν )(y, τ ) = y − 2ντ y max{|y|, 2ντ + 1} (5.9a) prox(s s-t,ν )(y, τ ) = argmin s s-t,ν (x 0 ) :
The cubic equation in (5.9b) has one or three real roots x 0 , which can be computed analytically in O(1). In the case of three solutions, argmin {s s-t,ν (x 0 )} may be determined among these by simple trial-and-error. Consequently, the GenSART-scheme (5.2) can be evaluated efficiently via (5.6) for the considered robust data-fidelity terms. Notably, the simplicity of the L 1 -Huber-prox has already been exploited in [2] to construct efficient robust ART -iterations.
5.1.3.
Poisson-noise-adapted GenSART. In many practical applications of X-ray-or electron tomography, the data errors are primarily due to the Poisson-statistics of the detection process: detector pixels actually count a discrete number of incident photons or electrons over some exposure time t > 0, where the counts follow a Poisson-distribution. Disregarding this effect may lead to severe anisotropic noise in the reconstruction, for example when a sample in CT is so strongly absorbing along certain incident directions that only very few counts are detected (photon starvation, see e.g. [40] ).
If the detector is composed of m proj ∈ N pixels with spatially varying detection sensitivities ω i : D → R ≥0 , the measured data is given by a vector
where g j denotes the exact continuous data and X ∼ Poi(λ) means that X is a Poissondistributed random variable of intensity λ ≥ 0. In this setting, the log-likelihood in (5.3) leads to the discrete Kullback-Leibler-divergence, see [29] for details:
with the conventions that ln(0) = −∞ and 0 · ln(a/0) = 0 for all a ≥ 0.
Under the assumption that variations of the true data g j are negligible within the support of ω i (i.e. within a single pixel!), S Poi can be approximated in the form
(with the convention that 0/0 = 0) and c is independent of g j . The derivation is given in appendix D.
So far, we have not specified the image-formation operators F j , relating the data g j to the tomographic projections P j (f ). We consider two different acquisition modes:
• Dark-field imaging: The exact data is directly proportional to the projections, i.e.
F j (p j ) = I j · p j where I j is the illumination intensity. This applies for example to HAADF-STEM, a state-of-the-art electron tomography technique, see e.g. [39, 43] .
• Bright-field imaging: The tomographic data gives the relative attenuation experienced by the illuminating beam, i.e. F j (p j ) = I j · exp(−p j ). This is the model for classical (monochromatic) X-ray computed tomography.
Inserting these models into (5.12), it can be seen that the resulting data-term S(g obs j ; F j (p)) is of the integral-form (5.4) with
In the dark-field case, prox(s j (x, ·)) has a well-known closed form, see e.g. [29] . In the brightfield case, prox(s j (x, ·)) may be evaluated numerically by a few iterations of Newton's method. This admits an efficient implementation of Poisson-noise-adapted GenSART-schemes.
5.2.
Regularized Newton-Kaczmarz-GenSART. Regularized Newton-Kaczmarz methods have been proposed in [9] for the solution of general block-structured inverse problems
with nonlinear forward operators G j : X → Y j between Hilbert spaces X, Y 1 , . . . , Y N . In its simplest form, the approach boils down to performing Levenberg-Marquardt iterations on the different sub-problems G j (f ) = g obs j :
where
X → Y j denotes the Fréchet-derivative of the operator at f k . In the following, two nonlinear tomographic reconstruction problems are presented for which the iterations (5.14) can be computed efficiently via generalized SART-schemes.
5.2.1. Propagation-based X-ray phase contrast tomography. We consider the setting of (propagation-based) X-ray phase contrast tomography (XPCT), see e.g. [13, 4, 36, 44, 38] . In this experimental setup, the recorded data is given by near-field diffraction patterns, that relate to tomographic projections of the object density via a highly non-trivial image-formation operator F j = F : under the standard assumptions of an ideal, fully coherent X-ray beam and negligible absorption (often a very good approximation at high X-ray energies), the measured parallel-beam(!) data under the jth tomographic incident direction is modeled by
Here, | · | 2 denotes the pointwise squared modulus of a complex-valued field and D is the Fresnel propagator, which is given by a unitary Fourier-multiplier (F: Fourier transform):
wheref is the Fresnel-number of the imaging setup. The example matches the NewtonKaczmarz setting if we define G j (f ) := F (P j (f )). The Fréchet-derivative is given by
where the overbar denotes complex conjugation and Im the pointwise imaginary part. NewtonKaczmarz iterations for this problem with L 2 -data-fidelity and Sobolev-W 1,2 -penalty, as first proposed in [38] , are of the form (5.18) matches the setting of Theorem 4.8. Hence, within the minor approximation discussed in the end of §4.3, the minimizer may be computed via the GenSART-scheme
with residual r j k := g obs
The quadratic optimization problem in (5.19) can be solved for example by a conjugate-gradient method applied to the normal equation.
Polychromatic CT.
If the polychromatic nature of the X-rays in conventional CTscanners is neglected, so called beam-hardening artifacts may arise [3] . In [18, 31] , a simplified model for polychromatic CT has been proposed, which partially accounts for the arising nonlinear effects. Within this model, the detected intensity data g j for the jth tomographic projection is predicted as
Here, I 0 (ε) is the emitted intensity of the X-ray source at photon-energy ε and f is the spatially varying attenuation at some reference-energy ε 0 . Φ(ε)φ(f ) and Θ(ε)θ(f ) model the attenuation's photo-electric-and Compton-scattering-components, respectively. The main approximation is that these functions are assumed to be representable as a function of f multiplied by energy-dependent scaling factors:
Note that the expressions φ(f ) and θ(f ) are to be understood pointwise, i.e. φ(f )(x) = φ(f (x)) and θ(f )(x) = θ(f (x)) (with a slight abuse of notation). The scalar functions φ, θ : R ≥0 → R ≥0 interpolate known value-pairs {(f m , φ m )} and {(f m , θ m )} for different materials m = 1, 2, . . . in the imaged object, such as water, fat and bone, see [18, 31] for details. We assume that φ and θ are continuously differentiable.
Notably, the nonlinearity in (5.20) cannot be described by a nonlinear map acting on the projections, i.e. G j (f ) = F j (P j (f )), so that the setting does not seem to match our tomographic model (2.1). However, we may still compute the Fréchet-derivative:
, which yields
Using (5.23), Newton-Kaczmarz iterations (5.14) for the considered problem with an L 2 -penalty can be written in the form .24), we obtain the update-formula
where w j k denotes the ray-density to the projector P j k . Including the necessary computations of G j k (f k ) and λ j k (f k ), evaluating (5.25) requires three evaluations of the forward-and backprojectors P j k and P * j k , plus computationally inexpensive pointwise operations. Similarly efficient formulas may be obtained if the L 2 -data-fidelity in (5.24) is replaced by the Poisson-noise-adapted Kullback-Leibler term from §5.1.3.
Extensions.
The following section outlines different ideas on how to extend the generalized SART-approach to an even more versatile tool for devising efficient Kaczmarz-type reconstruction methods.
Box constraints.
Analogously as in other Kaczmarz-methods, box constraints f min ≤ f ≤ f max on the admissible values of the object f may be incorporated in GenSARTschemes simply by setting
after each iteration. This approach can be interpreted as interlacing projections onto the convex set {f ∈ L 2 (Ω) : f min ≤ f ≤ f max } and is standard in Kaczmarz-type tomographic reconstructions ever since the introduction of ART [26] .
Additional quadratic regularizer.
So far, the penalization in the considered Kaczmarz-iterations was always with respect to the preceding iterate f k . In addition, it might be desirable to impose a static regularizer such that the total penalty is given by
for α 1 , α 2 > 0, Hilbert spaces X, Z and a bounded linear operator T : X → Z. By writing the squared norms as inner products, the expression can be cast to the form α 1 ) and the constant c ∈ R is independent of f and thus irrelevant for the computation of the minimizer. Hence, the resulting Kaczmarz-iterations are of the same form as before, up to a modified reference solution f k → f k,ref and regularization parameter α → α 1 + α 2 . This means that also the derived GenSART-formulas only have to be modified by exchanging these parameters.
5.3.3. Kaczmarz-type splitting and primal-dual methods. Variational reconstruction methods seek to minimize terms of the form S tot (P tot (f )) + R(f ) with S tot (p 1 , . . . , p N proj ) = N proj j=1 S(p j ), compare §2.3. Often, this is achieved by some splitting method, alternating (sub-)gradient-descent-("forward-") or proximal ("backward-") iterations with respect to the data-fidelity S tot and the penalty functional R (or their duals), see e.g. [14] . It is straightforward to combine such an approach with a Kaczmarz-type strategy that exploits the blockstructure of S tot to reduce computational costs of the individual iterations. Examples of (primal) Kaczmarz-type splitting methods are given by iterations (∂R: subdifferential)
with stepsize-parameters τ k , σ k . Algorithms of this kind have been proposed and analyzed in [6, 7, 2] . Importantly, the proximal iteration for the data-fidelity, (5.29a), can be computed efficiently via the GenSART-scheme from Theorem 4.3. Similarly, GenSART-formulas may be used to compute proximal steps in block-primal-dual methods as considered in [11] .
6. Numerical examples. All of the GenSART-schemes from §5 have been successfully implemented as numerical algorithms. In the following, exemplary results are presented.
6.1. Implementation. In previous studies, Kaczmarz-type reconstruction methods have usually been derived for a discretized tomographic model. On the contrary, the theory in this work relies on properties of the parallel-or cone-beam projectors P ∈ {P, D} that are valid only in continuous space. In particular, while the generalized SART Theorem 3.6 is equally valid in finite dimensions, the tentative simplicity of P P * does typically not carry over to discretizations of these operators. Moreover, discrete analogues of the penalty functionals considered in §4 will in general no longer satisfy Assumption 3.5.
For this reason, we pursue a post-discretization strategy: we propose Kaczmarz-iterations within a continuous tomographic model, then devise GenSART-schemes for their computation using the results from the preceding sections and finally discretize these schemes to obtain numerically implementable SART-like iterations. If P ∈ R m×n , f ∈ R n , S, u ∈ R m are suitable discretizations of P, f, S, u P , then this would look as follows for L 2 -penalized Kaczmarz:
A drawback of the approach is that the discrete GenSART-update (6.3) in general does not exactly solve a discretized version of (6.1), i.e. f new / ∈ argmin f ∈R n S(P (f ))+α f −f ref 2
2 , but only up to discretization errors. While this inexactness might lead to numerical instabilities in principle, no such effects are observed for the examples in §6.2 and §6.3.
As usual, we assume discrete objects f ∈ R n and data g j ∈ R m proj to provide samples of the continuous quantities f ∈ L 2 (Ω) and g j on equidistant Cartesian grids. Pointwise operations on functions are then represented by element-wise operations of vectors. Integrals in continuous space can be approximated by summation over the entries of the corresponding vectors in the discretized model and derivatives can be implemented via finite differences. For example, L q -norms are then identified with q-norms in R n , i.e.
Discrete and continuous quantities can be related via sampling operators,
for voxels V i ⊂ Ω disjointly covering the object-domain Ω, and an analogous map S D :
See also [51] for alternative discretizations. Unit-projections and precomputations:. Recall that all of the generalized SART formulas in §4 and §5 involve (weighted) unit-projections u j orũ j . Clearly, discrete approximations u j ,ũ j of these are needed for numerical computations. For general object-domains Ω, these may be precomputed via u j = P j (1 R n ) andũ j = P j (w j ), where w j is a suitable discretization of the ray-density. In this case, GenSART-methods thus require one additional evaluation of the full projector (P 1 , . . . , P N proj ) prior to the actual iterations. However, for geometrically simple domains Ω such as boxes, cylinders and balls, u j = P j (1 Ω ),ũ j = P j (w j ) can also be computed analytically. Thereby, costly precomputations may be avoided.
Furthermore, discretized GenSART-schemes typically involve element-wise divisions by powers of u j orũ j . In accordance with Convention 3.1 for the underlying continuous-space model, such operations should only be performed for non-vanishing entries of u j ,ũ j . For all other entries, the result of expressions of the form p u µ j may simply be taken to be zero. 6.2. Robust tomography test case. As a first numerical example, we consider the application of robust reconstrution from tomographic projection data, as introduced in 5.1.2. To this end, we compare L 2 -regularized Tikhonov-regularization and Kaczmarz-iterations
with data-fidelities given by S tot g obs tot ; P tot (f ) = N proj j=1 S(g obs j ; P j (f )) where
The L 1 -Huber-and Student's t-functions s L 1 H ,ν and s s-t,ν are defined in (5.8) and s L 2 (y) := |y| 2 simply corresponds to an
H ,ν and s s-t,ν are plotted in Figure 6 .1(c). As numerical reconstruction methods, we consider for once a discretized version of the Tikhonov regularization in (6.6a), stated as Algorithm 6.1. On the other hand, we design a generalized SART-analogue, Algorithm 6.2, by discretizing the update-formula (6.6b). Note that the discrete analogue of the optimization problem in (6.6b) factorizes into a family of scalar problems just like in the continuous setting, see §5.1. This enables a highly efficient implementation of this step regardless of the choice s ∈ {s L 2 , s L 1 H ,ν , s s-t,ν }.
Algorithm 6.1 Robust Tikhonov reconstruction
Input:
Algorithm 6.2 Robust SART reconstruction
We test the different tomographic reconstruction algorithms for a 2D-phantom f exact of image-size 512 × 512 pixels composed of random ellipses, shown in Figure 6.1(a) . Note that such a 2D-setting can be treated as a limiting case of the 3D-geometries studied in this work. Parallel-beam data is simulated from the phantom under tomographic incident angles θ = 0 • , 1 • , . . . , 179 • . To avoid "inverse crime", different discretizations of the tomographic projectors are used in the data-simulation and the reconstruction. The simulated exact data is corrupted by Gaussian white noise of relative magnitude 2 % in 2-norm and additionally by systematic outliers: following [8] , we simulate 2 % randomly chosen dead detector pixels that measure a constant incorrect value in all projections. Such measurement errors manifest as horizontal stripes in the sinogram-plot of the tomographic data shown in Figure 6.1(b) .
The data is reconstructed with Algorithms 6.1 and 6.2 using the data-fidelities s L 2 , s L 1 H ,ν , s s-t,ν with regularization parameters α Tik = 300 and α = 2α Tik , the latter choice being motivated by §2.4. The robustness-parameter ν (compare §5.1.2) is taken as 20 % of the standard-deviation of the data. Algorithm 6.2 is run for one symmetric Kaczmarz-cycle, i.e. k stop = 2N proj and j k = j kstop−1−k for all k. The processing order j 0 , . . . , j N proj −1 of the tomographic projections is chosen according to a multi-level-scheme from [27] .
The Tikhonov results for the data-fidelities s ∈ {s L 2 , s L 1 H ,ν } (computed by a conjugategradient method and a linearly convergent primal-dual algorithm from [12] , respectively) are plotted in Figure 6 .1(d) and (e). It is not clear how to reliably minimize the Tikhonovfunctional for the non-convex Student's-t functional s = s s-t,ν so that this case is omitted here. The GenSART-results for all(!) data-fidelities are plotted in Figure 6 .1(f)-(h). For comparison, Figure 6 .1(c) also shows a reconstruction by filtered back-projection (FBP), computed using an implementation from the ASTRA-toolbox [50, 49] with default-parameters.
As expected, the results for L 2 -data fidelities ( Figure 6 .1(d),(f)) show pronounced ringand pattern-artifacts arising from the dead pixels -not to speak of the FBP-solution in Figure 6 .1(c). The artifacts are significantly reduced for the L 1 -Huber-reconstructions (Figure 6 .1(e),(g)). Finally, the reconstruction with the non-convex and even more robust Student's-t data-fidelity in Figure 6 .1(h) is almost completely free of artifacts.
Notably, for both the L 2 -and the non-quadratic(!) L 1 -Huber-term, the Tikhonov-and GenSART-reconstructions turn out to be qualitatively indistinguishable. This suggests that variational methods can indeed be emulated by Kaczmarz-iterations -even in settings where this is not predicted by the convergence theory from §2.4. At the same time, it should be emphasized that the computational costs are practically identical for all three GenSARTmethods, essentially amounting to two evaluations of the full projector P tot and its adjoint P * tot , which is significantly less than for the Tikhonov-reconstructions: for the non-quadratic L 1 -Huber-case the primal-dual algorithm requires 73 iterations, and thus 73(!) evaluations of P tot , P * tot , to converge to a prescribed accuracy of 1 % according to a criterion from [12] . 6.3. Newton-Kaczmarz-GenSART for experimental XPCT-data. For a second and somewhat more involved numerical test case, we implement the Newton-Kaczmarz-iterations for X-ray phase contrast tomography (XPCT) from §5.2.1. To this end, the obtained GenSART-formula (5.19) is discretized, where the gradients ∇ are replaced by finite-difference does not vanish for either of the indices, i.e. u jim = 0 and u jkm = 0. In a nutshell, this means that the discrete gradient ∇ must only be computed within the support of the unit-projection in accordance with Convention 3.1. Upon discretizing (5.19) , the optimization problem in projection-space assumes the form
where r k is the residual and T k = F [P j k (f k )] ∈ R m data ×m proj is the Fréchet-derivative of the discretized image-formation map F : R m proj → R m data . The U ∇,j ∈ R M grad ×M grad are diagonal, positive-semidefinite matrices that implement a discrete analogue ∇(p) → U ∇,j ∇(p) of the multiplication ∇(p) → u j · ∇(p) for gradients of continuous projections p.
With U j := diag(u j ) ∈ R m proj ×m proj and I ∈ R m proj ×m proj denoting the identity, (6.8) then amounts to solving the associated normal equation:
The map F as well as its derivative F [p] can be implemented using only fast Fourier transforms and pointwise operations, leading to a computational complexity of O(m data log(m data )). Accordingly, the above symmetric positive-definite problem can be solved efficiently by a matrixfree conjugate-gradient (CG) method. The obtained Newton-Kaczmarz-GenSART method is summarized in Algorithm 6.3, which is notably not limited to XPCT but may be adapted for a wide range of other image-formation operators F . Algorithm 6.3 Newton-Kaczmarz-GenSART (for X-ray phase contrast tomography)
% optional non-negativity constraint end for Output: final object-iterate f kstop We apply Algorithm 6.3 to experimental XPCT-data g obs tot ∈ R N proj m data from [38] , composed of N proj = 249 near-field diffraction patterns of size m data = 1024 2 pixels each, acquired in an (effective) parallel-beam setting under tomographic incident angles between 0 • and 173 • . The 3D tomographic data, measured at the synchrotron light-source PETRAIII (see [45] for experimental details), is visualized by orthoslices in Figure 6 .2(a).
It is known that the object f -a colloidal nano-crystal -is contained in a centered cube of size 256 3 voxels, which we take as the reconstruction volume Ω (support constraint). Moreover, the true values of f are known to be non-negative for physical reasons. We compute reconstructions using Algorithm 6.3 with f 0 = 0 and regularization parameter α = 500 in four different setups: with γ = 0 (i.e. pure L 2 -penalty) and γ = 0.8 (primarily gradientpenalization), with and without a non-negativity constraint, respectively. For each of these settings, one (non-symmetric) Kaczmarz-cycle is run, again following the MLS-scheme from [27] for the processing order of the data. Figure 6 .2(c)-(f) plots the central slices of the reconstructed 256 3 -voxel volumes perpendicular to the tomographic axis. For comparison, Figure 6 .2(b) shows the same view for the reconstruction from [38] , obtained by a similar L 2 -regularized Newton-Kaczmarz method, but without using a GenSART-scheme.
By nature of the imaged sample, the slices should show circular cross-sections of the colloids of constant density within a zero background, i.e. a binary image. It can be seen that all methods perform widely similarly in terms of contrast and resolution where the four reconstructions with Algorithm 6.3 ( Figure 6 .2(c)-(f)) seem to yield somewhat less blurry colloids with a higher contrast to the background than the reference-result in Figure 6.2(b) . Moreover, comparing Figure 6 .2(c),(d) to (e),(f) respectively, reveals the anticipated noisesuppressing effect of the gradient-penalty compared to pure L 2 -regularization, at essentially the same sharpness and contrast. Indeed, the reconstruction in Figure 6 .2(f) using both a gradient-penalty and non-negativity constraint seems closest to the expected ideal binary object and is arguably best suited for further image-segmentation and -analysis -despite the slight approximation involved in the computation via GenSART-schemes (compare §4.3).
7. Conclusions. In this work, efficient solution formulas have been proposed for the computation of regularized Kaczmarz-iterations (also known as "Tikhonov-Kaczmarz" or "incremental proximal iterations") for tomographic reconstruction. By their structural analogy and similar computational efficiency to classical SART-iterations [1] , the derived schemes are termed generalized SART (GenSART). Notably, the approach strongly exploits mathematical structures specific to tomographic inverse problems, namely the well-known fact that the acquired data for a single tomographic view only contains information on the projection of the three-dimensional object to a 2D-manifold. As a consequence, Kaczmarz-updates may often be computed in the lower-dimensional projection-space, reducing the computational costs.
As demonstrated in the manuscript, this enables efficient Kaczmarz-methods for various non-standard tomographic settings such as robust reconstruction in the presence of large outliers ( §5.1.2, §6.2), photon-starvation-( §5.1.3) and beam-hardening-resistant tomography ( §5.2.2) or phase contrast tomography ( §5.2.1,  §6.3) . The key feature of the GenSARTapproach here lies in its flexibility in the choice of the data-fidelity and image-formation model (including even non-convex choices) -essentially without effect on the computational costs! Note that this constitutes a crucial difference to (bulk-) variational reconstruction methods, where the number of required iterations typically grows dramatically as soon as nonquadratic functionals are to be minimized. The proposed methods are furthermore applicable to both parallel-beam-and cone-beam-tomography, absolutely regardless of the sampling in the tomographic incident directions and naturally incorporate support constraints on the unknown object, thus retaining the geometrical flexibility of SART.
In addition to (weighted) L 2 -penalties and Sobolev-W 1,2 -regularizers that can be directly incorporated into GenSART-schemes (yet, the latter with the flaw of a slight approximation, see §4.3), the approach may be combined with interlacing proximal-or gradient-descent iterations to enable advanced regularizers, as outlined in §5.3. Likewise, GenSART-formulas might serve to efficiently evaluate proximal maps in Kaczmarz-type primal-dual methods of the kind proposed in [11] . Such applications constitute promising prospects for future work.
Importantly, this work is not concerned with convergence of Kaczmarz-methods beyond known results (e.g. [34] ) but focusses on an efficient computation of the iterates. Yet, it clearly motivates a further analysis of Kaczmarz-convergence with non-quadratic data-fidelities.
Another important goal is parallelization: while GenSART-iterations are efficient in terms of computational complexity, Kaczmarz-methods are more sequential in nature than bulkvariational methods (though, by far not as sequential as ART). This complicates accelerating the approach by parallel computing, which for bulk methods can be readily achieved by using massively parallelized implementations of tomographic (back-)projections from the ASTRAtoolbox [50, 49] for example. If the issue of parallelization is resolved, the results of this work show that Kaczmarz-methods computed via GenSART-schemes may provide a highly efficient alternative to variational reconstruction methods -at almost the same flexibility.
Appendix A. Geometry of the Projectors.
Proof of Theorem 3.3:. We show that B iso :
is well-defined and isometric. Let p ∈ L 2 (D P ) be arbitrary. For P = P, we have
By introducing polar coordinates, we obtain the same for the cone-beam case P = D:
Accordingly, B iso : L 2 (D P ) → L 2 (Ω) is well-defined and isometric for P ∈ {P, D}. Since B iso (p) = P * (ũ −1/2 P · p), its adjoint is given by B * iso (f ) =ũ −1/2 P · P (f ) = P iso (f ). Hence, P iso = B * iso : L 2 (Ω) → L 2 (D P ) is bounded with norm P iso = B iso = 1. By the isometry-property, P * iso = B iso has closed range. According to the closed range theorem, the same thus holds true for P iso . As P * iso is isometric, P * iso : L 2 (D P ) → range(P * iso ) defines a unitary operator, which implies the characterizations of P * iso P iso and P iso P * iso = id L 2 (D P ) .
Appendix B. Projectors and Gradients.
Proof of Lemma 4.6:. Let f ∈ C ∞ c (Ω) be smooth and compactly supported. Then f can be identified with a function in C ∞ c (R 3 ) by simply extending it with 0 outside Ω (notably, this would not be true if we only assumed f ∈ C ∞ (Ω)).
We decompose the gradient into mutually orthogonal components along-and perpendicular to the rays: in the parallel-beam case P = P, the ray-direction is constant and points along the z-axis (without loss of generality). Accordingly, ∇ P is simply the gradient with respect to the remaining Cartesian coordinates x ⊥ , i.e. ∇ P = ∇ ⊥ . Since Ω is bounded, there exist constants a P < b P such that Ω is contained in the stripe R 2 ×(a P ; b P ) ⊃ Ω. Accordingly, we obtain by Leibniz' integral rule
for all x ⊥ ∈ R 2 . Here, it was used that the ray-density is constant in the considered parallelbeam case, w P = 1 for P = P. For the cone-beam case P = D, the gradient can be expressed in polar coordinates: if f (p) is defined by f (p) (ϕ, t) := f (tϕ), then
where the ray-density w D (x) = |x| −2 has been inserted. The gradient-component ∇ P f perpendicular to the ray-direction ϕ is given by the first term on the right-hand side. Since Ω is bounded and 0 / ∈ Ω, the domain is contained in some annulus, Ω ⊂ {tϕ : ϕ ∈ S 2 , a D < t < b D } for 0 < a D < b D . By another application of Leibniz' rule, this implies
for all ϕ ∈ S 2 . Equations (B.1) and (B.3) show that (4.16) holds for all f ∈ C ∞ c (Ω) and P ∈ {P, D}. Since P iso : L 2 (Ω) → L 2 (D P ); p →ũ −1/2 P · P (p) is bounded with norm 1 according to Theorem 3.3, this furthermore implies that
for all f ∈ C ∞ c (Ω) and c := min x∈Ω w P (x) > 0. As C ∞ c (Ω) is dense in W (Ω). Now let P B (p) ∈ W 1,2 (Ω). According to (3.4), P B (p) is constant within Ω along the ray-direction. Hence, the corresponding gradient-components vanish in an L 2 -sense so that ∇ P B (p) = ∇ P P B (p) . By inserting the expressions for ∇ P in the parallel-and cone-beam geometry, this yields for almost all (x ⊥ , z), tϕ ∈ Ω ∇ P B (p) (x ⊥ , z) = ∇ P P B (p) (x ⊥ , z) By decomposing the norm-integral into integrals perpendicular and along the ray-direction, respectively, we may now compute the L 2 -norm of ∇ P B (p) :
which proves (4.18). The equality (B.7) furthermore shows the equivalences
By continuity of ∇ : W 1,2 (Ω) → L 2 (Ω) and ∇ D P , it is sufficient to show (4.19) for f ∈ C ∞ c (Ω). Using the expressions for ∇ P B (p) derived above, we obtain Proof of Lemma 4.9:. Let p ∈ L 2 (D P ) and f 0 ∈ kern(P iso ) be arbitrary. If R(f ref + P * iso (p) + f 0 ) = P * iso (p) + f 0 q L q = ∞, then (A) trivially holds true. Hence, we may assume that f := P * iso (p) + f 0 ∈ L q (Ω). With the rays L P x ⊥ defined as in (3.2), we then have
where the inner integrals are finite for almost all x ⊥ ∈ R 2 . An application of Jensen's inequality to the convex function R → R; x → |x| q in these shows that, for almost all x ⊥ ∈ R 2 ,
Comparing to (2.2), we find that the integral within the modulus exactly corresponds to an evaluation of P = u 1/2 P · P iso . Since f = P * iso (p) + f 0 with f 0 ∈ kern(P iso ), this implies
for almost all x ⊥ ∈ R 2 . Substituting the estimate (C.3) into (C.1) proves (A):
In particular, (C.4) shows that P * iso (p) q L q = R(f ref + P * iso (p)) < ∞, i.e. P * iso (p) ∈ L q (Ω). Since PP * iso (p) = u 1/2 P · P iso P * iso (p) = u 1/2 P · p by Theorem 3.3, (C.3) furthermore yields
Now let q > 1 and f 0 = 0. Then x → |x| q is strictly convex so that strict inequality holds in (C.2) whenever the integrand z → |f (x ⊥ , z)| with f = P * iso (p) + f 0 is non-constant. The latter is clearly the case for some x ⊥ ∈ R 2 , as elements in kern(P iso ) are, on each ray L P Appendix D. Poisson-noise-adapted data fidelity. In the following, it is shown that the log-likelihood for Poisson-noisy data given in (5.11) can be approximated by the functional in (5.12) if variations of the true data g j within the supports of the ω i are negligible. Specifically, we assume that g j is "constant enough" in supp(ω i ) such that it may be pulled in and out of the integrals, i.e. for some x ji ∈ D ln (tM i (g j )) = ln 
