Abstract. We investigate the algebra F q (N ) introduced by Faddeev, Reshetikhin and Takhadjian [3]. In case q is a primitive root of unity the degree, the center, and the set of irreducible representations are found. The Poisson structure is determined and the De Concini-Kac-Procesi Conjecture is proved for this case. In the case of q generic, the primitive ideals are described. A related algebra studied by Oh is also treated.
introduction
Among the candidates for a quantized phase space is the algebra F q (N) introduced by Faddeev, Reshetikhin and Takhadjian [3] . It is promising since it both contain generators satisfying relations
and generators satisfying
The higher dimensional analogues of the former are often known as "the quantum affine space" (c.f. S. P. Smith, [13] ) whereas the latter is among the candidates for "the quantized Heisenberg algebra". We shall give the precise defining relations of F q (N) below in Section 2. In [3] it was called the quantized function algebra of Hermitian space -a name we hesitate to adopt. One reason is, as proved by Korogodsky and Vaksman [7] , that the algebra is connected with SU q (n, 1) and hence not directly connected with a hermitian symmetric space. Thus the name in the title. The algebra F q (N) is very closely related to the high dimensional quantum Heisenberg algebra ( [7] ) as well as to the so-called quantum symplectic space O q (spC 2n ). It is thus natural to expect that many features of those algebras will show up in F q (N) as indeed they do. We shall return to this connection when appropriate.
In the present article we analyze algebraic properties (center, degree) as well as the representation theory of F q (N) when q is a primitive root of unity. The algebra fits into the general framework of Procesi and De Concini ( [1] ). This first gives a tool for computing the center and the degree. Moreover, and more importantly, it yields a Poisson structure which, hypothetically is connected to the representation theory through the so-called De Concini-Kac-Procesi Conjecture ( [2] ). We prove that this conjecture is true in the present setting.
Section 2 gives the defining relations for the algebra and its associated quasipolynomial algebra. The relation to other algebras, especially the one considered by Oh ([11] ) is given.
Date: February 8, 2008 . 1 The second author is partially supported by NSF of China Section 3 describes the quite intricate arguments needed for obtaining explicitly the Poisson structure. The DKP Conjecture is then stated. Finally, the symplectic leaves are described, including their dimensions. In Section 4 the theory of De Concini and Procesi is briefly described and is then applied in Section 5 to finding the degree and more generally the canonical form of a certain number of quasipolynomial algebras. In Section 6, the irreducible representations are found and the conjecture is verified. It is made precise how the algebra in [11] also is covered by these results. Finally, in Section 7 we return briefly to the q generic case. In [11] , Oh described completely the set of primitive ideals for O q (spC 2n ). We show briefly that in our case, the primitive ideals can be described in a similar way.
definitions and basic properties
The quantum function algebra of the quantum space C N is an associative algebra generated by z 0 , z 1 , · · · , z N −1 , z
where q ∈ C * is the quantum parameter. 
Utilizing the relation Dσ = qσD, elementary computations now yield that the above formulas define a representation of the algebra F q (N) in an m N −1 dimensional space. If the quantum parameter q is a primitive mth root of unity where m is an odd positive integer the representation is irreducible. In fact,z Remark 3.1. Observe that up to a constant, the lowest order of q m −1, when expanded around ε is q − ε. Indeed, when m is an odd prime and ε = 1 is an mth root of unity, then (q
. It is also possible to let q → 1, but in this case, the Poisson structure is rather degenerate (c.f. below).
A connected submanifold which is a maximal integral manifold of the distribution defined by the Hamiltonian vector fields corresponding to the Poisson structure, is called a symplectic leaf. These define a foliation of C n . Let π be an irreducible representation of the algebra A. Then there exist a p = (
Assume that O π is a symplectic leaf containing the point p. The DKP Conjecture: For "good" m, In the conjecture, the point only enters through the leaf to which it belongs. To understand this, and also for further use, we need some observations from [1] :
Assume that we have a manifold M and a vector bundle V of algebras with 1 (i.e. 1 and the multiplication map are smooth sections). We identify the functions on M with the sections of V which are multiples of 1. Let D be a derivation of V , i.e. a derivation of the algebra of sections which maps the algebra of functions on M into itself. Let X be the corresponding vector field on M and let (t, p) → X t (p) denote the local 1-parameter group determined by X. Proposition 3.3. For each point p ∈ M there exists a neighborhood U p and a map (t, v p ) → φ(t, v p ) defined for |t| sufficiently small and v p ∈ V |Up which for each t is a morphism of vector bundles and which covers the 1-parameter group generated by X. Indeed, for each such t and each p ∈ U p , φ t induces an algebra isomorphism between V p and V Xt(p) . Now, suppose M is a Poisson manifold. Assume furthermore that the Poisson structure lifts to V i.e. that each local function f induces a derivation on sections extending the given Hamiltonian vector field X f determined by f . In the present general set-up, M = C n and for each y = (y 1 , · · · , y n ) ∈ C n , the fiber V y of V over y is given as
It was proved in [1] that the Poisson structure does lift in this situation.
On a symplectic leaf O the fibers of the algebra are isomorphic. Later on, when studying the representations of the algebra F q (N) connected with some leaf, our strategy will be to choose a good point p ∈ O. 
In order to prove this proposition we now state and prove a number of Lemmas.
Lemma 3.6. For any positive integer s
In particular, if q is an mth root of unity then the elements z 
and
We have the following formulas:
In particular, if q is an mth root of unity, then Ω is central.
Proof: This follows directly from the defining relations.
Moreover, since the right hand side makes sense for all n, we can define the left hand side by this formula. Doing this, we get that a t (s) = 0 for s = 1, · · · , t − 1.
Proof:
We have
.
Hence, if we set a −1 (n) = a n+1 (n) = 0, we get
In particular, ∀n : a n (n) = 1 and ∀n : a 0 (n) = 0. (3.13)
To check that (3.12) is satisfied by (3.10), observe that p t = (q −2t − 1) and that
As for (3.13) as well as the remaining assertion, observe that
is the (t, s)th entry of the matrix product A −1 · A where A is the (Vandermonde) matrix
Proof: Observe that
and Ω i+1 commute we have
Therefore
The coefficient of z
By Lemma 3.8 this may be written
The coefficient is clearly 1 if t = m. For all other values of t it is zero since then p b = 0 and thus
k we need more than the above Ω m , namely we need to show that all other terms vanish at the root of unity.
To ascertain this, consider more generally ( with z ↔ z k and Ω ↔ Ω k+1 .) Lemma 3.10. Assume that m is odd and that q is a primitive mth root of unity. Let
Proof: Let
The recursion relation is:
The solution is
Another way of expressing f i,j is as follows: Let Y i,j denote the set of "Young diagrams" with j rows with n k boxes in row k and such that i
It is easy to verify that (3.29) yields the solution to (3.27). Now observe that the function q n 1 +n 2 +···+n j is invariant under permutations. Also note that since 1 + q + · · · + q m−1 = 0, the sum of all q n 1 +n 2 +···+n j over the set
But, for the same reason, also the sum of q n 1 +n 2 +···+n j over sets of the form P
It follows easily from this that [d m,j (m)] = 0 for j = 1, · · · , m − 1. Finally observe that since m is odd (see also Remark 3.1), Figure 1 . For convenience, we list the Poisson brackets for the configuration above
Suppose that a * i = 0 for some i < i 0 . Let k 1 be the biggest such number (below i 0 ). The Hamiltonian vector field corresponding to a k 1 has the form
The integral curves (t is complex) of this have the form
So, we can flow to a point where a * k 1 = 0 unless we are in the exceptional case where
Consider again the point
Let, as before, i 0 be the biggest index such that a i a * i = 0. Let r 0 denote the number of non-zero coordinates (starred or unstarred) having an index greater than that i 0 . If a i a * i = 0 for all i, let r 0 denote the number of non -zero coordinates. Let i 1 denote the biggest index among those i < i 0 for which a i a * i + a i 0 a * i 0 = 0. Let i 2 denote the biggest index among those i < i 1 for which
= 0, let r 2 denote the number of non-zero coordinates a i and a * i with i 2 < i < i 1 . Continuing like this we obtain a sequence of indices 0 ≤ i s < i s−1 < · · · < i 1 < i 0 ≤ N − 1. And we set more generally r 2j equal to the total number of non-zero coordinates a i and a * i with i 2j < i < i 2j−1 .
Observe first that these quantities are invariant under Hamiltonian flow. Also, we may, according to the preceding, use Hamiltonian flow to move to a point in the same leaf where all coordinates a i and a * i , respectively, with i 2j+1 < i < i 2j are zero. We do that. Let us then take a closer look at the 2N × 2N matrix whose ijth entry is {x j , x i } where x i = a i−1 for i = 1, · · · , N, and x i = a * 2N −i for i = N + 1, · · · , 2N. The rank of this matrix is (of course) equal to the dimension of the symplectic leaf. The coordinates a i and a * i with i 2j+1 < i < i 2j now have non-zero Poisson bracket with each other and zero with any other coordinate. Thus, they contribute with a total of 2(i 2j − i 2j+1 − 1) to the rank.
Next observe that {a i 1 , b}, where b is some other coordinate different from a i 0 and a * i 0 , is proportional to {a i 0 , b}. The same observation holds for a * i 1 and a * i 0 and even a i 0 and a * i 0 have similar Poisson brackets. Using this, it is easy to use row and column moves to decouple the matrix into the direct sum of three submatrices -one of rank 2, one involving the non-zero
to the total rank. The last summand may then be attacked with the same strategy, and after a finite number of steps the result is obtained.
The total contribution to the rank from the first round is
If s = 2l let i 2l+1 = 0 and if s = 2l + 1 set r 2l+2 + 1 equal to the total number of points having an index smaller than i 2l+1 .
We thus get the following result:
Proposition 3.11. Expressed in terms of the introduced data, the dimension of the symplectic leaf O a containing a is given by
if s = 2l + 1.
The theory of De Concini and Procesi
The main tool used to compute the degrees and centers is the theory developed in [1] by De Concini and Procesi. Indeed, it is straightforward to verify that F q (N) and F q (N) satisfy the hypotheses of that article and hence by [1, 6.4 Theorem] have the same degree.
Furthermore, there is a bijective correspondence between their centers by means of the highest order term (c.f. [5] ).
Given an n × n skew-symmetric matrix H = (h i,j ) over Z one constructs the twisted polynomial algebra C H [x 1 , x 2 , · · · , x n ] as follows: It is the algebra generated by elements x 1 , x 2 , · · · , x n with the following defining relations:
It can be viewed as an iterated twisted polynomial algebra with respect to any ordering of the indeterminates x i . Given a = (a 1 , a 2 , · · · , a n ) ∈ Z n we write
n . The degree and center of such an algebra is then given by [1, 7.1 Proposition]. It is well known that a skew-symmetric matrix over Z such as the matrix H can be brought into a block diagonal form by an element W ∈ SL(Z). Specifically, there is a W ∈ SL(Z) and a sequence of 2 × 2 matrices S(
, if n is even. Thus, a canonical form of H reduces the algebra to the tensor product of twisted Laurent polynomial algebras in two variables with commutation relation xy = q r yx. By [1, 7.1 Proposition] it follows in particular that the degree of a twisted Laurent polynomial algebra in two variables is equal to m/(m, r), where (m, r) is the greatest common divisor of m and r.
the center and the degree of the algebra F q (N)
For use in determining the degree of F q (N) as well as for later, we now consider a number of quasipolynomial algebras.
As usual, we let
Consider n points; z i 1 , · · · , z ia , · · · , z in , with 0 ≤ i 1 < i 2 < · · · < i n ≤ N − 1 together with Ω j 1 , Ω j 2 , · · · , Ω jr , with 0 ≤ j 1 < j 2 < · · · < j r ≤ N − 1. We wish to compute the degree of the quasipolynomial algebra generated by these elements.
For ℓ = 2, · · · , r, let s ℓ denote the number of elements from our family z i 1 , · · · , · · · , z ia · · · , z in that have an index i a satisfying j ℓ−1 ≤ i a < j ℓ , let s 1 denote the number of elements with an index i a satisfying i a < j 1 , and let s r+1 denote the number of elements with an index i a ≥ j r . To avoid redundancy, we will from now on assume that s ℓ = 0 for ℓ = 1, 2, · · · , r. (Indeed, if s ℓ = 0 then Ω j ℓ can be removed from the algebra, c.f. below). If s r+1 = 0 we indicate this with an ↓ and if s r+1 = 0 we indicate this with an ↑. More precisely, we denote the algebras corresponding to these two cases by L ↓ (s 1 , s 2 , · · · , s r , s r+1 ) and L ↑ (s 1 , s 2 , · · · , s r ), respectively. Observe that the algebra is completely determined by the listed data. Proof: When we in the sequel say "by subtracting a from b" we mean that we perform row and column operations corresponding to subtracting the row and column of a from the corresponding of b. The operation of "clearing" is defined as follows: Suppose that we have a row r 1 with a non-zero entry w in the c 1 th position and such that the entries in the c 1 th column are integer multiples of w. Clearing then means subtracting appropriate multiples of this row from the other rows, thereby creating a matrix whose c 1 th column consists of zeros except at the r 1 th place. Of course, these operations should be accompanied by corresponding column operations. In our situations the row we start from will have just one or two non-zero entries. By subtracting z T −1 from z T and clearing it is easy to see that one can move from L For later use, observe that
) if x is even, and diag(S 1 , · · · , S 1
Proof: Starting by subtracting the second row from the first, this follows easily by simple row and column operations. .
A canonical form of the defining matrix of the associated quasipolynomial algebra follows from Proposition 5.1 via the following, easily established result. 
Proposition 5.4. The rank of the defining matrix of
. Let x denote the number of odd s i . The defining matrix of
The rank of the defining matrix of
. Let y denote the number of odd
(This result remains true even if s ℓ = 0 for one or more ℓ = 1, 2, · · · , r.)
Proof: First of all, if one is just interested in the rank (or the cases m odd), one may replace the Ω's by Ω ju Ω −1 j u+1 for each pair u = 1, · · · , r − 1 together with Ω j 1 and then subtract the resulting rows and columns from everything to decompose the matrix into a direct sum of matrices of the form of Lemma 5.2.
In the general case, let us assume that we have an algebra L ↓↑ (· · · , s k , · · · ) with s k ≥ 2. Let j k−1 ≤ i − 1 < i < j k . By subtracting z i−1 from z i and clearing, one sees that one may move Proof: The analogous result for the quasipolynomial algebra follows immediately from the construction of a canonical form. But by comparing the highest order terms, it is easy to see that the centers of F q (N) and F q (N), respectively, have the same magnitude.
6. the irreducible representations of the algebra F q (N)
In this section, the De Concini-Kac-Procesi Conjecture is proved to be true for the algebra F q (N).
If for some element w in some algebra, uw = q αu wu for all generators u, then w is said to be covariant. Observe than if in an irreducible module, w is covariant, then either w = 0 or w is invertible.
Consider an irreducible module V . Let z The same kind of reasoning gives that z i 0 and z * i 0 are two commuting invertible operators. Here we send z i 0 , Ω i 0 to a set A and discard z * i 0 . The operators z i with i 1 < i < i 0 form a q-commuting family of nilpotent operators as do the operators z * i with the same restriction on the index. Moreover, there is a common null space for these operators z i which is invariant under all other operators except the corresponding z * i . Finally observe that for any i 1 < i < i 0 ,
and the right hand side is invertible. Hence the operators z i , z * i in this region are non-zero. Let us now move to the operators z i 1 , z * i 1
. By assumption and the above remarks concerning Ω i it follows that
Since all operators clearly are invertible we may solve for z * i 1
. The treatment of this operator is thus completed and we will not consider it any more.
Moving in the direction of decreasing indices on the way to i 2 we may pick up some terms z i or z * j but never both z k , z * k . These are sent to A and so are z i 2 , Ω i 2 , but z * i 2 is discarded. After this, the picture repeats itself periodically. As a result, it is clear that we obtain the following:
• A family N + of non-zero q-commuting nilpotent operators z i with i 2j+1 < i < i 2j . ).
Let V 0 denote the common null space of N + and let π denote the representation of A on V 0 . Then, clearly,
• π is irreducible.
•
By [1, §7] , the representation π is essentially unique. Furthermore, if we set N − = {w * 1 , · · · , w * s } then any element v ∈ V can be written as a sum of elements
where ∀j = 1, · · · , s : 0 ≤ d j ≤ m − 1 and v d ∈ V 0 . Using the action of N + it is easy to see that if v d is taken from a fixed basis of V 0 then the set of all elements (6.1) constitutes a basis of V . Observe that s = (i 0
Conversely, given an irreducible A representation π on a space V 0 promote this to a a representation of the algebra Alg C {A, N + } by letting N + act trivially. Then it is easy to see that the induced representation
is irreducible. 
Proof: A good deal of the proof has been done in the paragraphs proceeding the statement of the theorem. What remains is to determine dim(V 0 ). This is done by the results in Section 6 and by translating the notation of Section 4 (and implicitly, the present) to that situation. Let us first consider the case where ∀i : a i a * i = 0. Our algebra is then a quasipolynomial algebra and (possibly after a renumbering of e.g. the z * i ) the dimension is given by Lemma 5.2. In the remaining cases it suffices, due to the assumptions on m to use the rank of the defining matrix as given by Proposition 5.4. Indeed, due to the way the algebra is constructed, s r+1 = r 0 + 1 and thus we are always in the "↓ case". If we are in the s = 2ℓ case of Section 4 then we get the following translation between the remaining notation: r = ℓ + 1, ∀i = 1, · · · , r − 1 : s r+1−i = 2 + r 2i , and s 1 = 0. In this case the contribution from N − to the dimension is
where, moreover, i 2ℓ+1 = 0. Thus, the two contributions to dim(V ) do not match up precisely with the two contributions to dim O a . But the discrepancies clearly cancel.
In the remaining case, s = 2ℓ + 1, the only differences are that s 1 = r 2ℓ+2 + 2 and that the contribution to the dimension from N − now is
The claim then follows as above. 
In particular, if we let In particular, The DKP conjecture holds for this algebra.
Annihilators
In this section we study annihilators of simple modules in the case where q is generic. If u is invertible, Ad(u) : w → uwu −1 denotes as usual the adjoint representation of u. If w is covariant we shall occasionally call q αu (or simply α u ) the weight of w w.r.t. u. We proceed by observing Lemma 7.1. Let C be a quasipolynomial algebra with center Z C and V 1 an irreducible module in which all generators are invertible. Let ξ : Z C → C be the corresponding central character.
Proof: Let C = {w 1 , · · · , w r } and assume w i w j = q a i,j w j w i all i, j = 1, · · · , r. (It is a standing assumption that the coefficients a i,j are all integers.) The moves which brings the skew-symmetric matrix {a i,j } into block diagonal form may simply be interpreted as a series of replacements of the generators by monomials in the generators and their inverses;
for all i = 1, · · · , r and with each α i,j ∈ Z. Here we may assume that u 1 u 2 = q b 1,2 u 2 u 1 , · · · , u 2s+1 u 2s+2 = q b 2s+1,2s+2 u 2s+2 u 2s+1 (2s + 2 ≤ r) and with all other relations trivial (commutative). Now suppose that u is an element in the annihilator. Clearly the new generators are invertible and each Ad(u i ) leaves the annihilator invariant. Hence we may assume that u has a fixed weight w.r.t. each generator u i . But then evidently u must be a polynomial in the generators u 2s+3 , · · · , u r . These generators clearly generate the center and thus the proof is complete.
From now on, let V be an irreducible module of the algebra F q (N) and let Ann denote the annihilator of V in F q (N).
Observe Proof: Notice that the element considered is the most general element containing z i , z * i . Observe that Ad(Ω i ) and Ad(Ω i+1 ) are identical on p α , r β . Hence the claims follows by weight considerations.
We now introduce several subalgebras. Let B denote the set of generators z i , z * i for which Ω i+1 = 0, Ω i = 0, and let B 0 denote the subset of B consisting of generators z i , z * i such that one of them is not injective. Let b and b 0 denote the corresponding sets of indices i of the elements in B and B 0 , respectively. Let D denote the subalgebra generated by the elements of an index i / ∈ b 0 together with the operators Ω i with i ∈ b 0 . Let C 1 denote the subalgebra generated by the elements of an index i / ∈ b together with the operators Ω i with i ∈ b. The latter is a quasipolynomial algebra and hence its generators are either invertible or identically zero. Let finally C denote the algebra generated by the invertible elements in z 0 , z 1 , · · · , z * 1 , z * 0 having an index i / ∈ b together with the operators Ω i with i ∈ b. Thus, C is a subalgebra of C 1 . We now prove some lemmas about the operators in these algebras. Suppose that, say, z * i 1
annihilates a sum ω of such elements and that at least one of the summands is non-zero. Let k be the biggest power of z are by definition non-zero (polynomials) and hence non-zero if just one v i = 0. By applying z i (and z * i ) appropriately, it follows that any invariant subspace must contain such an element. Let r be minimal (r ≥ 1). Observe that Ω i+1 = c * Ω i for some non-zero complex constant c * . Applying Ω i and Ω i+1 to the element we must still be in the invariant subspace. But then there is an element of the form z ℓ i v ℓ in the subspace, and then an element v 0 in the subspace. Hence, V 0 is contained in any invariant subspace.
Observe that if Ω r+1 = q n Ω i for some n ∈ Z, then z i and z * i satisfy a covariance relation (which generically is not homogeneous w.r.t. q).
But it follows easily that under the assumptions, Ω i , Ω i+1 are invertible on the space Indeed, we obtain the following Proposition 7.8. Suppose that π is an irreducible representation of C for which ∀i ∈ b, ∀n ∈ Z : Ω i = q n Ω i+1 . Then there is an irreducible representation of F q (N) for which the annihilator is generated by C 1 \ C together with Ω − c. The complex constant c is determined by π if 0 ∈ b. Otherwise, c = 0.
Notice that this description is very similar to Oh's description by means of admissible sets.
