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ABSTRACT. This paper is a report of work in progress, part of the Caltech MURI Program: Novel 
Energetic Materials to Stabilize Rocket Motors. The primary technical objective of the MURI 
Program is to understand the connections between propellant composition and chemistry, and 
the dynamical behavior observed in solid propellant rocket motors. Here we are concerned with 
the theoretical framework in which chamber dynamics are investigated; and certain aspects of 
combustion dynamics represented by the response function which is ultimately the macroscopic 
realization of the propellant chemistry and combustion. Some results are given to illustrate possible 
influences of the frequency spectrum of the response function on linear and nonlinear motions in a 
solid rocket. A simple model is described which is extended eventually to provide a way to model 
phenomenologically some of the observed characteristics of the combustion dynamics of a burning 
solid propellant. 
1. INTRODUCTION 
Understanding combustion instabilities requires a theoretical framework within which one may 
interpret experimental results, design laboratory and full-scale tests, and predict the behavior to be 
expected. This paper is concerned largely with some aspects and applications of spatial averaging as 
a basis for approximate analysis. This approach serves as an important part of the Caltech MURl 
program, Novel Energetic Materials to Stabilize Rocket Motorsl, in our effort to establish relations 
between propellant chemistry and the dynamical behavior observed in motors. 
The basic technical objective of the Caltech MURI is to understand how small changes in the 
propellant composition affect the stability of motions in a solid propellant combustor. Figure 1 
shows the general technical scheme of the program, indicating external communications as well as 
interactions between the people engaged in the three tasks. Task 1 is devoted to fundamental chem-
istry and chemical kinetics, including experimental and theoretical work directed to determining, 
inter alia, rate constants and kinetic mechanisms. Work is being done principally on energetic ingre-
dients, both oxidizers and binders. The results of Task 1 relate to and influence Task 2 in respects 
not covered in this paper. 
Work in Task 2 includes laboratory tests for unsteady and steady burning of energetic ingredients 
and propellants, including aluminum. It is a central aim of these efforts to acquire data and to 
understand the influences of new ingredients, and possible effects of small changes in composition 
on both the steady burning characteristics and the dynamical response of a burning propellant to 
fluctuations of external variables, chiefly pressure and radiation. Based on the experimental results 
and previous analyses, models of steady and unsteady burning are being constructed. As part of 
the overall objective of the MURI program, it is a major purpose of the modeling to account for 
the effects of compositional changes, small or large, on combustion dynamics and ultimately on the 
dynamics observed in a motor. 
*Richard L. and Dorothy M. Hayman Professor of Mechanical Engineering and Professor of Jet Propulsion, Cali-
fornia Institute of Technology. 
**Graduate Research Assistant. 
1 URL address: http://www.cco.caltech.edu/~culick/muri.html 
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FIGURE 1.1. Interactions between groups in the Caltech MURI program. 
The primary connection between Tasks 2 and 3 is the combustion dynamics conventionally, and 
conveniently, represented by a response function. Strictly, in the context of its traditional definition, 
a response function is a concept arising with linear behavior, defined here as the dimensionless ratio 
of a small change of mass flux of gas from a burning surface to a small change of imposed pressure 
or velocity parallel to the surface. In practice, admittance, impedance, or response functions are 
almost always introduced for steady oscillations and are therefore complex functions of frequency, 
i.e., possessing both amplitude and phase. It is possible to introduce, simply as a definition, an 
analogous function for nonlinear behavior, dependent on amplitude and therefore defined in the 
time domain. However, this notion has received little attention and nonlinear relations between 
fluctuations of the burning rate and flow variables are known mainly as implied functions to be 
extracted from experimental data or from numerical simulations. 
Thus in principle, we can understand connections between chamber dynamics and chemical dy-
namics by constructing suitably detailed models of the combustion dynamics and incorporating the 
results in the analyses of Task 3. The modeling activities of Task 2 therefore are central to the 
primary goal of the MURI program but cannot be accomplished without the fundamental results 
promised in Task 1 and the combustion tests of Task 2. 
Despite its central position in the theory, the response function, or more generally combustion 
dynamics, is not the sole contribution to stability and dynamics of a chamber. What finally appears 
as the dynamical behavior of a chamber are the consequences of a coupled system comprising the 
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combustion dynamics; the dynamics of the medium in which the combustion processes take place; 
and the interactions between the two subsystems. The emphasis in this paper is largely on an 
analytical framework for treating the coupled system and on several phenomena that arise from the 
nonlinear fluid mechanics of the medium. 
Hence the next section of the paper is concerned with the construction of the equations used in 
the approximate analysis. In addition to the choice of the partial differential equations (a matter of 
expansion and ordering in small parameters), there are three essential defining features of the kind 
of analysis used here: choice of independent variable (we use the time-dependent pressure); choice of 
spatial basis functions to be used in synthesis of the general pressure field (we use the unperturbed 
classical acoustic modes appropriate to the geometry and boundary conditions in question); and 
spatial averaging with respect to a weighting function, here, as usually, chosen to be one of the basis 
functions. The procedure followed - spatial averaging with a modal expansion of ths unsteady 
pressure field - has been described elsewhere in many places (e.g., references [1]- [4]). It is briefly 
reiterated here because we wish to compare and explain differences and similarities with an extended 
form of Galerkin's method used extensively many years ago by Zinn and his students (references [5] 
- [8]). 
In our work we have applied the method based on modal expansion, which leads to a system of 
coupled nonlinear ordinary second-order differential equations. Each of the equations is associated 
with an acoustic mode, one term of the expansion, and governs the time evolution of the amplitude of 
that mode. Thus the equations represent the behavior of a set of coupled nonlinear oscillators. Their 
solution gives the time evolution of the pressure accompanying unsteady motions in a combustor. 
Because the solutions are oscillatory, numerical simulations are often time consuming and expensive. 
The procedure is greatly eased by applying time averaging to give a system of first-order equations 
governing the slowly varying magnitude and phase of the modal amplitudes. 
In Section 3 of this paper, we give some results obtained with this method applied to instabilities 
in a cylindrical rocket motor. The purpose is to show some influences of the shape of the response 
function for combustion dynamics on properties of limit cycles. These results are intended to il-
lustrate the point made above: (1) fundamental combustion processes determine the characteristics 
of the combustion dynamics of a burning propellant; (2) the combustion dynamics strongly affect 
the dynamics of unsteady motions in a chamber; and therefore (3) it is reasonable to seek the con-
nections between details of propellant composition on the one hand, and the linear and nonlinear 
behavior of unsteady motions in a solid rocket motor. 
The last section of the paper covers a model of the dynamics for a burning propellant, formulated 
to accommodate transient behavior in the condensed phase, the gas phase, and in a thin region 
adjacent to the interface of the condensed phase. The analysis amounts to an extension of the 
familiar 'QSHOD' theory, partly to provide a simple framework in which detailed modeling of surface 
dynamics can be treated. A primary motivation is to gain some understanding of observed departures 
of data for response functions from the predictions of the QSHOD model which accounts only for 
the dynamics of the thermal waves in the condensed phase. Although the model treated here is 
largely phenomenological, it offers possibilities for assessing the relative importance of elementary 
dynamical processes. At this time, the formalism has been worked out but no quantitative results 
have been obtained. 
2. COMPARISON OF SPATIAL AVERAGING METHODS USED IN ANALYSIS OF COMBUSTION 
INSTABILITIES 
The approximate analysis used to investigate combustion instabilities is based on writing all 
independent variables as sums of averaged and small-amplitude fluctuating parts (e.g., p = p + 
p')). Substitution into the conservation and state equations yields the governing equations for the 
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fluctuating quantities. Spatial averaging is applied to those equations followed by a modal expansion 
of the unsteady pressure and velocity fields in order to get a reduced order model of the system. 
In the literature two different methods for the spatial averaging have been extensively used, one by 
the first author and his students and one by Zinn and his students. This section compares the two 
methods. 
2.1. Averaging and Green's Theorem Applied to the Nonlinear Wave Equation. We 
combine the conservation equations to form a nonlinear wave equation (2.1) for the unsteady pressure 
field p'. In this approach the boundary condition for p' is given by equation (2.2). The procedure 
used to arrive at these equations has been described elsewhere (references [1] - [4]) in full detail: 
'V2 ,_ ~ 02p' = h 
P jj2 ot2 
1 0 ' 0 ' 
= -p-'V . (ii . 'Vu' + u' . 'Vii) + -Ii . 'V -.E.. + ..l-.E.. 'V . ii jj2 ot jj2 8t 
- j5'V. U· 'Vu + -= - + -=- - u . 'V p ( , , p' oU') 1 0 (' ') IP ot a2 8t 
I 0 ( ") ,1 ap' +-- p'V·u +'V·F ---jj2 ot jj2 ot 
-ft· 'Vp' = f 
_ou' A _ _ , , _ A 
= p- . n + p (u· 'Vu + u . 'Vu) . n 8t 
_, 'A p' ou' A 'A 
+ p(u . 'Vu ) . n + - - . n - F . n jj2 ot 
(2.1) 
(2.2) 
In the above equations F' and P' describe source terms which arise from the unsteady combustion 
process and need to be modeled. 
The weighting functions for the spatial averaging are chosen to be the unperturbed wave modes 
'l/Jn predicted by classical acoustics for the same combustion chamber with rigid boundaries and no 
combustion or mean flow. They are obtained by setting h = f = 0 in the preceding equations. 
'V 2'l/Jn + k~'l/Jn = 0 (2.3) 
(2.4) 
The actual averaging is done by multiplying equation (2.1) by 'l/Jn, multiplying equation (2.3) by 
p', subtracting the results and integrating over the volume of the combustion chamber. Applying 
Greene's theorem and substituting for the boundary conditions the final expression is found: 
1 J 02p' J J rf., jj2 'l/Jn ot2 dV + h~ 'l/Jnp'dV = - 'l/Jn hdV - 'Y 'l/JnfdS (2.5) 
For the approximate analysis p' andu' are expanded using those acoustic modes as a basis: 
N 
p(x, t) = L ''In (t)'l/Jn (x) (a) 
n=l (2.6) 
u' = t r,n~;)'V'l/Jn(X) 
n=l I n 
(b) 
Substitution in (2.5) leads eventually to the set of coupled oscillator equations 
(2.7) 
where 
(2.8) 
Taking advantage of the presence of two small parameters appearing on the right-hand side (the 
Mach numbers of the averaged and fluctuating flow fields) one may devise an iteration/perturbation 
procedure to construct approximate sets of equations. The use of (2.7) and (2.8) constitutes the 
first step in that process. 
2.2. Modified Galerkin Method. Zinn et al. first developed an alternative approach to spatial 
averaging which they called 'modified Galerkin method'. Here only a short outline is given; a 
comprehensive description an be found in references [5] and [6]. 
In the most general mathematical setting it is assumed that the solution x to a system of equations 
fulfills the equations (2.9) in the interior of a volume V and behaves according to equations (2.10) 
on the boundary of that volume. The Ei are arbitrary mathematical expressions; in the context 
of combustion instabilities they will be the equations of continuity, momentum and energy, as well 
as the equation of state. The boundary conditions Bi in the rocket engine application describe the 
nozzle exit, injector entrance, or surface combustion dynamics: 
Ei (x, t) = 0 i = 1, ... ,K (2.9) 
Bi (x,t) = 0 i = 1, ... ,K (2.10) 
In the original Galerkin method an approximate solution x = L:f an'Pn to the above system is 
constructed in such a way that it fulfills the boundary conditions automatically (i.e., it is assumed 
that each expansion function 'Pn satisfies the equations (2.10)). The 'best' x is then obtained by 
spatially averaging the remaining equations over the volume V with some weighting functions ¢n 
(usually taken to be the same as 'Pn), thus solving the system (2.11) for the unknowns an: 
i = 1, ... ,K (2.11) 
According to Zinn et al., the condition that the expansion functions fulfill the stringent boundary 
conditions can be relaxed if those boundary conditions are accounted for in the weighting process 
itself; this should be done by solving the system (2.12) instead of (2.11). A justification for this 
approach is given in [7]. 
(2.12) 
As mentioned, this method can be applied directly to the conservation equations [8]. A simpli-
fication (introduced in [5]) is achieved by first forming a wave equation for the velocity potential 
<I>. In the analysis each perturbation quantity and the mean flow Mach number are taken to be of 
O(€), where € is a small ordering parameter that is a measure of the wave amplitude. Neglecting all 
terms of 0 ( €3) and higher, it can be shown that the flow field is irrotational and the conservation 
equations can be combined with the equation of state to yield equation (2.13). The combustion 
process is accounted for in the source term W:n; Zinn et al. use Crocco's pressure sensitive time-lag 
hypothesis to describe the unsteady combustion process, giving eventually 
2 82 <I> 8<I> 8<I>· 8<I> 8<I> 2 , 
'V <I> - 8t2 = 2ii· 'Vat + ,('V. ii) at + 2'V<I>· 'Vat + (r -l)at'V <I> + Wm (2.13) 
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The potential <I> is then expanded in a modal series (see equation 2.14) and the modified Galerkin 
method is applied using the functions <P as weighting functions: 
N 
<I> (x, t) = L An (t)<Pn (x) (2.14) 
n=l 
Combining the appropriate boundary condition with equation(2.13) and using each of the func-
tions <Pn to average the resulting expression leads to set of N differential equations for the An. The 
<Pn are chosen such as to coincide with the acoustic modes of the combustion chamber. From <I> the 
unsteady pressure and velocity fields are recovered using the relations: 
u' = \7<I> (2.15) 
I [1 8<I> 2 8<I> _ 1 ] p(xt)="Y -- ---u·\7<I>--\7<I>·\7<I> 
, 28t 8t 2 (2.16) 
2.2.1. Comparison. Since the 'modified Galerkin method' is quite general it can be applied directly 
to the equations given by Culick, i.e., equation (2.1) with boundary condition (2.2). According to 
equation (2.12) the result is given by (2.17): 
J ( \72p' - :2 ~b' -h) <PndV - ¢ (Ii· \7p' + f) <PndS = 0 (2.17) 
This equation can be rewritten to give: 
(2.18) 
Making use of Greene's theorem it can be seen that: 
(2.19) 
If the weighting functions <Pn are now chosen to coincide with the functions 'ljJn as defined and used 
above (equations 2.3 and 2.4) this last equation turns into 
-J \72p'<pndV = ¢ (0 - 'ljJn \7 pi . Ii)dS + k; J p''ljJndV (2.20) 
Substituting (2.20) in equation (2.18) the integral equation (2.5) for the pressure is recovered: 
(2.21) 
Thus the averaging methods used in both approaches yield exactly the same results when applied 
to the nonlinear pressure wave equation. In particular the boundary conditions are handled in the 
same manner. 
Discrepancies in the results reported by both authors arise due to the fact that the averaging 
is applied to different equations (e.g., equations 2.1 versus 2.13) and because both authors expand 
different physical quantities (pi = L~ 'Tln'ljJn or <I> = L~ An<Pn). Among other things, those dif-
ferences cause difficulties when one tries to understand similarities and differences between the two 
approaches. We will treat that matter thoroughly in a subsequent report. 
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3. SOME EFFECTS OF THE SHAPE OF THE RESPONSE FUNCTION ON CHAMBER DYNAMICS 
The procedure described in the previous section, after substitution of the expansion for the 
pressure in the nonlinear wave equation and after appropriate spatial averaging (see, e.g., references 
[1]- [4]), eventually leads to a set of equations for the amplitudes 1]n(t) that can be written as 
(3.1) 
where the forcing function is 
(3.2) 
and 
E~ = J '¢~dV (3.3) 
These form a set of coupled oscillators. For second-order acoustics, Fn has the following expression 
(reference [1]): 
00 00 
iln + W~1]n = - L [DnJ/i + Eni1]i]- L L [Anij'l}ir7j + Bnij1]i1]j] (3.4) 
i=l j=l 
The constants Dni , Eni, Anij , Bnij depend on the unperturbed mode shapes and frequencies and 
on the mean flow field. 
Numerical computations presented in this paper use a time-averaged version of the equations; time 
averaging is based on the identification of the presence of two time-scales: a fast scale, proportional 
to the period of the oscillation, and a slow scale, which characterizes the relatively gradual variations 
of amplitude and phase. The validity of time-averaging is an open question: its practical validity 
in the analysis is supported by experimental evidence of the presence of two time scales; from the 
numerical point of view, previous results have shown agreement between the amplitudes obtained 
from time averaged and non time-averaged equations (reference [4]). After time averaging, the 
equations for the amplitudes are (reference [2]): 
dA ~n dt = onAn + {}nBn + 2"" [Ai (An-i - A-n - Ai+n) - Bi (Bi(Bn- i + Bi- n + Bi+n)] 
dB ~n dt = onBn + {}nAn + 2"" [Ai (Bn- i + Bi- n - Bi+n) - Bi (Bi(An-i - Ai- n + Ai+n )] 
(3.5) 
The analysis of the effect of the shape of the response function on the combustion dynamics is 
based on parametric variations of a function expressed in the classical Denison and Baum form 
(reference [9]): 
(3.6) 
where A = 6.0, B = 0.55, n = 0.3, 1 = 1.18, and A is related to the oscillation frequency. The top half 
of Figure 3.1 presents a plot of the real and imaginary part of this function. The combustion chamber 
is represented as a cylinder oflength 0.5969 m and radius 0.0253 m. Other geometrical characteristics 
of the chamber and physical properties of the propellant used for computations can be found in [2] 
and are not repeated here. The frequency of the fundamental mode (first longitudinal mode) is 
900 Hz. The presence of a nozzle is taken into account by the use of an appropriate admittance 
function; further damping is introduced by the presence of particulate material (see [2] for details). 
The reference response function is chosen so that the first longitudinal mode is unstable, while all 
the other modes are stable. This feature is preserved in all the parametric variations considered, 
except for the last example, where the second mode is unstable, all the others stable. 
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The top part of Figure 3.1 presents the reference response function; the bottom half shows the 
time history of amplitudes of the first 12 longitudinal modes. The real part of the response function 
is in blue, the imaginary part in green. Vertical color-coded lines mark the frequencies of the modes 
retained in the calculations; the corresponding amplitude is traced in the same color in the bottom 
picture. The table below the figure reports the growth constant (positive value indicates an unstable 
mode), the frequency shift and the limit amplitude of the mode in the limit cycle. The growth 
constants (an) and frequency shifts (On) include all the contributions described above: propellant 
response function, nozzle impedance and particle damping. Note the very negative values of the an 
at high frequency: this is mainly caused by damping due to solid particles; the propellant response 
has a destabilizing effect at all frequencies, as shown by the picture in the top half of Figure 3.1, the 
nozzle has a damping effect which can be considered independent of frequency (see [2] for details). 
As shown by the simulation results, the first mode, unstable, transfers energy to higher frequency 
modes, until a balance is reached and the system settles into a stable limit cycle, involving all the 
modes, also the ones with very high damping. This is a typical result, normally obtained through 
simulations based on the described method ([1]-[4]). 
The second picture (Figure 3.2) shows the result of the same calculation, with all On set to zero. 
As it clear from the figure and the limit values, the effect of 0 on the dynamic of the limit cycle is 
almost irrelevant for the conditions assumed here. 
Figure 3.3 presents the effect of a reduced particle damping (the damping is only reduced and 
not eliminated, since a complete elimination of particle damping would lead to a growth of the 
amplitudes well further the limits set by the present approximations). The results show a maximum 
amplitude of the first mode higher than before, as expected. A surprising result is the different 
dynamic behavior of higher modes: the final amplitude of the 12th mode is the 4th in magnitude 
and also other high frequency modes (8 and 10) have relatively high values. This fact can playa 
role in the instabilities of real systems, since the damping effect of particles might not always be so 
high as in our model, and also it might not be increasing uniformly with frequency as it is supposed 
here. A physical explanation of this phenomenon is not available at this time. 
The effect of a change in shape of the response function is analyzed in Figure 3.4. In this case 
a second peak at higher frequency has been added to the real part of Rb. The imaginary part 
is constant in all the examples, since it has been assessed that 0 has little or no influence on the 
dynamics we are considering. Also in this case the effect is surprising: we are adding destabilizing 
contribution to the system (the Rb is overall more positive, as also shown by less negative values of 
the growth constants); even so, the amplitude of the limit cycle is decreased by almost 15% (compare 
with Figure 3.1). This could be justified by the observation that the modes at higher frequency are 
now more active (since they are less damped, they playa bigger role in the dynamics of the system), 
and they can contain more energy at lower amplitude, compared to the first case where most of the 
energy has to be stored in a low frequency mode. For this case, setting On to zero, or reducing the 
particulate damping has the same relative effect as the first example presented. 
A response function with only one broad peak in the real part is presented in Figure 3.5. This 
case differs from the previous in that the first mode is stable, the second is unstable. The mode 
contribution to the limit cycle is quite different: instead of involving all the modes as before, now 
only the even modes are excited. The amplitude of the limit cycle is also consistently lower than 
before, in agreement with the observation above. 
For this case, reducing the particle damping until close to instability of the system, has a dramatic 
effect on the dynamics, as shown in Figure 3.6. After a long transient, all the modes results in being 
excited, and the higher frequency modes are at a larger amplitude than the reference case (Figure 
3.5). In this case we observed that On are important in the calculations: if set to zero, all that part 
of the dynamics is lost, and the result looks quite different (Figure 3.7). 
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Figure 3.8 and Figure 3.9 present the effect of scaling the response function without changing its 
shape. They should be compared with the results of Figures 3.1 and 3.5: the amplitude of the real 
part of Rb is reduced by a constant scale factor. The dynamics of the systems are still the same, 
but the amplitude of the limit cycle is correspondingly diminished. Note that a small reduction of 
the amplitude for the case of the broad-peak response function causes a sensible reduction of the 
resulting limit cycle. 
4. MODELING THE RESPONSE FUNCTION WITH SURFACE AND GAS PHASE DYNAMICS 
In a solid propellant rocket, the primary chemical activity and the chief sources of energy reside in 
a thin region adjacent to the solid material. It is the coupling between those processes and unsteady 
motions in the medium formed by the combustion products that is primarily responsible for most 
combustion instabilities. For small amplitude motions - 'small' being imprecisely defined - the 
coupling processes are conveniently represented by response functions. A response function is the 
ratio of the fluctuation of the responding variable and the fluctuation of the variable causing the 
response. In the present context, either pressure or velocity fluctuations are the causes, and usually 
the fluctuation of the burning rate is chosen as the responding variable. Here we will be concerned 
only with the response function for pressure fluctuations, Rb, defined as 
m'/m 
Rb = p' /p (4.1) 
Normally both m' and p' stand for steady oscillations. Then Rb is a complex quantity possessing 
amplitude and phase, or equivalently, real and imaginary parts. That is the situation assumed 
here, implying at least two deficiencies well-known but sometimes not explicitly noted. First, the 
definition (4.1) is truly useful only for linear behavior. One can make ad hoc adjustments to account 
for amplitude dependence of Rb, but for investigating nonlinear behavior, it is probably better to 
follow a different tactic for representing the combustion dynamics. Second, burning surfaces are 
not perfectly smooth, and most practical propellants are structurally heterogeneous. The use of 
(4.1) as a boundary condition on oscillations in a chamber therefore implies some sort of averaging 
(locally) over the surface. The justification, in principle, is that the scale of surface irregularities is 
exceedingly small compared to the scale (i.e., the wavelength) of organized motions in the chamber. 
Concerning the first deficiency, it must be emphasized that the linear boundary condition can be 
used without approximation to investigation of nonlinear motions within the chamber. No violations 
of either mathematical or physical principles accompany mixing of linear and nonlinear processes. 
The second deficiency, however appealing the justification may be, and however accurate the ap-
proximation often is, nevertheless excludes 'noisy' or 'stochastic' sources in the combustion zone. 
Existence of such phenomenon has long been known, but has never, to the authors' knowledge, been 
investigated in any depth. Possible consequences of such stochastic sources have been addressed in 
both linear (references [10] - [12]) and nonlinear cases (references [4], [13], [14]), but no detailed 
realistic models exist for the physical processes. 
It is not the intent here to address these matters. Rather, we are concerned with a deficiency of 
the model commonly used as the basis for computing Rb and for interpreting experimental results, 
namely the 'QSHOD' model. There are two approaches to constructing explicit formulas for Rb• 
These have been labelled the Z-N (Zeldovich-Novozhilov) formulation, and the flame model (FM) 
approach. In practically all analyses based on these approaches, the only dynamics are associated 
with unsteady heat transfer in the condensed phase. While variations of the basic theme have been 
studied - including reacting layers within the condensed phase - the dynamics remain essentially 
unchanged. The significant result is that the characteristic frequency for the unsteady response 
is hardly affected, being close to f2 / Kc, where f is the linear burning rate and Kc is the thermal 
diffusivity of the condensed phase. Hence the response function has a single, rather broad peak, 
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typically in the range of a few hundred up to perhaps a thousand hertz. An example is shown 
in Figure 4.1, for A = 6, B = 0.55, and Td = 0 in the formula (4.2) for Rb. There is considerable 
experimental evidence suggesting that the response functions for real propellants often are noticeably 
larger at higher frequencies than predicted by these theories. That is the matter addressed here. 
It seems that the most logical prospect for producing higher response at higher frequencies is 
dynamical heat transfer in the gas phase. The 'QS' in 'QSHOD' stands for 'quasi-steady,' referring 
to the behavior of the gas phase. At least four works (references [15] - [18]) have been devoted to 
relaxing that constraint. Here we treat the same problems with a simplified model to try to clarify 
the extent to which the process in question may be a significant contribution in practice. 
A second appealing process, or class of processes, accompanies the complicated behavior in the 
region immediately adjacent to the interface of the condensed phase, where solid material is converted 
to gas, or liquid, or 'foam,' or a mixture of gas and condensed species. High-speed fi1mb have long 
suggested that the dynamics of this region may well affect the response significantly. This zone 
is particularly interesting because the very complicated processes may be quite sensitive to small 
changes of propellant composition. For example, the sizes of aluminum agglomerates on the surface 
of a metallized propellant seem to be strongly influenced by small amounts of impurities, including 
aluminum oxide itself (A. Babuk, private communication, June 1998). 
The model constructed and analyzed here is intentionally simple. Structural simplicity is required 
if one is to obtain results without elaborate numerical simulations, to assess as directly as possible 
whether or not the dynamical processes described do indeed merit more thorough analysis. Thus we 
are concerned essentially with phenomenological modeling carried far enough to produce approximate 
but quantitative results for the response function. 
Recently, Novozhilov (private communication, May 1998) reported a result for Rb incorporating a 
pure time delay Td associated with conversion of condensed material to gaseous (or liquid) products 
at the interface. In terms of the A-B formula (references [9] and [19]), Novozhilov finds that the 
parameter A is unchanged but B is replaced by Be- iwTd : 
nABe- iwTd 
Rb = (4.2) 
Ac + ~ - (A + 1) + ABe- iwTd 
Figure 4.1 shows some results computed with (4.2). Although there is a pleasing, though small, 
effect in the vicinity of the peak of the real part, if Td is given an appropriate value, the behavior 
at higher frequencies is unacceptable. Rapid oscillations will always occur in a response function 
containing a pure constant delay, because for sufficiently large w, the phase WTd changes rapidly. 
Only if the delay is a rapidly decreasing function of frequency will this behavior not arise. Note that 
any response function can be expressed in terms of a time delay by writing 
Rb = Rir ) + iRii) = IRblei4> (4.3) 
where IRbl = [(RiY + (Rt)2]1/2 and ¢ = WT = tan-1(RtIR;;). Hence T = w-1 tan-1(RtIRb) is a 
function of frequency which for the A-B form (4.2) tends rapidly to zero when Td = 0 in (4.2). 
It seems that by its very nature, the Z-N approach cannot be used to investigate the dynamics 
we wish to consider here. Novozhilov [18] introduced the dynamics of the gas phase with a flame 
sheet model of combustion and hence departs from the traditional Z-N approach. He also gives a 
good review of previous calculations for this problem, including critical comments concerning the 
results of [16]. With the flame sheet model, the results are similar to those attained by Clavin and 
Lazemi [17]. Novozhilov's paper deserves closer attention, but the copy available to the authors at 
this has very poor quality and is partly unreadable. 
In this work we wish to accommodate possible· dynamics both of the region near the surface 
and in the gas phase. We therefore base our analysis on the explicit model shown in Figure 4.2. 
The analysis is an elaboration of that outlined in [19], extended to include approximations to the 
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dynamics of the two regions, the surface layer Xs < x < Xl and the gas phase Xl < X < xf' The 
procedure is straightforward: solve suitable equations for the temperature fluctuations in the three 
zones and match at the two planes Xs and Xl. The presence of unsteady flow is the chief complication, 
causing fluctuations of Xs and Xl which must be taken into account. In that connection, we make 
two serious approximations: 
(i) the dynamics of the surface layer is not analyzed, but represented by transfer functions; 
(ii) the mass flow in the gas phase (Xl < X < Xf) responds quasi-statically, oscillating as a 'plug 
flow' so the fluctuations m' of the mass flux m are in phase throughout the zone. 
It is important that the approximation (ii) does not exclude true thermal dynamics. The reason is, 
roughly, that fluctuations of the mass flow propagate with the speed of sound, while temperature 
fluctuations propagate with a speed reflecting the presence of both heat conduction and convection. 
Because the origin of coordinates, Figure 4.2, is fixed to the average position of the interface, the 
actual interface oscillates about that position. The plane Xl oscillates about its average position Xl 
which, because it is tied to the interface x s , also oscillates with respect to the origin, although its 
average position is non-zero. These motions, complicated in general, cause computational difficulty 
because the matching conditions must consequently be satisfied on the moving planes Xs and Xl. 
However, in the limit of small-amplitude linearized motions, the difficulties are all overcome by 
referring the conditions to the fixed plane X = 0, using Taylor-series expansions. 
4.1. Unsteady Heat Transfer at the Interface of the Condensed Phase. In the coordinate 
system defined in Figure 4.2, the energy equation written for the temperature in the condensed 
phase is 
aT aT a2T 
PeC{jt + Pe1'c ax = ke ax2 (4.4) 
We assume throughout that the specific heat c and thermal conductivity ke are constant. For small-
amplitude motions, the temperature is split into the sum of its average value t, independent of time, 
and the fluctuation T', asserted to be much smaller than T. Define the dimensionless coordinate 
where "'e is the thermal diffusivity. The solutions to 4.4 for t and T' are 
t - te = e~c 
Ts -Te 
The dimensionless frequency is 
n = ("'e) W 
e 1'2 
and Ac is the solution to 
(4.5) 
(4.6) 
(4.7) 
(4.8) 
(4.9) 
Choosing the sign on the radical to ensure that the temperature fluctuations decay for X -> -00, we 
have the real and imaginary parts of Ac: 
A~r) = ~ { 1 + ~ [Jl + 16n~ + 1 f/2} 
A(i) = _1_ [Jl + 16n2 _ 1] 1/2 
e 2)2 e 
(a) 
(4.10) 
(b) 
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The formula (4.7) applies only to the region ~c ::; O. To obtain the solution valid up to the 
interface at x s , we expand in Taylor series, 
, , (d1') , (d1') Ts = To + Xs dx o± = To + ~cs d~c o± 
( aT') (aT') (d
2
1') 
ax s± = ax o± + Xs dx2 o± 
(a) 
(4.11) 
(b) 
where the subscripts ( )± refer to the upstream (-) or downstream 
interface. In the variable ~c, (4.11)a is 
( +) sides of the origin or 
( aT') (aT') (d
2
1') a~c s± = a~c o± + ~sc d~~ o± (4.12) 
A formula for the displacement Xs of the interface is found by applying the principle of conservation 
of mass relative to the interface, written in the reference frame in which the condensed phase moves 
with the constant speed r: 
( 4.13) 
where Ps+, Us+ refer to the material on the downstream side of the interface, here identified by the 
subscript ( )1, ("liquid"), whatever may be the actual state of the stuff. With time dependence eiwt , 
(4.13) gives 
(4.14) 
where 
, (1 PIS) Pc = Pc - Pc (4.15) 
Combination of (4.6), (4.7), (4.12), and (4.14) gives the result for unsteady heat transfer into the 
condensed phase: 
2.. [k aT'] = A T' 1's - Tc Pc m~ 
- C!:l C s+ \ ,-
me uX s- Ac Pc m (4.16) 
The heat transfer required to sustain the motion implied by T~ and mslm must be supplied from 
the downstream side of the interface. Application of the principle of conservation of energy to a 
small control volume enclosing the interface gives 
_. [ aT] . [aT] pc(r - xs)ks- + kl ax s+ = Pis (Uls - xs)ks + kc ax s- (4.17) 
After substitution of (4.6), the steady form of (4.17) is 
1 [d1'] -
-=- k1-d = (Ts - Tc) + Ls me x s+ (4.18) 
where Ls = hs+ - hs- is the latent heat for the surface reaction, having positive sign for an 
endothermic process. The unsteady form of (4.17) is 
[ OT'] [aT'] -kl ax s+ = kc ax s- + m~Ls + m(cp - c)T: (4.19) 
Substitution of (4.16) leads to 
-:J:-- [kl OT'] = AcT: + (Cp .:.. 1) T: + [~c 1's - Tc + Ls] ~~ 
mc ax s+ C Pc Ac c m 
(4.20) 
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We adopt the common practice of using a law of the Arrhenius form to represent the phase 
changes at the interface: 
Thus in the linearized limit, the fluctuation of mass flux is 
m' T' rI 
-:!- = Es~ + ns-
m Ts P 
(4.21) 
( 4.22) 
where Es = as + E / RoTs. Note that one could insert a phase factor e i </> in the terms on the 
right-hand side of (4.22) to represent delays in the conversion process. Later assumptions here will 
effectively include that sort of dynamics. Substituting (4.22) in (4.19) we obtain the formula for the 
heat transfer from the downstream side of the interface, 
-=- k l - ~ = Ac + - ~ + 11.8 ~ + ns L + __ s -::-1 [ a (T' )] ( A) T' T' ( b.T ) p' 
me ax Ts 1+ Ac Ts Ts Ac p 
(4.23) 
where 
A = ~c Es (1 _ ~c) 
Pc Ts 
(a) 
11.s = Ls~s + (Cp _ 1) 
eTs e 
L= L~ 
cTs 
(b) 
(4.24) 
(c) 
b.Ts = ~c (1- ~c) 
Pc Ts 
(d) 
The right-hand side of (4.23) contains the dynamics of the thermal wave in the condensed phase, and 
unsteady conversion of material at the interface. In the Z-N formulation of the response function, the 
left-hand side is inferred from experimental data by applying an assumption of quasi-steady behavior 
of the processes downstream of the interface. Here we construct a phenomenological representation 
of the dynamics of that region. 
4.2. Dynamics of the Surface Layer and the Gas Phase. In this work we will not attempt 
detailed analysis of the surface layer extending in the space Xs < x < Xl. Rather, we will represent 
the dynamics of that zone in ad hoc fashion by introducing transfer functions 71 (w ), Ml (w ), and 
Ql(W) connecting fluctuations of mass flux, temperature, and heat transfer at the edges of the zone: 
, , 
m l -M( )mS 
-=-- lW-::-
m m 
T' T' 
...,L = 7l(w)~ 
71 Ts 
_1 [kg!.... (~')] = Ql [kl!.... (~')] 
mep ax 71 I me ax Ts s+ 
(a) 
(b) (4.25) 
(c) 
We assume that medium is largely gaseous at the downstream edge of the surface layer, so the 
thermal conductivity is denoted by kg. 
Moreover, we assume quasi-steady behavior of the mass flow in the region downstream of the 
interface; in particular, m; = m~. In some sense, then, the location Xl of the downstream edge of 
the surface layer follows the location Xs of the interface; i.e., it seems a reasonable assumption that 
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Xl = xs , implying 
Xl = ~c ~cs = _ ~c ~ ~c ~~ (4.26) 
mc mc~nc Pc m 
It is more appropriate to make Xl dimensionless with parameters identifying the gas phase, so 
analogous to (4.5), we define 
(4.27) 
where 
kg 
/\'g = -_ - (4.28) 
pgcp 
and Ub is the velocity of the products departing the combustion zone. Thus the dimensionless 
frequency is 
and (4.26) can be written 
(4.30) 
Dynamical behavior of the layer may also be accommodated here by introducing a transfer function 
Xl which for simpler writing we define to include the factors (1' /Ub)(Pc/ Pc): 
(4.31 ) 
4.2.1. Mean Temperature Distribution. The energy equation written for temperature is the gas phase 
is 
(4.32) 
Hence the equation for the mean and fluctuating temperatures are 
d'1' d2'1' 
mcp dx = kg dx2 + Qj'w (4.33) 
Easy solution to this equation is blocked in general because the reaction rate ill is a nonlinear 
function of temperature, for example the Arrhenius function. We avoid the problem entirely by 
supposing that the combustion is uniform in space, extending from some location Xi of ignition to 
the downstream edge Xj of the flame. To simplify the model further, we take Xi = Xl: burning 
begins immediately at the downstream edge of the surface layer. The first integral of (4.33) is 
kg (~~) 1+ = m [Qj - cp('1'j - '1'1)] (4.34) 
which is a fairly evident statement of the power balance across the layer. We assume always that kg 
and Cp are constant and we used the relation 
l X! m= illdx Xi (4.35) 
Now define the variable ( = e~g and (4.33) can be written 
_(2~ (!) = A2 
d(2 Tz (4.36) 
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with 
(4.37) 
The solution to (4.36) 
! = 1) - A2 [In (f - (1 _ i.)] 
Tl Tl ( (f (4.38) 
To this point, the value of A 2 , the eigenvalue for this problem, is unknown and must be found by 
satisfying the various boundary and matching conditions. The result is 
A2 = (* -1) 
In II _ (1 _ .ll) (4.39) 
(I (f 
which requires specification of (I. Finally, the thickness (f of the flame can be computed from 
(4.40) 
Additional details may be found in reference [19] for the case in which the surface layer is absent. The 
main point here is that explicit solution can be found for the temperature profile if the combustion 
is uniform and kg, cp are assumed constant. In terms of ~g, (4.38) is 
where 
f = e-(.gf 
We will need later the first and second derivatives of (4.41) 
~ (!) = A2 (1- fe(.g) d~g Tl 
~ (!) = -A2fe(.g d~~ Tl 
(4.41 ) 
( 4.42) 
(a) 
(4.43) 
(b) 
4.2.2. Unsteady Temperature Distribution. Written for the temperature fluctuation, equation (4.32) 
becomes 
. , or' 02r' ml df 2w' 
Zngr + O~g - o~~ = - in d~g + A W (4.44) 
where r = Tift and the assumption of quasi-steady behavior of the mass flux requires m' = ml 
for x > Xl. It is reasonable to assume that because the presence is uniform throughout a low-speed 
flame, then for the case of w uniform, we may assume that changes in the reaction rate may be 
related to changes of pressure: w' '"" p'. We set w'lw = W(p'lP) and with (4.43)a, equation (4.44) 
is 
or' 02r' m' p in r' + - - - = _A2 (1 +fe(.g) _I +A2w-
g O~g o~~ in P ( 4.45) 
A particular solution to this equation is 
1 . 
r; = -:n- [Cl + C2e(.g] 
ZHg 
(4.46) 
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with 
(a) 
(4.47) 
(b) 
The homogeneous solution is T1 e),91 ~9 + T2e),92 ~9 where A91 and A92 are the two solutions to 
(4.48) 
Hence the general solution of (4.45) is 
(4.49) 
and its derivatives are 
(a) 
(4.50) 
(b) 
Because we will use the solution to determine formulas for the temperature and heat transfer 
fluctuation at the edge of the surface layer, we evaluate T1 and T2 by satisfying the boundary 
condition at the average position of the downstream edge of the flame: 
The results are 
and 
, , 
T =Tl 
aT' , 
O~g = ql 
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(a) 
(b) 
(a) 
(b) 
(a) 
(b) 
(4.51 ) 
(4.52) 
(4.53) 
The solution for the fluctuating temperature and heat transfer in the gas phase is: 
(4.54) 
~ ~' = T'- in [e-)..g2((9f-~9) _ e-)..gl((9f-~9)] 
8~g Tl f ~A 
+ ~\ [e-)..gl((9f-~9) _ e-)..g2((gr~g)] 
+ C2 [~e-((gr~g) + _1_ { Ag2 e-)..g2((9f-~9) _ Agl e-)..gt{(9f-~9)}] 
zn ~A Agl Ag2 
+qf ;A [Agle-)..g2((gr~g) -Ag2e-)..gl((gr~g)] (b) 
In several places, we have used the properties of equation (4.48) for Ag that AgIAg2 = -ing; note 
also that Agl + Ag2 = -1, and ~A = A2 - AI' 
Despite the appearance of the frequency ng in the denominator, in several places, (4.2.2)a, b both 
are finite for ng ....... 0, the quasi-static limit: 
T' I I ~"""'T'-+ql-(1-e-X)-A2~ (x-1+e-X)-A2~ [e-x(1+x)-X] (a) Tl f f w m 
8 (TI) Wi m' (4.55) 
- ~ ....... qfe- X + A2~ (1- e-X) - A2~ [Xe-X] (b) ~ ~ w m 
where 
(4.56) 
At the downstream edge of the flame, the heat transfer qj is zero always, a condition that is 
imposed by applying the Taylor series expansion about the mean position ~gt= 
(4.57) 
so 
(4.58) 
That is, the fluctuation of heat transfer at the mean position of the flame edge is associated with 
the fluctuation ~~f of the flame thickness. 
To complete the analysis, formal statements must be made about the fluctuations of the surfaces 
~~l and ~~f of the edges of the combustion zone in the gas phase; and models of the surface layer 
must be constructed to give the transfer functions Ml(W), Tl(w), and Ql(W) in (4.25)a,b,c. Those 
tasks remain. 
We should emphasize particularly the possibilities offered by including the surface layer in this 
model. Innumerable observations have shown the extraordinarily complicated behavior that exists 
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in this region, arising especially from the heterogeneous character of the condensed material. Those 
processes, including, notably, the formation, agglomeration, and ignition of liquid aluminum drops 
at the surface of metallized propellants, have yet to be incorporated in analysis of the response 
function. The scheme described here can accommodate those dynamics; the most difficult aspect is 
constructing an appropriate model. 
The spatial and temporal statistical character of a burning propellant can also be treated within 
this framework. This is an interesting problem to investigate as a possible origin of stochastic 
noise sources in a solid propellant rocket combustor. We have cited, in remarks following equation 
(4.1), works treating some global dynamical consequences of noise sources, but the detailed physical 
processes responsible have not been analyzed. There are roughly two classes of noise sources in a 
solid rocket: turbulent flow within the volume of the chamber; and surface processes. In view of 
existing works and experience with noise generated by turbulence and combustion, it S0ems most 
likely that those sources dominate. However, the surface processes merit investigation at least to 
assess their relative importance. 
5. CONCLUDING REMARKS 
One of the purposes of this paper is to explain, with illustrative examples, some aspects of the 
strategy followed in the Caltech MURI program. This is by no means a thorough summary of 
the program, but does serve to emphasize the central importance of the response function as a 
vehicle for capturing the combustion dynamics of a burning propellant. Constructing a realistic 
and useful response function is a matter of combining modelling of the dominant physical processes 
with measurements of the response function, not discussed here. Thus that function serves as the 
primary connection between Tasks 2 and 3, as shown in Figure 1.1, and provides the principal 
information required of Task 2 to carry out analyses under Task 3. The discussion here is far from 
a complete description of current work in the MURI program. In particular, there are extensive 
experimental and modelling efforts not mentioned; and in parallel with the approximate form of 
analysis reviewed here in Sections 2 and 3, there are several important works involving extensive 
numerical simulations. Those subjects, and the topics treated briefly here, will be thoroughly carried 
out in subsequent publications. 
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