ABSTRACT In this paper we present a simulation study of the Ethernet performance under conditions of bursty traffic. This study is motivated by two observations: Ethernet will continue to be a widely used Local Area Network (LAN), especially as an access JAN for future high speed internet (or Broadband ISDN); and future high speed applications can best be modeled as bursty sources. Bursty traffic in this study is specified using three parameters: peak bandwidth, average bandwidth, and burst factor.
I. INTRODUCTION
In this paper we present a performance analysis of the Ethernet under conditions of bursty trafiic. This analysis is motivated by the following First, high speed networking or Broadband ISDN (BISDN) technology has significantly matured, and its commercial viability and feasibility has become increasingly evident over the past few years. In fact, a number of vendors are planning to deploy pilot broadband networks in the near future. We believe that at least in the first phase of their deployment, broadband networks will be used as backbone networks at campus, regional, and national levels. The access networks will continue in most cases to be LANs such as Ethernet, token ring, and FDDI.
Second, BISDN deployment will also bring with it a broad set of new applications, such as scientific imaging and visualization, multi-media conferencing, video distribution, and others. 'Ihese applications have very different traffic output from that of traditional applications, and require performance guarantees in terms of throughput, delay, and packet loss. We claim that most broadband applications can be best modeled as bursty sources, and therefore, previous analyses of the Ethernet with Poisson sources cannot be used to accurately characterize the performance obtained by these new applications. In this paper we report results of our simulation study aimed at characterizing the Ethernet performance for broadband applications. This paper is organized as follows. Section II summarizes previous performance studies of the Ethernet. Section ItI presents the Ethernet simulation model. Section IV describes the traffic source which generates both Poisson and bursty traffic. Sections V and VI present the simulation results. Section VII summarizes the important findings of this investigation. two step reasoning.
OVERVIEW OF PREVIOUS STUDIES
Ethernet is a broadcast local area network with a branching-bus topology and uses a0 unslotted, 1-persistent, carrier sense multiple access protocol with collision detection (CSWCD) and binary exponential backoff. MO 63130 There is a body of papers in the literature which investigate the performance of the Ethernet using either measurement or simulation. Those that use measurements [3, 4] do not examine bursty applications of the future; those that use simulation [5, 61 employ the Poisson process for tractability. Therefore, none address the traffic profile of interest. This paper investigates the performance of the Ethernet in the presence of bursty traffic.
SIMULATION MODEL
The model simulates the operation of the standard Ethernet at the level of the data link layer using discrete-event simulation techniques. Some features of the physical layer, such as cable propagation and repeater delay are also included. The network consists of a single channel and a set of stations. Each station has an independent packet generator and a buffer of infinite capacity as shown in Fig. 1 . Hence, packet loss in this model occurs only when the Ethernet protocol discards a packet after 16 unsuccessful retransmission attempts'. In each station, the first packet in the queue is completely transmitted before a second packet, if it exists, is dequeued. A balanced star topology is assumed, i.e., the propagation delay between any two stations on the channel is constant.
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Fig. 1 Network Configuration
A. InDut Parameters
The simulation parameters are shown in Table 1 . They are chosen to simulate the 10 Mbps Ethernet implementation whose characteristics are given in [ 11. The channel propagation delay is equivalent to about 5 lan of coaxial cable (the maximum allowed channel length) and is used to examine the worst-case performance of the Ethernet. All remaining parameters are specified by the user, and are as follows:
number of stations on the channel, offered load, packet length, simulation duration, and packet generator parameters: peak bandwidth, average bandwidth, and burst factor.
B. OutDut Statistics
The following is a description of the output statistics of the simulation.
Offered load is the sum of all individual offered loads of stations on the channel normalized to 10 Mbps, the maximum capacity of the Ethernet. The offered load of an individual station is defined as the number of bits per second that the station attempts to transmit on the channel. 
IV. BURSTY SOURCE MODEL
In a broadband communication environment, an application can be best modeled as a source of bursty trafiic [ 7 , 8 ] , which consists of bursts of data, possibly at maximum application data rate, followed by idle periods. In such environment, an application must specify its bandwidth requirements using more parameters than just its peak bandwidth. Reserving peak bandwidth for each application is obviously inefficient, and thus other parameters such as average bandwidth and burst size are needed to give a more accur-estimate of bandwidth and buffer requirements.
In this paper, a bursty source is modeled as a Markov chain consisting of two states, active and idle, as shown in Fig. 2(a) . When the source is in the active state, it generates packets at a rate &. In the idle state the source is shut off. The holding times in both the active and the idle states nre exponentially distributed with means 1/p and llu, respectively.
Fig. 2 Model of a bursty source
The output of the bursty source is characterized by three parameters: peak bandwidth (B ), average bandwidth (B3 and burst factor (B), which is defined as %e average number of packets that are generated at a rate higher than the average packet arrival rate (see Fig. 2(b) ). h other words, B = (mean time in active state) X (peak rate -average rate).
Let L be the packet length in bytes. It can be easily shown that a and fi can be written in terms of Bp, B , B and L as follows:
Note that for Poisson tratlic, the packet generator can -3 configured to r e d in the active state for the duration of the experiment (i.e., l/a -0 and 1@ -m). The only remaining packet generation parameter is &, the mean packet arrival rate per station. We compute $ by first computing the total packet arrival rate from the offered load and packet length, and then divide the result by the number of stations on the channel.
V. MODEL VALIDATION
In order to validate the simulation model, we compared results of our simulation using Poisson traffic with those reported in the literature. The comparison showed that our results match other results very well as shown in Fig. 3 . The results were obtained using 30 stations and b e d length packets. The interarrival times of packets at each station are independent and exponentially distributed A study of Fig. 3 shows that our simulation results are consistent with the measurements conducted by Gonsalves [3] 
VI. SIMULATION RESULTS WITH BURSTY SOURCES
We now present simulation results for the Ethernet performance with bursty traffic. The input parameters and the output statistics are presented in Section III. "be offered load in this case is defined in terms of three parameters: peak bandwidth in Mbps, average bandwidth in M b p , and burst factor in packets.
We analyzed the Ethernet performance by examining the effect of traffic parameters and number of traffic sources on the following performance measures: packet delay, packet loss, and buffer requirements. AU results presented in this section were obtained using 30 stations, 1500 byte packets, and exponential interarrival times of packets when the traffic source is active. Simulation results using short packets are not presented here because they exhibit similar behavior as results with long packets (see [9]).
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To examine the effect of burstiness on the Ethernet performance, we fix the peak (G) and average arrival rates (U, and increase the burst factor (B). As a result, the packet generator stays in both the active and idle states for longer time.
1. Effectof Varving Burst Facta-on Packet Delay   Fig. 4 shows the mean packet delay as function of throughput and burst factor. The peak-to-average ratio is equal to 4. For low throughput values, the contention on the channel is low for various burst factors. As a result, the mean packet delay is almost equal to the packet transmission time. For medium throughput values, the mean packet delay increases with increasing burst factor. This is due to the fact that for a fixed throughput value and an increasing burst factor, the number of packets contending for the channel simultaneously tends to increase. As a result, the number of collisions increases, and consequently the queueing delay experienced by packets increases. As the throughput reaches the channel capacity, the difference in delay performance for different burst factors becomes more significant. Note that all curves converge together when throughput approaches channel capacity. 
Effect of Varying Burst Factor on Packet Loss
The effect of burstiness is more pronounced on packet loss, as shown in Fig. 5 which depicts packet loss as a function of throughput and burst factor for a peak-to-average ratio of 4. For low throughput values, the contention for the channel is minimal (see Fig. 4) . As a result, packet loss is zero irrespective of burst factor. However, as both throughput and burst factor increase, packets experience more collisions, and consequently the number of packets dropped by the Ethernet protocol increases. As a result, packet loss becomes more significant for higher burst factors. An interesting result to note here is that for high throughput values, the difference in packet loss for different burst factors is small, whereas the difference in packet delay is large (see Fig. 4 ). This is due to the exponential backoff mechanism of the Ethernet which in this case acts as a trade-off between delay and packet loss. At high load, burst collisions occur more frequently, which causes bursts involved in the collision to be delayed for a long time. The mean queue length per station as a function of throughput and burst factor for a peak-to-average ratio of 4 is depicted in Fig. 6 . n e curves in this figure show that the mean queue length is higher for larger burst factors. However, the queue length remains relatively stable until the throughput gets close to the channel capacity, at which point the queue length increases abruptly to many times the packet length. B. Effect of Varving Peak-to-Average Ratio on the Ethernet Performance In the following set of experiments, we examine the effect of the peakto-average ratio on the Ethernet performance. This is accomplished by maintaining a fixed burst factor and average packet arrival rate, and varying the peak packet arrival rate.
of Varym-to-Av-ket Delay 'he mean packet delay as a function of throughput and peak-to-average ratio for a burst factor of 100 is shown in Fig. 7. A study of the curves in this figure shows that the mean packet delay increases with increasing peak-to-average ratio, and that the increase in delay is sigui6-cant in the case of high peak-to-average ratios, even for very low throughput values. When the peak-to-average ratio increases, the number of packets generated per active unit time also increases. As a result, the contention on the channel becomes higher, and equivalently the average delay experienced by packets increases. Since the maximum attainable throughpt is constrained by the channel capacity, all delay curves conveae together as throughput approaches channel capacity. Packet loss as a function of throughput and peak-to-average ratio is shown in Fig. 8 . The burst factor is equal to 100. A study of the curves of Fig. 8 shows that packet loss is higher for large peak-to-average ratio and low throughput (< 0.6). When throughput approaches channel capacity, all curves converge together. The interestiag result to note here is the behavior of packet loss curves for high throughput values (> 0.6) for which packet loss is lower for high peak-to-average ratio. In order to understand such unexpected result, the behavior of bursty sources and channel contention is examined as the peak-to-average ratio and throughput change.
As the peak-to-average ratio increases for fixed average bandwidth, both the mean holding time in the active state and the source cycle time decrease. This can also be seen in Fig. 9 which shows that the mean holding time in the active state ( U p ) for a peak-to-average ratio of 50 is smaller than that for a peak-to-average ratio of 4. What is import@ to note here is that for high throughput values, bursty sources are characterized by a very short active state and a relatively long idle state. The active state is even shorter when the peak-to-average ratio is high, as shown in Fig. 9 for a peak-to-average ratio of 50. These observations imply that when both the peak-to-average ratio and throughput are high, large numbers of packets within a burst contend for the channel during a very short period of time. In the event of a collision, bursts involved in the collision get delayed for some period of time. However, since the idle state in this case is much longer than the active state, delayed bursts have a better chance of capturing the channel. As a result, when throughput is high there will be fewer collisions for a high peak-to-average ratio than for a low peak-to-average ratio.
Based on this observation, when throughput is low and the active state is long enough compared to the idle state, we should obtain more collisions for higher peak-to-average ratio. lhis phenomenon is indeed depicted in Fig. 10 which consists of histograms of the number of collisions per source cycle time for two throughput values and for peakto-average ratios of 4 and 50. They show that for a throughput of 0.2, which is below the throughput value that cotresponds to the crosspoint in Fig. 8 , packets corresponding to peak-to-average ratio of 50 ex@-ence more collisions. This behavior is reversed for a throughpt value of 0.8, which is above the throughput value corresponding to the crompoint.
The buffer requirements in this study have similar trends as in Fig. 6 . The same set of experiments as in the previous section were m, but using only 5 stations. The simulation results are consistent with the msults obtained using 30 stations. That is, as the pak-to-average ratio increases, Ethernet performance deteriorates, but only at low thoughput values. When throughput is high, the Ethernet performs better for higher peak-to-average ratio. 
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C. Summm of Results for Other Performance Exueriments
The results presented so far have examined the effect of varying the burst factor or the peak-to-average ratio on the Ethernet performance. If either parameter changes, the active-idle cycle of traffic source also changes. As a result, we ran a similar set of experiments that maintained a fixed time for the active-idle traffic cycle, and examined the effect of varying the offered load on the Ethernet performance. As the load varies in this model, we are in effect varying all three traffic parameters: peak bandwidth, average bandwidth and burst factor.
Overall, the simulation results show that for a given offered load, the performance of the Ethernet (in terms of delay, queue length and packet loss) deteriorates as the ratio of the mean active time to the mean idle time decreases.
Other studies were conducted to examine the impact of packet interarrival time distribution and number of active stations on the Ethernet performance. The results of these studies are available in [9].
VII. CONCLUSIONS
One of the important functions of the Ethernet and other local area networks include providing access to national and international (inter)-networks. As the providers of public data networks plan the next phase of (inter)networks based on frame-relay, SMDS, and ATM technologies, they presume that the Ethernet will continue to serve as the access network. One major difference will however be the class of applications supported and their traffic characteristics. We claim that traffic output of most broadband applications can best be modeled as bursty, and it is essential to characterize the Ethernet performance under such traffic profiles. The simulation study reported in this paper achieves this goal.
Results show that the inherent behavior of the Ethernet does not change with bursty traffic, which is an expected result. That is, as long as the utilization is less than a threshold value, packet delay is almost the same as the transmission time, queue lengths are minimal, and packet loss due to collisions is zero. However, as the utilization increases beyond the threshold, packet delay, queue lengths and packet loss rate increase very quickly. The important conclusion of this simulation study is that the Ethernet performance deteriorates faster with the burstincss of traffic sources, and that bursty sources are more demanding than Poisson sources. For example, packet loss due to collisions, packet delay, and queue length increase with the bwstiness of traffic sowes. "be peak-to-average bandwidth ratio of sources has an unexpected effect on the packet loss rate and queue lengths. At high utilization, packet loss and queue lengths are less for higher peak-to-average ratio of bursty sources.
These results are very useful in estimating trafEc output of the access networks and performance guarantees to be expected. Furthermore these results are helpful in engineering Ethemet gateways to meet packet delay and loss requirements.
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