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GLOBAL WEAK SOLUTIONS FOR A TWO-COMPONENT NOVIKOV SYSTEM
ZHIGANG LI
Abstract. In this paper, we mainly consider about the existence and uniqueness of global weak
solutions for the two-component Novikov system. We first recall some results and definitions of
strong solutions and weak solutions for the system, then by using the method of approximation of
smooth solutions, we prove the existence and uniqueness of global weak solutions of the system.
Correspondence should be addressed to Zhigang Li; lzgcumtb@163.com
1. Introduction
In this paper, we consider the following two-component Novikov system (2NS) :

mt + 3uxvm+ uvmx = 0,
nt + 3vxun + uvnx = 0,
m = u− uxx, n = v − vxx.
This system firstly appeared in reference [1] by Geng and Xue, who derived by arising the zero curvature
equation
Ut − Vx + [U, V ] = 0
which equivalent to the compatibility condition of the 3× 3 spectral system
Φx = UΦ, Φt = V Φ,
where the spacial part U is
U =

0 λm 10 0 λn
1 0 0

 ,
and the time part V is
V =

−uxv + 13λ2 −λuvm+ uxλ uxvx− v
λ
uxv − uvx − 23λ2 −λuvn− vxλ
−uv u
λ
uvx +
1
3λ2

 ,
here λ ∈ R is spectral parameter.
The authors proved such system is integrable, and they also supplied many significant results, such
as infinite many conserved quantities, Hamiltonian structure, and explicit multi-peakon traveling wave
solutions. It should be noted that the bi-Hamiltonian structure was found by Li and Liu[2], which
means 2NS is also integrable in Liouville sense. The single peakon solutions of 2NS are given by
uc(t, x) = vc(t, x) =
√
ce−|x−ct|,
and the periodic case are given by
up(t, x) = vp(t, x) =
√
c
coshπ
cosh
(
x− ct− 2π[x− ct
2π
]− π
)
,
with periodic 2π. More details on the derivation of peakons can be found in [3].
Key words and phrases. two-component Novikov system, weak solutions, global existence.
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As 2NS is a multi-component system, we can exploit some reductions to reduce it into some single-
component equations. A nature reduction is taking u = v, which is just the Novikov equation (NE)
[4] with cubic nonlinearities,
mt + u
2mx + 3uuxm = 0, m = u− uxx,
it was firstly derived by Novikov via the symmetry classification method. The integrability of NE was
shown by Hone and Wang, who proved that it is integrable both in Lax and Liouville sense. The
Lax pair of NE can be obtained from one of 2NS by choosing u = v. More over, it also admits bi-
Hamiltonian structure, infinitely many conserved quantities [5]. They also showed that NE is associated
to the negative flow in the Sawada-Kotera hierarchy. The local well-posedness and ill-posedness of such
equation can refer to [6-7], while for periodic case and for s > 52 , well-posedness had been proved by
Tiglay [8], and the blow-up phenomena has studied in [9]. The global weak solutions of NE should be
referred to [10].
Another important reduction of 2NS is Degasperis-Procesi equation (DPE) [11] if we take v = 1,
mt + umx + 3uxm = 0, m = u− uxx.
It was proposed by Degasperis and Procesi, who considered the asymptotic integrability to the following
dispersive PDE,
ut − α2uxxt + γuxxx + c0ux = (c1u2 + c2u2x + c3uuxx)x.
In fact, if we change the coefficient of term uxm to 2 in DPE, it is just the famous Camassa-Holm
equation (CHE) [12-14]. DPE is another integrable equation of b-family for b = 3. As the same
as CHE, DPE also arises bi-Hamiltonian structure, infinite many conserved quantities and peaked
solutions, and it is connected with a negative flow in the Kaup-Kupershmidt hierarchy throw reciprocal
transformation [15]. The well-posedness and stability of DPE have been shown in [16-17]. The global
weak solutions of CHE has been studied in [18].
Himonas and Mantzavinos have illustrated 2NS is local well-posed if u0, v0 ∈ Hs with s > 32 in
convolution form [19], which is equivalent to m0, n0 ∈ Hs for s > 12 , and we have just proved if the
initial datam0 and n0 do not change sign, then the corresponding strong solution (m,n) exists globally
in time [20]. While 2NS is ill-posed if s < 32 , which has been proven by Himonas, Holliman and Kenig
in [21]. Thus, a nature question is how to modify the initial condition to guarantee there exists a
unique weak solution globally in time.
The structure of our paper is organized as follows. In Section 2, we recall some basic definitions and
lemmas which will be used in the sequel. We study the existence and uniqueness of the global weak
solution of 2NS In section 3.
Notations: For x variable, all the function space is over R, and we drop R in our notations of
function spaces if there is no ambiguity. CT represents a positive constant which depends only on T
and some norms of the initial data, and may be changed from line to line.
2. Strong solutions and some priori estimates
In this section, we recall some crucial lemmas and global existence of strong solutions to 2NS. For
convenience, we also offer some priori estimates in this section. Note that the kernel of S−2 operator
(1 − ∂2x)−1 is g(x) = 12e−|x|, which means (1 − ∂2x)−1f = g ∗ f for any function f ∈ L2. Thus we can
rewrite 2NS into the following convolution form,{
ut + uuxv + g(x) ∗ (3uuxv + u2xvx + uuxxvx) + ∂xg(x) ∗ uuxvx = 0,
vt + uvvx + g(x) ∗ (3uvvx + uxv2x + uxvvxx) + ∂xg(x) ∗ uxvvx = 0,
(1)
Definition 2.1. If u(t, x), v(t, x) ∈ [C([0, T );Hs)⋂C1([0, T );Hs−1)]2 with s > 32 is a solution to 2NS,
then u(t, x), v(t, x) is called a strong solution to 2NS.
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Definition 2.2. Assume (u0, v0) ∈ Hs ×Hs with s ∈ [0, 32 ]. If (u(t, x), v(t, x)) satisfies∫ T
0
∫
R
(
uϕt − [uvux + g ∗ (3uvux + u2xvx + uuxxvx) + gx ∗ uuxvx]ϕ
)
dxdt+
∫
R
u0ϕ(t, x)dx = 0,∫ T
0
∫
R
(
vϕt − [uvvx + g ∗ (3uvvx + uxv2x + uxvvxx) + gx ∗ uxvvx]ϕ
)
dxdt+
∫
R
v0ϕ(t, x)dx = 0,
for any test function ϕ ∈ C∞c ([0, T × R), then u(t, x), v(t, x) is called a weak solution tow 2NS.
Proposition 2.3. [10]
(1) Every strong solution is a weak solution.
(2) If (u, v) is a weak solution and u(t, x), v(t, x) ∈ [C([0, T );Hs)⋂C1([0, T );Hs−1)]2 with s > 32 ,
then it is a strong solution.
Lemma 2.4. [18] Let T > 0. If
f, g ∈ L2((0, T );H1) and df
dt
,
dg
dt
∈ L2((0, T );H−1),
then f , g are a.e. equal to a function continuous from [0, T ] into L2 and
< f(t), g(t) > − < f(s), g(s) >=
∫ t
s
〈df(τ)
dτ
, g(τ)
〉
dτ +
∫ t
s
〈dg(τ)
dτ
, f(τ)
〉
dτ
for all s, t ∈ [0.T ], where <,> denote the duality paring between H1 and H−1.
Throughout this paper, let {ρn}∞n=1 denote the mollifiers
ρn(x) =
(∫
R
ρ(x)dx
)−1
nρ(nx), x ∈ R, n ∈ N∗,
where ρ ∈ C∞c is defined by
ρ(x) =
{
e
1
x2−1 , |x| < 1,
0, |x| ≥ 1.
Next, we recall some crucial approximations results of convolution calculus.
Lemma 2.5. [18] Suppose f : R→ R be uniformly continuous and bounded. If g ∈ Lp with 1 ≤ p ≤ ∞,
then we have
[ρn ∗ (fg)− (ρn ∗ f)(ρn ∗ g)]→ 0,
as n→∞ in Lp.
Lemma 2.6. [18] Suppose f(t, ·) ∈ W 1,1 is uniformly bounded in W 1,1 for all t ∈ R+. Then for a.e.
t ∈ R+ and 1 ≤ p <∞, we have
1
p
d
dt
∫
R
|ρn ∗ f |pdx =
∫
R
|ρn ∗ f |p−1(ρn ∗ ft)sgn(ρn ∗ f)dx,
and
1
p
d
dt
∫
R
|ρn ∗ fx|pdx =
∫
R
|ρn ∗ fx|p−1(ρn ∗ fxt)sgn(ρn ∗ fx)dx.
Lemma 2.7. [20] Suppose u0, v0 ∈ Hs, with s ≥ 3, m0 = (1 − ∂2x)u0 and n0 = (1 − ∂2x)v0 are
non-negative, then 2NS has a unique global strong solution
(u(t, x), v(t, x)) ∈ C(R+;Hs) ∩ C1(R+;Hs−1).
Moreover, E(u, v) =
∫
R
(
u(t, ·)v(t, ·) + ux(t, ·)vx(t, ·)
)
dx is a conservation law.
At the end of this section, we offer some priori estimates for u, v and potentials m, n.
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Lemma 2.8. [20] Suppose u0, v0 ∈ H3 and m0, n0 ∈ Lp with 1 ≤ p ≤ ∞ are non-negative, then there
exists some constant C > 0 only depends on the maximal existence time T > 0 and initial data (u0, v0),
such that
(i)‖ux(t, ·)‖L∞ ≤ ‖u(t, ·)‖L∞ ≤
√
2
2
‖u(t, ·)‖H1 ≤
√
2
2
‖u0‖H1eE(u0,v0)t,
(ii)‖vx(t, ·)‖L∞ ≤ ‖v(t, ·)‖L∞ ≤
√
2
2
‖v(t, ·)‖H1 ≤
√
2
2
‖v0‖H1eE(u0,v0)t,
(iii)‖u(t, ·)‖Lp , ‖ux(t, ·)‖Lp ≤ ‖m(t, ·)‖Lp ≤ eCt‖m0‖Lp ,
(iv)‖v(t, ·)‖Lp , ‖vx(t, ·)‖Lp ≤ ‖n(t, ·)‖Lp ≤ eCt‖n0‖Lp .
Proof. For (i) and (ii), one can follow the proof of lemma 2.7 in [x]. Now we illustrate the third
inequality. By virtue of the first equation of 2NS, we have
d
dt
∫
R
mpdx =
∫
R
mp−1mtdx = −
∫
R
mp−1(uvmx + 3uxmv)dx =
∫
R
(uvx − 2uxv)mpdx
≤ (2‖ux‖L∞‖v‖L∞ + ‖u‖L∞‖vx‖L∞)
∫
R
mpdx ≤ CT
∫
R
mpdx,
and take advantage of Young’s inequality and Gronwall’s inequality, we obtain
‖u(t, ·)‖Lp = ‖(g ∗m)(t, ·)‖Lp ≤ ‖g(t, ·)‖L1‖m(t, ·)‖Lp ≤ eCt‖m0‖Lp ,
‖ux(t, ·)‖Lp = ‖(gx ∗m)(t, ·)‖Lp ≤ ‖gx(t, ·)‖L1‖m(t, ·)‖Lp ≤ eCt‖m0‖Lp .
Similarly, one can check that (iv) is also holds. 
3. Global weak solution
Inspired by Zheng and Yin [22], now we state our main results as following theorem.
Theorem 3.1. Suppose m0, n0 ∈ L1∩L2 and m0, n0 ≥ 0, ∀x ∈ R. Then 2NS has a unique global weak
solution (u, v) ∈ C(R+;H1) ∩C1(R+;L2), and the potential (m,n) ∈ L∞loc(R+;L1 ∩ L2).
Proof. Step 1. Let u0 = (1 − ∂2x)−1m0, v0 = (1 − ∂2x)−1n0. As m0, n0 ∈ L2, by virtue of Lemma 2.8
with p = 2, we have u0, v0 ∈ H1. Define uk0 = ρk ∗ u0 and vk0 = ρk ∗ v0 belong to H∞ for k ∈ N∗. By
the convolution approximation, it is clearly that
uk0 → u0 and vk0 → v0 in H1 as k →∞.
Noting that mk0 = u
k
0 − uk0,xx = ρk ∗m0 ≥ 0, and nk0 = vk0 − vk0,xx = ρk ∗ n0 ≥ 0, for k ∈ N∗, it is
obvious that
mk0 → m0 and nk0 → n0 in L1 ∩ L2 as k →∞.
As m0 and n0 are smooth function in H
∞, through Lemma 2.7 we have unique global strong solutions
mk, nk of 2NS with initial data mk0 , n
k
0 , and u
k = g ∗mk, vk = g ∗ nk.
Step 2. For fixed T > 0, by Lemma 2.8 and the fact ‖ρk ∗f‖Wk,p ≤ ‖ρk‖L1‖f‖Wk,p , we see uk, vk is
uniformly bounded in L∞([0, T );H1∩W 1,∞), and mk, nk is uniformly bounded in L∞([0, T );L1∩L2).
In order to obtain the uniform boundedness of solution uk, vk in H1((0, T )×R) with initial data uk0 , vk0 ,
it remains to estimate ‖ukt (t, ·)‖L2 and ‖vkt (t, ·)‖L2 . Rewriting the first equation of 2NS, we have
ukt + gx ∗ ukvkmk + 2g ∗ ukxvkmk − g ∗ ukvkxmk = 0. (2)
Taking advantage of Young’s inequality yields
‖ukt (t, ·)‖L2
≤‖(gx ∗ ukvkmk)(t, ·)‖L2 + 2‖(g ∗ ukxvkmk)(t, ·)‖L2 + ‖(g ∗ ukvkxmk)(t, ·)‖L2
≤‖mk(t, ·)‖L2
(‖uk(t, ·)‖L∞‖vk(t, ·)‖L∞ + 2‖ukx(t, ·)‖L∞‖vk(t, ·)‖L∞ + ‖uk(t, ·)‖L∞‖vkx(t, ·)‖L∞)
≤2‖mk(t, ·)‖L2‖uk(t, ·)‖W 1,∞‖vk(t, ·)‖W 1,∞ ,
(3)
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and the boundary of ‖vkt ‖L2 can be obtained in s similar way. Combining with the fact
‖uk(t, ·)‖H1 ≤ ‖u(t, ·)‖H1 , ‖vk(t, ·)‖H1 ≤ ‖v(t, ·)‖H1 ,
and Lemma 2.8, we see sequence {uk, vk}k∈N∗ is uniformly bounded in H1((0, T ) × R). Therefore,
there exists a subsequence such that
(ukj , vkj )→ (u, v) weakly in H1((0, T )× R), as kj →∞,
(ukj , vkj )→ (u, v) a.e. on (0, T )× R, as kj →∞,
(4)
for some u, v ∈ H1((0, T )× R). By Lemma 2.7 and Lemma 2.8, we have that for fixed t ∈ (0, T ),
V[ukjx (t, ·)] = ‖ukjxx(t, ·)‖L1 ≤ ‖ukj(t, ·)‖L1 + ‖mkj(t, ·)‖L1 ≤ 2‖mkj‖L∞((0,T );L1),
and
‖ukjx (t, ·)‖L∞ ≤
√
2
2
‖ukj(t, ·)‖H1 ≤
√
2
2
‖ukj0 ‖H1eE(u
kj
0
,u
kj
0
)t
≤
√
2
2
‖ukj0 ‖H1e‖u
kj
0
‖
H1
‖v
kj
0
‖
H1
t ≤
√
2
2
‖u0‖H1e‖u0‖H1‖v0‖H1 t,
where V(f) is the total variation of function f ∈ BV . Applying Helly’s theorem and the diagonal pro-
cess, we obtain that there exists a subsequence, denoted again by u
kj
x (t, x), which converges pointwise
for all x ∈ R and t in a countable dense subset of (0, T ). In order to prove ukjx (t, x) converges for a.e.
x and every t ∈ (0, T ), as kj →∞, it will suffice to prove that ‖ukjxt‖L∞((0,T );L1) is uniformly bounded.
Differentiating equation (3) with respect to x, and together with the identity ∂2xg ∗ f = g ∗ f − f , we
get
ukxt + g ∗ ukvkmk − ukvkmk + 2gx ∗ ukxvkmk − gx ∗ ukvkxmk = 0.
Similar to the argument of (3), it is easy to check that there exists some constant CT > 0 such that
‖ukjxt‖L∞((0,T );L1) ≤ CT .
Thus we claim there exists some function such that u
kj
x (t, x) → r(t, x) for a.e. x ∈ R and ∀t ∈ (0, T )
as kj → ∞. Since for almost all (t, x) ∈ (0, T ) × R, ukjx → ux in D′((0, T ) × R), it follows that
r(t, x) = ux(t, x) for a.e. (t, x) ∈ (0, T ) × R. With a similar argument, we can also deduce that
v
kj
x → vx a.e. on (0, T )× R. Therefore, we have
(ukjx , v
kj
x )→ (ux, vx) a.e. on (0, T )× R. (5)
Moreover, ux, vx ∈ L∞((0, T )× R).
Since (mk, nk) is uniformly bounded in L∞((0, T );L1 ∩ L2), there exists a subsequence such that
(mkj , nkj )→ (m,n) weakly ∗ in L∞((0, T );L1 ∩ L2), as kj →∞. (6)
Next we show m,n satisfy 2NS in distribution sense. We only deal with the term uxvm as an
example, and the others are similar. By virtue of (5)-(7) and Lemma 2.5 , we see for any test function
φ ∈ C∞0 ((0, T )× R),∫ T
0
∫
R
(
ukjx v
kjmkj − uxvm
)
φdxdt
=
∫ T
0
∫
R
mkj [ukjx v
kj − (uxv)kj + (uxv)kj − uxv]φdxdt +
∫ T
0
∫
R
(mkj −m)uxvφdxdt
≤‖mkj‖L∞((0,T );L2)‖[ukjx vkj − (uxv)kj ]φ+ [(uxv)kj − uxv]φ‖L1((0,T );L2)
+ ‖mkj −m‖L∞((0,T );L2)‖uxvφ‖L1((0,T );L2) → 0, as kj →∞.
Step 3. Since for any fixed T > 0, (uk, vk) is bounded in L∞((0, T );H1), and (ukt , v
k
t ) is bounded
in L∞((0, T );L2 respectively, hence the map t → (uk(t cdot), vk(t, ·)) ∈ H1 is weakly equicontinuous
on [0, T ]. By virtue of Arzela-Ascoli theorem, we know there exists a subsequence of (uk(t, ·), vk(t, ·))
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which converges weakly in H1, uniformly in t ∈ [0, T ]. The limit function is (u, v). Since T > 0 is
arbitrary, we claim that
(u, v) ∈ Cw(R+;H1).
In order to prove u, v ∈ C(R+;H1), it remains to show that ‖u(t, ·)‖H1 and ‖v(t, ·)‖H1 are continuous
on R+. Since (m,n) is a solution of 2NS in distributional sense, we see for a.e. t ∈ R+,
ρk ∗mt + ρk ∗ (uvm)x − ρk ∗ (uvxm) + 2ρk ∗ (uxvm) = 0.
Multiplying with ρk ∗ u and integrating with respect to x on R, through Lemma 2.4, we have
1
2
d
dt
‖ρk ∗ u‖2H1 =
∫
R
[(ρk ∗ ux)(ρk ∗ uvm) + (ρk ∗ u)(ρkuvxm)− 2(ρk ∗ u)(ρk ∗ uxvm)] dx
= Gk(t).
(7)
Note that u, v ∈ L∞((0, T );W 1,∞),m,n ∈ L∞((0, T );L1)). Thus we also have u, v ∈ L∞((0, T );W 2,1 →֒
C1B), and for t ∈ R+, thanks to Lemma 2.5 we have
lim
k→∞
Gk(t) =
∫
R
(u2vxm− uuxvm)dτ = G(t).
On the other hand, with Ho¨lder inequality and Young’s inequality, it is easy to check |Gk(t)| ≤ CT for
t ∈ (0, T ), k ∈ N∗. Thus integrating (8) with respect to t and letting k→∞, we arrive at
1
2
‖u(t, ·)‖2H1 −
1
2
‖u0‖2H1 =
∫ t
0
G(τ)dτ.
This proves u ∈ C(R+;H1). With a similar argument, we also have v ∈ C(R+;H1). Because u, v ∈
H1((0, T )× R), by Lemma 2.4 and (3), it is clear that u, v ∈ C1(R+;L2).
Step 4. Finally, we prove the weak solution (m,n) is unique. Suppose (mi, ni) are two weak
solutions of 2NS in L∞loc(R+;L
1∩L2), i = 1, 2, and the corresponding functions (ui, vi) = (g∗mi, g∗ni) ∈
C(R+;H
1)∩C1(R+;L2). Define the error of two solutions byM = m1−m2, N = n1−n2, U = u1−u2
and V = v1 − v2, and we denote for any fixed T > 0,
L = sup
t∈(0,T ),i=1,2
{‖mi(t, ·)‖L1∩L2 + ‖ni(t, ·)‖L1∩L2}, (8)
and with Young’s inequality, we have
‖ui(t, ·)‖W 1,1∩W 1,∞ ≤ ‖mi(t, ·)‖L1 ≤ L, ‖vi(t, ·)‖W 1,1∩W 1,∞ ≤ ‖ni(t, ·)‖L1 ≤ L. (9)
Substituting ui, vi, mi and ni into 2NS, it is easy to derive that the error terms U and Ux satisfy
the following evolution equations
Ut + Uu1xv1 + u2Uxv1 + uxu2xV + g ∗
(
3Uu1xv1 + 3u2Uxv1 + 3u2u2xV + (u1x + u2x)Uxv1x
+ u22xVx + U(u1 −m1)v1x − u2xUxv1x + u2Ux(n1 − v1) + u2(u2 −m2)Vx
)
+ gx ∗
(
Uu1xv1x + 2u2Uxv1x + uxu2xVx
)
= 0,
(10)
Uxt + Uxu1xv1 + U(u1 −m1)v1 + u2xUxv1 + u2Uxxv1 − u2Uxv1x + u22xV + u2(u2 −m2)V + gx∗(
3Uu1xv1 + 3u2Uxv1 + 3u2u2xV + (u1x + u2x)Uxv1x + u
2
2xVx + U(u1 −m1)v1x − u2Uxv1x
+ u2Uxv1x + u2Ux(n1 − v1) + u2(u2 −m2)Vx
)
+ g ∗
(
Uu1xv1x + 2u2Uxv1x + u2u2xVx
)
= 0.
(11)
Our goal is to construct the following differential inequality
d
dt
‖ρk ∗ U‖L2 +
d
dt
‖ρk ∗ Ux‖L2 +
d
dt
‖ρk ∗ V ‖L2 +
d
dt
‖ρk ∗ Vx‖L2
≤C (‖ρk ∗ U‖L2 + ‖ρk ∗ Ux‖L2 + ‖ρk ∗ V ‖L2 + ‖ρk ∗ Vx‖L2) + Rk(t),
(12)
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where
Rk(t)→ 0 as k →∞, and |Rk(t)| ≤ CK , ∀t ∈ (0, T ), k ∈ N∗. (13)
In order to obtain (13), we should convolute (11) and (12) with ρk and take inner product with
|ρk∗U |sgn(ρk∗U) and |ρk∗Ux|sgn(ρk∗Ux) respectively. Due to the estimates are huge and cumbersome,
here we only offer details for some special terms which are underlined.
Line 1: ∫
R
|ρk ∗ U |sgn(ρk ∗ U)ρk ∗ g ∗ (Um1v1x)dx
≤‖ρk ∗ U‖L2‖ρk ∗ g ∗ (Um1v1x)‖L2
≤‖ρk ∗ U‖L2‖(ρk ∗ U)(ρk ∗m1)(ρk ∗ v1x)‖L1 +Rk(t)
≤‖ρk ∗ U‖L2‖ρk ∗ U‖L2‖ρk ∗m1‖L2‖ρk ∗ v1x‖L∞ +R1k(t)
≤C‖ρk ∗ U‖2L2 +Rk(t),
where
R1k(t) = ‖ρk ∗ U‖L2 (‖ρk ∗ (Um1v1x)‖L1 − ‖(ρk ∗ U)(ρk ∗m1)(ρk ∗ v1x)‖L1) .
As m1 ∈ L1 and U, v1 ∈W 1,∞, we see R1k satisfies (14) via Lemma 2.5.
Line 2: ∫
R
|ρk ∗ U |sgn(ρk ∗ U)ρk ∗ gx ∗ (u2Uxv1x)dx
≤‖ρk ∗ U‖L2‖ρk ∗ (Uxu2v1x)‖L2
=‖ρk ∗ U‖L2‖(ρk ∗ Ux)(ρk ∗ u2v1x)‖L2 +R2k(t)
≤‖ρk ∗ U‖L2‖ρk ∗ Ux‖L2‖ρk ∗ u2‖L∞‖ρk ∗ v1x‖L∞ +R2k(t)
≤C‖ρk ∗ U‖L2‖ρk ∗ Ux‖L2 +R2k(t),
with
R2k(t) = ‖ρk ∗ U‖L2 (‖ρk ∗ (Uxu2v1x)‖L2 − ‖(ρk ∗ Ux)(ρk ∗ u2)(ρk ∗ v1x)‖L2) ,
which is also tends to zero as k →∞ by virtue of U, u1, v1 ∈ H1.
Line 3: ∫
R
|ρk ∗ Ux|sgn(ρk ∗ Ux)ρk ∗ (Uxxu2v1)dx
=
∫
R
|ρk ∗ Ux|sgn(ρk ∗ Ux)(ρk ∗ Uxx(ρk ∗ u2)(ρk ∗ v1)dx +R3k(t)
=
1
2
∫
R
∂
∂x
|ρk ∗ Ux|2(ρx ∗ u2)(ρk ∗ v1)dx+R3k(t)
=− 1
2
∫
R
|ρk ∗ Ux|2 [(ρk ∗ u2x)(ρk ∗ v1) + (ρk ∗ u2)(ρk ∗ v1x)] dx+R3k(t)
≤1
2
∫
R
|ρk ∗ Ux|2‖ρk ∗ u2‖W 1,∞‖ρk ∗ v1‖W 1,∞ +R3k(t),
with
R3k(t) =
∫
R
|ρk ∗ Ux|sgn(ρk ∗ Ux) [ρk ∗ (Uxxu2v1)− (ρk ∗ Uxx)(ρk ∗ u2)(ρk ∗ v1)] dx.
Line 4: ∫
R
|ρk ∗ Ux|sgn(ρk ∗ Ux)ρk ∗ (u2m2V )dx
≤‖ρk ∗ Ux‖L2‖ρk ∗ (u2m2V )‖L2
=‖ρk ∗ Ux‖L2‖(ρk ∗ u2)(ρk ∗m2)(ρk ∗ V )‖L2 +R4k(t)
≤‖ρk ∗ Ux‖L2‖ρk ∗ u2‖L∞‖ρk ∗m2‖L2‖ρk ∗ V ‖L∞ +R4k(t)
≤C‖ρk ∗ Ux‖L2‖ρk ∗ V ‖H1 +R4k(t),
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with
R4k(t) = ‖ρk ∗ Ux‖L2 (‖ρk ∗ (u2m2V )‖L2 − ‖(ρk ∗ u2)(ρk ∗m2)(ρk ∗ V )‖L2) .
For V and Vx, one can following analogous estimates as above to check that both
d
dx
‖ρk ∗V ‖L2 and
d
dx
‖ρk ∗ Vx‖L2 can be bounded by the right hand side of (13). Denote
Ak(t) = ‖ρk ∗ U‖L2 + ‖ρk ∗ Ux‖L2 + ‖ρk ∗ V ‖L2 + ‖ρk ∗ Vx‖L2,
applying Young’s inequality to (13) yields
Ak(t) = e
Ct
(
Ak(0) +
∫ t
0
e−CsRk(s)ds
)
.
Since Rk(t) satisfies (14) and Ak(0) = 0, the uniqueness is obtained by letting k→∞.

Remark 3.2. In the proof of Theorem 3.1, in order to obtain (5), we considered the total variation of
u
kj
x and v
kj
x , this is the reason we have to restrict m0, n0 ∈ L1, and the uniqueness is guaranteed since
our assumption is m0 and n0 also belong to L
2, and actually p = 2 is the critical value of Lp (p ≥ 2)
such that we can deduce the uniqueness of global weak solutions. More details can be found in the
reference [22].
Remark 3.3. As we have shown in introduction, 2NS admits peakon and periodic peakon solutions,
and it is obvious mc(t, x) = nc(t, x) = (1 − ∂2x)
√
ce−|x−ct| are not Lp integrable function. Thus, how
to weaken the conditions of m0 and n0 is still an unsolved problem.
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