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in place between t and t + dt. Standard reasoning then shows that the total probability of a change by some ball between t and t + dt is Ndt + o(dt), and that consequently the probability density for the length of time between transfers is Ne l dt. When a transfer occurs, it is readily seen that the probabilities that it is from urn 1 to urn 2 or from urn 2 to urn 1, respectively, depend on the relative number of balls in the two urns exactly as for the original Ehrenfest model. Thus we see that the present scheme is essentially the original Ehrenfest scheme where the drawings are made at random times. As we shall see, the time-continuous scheme is easier to handle analytically.
Let x{t) be the number of balls in urn 1 at time t we shall sometimes speak of this number as the state of the system. Then x(t) is a random function which can take integer values from 0 to 2/V; x(t) executes a random walk-with a "restoring force 7 --about the equilibrium value N. It is clear that the random walk is a Markov process.
Let Lj 9 k, j f 1 k, be the first-passage time from state / to state k that is, Lj 9 k is the' infimum of t such that x{t) -k, given that x(0) = /• Let L^^ be the recurrence time for the state k; that is, L^^ is the infimum of t such that x(t) = k and x(r) φ h for 0 < r < ί, given that x(0) = k. We shall discuss the probability distributions of L; jς and L^T he probability distribution of Lj^ depends, of course, on the size of the model (that is, on the number N). When it is necessary to emphasize this dependence we shall sometimes employ the notation L-£ in place of £/,&• We shall use the notation P{A) for the probability of the event A P(A \ B) for the conditional probability of A, given B E(X) for the mean, or expected value, of the random variable X. By the distribution of a random variable X we mean the function (of say u) given by P(X < u). The statement that a sequence of distributions converges to a distribution F(u) will mean convergence at all continuity points of F(u).
There are two limiting situations in which the distribution of £/,£ is of interest.
(a) Consider a simple thermodynamic system such as an ideal gas in a con- some fixed number λ t < 1 (Theorem 1).
The situation with respect to L/ς £, where again k/N < λj < 1, is somewhat different. If k/N is appreciably different from 0, a very short recurrence time is not improbable. The distribution of L^^/EiL^^) has for large N a "lump"of probability of magnitude k/N concentrated near 0, the remainder of the distribution being exponential (Theorem 2).
(b) In the theory of the Brownian motion and elsewhere in physics and statistics an important role is played by the stationary Gaussian Markov process z(t) which we scale so that
This process is defined bythe requirement that the joint distribution of z(tι), , z(t m ) for any distinct numbers t\, , £ m is Gaussian and dependent only on the differences t( ~~tj and that the autocorrelation function is given by If N is large, the z{t) process, under the conditional hypothesis that z(0) has an appropriate value, is approximated by the process -» -ξ Q < 0, /Y -> oo^ W e obtain in Theorem 3 the Laplace transform of the distribution of L, the first time at which z(t) = -ξ Oy given z(0) = 0. This result is not new, having been obtained by Siegert [lOj and by Darling (unpublished) . However, the present method of derivation seems instructive.
Results similar to those given under (a) and (b) are obtained for the random 
where we have introduced the notation Qj f k(t) for P [x(t) = A; | #(0) = y] . Formula (2) was given by Siegert [9 111 Because of the simple nature of the process under consideration it is easy to show that Lj 9 k and L^^ are (measurable) random variables with absolutely continuous distributions. We omit the proof. We let Py^(α) be the probability density If the first passage to the state k occurs at time r, the probability that the state at time t is again k is Qk,k^ "" T) . We have therefore (7) Q jlk (t) = S*Pj,k (r)Qk,k (t-r) dτ, j φk.
Formula (7) is the continuous counterpart of a formula long used for discrete 184 RICHARD BELLMAN AND THEODORE HARRIS processes and recently exploited by Feller [2] . Taking Laplace transforms of both sides of (7) The proof will bring out the fact that likewise
Theorem 1 will follow from this lemma: Proof of Lemma 1. The proof of Lemma 1, which is somewhat indirect, proceeds as follows. We can obtain an expression for φ\ {&) by substituting cr/m\ for σ in (8), obtaining
We can obtain an asymptotic estimate of J γ as we shall see later. However, a direct estimate of J 2 appears difficult to obtain. We shall therefore resort to another expression for φ^ (σ) which is easier to estimate. Having estimates for φ^ '(σ) and for /ι, we can get an estimate of / 2 , which will be necessary for Theorem 2.
Since a direct proof of Lemma 1 is easy if all terms in the sequence {k(N)\ are 0 we can suppose k > 0. If 0 < k < N we have, from elementary reasoning, the important relation
On account of the Markovian nature of the process, Ltf^ and L^> 0 aΓe independent random variables and the Laplace transform of the distribution of their sum is the product of the Laplace transforms of their individual distributions. Therefore, using (8) and (13) The numerator of the last fraction in (15) see Feller, [3, p. 325] .)
The relation which replaces (7) If we equate the right side of (8), with j -N and with σ replaced by crNQk, to the rignt side of (15) with σ/τn^ replaced by σNQk, we obtain
To estimate / 3 , which is the numerator of (12) with σ replaced by σ*/(l -λ), we need two lemmas. 
Proof. By (2), QN tΓ (t) is the coefficient of s
Since for large N the root of the equation
is approximately t ~ (1/2) log N f it suffices to prove Lemma 2 for the quantities
where we have set
Suppose e > 0 is given.Choose an arbitrary OC > 1. Let 6 ι < e be a positive number and define (24) e ff+1 =e w (l+W α ), N = l,2, ".
Note that { βff \ is a bounded increasing sequence. We select € x small enough so that e N < €, for all N. Now define a sequence ί\ < T 2 < as follows: Fx = tι(βι) ί^+ 1 for yV > 1 is the maximum of T N and the positive root of
[Note that zit) is monotone decreasing.] It is then clear from (25) that
We now wish to show inductively that ic Γ w ω-cW| (27) Using ( Then t > 7/v implies that the left side of (27) is less than € . Use of (26) 5 Intuitive interpretation. Theorem 1 means intuitively that if we take mâ s our time unit, the attainment of the state k is an occurrence of the "chance" type; that is, the probability of attaining k during a given time interval is almost independent of the past history of the process. This interpretation suggests that Theorem 1 should be true for more general types of processes with a central tendency.
Theorem 2 seems to mean that if the initial state is k there is a probability λ of returning J o k before leaving its immediate neighborhood; there is a probability 1 -λ of getting completely away from the neighborhood before the first return; in this case the first return has the distribution of first passage times given in Theorem 1. 6* Application to stationary Gaussian Markov processes* In Theorems 1 and 2 we considered rare or microscopic fluctuations of x(t). But if N is large x(t) will for the most part deviate little from its mean value /V, and to consider the ordinary fluctuations of x(t) we consider 
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Define the random variable L to be the smallest value of t for which z(t) =~£ o ^ 0> given z(0) = 0. It is intuitively clear that the distribution of L is given by the limiting distribution of L^9k as N-* °° provided we let (32) (fc-jvj^i/a-* _£,.
A rigorous proof of this statement is not difficult but we omit it. To find the limiting Laplace transform for the distribution of Ljv,& un der the hypothesis (32), we consider (15) The second integral inside the bracket in (33) goes to 0 as /V -> °° . The numerator of (15), with σ in place of σ/m&, is
We thus have the following result.
THEOREM 3. The Laplace transform of the distribution of L is given by
(l/2)Γ(σ/2) (34) Formula (34) was obtained by Siegert and by Darling through direct consideration of the z(t) process. It is interesting to notice that the present procedure utilizes (13) which has no counterpart for the z(t) process. 
