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Abstract
We have used classical interatomic potentials to determine the structure, interface energy and oxygen vacancy segregation
energies of eight different grain boundaries (GBs) in BaZrO3 with tilt axis [1¯10]. Two of these have been studied
previously with density functional theory and the agreement is satisfactory. The results suggest that oxygen vacancies
prefer to reside near the boundary interface for all these GBs. The minimum segregation energies range between
−1.86 eV and −0.57 eV, and the typical core width is about 10 A˚. The resulting depletion layers have been evaluated
using a thermodynamic space-charge model. Space-charge potential barriers between 0.2-0.8 eV were obtained with
dopant concentrations of 5 % and 10 %.
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1. Introduction
Acceptor-doped BaZrO3 shows great promise as an
electrolyte for proton conducting intermediate tempera-
ture SOFCs due to that it is chemically stable and exhibits
high bulk conductivity [1, 2]. Polycrystalline samples do
however display significantly lower conductivity which is
caused by resistive grain boundaries (GBs) [1, 3, 4]. This
has recently been interpreted in terms of the space-charge
model by several research groups [5–13]. This model as-
sumes that positively charged defects, such as oxygen va-
cancies, accumulate at the GB core and thereby give rise to
an electrostatic potential. In turn, the potential depletes
the nearby regions of positively charged defects, resulting
in depletion layers next to the core [14]. This reduces the
proton concentration near the GB which lowers the con-
ductivity.
For the accumulation to occur the defect formation en-
ergies need to be lower at the GB core. Previous studies
by our group on a tilt grain boundary in BaZrO3 using
density-functional theory (DFT) suggest that vacancies do
segregate to the GB core [13]. For a more comprehensive
understanding more GB structures have to be considered.
The number of GBs that can be treated with DFT is very
limited due to the high computational cost for large sys-
tems. In order to study more complex GB structures less
time consuming methods are therefore needed.
We have studied eight different tilt grain boundaries in
BaZrO3 with tilt axis [1¯10] using classical interatomic po-
∗Corresponding author. Tel.: +46 (0)31 7723634
Email address: goran.wahnstrom@chalmers.se (Go¨ran
Wahnstro¨m)
tentials. The grain boundary energy as well as oxygen va-
cancy segregation energies have been determined for each
GB. These segregation energies were then used as input
to a thermodynamic space-charge model in order to de-
termine the corresponding space-charge potentials. Only
dry conditions are treated which means that the defects
present in the simulations are oxygen vacancies and accep-
tor dopants, where the latter are assumed to be immobile.
During doping and hydration processes there is also the
possibility that holes are formed instead of oxygen vacan-
cies and/or hydroxide ions [15, 16]. In this study however
we assume that the formation of holes can be neglected.
2. Theory
To determine the equilibrium distribution of defects
within a material we need the electrochemical potential of
each defect species. For the electrochemical potential of
species n we use the expression
µn(z) = µ
◦
n(z) + qneϕ(z) + kBT ln
cn(z)
cmaxn (z)− cn(z)
(1)
where µ◦n(z) is the standard chemical potential, qn is the
effective charge of the defect, e is the elementary charge,
ϕ(z) is the electrostatic potential, cn(z) is the defect con-
centration and cmaxn (z) is the concentration of possible de-
fect sites. The spatial coordinate z is chosen so that the
grain boundary plane is located at z = 0 and the grain inte-
rior at z = ±∞. The defect species considered in this work
are oxygen vacancies with q = +2 and acceptor dopants
with q = −1. The vacancy and dopant concentrations are
denoted cV(z) and cA(z) respectively. The dopant ions
are assumed to be immobile and evenly distributed in the
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material, i.e. cA(z) = cA(∞). From here on the dopant
concentration will be referred to as cA.
The electrostatic potential in Eq. 1 is given by Poisson’s
equation
d2ϕ(z)
dz2
= −ρ(z)
r0
(2)
where ρ(z) is charge density and r is the dielectric con-
stant. With oxygen vacancies and acceptor dopants ρ(z)
is given by
ρ(z) = 2ecV(z)− ecA (3)
The grain interior is charge neutral, and thereby Eq. 3
yields the condition cV(∞) = cA/2.
We make the assumption that the GB region is in equi-
librium with the grain interior. This assumption yields the
equilibrium equation µV(z) = µV(∞), which together with
Eq. 1 can be written as
∆µ◦V(z) + 2e∆ϕ(z) + kBT ln
cV(z)
cmaxV (z)− cV(z)
= kBT ln
cV(∞)
cmaxV (∞)− cV(∞)
(4)
where ∆µ◦V(z) = µ
◦
V(z) − µ◦V(∞) and ∆ϕ(z) = ϕ(z) −
ϕ(∞).
As will be shown further on in the paper, there can
be two or more defect sites at the same z-coordinate with
different values of ∆µ◦V(z) within the grain boundary re-
gion. Assuming there are i different sites, we then have
to solve Eq. 4 for each value ∆µ◦V,i(z) with correspond-
ing cmaxV,i (z) to obtain the defect concentration at each
site, cV,i(z). The total defect concentration is given by
cV(z) =
∑
i cV,i(z).
3. Computational details
3.1. Interatomic potential
To model the grain boundary structures we use inter-
atomic pair potentials of the form
Uij(r) = Aij exp
(
− r
ρij
)
− Cij
r6
+
qiqj
r
(5)
where qi and qj are the charges of the ions and Aij , ρij and
Cij are empirical parameters. The first two terms, which
correspond to Pauli and van der Waals interaction, are
short ranged and they were truncated with a cut-off radius
of 6 A˚ [17]. This choice yields errors in grain boundary
energy below 1 % suggesting sufficient accuracy. The last
term, which is the Coulomb interaction, is long ranged and
is calculated using the Ewald summation technique. This
description is denoted the rigid ion model (RIM).
Polarizability has been included through the use of the
shell model (SM) [18]. The ions are seen as consisting of
a core and a massless shell which are connected through a
harmonic spring. The core and the shell both have a charge
which when added together are equal to the formal charge
Table 1: The unrelaxed structure dimensions and the number of
atoms for [1¯10] tilt grain boundary supercells of BaZrO3. The third
axis corresponds to the grain boundary plane. a0 = 4.191 A˚.
No. of
Axes Dimensions atoms
[112¯], [1¯10], [111] 2
√
6a0 × 3
√
2a0 × 8
√
3a0 1440
[111¯], [1¯10], [112] 2
√
3a0 × 3
√
2a0 × 6
√
6a0 1080
[332¯], [1¯10], [113]
√
22a0 × 3
√
2a0 × 6
√
11a0 1980
[221¯], [1¯10], [114] 2
√
9a0 × 3
√
2a0 × 4
√
18a0 2160
[552¯], [1¯10], [115]
√
54a0 × 3
√
2a0 × 12
√
3a0 3240
[331¯], [1¯10], [116]
√
19a0 × 3
√
2a0 × 3
√
38a0 1710
[772¯], [1¯10], [117]
√
102a0 × 3
√
2a0 × 2
√
51a0 3060
[441¯], [1¯10], [118]
√
33a0 × 3
√
2a0 × 2
√
66a0 1980
of the ion. The polarizability is then given by α = q2s/ks
where qs is the shell charge and ks the force constant of
the spring.
All calculations with the interatomic potential were
performed using the DL POLY program package [19]. The
parameters we used for the simulations are the same as
those used by Stokes and Islam [20]. This set of parame-
ters gave a lattice constant of 4.191 A˚, both with and with-
out polarizability, which is the same as the experimental
value [21].
Eight different stoichiometric tilt grain boundaries with
the rotational axis [1¯10] have been considered. The GBs
are denoted (11k), k = 1, . . . , 8, which corresponds to the
interface plane of each GB. The initial structures of the
grain boundary supercells were chosen to be symmetric
tilt grain boundaries of the considered orientations. The
supercell was chosen so that a bulk supercell with the same
dimensions, the same number of ions and a periodic struc-
ture of the same orientation could be constructed. A con-
vergence test of the (111) GB indicated that in order to
obtain non-interacting boundaries the cell needs to be at
least 50 A˚ in the direction perpendicular to the GB plane.
More detailed information about these structures is shown
in Tab. 1.
The incorporation of the shell model makes the sim-
ulations more computationally demanding. The relaxed
structures of the simulations performed without polariz-
ability therefore served as initial structures for the shell
model simulations.
The structural optimization of the GBs was performed
using a combination of the conjugate gradient (CG) method
and molecular dynamics (MD) simulations. The NσT en-
semble was used in the MD simulations with the restriction
that the supercell was allowed to change only in the direc-
tion perpendicular to the grain boundary plane. The MD
simulations were started at temperatures around 500 K.
The system was first equilibrated with MD and then the
ionic positions were relaxed using the CG method. The
procedure was repeated several times and temperature was
reduced in steps of about 50 K to zero temperature. A fi-
nal, fully relaxed, structure was obtained and we verified
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that the two different GBs in the supercell were essentially
structurally identical.
To calculate the change in energy due to the forma-
tion of a vacancy only the CG method was used. An
oxygen ion was removed and the structure was relaxed.
The CG method finds local minima which corresponded
to that only ions in the vicinity of the vacancy moved sub-
stantially. To maintain a charge neutral system a uniform
background charge was introduced, which has the same
magnitude but opposite sign as the vacancy.
3.2. Space-charge calculations
To determine the equilibrium concentrations and the
corresponding space-charge potentials Eq. 2 and 4 are solved
iteratively until ∆ϕ(z) and cV(z) converge into a steady-
state solution. The grain boundary region is represented
by a uniform numerical grid where the grain interior is
located at |z| > zmax = 80 A˚. We have used the fol-
lowing boundary conditions to obtain a proper solution:
∆ϕ(±zmax) = 0, ∆ϕ′(±zmax) = 0 and cV(±zmax) = cA/2.
Inside the grain boundary core, |z| < wc/2, where wc
is the core width, we will assume that ∆µ◦V,i(z) 6= 0. The
vacancy concentration of each site i is determined from
Eq. 4 and the resulting charge density is spread out uni-
formly inside the grain boundary core, |z| < wc/2. For
|z| > wc/2 we assume that the vacancy formation energy
is the same for all sites and hence ∆µ◦V(z) = 0.
We have used r = 75 for all space-charge simulations.
This value is representative for experimental data on Y-
doped BaZrO3 [6].
4. Results & discussion
4.1. Grain boundary structures and segregation energies
Converged structures were obtained for all eight grain
boundaries. During the relaxation procedure, all but the
(111) GB were displaced from the initial symmetric config-
uration. The displacement was in all cases on the order of
2 A˚ and perpendicular to the [1¯10] direction. This is a con-
sequence of the short distance between barium ions at the
boundary interface in the initial symmetric configuration.
With these structures we determined the grain bound-
ary energy γgb. It is defined as
γgb =
Etotgb − Etotbulk
2A
, (6)
where Etotgb is the energy of the grain boundary supercell,
Etotbulk is the energy of the bulk supercell and A is the area
of the grain boundary interface. The factor of 1/2 is in-
cluded due to the presence of two grain boundaries in the
supercell. Results are given in Tab. 2 together with the
grain boundary expansion in the direction perpendicular
to the grain boundary plane, ∆gb. The values of γgb in the
table are small enough to suggest that all GBs could be
formed in a real sample. In Tab. 2 we have listed results
for the (111) and (112) GBs from DFT calculations [22].
The results suggest that the interatomic potential gives
a satisfactory description. The inclusion of polarizability
does not generally improve γgb and ∆gb. Similar behav-
ior has been observed for shell model calculations of grain
boundaries in SrTiO3 [23].
To determine if oxygen vacancies segregate we calcu-
lated the segregation energy for the vacancies. The va-
cancy segregation energy ∆EV is defined as the difference
in formation energy between a vacancy in the vicinity of
a grain boundary and a vacancy in a reference state. The
reference state should represent a vacancy in the grain inte-
rior and is therefore chosen to be a vacancy site positioned
as far away as possible from the grain boundary in the
supercell. ∆EV can then be determined by
∆EV = E
tot
gb,V − Etotgb,Vref (7)
where Etotgb,V is the energy of a GB supercell with a vacancy
and Etotgb,Vref is the energy of a GB supercell with a vacancy
in the reference state.
In Fig. 1 we show the segregation energy for all vacan-
cies within ±15 A˚ of the GB plane for all eight GB orien-
tations. For all boundaries the formation energy of vacan-
cies within a distance of approximately ±5 A˚ from the GB
plane is strongly affected. Both positive (more strongly
bound oxygen ions) and negative (less strongly bound oxy-
gen ions) segregation energies are obtained. Consider-
ing these results we define the grain boundary core re-
gion to be |z| < wc/2 = 5 A˚. This region is marked by
dashed lines in the figure. The largest tendency for segre-
gation is given by the minimum value of the segregation
energy ∆EminV , and the corresponding value for each GB
is given in Tab. 2. These energies range from −1.86 eV to
−0.57 eV, with most lower than −1 eV. This indicates that
it is much more favorable for oxygen vacancies to reside
near the grain boundary rather than in the grain interior.
We also notice that the values obtained with polarizability
included are in better agreement with DFT, and therefore
these values will be used in the space-charge calculations
below.
Another feature seen in Fig. 1 is that there are two
types of vacancy site distributions. In the (111) and (112)
GBs, which have high tilt angles, the vacancy density of
sites (VDOS) in the core region corresponds to two sorts,
one with negative segregation energy and one with posi-
tive. In the other six GBs with lower tilt angles, the VDOS
is more uniformly distributed in energy. In Fig. 2 the cu-
mulative VDOS for these six boundaries are shown. For all
these boundaries the cumulative VDOS shows a roughly
linear trend for negative segregation energies, which cor-
responds to a constant VDOS in that region. In previous
studies with space-charge models where core segregation is
included usually only one segregation energy is considered,
which is most similar to the distribution in the (111) and
(112) GBs [12, 13, 24].
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Table 2: The grain boundary energy γgb, expansion ∆gb and minimum segregation energy ∆E
min
V of [1¯10] tilt grain boundaries in BaZrO3
obtained with the rigid ion model (RIM) and with polarizability included through the shell model (SM). For the (111) and (112) grain
boundaries corresponding results from DFT calculations are also shown [22].
GB
γgb (J/m
2) ∆gb (A˚) ∆E
min
V (eV)
RIM SM DFT RIM SM DFT RIM SM DFT
(111) 0.60 0.56 0.51 0.20 0.20 0.20 −1.41 −1.09 −0.65
(112) 0.86 0.73 0.93 0.42 0.42 0.45 −0.81 −0.57 −0.52
(113) 1.24 1.10 1.57 1.57 −1.61 −1.23
(114) 1.25 1.11 1.09 1.09 −1.38 −1.10
(115) 1.50 1.31 1.71 1.71 −1.52 −1.38
(116) 1.56 1.40 1.24 1.24 −1.51 −1.32
(117) 1.71 1.52 1.75 1.71 −1.82 −1.86
(118) 1.72 1.55 1.32 1.32 −1.66 −1.62
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Figure 1: The vacancy segregation energies of all vacancy sites within a distance of ±15 A˚ from the grain boundary plane for each grain
boundary orientation. All shown values are obtained using the shell model (SM). The dashed lines mark the grain boundary core region with
a core width wc = 10 A˚, while the dotted lines in the (111) GB mark a core region with wc = 2.5 A˚.
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Figure 2: The cumulative oxygen vacancy density of sites (VDOS)
of the (11k), k = 3, . . . , 8, grain boundaries.
Table 3: The space-charge potential height ∆ϕ(0) and the core
charge Qc for the different grain boundaries at T = 600 K. Val-
ues are shown for dopant concentrations of 5 % and 10 %. The core
width wc used in the simulations is wc = 10 A˚ (a: wc = 2.5 A˚).
GB
∆ϕ(0) (V) Qc (Cm
−2)
5 % 10 % 5 % 10 %
(111)a 0.47 0.48 0.48 0.68
(111) 0.48 0.48 0.47 0.66
(112) 0.23 0.24 0.31 0.43
(113) 0.52 0.53 0.49 0.69
(114) 0.44 0.44 0.45 0.61
(115) 0.55 0.53 0.50 0.67
(116) 0.57 0.58 0.52 0.72
(117) 0.80 0.76 0.62 0.82
(118) 0.65 0.64 0.55 0.76
4.2. Space-charge calculations
The values of ∆EV obtained with the shell model were
used to represent ∆µ◦V(z) in all space-charge simulations.
Tab. 3 shows the values of ∆ϕ(0) and the total core charge
Qc obtained from calculations made with dopant concen-
trations of 5 % and 10 %. With 5 % ∆ϕ(0) ranges from
0.23-0.80 V and Qc from 0.31-0.62 Cm
−2. These values
are comparable to results for 5 % Y-doped BaZrO3 deter-
mined experimentally under similar conditions [6–8, 10].
If we compare the values of Qc with the values of ∆E
min
V
in Tab. 2 we find that stronger segregation gives rise to a
larger core charge.
The core width wc is a parameter based on the distribu-
tion of low-energy vacancy sites seen in Fig. 1. For all GBs
except the (111) it was appropriate to chose wc = 10 A˚.
To investigate how this choice affects the space-charge po-
tentials we carried out simulations of the (111) GB with
two different core widths, 2.5 A˚ and 10 A˚. The simulations
were performed for both 5 % and 10 % dopant concentra-
tion and the results are given in Tab. 3. The results show
that the value of wc barely affects ∆ϕ(0) and Qc, which
suggests that an accurate choice of wc is not of great im-
portance. However, the space-charge properties of the GB
are mainly determined by the low energy vacancy sites
which implies that wc needs to be large enough so that
these sites are accounted for within the core region.
In the simulations the dopant ions are assumed to be
immobile. Recent experiments show that dopant segrega-
tion to the grain boundary can increase the grain bound-
ary conductivity significantly [10]. If dopants were mobile
then they could enter the core and the surrounding space-
charge layers, and thereby reduce the space-charge poten-
tial. However, vacancies could respond to this reduction
since they also are mobile. This could lead to an increase
of vacancies in the core that counteract the dopants, pro-
vided that the low energy vacancy sites are not saturated.
With mobile dopants we found [22] that for the (111)
GB dopants segregate both to the core and space-charge
layers but the space-charge potential height remains rather
unchanged. This is due to that there is no saturation of
the low energy vacancy sites. The width of the poten-
tial is slightly decreased which reduces the width of the
space-charge layers, and this is related to the increased
dopant concentration in the space-charge layers. Our re-
sults regarding the barrier height differ with respect to
results reported by De Souza [24]. He found through sim-
ilar theoretical modeling that dopant segregation to the
core saturates the vacancy sites and thereby reduces the
space-charge potential. However, he uses a vacancy site
concentration of 1 ·1018 m−2 in the core which is one order
of magnitude lower than the concentration we obtained,
which is 1 · 1019 m−2 (corresponds to the data point with
∆EV = −1.09 eV in Fig. 1).
For the (117) GB, where there are sites with differ-
ent energy that favor segregation, we found [22] that the
space-charge potential is reduced by about 0.2 eV when
dopants segregate to the core and the space-charge layers.
The width of the potential and the space-charge layers was
reduced as well. This is more in line with De Souza’s re-
sults [24], and the reduction of the potential is related to
that the concentration of sites with the minimum energy
is lower compared to the (111) GB, 3 · 1018 m−2 (corre-
sponding to the three data points with ∆EV ≈ −1.85 eV
in Fig. 1), and they become saturated. However, there are
still available sites for vacancy segregation but with higher
energy and therefore less likely to become occupied.
It also important to note the fact that the results we
present regarding mobile dopants [22] are obtained under
the assumption that the dopants have zero segregation en-
ergy, which means that the driving force for dopant seg-
regation is solely determined by the space-charge poten-
tial. A finite dopant segregation energy could affect the
space-charge potential in several ways depending on its
magnitude and sign.
Another important restriction is the use of Eq. 1 for
the electrochemical potential. The only considered defect-
defect interaction in Eq. 1 is electrostatic which is incorpo-
rated through the mean-field Poisson equation. At high va-
cancy concentrations in the core defect interactions which
are not accounted for are likely to become important. If
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the vacancy concentration increases then it is possible that
such interactions make further vacancy segregation less
favorable which would lead to a reduction of the space-
charge potential.
Finally, we only consider dry conditions. In wet condi-
tions there is also the possibility that protons could affect
the space-charge potential. We have previously considered
wet conditions with the restriction of a proton free core
region [13]. This study suggests that protons reduce the
potential at low temperatures. Additionally, recent DFT
calculations carried out by our group [25] do suggest that
proton segregation is favorable, and it may increase the
potential barrier.
5. Conclusions
We have determined the structure and oxygen vacancy
segregation energy of eight different tilt grain boundaries
(GBs) in BaZrO3 using classical interatomic pair poten-
tials. We found that vacancies tend to segregate in all the
GBs with minimum segregation energies in the range be-
tween −1.86 eV and −0.57 eV, and the typical core width
is about 10 A˚. We carried out simulations both with and
without polarizability, which was introduced through the
shell model. We have compared our results with recent
density-functional theory (DFT) calculations. We found
that the shell model did not improve over the rigid ion
model on the grain boundary energy and expansion in
general, but the segregation energies were in better agree-
ment with DFT. In the (111) and (112) GBs, which are
high-angle tilt GBs, all vacancy sites that favor segrega-
tion correspond to the minimum segregation energy. In
the (11k), k = 3, . . . , 8, GBs, which have lower tilt angles,
there is a distribution of sites with different segregation
energy in the grain boundary core that favor segregation.
Space-charge calculations with the obtained segrega-
tion energies and with the assumption of immobile dopants
resulted in electrostatic potentials at the GB interface.
Potential barriers between 0.2-0.8 V were obtained with
dopant concentrations of 5 % and 10 %. Our results are dis-
cussed in connection to the possibility of mobile dopants.
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