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nishes a first principles two-component approach fully equivalent to the exact four-component relativistic theory in a finite basis set. An exact two-component approach very similar to NESC has recently been developed in Ref. [12] . The NESC method can be viewed as the most basic exact quasi-relativistic theory from which approximate quasi-relativistic methods, such as the regular approximation (RA) [13] [14] [15] [16] or the Douglas-Kroll (DK) [17] [18] [19] [20] [21] method, can be derived [11, 21] .
The regular approximation (RA) in the form of the zeroth order regular approximation (ZORA) [14, 15] or the infinite-order regular approximation (IORA) [16] methods furnishes perhaps the simplest approximate quasi-relativistic theory capable of yielding accurate results for the valence and sub-valence electronic shells in compounds of heavy elements [14- 16, 22] . However, if one is concerned with the theoretical calculation of properties depending on the atomic core electrons [22] [23] [24] , the accuracy of these simple methods may be insufficient. Therefore, it is desirable to develop a simple and effective computational protocol for obtaining the exact results starting from the solutions provided by the RA methods. In this letter, we shall pursue the development of such a protocol.
A full derivation of the NESC method can be found in Ref. [11] . Here we begin with the NESC equation in matrix form [8] ,
where the matrix representation of the operator U, which connects the large (A) and the pseudo-large (B = UA, cf. Eq. 20 in Ref. [11] ) components of the four-component relativistic wave function modified according to Ref. [11] , is given in Eq. 2:
In Eqs.1 and 2, S, V and T are the usual overlap, potential energy and kinetic energy matrices, respectively, and W is the matrix of the operatorŴ = (σ · p)V(σ · p)/4m 2 c 2 , where σ is the vector of Pauli matrices [25] and p is the linear momentum operator. In Eq. 2,L is the matrix of the hermitian quasi-relativistic Hamiltonian operator in parentheses on the left-hand side (LHS) of Eq. 1 andS is the normalization or metric matrix in parentheses on the right-hand side (RHS) of Eq. 1.
The expression for the operator U as given in Eq. 2 is modified as compared with the original expression ( cf. Eq. 21 in Ref. [11] ) with the use of the following matrix identities,
which follow from Eq. 1 and the wave function normalization condition A †S A = I. The solution of Eq.1 can be found by iteration, starting from a reasonable approximation for the operator U, substituting it into Eq. 1 and iterating Eqs. 1 and 2 until convergence. The RA to the operator U and NESC equation (1) is provided in Eqs. 6 and 7 [21] .
Note that Eq. 7 is the exact representation of the IORA equation in matrix form [21] . The outlined iterative procedure converges quickly to the exact solution of the Dirac equation, if the basis set does not contain very tight basis functions. However, the convergence of the iterations is destroyed by adding more steep basis functions to the basis set. This is illustrated in Table 1 , where the results of the NESC calculation of hydrogen-like uranium U 91+ are presented. The calculations employ even-tempered basis sets (ETBS) of 22, 24, 26 and 28 Gaussian s-type primitive functions with the exponential parameters obtained as α i = ab i−1 with a = 0.1 and b = 2 [11] . The convergence to the exact Dirac energy is quick and stable with the smallest basis set. However, adding more steep functions leads to erratic convergence where spurious roots below the exact energy appear in the intermediate iterations. With the largest basis set in Table 1 , the iterations diverge after a few first steps. This convergence behavior has nothing to do with kinetic balance [26] , which is built into the NESC method, but rather indicates numeric instabilities in the calculation, the origin of which we shall try to analyze below.
Let us look more closely at the energy spectrum of the IORA method and its relationship to the energy spectrum of the Dirac equation. The energy spectrum of IORA is closely related to the energy spectrum of the so-called scaled ZORA method. [27, 28] Indeed, the IORA equation can be derived by taking a variation of the Rayleigh quotient
with respect to the trial function . The substitution (without variation) of the ZORA wave function into this quotient leads to the scaled ZORA method [27, 28] . As the ZORA wave function is not the optimal wave function for IORA, the scaled ZORA energy is an upper bound to the IORA energy. The ZORA energy is related to the Dirac energy E D by [27, 28] 
This is the numerator of the above Rayleigh quotient for the ZORA wave function. The denominator of the Rayleigh quotient for the ZORA wave function is given by [27, 28] 1
With these two expressions, the mapping of the Dirac spectrum to that of the scaled ZORA method can be deduced:
The positive-energy bound states are situated in the interval (−mc 2 , 0), with no states below −mc 2 . The positive-energy continuum (unbound) states of the Dirac spectrum (0, +∞) are mapped onto the interval (0, +mc 2 ). The negative-energy continuum states of the Dirac spectrum (−∞, −2mc 2 ) are mapped onto the interval (+mc 2 , +2mc 2 ). These mappings apply also to the IORA spectrum. Additional confirmation of these ranges comes from a consideration of the free-particle IORA equation, which has exponentially decaying (bound) states below E = 0 and above E = +2mc 2 , and oscillatory (free) states between E = 0 and E = +2mc 2 .
The above analysis shows that in the presence of an external potential V(r), the IORA spectrum has no states above +2mc 2 .
In basis set calculations, the matrix of the populations of the large component P L,L , defined as in Eq. 12, can be used for the purpose of assignment of specific roots of a quasi-relativistic equation to the positive-or negative-energy branch of the Dirac spectrum:
Indeed, P L,L kk > 1/2 for the states belonging to the positive-energy branch and P L,L kk < 1/2 for the states belonging to the negative-energy branch [29] . This relation can be deduced from the exact expression for the ratio of the small and large components. Using Eq. 12 with A = A IORA to define P IORA,IORA , analysis of the matrix IORA eigenvectors shows that (a) all states in the intervals (−mc 2 , 0) and (0, +mc 2 ) belong to the positiveenergy branch of the Dirac spectrum with P IORA,IORA kk > 1/2; (b) all states in the interval (+mc 2 , +2mc 2 ) belong to the negative-energy branch with P IORA,IORA kk < 1/2; (c) the IORA eigenstates above the limit of +2mc 2 formally belong to the negative-energy branch of the Dirac spectrum and possess P IORA,IORA kk << 1/2. These observations are consistent with the analysis above, but leave the problem of the interpretation of the states above +2mc 2 .
A plausible hypothesis is that these states are mere artifacts of using a basis set of localized functions for the representation of highly energetic unbound states of an electron. Circumstantial evidence of the artificial nature of the IORA states above +2mc 2 is found in the fact that with the use of the same basis sets, the scaled ZORA method produces energies above its theoretical upper limit of +2mc 2 . It is very likely that these numerical artifacts arise from the use of a Gaussian basis set with a point nuclear model, where the Dirac and the IORA wave function both have singularities.
A relationship between the eigenvalues of the IORA and NESC methods can be derived with the help of Eqs. 1 and 2. Let us multiply Eq. 1 from the left with A † , substitute Eq. 2 into Eq. 1 and make use of identity (4) and wave function normalization. Then Eq. 1 transforms to Eq. 13 for the positive-energy eigenvalues of the exact relativistic equation:
Equation 13 can be simplified further with the use of Eqs. 7b and 14. 
In Eq. 14, A IORA is the matrix of the expansion coefficients of the IORA eigenfunctions, E IORA is the diagonal matrix of the eigenvalues of the IORA equation (7a) andV IORA,IORA = A IORA † VA IORA . When transforming Eq. 14b to Eq. 14c, the matrix identity (3) and its transposed counterpart were used. With the use of Eqs. 7b and 14c, Eq. 13 is transformed to Eq. 15:
whereV L,L = A † VA,V IORA,L = A IORA † VA and P L,L , P IORA,L are defined in Eqs. 12 and 16:
In Eqs. 15 and 16, P IORA,L has the meaning of an overlap of the IORA wave function A IORA with the largecomponent wave function A. The IORA eigenstates in the intervals (−mc 2 , 0) and (0, +mc 2 ), obtained in actual basis set calculations, possess nearly unit overlap with the respective converged large-component states. The overlap, however, rapidly decreases for the higher energy IORA eigenstates and becomes very (although non-negligibly) small for the IORA eigenstates above the +2mc 2 limit. From Eq. 15, it is obvious that the last term on the RHS, which is a positive (semi)definite matrix, can make a large negative contribution into the NESC eigenvalues provided that the overlap with certain starting guess (i.e., IORA) eigenvectors is greater than it should be. Taking into consideration the weird nature of the IORA eigenstates with the energies above +2mc 2 , it may be suggested that it is the overlap with these spurious states that makes the iterative solution of the NESC equation unstable and leads to the emergence of unphysical solutions in the intermediate iterations.
This analysis suggests that we may project out all the spurious eigenvectors in order to restore the convergence. A simple way of achieving this is to restrict the number of eigenvectors used in the construction of the matrix U, Eq. 2, to only those vectors that possess energy below a certain cutoff value up , which can be chosen equal to +2mc 2 , for example. This can be done by rewriting Eq. 2 as in Eq. 17:
where d is a diagonal matrix with non-zero elements only for the eigenvectors A k with E k ≤ up . The nonzero elements are equal to unity. If the matrix d was the unit matrix, Eq. 17 would be exactly equivalent to Eq. 2 (cf. Eq. 4). With this modification, the iterative solution of the NESC equations (1), (17) converges smoothly and rapidly to the exact relativistic value within the given basis set. This is illustrated in Table 2 , where the results of calculations of hydrogen-like uranium with the ETBS-28 are shown. Different values of the cutoff parameter up are employed ranging from zero to +16mc 2 . The converged energy does not depend on the specific value of the cutoff parameter (within the prescribed convergence criterion), although the convergence rate does. The results in Table 2 imply that (1) only energies of the bound states are needed to obtain the converged results for the bound electronic states; (2) however, neglecting the unbound states results in a poor convergence rate; (3) the convergence of the iterative solution of the NESC equation can still be achieved even if the unbound states above the upper limit +2mc 2 are present. The last observation suggests that the effect of the spurious roots is largely suppressed during the iterations. Therefore, these roots may be retained in the iterative solution of the NESC equation, but their contribution should be damped with a fuzzy cutoff condition, such as the one given in Eq 18:
The results of calculations of hydrogen-like uranium carried out with the use of Eqs. 1, 17 and 18 are presented in Table 3 . The basis sets employed are the ETBS-28, the universal Gaussian basis set (UGBS) of 32 primitive s-type functions [30] , the UGBS extended with 18 tight functions obtained in even-tempered fashion using the ratio of the most tight functions in the original basis set and the UGBS extended with 38 tight functions. The convergence with the fuzzy cutoff condition is prompt and stable. Interestingly, the rate of convergence improves with larger basis sets.
In conclusion, a simple and efficient computational protocol for obtaining the exact positive-energy eigenvalues of the relativistic Hamiltonian starting from the energies obtained within the regular approximation is suggested. The protocol is based on the analysis of the relationship between the eigenvalues of the IORA method and the positive-energy eigenvalues of the exact relativistic Hamiltonian which was derived in the course of this work. The devised computational protocol guarantees prompt and stable convergence to the exact relativistic energies in a basis set representation. The convergence is monotonic (from below) which suggests that the convergence rate can be further improved with a suitable convergence engine, such as the direct inversion of the iteration space (DIIS) method. [31, 32] .
The analysis of the nature of IORA eigenvalues suggests that caution should be exercised when using these eigenvalues in correlated post-Hartree-Fock (HF) calculations and in response calculations. It may be suggested that only the virtual eigenvalues in the window [0, +2mc 2 ] should be used. Alternatively, the basis sets employed in the IORA calculations should not contain very steep basis functions. These restrictions, however, do not apply to NESC, the eigenvalues of which can be used in further calculations without any additional constraints. The computational protocol suggested in the present work should lead to the development of a quasirelativistic quantum chemical scheme comparable in its computational simplicity and effectiveness with the nonrelativistic methods of electronic structure calculations, e.g., by combining it with computationally effective algo-rithms for the calculation of the two-electron part of the relativistic Hamiltonian [21, 33, 34] .
