Abstract LAPAN-A3/LAPAN-IPB is the third generation of micro-satellite developed by Indonesian National Institute of Aeronautics and Space (LAPAN). The satellite carries a multispectral push-broom sensor that can record the earth's surface at the visible and near-infrared spectrum. Being launched in June 2016, there has no been many publications related to the use of LAPAN-A3 multispectral data for landuse/landcover (LULC) mapping. This paper aims to provide information regarding the use of LAPAN-A3 data for the LULC extraction using a maximum likelihood algorithm as well as the artificial neural network and then evaluate the results. The LAPAN-A3 image was geometrically corrected by using Landsat-8 OLI image as reference data. Three test areas with a size of 1200x945 pixels are then selected for pixel-based classification with the two algorithms mentioned above. For comparison, both LAPAN-A3 and Landsat-8 data were classified for 3 test areas. Accuracy assessment was performed on both datasets using manually interpreted SPOT-6 Pansharpened image as reference data. Preliminary results showed that LAPAN-A3 were able to extract tendifferent LULC classes, comprises of built-up area, forest, rivers, fishponds, shrubs, wetland forests, rice fields, sea, agricultural land, and bare soil. The overall accuracy of LAPAN-A3 data is generally lower than Landsat-8, which ranges from 49.76% to 71.74%. These results illustrate the potential of LAPAN-A3 data to derive LULC information. The lack of necessary parameters to perform radiometric correction and blurring effect are several issues that need to be solved to improve the accuracy LULC. 
1970; Tucker & Sellers, 1986; Veraverbeke et al., 2012; Yoshioka, Huete, & Miura, 2000) , it is important to see its potentiality on deriving landuse/landcover information. Setiawan et al. (2018) evaluate LAPAN-A3 spectral features to identify agricultural landuse types in Java and found adequate spectral discrimination of crop types. Nugroho, Zylshal, & Kushardono (2018) conducted a more generalized LULC extraction from LAPAN-A3 over some part of Danau Toba, in North Sumatra, Indonesia, and found a high overall accuracy, albeit for only five landcover classes and a small sample size. A careful examination of their study area shows a large portion of the water body and forest. How it performs on a more complex LULC in a different area with different characteristics remains to be explored.
Landuse/landcover (LULC) plays a critical role in understanding the functioning of terrestrial ecosystem in terms of biogeochemical cycling, hydrological processes, and the interaction between the surface and the atmosphere (Wahid & Akiyama, 2007) . This paper aims to evaluate LAPAN-A3 potential on extracting up-to-date LULC map. One of the LAPAN-A3 main mission is for resource monitoring. LULC information is the basis of monitoring environment.
The Methods
The LAPAN-A3 image used in this study was acquired on October 19th, 2016 with relatively minimum cloud cover compared to the other scene acquired by LAPAN-A3 at the time. The characteristics of LAPAN-A3 data compared to Landsat-8 are represented in Table 1 . As the data itself was still in the early stage, the necessary information required for atmospheric correction has not been available. Thus, this study used digital number (DN) value for both datasets in further analysis. Having analyzed imagery with different radiometric resolution (Table 1) , LAPAN-A3 sensors have a few flaws which must be overcome before it can be used for operational purposes. The initial study conducted by Zylshal et al. (2017) found an uneven illumination across the LAPAN-A3 entire scene. Misalignment on each individual band is also apparent on LAPAN-A3 data (Hakim, Syafrudin, & Utama, 2017; Tahir et al., 2016) . This then results in blurriness when RGB composite was made. Further details regarding this issue and a workaround for it is discussed later in this article.
Before conducting the landuse/landcover classification, both of the datasets undergone a preprocessing step. While proposed a band co-registration method to minimize the misalignment with the final results lies within 1-3 pixel error, we decided to deploy a different approach method to have a subpixel accuracy. First, the geometric correction was done to the LAPAN-A3 using Landsat-8 orthorectified data as the reference. Geometric correction performed using image-to- Source: (PUSTEKSAT, 2016; USGS, 2012) image registration method (Danoedoro, 2012; Jensen, 2005) with a minimum of 50 ground control points (GCP) used. In this study, the geometric correction was conducted for each pair of the band from both datasets, with the root mean square error (RMSE) maintained at less than 0.5 pixels. This degree of RMSE deemed acceptable for the geometric correction (Dai, 1998; Jensen, 2005) . At this point, image co-registration involved resampling procedure that often reduced the image quality (Parker, Kenyon, & Troxel, 1983) .
To overcome this, we decided to use nearest neighbor algorithm to perform the resampling procedure. Li et al. (2013) found that nearest neighbor is able to maintain the pixel's original gray level relative to other interpolation methods (i.e., cubic convolution and bilinear). LAPAN-A3 data was resampled to 30 meters following Landsat-8 pixel size. Figure 1 shows the two datasets used in this study. Unfortunately, the two scenes did not fully cover each other. With a larger swath width, Landsat-8 data only cover about 60% of LAPAN-A3 (figure 1). Considering these circumstances, we created three test sites on both datasets to be further analyzed. These test sites were placed relatively close to the central region of the LAPAN-A3 entire scene with the size of 1200 x 945 pixel. Test site #1 (AOI_1) is located in Besuki Region, East Java. AOI_1 comprise of mixed forest and barren land on a hilly region, as well as agricultural land on a relatively flat coastal area. Test site #2 (AOI_2) located in Bondowoso Region, East Java. AOI_2 located in valley region between two volcanic mountain, Mt. Raung in the east and Mt. Argapura in the west. It mostly consists of mixed agriculture and mixed forest on slope area, albeit not as steep as the hilly region in AOI_1. Test site #3 (AOI_3) located in Jember Region, East Java is a much bigger city than the other two test sites. Thus, comprised of much more built-up features. AOI_3 has similar terrain as AOI_2.
Since both datasets differ in term of spectral resolution, this study only used 4 bands on Landsat-8 instead of the full band. Only blue, green, red, and near-infrared bands were used in the further process. Two classification algorithms were employed to extract the LULC information from both sensors. First, one of the widely adopted parametric classification called maximum likelihood classifier (MLC) (Bailly, Arnaud, & Puech, 2007; Kanellopoulos, Wilkinson, & Megier, 1993; Liu, Skidmore, & Van Oosten, 2002) . The algorithm is based on the assumption that radiometric values for each class are normally distributed. More details of the MLC can be found in (Richards, 1993; Schowengerdt, 1983) . The second algorithm was the non-parametric classification called artificial neural network classifier (ANN). This algorithm is a popular learning method (Liu et al., 2002) and has been incorporated in many digital image processing (2014) software (Harris® ENVI, PCI® Geomatics, ERDASImagine, ORFEO Toolbox, etc.). Detailed explanation on ANN can be found in (Richards, 1993; Rumelhart, Hinton, & Williams, 1986) . In this study, we used ENVI® 4.8 to deploy both classification algorithm.
Referring to the well established Indonesian national standard for landcover classification (BSN, 2014) , this study utilizes landuse/landcover classes for 1:250.000. As the document itself is intended for visual interpretation, only a few selected classes were chosen to be utilized. Ten landuse/landcover classes were identified based on visual interpretation of Landsat-8 data, verified by the SPOT-6 panchromatic image. Table 2 shows the landuse/ landcover classification ystem used in this study.
Following the preprocessing stage, both datasets were classified using two aforementioned classification algorithm with the same training area. While the training area was identical, each statistics for both datasets were calculated separately. In this study, we used the multi-layer perceptron trained by the backpropagation neural network algorithm (Rumelhart et al., 1986) , employed within ENVI® Software package.
Our ANN classification parameters was chosen based on previous studies conducted by (G. M. Foody & Arora, 1997) . Based on Kushardono et al. (1995) , the optimum results for ANN can be achieved when the numbers of hidden layers kept at minimumum, with hidden neuron layer twice the amount of classes being investigated. The training rate and training momentum should be on the opposite spectrum. If the training rate is set on high value (i.e 0.9), then the training momentum should be set on low value (i.e 0.1), and vice versa. (G. M. Foody & Arora, 1997) further agreed with previous founding and stating that increasing the size and complexity of the network will incur extra computational and ground data cost, with only a slight increase on classification accuracy. The more hidden layers being used, the more interaction between neurons and in between layers, where the process of finding the offset and gain value of each neuron is more complicated (Kushardono et al., 1995) . We, therefore, decided to use only a single hidden layer to optimize computational time and classification accuracy. The ANN's number of training Iteration were set at 50000, with the RMS exit criteria of 0.005. With this value, the ANN training will stop should it reached one of the aforementioned criteria. This means that, the training did not neccesary reach 50000 iteration to finished. If the RMS exit criteria of 0.005, the training will stop. The complete parameters, based on our experimental results are shown in table 3.
The Accuracy assessment was done using confusion matrix (Congalton & Green, 2009 ). Cogen's kappa (κ) (Cohen, 1960) was also calculated. It is important to have the reference image as close as possible to the LAPAN-A3 acquisition date. Unfortunately, due to excessive cloud coverage in the area, the closest and relatively cloud-free SPOT-6 image available was acquired on September 29th, 2016. Half of the samples were kept out of classification process (out-of-the-bag), to be used on the accuracy assessment (Bylander, 2002) . 
Result and Discussion
The geometric correction performed with the RMSE for each corresponding bands were kept kept at minimum (< 0.5 pixels). Figure 2 elaborate our approach to geometric correction and how it was able to rectify the blurriness. Figure 2a shows how distinct object such as cloud and waterbody did not have sharp edges due to the misalignment between LAPAN-A3 bands. After the geometric correction (figure 2b) these object appeared to have better and clearer edges After geometrically corrected, LAPAN-A3 data were resampled to 30-meter pixel size. Both datasets were classified using MLC and ANN, and the results are as follow. In both AOI_1 and AOI_2, only 4 LULC classess were succesfully extracted. Meanwhile, ini AOI_3 there were 9 classes. The classification results for these classes are shown in figure 3 and figure 4 for MLC and ANN classifier, respectively. These figures act as a means of visual inspection to see the esthetic of generated LULC maps, as well as, elaborating the spatial distribution of each LULC classes extracted. For ANN classification on LA3, the training period on all three AOI did not meet the maximum number of iteration set initially. It was only at 150, 700, and 700 iterations for AOI_1, AOI_2, and AOI_3 respectively. The main reason was because the RMS exit criteria had all met by the classifier. Table 4 summarized the overall accuracy and κ value for both datasets. While Landsat-8 generally outperformed LAPAN-A3, it is encouraging to see that in some particular cases, LAPAN-A3 were able to outperform Landsat-8 in terms of OA. The OA on LAPAN-A3 at AOI_2 and AOI_3 was slightly higher than Landsat-8. Albeit the difference was not as high as 4 other cases, this results showcased a glimpse of LAPAN-A3 potential on extracting LULC information. Looking at figure 5, LAPAN-A3 overall accuracy pattern for all AOI resembles the same pattern of Landsat-8. Highest OA in AOI_1 followed by AOI_3, with AOI_2 was the least of them all. Looking specifically at AOI_3, which consists of almost twice as much classes as the other two AOIs, LAPAN-A3 performed relatively consistent, indicated by the highest kappa value of all three AOI. The OA difference between two classification algorithms in AOI_3 was only at 1.31%.
Bear in mind that each data set had not undergone any atmospheric correction, thus resulting in inherently different radiometric resolution. There are several solution that can be done to bridge this gap. Jensen (2005) suggest to decompress lower radiometric resolution data from 12bit to 16bit. The decompressed values, however, will not better that of the original. Looking at how Landsat-8 were outperformed LAPAN-A3 even with lower radiometric resolution, we decided to not pursue this method. The other solution offered by Jensen (2005) is to simply atmospherically corrected both dataset to gain the surface reflectance value. This option are also out of the question, since the proper parameters of LAPAN-A3 required on performing such correction have not been acquired.
Several studies have been conducted to see the effect of radiometric resolution on classification accuracy. Rao et al. (2007) found an incremental increase of 3% on higher radiometric data. Similar findings were Figure 2 . LAPAN-A3 RGB (Red-NIR-Green), (a) before geometric correction, and (b) After geometric correction also found by Verde et al. (2018) , where the higher radiometric resolution data does not necessarily imply improved classification accuracy. Granted that Verde et al. (2018) were also found an 8% increase on classification accuracy using higher radiometric resolution, but then further explained how the use of spectral indices, texture information, and object-based classification render the higher radiometric only produced 1% increase. Franks & Masek (2007) were also found a small difference on determining the forested environment by increasing the radiometric resolution above 8 bits. These previous studies are all implying that, despite the fact that higher radiometric resolution brings more depth to spectral information within an image, other factors such as spatial resolution, spectral resolution, classification frame work (pixel-based/object-based) plays more important role on classification accuracy. This then encourage us on further explaining our results. Table 5 and Table 6 shows the error matrix for LAPAN-A3 using MLC and ANN algorithm respectively. Figure 6 summarized the producer's accuracy for all three AOI in both dataset. Looking at individual LULC classes, built-up, ricefeld and sea, produced consistently acceptable accuracy for both classifers (Figure 6 ). These results seem to be consistent with other research that was conducted by Setiawan et al. (2018) , who found that LAPAN-A3 Red and NIR band provide an adequate spectral discrimination of crop types in agricultural land. In accordance with the sea class, the previous study conducted by Nugroho et al. (2018) have demonstrated how well LAPAN-A3 were able to extract water body. It is also encouraging to know that built-up area can successfully extract by LAPAN-A3 with average producer's accuracy reaching 89% and 88% for MLC and ANN classifier, respectively. Forest classes often confused with Agricultural and/or Shrub classes, resulting in fairly moderate accuracy of 0.61 for two AOI using MLC. Using ANN, however, the average PA for forest increased to 0.76, which is slightly higher than Landsat-8 with 0.75. The poorest accuracy were found on fishpond class. With the PA only reached 0.3 using MLC, and even lower 0.02 using ANN. It was often confused with baresoil, built-up, and ricefield classes. The possible explanation for this, that at the acquisition time, the fishpond were drained, thus giving similar reflectance to baresoil and built-up class. The shape of the fishpond as well as the existence of dikes surrounding them are making it similar to the ricefield, especially at the early stages of flooding and transplanting phase. This cunfusion worsened by the excessive mixel pixel that occurred on LAPAN-A3. This condition is apparent on Figure 3 and Figure 4 , where the Landsat-8 results appeared to be sharper than LAPAN-A3, despite having lower spatial resolution.
While the geometric correction process managed to minimize the band-to-band misalignment, LAPAN-A3 still suffers from blurring effect. Inspecting each individual bands compared to Landsat-8 shows how these individual bands blurred in different ways. Figure  7 elaborates this blurring effect even more. To have a better view on this issue, we created a transect line over a man-made object with very distinct border. The transect line spanned 22 pixels (± 630m) from west to east. In order to bridge the gap between DN due to difference radiometric quantifications, both dataset's DN were normalized. The normalized DN ranged from 0-1. Figure 7a shows the location of a subset data that we used. To look closer on the area, figure 7b shows the same area using SPOT-6 Pan-sharpened data (1.5 m). The transect line went over a rice field and a patch of a bright building. Figure 7e shows how the DN over the transect line form a steep cliff in Landsat-8 data with a distinct peak for all three bands on the bright object to the west (figure 7c). LAPAN-A3, on the other hand, gave a plateau-like profile on the same object, which spanned from 4 to 6 pixels. The blurring effect even creates another peak on LAPAN-A3 for Blue and green band, corresponding to a slightly smaller building on the west (figure 7d). This indicates that the blurring effect on LAPAN-A3 occurs for both across and along-track of the satellite. Pre-flight measurement conducted by Tahir et al. (2016) revealed that the blurring effect caused by the difference in each channel detector inside the CCD sensor of LISA. This then contributed the difference in each bands image focus quality, thus created the unnecessary mixed pixel. This paper agrees to previous studies on acknowledging mixed pixel as a major problem (Cracknell, 1998; Weng, 2012) , but the addition of blurriness should take into consideration when extracting the LULC information. Blurring effect on CCD sensor's imagery was also found on other platforms. Namely CBERS-1 (K. Bensebaa, Banon, & Fonseca, 2012) and CBERS-2 (Kamel Bensebaa, Banon, Fonseca, & Erthal, 2008; Junior & Tommaselli, 2013) . A validation and calibration process of KOMPSAT-2 imagery done by Lee et al. (2011) also briefly discussed this blurring effect and how to compensate for it. To get the more comprehensive understanding on LAPAN-A3 blurriness, a further quantitative analysis should be done, referring to the aforementioned study. This, unfortunately, is outside of this paper's scope. An arguable weakness of this study was the used of the same sample quantity for both classifiers. This study used samples designated to perform ML classification, while machine learning algorithm such as ANN would thrive with smaller training sample compared to conventional MLC (G. Foody, McCulloch, & Yates, 1995; Hepner, Logan, Pitter, & Bryant, 1990) . Thus, the maximum potential of using ANN to derive LULC from LAPAN-A3 has no fully explored. Numerous study have been conducted to maximize ANN. Namely, the use of texture information (Bischof, Pinz, & Schneiden, 1992; Gandhi, 2004) , or the optimized parameter guidelines suggested by Kavzoglu & Mather (2003) . Further investigation on optimizing LULC extraction is strongly recommended.
4.Conclusion
This study shows moderate mapping ability from LAPAN-A3 using two different classification algorithm, with overall accuracy reaching 71% at one test site. Compared to Landsat-8, the overall accuracy of LAPAN-A3 are generally lower. It is, however, exibit a similar pattern in term of OA's variability over three different test sites. The OA's difference between LAPAN-A3 and Landsat-8 varies between 2% -15%. From individual LULC classes point of view, only a few of these classes was successfully extracted with sufficient accuracy. Built-up, forest, Sea, and ricefield are the top 4 LULC classes that were succesfully extracted. With the abundant methodology yet to be explored with LAPAN-A3 data, we believed that the findings in this study deserves to be followed up. Time series analysis of LAPAN-A3 data can be useful for monitoring large water body. Keeping in mind that the analysis was done using DN with no prior radiometric correction, it is encouraging to know that there is still rooms for improvements, provided that the existing issued on LAPAN-A3 imagery addressed and corrected.
