Abstract. In this work we are going to study the dynamics of the linear automorphisms of a measure convolution algebra over a finite group, T (µ) = ν * µ. In order to understand an classify the asymptotic behavior of this dynamical system we provide an alternative to classical results, a very direct way to understand convergence of the sequence {ν n } n∈N , where G is a finite group, ν ∈ P(G) and ν n = ν * ... * ν n , trough the subgroup generated by his support.
Introduction
The space of probabilities on a metric space G (or more generally, Radon Measures) has two natural classes of linear automorphisms, the first one is the push forward (induced by some fixed map f : G → G), that has been extensively studied by Sigmund (in [13] ) and Komuro (in [14] ); more recently it also appears in Kloeckner (in [15] ) for example, and just take in consideration the linear structure of the space of measures. The second one, when G is a topological group, is based on the convolution of two measures. In this case the space of Radon measures is an infinite dimensional Banach algebra, with respect to the convolution operation, that is, a Measure Convolution Algebra (see [16] pg 73 and [17] ). Hence the other natural linear automorphism is T (µ) = ν * µ, for a fixed measure ν. In this way we propose to understand the topological dynamics of this map. The iteration of T lead us to analyze the powers of convolutions of ν, since from basic properties of the operation * we get that iterating n times the map T ν is the convolution ν n * µ. The problem of study powers of convolution of probability measures has been studied in several papers in the last few years and has several applications in statistics and group theory (see [3] and [4] ). In a general setting G is a compact topological group, P(G) is the set of all probability measures on G and ν ∈ P(G). The the main goal of this paper is to establish direct conditions on the support of measure ν, what is quite natural from the ergodic point of view, to ensure convergence of the sequence {ν n := ν * ... * ν n } n∈N .
We study the asymptotic behavior of the sequence {ν n } n∈N on a finite group, with a complete description of the accumulation points of that sequence, that is, the limit sets of the dynamics T ν . The main point in this note is that our presentation follows a dynamical point of view, and the main result is obtained with the use of Perron-Frobenius Theorem (see [5] ).
We like to point out that our results on the convergence of power are not necessarily new, or a replacement of the classical literature, but just easier to compute and to apply. In the best of our knowledge, there is no direct way to extract this kind of characterization of the limit powers just from the necessary and sufficient, or just sufficient conditions for convergence, that we find on the previous works. More than that, our characterization make use of much more elementary results of analysis and algebra.
Many of the ideas developed here can be immediately applied to compact (or locally compact) topological groups, but the results will be more abstract, restricted and not computational.
Main result.
In this text we present the following Theorem 1. Let G = {g 0 , ..., g n−1 } be a finite group. If ν ∈ P(G) is an acyclic probability and H is the subgroup generated by the support of ν, then
We also get an interesting result when the probability measure ν is not acyclic, that is used in the last section in order to obtain a solution for the Choquet-Deny equation.
Proof of the main Theorem
We will always denote by (G = {g 0 , g 1 , ..., g n−1 }, ·) a finite group of order n where g 0 = e is the neutral element of the operation " · ". We remind that the space of real continuous functions in G, C(G, R) is identified with R n and we denote a function f ∈ C(G, R) by the row vector
As usual, the dual of C(G, R) is identified with (R n ) * ≃ R n , is the space of signed measures over G,
in this work we denote
where ·, · is the usual scalar product. In this setting, if ∆ n = {p ∈ R n | p i ∈ [0, 1], and
q i δ gi we define the convolution between them as
we get an characterization of the convolution in coordinates.
Proof. Indeed,
Since, P(G) is an affine space of codimension 1 in C(G, R) ′ we know that ν(G × G) is given by an bi-stochastic matrix. In order to get the next result we define a new matrix obtained by a measure ν ≃ (p 0 , ..., p n−1 ) ∈ P(G). If we denote,
where ν(g
From the Lemma 2 we know that,
Since the equation g i g j = g k has an unique solution for a fixed k and for each i we have j(i, k) well determined. It allows us to write,
Using matrices we have
and we get the first formula
Thus, if we desire to compute the powers of the convolution ν * ν we have
so we can estimate the long time behavior of ν n from the powers of the matrix
Example 4. We consider G = (Z 3 , +) and ν = (1/3, 1/4, 5/12). So 
The following will be very useful in what follows
Theorem 7. (Perron-Frobenius) If A is n × n primitive and doubly stochastic matrix, then
where J = (a ij ), a ij = 1 for all i, j.
Definition 8. Let G be a finite abelian group of order n. We say that G is finitely generated if there exist g 1 , ..., g k ∈ G such that for all g ∈ G we have that
, with r j ∈ {0, 1, ..., n}. We remember the definition of the support of a given measure. Let G a finite group and ν = (p 0 , ..., p n−1 ) ∈ P(G). The support of ν is the set
We will denote by H the subgroup of G generated by supp(ν), i.e., H = supp(ν) . In order to get the next result we need a new definition and a Lemma. We start with the definition:
Let H the subgroup of G generated by supp(ν). We say that ν is a acyclic probability
We would like to observe that, the acyclic property is similar to [4] for probabilities in matrices, but in that case the convergence is given by a rank theorem.
Example 10. (a) Let g ∈ G an element of order 2 and ν = δ g . In this case H = {e, g} and
From it follows that ν is not acyclic probability measure. (b) Let H a cyclic group generated by g and ν = αδ e + (1 − α)δ g , 0 < α < 1. Then ν is a acyclic. In fact, if H = {e, g, ..., g n−1 }, then
Example 11. Let G be a finite abelian group of order n and ν ∈ P(G). We can make the identification
, then ν is a acyclic. In fact, to see it we only need to notice that
.., g k be a finitely generated abelian subgroup of G and ν ∈ P(G). If ν ∈ P(G) is such
Remark 13. If we have that |G| = n and the support of ν has more than n 2 + 1 elements, then ν is acyclic, in particular ν(G −1 × G) primitive.
When the probability ν is acyclic we have the following proposition:
where B is the matrix given by 
where 0 is the null matrix of order |H| and J is the matrix of order |H|, with all the coefficients equal to 1.
Proof. The prove of this result follows form the lemmas below.
Remark 15. Let us consider an acyclic probability ν ∈ P(G), and the subgroup H generated by Z + (ν). We suppose that |H| = n. We can take the equivalence classes determined by H in G, i.e,
We know that G can be written as a disjoint union of the equivalence classes determined by H, and as G is finite H is also a finite group. Then we can write G as follows
where
where the blocks in the diagonal are always the matrix ν(H −1 × H).
Lemma 16. The blocks ν(H
× H) and ν(H −1 × g j H) are always the null matrix for i = j.
Proof. Take the block ν(H
but it is a contradiction, since g 1 H ∩ g 2 H = ∅. By analogous computations we have the result for the others cases.
By Lemma 16, we have that the powers of the matrix ν(G −1 × G) are given by
Proof. Let us consider the matrix A = (a ij ) i,j := (ν(h
Then we notice that
It implies that a ij > 0 if and only if h j ∈ L hi (Z + (ν)). As L hi is a bijection, in each line we have |Z + (ν)| positive coefficients. Consider now A 2 , which we will denote by A 2 = (a 2 ij ) i,j . Then we have that
Again, we can see that A 2 has |Z + (ν) 2 | positive coefficients. Following by induction, if A n = (a n ij ) i,j , then a
As ν is acyclic we have, from Definition 9 that there exists N ∈ N, such that for n > N a
It implies that for n > N the matrix A n = (a n ij ) i,j has |H| coefficients positive in each line. As the matrix A has order |H| we see that A is primitive.
Lemma 18. Let µ, ν ∈ P(G) and σ a permutation on G. Then we have that
Proof. We notice that the convolution does not depend on the order of the group, then
We would like to observe that, B is also doubly stochastic and always has 1 as an eigenvalue.
Remark 19. The main fact used in the Lemma 18 was the fact that the integral does not change under permutation of the group G.
Using Lemma 18 and Proposition 14, and making some permutation on the elements one can easily conclude that, Proposition 20. Let G = {g 0 , ..., g n−1 } be a finite group, ν ∈ P(G) an acyclic probability and H = Z + (ν) . The matrix ν(
where B is the matrix given by
Applying Proposition 20 we get the main result:
Theorem 21. Let G = {g 0 , ..., g n−1 } be a finite group. If ν ∈ P(G) is an acyclic probability H = Z + (ν) is the subgroup generated by the support of ν, then
Example 22. TakeḠ a finite abelian group and a, b ∈Ḡ such that a 2 = e, b 3 = e and ν = p = αδ e + (1 − α)δ b , 0 < α < 1 and G = {e, a, b 2 , ab, b, ab 2 }. So we have
In that case Z + (ν) = {e, b} and Z + (ν) = {e, b, b 2 }, and by Theorem 20 we have that 
Then we have that lim
Remark 23. If the probability ν ∈ P(G) is not acyclic, then there exists a finite number of subsets of Z + (ν) , let us say K 1 , ..., K l such that for each n ∈ N, Z + (ν) n = K i for some i ∈ {1, ..., l}. Following the same computations made to get Theorem 14, is possible to show that the sequence {ν n } n∈N has l accumulation points and each of these accumulations points is a uniform probability measure supported on a set K j .
Remark 24. Let G 1 , G 2 finite groups and φ : G 1 → G 2 a homomorphism of groups. It is easy to see that the push forward map φ ♯ : P(G 1 ) → P(G 2 ) given by φ ♯ (µ)(A) = µ(φ −1 (A)) for all A ⊂ G 2 , satisfies the following
The next proposition guarantee the density of the set of acyclic probability. It shows how big is the set of acyclic probabilities in the sense of the topology of P(G).
Proposition 25. Let ν 0 ∈ P(G), where G is a finite group. Given ε > 0, there existsν ∈ P(G) such thatν is a acyclic and d(ν, ν 0 ) < ε, i.e., the set of acyclic probabilities is dense in P(G).
Proof. Let ε > 0 and ν
Then we define a = min{p i : p i > 0} andε = 1 2 min{ε, a}. So we consider the
Obviouslyν ∈ P(G) and as
so we get the result.
Application: Dynamics of T ν
We start this section with the basic properties of T ν .
Proposition 26. The map T ν (µ) = µ * ν is continuous in the weak topology, linear and its fixed points satisfy the Choquet-Deny equation, µ * ν = µ.
This claims are long time knowledged from the literature (see [16] pg 73, [1] and [2] ), thus what remains is to understand the asymptotic behavior of T ν .
Theorem 27. Let G = {g 0 , ..., g n−1 } be a finite group. If ν ∈ P(G) is an acyclic probability, H = Z + (ν) is the subgroup generated by the support of ν, the w−limit set, here denoted by L ω (µ), that is the set of accumulation point of his orbit, is
linear on µ. Moreover, µ is a recurrent point of the dynamics, that is, µ ∈ L ω (µ), only if µ is solution of the Choquet-Deny equation
Example 28. We consider G = (Z 3 , +) and ν = (1/3, 1/4, 5/12). So To find the fixed points for T ν we need to solve the following equation, By linear algebra we have that there is only one solution for the above equation
and it is given by µ 0 = 1 3 (δ 0 + δ 1 + δ 2 ). So the unique fixed point is µ 0 .
We also have that µ is recurrent only if lim
and it implies that µ is recurrent only if
and solving this equation the unique possibility is µ = µ 0 .
Using Theorem 14, we will try to find conditions for two measures have the same ω−limit, where ν = i p i δ gi is a acyclic. First we observe that if µ = i q i δ gi ∈ P(G), then ω(µ) = {µ · B}. If we identify µ with the vector q = i q i e i in R n , where {e i } 0≤i≤n−1 is the canonical basis of R n , we have that
It implies that L ω (µ) = i q i ω(δ gi ). So, to determine the ω−limit of a measure it is enough to determine the ω−limit of the measures δ gi , for all g i ∈ G. Then we notice that if H = Z + (p) , |H| = k, |G| = |H|l,μ = (q 0 , ..., q n−1 ), µ = δ g0 , and if we write By the same argument used above we can see that
and from it follows that
, and ifμ = (q 0 , ..., q n−1 ) and we take µ = δ gi , with mk ≤ i ≤ mk − 1,
, and α j = 0 for j = m.
Finally, given µ = (q 0 , ..., q n−1 ) and
Definition 29. Let ν ∈ P(G) a acyclic probability measure and η ∈ P(G). We call the basin of η the set {µ ∈ P(G) : lim 
So, the basin of attraction of η = that is a convex region of hyperplane in R 6 of dimension 4, more precisely
is the basin of attraction of η = Actually the next theorem shows the this always happens.
Proposition 31. Let ν = p ∈ P(G) a acyclic probability measure and H = Z + (p) , with |H| = k and |G| = |H|l. Given η ∈ P(G) with
The basin of η is a convex subset of a hyperplane of dimension
Proof. To prove the convexity of the basin of a given η we only need to notice that if µ 1 , µ 2 ∈ P(G) and 0 ≤ α ≤ 1 , then
Hence, if µ 1 , µ 2 are in the basin of η, the
To prove the second part of the theorem we notice that if µ = (q Thus we have a complete characterization of the limit set of this dynamics, but the generical behaviour of this dynamical systems is given by Example 28. Indeed we can prove the following:
Theorem 32. There is an open and dense set O ⊂ P(G) such that, for all ν ∈ O, L ω (µ) = {ν 0 * µ}, ∀µ ∈ P(G),
δ gi which is the unique fixed point of T ν .
Proof. Consider the set,
Thus, for T ν with ν ∈ O, ν is an acyclic probability H = G, and Theorem 27 claims that the w−limit set by T ν , here denoted by L ω (µ), is
Moreover, µ is a recurrent point of the dynamics, that is, µ ∈ L ω (µ), only if µ is solution of the Choquet-Deny equation 
