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We investigate the propagation of information through the disordered XY model. We find, with a
probability that increases with the size of the system, that all correlations, both classical and quantum, are
suppressed outside of an effective lightcone whose radius grows at most polylogarithmically with |t|.
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How fast can information propagate through a locally in-
teracting system? For classical systems an essentially uni-
versal answer to this question is that the velocity of infor-
mation propagation is bounded (often only approximately)
by an effective speed of light. It is a more subtle issue
to formulate equivalent velocity bounds for quantum sys-
tems because they can encode quantum information in the
form of qubits and therefore might be able to exploit quan-
tum interference to propagate information faster. However,
for quantum spin networks this is not the case: the Lieb-
Robinson bound limits the velocity at which correlations
can propagate [1].
The Lieb-Robinson bound implies that there is an effec-
tive light cone for two-point dynamical correlations, i.e.,
apart from an exponentially suppressed tail, two-point cor-
relations propagate no faster than a speed of light. Sim-
plified and alternative proofs of the Lieb-Robinson bound
have been subsequently discovered [2–5]. More recently,
it has been realised that the Lieb-Robinson bound is strong
enough to bound not only the propagation of two-point
correlations but of any local encoding of information: re-
gardless of the encoding no information (either quantum or
classical) can propagate faster than the speed of light for
the system [6].
There are many consequences of the Lieb-Robinson
bound. Apart from the aforementioned bounds on the
velocity of information propagation, it has been realised
that the Lieb-Robinson bound can be used to provide
a method to efficiently simulate the properties of low-
dimensional spin networks [7–11]. Additionally, using
the Lieb-Robinson bound, dynamical entropy area laws for
quantum spin systems can be obtained [6, 12].
While the Lieb-Robinson bound is extremely general —
it relies only on the ultraviolet cutoff imposed by lattice
structure — it is, as a consequence, relatively weak. Thus,
it is extremely desirable to develop stronger bounds con-
straining the propagation of quantum information through
systems where more is known about the structure of the in-
teractions. One setting where one would expect stronger
bounds to be available is that of a quantum spin system
with disordered interactions. Such systems have attracted
a large amount of interest as they can exhibit the striking
phenomenon of Anderson localisation [13], which means
that information is essentially frozen: a quantum particle
placed anywhere within a localised system diffuses only
site
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FIG. 1. Schematic illustration of the conjectured logarithmic
light cone for disordered systems: as time progresses information
is exponentially attenuated outside of a light cone whose radius
grows at most logarithmically with time.
slightly, even for extremely large times. Thus, exploit-
ing the parallels between bounds on information propaga-
tion and Lieb-Robinson bounds, we are motivated to con-
jecture that interacting spin systems with disordered inter-
actions satisfy stronger bounds on correlation propagation
(see Fig. 1). More specifically, we conjecture that for quan-
tum spin networks with disordered interactions all correla-
tions, both quantum and classical, are suppressed outside
of a light cone whose radius grows at most polylogarith-
mically in time. (Contrast this with the light cone supplied
by the Lieb-Robinson bound: it has a radius which grows
linearly with time.)
In this Letter we study a setting where the dynamics of a
class of disordered interacting spin systems can be shown
to satisfy our polylogarithmic light-cone conjecture; we
study the XY spin chain with disordered interactions in
a disordered magnetic field and show that information, and
hence correlations, are attenuated outside of a light cone
whose radius grows polylogarithmically with time. The
main result of this Letter, a polylogarithmic light cone for
the disorderedXY model, can by summarised with the fol-
lowing bound on the dynamic two-point correlation func-
tions: ∥∥[Aj, eitHBke−itH]∥∥ ≤ cζn2|t|e−γζ |j−k|ζ , (1)
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2which holds for any 0 < ζ < 1 with n larger than a
constant depending on ζ and γζ , with probability p ≥
1 − e−nζ , where Aj and Bk are local operators acting
nontrivially only on spins j and k respectively, and γζ and
cζ are constants proportional to ζ and the second moment
of the disorder distribution. We apply our new bound to
study the structure of the propagator for large times and
the scaling of the entropy of a block of spins in the evolv-
ing system. As a consequence, we prove the entropy sat-
uration numerically observed by De Chiara et. al. [24].
Our results also constitute a proof of a conjecture raised in
[14]: namely, if two parties, Alice and Bob, have access to
a bounded region at either end of the chain, respectively,
then it is impossible for Alice to send any information to
Bob, regardless of how Alice encodes the information in
the single- and higher-excitation sectors.
We consider a one-dimensional chain of n spin-1/2 par-
ticles with XY -model type interactions between nearest-
neighbouring spins in an additional transverse field (e.g. a
magnetic B-field). We allow the coefficients of the cou-
plings and the transverse field strength to vary from site to
site within the spin chain. Thus, we study the evolution of
the chain under the Hamiltonian
H =
n−1∑
j=1
µj
(
σXj σ
X
j+1 + σ
Y
j σ
Y
j+1
)
+
n∑
j=1
νjσ
Z
j , (2)
where µj and νj are drawn from probability distributions
Pµ and Pν respectively, and where σαj (α ∈ {X,Y, Z}) is
a Pauli spin operator acting on the spin at site j. Typically,
µj = −J for all j, however this is not necessary and we
deal with the more general case here.
We solve this system using the Jordan-Wigner transform
(for an introduction to the Jordan-Wigner transform see
[15]) which, when combined with some exact results from
the theory of localisation, allows us to bound the dynam-
ics of our spin chain. We note that it is not immediate that
the dynamics of the disordered XY model satisfy a loga-
rithmic light cone: while the XY model is equivalent to a
free fermion model which is the original Anderson model,
and is localised, the Jordan-Wigner transform is a nonlocal
operation and might confound the localisation occurring in
the free fermion system.
Let’s start by applying the Jordan-Wigner transform,
which maps a system of interacting qubits into a system
of free fermions. The Jordan-Wigner transform defines an-
nihilation operators aj = (σZ1 · · ·σZj−1)σj (where σj =
|0〉 〈1| acts on site j) and the corresponding creation op-
erators a†j , which satisfy the canonical fermionic anticom-
mutation relations. Using this we are able to rewrite the
system Hamiltonian as H =
∑n
j,k=1Mjka
†
jak, where the
tridiagonal matrix M is defined via Mj,k = 2µkδj,k+1 +
2µjδj,k−1 − 2νjδj,k.
It is now possible (following the method described in
[15]) to diagonalise H . After doing so we find the dynam-
ics for the annihilation operators in the Heisenberg picture,
with aj(t) = eitHaje−itH :
aj(t) =
n∑
k=1
vjk(t)ak, (3)
where vjk(t) = (e−iMt)j,k. We now concentrate on
bounding the vjk(t), which in turn bounds the dynamics
of the system.
The quantity vjk has been well studied in the physical
and mathematical literature. At the level of physical rigour
it is typically argued that vjk decays, with probability in-
creasing with n, exponentially with separation. That is,
|vjk| ≤ ce−γ|j−k|, where c and v are constants depending
only on γ, a constant proportional to the (assumed finite)
second moment of the probability distribution Pν (which
we assume is i.i.d.). The mathematical literature hasn’t yet
achieved results as good as this (although this situation is
recently changing, see [16] for recent progress). Instead,
the best currently available result is obtained via bootstrap
multiscale analysis (see, e.g., [17]), and reads
|vjk| ≤ cζe−γζ |j−k|ζ , (4)
which holds for any 0 < ζ < 1 when n is greater than a
constant depending only on γζ , with probability p ≥ 1 −
e−n
ζ
, where cζ and γζ are constants depending only on ζ
and the second moment of the disorder distribution. These
results are typically obtained for infinite lattices, however
the proof technique may be adapted to show the result in
the finite-size case that concerns us here [18].
The inequality Eq. (4) is a quantitative statement of the
result that the modulus of the diagonal matrix elements of
e−iMt are large, while the modulus of the off diagonal ma-
trix elements decay with distance from the diagonal. This
means that aj(t) is effectively a linear combination of only
a small number of ak operators — namely those for which
|j − k| is small. It is this fact which inhibits the spread
of operators on the chain, giving rise to the light cone we
derive below.
We now turn to the proof of the improved Lieb-Robinson
bound for our system. We begin by bipartitioning the spin
chain into two sections, A and B, where we assume the
boundary between partitions is between spinsm andm+1.
We then attempt to write eitH as a product of eitHA and
eitHB . Clearly this won’t be exact and so we introduce
an operator V (t) which bridges the boundary between A
and B, and which is designed to compensate for any errors
introduced:
eitH = eit(HA+HB)V (t). (5)
The operator V (t) acts nontrivially on all spins in the
chain, however, we now show that V (t) can be well ap-
proximated by another operator, which we call V Ω(t),
which acts only on a small number |Ω| of spins. The reason
we can do this is that V (t) acts strongly on spins which are
close to the boundary and progressively weaker on spins as
3we move away from the boundary. To prove this approxi-
mation is valid, we use the following differential equation
for V (t):
dV
dt
= iV (t)hm(t), (6)
where hm(t) = e−itHhmeitH and hm is the interaction
term in the Hamiltonian which bridges the boundary. We
let Ω denote a set of |Ω| spins centred on the boundary
between the partitions A and B. We also define hΩm(t) =
e−itHΩhmeitHΩ whereHΩ contains only those interactions
in H which act on sites in Ω. We then define V Ω(t) via
d
dt
V Ω(t) = iV Ω(t)hΩm(t). (7)
Clearly the operator V Ω(t) acts nontrivially only on Ω.
The error between V (t) and V Ω(t) is bounded by∥∥V (t)− V Ω(t)∥∥ ≤ ∫ |t|
0
∥∥hm(s)− hΩm(s)∥∥ ds. (8)
Calculating ‖hm(t) − hΩm(t)‖ is a lengthy but straightfor-
ward task, and we begin by using the Jordan Wigner trans-
form to write this quantity in terms of the aj operators:
hm = 2µm
(
a†mam+1 − ama†m+1
)
+
νm
2
(
ama
†
m − a†mam
)
+
νm+1
2
(
am+1a
†
m+1 − a†m+1am+1
)
. (9)
When we calculate ‖hm(t) − hΩm(t)‖ we’ll have to deal
with terms such as ‖a†m(t)am+1(t) − aΩ†m (t)aΩm+1(t)‖,
which can be bounded as follows∥∥a†m(t)am+1(t)− aΩ†m (t)aΩm+1(t)∥∥ ≤∥∥a†m(t)∥∥ ∥∥am+1(t)− aΩm+1(t)∥∥
+
∥∥a†m(t)− aΩ†m (t)∥∥ ∥∥aΩm+1(t)∥∥ . (10)
Now ‖am(t)‖ = ‖aΩm(t)‖ = 1, so we’ve reduced
the problem of bounding ‖hm(t) − hΩm(t)‖ to bounding‖am(t)− aΩm(t)‖. The operator aΩm(t) is given by
aΩm(t) =
∑
k∈Ω
vmk(t)ak. (11)
Hence we arrive at∥∥am(t)− aΩm(t)∥∥ =
∥∥∥∥∥∑
k/∈Ω
vmkak
∥∥∥∥∥ ≤∑
k/∈Ω
ncζe
−γζ |m−k|ζ ,
(12)
where we’ve used our bound Eq. (4) on |vjk| and the fact
that ‖ak‖ = 1.
Since Ω is a set centred on the boundary between parti-
tions A and B of the chain, we have that |m− k| ≥ |Ω|/2
for all k /∈ Ω. Hence∥∥am(t)− aΩm(t)∥∥ ≤ cζn (n− |Ω|) e−γζ |Ω|ζ/2 (13)
and so we are finally able to conclude that
‖hm(t)− hΩm(t)‖ ≤ cn2e−γζ |Ω|
ζ/2 and that∥∥V (t)− V Ω(t)∥∥ ≤ cζ |t|n2e−γζ |Ω|ζ/2, (14)
(here we have redefined the constant γζ). In particular,
given  ≥ 0, choosing |Ω|ζ ≥ 2 log (cζ |t|n2/)/γζ en-
sures that ‖V (t)− V Ω(t)‖ ≤ . Even ζ = 1/2 gives
a polylogarithmic light cone whose width grows as the
square of a logarithm of |t|. This may be improved arbitrar-
ily by choosing larger ζ at the expense of worse constants.
That is, given any  ≥ 0 we can choose Ω to be a large
enough set such that V Ω(t) approximates V (t) to within .
This enables us to write
eitH = eit(HA+HB)V Ω(t) +O() (15)
Following [7] we recursively apply the above partitioning
procedure to find eitH = Q(t) +O(), where
Q(t) ≡
n/|Ω|⊗
j=1
eitHΩj
n/|Ω|⊗
k=0
V Ω
′
k(t)
 , (16)
and where P1 = {Ωj} is a partition of the chain into n|Ω|
blocks, each containing |Ω| spins and where P2 = {Ω′k}
is a partition of the chain obtained by shifting P1 along by
|Ω|
2
sites (note that Ω′0 and Ω
′
n/|Ω| are half-size blocks of
|Ω|
2
sites each). This is our fundamental structure result for
the dynamics of the disordered XY spin chain.
A Lieb-Robinson bound is an upper bound on quanti-
ties such as ‖[A,B(t)]‖. We now show how the above
structure result implies a version of the Lieb-Robinson
bound which is substantially stronger than the original. De-
fine B˜(t) to be the operator which arises when we evolve
B according to the approximation Q(t) of eitH , namely,
B˜(t) = Q(t)BQ†(t). This enables us to write B(t) =
B˜(t)+O(). Note that B˜(t) acts trivially on all sites which
are a distance greater than 3|Ω|/2 away from those sites on
whichB acts. Thus, if d(A,B) ≥ 3|Ω|/2, where d(A,B)
is the distance between A and B, then [A, B˜(t)] = 0, and
so for a given |Ω|:
‖[A,B(t)]‖ =
∥∥∥[A, B˜(t)]+ [A,O()]∥∥∥
≤ 2 ‖A‖ ‖O()‖
≤ cζn2|t|e−γζ |Ω|ζ/2 (17)
≤ cζn2|t|e−γζd(A,B)ζ . (18)
where we’ve redefined our constants. This is the polylog-
arithmic light cone for the two-point dynamical correla-
tion functions. Compare this to the original Lieb-Robinson
bound, which reads
‖[A,B(t)]‖ ≤ cek1|t|e−k2d(A,B). (19)
To conclude we’d like to mention two consequences of
our light cone for the disordered XY model. The first is
4a proof of the conjecture that two parties, Alice and Bob,
with access to only bounded regions A and B at either end
of the chain, respectively, cannot use the dynamics of the
disordered model to send information from Alice to Bob.
We follow the argument of [6], appropriately modified to
take account of our stronger bound.
Let C = L \ (A ∪ B), where L is the chain, be the
region that Alice and Bob cannot access. The most general
way Alice can encode her message is via a set of unitary
operators {UkA | k = 1, 2, . . . ,m} on her system, where
k is varied according to the message she wants to send.
After a time t has elapsed the system has evolved from an
initial state ρ0 to ρ(t) = e−iHtρ0eiHt. We interpret this
as a quantum channel with input ρkABC = U
k
Aρ0U
k
A
†
and
output ρkB(t) = trAC(U
k
A(t)ρ0U
k
A
†
(t)). As argued in [6],
the output states are all very close together, as measured in
trace norm:
‖ρkB(t)− ρB(t)‖1 ≤ cζn2|t|e−γζd(A,B)
ζ
,
where ρB(t) = trAC(e−iHtρ0eiHt).
If Alice applies the unitaries {UkA} according to the
probability distribution {pk}, the amount of information
that is sent through the channel is given by the Holevo ca-
pacity:
χ(t) = S
(
m∑
k=1
pkρ
k
B(t)
)
−
m∑
k=1
pkS(ρ
k
B(t)),
where S(·) is the von Neumann entropy. Applying Fannes
inequality [19] we find that
χ(t) ≤ 2(|B| − log2()),
where  = cζn2|t|e−γζd(A,B)ζ . That is, Bob has to wait a
subexponentially long time (in d(A,B)) before a nontriv-
ial amount of information can arrive. The optimal encod-
ing for Alice to adopt was investigated in [20] and [21] and
completely solved in the single-use case in [22].
The second consequence of the polylogarithmic light
cone bound is that the entropy of any contiguous block B
of spins in a dynamically evolving product state |ψ(t)〉 =
eitH |00 · · · 0〉 is bounded. Indeed, applying the argument
of [12, 23], we find that S(ρB(t)) ≤ c1 + c2 log
1
ζ
2 (n|t|) as
|B| → ∞, where c1 and c2 are constants. This provides
a theoretical explanation for the phenomenon numerically
observed by De Chiara et. al. [24]. It seems nontrivial to
adapt the argument of [6] to prove the same result because
their proof can’t be simply modified to make use of the
presence of disorder.
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