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Kurzfassung
Das Hauptziel der vorliegenden Dissertation ist die Zerlegung von multiva-
riaten Signalen in mo¨glichst unabha¨ngige Komponenten. Zu diesem Zweck
werden neue Methoden entwickelt, die durch die Informationstheorie moti-
viert sind. Diese erlauben nicht nur die Lo¨sung des Minimierungsproblems,
sondern auch weitere Analysen der Komponenten.
Im ersten Teil dieser Dissertation wird ein exakter Scha¨tzer fu¨r die Abha¨ngig-
keit zwischen zwei reellwertigen Zufallsvariablen, gemessen durch die wech-
selseitige Information (Mutual Information (MI)), eingefu¨hrt, der als Aus-
gangspunkt fu¨r weitere Entwicklungen dient. Mit Hilfe numerischer Tests
wird fu¨r eine Vielzahl von Verteilungen bewiesen, dass der neue Scha¨tzer im
Vergleich zu anderen bekannten Scha¨tzern minimalen systematischen und sta-
tistischen Fehler besitzt. Daru¨ber hinaus wird eine neuartige Cluster-Methode
entwickelt, die eine sehr natu¨rliche Definition fu¨r die Absta¨nde zwischen be-
liebigen Clustern benutzt, wobei auf eine Mittelung u¨ber Eigenschaften der
einzelnen Objekte verzichtet werden kann.
Im zweiten Teil wird der MI-Scha¨tzer verwendet, um einen neuen Algorith-
mus fu¨r die Independent Component Analysis (ICA) zu formulieren. Die-
ser zeigt in numerischen Tests, dass er hinsichtlich Genauigkeit bisherigen
ICA-Algorithmen u¨berlegen ist. Des weiteren wird mit Hilfe einer genauen
Abscha¨tzung der absoluten Abha¨ngigkeit ein Zuverla¨ssigkeits-Test fu¨r belie-
bige ICA-Ausgaben entwickelt. Außerdem wird im Anschluss ein erweiterter
ICA-Algorithmus formuliert, der es erlaubt, fu¨r verrauschte Daten bessere Er-
gebnisse zu erzielen.
Der dritte Teil der Dissertation bescha¨ftigt sich mit der Anwendung dieser neu
entwickelter Algorithmen auf experimentelle Messdaten. Anhand der Unter-
suchung des EKGs einer schwangeren Frau wird gezeigt, dass mit kleinen
Erweiterungen des Standard-ICA-Modells sehr gute Ergebnisse in der Tren-
nung des Mutter- und Fo¨tus-Signals erzielt werden. In einer weiteren Anwen-
dung werden die Infrarotspektren von organischen Mischungen, trotz gewis-
ser Abha¨ngigkeiten zwischen den Spektren der Reinsubstanzen, durch eine
passende Vorverarbeitung hervorragend separiert. Außerdem werden die neu-
en Algorithmen zur Reduzierung des systematischen Fehlers in der Synchro-
nisationsanalyse, der durch eine ¨Uberlagerung der beiden Signale entsteht,
eingesetzt. Als letzte Anwendung multivariater Methoden wird eine Schlaf-
phasenklassifikation in intrakraniellen EEG-Daten durchgefu¨hrt.
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Abstract
The main object of this dissertation is to decompose multivariate signals in-
to components as independent as possible. For this purpose a new approach
based on information theory is developed that allows not only to solve the
minimization problem but also to further analyze the components obtained.
In the first part of this dissertation a precise estimator of mutual information
(MI) is introduced which is used as starting point for further developments. In
numerical tests it is proven that for a variety of distributions this new estima-
tor shows minimal systematical and statistical errors in comparison to other
estimators. Furthermore, by means of MI a novel cluster method is formula-
ted which defines distances of higher dimensional objects without having to
average over properties of the single objects.
In the second part the MI estimator is used to formulate a new independent
component analysis (ICA) algorithm. Numerically, it is found that the algo-
rithm outperforms previous algorithms in regard to accuracy. In addition, the
exact estimation of the absolute dependency allows to express a reliability test
for any ICA component. Subsequently, an extended ICA algorithm is formu-
lated which achieves improved results with noisy data.
In the third part of this dissertation these new methods are applied to experi-
mental data. First, the ECG of a pregnant woman is separated into signals of
the mother and fetus by an extended version of the standard ICA model. In
the next application the infrared spectra of the pure substances are identified
from the spectra of organic mixtures, despite the fact that the first ones are not
really independent. Subsequently, the new algorithms are used to eliminate
the bias in a synchronization analysis due to an overlap of two signals. As a
last application it is shown that multivariate methods are also able to perform
a sleep stage classification on intracranial EEG data.
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Kapitel 1
Einfu¨hrung
Bei der experimentellen Untersuchung komplexer Systeme werden oft eine Vielzahl von
Signalen gemessen. Aus dem Wissen u¨ber ihre wechselseitigen Abha¨ngigkeiten kann eine
Fu¨lle an Information u¨ber das untersuchte System gewonnen werden. So werden Scha¨tzun-
gen dieser Abha¨ngigkeiten z.B. in der Synchronisations- [51] oder Clusteranalyse [36] ver-
wendet. Das Wissen u¨ber die Abha¨ngigkeiten kann aber auch fu¨r andere Zwecke verwendet
werden. So kann oft angenommen werden, dass Signale, die von unterschiedlichen Quel-
len ausgesandt werden, unabha¨ngig sind. Bei einer Messung werden dann aber meistens
nur Mischungen von diesen Quellsignalen aufgenommen. Durch Minimieren der so auftre-
tenden Abha¨ngigkeiten ko¨nnen dann wieder die urspru¨nglichen Signale zuru¨ckgewonnen
werden. Diese Ru¨ckgewinnung wird ”Blind Source Separation (BSS)” genannt, und wie
schon angedeutet, sind dabei nicht nur die Quellsignale unbekannt, sondern auch die Pa-
rameter der Mischung. Die Methode, die mit Hilfe von Scha¨tzungen der Abha¨ngigkeiten
versucht, diese Aufgabe zu lo¨sen, wird ”Independent Component Analysis (ICA)” [27]
genannt.
Es gibt eine Vielzahl von Abha¨ngigkeitsmaßen, wobei die Mutual Information (MI) [60]
durch ihren informationstheoretischen Hintergrund ausgezeichnet ist. Dieses Maß ist dann
und nur dann Null, wenn die untersuchten Signale vo¨llig unabha¨ngig sind. Hierin unter-
scheidet sie sich z.B. vom Korrelationskoeffizienten, der nur lineare Abha¨ngigkeiten misst.
Ein weiterer Vorteil der MI ist, dass sie auch fu¨r ho¨herdimensionale Signale definiert ist.
Diese Eigenschaften zeichnen die MI gegenu¨ber anderen Abha¨ngigkeitsmaßen aus und
ermo¨glichen eine Reihe von zusa¨tzlichen Anwendungen. Es kann zum Beispiel eine Clu-
stermethode formuliert werden, die bei der Berechnung mehrdimensionaler Cluster auf die
sonst u¨bliche Mittelung u¨ber Eigenschaften der einzelnen Objekte verzichtet. Des weiteren
stellt die MI ein Maß der absoluten Abha¨ngigkeit dar, was z.B. in der ICA von Nutzen ist,
um zu entscheiden, ob tatsa¨chlich unabha¨ngige Komponenten erhalten wurden. Dies ist
mit anderen Maßen nicht mo¨glich, da diese nur relative Abha¨ngigkeiten abscha¨tzen bzw.
nicht auf alle Arten von Abha¨ngigkeiten sensitiv sind.
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Die ICA ist eine relativ junge Technik und wurde das erste Mal vor etwa 20 Jahren in der
Literatur erwa¨hnt [31]. Bis jetzt lag das Hauptaugenmerk auf der Entwicklung von schnel-
len Algorithmen fu¨r die Trennung von instantanen linearen Mischungen [43, 28, 10, 79].
Es sind bereits Algorithmen erstellt worden, die z.B. zeitversetzte [39, 73] bzw. nichtlinea-
re Mischungen [69, 24] separieren ko¨nnen, diese sind aber bis jetzt viel weniger getestet
worden und somit sind ihre Fehlerquellen noch recht unbekannt.
Ein Beweis dafu¨r, dass die ICA noch immer in ihren Anfa¨ngen steckt, ist, dass erst seit kur-
zem die Zuverla¨ssigkeit der gescha¨tzten ICA-Komponenten diskutiert wird [45, 23, 26, 64].
Die ¨Uberpru¨fung der tatsa¨chlichen Abha¨ngigkeit der Komponenten und ihre Eindeutigkeit
ist unerla¨sslich, um diesen eine physikalische Bedeutung zu geben. Nur wenn diese Pru¨fun-
gen positiv ausfallen, entspricht die ICA-Ausgabe den tatsa¨chlichen Quellsignalen, und die
BSS ist erfolgreich durchgefu¨hrt worden.
Ein weiteres fundamentales Problem, welches noch weitgehend ungelo¨st ist, ist die Tren-
nung von verrauschten Mischungen. Bis jetzt existieren nur Algorithmen [27], die eine
Vielzahl von Anforderungen an das Rauschen stellen. Diese sind aber fu¨r experimentelle
Daten meistens nicht erfu¨llt. Um die Trennung von Messsignalen zu ermo¨glichen, die mit
sta¨rkerem Messrauschen u¨berlagert sind, mu¨ssen daher erst passende ICA-Algorithmen
entwickelt werden.
Trotz der intensiven und relativ langen Bescha¨ftigung mit dem instantanen linearen ICA-
Modell sind erst ku¨rzlich neue Algorithmen entwickelt worden [6, 42, 65], die eine ho¨here
Trenngenauigkeit erreichen als die bisherigen. Dies wurde zwar mit einem numerischen
Mehraufwand erkauft, dieser ist aber fu¨r die meisten Anwendungen akzeptabel.
Dennoch sind schon eine Reihe von Erfolgen bei der Anwendung der ICA auf experimen-
telle Daten erzielt worden, insbesondere in den Gebieten der Akustik [72], Medizin [76, 65]
und Spektroskopie [5, 49]. Dabei handelt es sich z.B. um die Trennung von Gemischen ver-
schiedener Gera¨usche, die Separation von ¨Uberlagerungen physiologischer Signale und die
Gewinnung der Spektren von Reinsubstanzen aus chemischen Mischungen.
Aufgrund der Vielzahl von Situationen, in denen durch simultane bzw. sequentielle Auf-
zeichnungen multidimensionale Datensa¨tze erzeugt werden, ist mit einer Anzahl weiterer
Anwendungen zu rechnen. Außerdem kann in manchen Gebieten, wo bis jetzt erfolglos
bestimmte ICA-Algorithmen angewandt wurden, durch die Verwendung neuer Techniken
mit einem Durchbruch gerechnet werden.
Die vorliegende Doktorarbeit ist wie folgt gegliedert. Der erste Teil beinhaltet eine Einfu¨h-
rung in die Messung von Abha¨ngigkeiten (Kap.(2.2)). Nach einer allgemeinen Diskussion
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wird dann ein neuer Scha¨tzer der MI [37] vorgestellt (Kap.(2.3)). Nach der numerischen
Validierung des Scha¨tzers in Kap.(2.4) werden dann praktische ¨Uberlegungen zur Imple-
mentierung des Scha¨tzers angestellt. Im letzten Teil dieses Kapitels (Kap.(2.7)) werden die
Anwendungsmo¨glichkeiten der MI als Abha¨ngigkeitsmaß in der Synchronisations- und der
Clusteranalyse gezeigt.
Im zweiten Teil der Arbeit wird zuerst eine Einfu¨hrung in die ICA gegeben (Kap.(3.2)),
wobei die bekanntesten Algorithmen vorgestellt werden. Anschließend wird in Kap.(3.2.3)
ein neuer ICA-Algorithmus vorgestellt, der im Anschluss an einer Vielzahl von Signalen
mit anderen Algorithmen verglichen wird. Danach wird mit Hilfe des neues Scha¨tzers fu¨r
die MI ein Zuverla¨ssigkeitstest (Kap.(3.2.5)) fu¨r die ICA-Ausgabe formuliert. Vor dem Ab-
schluss dieses Kapitels werden praktische ¨Uberlegungen (Kap.(3.2.6)) angestellt, z.B. wie
zu entscheiden ist, welcher ICA-Algorithmus am besten fu¨r eine Anwendung geeignet ist,
oder was getan werden kann, wenn die Quellsignale abha¨ngig sind, oder wie Rauschen in
der Mischung behandelt werden kann.
Im letzten Teil dieser Arbeit werden Anwendungen der ICA auf experimentelle Daten be-
sprochen. Im Kap.(4.1) wird erfolgreich das EKG einer schwangeren Frau in einen Mutter-
und Fo¨tus-Anteil separiert. Die na¨chste Anwendung (Kap.(4.2)) bescha¨ftigt sich mit der
Ru¨ckgewinnung von Infrarotspektren der Reinsubstanzen aus Spektren von Mischungen
organischer Verbindungen. In Kap.(4.3) wird gezeigt, dass die ICA in der Lage ist, den
systematischen Fehler in der Synchronisationsanalyse zu reduzieren, der durch eine ¨Uber-
lagerung der Signale entsteht. Die letzte Anwendung (Kap.(4.4)) multivariater Methoden
ist eine Schlafphasenklassifikation anhand des intrakraniellem EEGs von Epilepsiepatien-
ten. Die Arbeit wird mit einer Zusammenfassung und einem Ausblick abgeschlossen.
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Kapitel 2
Messung von Abha¨ngigkeiten
Bei der Untersuchung komplexer Systeme stellt sich oft die Frage ”Besteht zwischen dem
System A und System B ein Zusammenhang, gab es einen Informationsaustausch zwi-
schen ihnen?”. Antworten auf diese Frage ermo¨glichen, die Beziehungen in einem kom-
plexen Netzwerk und damit auch die zugrundeliegenden Mechanismen zu verstehen. Im
Allgemeinen ist es aber nicht so einfach, diese Abha¨ngigkeiten zu bestimmen.
Eine Mo¨glichkeit, den gemeinsamen Informationsinhalt von Systemen zu bestimmen, bie-
tet die Informationstheorie. Sie ermo¨glicht es, ausgehend von Messungen der Systeme un-
ter Zuhilfenahme von statistischen Methoden, z.B. mit der wechselseitigen Information
(”mutual information”, MI), eine Scha¨tzung ihrer Abha¨ngigkeit zu geben. Die Bestimmung
der Abha¨ngigkeiten zweier oder mehrerer Messreihen ermo¨glicht auch eine Reihe weite-
rer Anwendungen. In dem Fall, dass diese Abha¨ngigkeiten nur dadurch zustande kamen,
dass die verschiedenen Messreihen ¨Uberlagerung der urspru¨nglichen Signale sind, kann
versucht werden durch Minimierung eben dieser Abha¨ngigkeiten die ”originalen” (unge-
mischten) Signale wieder zuru¨ckzugewinnen. Dieser Ansatz wird oft als ICA (Independent
Component Analysis) bezeichnet und wird im na¨chsten Kapitel besprochen. Es gibt also
eine Vielzahl von Anwendungsmo¨glichkeiten, wenn man in der Lage ist, die Abha¨ngig-
keiten zwischen Signalen zu bestimmen. Im Folgenden werden wir einen neu entwickel-
ten Scha¨tzer fu¨r die MI vorstellen, der sich durch besonders geringe systematische und
statistische Fehler auszeichnet. Außerdem werden wir die so genannte Gruppierungsei-
genschaft der MI ausnu¨tzen, um eine neue Methode der Clusteranalyse vorzustellen. Alle
diese Ansa¨tze werden durch umfassende numerische Simulationen u¨berpru¨ft.
2.1 Informationstheorie
In der Informationstheorie stellt man sich zuna¨chst die Frage, wie Messsignale kodiert wer-
den ko¨nnen. Eine beliebige Messung kann nach erfolgreicher Kodierung in einem Speicher
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abgelegt, u¨bertragen und verarbeitet werden. Die Auffindung optimaler Lo¨sungen fu¨r die
Datenverarbeitung ist eine grundlegende Fragestellung fu¨r viele modernen Wissenschaf-
ten wie Mathematik, Physik, Nachrichtentechnik, Informatik, Elektrotechnik und Medizin.
Grundlegende Konzepte der Informationstheorie wurden bereits in den vierziger Jahren des
zwanzigsten Jahrhunderts von Claude Shannon vero¨ffentlicht [59]. Ein Beispiel ist der aus
der Thermodynamik u¨bernommene Begriff der Entropie. Eine Basisgro¨ße der Informati-
onstheorie ist die Shannon-Entropie, die fu¨r eine diskret verteilte Zufallsvariable X wie
folgt definiert ist:
H(X) = −
∑
i
p(X = ai) log p(X = ai). (2.1)
Hier stehen die ai fu¨r mo¨gliche Werte von X , und p(...) ist die Wahrscheinlichkeit dafu¨r,
dass eine Messung von X den Wert ai ergibt. Die Einheit der Entropie ist dabei abha¨ngig
von der Basis des Logarithmus. Ha¨ufig wird als Basis 2 gewa¨hlt, da dies der Kodierung in
bina¨ren Zahlen entspricht (Einheit: bit). Die Entropie einer Zufallsvariable ist ein Maß fu¨r
den mittleren Gewinn an Information durch eine Messung. Je unstrukturierter und zufa¨lli-
ger eine Variable ist, um so gro¨ßer ist ihre Entropie. Im anderen Fall, wenn die Zufallsvaria-
ble zum Beispiel die meiste Zeit einen konstanten Wert annimmt und nur manchmal davon
abweicht, kann im Mittel nicht sehr viel Information bei der Beobachtung einer Messung
gewonnen werden, da diese sehr wahrscheinlich dem konstanten Wert entspricht. Diese
Situation zeichnet sich durch eine kleine Entropie aus.
Ein anschauliches Beispiel kann in Ref. [27] gefunden werden: Betrachten wir eine Zu-
fallsvariable X , welche acht verschiedene Werte mit den Wahrscheinlichkeiten (1/2, 1/4,
1/8, 1/16, 1/64, 1/64, 1/64, 1/64) annehmen kann. Die Entropie von X ist dann genau 2 bit.
Wenn wir in herko¨mmlicher Weise jeder Variablen eine gleich lange bina¨re Zahl zuordnen,
beno¨tigen wird aber 3 bit. Ein bessere Methode wa¨re aber, ha¨ufige Variablen durch kurze
bina¨re Folgen zu kodieren und weniger ha¨ufige durch la¨ngere. Wir ko¨nnten zum Beispiel
0, 10, 110, 1110, 111100, 111101, 111110, 111111 verwenden (Diese Folgen ko¨nnen di-
rekt in einer Bitsequenz verbunden werden, da sie aufgrund ihrer Konstruktion trotzdem
eindeutig zugeordnet werden ko¨nnen). Mit dieser Kodierung sind im Mittel nun nurmehr
1
2
× 1+ 1
4
× 2+ 1
8
× 3+ 1
16
× 4+ 4
64
× 5 = 2 bit erforderlich, was der berechneten Entropie
(= minimale Kodierungsla¨nge) entspricht.
2.2 Wechselseitige Information - Mutual Information (MI)
Wie bereits eingangs erwa¨hnt, ist die Mutual Information ein Maß fu¨r die Abha¨ngigkeit
von Zufallsvariablen. Wir definieren sie zuna¨chst fu¨r zwei Zufallsvariablen X und Y . Eine
Verallgemeinerung auf beliebig viele Zufallsvariablen erfolgt spa¨ter.
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In Gl.(2.1) ist davon ausgegangen worden, dass die Zufallsvariable diskret verteilt ist. In
den meisten Anwendungen sind aber die Werte der Zufallsvariable kontinuierlich verteilt,
was in der Abscha¨tzung der Entropie beru¨cksichtigt werden muss. Dazu wird der Wertebe-
reich der Zufallsvariable in Intervalle aufgeteilt (”binning”) und die Wahrscheinlichkeits-
verteilung durch eine im Intervall konstante Wahrscheinlichkeitsdichte pX(x) ≈ µX(x˜)∆m
ersetzt, wobeim der Dimension der Variable entspricht. Eine Verku¨rzung der Intervallla¨nge
∆ gegen Null fu¨hrt zur Zerlegung in die ”Differential-Entropie” H˜(X) und einen konstan-
ten Beitrag
Hbin(X) ≈ H˜(X)−m log∆ , H˜(X) = −
∫
dx µx(x) logµx(x) . (2.2)
Die Mutual Information ist allgemein definiert als
I(X, Y ) = H(X) +H(Y )−H(X, Y ) . (2.3)
Im Fall kontinuierlicher Variablen hebt sich der zweite Beitrag der Entropie log∆ durch
die Differenzenbildung der Entropien auf, und es ergibt sich
I(X, Y ) = lim
∆→0
Ibin =
∫∫
dxdy µ(x, y) log
µ(x, y)
µx(x)µy(y)
. (2.4)
Hierbei ist angenommen, dass die Verbundvariable Z = (X, Y ) die Wahrscheinlichkeits-
dichte µ(x, y) hat. Die Wahrscheinlichkeitsdichten von X und Y sind durch µx(x) =∫
dyµ(x, y) und µy(y) =
∫
dxµ(x, y) bestimmt.
Die Gl.(2.4) ist genau dann Null, wenn X und Y unabha¨ngig sind, d.h. dass die Wahr-
scheinlichkeitsverteilung faktorisiert, µ(x, y) = µx(x)µy(y). In allen anderen Fa¨llen nimmt
sie gro¨ßere Werte als Null an. Das Problem ist nun, I(X, Y ) anhand von Daten zu scha¨tzen.
Die zu untersuchenden Daten bestehen aus einem Satz aus N bivarianten Messungen
zi = (xi, yi), i = 1, ....N , von denen angenommen wird, dass sie iid (independent identi-
cally distributed) Realisationen einer Zufallsvariable Z = (X, Y ) sind. Die Aufgabe ist es,
I(X, Y ) von dem Satz zi abzuscha¨tzen, ohne dabei explizites Wissen u¨ber µ, µx, und µy
zu benutzen.
Im Gegensatz zu anderen Scha¨tzern, die auf Kumulantenentwicklungen [27], Parametri-
sierung von Dichten [60], Kern-Scha¨tzern [60] oder Binning [16] basieren, wollen wir hier
einen Algorithmus behandeln, der die k-na¨chsten Nachbarn jedes Punktes zi zur Scha¨tzung
benutzt [37]. Dieser ist dateneffizient und adaptiv, das heißt, mit k=1 wird bis zum kleinsten
mo¨glichen Maßstab aufgelo¨st, und die Auflo¨sung ist dort ho¨her, wo mehr Daten vorhanden
sind. Weiterhin besitzt er einen minimalen systematischen Fehler, fu¨r unabha¨ngige Vertei-
lungen wird dieser, bis auf einen statistischen Fehler, sogar exakt Null. Diese Eigenschaften
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zeichnen den neuen Scha¨tzer gegenu¨ber anderen in der Literatur (ein ¨Uberblick ist in Ref.
[37, 74] zu finden) diskutierten Algorithmen aus und machen ihn besonders nu¨tzlich, wenn
eine mo¨glichst genaue Bestimmung der Abha¨ngigkeiten erforderlich ist.
2.3 Scha¨tzung der MI
Die naheliegendste und am meisten verbreitete Methode die Mutual Information abzuscha¨t-
zen besteht darin, die Tra¨ger von X und Y in endliche Intervalle zu zerlegen (”binning”)
und Gl.(2.4) durch eine Summe abzuscha¨tzen
I(X, Y ) ≈ Ibinned(X, Y ) ≡
∑
ij
p(i, j) log
p(i, j)
px(i)py(j)
, (2.5)
wobei px(i) =
∫
i
dx µx(x), py(j) =
∫
j
dy µy(y) und p(i, j) =
∫
i
∫
j
dxdy µ(x, y) ist.
(∫
i
entspricht dem Integral u¨ber das Intervall i). Um die MI jetzt abzuscha¨tzen, mu¨ssen
die Punkte abgeza¨hlt werden, die in die einzelnen Intervalle fallen. Wenn nx(i) (ny(j))
die Anzahl der Punkte darstellt, die in das i-te Intervall von X (j-te Intervall von Y ) fal-
len, und n(i, j) die Anzahl, die in die Schnittfla¨che der Intervalle fallen, dann ist px(i) ≈
nx(i)/N , py(j) ≈ ny(j)/N , und p(i, j) ≈ n(i, j)/N , wenn alle Wahrscheinlichkeitsdich-
ten durch (nicht notwendigerweise glatte) Funktionen beschreibbar sind. Die rechte Seite
von Gl.(2.5) konvergiert dann zu I(X, Y ), wenn die Datenpunktanzahl gegen unendlich
geht und die Intervallla¨nge hinreichend langsam gegen Null tendiert. Im Fall, dass aber
die Dichten (multi-)fraktal sind, wu¨rde Gl.(2.5) auflo¨sungsabha¨ngige Entropien definieren,
die im Grenzfall von unendlicher Auflo¨sung divergieren wu¨rden [19, 20, 61]. Obgleich die
im Folgenden vorgestellte Methode auch fu¨r diesen Fall adaptiert werden kann, gehen wir
dieser Problemstellung hier nicht weiter nach.
Die in Gl.(2.5) verwendete Intervallla¨nge muss nicht fu¨r alle Intervalle gleich gewa¨hlt wer-
den. Optimierte Scha¨tzer [18, 16] verwenden in der Tat adaptive Intervallla¨ngen, die so
gewa¨hlt sind, dass die n(i, j) mo¨glichst gleich sind. Obwohl solche Scha¨tzer viel besser
sind als solche, die eine feste La¨nge verwenden, haben sie trotzdem noch systematische
Fehler, die einerseits von der Abscha¨tzung von I(X, Y ) durch Ibinned(X, Y ) stammen und
andererseits durch die Abscha¨tzung der Wahrscheinlichkeitsdichten durch Ha¨ufigkeiten zu-
stande kommen. Der Fehler der Letzteren kann im Prinzip durch Korrekturterme fu¨r endli-
che nx(i) bzw. ny(j) minimiert werden [20], was aber bei den Algorithmen in Ref. [18, 16]
nicht gemacht wurde.
Wir wollen hier einen anderen Weg gehen, und die Mutual Information mittels einer Stati-
stik u¨ber die k-na¨chsten Nachbarn abscha¨tzen. Es wird zuna¨chst der Kozachenko-Leonenko
Scha¨tzer fu¨r die Shannon Entropie [33, 19, 61, 75] besprochen, der als Ausgangspunkt fu¨r
die Scha¨tzung der MI dient.
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Sei X eine kontinuierliche Zufallsvariable mit Werten in einem metrischen Raum, d.h. es
existiert eine Abstandsfunktion ||x − x′|| zwischen zwei beliebigen Realisationen von X ,
und sei die Wahrscheinlichkeitsdichte µ(x) eine Funktion im eigentlichen Sinn. Dann ist
die differentielle Shannon-Entropie durch Gl.(2.2) definiert. Das Ziel ist jetzt, H˜(X) aus
N Stichproben (x1 . . . xN) abzuscha¨tzen.
Im ersten Schritt der Herleitung wird verwendet, dass Gl.(2.2) auch als Mittelwert von
log µ(x) verstanden werden kann. Wenn es uns mo¨glich ist, einen fehlerfreien1 Scha¨tzer
fu¨r
 
log µ(x) zu finden, ha¨tten wir auch sofort einen fehlerfreien Scha¨tzer fu¨r die Entropie
Hˆ(X) = −N−1
N∑
i=1
 
logµ(xi) . (2.6)
Um
 
logµ(xi) abzuscha¨tzen, benutzen wir die Wahrscheinlichkeitsdichte Pk() fu¨r die Ab-
sta¨nde zwischen xi und den k-ten na¨chsten Nachbarn. Die Gro¨ße Pk()d ist gleich der
Wahrscheinlichkeit, einen Punkt innerhalb des Radius r ∈ [/2, /2 + d/2] um xi zu
finden, k − 1 Punkte innerhalb kleinerer Absta¨nde und N − k − 1 Punkte außerhalb des
Radius. Ferner sei pi die Masse des um xi zentrierten -Balls, pi() =
∫
||ξ−xi||</2
dξµ(ξ).
Unter Verwendung der Trinomialgleichung erhalten wir
Pk()d =
(N − 1)!
1!(k − 1)!(N − k − 1)! ×
× dpi()
d
d × pk−1i × (1− pi)N−k−1 (2.7)
bzw.
Pk() = k
(
N − 1
k
)
dpi()
d
pk−1i (1− pi)N−k−1 . (2.8)
Es kann leicht u¨berpru¨ft werden, dass die Normierung
∫
dPk() = 1 der Wahrschein-
lichkeitsdichte erfu¨llt ist. Mit Hilfe der Gl.(2.8) kann auch sofort der Erwartungswert von
log pi() berechnet werden
E(log pi) =
∫ ∞
0
d Pk() log pi()
= k
(
N − 1
k
) ∫ 1
0
dp pk−1(1− p)N−k−1 log p
= ψ(k)− ψ(N) , (2.9)
1Mit ”fehlerfrei” meinen wir hier, dass das Ensemblemittel von Hˆ(X) mit H(X) u¨bereinstimmt.
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wobei ψ(x) die Digamma-Funktion ist, ψ(x) = Γ(x)−1dΓ(x)/dx. Sie wird durch die Re-
kursionformel ψ(x+1) = ψ(x)+ 1/x und ψ(1) = −C erzeugt, wobei C = 0.5772156 . . .
die Euler-Mascheroni Konstante ist. Fu¨r große x gilt ψ(x) ≈ log x − 1/2x. Der Erwar-
tungswert ist u¨ber die Position aller anderen N − 1 Punkte berechnet worden, wobei xi
festgehalten wurde. Ein Scha¨tzer fu¨r logµ(x) wird dadurch erhalten, dass µ(x) u¨ber den
gesamten -Ball als konstant angenommen wird. Dies ergibt
pi() ≈ cddµ(xi) , (2.10)
wobei d die Dimension von x ist, und cd das Volumen des d-dimensionalen Einheitsballs
darstellt. Fu¨r die Maximumsnorm ergibt dies cd = 1 und fu¨r die euklidische Norm cd =
pid/2/Γ(1+d/2)/2d. Im spa¨teren Verlauf werden wir stets die Maximumsnorm verwenden.
Aus der Kombination von Gl.(2.9) und (2.10) erha¨lt man
log µ(xi) ≈ ψ(k)− ψ(N)− d E(log )− log cd , (2.11)
und daraus
Hˆ(X) = −ψ(k) + ψ(N) + log cd + d
N
N∑
i=1
log (i) , (2.12)
wobei (i) der doppelte Abstand zwischen xi und seinem k-ten Nachbarn ist.
Die einzige Na¨herung, die wir verwenden, ist Gl.(2.10). Wenn die Dichte µ(x) konstant
wa¨re, ha¨tten wir also einen fehlerfreien Scha¨tzer.
Mit Hilfe des Kozachenko-Leonenko Scha¨tzers fu¨r die Entropie und Gl.(2.3) kann jetzt
die MI abgescha¨tzt werden. Dafu¨r betrachten wir eine zweidimensionale Zufallsvariable
Z(X, Y ), die wiederum durch N Realisierungen vertreten wird, und /2 sei der Abstand
zwischen einem Punkt zi und dem k-ten Nachbarn. Die Gleichungen (2.8) und (2.9) gelten
unvera¨ndert. Die erste Vera¨nderung tritt in Gl.(2.10) auf, wo d durch dZ = dX + dY ,
cd durch cdX cdY und natu¨rlich xi durch zi = (xi, yi) ersetzt werden muss. Mit diesen
Modifikationen erhalten wir
Hˆ(X, Y ) = ψ(k)− ψ(N)− log(cdX cdY )
− dX + dY
N
N∑
i=1
log (i) . (2.13)
Um I(X, Y ) zu erhalten, muss nur noch Gl.(2.13) von den Scha¨tzungen fu¨r H(X) und
H(Y ) subtrahiert werden. Fu¨r Letztere kann direkt Gl.(2.12) mit dem selben k-Wert ver-
wendet werden. Dies wu¨rde aber bedeuten, dass wir die Entropien auf verschiedenen Ska-
len scha¨tzen. Fu¨r jedes k wu¨rden dann der Abstand zum na¨chsten Nachbarn im zweidi-
mensionalen Raum gro¨ßer sein, als die Absta¨nde zu den Nachbarn in den eindimensiona-
len Ra¨umen. Da aber der Fehler in Gl.(2.12), durch die Ungleichverteilung der Dichten,
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i
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(i)εy
ε (i)x
(i)εy
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ε(i)
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Abbildung 2.1: (a): Bestimmung von (i), nx(i) und ny(i) fu¨r den ersten Algorithmus mit
k = 1 und einem fixen i. In diesem Beispiel ist nx(i) = 5 und ny(i) = 3.
(b),(c): Bestimmung von x(i), y(i), nx(i) und ny(i) fu¨r den zweiten Algorithmus. (b) zeigt
den Fall, bei dem x(i) und y(i) durch den selben Punkt bestimmt werden, wa¨hrend in
(c) der Fall gezeigt wird, bei dem beide Gro¨ßen durch zwei verschiedene Punkte bestimmt
werden.
natu¨rlich vom Abstand abha¨ngt, wu¨rden sich die Fehler von Hˆ(X), Hˆ(Y ) und Hˆ(X, Y )
nicht gegenseitig aufheben.
Um dies zu vermeiden, stellen wir fest, dass Gl.(2.12) fu¨r beliebige Wert von k gu¨ltig ist,
und wir auch unterschiedliche k-Werte fu¨r die Scha¨tzung von Hˆ(X, Y ) und Hˆ(X) bzw.
Hˆ(Y ) verwenden ko¨nnen. Im Folgenden werden zwei Varianten vorgestellt, die k fu¨r die
verschiedenen Ra¨ume so wa¨hlen, dass der Fehler des Scha¨tzers mo¨glichst klein wird.
Im ersten Algorithmus, der in Abb.(2.1a) dargestellt ist, liegt der k-te Nachbar von xi auf
einer der Seiten des Quadrates mit der Kantenla¨nge (i), ohne Beschra¨nkung der Allge-
meinheit ko¨nnen wir annehmen, dass dies eine vertikale Seite ist. Wenn jetzt nx(i) Punkte
innerhalb der vertikalen Linien x = xi ± (i)/2 liegen, dann ist (i)/2 der Abstand zu den
(nx(i) + 1)-ten Nachbarn von xi und
Hˆ(X) =
1
N
N∑
i=1
ψ(nx(i) + 1)− ψ(N)
− log cdX −
dX
N
N∑
i=1
log (i) . (2.14)
Fu¨r die andere Richtung (die y Richtung in Abb.(2.1a)) ist dies nicht exakt gu¨ltig, da (i)/2
nicht exakt der Abstand zum (ny(i)+1)-ten Nachbarn ist, wenn analog ny(i) als die Anzahl
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der Punkte innerhalb ||yj− yi|| < (i)/2 definiert wird. Trotzdem ko¨nnen wir Gl.(2.14) als
gute Na¨herung fu¨r H(Y ) betrachten, wenn alle X durch Y ersetzt werden. Einsetzen von
Gl.(2.13) und Gl.(2.14) in Gl.(2.3) fu¨hrt dann zu
I(1)(X, Y ) = ψ(k)− 〈ψ(nx + 1) + ψ(ny + 1)〉+ ψ(N). (2.15)
In gleicher Weise kann auch die MI fu¨r m Zufallsvariable abgescha¨tzt werden. Die ho¨her
dimensionale MI, auch allgemeine Redundanz genannt, kann wieder als eine Summe von
Entropien geschrieben werden
I(X1, X2, . . .Xm) = H(X1) +H(X2) + . . .+H(Xm)
− H(X1, X2, . . .Xm) (2.16)
und somit ergibt sich
I(1)(X1, X2, . . .Xm) = ψ(k) + (m− 1)ψ(N) (2.17)
− 〈ψ(nx1) + ψ(nx2) + . . . ψ(nxm)〉 .
Wir werden im na¨chsten Abschnitt sehen, dass dieser Scha¨tzer allen bis jetzt in der Literatur
verfu¨gbaren Scha¨tzern fu¨r die MI u¨berlegen ist und nur einen geringen systematischen Feh-
ler besitzt. Trotzdem kann er noch verbessert werden, da die Verwendung von Quadraten
bzw. (Hyper-)Kuben die Nachbarschaften unno¨tig groß macht. Vor allem fu¨r hochdimen-
sionale Zufallsvariablen zahlt es sich daher aus, von (Hyper-)Kuben auf (Hyper-)Rechtecke
u¨berzugehen.
Wie in Abb.(2.1b) und (c) ersichtlich, mu¨ssen wir fu¨r die zweite Variante des Scha¨tzers
zwischen zwei Fa¨llen unterscheiden. Entweder sind x(i) und y(i) durch einen Punkt
(Abb.2.1b) oder durch zwei verschiedene Punkte (Abb.2.1c) bestimmt. Nachdem die Wahr-
scheinlichkeitsdichte aus Gl.(2.9) fu¨r diesen Fall adaptiert worden ist [34], erha¨lt man einen
neuen Scha¨tzer fu¨r die allgemeine Redundanz
I(2)(X1, X2, . . .Xm) = ψ(k)− (m− 1)/k
+ (m− 1)ψ(N) (2.18)
− 〈ψ(nx1) + ψ(nx2) + . . . ψ(nxm)〉 .
Bei der Herleitung ist leicht geschummelt worden, da wir wissen, dass im Fall x(i) <
y(i) (wie in Abb.(2.1b),(c)) in den zwei Rechtecken [xi − y(i)/2, xi − x(i)/2] × [yi −
y(i)/2, yi + y(i)/2] und [xi + x(i)/2, xi + y(i)/2] × [yi − y(i)/2, yi + y(i)/2] keine
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Abbildung 2.2: Innerhalb der schattierten Rechtecke ko¨nnen keine Punkte liegen. Dies
heißt fu¨r die Methode (2), dass die Scha¨tzung fu¨r die Entropien H(X) (H(Y )) eigentlich
modifiziert werden mu¨sste, da ein Teil der Fla¨che außerhalb (innerhalb) des Streifens x
(y) fu¨r Punkte verboten ist. Diese Abweichung wird in Gl.2.18 nicht beru¨cksichtigt.
Punkte enthalten sein ko¨nnen (Abb.(2.2)). In der Scha¨tzung fu¨r H(X, Y ) wurde dies kor-
rekt beru¨cksichtigt, nicht aber in denen fu¨r H(X) und H(Y ). Die Korrekturterme sind von
der OrdnungO(1/nx) bzw.O(1/ny), und es ist wahrscheinlich, dass sich beide Terme zum
Großteil aufheben, da sie mit unterschiedlichen Vorzeichen zu H(X) bzw. H(Y ) beitra-
gen. Wir haben aber keinen Beweis dafu¨r. Unabha¨ngig davon kann durch die Annahme der
Konstanz der Wahrscheinlichkeitsdichte innerhalb des Rechtecks nicht erwartet werden,
dass die Scha¨tzer fu¨r endliche N exakt sind. Die Bestimmung des eigentlichen Fehlers
von I(1) und I(2) beruht letztendlich auf numerischen Tests, die in Kap.(2.5) durchgefu¨hrt
werden.
2.4 Praktische ¨Uberlegungen
Die MI ist invariant unter Reparametrisierung der einzelnen Zufallsvariablen. Wenn X ′ =
F (X) und Y ′ = G(Y ) Homomorphismen sind, dann gilt I(X, Y ) = I(X ′, Y ′). Im Ge-
gensatz dazu ist aber die Entropie H(X) nicht invariant. Diese Eigenschaft der MI erlaubt
es nicht nur, die beiden Variablen zum Beispiel auf gleiche Varianz zu bringen, sondern
auch ihre Verteilungen so gleichfo¨rmig wie mo¨glich zu gestalten. Dies ist zwar streng ge-
nommen fu¨r die na¨chste Nachbarsuche nicht no¨tig, reduziert aber trotzdem den numeri-
schen Fehler des Scha¨tzers, wenn die Dichten der Zufallsvariablen hohe Spitzen aufwei-
sen, wie es zum Beispiel in der weiter unten diskutierten Gamma-Exponentialverteilung,
µ(x, y) = xθ exp(−x− xy)/Γ(θ) fu¨r x, y > 0, der Fall ist.
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Den gro¨ßten Teil der CPU-Zeit beno¨tigt der Algorithmus fu¨r die Suche nach Nachbarn. In
der einfachsten Implementierung werden zwei verschachtelte Schleifen u¨ber alle Punkte
verwendet und somit eine CPU-Zeit der Ordnung O(N2) beno¨tigt. Diese Version ist aber
nur fu¨r sehr kurze Messreihen (N kleiner als ungefa¨hr 300) vertretbar. Einen Algorithmus
der Komplexita¨t O(N
√
k N) erha¨lt man, wenn zuerst die xi nach ihrer Gro¨ße geordnet
werden, was automatisch die Ordnung fu¨r die yi vorgibt [52]. Die na¨chsten Nachbarn zu
einem Punkt (xi, yi) werden dadurch gefunden, dass die an beiden Seiten von xi gelegenen
Punkte auf ihre Absta¨nde in y-Richtung u¨berpru¨ft werden. Den schnellsten Algorithmus
fu¨r die Nachbarsuche erha¨lt man aber durch die Verwendung von Gittern [21, 25]. Der
zweidimensionale Raum wird in Boxen der Gro¨ße O(
√
k/N) unterteilt und die beiden
eindimensionale Ra¨ume in Boxen der Gro¨sse O(1/N). Zuerst wird  bestimmt, indem die
k-na¨chsten Nachbarn mit Hilfe des 2D-Gitters gefunden werden. Danach wird nx und ny
durch die beiden anderen Gitter bestimmt. Falls die Verteilungen von X und Y glatt sind,
fu¨hrt dies zu einer Komplexita¨t der Ordnung O(
√
kN).
In der Datenaufzeichnung werden u¨blicherweise A/D-Wandler mit einer Auflo¨sung von 12
bzw. 16 Bit verwendet. Dies fu¨hrt fu¨r la¨ngere Datensa¨tze zu vielen Punkten mit identischen
Koordinaten. Die Bestimmung der k-na¨chsten Nachbarn ist dadurch nicht mehr eindeutig,
weil manchmal Nachbarn exakt den gleichen Abstand vom untersuchten Punkt aufweisen.
Durch Addieren von sehr geringem Rauschen (Amplitude viel niedriger als der kleinste
Abstand in den Messsignalen) zu den Daten, kann diese Entartung aufgehoben werden. In
allen untersuchten Fa¨llen fu¨hrte dies zu zufriedenstellenden Ergebnissen.
2.5 Numerische Simulationen
In diesem Kapitel wird gezeigt, wie sich der statistische und systematische Fehler der bei-
den Varianten des MI-Scha¨tzers verhalten. Wir zeigen hier nur Ergebnisse fu¨r zweidimen-
sionale Verteilungen, da Untersuchungen an ho¨herdimensionalen Verteilungen sehr a¨hn-
liche Verhalten [37] fu¨r die Fehler zeigten. Im ersten Test wenden wir den Scha¨tzer auf
korrelierte Gaußverteilungen an, da fu¨r diesen Fall das analytische Ergebnis bekannt ist.
Seien X und Y gaußverteilt mit verschwindendem Mittelwert, einer Varianz von eins und
einer Kovarianz von r. Die MI ist dann [16]:
IGauss(X, Y ) = −1
2
log(1− r2) . (2.19)
Abb.(2.3) zeigt den Mittelwert des Fehlers I(2)(X, Y ) − IGauss(X, Y ) fu¨r verschiedene
Werte von r, gemittelt u¨ber eine große Anzahl von Realisationen (105 − 107). Es werden
nur die Ergebnisse von I(2)(X, Y ) fu¨r k = 1 gezeigt, da sie sich kaum von denen mit
k > 1 unterscheiden. Auch der Unterschied zu I(1)(X, Y ) ist so klein, dass er nicht in der
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Abbildung 2.3: Scha¨tzungen von I(2)(X,Y ) − Iexact(X,Y ) fu¨r zwei gaußverteilte Zufalls-
variable mit Varianz eins und Kovarianz r = 0.9, 0.6, 0.3, und 0.0, aufgetragen gegen 1/N
(k = 1). Fu¨r N <= 1000 betrug die Anzahl der Realisationen > 2 × 106, die dann fu¨r
N = 40000 bis auf ≈ 105 verkleinert wurde. Die Fehlerbalken sind kleiner als die Symbole.
Abbildung erkennbar ist. Auffa¨llig in Abb.(2.3) ist nicht nur die Konvergenz des systema-
tischen Fehlers I(2)(X, Y )− IGauss(X, Y )→ 0 fu¨r N →∞, sondern auch, dass dieser fu¨r
unkorrelierte Gaußverteilungen (r = 0), unabha¨ngig von N , vertra¨glich mit Null ist.
Um Unterschiede zwischen den beiden Variablen des Scha¨tzers zu zeigen, werden in
Abb.(2.4) die Werte von I(1)(X, Y ) mit denen von I(2)(X, Y ) fu¨r verschiedene Werte von
N gegenu¨bergestellt (r = 0.9). An der Abszisse wird k/N bzw. (k− 1/2)/N aufgetragen.
Abgesehen von sehr kleinen Werten fu¨r k und N , kann beobachtet werden, dass die Werte
der Scha¨tzer ein Skalierungsverhalten der Form
I(1)(X, Y ) ≈ Φ( k
N
) , I(2)(X, Y ) ≈ Φ(k − 1/2
N
) (2.20)
zeigen.
Dies ist ein fu¨r verschiedene Verteilungen gu¨ltiges Ergebnis. Das Verhalten von I(1)(X, Y )
resultiert aus dem Umstand, dass die Anzahl von Nachbarn k innerhalb eines fixen Ab-
standes mit N skaliert. Fu¨r I(2)(X, Y ) muss dieses Argument leicht modifiziert werden, da
das kleinere Epsilon , x bzw. y, meistens durch den (k − 1)-ten anstatt durch den k-ten
Nachbarn festgelegt wird.
Der statistische Fehler der beiden Scha¨tzer zeigt ebenfalls, dass I(2)(X, Y ) fu¨r ein gege-
benes k zwischen den Werten von I(1)(X, Y ) mit k − 1 und k liegt. Die Abb.(2.5) zeigt
die Varianz der Scha¨tzungen fu¨r zwei Gaußverteilungen mit der Kovarinaz r = 0.9. Der
statistische Fehler ha¨ngt nur sehr schwach von r ab und ist fu¨r r = 0 etwa 10% kleiner.
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Abbildung 2.4: Mutual Information Scha¨tzungen I(1)(X,Y ) (linkes Bild) und I(2)(X,Y )
(rechtes Bild) fu¨r zwei gaußverteilte Zufallsvariable mit Kovarianz r = 0.9, aufgetragen
gegen k/N (linkes Bild) bzw. (k−1/2)/N (rechtes Bild). Jede Kurve entspricht einem fixen
Wert fu¨r N , mit N = 125, 250, 500, 1000, 2000, 4000, 10000 und 20000, von unten nach oben.
Die Fehlerbalken sind kleiner als die Symbole. Die gestrichelte Linie stellte den exakten
Wert I(X,Y ) = 0.830366 dar.
Aus Abb.(2.5) ist ersichtlich, dass der Fehler, außer fu¨r sehr große Werte von k/N , etwa
mit ∼ √N skaliert. Die Tatsache, dass der statistische Fehler fu¨r abnehmende k zunimmt,
ist nicht verwunderlich, da auch die Verteilung der Epsilons breiter wird. Fu¨r praktische
Anwendungen sollten daher k-Werte gro¨ßer als 1 verwendet werden, um den statistischen
Fehler zu reduzieren, aber auch nicht zu große Werte, weil dadurch auf der anderen Seite
der systematische Fehler erho¨ht wird. Fu¨r die meisten Anwendungen wird es sinnvoll sein,
k-Werte zwischen 3 und 5 zu wa¨hlen. Falls speziell auf Unabha¨ngigkeit getestet werden
soll, spielt der systematische Fehler, wie gezeigt, keine Rolle und es ko¨nnen Werte bis
k ≈ N/2 verwendet werden.
Auch fu¨r andere Verteilungen ist es mo¨glich, Werte der MI analytisch zu berechnen. In
Ref. [37] werden Ergebnisse der beiden Scha¨tzer fu¨r die Gamma-Exponentialverteilung
[15], die sortierte Weinman-Exponentialverteilung [15] und die ”Kreis-Verteilung” [14]
diskutiert. Im Folgenden sind nur noch Resultate fu¨r die erste der drei Verteilungen gezeigt,
da sich keine unterschiedlichen Schlussfolgerungen aus den letzten beiden ergeben. Die
Wahrscheinlichkeitsdichte der Gamma-Exponentialverteilung ist fu¨r x > 0 und y > 0
µ(x, y; θ) =
1
Γ(θ)
xθe−x−xy , (2.21)
wobei θ ein skalarer Parameter ist [15]. Fu¨r alle anderen Werte von x und y gilt µ(x, y; θ) =
0. Die MI ist durch I(X, Y )exact = ψ(θ + 1) − log θ bestimmt [15]. Da die Verteilung
fu¨r θ > 1 eng um x = 0 und y = 0 lokalisiert ist, werden die Eingangsdaten fu¨r die
Scha¨tzer durch x′i = log xi bzw. y′i = log yi umskaliert, mit dem Ziel den numerischen
Fehler zu verkleinern (siehe Kap.(2.4)). In Abb.(2.6) wird fu¨r fu¨nf verschiedene Werte von
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Abbildung 2.5: Standardabweichungen des Scha¨tzers I(1)(X,Y ) (+) und I(2)(X,Y ) (×)
fu¨r zwei gaußverteilte Zufallsvariable mit Kovarianz r = 0.9, multipliziert mit
√
N und dar-
gestellt gegen k (I(1)(X,Y )) bzw. k− 1/2 (I(2)(X,Y )). Jede Kurve entspricht einem festen
Wert fu¨r N , mit N = 125, 250, 500, 1000, 2000, 4000, 10000 und 20000, von unten nach oben.
θ der relative Fehler I(2)(X ′, Y ′)/I(X, Y )exact fu¨r k = 1 gegen 1/N dargestellt. Es muss
beachtet werden, dass der Abschnitt der y-Achse sehr klein ist, d.h. dass auch fu¨r diese
Verteilung hervorragende Ergebnisse erhalten wurden. Zum Vergleich ist in Abb.(2.7) der
relative Fehler fu¨r die Gaußverteilung mit den selben r-Werten gezeigt.
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Abbildung 2.6: Verha¨ltnis I(X,Y )estim/Iexact(X,Y ) fu¨r die Gamma-Exponentialverteilung,
dargestellt gegen 1/N . Diese Werte wurden, nach einer logarithmischen Transformierung
von xi und yi, mit I(2) und k = 1 erhalten. Die fu¨nf Kurven entsprechen den Werten
θ = 0.1, 0.3, 1.0, 2.0, 10.0 und 100.0 (von unten nach oben).
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Abbildung 2.7: Verha¨ltnis I(2)(X,Y )/Iexact(X,Y ) fu¨r k = 1 gezeichnet gegen 1/N , fu¨r 4
verschiedene Werte von r.
Das Verhalten des Scha¨tzers in Abb.(2.6) als auch in Abb.(2.7) gibt Anlass, eine Annahme
zu formulieren:
Sei µ(x, y; r) eine zweidimensionale Verteilung mit r als skalaren Parameter. Weiters wird
angenommen, dass µ fu¨r r = r0 faktorisiere und in der Umgebung von r0 glatt ist, so dass
∂µ(x, y; r)/∂r endlich bleibt. Dann schlagen wir fu¨r viele Verteilungen, nicht notwendi-
gerweise fu¨r alle, vor, dass
I(1,2)(X, Y )/Iexact(X, Y )→ F (k,N) (2.22)
gu¨ltig ist, wenn r → r0. Hierbei ist F (k,N) eine Funktion, die fu¨r alle k und N  1 in
der Na¨he von 1 verla¨uft und fu¨r N →∞ gegen 1 konvergiert.
Wir wissen nicht, fu¨r welche Gruppen von Verteilungen diese Annahme zutrifft, aber wir
fanden, dass I(1) und I(2) fu¨r unabha¨ngige Zufallsvariablen X und Y fu¨r alle untersuchten
Verteilungen exakt sind. Wir testeten auch gleichfo¨rmige und exponentielle Verteilungen
und Daten mit unterschiedlichen Verteilungen fu¨r die beiden Zufallsvariablen und fanden
immer, dass I(1,2)(X, Y ) = 0 ist. Der statistische Fehler lag fu¨r diese numerischen Expe-
rimente in der Gro¨ßenordnung von ≈ 10−3 bis 10−4. Abschließend sei festgestellt, dass in
Ref. [37] die systematischen und statistischen Fehler von I(1)(X, Y ) und I(2)(X, Y ) mit
denen des MI-Scha¨tzers von Darbelly und Vajda [16] verglichen werden, der in der Litera-
tur als der genaueste und effizienteste Algorithmus gilt. Fu¨r alle untersuchten Verteilungen
zeigt sich, dass der systematische Fehler von I(1,2) gegenu¨ber diesem Scha¨tzer um etwa
eine Zehnerpotenz verbessert wird. Der statistische Fehler verha¨lt sich vergleichbar und
zeigt fu¨r große N eine Verbesserung.
18
2.6. EIGENSCHAFTEN DER MI
2.6 Eigenschaften der MI
Die Mutual Information besitzt eine Reihe von interessanten Eigenschaften. Die erste
wichtige Eigenschaft, die bereits in Kap.(2.4) erwa¨hnt wurde, ist die Unabha¨ngigkeit von
I(X, Y ) gegenu¨ber einer Umskalierung der Variablen. Jede glatte und eindeutig inver-
tierbare Funktion ist fu¨r die Umformung X ′ = F (X) und Y ′ = G(Y ) zula¨ssig. Diese
Eigenschaft kann leicht bewiesen werden, da die neue Wahrscheinlichkeitsdichte durch
µ′(x′, y′) = JX(x
′)JY (y
′)µ(x, y) (2.23)
gegeben ist, wobei JX = ||∂X/∂X ′|| und JY = ||∂Y/∂Y ′|| die Jacobi-Determinanten
sind. Weil fu¨r die eindimensionalen Dichten das Gleiche gilt, ergibt sich fu¨r die Mutual
Information
I(X ′, Y ′) =
∫∫
dx′dy′µ′(x′, y′) log
µ′(x′, y′)
µ′x(x
′)µ′y(y
′)
=
∫∫
dxdy µ(x, y) log
µ(x, y)
µx(x)µy(y)
= I(X, Y ) . (2.24)
Diese Eigenschaft kann einerseits dazu verwendet werden, die Variablen so gleichfo¨rmig
wie mo¨glich zu verteilen, um numerische Fehler zu minimieren (Kap.2.4). Andererseits
stellt sie eine Robustheit des Scha¨tzers gegenu¨ber gewissen Sto¨rungen des Signals im ei-
gentlichen Messvorgang dar.
Die na¨chste Eigenschaft (”Gruppierungseigenschaft”)
I(X, Y, Z) = I((X, Y ), Z) + I(X, Y ) . (2.25)
kann ebenfalls aus der Definition der MI (Gl.(2.4)) hergeleitet werden. Sie ist analog zu
dem Additionsgrundsatz der Shannon-Entropien [13] und besagt, dass die MI in hierar-
chische Ebenen zerlegt werden kann. Fu¨r n > 2 kann I(X1 . . . Xn), mit einer beliebigen
Aufteilung von (X1 . . .Xn), in die MI zwischen den Elementen innerhalb eines Clusters
und die MI zwischen den Clustern zerlegt werden.
Eine weitere nu¨tzliche Eigenschaft ergibt sich, wenn Gl.(2.24) und (2.25) kombiniert wer-
den
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I(X ′, Y ′, Z) = I((X ′, Y ′), Z) + I(X ′, Y ′)
= I((X, Y ), Z) + I(X ′, Y ′) (2.26)
= I(X, Y, Z) + [I(X ′, Y ′)− I(X, Y )] .
Hierbei wurde ausgenu¨tzt, dass die MI auch invariant gegenu¨ber Homomorphismen von
ho¨herdimensionalen Variablen (X ′, Y ′) = F (X, Y ) ist. Diese Eigenschaft besagt, dass
es fu¨r die Bestimmung der ¨Anderung der Redundanz einer hochdimensionalen Variable,
welche eine Transformation in einem Unterraum erfa¨hrt, ausreicht, nur die ¨Anderung der
MI in diesem Unterraum zu bestimmen. Dies reduziert den numerischen Aufwand fu¨r viele
Anwendungen erheblich, siehe Kap.(3.2.3.4). Alle hier besprochenen Eigenschaften fu¨r die
MI ko¨nnen auf jede beliebige Dimension der Variablen verallgemeinert werden.
2.7 Anwendungen der MI
2.7.1 Anha¨ngigkeitsmaß fu¨r die Zeitreihenanalyse
Eine der zentralen Aufgaben in der Datenanalyse ist es, Abha¨ngigkeit von Signalen zu
testen. Sobald eine Messung aus mehreren Komponenten besteht, stellt sich die Frage,
ob diese unabha¨ngig sind oder gemeinsame Informationen tragen. Zum Beispiel ist fu¨r die
Neurophysiologie interessant, ob zwei Hirnareale Information austauschen. Durch die Auf-
zeichnung der elektrischen Potentiale in den relevanten Bereichen des Gehirns erha¨lt man
Zeitreihen, die dann mit verschiedenen Abha¨ngigkeitsmaßen untersucht werden ko¨nnen. In
Ref. [53] werden die Kovarianz, die Koha¨renz, die Phasensynchronisation, die nichtlineare
Interdependenz sowie die Mutual Information fu¨r diesen Fall miteinander verglichen. Diese
Verfahren unterscheiden sich in der ihnen zugrundeliegenden Definition von Abha¨ngigkeit.
Die ersten beiden, die Kovarianz und Koha¨renz, sind nur auf lineare Abha¨ngigkeiten sen-
sitiv.
Nichtlineare Abha¨ngigkeiten ko¨nnen mit den verbleibenden drei Verfahren gemessen wer-
den. Fu¨r die Messung der Phasensynchronisation wird meist die Phase mit Hilfe einer
Hilbert- oder Wavelettransformation aus den beiden Zeitreihen X(t) und Y (t) extrahiert
[51]. Aus der Phasendifferenz φXY (t) = ϕX(t) − ϕY (t) kann dann mit unterschiedli-
chen statistischen Methoden ein Maß fu¨r die Phasensynchronisation gewonnen werden. Im
Spa¨teren wird die ”mean phase coherence” aus Ref. [47] verwendet, die wie folgt definiert
ist:
φxy(t) = ϕx(t)− ϕy(t) . (2.27)
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Es kommen fu¨r diese Methode nur Anwendungen in Betracht, bei denen die Phase vernu¨nf-
tig extrahiert werden kann, dies ist z.B. fu¨r gekoppelte Oszillatoren erfu¨llt. Die nichtlinea-
re Interdependenz hingegen wird u¨ber die ¨Ahnlichkeit in der zeitlichen Entwicklung be-
stimmt. Dazu wird untersucht, ob a¨hnliche Zusta¨nde in der einen Zeitreihe zu den selben
Zeiten auch a¨hnlichen Zusta¨nden in der anderen entsprechen. Mit dem Begriff Zustand
sind hier die Gro¨ßen eines dynamischen Systems zu einem bestimmten Zeitpunkt gemeint,
die durch eine Einbettung, aus der Zeitreihe approximiert werden [32]. Dieser Ansatz wird
als Test auf generalisierte Synchronisation [51] verwendet.
Die MI kommt hingegen aus der Informationstheorie (Kap.(2.1)) und ist sensitiv auf jede
Art von Abha¨ngigkeiten. Wenn die Abha¨ngigkeit von zwei Zufallsvariablen X und Y be-
stimmt werden soll, kann einfach I(1)(X, Y ) bzw. I(2)(X, Y ) berechnet werden. Falls wir
es aber stattdessen mit zwei Zeitreihen X(t) bzw. Y (t) zu tun haben, sind im Allgemei-
nen die Messwerte zur Zeit t von vergangenen Messwerten abha¨ngig und es ko¨nnen somit
auch zeitliche Abha¨ngigkeiten auftreten. Um jetzt sensitv auf jede Art von Abha¨ngigkeit
zu sein, muss I(1,2)((X(t), X(t− 1), ..X(t− n)), ((Y (t), Y (t− 1), ..Y (t− n))) berechnet
werden, wobei der Parameter n durch die Ausdehnung der zeitlichen Korrelationen in den
einzelnen Zeitreihen bestimmt ist.
Alle diese Maße versuchen Abha¨ngigkeiten in Zeitreihen zu identifizieren. Durch ihre un-
terschiedlichen Konstruktionen ha¨ngt es aber immer von der Fragestellung ab, ob ein Maß
geeignet ist. Hier zeichnet sich die Eigenschaft der MI aus, die besagt, dass sie dann und
nur dann Null ist, wenn die untersuchten Zeitreihen absolut unabha¨ngig sind, d.h. ihre
Wahrscheinlichhkeitsdichten faktorisieren und somit kein Informationsaustausch stattfand.
Fu¨r alle anderen Maße ist dies nicht zutreffend, da sehr wohl zwei Zeitreihen abha¨ngig
sein ko¨nnen, ohne dass sich dies in der linearen Abha¨ngigkeit, der Phasensynchronisa-
tion oder der nichtlineare Interdependenz manifestiert. Somit ist die MI zu bevorzugen,
wenn es um die Bestimmung der Unabha¨ngigkeit geht, und genau in diesem Bereich liegt
auch die gro¨ßte Sta¨rke der Scha¨tzer I(1)(X, Y ) und I(2)(X, Y ). Dieser Umstand macht
diese Scha¨tzer auch besonders attraktiv fu¨r die Independent Component Analyse (ICA)
(Kap.3.2). Ein guter ¨Uberblick u¨ber die verschiedenen Abha¨ngigkeitsmaße findet sich in
Ref. [51].
2.7.2 Clusteranalyse
Es wird hier eine vom Konzept her sehr einfache Methode zur hierarchischen Clusterana-
lyse vorgestellt, die wir Mutual Information Clustering (MIC) [36] nennen wollen. Die
Einfachheit des Algorithmus wird durch die Gruppierungseigenschaft der MI (Gl.(2.25))
ermo¨glicht. Sie erlaubt in jeder Ebene der Hierarchie, die Verzweigung der Cluster zu be-
rechnen, so dass ein Zuru¨ckgreifen auf Ergebnissen aus tieferen Ebenen entfallen kann. Im
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Folgenden sei eine kurze Einfu¨hrung in die Clusteranalyse gegeben.
Die Klassifikation von Daten ist fundamental fu¨r das Versta¨ndnis in allen Disziplinen der
Wissenschaften [29]. Eine Klassifikation kann u¨berlappend oder nicht u¨berlappend sein,
beaufsichtigt oder unbeaufsichtigt erfolgen. Wir sind hier speziell an der Clusteranalyse
interessiert, bei der die Klassifikation nicht u¨berlappend und unbeaufsichtigt erfolgt.
Den Ausgangspunkt der Clusteranalyse stellt ein Satz von Objekten dar, deren Eigenschaf-
ten durch einen charakteristischen Vektor beschrieben werden. Die Aufgabe besteht jetzt
darin, diese Objekte in Gruppen einzuteilen, wobei dafu¨r ausschließlich die charakteristi-
schen Vektoren verwendet werden. Aufgrund der Vielfa¨ltigkeit der Anwendungsmo¨glich-
keiten, existieren auch eine große Anzahl von Methoden um Daten zu clustern (fu¨r einen
¨Uberblick siehe [29]). Hier wollen wir uns mit der hierarchischen Clustermethode (HC)
bescha¨ftigen, die die Objekte in verschachtelte Strukturen verknu¨pft.
Das Herz eines jeden Clusteralgorithmus bildet das benutzte Abstandsmaß. Dieses kann
die ¨Ahnlichkeit der charakteristischen Vektoren bestimmen, respektive ihre Una¨hnlichkeit.
Es wird aber nicht strikt gefordert, dass das Abstandsmaß den Grundsa¨tzen einer Metrik
genu¨gt (Positivita¨t, Symmetrie, Dreiecksungleichung). In der Mehrzahl von HC-Methoden
wird ein Abstandsmaß verwendet, welches nur fu¨r zwei Objekte definiert ist. Fu¨r diese
Fa¨lle ko¨nnen nur die Absta¨nde zwischen den Objekten in der ersten Ebenen der Hierarchie
berechnet werden und mu¨ssen fu¨r alle anderen Ebenen gemittelt werden. Im Gegensatz
dazu, erlaubt die MI auch Absta¨nde zwischen beliebig dimensionalen Objekten zu berech-
nen und somit auch auf jeder Ebene der Hierarchie. Da in der Gruppierungseigenschaft
der MI (Gl.2.25) X ,Y und Z selbst wieder Cluster ho¨herer Dimension darstellen ko¨nnen,
kann dies rekursiv angewandt werden und erlaubt somit die Berechnung einer vollsta¨ndi-
gen Hierarchie.
Die MI direkt als Abstandsmaß zu verwenden, bringt allerdings einige Probleme mit sich.
Der Abstand wa¨re dann von der Menge an Information in den einzelnen Objekten abha¨ngig.
Es muss daher versucht werden, eine Normierung fu¨r die MI zu finden. Eine Mo¨glichkeit
hierfu¨r stellt das Abstandsmaß
D(X, Y ) = 1− I(X, Y )
H(X, Y )
, (2.28)
in Ref. [44] dar, welches die Voraussetzung einer Metrik erfu¨llt und normiert ist:D(X, Y ) ≤
1 fu¨r alle Paare (X, Y ).
Fu¨r kontinuierliche Zufallsvariablen tritt das Problem auf, dass H˜(X, Y ) (Gl.(2.2)) nicht
invariant unter Reskalierung und nicht positiv definit ist, und andererseits Hbin fu¨r ∆→ 0
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divergiert. Wir ersetzen daher in Gl.(2.28)H(X, Y ) durch Hbin(X, Y ) undD(X, Y ) durch
ein ¨Ahnlichkeitsmaß
S(X, Y ) = lim
∆→0
(D(X, Y )− 1) log∆ = I(X, Y )
mx +my
. (2.29)
Dieses Maß beru¨cksichtigt nun, dass unterschiedlich dimensionale Cluster auch unter-
schiedliche Mengen an Information tragen, aber nicht, dass Cluster mit gleicher Dimen-
sion sich auch in ihrem Informationsgehalt unterscheiden ko¨nnen. In vielen Anwendungen
wird dies na¨herungsweise erfu¨llt sein, fu¨r sehr heterogene Daten muss versucht werden ei-
ne passende Transformation zu finden, die es erlaubt den Informationsgehalt der einzelnen
Objekte zu homogenisieren.
Im Einzelnen ist der MIC-Algorithmus wie folgt aufgebaut:
(1) Berechnung der Nachbarschaftsmatrix - paarweiser Abstand S(Xi, Xj) zwischen al-
len n charakteristischen Vektoren (n Objekte ≡ n Cluster)
(2) Auffinden der zwei Cluster, k und l, mit dem geringsten Abstand
(3) Bilden eines neuen Clusters (kl) durch Vereinigen von k und l
(4) Entfernen der Zeilen/Spalten mit den Indices k und l aus der Nachbarschaftsmatrix
und Einfu¨gen einer neuen Zeile/Spalte, die die Absta¨nde zwischen (kl) und allen
anderen Clustern entha¨lt
(5) Falls die Anzahl der Cluster n > 2 ist, zuru¨ck zu (2); anderenfalls Verbinden der
beiden Cluster; Abbruch
Eine Anwendung des MIC-Algorithmus wird in Kap.(4.1) gezeigt.
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Kapitel 3
Behandlung multivariater Daten
In der experimentellen Untersuchung komplexer Systeme ist es ha¨ufig mo¨glich, eine Viel-
zahl an Signalen simultan aufzunehmen. Die einzelnen Signale, im Spa¨teren auch Kana¨le
oder Komponenten genannt, sind aber in den meisten Fa¨llen nicht separat interpretierbar,
d.h. die interessante Information ist u¨ber mehrere Kana¨le verteilt. Eine anspruchsvolle Auf-
gabe in der Statistik und verwandter Gebiete ist es, eine passende Darstellung dieser multi-
variaten Daten zu finden, d.h. die Daten so zu transformieren, dass ihre essentielle Struktur
sichtbar beziehungsweise zuga¨nglich wird. Es wird versucht, Projektionen der Messdaten
zu finden, die jeweils nur eine interessante Gro¨ße des Systems enthalten.
Die Mischungen ko¨nnen unterschiedlicher Natur sein, im Moment wollen wir uns aber
auf lineare instantane Zusammenha¨nge beschra¨nken, um das Konzept so klar wie mo¨glich
darzustellen.
Nehmen wir an, uns liege ein multivariates Messsignal xj(t), j = 1, ..., m vor, welches aus
m Kana¨len mit je T Beobachtungen besteht. Es ko¨nnen jetzt n lineare Mischung erzeugt
werden
yi(t) =
m∑
j=1
Wijxj(t) i = 1, ..., n . (3.1)
In Matrixschreibweise ergibt sich eine kompaktere Darstellung
y =Wx . (3.2)
Die n × m-dimensionale Matrix W kann jetzt unter verschiedenen Gesichtspunkten be-
stimmt werden, je nach der Natur der Messdaten und der Fragestellung.
Fu¨r manche Anwendungen ist es zum Beispiel sinnvoll, die Dimension von y zu verklei-
nern (n < m) und so die verfu¨gbare Information auf eine geringere Anzahl von Kompo-
nenten zu komprimieren. Dies ist insbesondere dann von Interesse, wenn die Daten stark
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verrauscht sind und so der Rauschpegel unterdru¨ckt wird. Die hierfu¨r verwendete Technik
wird als Principle Component Analysis (PCA) oder Faktor Analyse bezeichnet. Als an-
schauliches Beispiel aus der Psychologie sei hier eine Arbeit von Spearman [62] angefu¨hrt.
Er fu¨hrte verschiedene Leistungstests an Schu¨lern durch, wobei die Ergebnisse eines jeden
Tests eine Komponente von x darstellten. Es wurde dann mit Hilfe der PCA eine lineare
Mischung gefunden, so dass die erste Komponente von y so viel Information wie mo¨glich
von allen Tests entha¨lt. Diese Komponente wurde dann von Spearman als genereller Faktor
der Intelligenz bezeichnet. Diese Argumentation ist natu¨rlich nicht ganz unumstritten.
Eine andere Technik beha¨lt alle Komponenten, versucht aber die transformierten Kom-
ponenten so statistisch unabha¨ngig wie mo¨glich zu machen. Das heißt, die Werte einer
Komponente sollen so wenig Information wie mo¨glich u¨ber die anderen Komponenten ent-
halten. Dieser Ansatz ermo¨glicht es, Mischungen von Quellsignalen wieder zu entmischen,
und ist unter dem Namen ”Blind Source Separation” (BSS) bekannt.
Wiederum eine andere Technik kombiniert eine starke Dimensionsreduktion mit der Suche
nach mo¨glichst interessanten Wahrscheinlichkeitsverteilungen der einzelnen Komponenten
(ein Spezialfall sind wieder unabha¨ngige Komponenten). Diese Methode ist unter dem
Namen ”Projection Pursuit” bekannt.
3.1 Blind Source Separation (BSS)
In vielen experimentellen Messsituationen besteht keine Mo¨glichkeit, direkt die eigent-
lichen interessanten Systemgro¨ßen zu messen, zum Beispiel wenn man keinen direkten
Zugang zum Ursprung ihres Entstehens hat. Vielmehr werden mehrere Sensoren in dem zu
untersuchenden System platziert, und es wird versucht, das so erhaltene multivariate Signal
zu interpretieren. Beispiele fu¨r solche Situationen sind mehrere sprechende Personen in ei-
nem Raum, mehrere aktive Gehirnregionen zur selben Zeit, Mobiltelefone mit der selben
Tra¨gerfrequenz, die gleichzeitig emittieren, Infrarotspektren von chemischen Mischungen.
Mit der Nomenklatur des letzten Kapitels, wobei xi(t) jetzt fu¨r die Messung am Sensor i
zur Zeit t steht, ko¨nnen wir schreiben
x = As . (3.3)
Hierbei steht si(t) fu¨r das Signal der Quellen, z.B. das Gesprochene nur einer Person, und
A ist eine Matrix, die angibt, wie eine Quelle an den Sensoren gemischt wird. Letztere
ha¨ngt z.B. von den Positionen der Mikrophone und Personen ab. Sowohl A als auch s
ist unbekannt, und die Aufgabe besteht darin, allein aus der Messung der ¨Uberlagerung x
beide Gro¨ßen zu ermitteln. Unter der Annahme, dass A nicht singula¨r (d.h. invertierbar)
ist, suchen wir eine MatrixW, die wieder die urspru¨nglichen Quellen erzeugt
ŝ =Wx . (3.4)
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Wenn die unabha¨ngigen Quellsignale si(t) irgendeine Struktur enthalten, ra¨umlicher oder
zeitlicher Natur, d.h. keine gaußsche Verteilung mit deltafo¨rmiger Autokorrelationfunktion
aufweisen, liefert die Transformation in statistisch unabha¨ngige Komponenten eine eindeu-
tige Lo¨sung fu¨rW. Genau betrachtet ist die Lo¨sung nur eindeutig, bis auf eine Skalierungs-
S und Permutationsmatrix P, da die Aufgabe unterbestimmt ist:
x = A′s′ = (AS−1P−1)(PSs) . (3.5)
Wenn aber manche Quellsignale si(t) abha¨ngig von anderen sind, muss dies in der In-
terpretation der gescha¨tzten Quellsignale beru¨cksichtigt werden. Da im vorhinein in kei-
ner Anwendung sichergestellt werden kann, dass alle Quellen wirklich unabha¨ngig sind
und eine raum/zeitliche Struktur aufweisen, muss immer die Eindeutigkeit der gefundenen
Lo¨sung u¨berpru¨ft werden. Die im Folgenden vorgestellte Methode, ICA, erzeugt nur so
unabha¨ngige Komponenten wie mo¨glich. Es muss daher nachtra¨glich u¨berpru¨ft werden,
ob tatsa¨chlich eine BSS erzielt worden ist.
3.2 Independent Component Analysis (ICA)
3.2.1 Einfu¨hrung
Independent Component Analysis ist eine statistische Methode, welche ein multivariates
Signal in mo¨glichst unabha¨ngige Komponenten zerlegt. Dazu beno¨tigt wird ein Scha¨tzer
fu¨r die Abha¨ngigkeit von Signalen (Kontrastfunktion) und ein Algorithmus, der effizient
die Komponenten mit der geringsten Abha¨ngigkeit findet.
Die Verwandtschaft von ICA mit der PCA wird in Kapitel (3.2.2) diskutiert. Im Kapitel
(3.2.3) werden die am ha¨ufigsten verwendeten Algorithmen sowie eigene Entwicklungen
vorgestellt. Wie wir im letzten Kapitel gesehen haben, ist die Tatsache, dass der Minimie-
rungsalgorithmus konvergiert, nicht ausreichend fu¨r die Interpretation der Ergebnisse, da
die Quellen vielleicht nicht unabha¨ngig sind oder das lineare Modell nicht passend ist. In
Kapitel (3.2.4) werden die verbleibenden Abha¨ngigkeiten der Komponenten und die Gu¨te
ihrer Separation untersucht. Praktische ¨Uberlegungen wie Filterung des Messsignals, Wahl
des Algorithmus und Verhalten bei Messrauschen werden in Kapitel (3.2.6) besprochen. Im
Folgenden sei hier noch ein geschichtlicher ¨Uberblick der ICA skizziert.
Die erste Anwendung fand dieser Ansatz 1982 in einer neurophysiologischen Fragestel-
lung [31]. In einem einfachen Modell fu¨r die Bewegungskoordinierung wurde versucht,
den Winkel s1 und die Geschwindigkeit s2 des bewegten Gelenks aus zwei EMG-Sensoren
x1 und x2 zuru¨ck zu gewinnen. In den achtziger Jahren war ICA hauptsa¨chlich unter
franzo¨sischen Wissenschaftlern bekannt. Es wurden vorwiegend Algorithmen entwickelt,
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die Kumulanten ho¨herer Ordnung verwendeten. Erst Mitte der 90er erhielt ICA gro¨ßere
Beachtung. Es wurden schnellere und robustere Algorithmen entwickelt, die es auch dank
der fortgeschrittenen Computertechnik ermo¨glichten, ICA auf ho¨herdimensionale Proble-
me anzuwenden [27]. Der erste internationale ICA-Workshop wurde 1999 in Frankreich
abgehalten.
3.2.2 Unabha¨ngig kontra unkorreliert
In der Alltagsprache besteht kein Unterschied in der Bedeutung der Begriffe unabha¨ngig
und unkorreliert, mathematisch aber sehr wohl. Im spa¨teren werden wir unter Unkorreliert-
heit verstehen, dass zwei Zufallsvariablen y1 und y2 Kovarianz Null haben
cov(x1, x2) =
N∑
j
(x1j −
N∑
i
x1i)(x2j −
N∑
i
x2i) = E{x1x2}−E{x1}E{x2} = 0 . (3.6)
Im Sinne einer vereinfachten Darstellung, aber ohne Beschra¨nkung der Allgemeinheit, set-
zen wir den Mittelwert der Zufallsvariablen E{y1} = E{y2} = 0. Somit heißt fu¨r uns
unkorreliert einfach
E{x1x2} =
N∑
j
x1jx2j = 0 . (3.7)
Im Gegensatz dazu sind zwei Zufallsvariablen unabha¨ngig, wenn ihre Wahrscheinlichkeits-
dichte faktorisieren.
px1x2(x1, x2) = px1(x1)px2(x2) . (3.8)
Wie wir bereits in Gl.(2.4) gesehen haben, ist nur fu¨r diesen Fall I(x1, x2) = 0. Ist das
gegeben, ist auch E{x1x2} = 0. Zwei unabha¨ngige Zufallsvariablen sind also auch un-
korreliert, wa¨hrend der Umkehrschluss nicht zwingend gilt. Durch Integration von Gl.(3.8)
erha¨lt man außerdem
E{g(x1)h(x2)} = E{g(x1)}E{h(x2)} (3.9)
wobei g und h beliebige integrable Funktionen sind. Der Vergleich der Definitionen von
Unkorreliertheit (Gl.(3.7)) und Unabha¨ngigkeit (Gl.(3.9)) zeigt, dass erste nur ein Spezi-
alfall von der letzteren ist, na¨mlich wenn g und h linear sind. Die Unabha¨ngigkeit zwei-
er Zufallsvariablen ist eine sta¨rkere Forderung, weil die Gleichung fu¨r alle integrablen
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Abbildung 3.1: Zwei gleichfo¨rmig verteilte Zufallsvariable, wobei sich die linke von der
rechten Abbildung nur durch eine Rotation unterscheidet. Beide Bilder stellen unkorrelierte
Variable dar, aber nur rechts sind sie auch unabha¨ngig.
Funktionen erfu¨llt sein muss. Ein anschauliches Beispiel ist in Abb.(3.1) gegeben. Bei-
de Darstellungen zeigen unkorrelierte Variablenpaare. Im linken Bild erkennt man aber,
dass Wissen u¨ber y1, bereits Auskunft u¨ber den Wertebereich von y2 gibt und somit ei-
ne Abha¨ngigkeit zwischen den beiden Variablen besteht. Das rechte Bild zeigt hingehen
vo¨llig unabha¨ngige Zufallsvariable.
Oft ist es hilfreich, das Messsignal vor der Anwendung des ICA-Algorithmus durch eine
Hauptachsentransformation zu dekorrelieren. Zusammen mit einer darauf folgenden Nor-
mierung wird dieser Schritt in der Literatur als Whitening bezeichnet.
Die Kovarianzmatrix von x kann mit Hilfe der Eigenvektormatrix E und einer Diagonal-
matix der EigenwerteD umgeschrieben werden
E{xxT} = EDET . (3.10)
Die Transformation ist dann durch
z = D−1/2ETx = Vx (3.11)
bestimmt und liefert
Cz = E{zzT} = 1 . (3.12)
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Abbildung 3.2: Abha¨ngigkeit der MI vom Rotationswinkel fu¨r die Datenpunkte aus
Abb.(3.1 links). Fu¨r einen Winkel von etwa 43 wird ein Minimum der MI erreicht, welches
in Abb.(3.1 rechts) dargestellt ist.
Die Matrix V kann noch mit jeder beliebigen orthogonalen Matrix von links multipliziert
werden, ohne die Kovarianzmatrix von z zu vera¨ndern, d.h. eine beliebige Rotation hat
keinen Einfluss auf die Korrelation der Komponenten: mit
z′ = Uz (3.13)
gilt
E{z′z′T} = UE{zzT}UT = U1UT = 1 . (3.14)
Diese Freiheit kann dazu benutzt werden, bereits dekorrelierte Quellen noch unabha¨ngig
zu machen. Jede Wahl von U erzeugt ein unkorreliertes z′-Signal, aber nur ein bestimmtes
U erzeugt im Allgemeinen unabha¨ngige Signale. Die Aufgabe der ICA kann also auf das
Auffinden einer orthogonalen MatrixR ⊂ U beschra¨nkt werden.
Die Anzahl der zu bestimmenden Parameter wird durch das Whitening um etwa einen
Faktor zwei reduziert, da eine orthogonale Matrix durch n(n − 1)/2 Werte vollkommen
bestimmt ist. Dies bedeutet fu¨r den zweidimensionalen Fall, dass nur noch ein Parame-
ter, der Winkel der Drehmatrix, bestimmt werden muss. Versta¨ndlich wird dies auch durch
Abb.(3.1), da sich die linke von der rechten Seite nur durch eine Rotation unterscheidet.
Die Eindeutigkeit des passenden Rotationswinkels wird in Abb.(3.2) veranschaulicht. Dort
sind die Werte des in Kap.(2.3) besprochenen Scha¨tzers der MI gegen den Winkel aufge-
tragen. Ein ausgepra¨gtes Minimum ist fu¨r den Winkel erkenntlich, bei dem die Kante des
Quadrates parallel zu den Achsen verla¨uft (Abb.(3.1) rechts), bei dem also die Zufallsva-
riablen minimal abha¨ngig sind.
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Abbildung 3.3: Zwei gaußverteilte Zufallsvariable
In der Einleitung ist erwa¨hnt worden, dass ICA nur fu¨r Signale sinnvoll ist, deren Struktur
nicht bereits durch die Korrelationsmatrix festgelegt ist. Letzteres ist fu¨r gauß’sche Variable
der Fall, wenn sie zeitlich δ-korreliert sind. Abb.(3.3) zeigt zwei Zufallsvariable mit gauß-
verteilter Wahrscheinlichkeitsdichte. Es ist ersichtlich, dass in diesem Fall jede Rotation
unabha¨ngige Komponenten liefert (wenn die MI nur zwischen gleichzeitig aufgezeichne-
ten Punkten berechnet wird) und somit R in diesem Fall nicht eindeutig bestimmt werden
kann. Nur eine zeitliche Struktur im Signal, zum Beispiel eine Mischung aus weißem und
rotem gauß’schen Rauschen, wu¨rde jetzt eine Entmischung ermo¨glichen. Hierfu¨r mu¨sste
dann aber die MI auch zwischen zeitversetzten Punkten beru¨cksichtigt werden.
Um die urspru¨nglichen Quellsignale s und die Mischmatrix A erfolgreich im linearen Fall
abzuscha¨tzen, ko¨nnen wir nun die no¨tigen Voraussetzungen zusammenfassen: A muss vol-
len Rang haben und ist somit invertierbar, s darf nicht mehr als einen Kanal weißes Rau-
schen enthalten und alle Quellsignale mu¨ssen unabha¨ngig sein. Die letzte Forderung kann
ein wenig abgeschwa¨cht werden, mo¨gliche Anwendungen werden in Kap. (3.2.6.2) disku-
tiert.
3.2.3 ICA-Algorithmen
Wie bereits eingangs erwa¨hnt, wird fu¨r jeden ICA-Algorithmus ein Scha¨tzer der Abha¨ngig-
keiten (”Kontrastfunktion”) und ein effizienter Minimierungsalgorithmus beno¨tigt. Im All-
gemeinen kann man die verschiedenen Kontrastfunktionen in zwei Familien einteilen. Die
erste beruht auf der Scha¨tzung der Wahrscheinlichkeitsdichten Gl. (3.8) [6, 42, 65, 50]. Die
andere Mo¨glichkeit besteht darin, fu¨r g und h aus Gl.(3.9) geeignete Funktionen zu finden
mit dem Ziel, ein mo¨glichst großes Anwendungsspektrum abzudecken. Diese Mo¨glichkeit,
Abha¨ngigkeiten abzuscha¨tzen, wird auch durch den zentralen Grenzwertsatz motiviert,
welcher besagt, dass eine Summe von Zufallsvariablen na¨her an einer Gaußverteilung ist
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als die einzelnen Variablen. Es gibt daher zahlreiche Algorithmen, die Statistiken ho¨herer
Ordnung verwenden, um die Na¨he zur Gaußverteilung abzuscha¨tzen. Die gu¨nstigen ma-
thematischen Eigenschaften dieser Statistik erlauben eine sehr effiziente Minimierung.
Im Laufe der Zeit ist eine große Anzahl von Algorithmen entwickelt worden (fu¨r einen
¨Uberblick siehe [27]). Wir stellen hier nur die ha¨ufigst verwendeten Algorithmen vor. Da
in diesen mehr Wert auf Schnelligkeit als auf Genauigkeit gelegt worden ist, werden wir
auch eigene Entwicklungen vorstellen, die diesem Umstand Rechnung tragen.
3.2.3.1 Bell-Sejnowski-Algorithmus und Abko¨mmlinge
Dieser Algorithmus verwendet den in der Statistik weitverbreiteten Maximum-Likelihood
(ML) Scha¨tzer. Die Annahme ist, dass die ML gerade die ho¨chste Wahrscheinlichkeit fu¨r
die Beobachtung der Quellsignale si ergibt. Die Likelihood fu¨r x(t) wird nach Gl. (3.3)
aus den Wahrscheinlichkeitsdichten der Einzelmessungen hergeleitet
px(x) = | det W|ps(s) = | det W|
∏
i
pi(si) = | det W|
∏
i
pi(w
T
i x) . (3.15)
Im vorletzten Schritt wurde die Unabha¨ngigkeit der Quellsignale s verwendet. Wenn wir
nun T Messungen von x vorliegen haben, ergibt sich die Likelihood aus dem Produkt der
Dichten
L(W) =
T∏
t=1
n∏
i=1
pi(w
T
i x(t))| det W| . (3.16)
Oft wird der Logarithmus von Gl. (3.16) verwendet, da Summen in der Maximierung leich-
ter zu handhaben sind
log L(W) =
T∑
t=1
n∑
i=1
pi(w
T
i x(t)) + T | det W| . (3.17)
Wir haben nun die Likelihood als Funktion der Matrix W ausgedru¨ckt. Tatsa¨chlich ha¨ngt
sie aber auch von den Funktionen pi ab. Zum Glu¨ck hat sich gezeigt, dass eine genaue
Kenntnis der pi nicht no¨tig ist. Dies folgt aus dem folgenden Theorem:
Bezeichnen wir mit p˜i vermutliche Wahrscheinlichkeitsdichten der unabha¨ngigen Kompo-
nenten und sei
gi(si) =
∂
∂si
log p˜i(si) =
p˜′i(si)
p˜i(si)
. (3.18)
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Fordern wir von den Scha¨tzungen der unabha¨ngigen Komponenten yi = bTi x , dass sie
unkorreliert sind und Varianz eins haben. Dann ist der ML-Scha¨tzer mit pi ersetzt durch p˜i
lokal konsistent, wenn jedes p˜i die Gleichung
Φ{p˜i} ≡ E{sigi(si)− g′(si)} > 0 (3.19)
erfu¨llt.
Um das Theorem anzuwenden, brauchen wir nur zwei Funktionen p˜+i (s) und p˜−i (s), von
denen wir wissen, dass Φ{p˜+i } und Φ{p˜−i } unterschiedliche Vorzeichen haben. Denn dann
ko¨nnen wir in jedem Maximierungsschritt diejenige der beiden Funktionen wa¨hlen, fu¨r die
Φ{p˜±i } positiv ist (der Fall Φ = 0 hat Wahrscheinlichkeit Null).
Zwei solcher Funktionen sind z.B.
log p˜+i (s) = α− 2 log cosh(s)
log p˜−i (s) = β − [s2/2− log cosh(s)]] (3.20)
gegeben.
Fu¨r die Herleitung des Bell-Sejnowski-Algorithmus muss zuna¨chst der Gradient von
Gl. (3.17) berechnet werden
1
T
∂ log L
∂ W = [W
T ]−1 + E{g(Wx)xT} . (3.21)
Hier ist g eine vektorwertige Funktion der p˜i, mit den Komponenten
gi(Wx) = (log p˜i(Wx))′ =
p˜′i(Wx)
p˜i(Wx)
=


−2 tanh(Wx) f(Wx) > 0
tanh(Wx)−Wx f(Wx) < 0
(3.22)
wobei f(Wx) = E{− tanh(Wx)Wx + (1 − tanh(Wx)2)} ist. Die Matrix W wird somit
in jedem Maximierungsschritt um
4W ∝ [WT ]−1 + E{g(Wx)xT} . (3.23)
aktualisiert. Dieser Algorithmus ist nicht sehr effizient, da in jedem Schritt W invertiert
werden muss. Die Konvergenz kann verbessert werden, indem das Eingangssignal x vor-
her gewhited wird. Eine weitere Verbesserung kann durch Verwendung des Natu¨rlichen-
Gradienten-Verfahrens
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4W ∝ (1+ E{g(y)yT})W (3.24)
erreicht werden. Da die Skalierung vonW nicht von Bedeutung ist, kann in dieser Schreib-
weise gut erkannt werden, dass der Algorithmus konvergiert, wenn E{g(y)yT} = 1 erfu¨llt
ist. Das heißt, yi und gj(yj) sind unkorreliert fu¨r i 6= j. Dies ist die nichtlineare Erweite-
rung der Kovarianz Gl. (3.9) und unterstreicht, dass Unabha¨ngigkeit mehr als nur lineare
Unkorreliertheit bedeutet.
Es wird in Ref. [27] gezeigt, dass dieser Algorithmus a¨hnlich dem Informationsmaximie-
rungs-Prinzip (infomax) in der Neuronalen-Netzwerk Literatur ist. Daru¨ber hinaus wird
dargestellt, dass der ML auch mit Hilfe eines Fixpunkt-Algorithmus (siehe Kap. (3.2.3.2))
gefunden werden kann, der sehr gute Konvergenzeigenschaften besitzt.
3.2.3.2 FastICA
Anstelle die Abha¨ngigkeiten zwischen den Komponenten abzuscha¨tzen, kann alternativ
auch die Abweichung der einzelnen Komponenten von einer Gaußverteilung berechnet
werden und als Kontrastfunktion in einem ICA-Algorithmus verwendet werden. Dieser
Ansatz ermo¨glicht es, die Komponenten nacheinander abzuscha¨tzen, so dass bei Bedarf
nicht alle Komponenten berechnet werden mu¨ssen. Die Abweichung von einer Gaußver-
teilung kann beispielsweise durch Momente ho¨herer Ordnung abgescha¨tzt werden, welche
einfach numerisch zu berechnen sind und außerdem gu¨nstige mathematische Eigenschaf-
ten besitzen. Aus diesem Grund findet man die zeitlich effizientesten ICA-Algorithmen,
darunter auch FastICA, in dieser Kategorie.
Die einfachste Variante von FastICA verwendet die Kurtosis, um Abweichungen vom
gauß‘schen Verhalten abzuscha¨tzen:
kurt(y) = Ey4 − 3(Ey2)2


> 0 subgaussisch, z.B. gleichfo¨rmige Verteilung
< 0 supergaussisch, z.B. Laplaceverteilung
(3.25)
Unter der Annahme, dass unser Eingabesignal unkorreliert ist und Varianz eins hat, ergibt
sich fu¨r die Ableitung der Kurtosis
∂|kurt(wTz)|
∂w
= 4sign(kurt(wTx))[E{(wTz)3} − 3w‖w‖2] . (3.26)
Da wir nur an Richtungsa¨nderungen des Vektorsw interessiert sind, ko¨nnen wir den zwei-
ten Term der Ableitung verwerfen. Außerdem spielen multiplikative Faktoren keine Rolle,
da wir einw auf dem Einheitskreis suchen und nach jeder Iteration den Vektor durch seine
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La¨nge dividieren. Somit folgt die Aktualisierungsregel des Gradientenalgorithmus, der den
Betrag der Kurtosis jeder Komponente maximiert
4w ∝ sign(kurt(wTz))E{z(wTz)3}
w ← (w +4w)/‖w+4w‖ . (3.27)
Dieser Algorithmus kann auch leicht in eine online1-Version umgeschrieben werden, wel-
che den Vorteil hat, auch fu¨r nichtstationa¨re Umgebungen geeignet zu sein. Diese besitzt
aber eine langsamere Konvergenzgeschwindigkeit, die stark von der Wahl der Lernrate
abha¨ngt und somit einen kritischen Parameter darstellt. Eine Alternative ist die Verwen-
dung eines Fixpunkt-Algorithmus [28], der parameterfrei ist und sich durch ein gutes Kon-
vergenzverhalten auszeichnet. Hierfu¨r wird der Gradient der Kurtosis Gl. (3.26) direkt als
neue Richtung fu¨r w verwendet
4w ∝ E{z(wTz)3} − 3w
w← w/‖w‖ . (3.28)
Dies ist die einfachste FastICA-Variante und findet vor allem fu¨r sto¨rungsfreie Signale
Verwendung. Sobald Sto¨rungen wie Ausreißer in den Messdaten vorhanden sind, ist es oft
notwendig, andere Scha¨tzer fu¨r die Abweichung von der Gaußverteilung zu verwenden, da
die Kurtosis durch die Verwendung der vierten Potenz fehleranfa¨llig ist. Es wird in Ref.
[28] gezeigt, dass hierfu¨r eine bestimmte Klasse von Funktionen besonders gut geeignet ist
(Herleitung siehe [27]). Im Folgenden ist das Geru¨st des FastICA-Algorithmus dargestellt,
1. Subtrahieren des Mittelwerts von den Daten
2. Whiten der Daten z = Vx
3. Initialisieren vonw
4. Aktualisieren von w ← E{zg(wTz)} − E{zg′(wTz)}w, wobei ein g aus Gl.(3.29)
gewa¨hlt wird
5. Projektion auf den Einheitskreisw ← w/‖w‖
6. Zuru¨ck zu Punkt 4, bis Konvergenz erreicht ist
1Jeder neue Messpunkt kann sofort im Algorithmus verwendet werden. Im Gegensatz dazu mu¨ssen bei
einem Algorithmus in Blockverarbeitung (Gl.(3.27)) alle Messpunkte vorher bekannt sein.
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wobei fu¨r die Funktion g eine gewu¨nschte Scha¨tzfunktion aus Gl.(3.29) fu¨r die Abwei-
chung von der Gaußverteilung eingesetzt werden kann.
g1(y) = tanh(y)
g2(y) = y exp(−y2/2)
g3(y) = y
3
(3.29)
Der Algorithmus findet nur eine unabha¨ngige Komponente. Fu¨r die Suche der weiteren
Komponenten wird die Eigenschaft ausgenu¨tzt, dass die gesuchte Matrix W eine Rotati-
onsmatrix ist. Somit mu¨ssen einfach nur die erhaltenen Komponenten nach jedem Iterati-
onsschritt orthogonalisiert werden. Hier kann man zwei Vorgehensweisen unterscheiden.
Die erste Methode sucht nach den unabha¨ngigen Komponenten hintereinander, das heißt
jede neue Komponenten wird zum Beispiel mit der Gram-Schmidt-Methode orthonormal
auf alle bisherig gefunden erzeugt. Die zweite Methode sucht alle Komponenten gleichzei-
tig, so dass nach jedem Interationsschritt immer alle Komponenten aufeinander orthogonal
erzwungen werden. Diese Variante zeigt zwar meistens ein schlechteres Konvergenzver-
halten, hat aber den Vorteil, dass keine Fehler aufsummiert werden.
FastICA stellt zur Zeit den am meisten verwendeten Algorithmus dar, weil er, wie der Na-
me schon suggerieren will, schnell konvergiert und somit auch fu¨r ho¨herdimensionale Pro-
bleme geeignet ist. Wie wir im na¨chsten Kapitel sehen werden, gibt er aber im Vergleich
zu anderen ICA-Algorithmen nicht die pra¨zisesten Abscha¨tzungen fu¨r die unabha¨ngigen
Komponenten. Algorithmen, die mehr auf die Genauigkeit der Scha¨tzung der Abha¨ngig-
keiten bedacht sind, erlauben auch eine exaktere Ermittlung der Quellsignale [6, 42, 65].
Durch diesen Mehraufwand verla¨ngert sich aber auch die Rechenzeit, so dass besonders
fu¨r ho¨herdimensionale Probleme oft FastICA bevorzugt wird.
3.2.3.3 TDSEP
Bis jetzt haben wir ICA-Algorithmen besprochen, denen die Annahme zugrunde liegt, dass
die Quellsignale unabha¨ngige Realisationen eines stationa¨ren Zufallsprozesses sind, das
heißt, es ist keinerlei Information zwischen Messungen enthalten, sie sind zufa¨llig ver-
teilt. In vielen Situationen kommt es aber vor, dass aufeinanderfolgenden Messungen kor-
reliert sind. Beispiele hierfu¨r sind etwa Audiosignale, biomedizinische Daten, Bilddaten
und Spektren. In diesem Fall la¨sst sich diese zeitliche Information zur Formulierung neuer
ICA-Algorithmen verwenden. Im Kapitel (3.2.2) haben wir gesehen, dass eine Unkorre-
liertheit der Signale noch nicht ausreichend ist, um unabha¨ngige Komponenten zu erhal-
ten. Diese Unkorreliertheit bezog sich aber immer nur auf simultan aufgezeichnete Mes-
spunkte. Wenn man nun diese Unkorreliertheit auch fu¨r zu unterschiedlichen Zeitpunkten
aufgezeichnete Signale fordert, kann durch alleinige Verwendung von Statistiken zweiter
Ordnung eine Zerlegung in unabha¨ngige Komponenten erreicht werden. Dabei muss man
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allerdings fordern, dass die MischmatrixA instantan ist und somit eine Verallgemeinerung
auf zeitverzo¨gerte Mischungen nicht mo¨glich ist.
Im theoretischen Fall wu¨rden bereits zwei Zeitpunkte ausreichen, die simultan unkorre-
liert gemacht werden, um einen ICA-Algorithmus zu definieren [46]. Dieser Ansatz er-
laubt zwar eine sehr einfache und schnelle Berechnung der Komponenten, da nur zwei
Hauptachsentransformationen durchgefu¨hrt werden mu¨ssen, ist aber aufgrund der unter-
schiedlichen Zeitstrukturen in Messsignalen und des zu wa¨hlenden fixen Zeitintervalls fu¨r
viele Anwendungen ungeeignet. Vielmehr hat sich gezeigt, dass eine simultane Diagona-
lisierung der Korrelationsmaritzen mehrerer Zeitintervalle, typischerweise 20, zu einem
robusten und effizienten Algorithmus fu¨hrt. Implementierungen dieses Ansatzes sind in
der Literatur unter zwei Namen bekannt SOBI [7] und TDSEP [79], die unterschiedliche
Minimierungsverfahren verwenden. Hier sei in aller Ku¨rze TDSEP (Temporal Decorrela-
tion source SEParation) vorgestellt. Die Kontrastfunktion setzt sich aus dem Beitrag zur
instantanen Dekorrelation und der zeitlich Dekorrelation zusammen
J(y = Bx) =
∑
i6=j
〈yi(t)yj(t)〉2 +
N∑
k=1
∑
i6=j
〈yi(t)yj(t+ τk)〉2. (3.30)
Um diese Funktion zu minimieren, wird ein Trick verwendet, der von Cardoso vorgeschla-
gen wurde [11]. Dieser basiert auf der von Jacobi verwendeten Zerlegung einer Rotations-
matrix in elementare zweidimensionale Rotationen zur Erzeugung von Diagonalmatrizen.
Auf diese Weise kann das Minimum von Gl.(3.30) effizient gefunden werden.
Der TDSEP-Algorithmus eignet sich also nur zur Trennung von Quellsignalen, die nicht
unabha¨ngig verteilt sind. Diese mu¨ssen nicht unbedingt nur Zeitreihen sein. So ko¨nnen
auch zum Beispiel ¨Uberlagerungen von Bildern getrennt werden, weil ein Bildpunkt mei-
stens in Helligkeit und Farbe seinen Nachbarn a¨hnlich ist. Es ist auch nahe liegend, Algo-
rithmen wie den Bell-Sejnowski oder FastICA, die ausschließlich die instantane Informa-
tion im Signal verwenden, mit Algorithmen wie TDSEP zu verbinden, um bestmo¨gliche
Separationen zu erzielen. Ein solcher Ansatz wird im Kapitel (4) verfolgt und ist besonders
fu¨r Messsignale geeignet, die starkes Rauschen der Quellen und/oder eine steil abfallende
Autokorrelation besitzen.
3.2.3.4 MI basierte Least Dependent Component Analysis (MILCA)
Im Prinzip ko¨nnen die Kontrastfunktionen der FastICA und des Bell-Sejnowski-Algorith-
mus als sehr grobe Approximationen der Mutual Information gesehen werden (Kumulan-
tenexpansion siehe [27]). Da der absolute Wert der Abha¨ngigkeiten fu¨r ein Minimierungs-
problem irrelevant ist und es nur auf die richtige Ordnung der Abha¨ngigkeiten ankommt,
ist eine solche Approximation zula¨ssig. Dennoch kann erwartet werden, dass die Verwen-
dung eines exakten Scha¨tzers fu¨r die MI die Genauigkeit eines ICA-Algorithmus erho¨ht.
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Abbildung 3.4: Verhalten der Kurtosis und MI unter Rotation einer zweidimensionalen
gleichfo¨rmigen Verteilung, siehe Abb.(3.1).
In Abb.(3.4) wird fu¨r zwei gleichfo¨rmig verteilte Zufallsvariablen das Verhalten bei einer
Rotation der Datenpunkte fu¨r die Kurtosis mit der des MI-Scha¨tzers aus Kap.(2.3) ver-
glichen. Wie zu erwarten, zeigen beide Abha¨ngigkeitsmaße ein a¨hnliches Verhalten, es ist
aber ersichtlich, dass die MI ein scha¨fer ausgepra¨gtes Minimum zeigt und so im Mittel eine
genauere Bestimmung des tatsa¨chlichen Winkels erlaubt. Daru¨ber hinaus erlaubt die Ver-
wendung eines absoluten Abha¨ngigkeitsmaßes, wie die MI, auch direkt eine Abscha¨tzung
der Zuverla¨ssigkeit der ICA-Ausgabe (Kap.(3.2.4)). Durch diese Vorzu¨ge der MI motiviert
formulieren wir jetzt einen neuen ICA-Algorithmus, der den MI-Scha¨tzer der vorherigen
Kapitel verwendet.
Nehmen wir wieder an, x besteht aus nMessungen mit jeweils T Messpunkten, die wieder-
um Gl.(3.3) genu¨gen. Des Weiteren wurde x durch eine Hauptachsentransformation und
eine Skalierung in z transformiert, so dass C(z) = 1 ist. Das Ziel ist jetzt I(z1 . . . zn) un-
ter einer Rotationsmatrix R zu minimieren. Jede ho¨herdimensionale Rotation kann in ein
Produkt aus Rotationen zerlegt werden, welche nur in einem 2× 2 Unterraum agieren
R =
∏
i,j
Rij(φ) , (3.31)
wobei
Rij(φ)(x1 . . . xi . . . xj . . . xn) = (x1 . . . x
′
i . . . x
′
j . . . xn) (3.32)
mit
x′i = cos φ xi + sinφ xj , x
′
j = − sinφ xi + cosφ xj . (3.33)
ist.
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Die minimal abha¨ngigsten Komponenten ko¨nnen jetzt dadurch erhalten werden, dass itera-
tiv u¨ber alle Kana¨le jeweils in zweidimensionalen Unterra¨umen das Minimum der MI ge-
funden wird, solange bis das globale Minimum erreicht wird. Im Prinzip mu¨ßten auch fu¨r
Rotationen in den Unterra¨umen, nach jedem Iterationsschritt die allgemeinen Redundan-
zen I(z1 . . . zn) berechnet werden. Glu¨cklicherweise kann aber der numerische Aufwand
durch Verwendung der Eigenschaft (Gl.(2.26))
I(Rij(φ)X)− I(X) = I(X ′i, X ′j)− I(Xi, Xj) (3.34)
erheblich verringert werden, da sie es erlaubt, die MI nur in den Unterra¨umen zu berechnen
in denen gedreht worden ist.
Zur Bestimmung des optimalen Rotationswinkels in einer Ebene (i, j) wird Iˆij(φ) =
Iˆ(z′i, z
′
j) an u¨blicherweise 128 verschiedenen Winkeln im Intervall [0, pi/2] berechnet. Die
Verwendung der k-na¨chsten Nachbar-Statistik im Scha¨tzer bewirkt aber, dass die Werte der
MI u¨ber die Winkeln keine glatte Funktion ergibt, da bei sehr kleinen Winkela¨nderungen
sich die Nachbarschaftverha¨ltnisse sprunghaft a¨ndern ko¨nnen. In numerischen Simulatio-
nen hat sich gezeigt, dass das Minimum am zuverla¨ssigsten gefunden werden kann, wenn
Iˆ(z′i, z
′
j) durch 3 bis 15 Fourierkomponenten gefittet wird und dann das Minimum des Fits
berechnet wird. Ein weiterer Trick zur Gla¨ttung wird in Ref. [42] vorgestellt, wobei ein-
zelne Punkte durch Punktwolken ersetzt werden. Diese Vermehrung der Punkte hilft den
relativen numerischen Fehler der Iˆ(z′i, z′j) weiter zu verkleinern. Die erzielte Verbesserung
ist recht bescheiden, wie wir in Kap. (3.2.4) sehen werden, und verursacht einen betra¨cht-
lichen numerischen Mehraufwand (Faktor 30). Somit muss im Einzelfall entschieden wer-
den, ob dieser Aufwand gerechtfertigt ist.
Der MILCA-Algorithmus kann jetzt zusammengefasst werden:
1. Vorverarbeitung (Mittelwertentfernung, Filterung, Trendentfernung, ...) und whiten
der Daten;
2. Fu¨r jedes Paar (i, j) mit i, j = 1 . . . n Auffinden des Winkels φ, der den gegla¨tteten
Fit von Iˆij(φ) = Iˆ(Z ′i, Z ′j) minimiert;
3. Wenn Iˆ(Z ′1 . . . Z ′n) noch nicht konvergiert ist, zuru¨ck zu (2). Andernfalls ist sˆi = Z ′i.
Die Reihenfolge der (i, j) in Punkt (2) ist im Allgemeinen nicht ausschlaggebend. Sowohl
eine systematische wie auch eine zufa¨llige Wahl der Paare zeigten in numerischen Simu-
lationen a¨hnliche Konvergenzverhalten. Um die Effizienz des Algorithmus zu steigern,
wa¨re eine selektive Wahl der Paare nu¨tzlich, die z.B. durch die ¨Anderungen der Winkel
im letzten Iterationsschritt bestimmt werden kann. Weitere Mo¨glichkeiten, den Algorith-
mus zu verbessern, wa¨ren, die Anzahl der Winkel schrittweise zu vergro¨ßern, die Dichte
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der Scha¨tzungen im Minimum zu erho¨hen oder mit einer Ausgabe eines schnelleren ICA-
Algorithmus zu starten. Daru¨ber hinaus ko¨nnte in der na¨chsten Nachbarsuche beru¨cksich-
tigt werden, dass sich die Nachbarschaften nur minimal bei der Rotation a¨ndern, anstatt
wie bisher diese fu¨r jeden Winkel neu zu berechnen.
In der vorgestellten Variante des MILCA-Algorithmus wird davon ausgegangen, dass kei-
ne zeitliche Abha¨ngigkeiten in den Signalen vorhanden sind. Im Folgenden wollen wir
aber annehmen, dass uns ein Signal x vorliegt, welches eine endliche Autokorrelations-
zeit besitzt. Algorithmen wie JADE [10], FastICA [28] und Infomax [43] ko¨nnen weiter
verwendet werden. Dies heißt aber, dass die zeitliche Information des Signals verschenkt
wird und somit auch eine Mo¨glichkeit, die Separation zu verbessern. Auf der anderen Seite
minimieren Algorithmen wie AMUSE [46] und TDSEP [79] zeitliche Korrelationen, sie
verwenden dabei aber ausschließlich Statistiken zweiter Ordnung. Somit ist die erste Grup-
pe von Algorithmen nicht in der Lage, zwei gaußverteilte Signale mit unterschiedlichen
Frequenzspektren zu trennen, wa¨hrend die zweite Gruppe nicht in der Lage ist, zeitlich
weiße Signale mit verschiedenen Amplitudenverteilungen zu trennen. Offensichtlich ist es
erforderlich, sowohl Statistiken ho¨herer Ordnung, als auch die zeitlichen Strukturen in den
Signalen zu nu¨tzen, um optimale Ergebnisse zu erhalten [48]. Der MILCA-Algorithmus
kann sehr einfach und unkompliziert fu¨r diesen Fall formuliert werden.
Der erste Schritt in der nichtlinearen Zeitreihenanalyse von eindimensionalen Daten ist
eine Verzo¨gerungseinbettung [32]. Dabei wird ein m-dimensionales Signal (m > 1) da-
durch erzeugt, dass m Messwerte mit passend gewa¨hlten Verzo¨gerungen τ zu sogenannten
Verzo¨gerungsvektoren zusammengefasst werden
x(t) = [x(t− τ), x(t− 2τ), . . . x(t−mτ)]T . (3.35)
Demnach wird der ”Zustand” eines Signals zur Zeit t durch m vorherige Zeitpunkte be-
schrieben. Dies macht natu¨rlich nur Sinn, wenn eine Zeitstruktur in dem Signal enthalten
ist. Gleichermaßen ko¨nnen wir auch multivariate Signale einbetten. Fu¨r n Messkana¨le er-
gibt sich somit eine n×m Verzo¨gerungsmatrix
X(t) = [x1(t), . . .xn(t)]. (3.36)
Um jetzt eine instantane lineare Mischung aus n Signalen, die entweder nicht gaußverteilt
sind oder keine nicht-triviale Zeitstruktur besitzen, zu entmischen, schlagen wir vor, die
MI der Verzo¨gerungsmatrix zu minimieren
Iˆ(s1(t), . . . sn(t))
!
= min . (3.37)
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Es muss dabei beachtet werden, dass die Verzo¨gerungsvektoren als eine Einheit betrachtet
werden, d.h. in Gl.(3.37) werden nicht die MI zwischen den verschiedenen Verzo¨gerungen
des selben xi berechnet. Ausfu¨hrlicher heißt das
I(x1(t), . . .xn(t)) = I(x1(t− τ), . . . x1(t−mτ),
x2(t− τ), . . . x2(t−mτ), . . .
xn(t− τ), . . . xn(t−mτ)) (3.38)
−
n∑
i=1
I(xi(t− τ), . . . xi(t−mτ))
=
n∑
i=1
H(xi(t))−H(x1(t), . . .xn(t))
In der Minimierung kann wie in der ersten Variante des Algorithmus vorgegangen werden,
d.h. wir zerlegen die Rotationen, die Iˆ(x1(t), . . .xn(t)) minimieren, in n(n − 1)/2 Rota-
tionen. Jede dieser Rotationen besteht immer noch aus Rotationen von m Verzo¨gerungs-
koordinaten-Paaren, aber diese ko¨nnen wiederum in m Rotationen zerlegt werden, wobei
jeweils nur ein Paar rotiert wird. Somit erhalten wir
I(. . .x′i(t), . . .x
′
j(t) . . .)− I(. . .xi(t), . . .xj(t) . . .)
= I(x′i(t),x
′
j(t))− I(xi(t),xj(t))
= I(xi(t− τ), . . . xi(t−mτ))
+I(xj(t− τ), . . . xj(t−mτ))
−I(x′i(t− τ), . . . x′i(t−mτ))
−I(x′j(t− τ), . . . x′j(t−mτ))
+m [I(x′i(t), x
′
j(t))− I(xi(t), xj(t))] , (3.39)
wobei wir fu¨r den letzten Term angenommen haben, dass die x′i(t) stationa¨r sind und somit
I(x′i(t), x
′
j(t)) unabha¨ngig von t ist. Im Fall m = 2 werden somit im Algorithmus nur die
paarweise MI beno¨tigt. Erst fu¨r m > 2 ist es no¨tig, die m-dimensionale MI abzuscha¨tzen.
Die Erweiterung des MILCA-Algorithmus kann an einem einfachen Beispiel veranschau-
licht werden. Seien x1(t) und x2(t) zwei Kana¨le mit einer gauß’schen Amplitudenvertei-
lung, aber mit unterschiedlichen Spektren: x1(t) ist weiß (iid), wa¨hrend x2(t) rot ist. Der
Einfachheit halber nehmen wir eine Rotationsmatrix als Mischung an. Die Punktwolke der
beiden Signale in Abb.(3.5 links) bieten keinerlei Ansatzpunkt fu¨r eine Separation der Si-
gnale. Wie wir aber in Abb.(3.6) sehen ko¨nnen, ist es vollkommen ausreichend, m = 2 zu
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Abbildung 3.5: Linkes Bild: Scatterplot von zwei Gaußverteilungen mit unterschiedlichen
Spektren. Rechtes Bild: Ausgabe des modifizierten MILCA-Algorithmus (τ = 1 und m =
2), wobei die weiße gaußverteilte Zufallsvariable oben und die rote unten dargestellt ist
(die Signale stimmen bis auf einen Skalierungsfaktor sehr genau mit den urspru¨nglichen
Quellsignalen u¨berein.)
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Abbildung 3.6: ¨Anderung von Iˆ unter Rotation fu¨r das Signal aus Abb.(3.5). Die
anna¨hernd horizontale Kurve zeigt das Verhalten, wenn die MI nur zu instantanen Zeit-
punkten berechnet wird, die sinusfo¨rmige Kurve zeigt die Werte der MI unter Beru¨cksich-
tigung von Zeitverzo¨gerungen (Der tatsa¨chliche Winkel der Mischung ist 0).
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wa¨hlen, um die originalen Quellen (Abb.(3.5 rechts)) wieder zuru¨ckzugewinnen.
Der MILCA-Algorithmus kann aber auch fu¨r andere Anwendungen erweitert werden. Der
allgemeinste Ansatz fu¨r eine lineare Entmischung ist [27]
sˆi(t) =
N∑
j=1
m∑
k=1
wkij xj(t− kτ)
=
N∑
j=1
wijxj(t) , (3.40)
wobei die xj(t) wieder Verzo¨gerungsvektoren wie in Gl.(3.35) sind, und
wij = [w
1
ij . . . w
k
ij ]. (3.41)
Somit erho¨ht sich gewissermaßen die Anzahl der Messkana¨le xj(t− kτ) von n auf n×m
und auch die Zahl der Komponenten der sˆi(t) auf n×m, da im Unterschied zur Gl.(3.37)
jetzt jeder Kanal als eigensta¨ndig betrachtet wird. Somit ko¨nnen wir die instantane Variante
des MILCA-Algorithmus unvera¨ndert verwenden, und es erho¨ht sich lediglich die Anzahl
der Komponenten.
Iˆ(s1(t), . . . snm(t))
!
= min . (3.42)
Dieser Ansatz ist offensichtlich passender fu¨r Signale xi(t), die selbst Mischungen zeit-
verzo¨gerter Quellsignale sind. Fu¨r eine endliche Anzahl an Verzo¨gerungszeiten
xi(t) =
∑
j
m′∑
k=1
akijsj(t− kτ), (3.43)
ergibt Gl.(3.40) mit endlichen m allerdings keine exakte Entmischung, da wir fu¨r die In-
vertierung von Gl.(3.43) eine unbegrenzte Zahl an Verzo¨gerungstermen beno¨tigen wu¨rden.
Außerdem sind die Lo¨sung von Gl.(3.40) im Allgemeinen keine Verzo¨gerungsvektoren.
Trotzdem sollten sie die Quellsignale in Gl.(3.43) besser als die eines instantanen Ansat-
zes abscha¨tzen ko¨nnen (siehe Anwendungen in Kap.(4.1)).
Fu¨r die letzte Variante des MILCA-Algorithmus wird einerseits beru¨cksichtigt, dass die
Mischung nicht nur instantan erfolgen muss (Gl.(3.42)) und außerdem, dass es nu¨tzlich
sein kann, auch die zeitlichen Abha¨ngigkeiten (Gl.(3.37)) zu minimieren. Es werden somit
die letzten beiden Varianten des Algorithmus kombiniert.
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Wir verwendenm Verzo¨gerungen in der Entmischung undm′ fu¨r die Minimierung der MI.
Mit dem selben Ansatz wie in Gl.(3.40) ist nun die Aufgabe
Iˆ(s1(t), . . . snm(t))
!
= min . (3.44)
zu finden, wobei wir die Definition von I(s1(t), . . .) aus Gl.(3.39) mit sˆi(t) = [sˆi(t −
τ), sˆi(t− 2τ), . . . sˆi(t−m′τ)]T verwendet haben.
In Kap.(4) werden dann verschiedene Anwendungen vorgestellt, in denen die unterschied-
lichen Varianten des MILCA-Algorithmus Verwendung finden.
3.2.4 Leistungsvergleich verschiedener ICA-Algorithmen
In den letzten zehn Jahren sind eine Vielzahl von ICA-Algorithmen entwickelt worden.
Im Kap.(3.2.3) sind dabei nur die am ha¨ufigst verwendeten Algorithmen behandelt wor-
den. Die Motivationen fu¨r neue Entwicklungen sind ebenso vielfa¨ltig. Sie sind z.B. darauf
zuru¨ckzufu¨hren, dass die Datensa¨tze in den verschiedenen Anwendungen spezifische Ei-
genschaften besitzen, so dass ein Algorithmus auf diese optimiert werden kann. Aber da
wir es meistens mit Situationen zu tun haben, in denen kein Wissen u¨ber die Quellsigna-
le vorhanden ist (daher auch der Name ”Blind Source Separation”), muss im allgemeinen
von einem ICA-Algorithmus verlangt werden, dass er fu¨r beliebige Wahrscheinlichkeits-
dichten der Signale gute Ergebnisse liefert. Als Test, wie gut die verschiedenen Algorith-
men in der Lage sind, blind Mischungen zu trennen, messen wir die Separationsgenauig-
keit an 18 unterschiedlich verteilten Quellsignalen. Die verschiedenen Verteilungen sind in
Abb.(3.7) dargestellt. Um jetzt die Gu¨te einer Separation zu bestimmen, wird der Amari-
Leistungsindex [1]
Perr =
1
2N
N∑
i,j=1
(
|pij|
maxk |pik| +
|pij|
maxk |pkj|)− 1 (3.45)
verwendet. Hierbei ist pij = (Aˆ−1A)ij das Matrixprodukt der invertierten gescha¨tzten
Mischmatrix mit der tatsa¨chlichen Mischmatrix und sollte daher bei optimaler Ru¨ckgewin-
nung der Quellsignale die Einheitsmatrix (bis auf Zeilenpermutationen und -skalierung)
darstellen.
Fu¨r den Test folgen wir exakt Ref. [6, 42] um eine Vergleichbarkeit zu gewa¨hrleisten. Jedes
Problem besteht aus einer der Verteilungen p(x) aus Abb.(3.7). Es werden eintausend Paa-
re von Zufallszahlen x und y unabha¨ngig aus p(x)p(y) gezogen. Diese werden dann mit
einem zufa¨llig gewa¨hlten Winkel φ durch x′ = x cos φ + y sin φ, y′ = −x sin φ + y cosφ
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Abbildung 3.7: Die 18 Wahrscheinlichkeitsdichtefunktionen der Quellsignale [6, 42]: (a)
Studentverteilung mit drei Freiheitsgraden; (b) doppelexponentiell; (c) gleichfo¨rmig; (d)
Student mit fu¨nf Freiheitsgraden; (e) exponentiell; (f) Mischung zweier Doppelexponenti-
eller; (g-h-i) symmetrische Mischung zweier Gauß: multimodal, transitional und unimodal;
(j-k-l) nicht symmetrische Mischung zweier Gauß: multimodal, transitional und unimodal;
(m-n-o) symmetrische Mischung von vier Gauß: multimodal, transitional und unimodal; (p-
q-r) nicht symmetrische Mischung von vier Gauß: multimodal, transitional und unimodal.
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pdfs FastICA Jade Imax KCCA KGV RADICAL MILCA MILCA
(verfeinert)
a 4.4 3.7 1.8 3.7 3.0 2.1 2.7 2.4
b 5.8 4.1 3.4 3.7 2.9 2.7 2.9 2.5
c 2.3 1.9 2.0 2.7 2.4 1.2 1.5 1.0
d 6.4 6.1 6.9 7.1 5.7 5.3 7.0 4.3
e 4.9 3.9 3.2 1.7 1.5 0.9 0.9 1.0
f 3.6 2.7 1.0 1.7 1.5 1.0 0.9 0.9
g 1.8 1.4 0.6 1.5 1.4 0.6 0.6 0.6
h 5.1 4.1 3.1 4.6 3.6 3.7 3.4 3.3
i 10.0 6.8 7.8 8.3 6.4 8.3 7.9 8.0
j 6.0 4.5 50.6 1.4 1.3 0.8 0.7 0.8
k 5.8 4.4 4.2 3.2 2.8 2.7 2.4 2.3
l 11.0 8.3 9.4 4.9 3.8 4.2 4.1 3.3
m 3.9 2.8 3.9 6.2 4.7 1.0 1.0 0.8
n 5.3 3.9 32.1 7.1 3.0 1.8 2.0 1.6
o 4.4 3.3 4.1 6.3 4.5 3.4 3.4 2.9
p 3.7 2.9 8.2 3.6 2.8 1.1 1.6 1.2
q 19.0 15.3 43.3 5.2 3.6 2.3 2.9 1.9
r 5.8 4.3 5.9 4.1 3.7 3.2 3.5 2.7
Mittel 6.1 4.7 10.6 4.3 3.3 2.6 2.7 2.3
Tabelle 3.1: Leistungsindex (multipliziert mit 100) fu¨r die BSS von 2-Komponenten-
Mischungen. Die Ergebnisse der ersten 6 Spalten (FastICA [28], Jade [10], Imax [43],
KCCA [6], KGV [6], and RADICAL [42]) sind von [42] kopiert. Die letzten beiden Spalten
zeigen die Ergebnisse fu¨r MILCA, zuerst fu¨r die Standardversion (Spalte 7) und dann mit
Datenvermehrung (Spalte 8). Der Leistungsindex ergibt sich aus einer Mittelung u¨ber 100
Datensa¨tzen, jeder Satz besteht aus 1000 Wertepaaren, welche zufa¨llig aus den pdfs ge-
zogen werden. Fu¨r MILCA verwenden wir k = 10 und fitten Iˆ(φ) mit drei (MILCA) bzw. fu¨nf
Fouriertermen (MILCA verfeinert).
gemischt (d.h. A ist eine reine Rotation). Dies wird 100 mal mit unterschiedlichen Win-
keln und Sa¨tzen (x, y) wiederholt, u¨ber welche anschließend ein mittlerer Leistungsin-
dex (Gl.(3.45)) gebildet wird. Die Ergebnisse sind zusammen mit Resultaten verschiede-
ner anderer ICA-Algorithmen [42] in Tabelle (3.1) (Spalte MILCA) gezeigt. Sie sind im
Mittel hervorragend und werden nur von denen des RADICAL-Algorithmus [42] u¨ber-
troffen. Dieser ist MILCA a¨hnlich, da er ebenfalls die na¨chste Nachbar-Statistik benutzt,
aber dabei nur die Scha¨tzung der differentiellen Shannon-Entropien H(x′) und H(y′) ver-
wendet. Eine weitere Eigenschaft des Algorithmus in Ref. [42] ist die Verwendung der
in Kap.(3.2.3.4) besprochenen Datenvermehrung, die zu einer glatteren Abha¨ngigkeit vom
Winkel φ fu¨hrt. Der selbe Trick kann auch im MILCA-Algorithmus verwendet werden
und verbessert aus a¨hnlichen Gru¨nden auch dort das Ergebnis. Die Resultate werden in der
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Spalte MILCA(verfeinert) gezeigt und sind nun im Mittel besser als die von RADICAL.
In Anwendungen mit einer kleinen Zahl von Komponenten ist somit MILCA zu bevorzu-
gen, nur fu¨r ho¨herdimensionale Probleme kann es aufgrund des numerischen Mehraufwan-
des effizienter sein, schnellere ICA-Algorithmen zu verwenden.
3.2.5 Von der ICA zur Blind Source Separation
Das Ziel der ICA ist es, Komponenten zu finden, die voneinander so unabha¨ngig wie
mo¨glich sind. Das Ziel der BSS ist es, die originalen Quellsignale s aus einer Mischung
x wieder zuru¨ckzugewinnen. Die lineare instantane ICA liefert genau dann eine Lo¨sung
fu¨r die BSS, wenn das Eingangssignal eine lineare instantane Mischung aus unabha¨ngigen
Quellsignalen2 darstellt. Diese Voraussetzungen mu¨ssen immer fu¨r jeden Datensatz u¨ber-
pru¨ft werden. Ob die Unabha¨ngigkeit der Quellsignale gegeben ist, kann wiederum mit Hil-
fe der Mutual Information bestimmt werden, da sie ein Maß fu¨r die absolute Abha¨ngigkeit
ist. Gefundene Abha¨ngigkeiten zwischen den vermeintlichen Quellsignalen ko¨nnen darauf
hinweisen, dass die urspru¨nglichen Quellsignale tatsa¨chlich abha¨ngig sind, aber auch, dass
die Mischung nicht linearer instantaner Natur ist.
Auf der anderen Seite ist die Struktur der Quellsignale entscheidend fu¨r die Eindeutigkeit
der Lo¨sung. So ist es mo¨glich, dass andere Mischungen der Daten a¨hnliche Abha¨ngigkei-
ten zeigen und somit, die gefundene Entmischung nicht eindeutig ist. Dies kann mit Hilfe
der Variabilita¨t der MI unter kontrollierter Mischung verifiziert werden. Eine rasche ¨Ande-
rung der MI durch eine erneute Mischung identifiziert stabile Komponenten. Andererseits
zeichnen sich unzuverla¨ssige Komponenten durch eine geringere ¨Anderung der MI aus.
Diese Tests werden jetzt ausfu¨hrlich erkla¨rt und dann an einem ku¨nstlich erzeugten Daten-
satz illustriert. In Kap.(4.1) wird dann die Anwendung auf Messdaten gezeigt. Außerdem
sei noch erwa¨hnt, dass in Ref. [45, 23, 26] Zuverla¨ssigkeitstests vorgestellt werden, die auf
der Bootstrapmethode bzw. der Rauschinjektion basieren.
Abha¨ngigkeitsmatrix / Modelltest:
Fu¨r die meisten Anwendungen kann angenommen werden, dass die Quellsignale unabha¨n-
gig sind. Somit weisen Abha¨ngigkeiten in dem ICA-Ausgabevektoren meistens auf Fehlan-
nahmen im gewa¨hlten Modell fu¨r die Mischung hin. Es muss sich immer im Voraus fu¨r ein
Modell entschieden werden, ob es linear oder nichtlinear sei, ist es instantan oder entha¨lt es
zeitliche Mischungen. Fu¨r die Bewertung der Stimmigkeit des gewa¨hlten Modells mit der
2Die Quellsignale mu¨ssen noch zusa¨tzlich die Bedingung erfu¨llen, dass maximal ein Kanal eine Gauß-
verteilung ohne zeitliche Korrelationen aufweist.
47
KAPITEL 3. BEHANDLUNG MULTIVARIATER DATEN
1 2 3 4 5 6 7 8
1
2
3
4
5
6
7
8
0
0.05
0.1
0.15
0.2
0.25
Abbildung 3.8: Exemplarische Abha¨ngigkeitsmatrix Iˆ(Xi,Xj) (k=6) zwischen allen Ka-
nalpaaren (die Diagonale ist auf Null gesetzt). Die Kana¨le 1, 5 und 6 sind eindimensionale
Komponenten, die Kana¨le 2, 3 und 4 bilden eine dreidimensionale Komponente und die
Kana¨le 7 und 8 eine zweidimensionale Komponente.
Realita¨t berechnen wir die paarweise MI zwischen allen ICA-Komponenten, Iˆ(yi, yj) mit
i, j = 1, ..., N und i 6= j. Eine exemplarische Abha¨ngigsmatrix ist in Abb.(3.8) gezeigt. Ein
Paar von Komponenten, deren MI unter einem definierten Grenzwert Iˆ(yi, yj) < DMAX
fa¨llt, wird als wirklich unabha¨ngig angesehen.
Eine Komponente, die wirklich unabha¨ngig von allen anderen Komponenten ist, wird als
eindimensionale Komponente bezeichnet3. Eine Gruppe von Komponenten, die unterein-
ander abha¨ngig sind4 (Iˆ(yi1, ..., yin) > DMAX ), aber die wirklich unabha¨ngig von den
restlichen Komponenten sind, werden als multidimensionale Komponenten bezeichnet.
Auf diese Weise erlaubt die Abha¨ngigkeitsmatrix, unabha¨ngig vom verwendeten ICA-
Algorithmus, ein- und multidimensionale Komponenten zu identifizieren.
Eine eindimensionale Komponente, deren Eindeutigkeit noch mit Hilfe eines zweiten Tests
u¨berpru¨ft werden muss, entspricht dann, bis auf einen Skalierungsfaktor, einem urspru¨ng-
lichen Quellsignal. Eine multidimensionale Komponente ist schwieriger zu interpretieren,
da es mehrere mo¨gliche Gru¨nde fu¨r die Abha¨ngigkeiten zwischen ihren Kana¨len gibt. So
ko¨nnten diese Kana¨le noch zusa¨tzlich durch eine weitere ¨Uberlagerung (unterschiedlicher
Natur) untereinander gemischt worden sein, wobei auch die einzelnen Quellsignale durch
Filterung unterschiedliches Aussehen an den Sensoren zeigen ko¨nnen und somit unter-
schiedlich zu den Messsignalen xi beitragen (Kap.(4.1)). Eine andere Mo¨glichkeit fu¨r das
Auffinden von multidimensionalen Komponenten ko¨nnen Abha¨ngigkeiten zwischen ein-
zelnen Quellsignalen sein (Kap.(4.2)).
3Eine theoretisch saubere Definition wa¨re Iˆ(yk, (y1, ..., yk−1, yk+1, ..., yN )) < D zu fordern, aber das
wu¨rde zu einem numerischen Mehraufwand fu¨hren. Diese strengere Definition wird jedoch fu¨r die meisten
Anwendungen nicht beno¨tigt.
4Es sei noch angemerkt, dass nicht alle mo¨glichen Paare von Komponenten innerhalb dieser Gruppe
paarweise abha¨ngig sein mu¨ssen.
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Abbildung 3.9: Iˆ(R(φ)(X,Y )) (k=6) gegen den Rotationswinkel. Von oben nach unten:
X= gleichfo¨rmig, gleichfo¨rmig+Gauß, Gauß; Y= immer Gauß.
Fu¨r den Fall, dass nur eine einzige multidimensionale Komponente gefunden wird, d.h.
alle Komponenten sind voneinander abha¨ngig, konnte kein einziges Quellsignal zuru¨ckge-
wonnen werden und es wurde somit eine BSS erzielt.
Eindeutigkeitstest:
Nehmen wir an, unter der Annahme einer linearen instantanen Mischung habe sich im
Modelltest gezeigt, dass X und Y zwei eindimensionale Komponenten sind. Aufgrund
der Unabha¨ngigkeit von allen anderen Komponenten ist somit fu¨r diese Komponenten
das gewa¨hlte Modell passend. Um jetzt noch die Eindeutigkeit von X und Y zu pru¨fen,
wird eine Rotation im zweidimensionalen Unterraum durchgefu¨hrt, wobei Iˆ(R(φ)(X, Y ))
fu¨r unterschiedliche Rotationswinkel φ berechnet wird. In Abb.(3.9) zeigen wir dafu¨r drei
Fa¨lle.
In diesen ist X gleichfo¨rmig verteiltes Rauschen, gleichfo¨rmig verteiltes Rauschen u¨ber-
lagert mit gauß’schem Rauschen, bzw. reines gauß’sches Rauschen, wobei y fu¨r alle Fa¨lle
gauß’sches Rauschen darstellt. Die Tiefe des Minimums von Iˆ(R(φ)) spiegelt die Eindeu-
tigkeit von X und Y wieder. Eine flache Kurve deckt eine Mehrdeutigkeit der Lo¨sung fu¨r
X und Y auf, wa¨hrend ein ausgepra¨gtes Minimum ihre Eindeutigkeit zeigt. Es wird nun
die Variabilita¨t von Iˆ(R(φ)) zwischen allen Kanalpaaren der ICA-Ausgabe als ein Maß
fu¨r die Eindeutigkeit verwendet:
σij = I(Xi, Xj)− I(R(0)(Xi, Xj)) (3.46)
wobei das globale Minimum von Iˆ bei φ = 0 ist und
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I(Xi, Xj) =
1
2pi
∫ 2pi
0
dφI(R(φ)(Xi, Xj)) . (3.47)
Aus Abb.(3.9) ko¨nnte man schließen, dass es ausreichend ist, I(Xi, Xj) aus MI-Werten an
nur zwei Winkeln φ = (0, pi/4) abzuscha¨tzen, aber dies ko¨nnte aufgrund numerischer Fluk-
tuationen gefa¨hrlich sein. Außerdem kann die Form der Iˆ(R(φ))-Kurve auch komplexere
Erscheinungen als in Abb.(3.9) annehmen, z.B. fu¨r Signale mit multimodaler Verteilung.
Der Modelltest ist fu¨r verschiedene ICA-Modelle direkt verwendbar, und im Eindeutig-
keitstest muss nur noch die Mischoperation entsprechend angepasst werden.
Um zu u¨berpru¨fen, ob die gefundene ICA-Komponenten eine physikalische Bedeutung
tragen, d.h. ob die BSS erfolgreich war, ist es unerla¨sslich, die Komponenten auf ihre Zu-
verla¨ssigkeit (Modell- und Eindeutigkeits-Test) zu testen. Entsprechende Anwendungen
werden in Kap.(4) fu¨r das lineare instantane Modell bzw. lineare Modell mit zeitversetzter
Mischung gezeigt.
3.2.6 Von der Theorie zur Praxis
3.2.6.1 Rauschen am Sensor und der Quelle
Da es unser Ziel ist, eine BSS an realen Messdaten durchzufu¨hren, mu¨ssen wir den Einfluss
von Rauschen in der ICA diskutieren. Hierbei ko¨nnen prinzipiell zwei Fa¨lle unterschieden
werden5. In ersten Fall sind die Quellsignale selbst mit Rauschen u¨berlagert, im letzteren
wird das Rauschen durch die Messung selbst induziert.
Fu¨r den ersten der beiden Fa¨lle kann im Allgemeinen weiterhin ein Standard-ICA-Algo-
rithmus verwendet werden, weil die Mischung der Signale erst nach der ¨Uberlagerung mit
Rauschen erfolgt. Somit kann die Entmischung wie bisher durchgefu¨hrt werden, wobei nur
mit geringen Leistungseinbußen zu rechnen ist, die dadurch entstehen, dass die Quellsigna-
le jetzt na¨her einer Gaußverteilung sind. Dies heißt, dass im Idealfall die Mischmatrix exakt
bestimmt werden kann und die prima¨re Zusatzaufgabe darin besteht, aus den zuru¨ckgewon-
nenen verrauschten Quellsignalen die tatsa¨chlichen Quellsignale abzuscha¨tzen. Hierfu¨r
ko¨nnen verschiedene Rauschunterdru¨ckungsmethoden [32] verwendet werden, wobei die
einfachste wahrscheinlich ein Tiefpassfilter wa¨re.
Im Fall von Messrauschen gestaltet sich die BSS als viel schwieriger, da hier das Si-
gnal noch nach der eigentlichen Mischung vera¨ndert wird. Infolgedessen steht man vor
5Tatsa¨chlich gibt es noch den weiteren Fall ”dynamisches Rauschen”.
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Abbildung 3.10: Erste Zeile: gemischte gleichfo¨rmig verteilte Zufallsvariablen: (a) ohne
gauß’sches Messrauschen; (b,c) mit Messrauschen; Zweite Zeile: (d) MILCA-Ausgabe der
Daten von (a); (e) Anwendung von A−1 auf die Daten aus (b); (f) MILCA-Ausgabe der
Daten von (c).
dem Problem, dass bei einer Invertierung der Mischung das Rauschen plo¨tzlich abha¨ngig
gemacht wird. Veranschaulicht wird dies in Abb.(3.10), wo zwei gleichfo¨rmig verteilte
Quellsignale si nach der Mischung mit unabha¨ngig verteiltem gauß’schem Rauschen η
u¨berlagert werden
xi =
2∑
j=1
Aijsj + ηi , (3.48)
wobei
〈ηi(t)ηj(t′)〉 = rδijδtt′ (3.49)
gilt. In der mittleren Spalte der Abbildung wird die Inverse der tatsa¨chlichen Mischmatrix
angewandt und man sieht, dass damit korreliertes Rauschen erzeugt wird. In der rech-
ten Spalte wird MILCA direkt verwendet und in diesem Fall ist zu erkennen, dass hier
ein Kompromiss zwischen der Unabha¨ngigkeit der Quellsignale und der Unabha¨ngigkeit
des Rauschens gemacht werden muss. Um einen tieferen Einblick zu gewinnen, wird die-
se Mischung fu¨r ein fixes A und verschiedenen Signal-Rausch-Verha¨ltnissen (SNR =
var(si(t))/r) wiederholt durchgefu¨hrt. Das Verhalten von Iˆ(φ) wird dann in Abb.(3.11)
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Abbildung 3.11: Ungegla¨ttete Scha¨tzungen von Iˆ(φ) fu¨r zwei rotierte gleichfo¨rmig ver-
teilte Zufallsvariablen, die mit isotropen gauß’schem Messrauschen u¨berlagert sind, ab-
getragen gegen φ. Das Signal-Rausch-Verha¨ltnis betra¨gt von oben nach unten SNR =
∞, 13, 7, 4, 1.
gezeigt. Wir ko¨nnen sehen, dass Iˆ durch die Anna¨herung des Signals an die Gaußvertei-
lung, mit sinkendem SNR flacher wird, d.h. die Variabilita¨t bezu¨glich des Mischwinkels
verringert sich. Der Einfluss des Rauschens fu¨hrt durch die vorher besprochene Problema-
tik daru¨berhinaus zu einer Verschiebung des Minimum von Iˆ . Diese beiden Effekte fu¨hren
daher bei einer direkten Verwendung eines Standard-ICA-Algorithmus zu Fehlern in der
Abscha¨tzung der originalen Mischmatrix.
Es kann versucht werden, spezielle Algorithmen zu entwickeln, die weniger vom Messrau-
schen beeinflusst werden. Nahezu alle in der Literatur vorgestellten Algorithmen (fu¨r einen
¨Uberblick, siehe [27, 12]) erzielen aber nur gute Ergebnisse, wenn das Rauschen sehr spezi-
elle Voraussetzungen erfu¨llt. So wird oft verlangt, dass es gaußverteilt, additiv, unkorreliert
und isotrop ist. Fu¨r diesen einfachen Fall kann auch der MILCA-Algorithmus zu n-MILCA
(noisy-MILCA) modifiziert werden. Im ersten Schritt wird ein ”Quasiwhitening” mit der
gescha¨tzten Kovarianzmatrix V = (Cx − r1)−1/2 der reinen Signale6 durchgefu¨hrt, um
die Quellsignale unkorreliert zu machen [28]. Im Vergleich zum herko¨mmlichen White-
ning heißt das aber, dass unsere rekonstruierten Signale zˆj(t) (siehe Gl.(3.11)) wegen des
Messrauschens korreliert sind. Aus diesem Grund darf jetzt aber nicht mehr Iˆ(φ) mini-
miert werden, da es durch diese Abha¨ngigkeiten irregefu¨hrt werden wu¨rde. Da wir aber
davon ausgehen, dass das Messrauschen die oben erwa¨hnten Bedingungen erfu¨llt, d.h.
die Abha¨ngigkeiten vollkommen durch die lineare Korrelation bestimmt sind, ko¨nnen wir
den linearen Beitrag zur MI subtrahieren. Fu¨r den neuen MILCA-Algorithmus wird daher
Iˆ(φ) + 1
2
ln(1− Cij(φ)2) minimiert.
6Unter reinen Signalen ist hier das Messsignal ohne Messrauschen gemeint.
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Abbildung 3.12: Gemittelter Amari-Leistungsindex gegen das Signal-Rausch-Verha¨ltnis.
Die Konditionszahl der Mischmatrix ist 6. Die obere Kurve (im SNR-Bereich von 7 bis 3)
ist fu¨r den Standard-MILCA-Algorithmus und die untere fu¨r n-MILCA
Um jetzt MILCA mit n-MILCA zu vergleichen, mischen wir wiederum zwei gleichfo¨rmig
verteilte Zufallsvariable mit Matrizen mit fixierter Konditionszahl7. In Abb.(3.12) zeigen
wir den durchschnittlichen Amari-Leistungsindex u¨ber 100 verschiedene Mischungen mit
verschiedenem Rauschen. Es ist ersichtlich, dass die Beru¨cksichtigung des Rauschens im
Algorithmus das Ergebnis deutlich verbessert (abgesehen fu¨r sehr kleine SNR). Das Aus-
maß der Verbesserung ha¨ngt aber von der Konditionszahl der Mischmatrix ab. Fu¨r Ma-
trizen, die weit von einer Sigularita¨t entfernt sind (kleine Konditionszahl) hat das Qua-
siwhitening nur einen sehr geringen Einfluss und der Unterschied zwischen MILCA und
n-MILCA ist minimal. Im anderen Extremfall einer sehr großen Konditionszahl sind die
Mischungen anna¨hernd gleich, xi(t) ≈ xj(t), und keiner der Algorithmen ist in der Lage,
ein gutes Ergebnis zu liefern.
Bevor wir diesen Abschnitt verlassen, sollen noch ein paar Worte u¨ber Ausreißer in Messda-
ten gesagt werden. Im Prinzip sind Ausreißer nur eine spezielle Form von Rauschen. Da
aber unser MI-Scha¨tzer auf der k na¨chsten Nachbar-Statistik beruht, stellen Ausreißer ein
viel geringeres Problem dar als fu¨r Algorithmen [6, 42], die auf der Kurtosis basieren.
3.2.6.2 Abha¨ngige Quellen
Eine der Voraussetzungen an die Quellsignale ist ihre gegenseitige Unabha¨ngigkeit. Dies
ist in der Tat die Grundidee der ICA und ist auch intuitiv versta¨ndlich. Wenn sich zum
7Die Konditionszahl ist durch das Verha¨ltnis des gro¨ßten Eigenwerts zum kleinsten Eigenwert gegeben,
d.h. anna¨hernd singula¨re Matrizen fu¨hren zu großen Werten.
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Beispiel mehrere Personen in einem Raum unterhalten, so ist es offensichtlich, dass die
einzelnen Personen voneinander unabha¨ngig unterschiedliche akustische Signale aussto-
ßen. Es ist somit die Voraussetzung erfu¨llt, dass die an mehreren Orten im Raum verteil-
ten Mikrophone Mischungen von unabha¨ngigen Quellsignalen aufzeichnen. Die Situation
sieht aber vollkommen anders aus, wenn z.B. die Quellsignale durch einen a¨ußeren Takt-
geber synchronisiert werden. Dies ist in einem Musikkonzert der Fall, wo nicht mehr die
Voraussetzung erfu¨llt ist, dass die Quellsignale unabha¨ngig sind. Fu¨r diesen Fall wu¨rde
die direkte Verwendung einer ICA auf die Mikrophonsignale nicht die akustischen Signale
der einzelnen Musiker liefern, auch nicht wenn die Art der Mischung bekannt wa¨re. Der
ICA-Algorithmus wu¨rde na¨mlich Mischungen der Messsignale finden, die unabha¨ngiger
voneinander sind als die tatsa¨chlichen Quellsignale.
Eine mo¨gliche Lo¨sung dieses Problem stellt die Filterung der Messdaten dar. Dies kann
damit erkla¨rt werden, dass die Quellsignale nur in einem bestimmten Frequenzbereich
abha¨ngig sind. Am Beispiel des Musikkonzerts kann davon ausgegangen werden, dass vor
allem die niedrigen Frequenzen Abha¨ngigkeiten zeigen und die ho¨heren Frequenzen durch
die Charakteristik der einzelnen Musikinstrumente bestimmt werden und somit unabha¨ngig
fu¨r verschiedene Instrumente sind. Die Anwendung eines ICA-Algorithmus auf hochpass-
gefiltete Messsignale erho¨ht somit die Chance, eine gute Scha¨tzung fu¨r die Mischmatrix
zu erhalten und damit doch noch eine BSS zu erzielen. Eine Anwendung fu¨r einen a¨hnli-
chen Fall wird in Kap.(4.2) gezeigt, wo Infrarotspektren organischer Mischungen getrennt
werden.
3.2.6.3 Anzahl der Quellen und Anzahl der Komponenten
In den meisten Vero¨ffentlichungen findet man Sa¨tze wie ”Der Einfachheit halber nehmen
wird an, dass die Anzahl der Quellsignale gleich der Anzahl der Messkana¨le ist”. Natu¨rlich
macht dies vieles einfacher, aber diese Annahme ist nur fu¨r die wenigsten Anwendungen
erfu¨llt. Im Allgemeinen ist es immer von Vorteil, wenn die Anzahl der Messkana¨le gro¨sser
als die Anzahl der Quellen ist. Im Fall einer linearen Mischung ko¨nnen dann einfach die
Komponenten gewa¨hlt werden, die nach der Hauptachsentransformation eine Varianz u¨ber
einem bestimmten Grenzwert aufweisen, d.h. die Anzahl der von Null verschiedenen Ei-
genwerte entspricht im Idealfall der Anzahl der Quellen. Diese Reduzierung der Anzahl
der Messkana¨le ist nicht in allen Fa¨llen einfach und gestaltet sich speziell bei verrauschten
Messdaten als schwierig.
Ein anderes Problem kann auftreten, wenn die Anzahl der Messkana¨le etwa von der glei-
chen Gro¨ßenordnung wie die Anzahl der Messpunkte ist. Dann kann es zu einem ” ¨Uber-
lernen” (overlearning) des Algorithmus kommen, das sich dadurch auszeichnet, dass die
gescha¨tzten ICA-Komponenten hohe Spitzen aufweisen und an den restlichen Stellen anna¨-
hernd Null sind. Im Extremfall, falls die Anzahl der Messkana¨le identisch mit der der
54
3.2. INDEPENDENT COMPONENT ANALYSIS (ICA)
Messpunkte ist, kann jedes Messsignal in Komponenten zerlegt werden, die nur einen ein-
zigen Punkt ungleich Null enthalten, d.h. jeder einzelne Messpunkt wird durch eine einzel-
ne Komponente beschrieben. Da aber in den meisten Fa¨llen die Anzahl der tatsa¨chlichen
Quellen viel kleiner ist als die der Messkana¨le, kann dieses Problem meist mit Hilfe einer
Dimensionsreduktion gelo¨st werden [27].
Noch problematischer ist es, wenn die Anzahl der Quellen gro¨ßer ist als die Anzahl der
Messkana¨le. Das bedeutet na¨mlich, dass die Mischung nicht invertierbar ist. Selbst wenn
die Mischmatrix exakt bekannt wa¨re, ko¨nnten wir nicht die exakten Werte der unabha¨ngi-
gen Signale zuru¨ckgewinnen. Der Grund dafu¨r ist die durch die Mischung verloren gegan-
gene Information. Diese Situation wird oft als ICA mit u¨berkompletter Basis bezeichnet,
da wir es mit einem ICA-Modell
x = As =
∑
i
aisi (3.50)
zu tun haben, bei dem die Anzahl der Basisvektoren ai gro¨ßer ist als die Raumdimension
von x, folglich die Basis zu groß ist. Solche eine Situation ist z.B. manchmal bei der Ex-
traktion von Merkmalen aus Bildern zu finden, wo die Anzahl der Quellen gegen unendlich
tendiert.
Um dieses Problem zu lo¨sen, muss versucht werden, zuna¨chst die Mischmatrix abzuscha¨t-
zen und dann im na¨chsten Schritt die unabha¨ngigen Quellsignale. In der Praxis zeigt sich
aber, dass es oft sehr schwierig ist, eine effiziente BSS zu erzielen [27]. Der Erfolg ist sehr
stark von den jeweiligen Messdaten abha¨ngig, und es empfiehlt sich oft, einen einfachen
linearen ICA-Algorithmus auf die Daten anzuwenden, um etwa einen Teil der Quellsignale
zu gewinnen. Diese ko¨nnen dann vom originalen Messsignal entfernt werden, um so even-
tuell weitere Quellen in einer zweiten ICA zu identifizieren. Dieser Ansatz liefert aber im
Allgemeinen nur grobe Abscha¨tzungen der urspru¨nglichen Quellsignale.
3.2.6.4 Welcher ICA-Algorithmus ist der Beste?
Die Wahl des ICA-Algorithmus wird entscheidend von der Fragestellung der Anwendun-
gen und vom vorhandenen Wissen u¨ber die Messdaten bestimmt. Wenn die Anwendung
sehr zeitkritisch ist, mu¨ssen Abstriche bei der Genauigkeit akzeptiert werden und FastICA
wa¨re meist eine gute Wahl. Bei bekannter Verteilung der Quellsignale kann z.B. aus Tab.
(3.1) ein ICA-Algorithmus gewa¨hlt werden. In den meisten Fa¨llen ist aber die Verteilung
der Quellsignale unbekannt und so ist es ratsam, einen Algorithmus zu wa¨hlen, der im
Durchschnitt u¨ber viele verschiedene Verteilungen die beste Leistung zeigt, wie MILCA
oder RADICAL.
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Fu¨r jede Anwendung muss entschieden werden, wie die Messdaten gemischt worden sind.
Wenn kein Wissen daru¨ber vorhanden ist, ist es zweckma¨ßig im ersten Entmischungsver-
such ein lineares instantanes Modell zu wa¨hlen. Mit Hilfe eines Zuverla¨ssigkeitstest (siehe
Kap.(3.2.5)) muss dann entschieden werden, ob das gewa¨hlte Modell fu¨r die untersuchten
Messdaten passend ist. Wenn dies nicht der Fall ist, mu¨ssen ¨Anderungen des Modells vor-
genommen werden. Aufgrund der Vielzahl von unterschiedlichen Arten einer Mischung ist
es meist unerla¨sslich, Vermutungen u¨ber ihre Natur aufzustellen. Diese ko¨nnen z.B. dar-
in bestehen, dass Punktwolken wie in Abb.(3.10) geplotted werden und nach Strukturen
darin gesucht wird [27]. Es ist mit Sicherheit keine leichte Aufgabe, die Art der Mischung
zu bestimmen, nicht nur aufgrund der oft sehr geringen Anzahl von vorhandenen Mess-
punkten. Falls es aber gelingt, eine vernu¨nftige Scha¨tzung des Modells der Mischung zu
erhalten, ko¨nnen die Messdaten mit seiner Hilfe so transformiert werden [12, 27], dass wie-
der die linearen instantanen ICA-Algorithmen aus Kap.(3.2.3) verwendet werden ko¨nnen.
Somit muss nur noch, wie am Anfang des Kapitels besprochen, ein passender Algorithmus,
abha¨ngig von der Fragestellung der Anwendungen und dem vorhandenen Wissen u¨ber die
Messdaten, gewa¨hlt werden.
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In den seltensten Fa¨llen erfu¨llen Messdaten die Voraussetzungen, dass sie lineare instanta-
ne Mischungen von unabha¨ngigen Quellen darstellen. Erschwert wird die Ru¨ckgewinnung
der Quellsignale außerdem dadurch, dass die Anzahl der Messkana¨le manchmal kleiner
ist als die Anzahl der Quellen. Rauschen sowohl an der Quelle als auch am Sensor kom-
plizieren das Problem noch zusa¨tzlich. Trotz alledem ist ein effizienter Algorithmus zur
Dekomposition linearer instantaner Mischungen (siehe Kap.(3.2.3)) ein hilfreiches Werk-
zeug, welches fu¨r viele Anwendungen adaptiert werden kann. Im Folgenden werden ver-
schiedene Anwendungen dargestellt, in denen jeweils eine unterschiedliche Erweiterung
des linearen instantanen ICA-Modells verwendet wird. Es werden Beispiele gezeigt, bei
denen entweder die Mischung zeitversetzt erfolgt, die Quellen nicht unabha¨ngig sind oder
starkes Rauschen die Signale u¨berlagert.
4.1 Elektrokardiogramm (EKG) einer schwangeren Frau
Die Trennung eines Elektrokardiogramms einer schwangeren Frau in die Herzschlagkom-
ponente der Mutter und des Fo¨tus stellt eine sehr interessante Anwendung fu¨r die ICA in
der Medizin dar. Dafu¨r wurde zuerst der lineare instantane MILCA-Algorithmus auf einen
in der Literatur viel diskutierten EKG-Datensatz [9, 45, 37, 40] angewendet, der im Netz
frei verfu¨gbar ist [17]. Dieser besteht aus der Ableitung von 8 Elektroden, die u¨ber den
Thorax und das Abdomen der Frau verteilt waren. Der in Abb.(4.1) dargestellte Datensatz
entha¨lt insgesamt 8 mal 2500 Messpunkte, die mit einer Abtastrate von 500 Hz aufgezeich-
net wurden1.
1Wir sind uns der Tatsache bewusst, dass der Herzschlag sehr hoch ist und die tatsa¨chliche Abtastrate
womo¨glich geringer ist als die in Ref. [17] angegebene. Aber die Richtigkeit der Daten wurde von den Auto-
ren besta¨tigt. Daru¨ber hinaus sind unsere Schlussfolgerungen unabha¨ngig von der tatsa¨chlichen Abtastrate.
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Abbildung 4.1: 8-Kanal EKG einer schwangeren Frau.
Die Ausgabe des MILCA-Algorithmus ist in Abb.(4.2) gezeigt, wobei k = 30 na¨chste
Nachbarn fu¨r die Abscha¨tzung der Mutual Information verwendet wurden. Fu¨r die Mini-
mumsuche im Raum der Drehungen wurde Iˆij(φ) mit 3 Fourierkomponenten angepasst.
Der Erfolg der Separation kann fu¨r diese Anwendung bereits visuell erkannt werden. Ganz
offensichtlich sind die ersten beiden Kana¨le durch den Herzschlag der Mutter bestimmt
und der Kanal 5 durch die des Fo¨tus. Die Kana¨le 3, 4 und 6 enthalten aber noch immer
Anteile von beiden und sind sta¨rker verrauscht. Die Kana¨le 7 und 8 sind demgegenu¨ber
u¨berwiegend von Rauschen mit unterschiedlichen Frequenzanteilen dominiert.
Bei einer genaueren Untersuchung der ICA-Komponenten erkennt man aber, dass die
Komponente des Fo¨tus noch einen Anteil vom EKG der Mutter entha¨lt. Dieser Verdacht
wird auch von der Zuverla¨ssigkeitsu¨berpru¨fung der Komponenten besta¨tigt. Die Ergebnis-
se des Modelltests, die paarweisen Abha¨ngigkeiten, sind in Abb.(4.3 links) gezeigt. Wir
sehen, dass die meisten MI in der Tat kleine Werte annehmen, ausgenommen der ersten
beiden Komponenten. Dies ist ein weiterer Hinweis, dass die Kana¨le 1 und 2 zu der selben
Quelle geho¨ren, na¨mlich dem Herzschlag der Mutter. Aber es ist auch zu erkennen, dass
die u¨brigen Komponenten nicht wirklich unabha¨ngig voneinander sind.
Um in einer automatisierten Weise zu entscheiden, welche Komponenten abha¨ngig sind
und welche nicht, d.h. ein- bzw. multidimensionale Komponenten in der ICA-Ausgabe zu
identifizieren, wenden wir den Clusteralgorithmus aus Kap.(2.7.2) auf die ICA-Komponen-
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Abbildung 4.2: MILCA-Ausgabe: Komponenten nach der Minimierung von I(X1 . . . X8)
fu¨r die EKG-Signale aus Abb.(4.1).
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Abbildung 4.3: Linkes Bild: Iˆ zwischen allen paarweisen Kombinationen des Signals aus
Abb.(4.2). Rechtes Bild: Quadratwurzel der Variabilita¨t σij von Iˆij(φ). In beiden Bildern ist
die Diagonale auf Null gesetzt.
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Abbildung 4.4: Dendrogramm fu¨r Abb.(4.2). Die Ho¨he der Cluster (ij) entspricht Iˆ(Xi,Xj)
(k=6).
ten an. Das so erhaltene Dendrogramm wird in Abb.(4.4) gezeigt. In der Abbildung sind
zwei Cluster zu erkennen: der Muttercluster, der die Kana¨le 1, 2, 3, 4 und 7 entha¨lt, und der
Fo¨tuscluster mit den Kana¨len 5 und 6. Dies entspricht dem Ergebnis aus dem Modelltest,
zeigt aber, dass auch hier noch keine ausgezeichnete Trennung der beiden Cluster erreicht
wurde, da das Dendrogramm keine ausgepra¨gte Abtrennung aufweist.
Der Vollsta¨ndigkeit halber ist in Abb.(4.3 rechts) das Ergebnis des Eindeutigkeitstest ge-
zeigt. Es ist ersichtlich, dass die Kana¨le 1, 2 und 5, die die deutlichste Pra¨senz eines Herz-
schlags zeigen, auch am zuverla¨ssigsten abgescha¨tzt werden ko¨nnen. Die restlichen Kana¨le
sind durch ihren starken Rauschanteil nicht mehr eindeutig voneinander trennbar.
Daher kann man schließen, dass die Separation noch nicht optimal ist und Vera¨nderungen
am verwendeten ICA-Modell durchgefu¨hrt werden sollten. Zuerst mu¨ssen wir uns aber klar
werden, in welche Richtung das Modell verbessern werden muss. Dazu hilft es sich vorzu-
stellen, dass nur eine Quelle aktiv wa¨re. Im Fall des EKGs, sa¨hen dann die verschiedenen
Elektroden typischerweise verschiedene Projektionen dieser Quelle und die Messsigna-
le xi(t) ko¨nnen deshalb als unterschiedliche dynamische Koordinaten aufgefasst werden.
Solche Koordinaten sind dann nicht unabha¨ngig voneinander, ko¨nnen aber auch nicht linear
abha¨ngig sein. Wir erwarten in diesem Fall also eine mehrdimensionale Komponente, wie
in Kap.(3.2.5) diskutiert. Wie schon von Takens [68] festgestellt, ko¨nnen die zeitverzo¨ger-
ten Varianten eines Kanals ebenfalls als unterschiedliche Koordinaten aufgefasst werden.
Somit stellte der ICA-Ansatz aus Gl.(3.40), der mit Verzo¨gerungsvektoren arbeitet, eine
Mo¨glichkeit dar, das EKG-Signal besser zu trennen, wenn gleichzeitig auch mehrdimen-
sionale Komponenten zugelassen werden.
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Abbildung 4.5: Oberes Bild: Kanal 1 und 2 des EKGs aus Abb.(4.1). Unteres Bild: MILCA-
Ausgabe fu¨r diese beiden Kana¨le.
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Abbildung 4.6: MILCA-Ausgabe fu¨r das eingebettete 2-Kanal-EKG-Signal aus Abb.(4.5
oben) mit Einbettungsdimension m = 3.
Wir nehmen zuerst einmal an, dass wir nur Zugang zu den ersten beiden Kana¨le aus
Abb.(4.1) ha¨tten. In beiden Kana¨len, die in Abb.(4.5 oben) gezeigt sind, ist der Herzschlag
des Fo¨tus gut zu erkennen und eine Separation in Mutter- und Fo¨tus-EKG sollte mo¨glich
sein. Bei genauem Hinsehen sieht man, dass beide Kana¨le von dem Herzschlag der Mutter
dominiert werden, aber dass die R-Zacken in beiden Kana¨len eine unterschiedliche Form
haben: In der oberen Spur sind sie hauptsa¨chlich positiv, wohingegen sie in der unteren
sowohl positiv wie auch negativ sind. Es ist daher klar, dass es keine instantane Mischung
der beiden Kana¨le geben kann, zu welcher der Herzschlag der Mutter nicht beitra¨gt. Eine
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Abbildung 4.7: MILCA-Ausgabe fu¨r das eingebettete 8-Kanal-EKG (k = 100,m = 3).
instantane lineare ICA muss daher fu¨r solch einen Fall versagen, wie es in Abb.(4.5 unten)
gezeigt ist.
Fu¨r den na¨chsten Versuch, das EKG zu trennen, verwenden wir jetzt den Ansatz aus
Gl.(3.40), wobei wir die Einbettungsdimension m = 3 und die kleinstmo¨gliche Verzo¨ge-
rungszeit τ = 1/500 s−1 wa¨hlen. Der einzige Unterschied in der Minimierung ist, dass wir
jetzt sechs Komponenten haben, die wie bisher sukzessive in den zweidimensionalen Un-
terra¨umen minimal abha¨ngig gemacht werden. Die Ergebnisse fu¨r die beiden EKG-Kana¨le
sind in Abb.(4.6) gezeigt. Die Separation ist deutlich verbessert worden. Obwohl wir noch
immer eine ICA-Komponente haben, die sowohl Beitra¨ge von der Mutter als auch vom
Fo¨tus entha¨lt (Komponente 4), ist der Komponente 6 praktisch ein reines Fo¨tus-EKG.
Schließlich wenden wir noch diese Methode auf alle verfu¨gbaren 8 EKG-Kana¨le an. Als
Einbettungsdimension wird wieder m = 3 gewa¨hlt. Die ICA-Ausgabe entha¨lt somit 24
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Abbildung 4.8: Dendrogramm fu¨r Abb.(4.7). Die Ho¨he jedes Clusters entspricht der MI
I(Xi,Xj) der Cluster ij (k=3).
Kana¨le, die in Abb.(4.7) gezeigt sind. Es ko¨nnen klar die Komponenten erkannt werden,
die durch den Herzschlag der Mutter, durch den des Fo¨tus und durch Rauschen dominiert
werden. Um eine objektivere Aussage zu erhalten, wenden wir wieder unsere Clusterme-
thode auf die ICA-Ausgabe an. Das in Abb.(4.8) dargestellte Dendrogramm zeigt zwei
ausgepra¨gte Cluster, die die Mutter- bzw. die Fo¨tuskana¨le enthalten. Es gibt auch etliche
kleine Cluster, die als Rauschen betrachtet werden ko¨nnen.
Fu¨r beliebige zwei Cluster X = X1 . . .Xp und Y = Y1 . . . Yq gilt immer I(X, Y ) ≥
I(X) + I(Y ). Dies garantiert, wenn die MI korrekt abgescha¨tzt wird, dass der Baum kor-
rekt wa¨chst, d.h. jeder Elternknoten u¨ber seinen zwei Tochterknoten angeordnet ist. Die
zwei kleinen Sto¨rungen (wenn die Cluster (1-14) und (15-18) sich verbinden und wenn
(21-22) sich mit 23 verbindet) resultieren aus einem kleinen Fehler in der Abscha¨tzung der
Abha¨ngigkeiten. Dies beeinflusst aber nicht unsere Schlussfolgerungen.
In Abb.(4.9) zeigen wir die Matrizen der paarweisen MI (links) und der paarweisen Varia-
bilita¨t unter Mischung (rechts). Wie zu erwarten zeigen sie eine viel ausgepra¨gtere Struktur
als die Matrizen in Abb.(4.3). In der Abha¨ngigkeitsmatrix kann nun eine klare Blockstruk-
tur erkannt werden, d.h. die Mutter- und die Fo¨tus-Komponenten sind jetzt in der Tat un-
abha¨ngig. Aus dem rechten Bild, dem Eindeutigkeitstest, kann ersehen werden, dass die
Mutterkana¨le (1-4) und die Fo¨tuskana¨le (7-8) stabile Scha¨tzungen darstellen. Die restli-
chen Kana¨le sind hauptsa¨chlich gaußverteiltes Rauschen, bis auf Kanal 23, der dem u¨ber-
lagerten Trend des originalen vierten EKG-Kanal entspricht.
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Abbildung 4.9: Linkes Bild: Iˆ zwischen allen paarweisen Kombinationen des Signals aus
Abb.(4.7). Rechtes Bild: Quadratwurzel der Variabilita¨t σij von Iˆij(φ). In beiden Bildern ist
die Diagonale auf Null gesetzt.
Das Endergebnis der BSS erha¨lt man dadurch, dass alle Komponenten, die nicht zum aus-
erwa¨hlten Cluster geho¨ren, gelo¨scht werden
sˆi(t)→ PC sˆi(t) ≡
{
sˆi(t) i ∈ Cluster C
0 sonst
(4.1)
und anschließend eine Ru¨cktransformation durchgefu¨hrt wird. An dieser Stelle steht man
vor dem Problem, dass das rekonstruierte Signal
xˆj,k(t;C) =W
−1
(j,k),iPC sˆi(t) , Wi,(j,k) = wkij (4.2)
im Allgemeinen kein Verzo¨gerungsvektor ist, d.h.
xˆj,k+1(t;C) 6= xˆj,k(t− τ ;C) . (4.3)
In Anbetracht dessen muss eine heuristische Entscheidung gefa¨llt werden, was als gerei-
nigtes Signal verwendet werden kann. Wir verwenden einfach den Mittelwert
xˆj(t;C) =
1
m
m∑
k=1
xˆj,k(t+ kτ ;C) . (4.4)
Wir zeigen hier nicht alle acht bereinigten Kana¨le des Mutter- bzw. Fo¨tus-Signals, da dies
nicht sehr informativ wa¨re. Die Ergebnisse sind na¨mlich zu sauber, um eine Beurteilung
auf dieser Skala durchzufu¨hren. Anstatt dessen zeigen wir in Abb.(4.10) einen Ausschnitt
von einem der originalen EKG-Kana¨le und die Beitra¨ge des Herzschlags der Mutter bzw.
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Abbildung 4.10: (a) Ausschnitt des originalen EKGs; (b,c) der Mutter- und Fo¨tus-Beitrag,
erhalten ohne Verzo¨gerungseinbettung; (d,e) beide Beitra¨ge bei Verwendung der Verzo¨ge-
rungseinbettung.
des Fo¨tus aus der Ru¨cktransformation des jeweiligen Clusters. Die Trennung ist nahezu
perfekt.
Das sehr gute Ergebnis fu¨r den untersuchten EKG-Datensatz [17] zeigt die Leistungsfa¨hig-
keit der ICA in realen Messdaten, obgleich wir eingestehen mu¨ssen, dass das Signal-
Rausch-Verha¨ltnis in diesem Fall sehr vorteilhaft ist. Die Gewinnungen eines reinen Fo¨tus-
EKGs ist von klinischer Relevanz, wird aber aufgrund der erheblichen Schwierigkeiten bei
der Extraktion bis jetzt noch nicht praktiziert. Daher wa¨re es interessant zu sehen, wie
MILCA bei ungu¨nstigeren Signal-Rausch-Verha¨ltnissen arbeitet. In diesem Zusammen-
hang seien noch die Arbeiten [58, 55] erwa¨hnt, in denen versucht wurde, das Fo¨tus-EKG
sogar aus univariaten Signalen mit Hilfe lokaler nichtlinearer Methoden zu gewinnen. Es
wa¨re interessant, unsere Methode mit einer Erweiterung der Methode aus [58, 55] auf mul-
tivariaten EKG-Signalen zu vergleichen.
4.2 Infrarotspektren organischer Moleku¨le
Eine der Anwendungen, bei denen man einen starken Hinweis auf die Art der Mischung be-
sitzt, ist sicherlich die Spektroskopie. Wir betrachten hier Absorptionsspektren im Infrarot.
Das Lambert-Beersche Gesetz besagt, dass sich die gemessene Absorption linear zu den
Konzentrationen der untersuchten Stoffe verha¨lt. Somit kann davon ausgegangen werden,
dass z.B. ein aufgezeichnetes Infrarotspektrum xi(f) einer chemischen Mischung, sich aus
einer linearen Mischung der Spektren si(f) der reinen Substanzen zusammensetzt:
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Abbildung 4.11: Abha¨ngigkeiten zwischen 3-Komponenten-Spektren (10000 Realisatio-
nen): (a) MI der zweiten Ableitung der originalen Quellsignale S′′ gegen die MI der origi-
nalen Quellsignale S; (c) MILCA wurde auf die ungefilterten Signale angewandt: MI der
originalen Quellsignale S gegen die MI der gescha¨tzten Quellsignale Y(0);(b,d) MILCA
wurde auf die gefilterten Signale angewandt: (b) MI der zweiten Ableitung der originalen
Quellsignale S′′ gegen die MI der gefilterten gescha¨tzten Quellsignale Y′′, (d) MI der ori-
ginalen Quellsignale S gegen die MI der gescha¨tzten Quellsignale Y;
xi(f) =
∑
j
ajsj(f) . (4.5)
Dieser Umstand vereinfacht die Anwendung und im weiteren beschra¨nken wir uns auf ein
instantanes lineares ICA-Modell, um einerseits die unbekannte Konzentrationsmatrix und
anderseits die unbekannten Spektren der Reinsubstanzen aus den Spektren einer Mischung
organischer Moleku¨le zu bestimmen.
Um eine BSS zu erzielen, mu¨ssen aber auch andere Voraussetzungen in den Messdaten
erfu¨llt werden. So darf fu¨r maximal eines der Quellsignale, in diesem Fall sind das die
Spektren der Reinsubstanzen, die Werte einer Gaußverteiltung2 folgen. Fu¨r den Fall der
IR-Spektroskopie ist diese Voraussetzung gewissermaßen immer erfu¨llt, da die Spektren
aufgrund ihrer ausgepra¨gten Supergaußianita¨t meist sehr große Kurtosiswerte aufweisen.
2ohne Korrelationen zwischen den Frequenzen.
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Die letzte noch zu erfu¨llende Anforderung an die Messdaten ist die Unabha¨ngigkeit der
Quellsignale. Leider treten fu¨r IR-Spektren hier aber oft grobe Verletzungen auf. Die Er-
kla¨rung liegt darin, dass funktionelle Gruppen in einer Substanz, z.B. Hydroxidgruppe,
Aminogruppe, Aldehydgruppe usw., immer einen Beitrag zu einem bestimmten Frequenz-
band liefern. Somit sind die Spektren zweier unterschiedlicher Moleku¨le, die dieselbe (oder
auch nur eine a¨hnliche) funktionelle Gruppe enthalten, abha¨ngig. Eine Mo¨glichkeit, die
Quellsignale unabha¨ngiger zu machen, besteht darin, die Signale Hochpass zu filtern (sie-
he Kap.(3.2.6.2)), da somit ein sta¨rkeres Gewicht auf die Feinheiten im Spektrum gelegt
werden kann. Diese Feinheiten sind charakteristisch fu¨r die betreffende Substanz, weil
diese die Information u¨ber die chemischen Verbindungen zu den na¨chsten Nachbarn der
funktionellen Gruppe enthalten.
Um die generelle Gu¨ltigkeit der Verbesserung der Unabha¨ngigkeit durch Hochpassfilterung
zu zeigen, wird die MI zwischen einer großen Zahl an IR-Spektren berechnet. Hierfu¨r wer-
den 99 IR-Spektren organischer Moleku¨le aus der NIST-Datenbank [63] ausgewa¨hlt, die
im Frequenzbereich 550-3830 cm−1 (je 822 Datenpunkte) aufgenommen wurden. Daraus
wurden 10000mal jeweils drei Spektren ausgewa¨hlt und dann ihre Abha¨ngigkeit vor und
nach der Filterung bestimmt. Als Hochpassfilter wird hier die zweite Ableitung verwendet,
da sie sich bereits fu¨r andere BSS-Algorithmen [41, 77, 78, 22] bewa¨hrt hat. In Abb.(4.11a)
ist zu sehen, dass die Abha¨ngigkeiten zwischen den gefilterten Quellsignalen s′′ deutlich
erniedrigt wurden. Zwar ist die MI noch immer fu¨r die meisten Tripel nicht vertretbar mit
Null, aber es ist mit einer signifikanten Leistungssteigerung fu¨r die Separation zu rechnen.
Zuerst wollen wir uns aber ansehen, was mit den ICA-Komponenten passiert, wenn die
Quellen abha¨ngig sind. Dafu¨r mischen wir die zwei Spektren von o-Xylol und p-Xylol, die
eine sehr a¨hnliche molekulare Struktur und somit stark u¨berlappende Spektren aufweisen.
Die Punktwolke in Abb.(4.12a) zeigt, dass der Prewhitening-Schritt aus den anfa¨nglich
streng positiven Signalen zu unkorrelierten Vektoren fu¨hrt, die durch eine reine Rotation
nicht mehr vollkommen positiv gemacht werden ko¨nnen. Somit ist es unmo¨glich, dass die
fehlende Rotation, die durch einen beliebigen ICA-Algorithmus bestimmt wird, die exak-
ten Spektren der Reinsubstanzen liefert. Das Ergebnis von MILCA ist in Abb.(4.12b,d) zu
sehen. Eine der beiden Komponenten ist zwar sehr gut rekonstruiert worden, die andere
aber zeigt wie erwartet grobe Abweichungen vom originalen Quellsignal. Wenn nun aber
die Mischung der Spektren vor der Anwendung der ICA gefiltert werden und dann die
Inverse der gefundenen Konzentrationsmatrix auf das Mischsignal angewandt wird, erha¨lt
man die in Abb.(4.12c,e) gezeigten Scha¨tzungen fu¨r die Reinsubstanzen. Diese sind na-
hezu perfekt und beweisen, dass in manchen Fa¨llen eine BSS auch mo¨glich ist, wenn die
originalen Quellen abha¨ngig sind.
Um die Verbesserung in der Trennung durch die Filterung zu untermauern, verwenden wir
wieder 99 Spektren aus der NIST-Datenbank und mischen 10000mal jeweils drei Spektren
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Abbildung 4.12: Mischung von o-Xylol und p-Xylol: (a) gewhitetes Signal; (b) MILCA-
Ausgabe; (c) MILCA-Ausgabe, wobei die ICA im gefilterten Raum durchgefu¨hrt wurde;
(d) die gestrichelte Linie entspricht den Punkten aus (b), die durchgezogene Linie den
tatsa¨chlichen Quellsignalen; (e) wie (d), nur jetzt sind die Ergebnisse aus Bild (c) gezeigt.
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mit einer zufa¨llig verteilten Matrix. In Abb.(4.13) ist der Amari-Leistungsindex sowohl
fu¨r MILCA im originalen Raum (diese ICA-Komponenten werden wir mitY bezeichnen),
als auch fu¨r den gefilterten Raum (diese ICA-Komponenten werden wir mit Y′′ bezeich-
nen) gegen die MI der Quellsignale aufgetragen. Wie zu erwarten wird die Trennung mit
steigender Abha¨ngigkeit der Quellsignale erschwert. Dieser Effekt ist aber fu¨r die unbehan-
delten Signale (Abb.(4.13a)) viel sta¨rker ausgepra¨gt, als fu¨r die gefilterten (Abb.(4.13b)).
In den Abb.(4.13c,d) ist ersichtlich, um wie viel sich die Separation verbessert hat, der
Mittelwert des Leistungsindex konnte von 0.3 auf weniger als 0.1 verringert werden.
Auch die Positivita¨t der ICA-Komponenten kann als Leistungsmerkmal herangezogen wer-
den, da ein IR-Spektrum im Allgemeinen immer positiv ist3. Als ein Maß fu¨r die Positivita¨t
von K Spektren xi verwenden wir
pi(x1, ..., xK) =
1
K
K∑
i=1
∑
j:xij>0
xij∑N
j=1 |xij |
. (4.6)
Wenn alle Spektren streng positiv sind, ergibt der Index pi(x1, ..., xK) = 1, in allen an-
deren Fa¨llen ist er kleiner als 1. In den Abb.(4.13e,f) ist der Positivita¨tsindex gegen den
Amari-Leistungsindex aufgetragen. Das linke Bild, bei dem MILCA auf die unvera¨nder-
ten Spektren angewandt wurde, entha¨lt eine Vielzahl von ICA-Komponenten, die markante
negative Bereiche aufweisen. Außerdem zeigt die Punktwolke eine starke Korrelation zwi-
schen beiden Indices, was ein Hinweis darauf ist, dass die Einbeziehung der Positivita¨t in
die Kontrastfunktion der ICA eine Leistungssteigerung verspricht. Anders sieht es im rech-
ten Bild aus, bei dem MILCA auf die gefilterten Spektren angewandt wurde. Hier ist fu¨r
die Mehrheit der Punkte nur eine minimale Abweichung von einer strikten Positivita¨t der
ICA-Komponenten zu sehen und es ist keinerlei Korrelation zwischen den beiden Indices
zu erkennen. Dies bedeutet, dass nur geringe Aussichten auf eine Steigerung der Trennlei-
stung durch eine Einbindung der Positivita¨t in die Kontrastfunktion der ICA bestehen.
Um die Unterschiede in den Abha¨ngigkeiten der ICA-Komponenten zu zeigen, werden fu¨r
die 10000 Realisationen die MI der tatsa¨chlichen Quellsignale S bzw. S ′′ gegen die MI der
gescha¨tzten Quellsignale Y bzw. Y ′′ in Abb.(4.11b,c,d) aufgetragen. Wie zu erwarten war,
ist die Punktwolke fu¨r die im gefilterten Raum durchgefu¨hrte ICA na¨her um die Diagonale
verteilt als fu¨r die ungefilterten Spektren. Zusammenfassend la¨sst sich somit sagen, dass ei-
ne Hochpassfilterung, im untersuchten Fall die zweite Ableitung, die Abha¨ngigkeiten von
IR-Spektren erheblich reduzieren kann, was zu einer signifikanten Leistungssteigerung der
BSS von chemischen Mischungen fu¨hrt.
3In den Messdaten kann es aufgrund von messtechnischen Grundlinienkorrekturen manchmal vorkom-
men, dass sehr kleine negative Werte im Spektrum enthalten sind.
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Abbildung 4.13: Leistungsvergleich der MILCA durchgefu¨hrt im originalen Raum (linke
Spalte) mit der MILCA im gefilterten Raum (rechte Spalte): (a,b) MI der Quellsignale ge-
gen den Amari-Leistungsindex; (c,d) Histogramm des Leistungsindex; (e,f) Positivita¨tsin-
dex gegen Leistungsindex.
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4.2. INFRAROTSPEKTREN ORGANISCHER MOLEK ¨ULE
OPA-ALS IPCA SIMPLISMA SIMPLISMA-ALS BTEM MILCA
toluene 0.996 0.968 0.971 0.973 0.954 0.987
n-hexane 0.523 0.994 0.994 0.995 0.992 0.990
acetone 0.639 0.873 0.866 0.899 0.886 0.933
aldehyde 0.579 0.937 0.943 0.953 0.899 0.901
33DMB 0.555 0.584 0.576 0.963 0.983 0.964
DCM 0.502 0.971 0.969 0.967 0.904 0.909
Tabelle 4.1: Vergleich der Separationsgu¨te von verschiedenen BSS-Algorithmen fu¨r expe-
rimentell gemessene IR-Spektren einer 6-Komponenten-Mischung. Als Leistungsindex ist
das normierte Skalarprodukt i dargestellt. Die Werte der ersten 5 Spalten sind aus Ref.
[77] genommen.
Die Analyse von IR-Spektren chemischer Mischungen hat bereits eine lange Tradition und
es sind eine Vielzahl an Algorithmen u¨ber die Jahre entwickelt worden, die versuchen, die
Spektren der Reinsubstanzen zuru¨ckzugewinnen. Diese Algorithmen sind mit der Zeit sehr
ausgeklu¨gelt worden und so wird meistens u¨ber verschiedene Verfahren eine Frequenz-
bandselektion vorgenommen, um die ¨Uberlappungen in den Spektren zu minimieren. Au-
ßerdem entha¨lt die Kontrastfunktion meistens viele verschiedene Terme, wie die Entropie,
Positivita¨t und andere Gro¨ßen, die optimiert werden.
Wir wollen hier die Trennleistung von bekannten effizienten Algorithmen mit der von MIL-
CA vergleichen [5]. Dazu verwenden wir vierzehn experimentelle gemessene IR-Spektren
[77], die aus sechs Reinsubstanzen (Toluol, n-Hexan, Aceton, 3-Phenylpropanolaldehyd
(Aldehyd), 3,3-Dimethylbut-1-en (33DMB) und Dichlormethan (DCM)) zusammen ge-
mischt wurden. Der Frequenzbereich erstreckt sich dabei von 950 bis 3200 cm−1, wo-
bei jedes Spektrum aus 5626 Datenpunkten besteht. Um das Hintergrundrauschen zu un-
terdru¨cken, wendeten wir einen Savitzky-Golay-Filter [57] mit 81 Punkten Fensterla¨nge
und einem Polynom siebenter Ordnung auf die Messdaten an. Das Ergebnis des MILCA-
Algorithmus ist zusammen mit den Spektren der Reinsubstanzen in Abb.(4.14) zu sehen.
Alle Spektren wurden relativ rein rekonstruiert und es sind nur geringe Unterschiede zwi-
schen den originalen Quellsignalen und ihren Scha¨tzungen zu erkennen. Das Ergebnis
von MILCA wird in Tab.(4.1) mit denen von SIMPLISMA [78], SIMPLISMA-ALS [71],
BTEM [77, 22], IPCA [8] und OPA [56] verglichen. Um konsistent zu sein, verwenden wir
ebenfalls den in Ref. [77] benutzten Leistungsindex, das normierte Skalarprodukt
i(y, s) =
(y · s)
|y||s| (4.7)
zwischen dem Spektrum der Reinsubstanz s und dem gescha¨tzten Spektrum y. Aus der Ta-
belle ist ersichtlich, dass SIMPLISMA-ALS am effizientesten fu¨r diesen Datensatz arbei-
ten, dicht gefolgt von MILCA und BTEM. Dies ist ein durchaus motivierendes Ergebnis,
da bis jetzt nur die einfachste Version des MILCA-Algorithmus verwendet wurde. Dies
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Abbildung 4.14: Gescha¨tzte Spektren von MILCA (durchgezogene Linie) und Spektren
der Reinsubstanzen (gestrichelte Linie) [77]; (a) Toluol; (b) n-Hexan; (c) Aceton; (d) Alde-
hyd; (e) 33DMB; (f) DCM.
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steht im Gegensatz zu anderen Algorithmen, bei denen eine Vielzahl weiterer Tricks und
eine Reihe von weiteren Beitra¨gen zur Kostenfunktion benutzt wurden. Mo¨glichkeiten die
Leistung unseres Algorithmus weiter zu steigern, sind z.B. die Einbeziehung der Positi-
vita¨t oder die Nutzung der Korreliertheit der Nachbarfrequenzen (siehe Kap.(3.2.3.4) in
die Kontrastfunktion. Außerdem sollte u¨berpru¨ft werden, ob eine Frequenzbandselektion,
wie sie in den meisten Algorithmen erfolgt, ebenfalls zu einer Steigerung der Gu¨te der Se-
paration fu¨hrt.
4.3 Synchronisation oder Superposition?
In vielen Bereichen der Wissenschaft wird versucht, immer komplexere Systeme zu un-
tersuchen. An der Front der Forschung steht hier sicherlich das menschliche Gehirn. Es
gibt eine Vielzahl von Problemen, die das Versta¨ndnis eines solch komplexen Netzwerks
erschweren. Um diese Probleme zu umgehen, ist es oft notwendig, das gesamte System
konzeptionell in Teilsysteme zu zerlegen, die dann aber sicherlich nicht unabha¨ngig von-
einander sind. Eine Methode, um Zusammenha¨nge zwischen diesen Teilen darzustellen,
ist die Synchronisationsanalyse [51]. Dabei werden Maße wie z.B. die Phasenkoha¨renz
[51, 47, 35, 38] dazu benutzt, Verbindungen in diesen Netzwerken zu erkennen. Ein großes
Problem ist dabei, dass die Messdaten meist ¨Uberlagerungen verschiedener Quellsignale
enthalten und somit eine Synchronisation vorgeta¨uscht wird, obwohl zwischen den Quellen
gar keine Verbindung bestehen muss. In dem Fall kann die ICA helfen, um diesen syste-
matischen Fehler der Synchronistionsmaße zu beheben.
Die erzielte Verbesserung der Synchronisationsanalyse wird exemplarisch an einem Sy-
stem von zwei Ro¨ssler-Oszillatoren4 gezeigt, da diese als ein Modell fu¨r viele biomedizi-
nische Anwendungen dienen [70, 51]. Im Folgenden werden wir untersuchen, wie sich die
Synchronisationsmaße in den beiden folgenden Fa¨llen verhalten:
• Beide Oszillatoren sind unabha¨ngig voneinander und ihre Signale werden mit vari-
ierender Sta¨rke gemischt. (Dynamik A)
• Die Signale der Oszillatoren sind dynamisch gekoppelt. Der Kontrollparameter ist
die Kopplungssta¨rke. (Dynamik B)
4Es wird hier auf eine genaue Beschreibung des Ro¨ssler-Modells verzichtet. Interessierte finden eine
ausfu¨hrliche Beschreibung z.B. in Ref. [32, 51]
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Im Detail sieht das so aus, dass zuerst aus den Differentialgleichungen der Ro¨ssler-Systeme
v˙1 = −0.985 v2 − v3 + ε (w1 − v1)
v˙2 = 0.985 v1 + 0.15 v2
v˙3 = 0.2 + v3 (v1 − 10)
w˙1 = −1.015 w2 − w3 + ε (v1 − w1)
w˙2 = 1.015 w1 + 0.15 w2
w˙3 = 0.2 + w3 (w1 − 10).
(4.8)
die Zeitreihen erzeugt werden (dt = 0.1). Fu¨r die Dynamik B wird der Kopplungsparame-
ter ε von ε = 0 (keine Kopplung) bis ε = 0.36 mit einer Schrittgro¨ße von 0.01 vera¨ndert.
In der spa¨teren Analyse wird dann die Synchronisation zwischen x1 = v1 und x2 = w1
berechnet. Fu¨r Dynamik A ist ε = 0 und die beiden Quellsignale v1 und w1 werden durch
x1 = (1− q)v1 + qw1
x2 = qv1 + (1− q)w1 (4.9)
gemischt, wobei der Mischparameter q von q = 0 (keine Mischung) bis q = 0.45 mit einer
Schrittgro¨ße von 0.05 gea¨ndert wird. Somit erha¨lt man fu¨r die Dynamik A 10 und fu¨r die
Dynamik B insgesamt 37 Zeitreihenpaare (x1, x2).
Im na¨chsten Schritt wird die Synchronisation zwischen den Zeitreihenpaaren sowohl vor
als auch nach der Anwendung von MILCA berechnet. Als Synchronisationsmaße werden
dabei die lineare Korrelation (Gl.(3.7)), die Phasenkoha¨renz (Gl.(2.27)) und die Mutual
Information (Gl.(2.19)) verwendet. Die Ergebnisse fu¨r die Dynamik A sind in Abb.(4.15)
zu sehen. Die Werte aller Maße erho¨hen sich mit steigender Sta¨rke der Mischung, obwohl
die beiden Ro¨ssler-Systeme unabha¨ngig sind (linkes Bild). Es ist somit mit diesen Maßen
unmo¨glich zwischen einer echten Synchronisation und einer ¨Uberlagerung zu unterschei-
den. Mit Verwendung der ICA als Vorverarbeitungsschritt (rechtes Bild) gelingt es aber,
diesen systematischen Fehler praktisch zu eliminieren, da wie gewu¨nscht alle Maße u¨ber
den gesamten Wertebereich von q anna¨hernd null sind.
Es bleibt noch zu beweisen, dass bei der Analyse von gekoppelten Systemen die ICA
nicht die tatsa¨chliche vorhandene Synchronisation zersto¨rt. In Abb.(4.16) ist zu sehen,
dass diese Bedingung erfu¨llt ist. Im linken Bild, in dem die Werte der Maße gegen die
Kopplungssta¨rke ε aufgetragen sind, dient gewissermaßen als Sollvorlage. Wenn jetzt die
ICA als Vorverarbeitungsschritt verwendet wird, bleiben die Werte der Phasenkoha¨renz
nahezu unvera¨ndert. Die Werte der MI verringern sich gerade um den linearen Anteil der
Abha¨ngigkeiten, da dieser durch die ICA auf null gesetzt wird (siehe lineare Korrelation in
Abb.(4.16 rechts)). Daher empfiehlt es sich, als neues Maß nur den nichtlinearen Anteil der
MI, Iˆ(φ) + 1
2
ln(1 − Cij(φ)2), zu verwenden. Dieser bleibt dann wie die Phasenkoha¨renz
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Abbildung 4.15: Werte der linearen Korrelation, Phasenkoha¨renz und Mutual Infor-
mation gegen den Parameter q der Mischung (Dynamik A). Linkes Bild: ohne ICA-
Vorverarbeitung; Rechtes Bild: mit ICA-Vorverarbeitung.
unvera¨ndert. Es zeigt sich somit, dass die ICA als Vorverarbeitungsschritt in der Synchro-
nisationsanalyse ein sehr hilfreiches Werkzeug, ist und manche Anwendungen u¨berhaupt
erst ermo¨glicht.
Die gezeigten Ergebnisse gelten fu¨r Modelldaten, d.h. genaues Wissen u¨ber die Art der
Mischung, kein Messrauschen und eine kontrollierte Anzahl von Quellen. Es muss noch
gezeigt werden, wie sich die Synchronisationsmaße unter realistischeren Bedingungen ver-
halten, um die tatsa¨chliche Leistungsgewinnung zu beurteilen. Vor allem ist zu erwarten,
dass Probleme bei stark gekoppelten Systemen auftreten werden, weil es Mischungen der
Messsignale geben wird, die unabha¨ngiger sind als die urspru¨nglichen Quellsignale. Dies
wu¨rde dann zu erniedrigten Wert fu¨r die Synchronisation fu¨hren.
Bis jetzt werden in der Synchronisationsanalyse so genannte ”Surrogate” verwendet, die
es erlauben, auf gewisse Null-Hypothesen zu testen. Es ist aber bekannt, dass diese nicht
zwischen Daten von gemischten unabha¨ngigen Signalen und nichtlinear gekoppelten Sy-
stemen unterscheiden ko¨nnen (siehe z.B. Ref. [3]). Somit ist die ICA eine der vielverspre-
chendsten Methoden, um solche Probleme der Synchronisationsanalyse in realen Messda-
ten zu lo¨sen.
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Abbildung 4.16: Werte der linearen Korrelation, Phasenkoha¨renz und Mutual Information
gegen den Kopplungsparameter q (Dynamik B). Linkes Bild: ohne ICA-Vorverarbeitung;
Rechtes Bild: mit ICA-Vorverarbeitung.
4.4 Schlafphasenklassifikation anhand des EEG
In der klassischen Schlafphasenklassifikation [54] werden die einzelnen Messkana¨le auf
bestimmte Frequenzanteile und Muster hin untersucht. Dabei wird jeder Kanal als ei-
gensta¨ndig betrachtet und fu¨r die Zuordnung eines Zeitintervalls (meist erfolgt eine Un-
terteilung der Signale in 30 Sekundenintervalle) zu einer Schlafphase wird dann die Infor-
mation aus allen Kana¨len zusammengefu¨hrt. Wir wollen hier einen anderen Weg gehen.
Die Idee ist dabei, nicht nach charakteristischen Merkmalen in den einzelnen Kana¨len zu
suchen, sondern vielmehr die Verteilung der Quellsignale u¨ber alle Kana¨le fu¨r die Klassi-
fikation zu verwenden [67, 66]. Dazu mu¨sste nur die ICA auf die einzelnen Zeitfenster an-
gewandt werden und die erhaltenen Mischmatrizen miteinander verglichen werden. Wenn
jetzt der Patient zu unterschiedlichen Zeiten in die selbe Schlafphase eintritt, mu¨sste sich
dies in einer ¨Ahnlichkeit der Matrizen zeigen.
Die im Rahmen dieser Arbeit untersuchten EEG-Daten5 sind von der Klinik fu¨r Epilep-
tologie der Universita¨t Bonn zur Verfu¨gung gestellt worden. Sie wurden mit Hilfe zweier
intrahippokampalen Tiefenelektroden [30, 2, 38, 35, 4] (die in der rechten bzw. linken
Gehirnhemispha¨re platziert waren) mit je 10 Kontakten und einer Abtastrate von 390 Hz
aufgezeichnet. Die Auflo¨sung der Analog-Digital-Wandler betrug dabei 12 Bit und zusa¨tz-
lich erfolgte noch eine Bandpassfilterung (0,05-85 Hz). Zusa¨tzlich wurden simultan noch
5Die Hauptziele der EEG-Analyse an der Universita¨t Bonn ist die Verbesserung der Lokalisation des
epileptischen Fokus und eine mo¨gliche Anfallsvorhersage.
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Abbildung 4.17: Zwei unterschiedliche Schlafphasenklassifikationen; Oberes Bild: ¨Ahn-
lichkeitsindex der Korrelationsmatrizen des Tiefen-EEGs (Segmentla¨nge: 41 Sekunden);
Unteres Bild: klassische Klassifikation aus dem Oberfla¨chen-EEG nach Ref. [54] (Seg-
mentla¨nge: 30 Sekunden)
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Abbildung 4.18: Wie Abb.(4.17) jedoch fu¨r einen anderen Datensatz.
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Signale an 5 Oberfla¨chenelektroden [80], 2 Elektroden an den Augen (Elektrooculographie
(EOG)) und 3 Elektroden am Kinn (Elektromyographie (EMG)) aufgezeichnet, mit deren
Hilfe eine klassische Schlafphasenklassifikation erfolgte. Diese dient aber ausschließlich
Vergleichszwecken, und fu¨r die spa¨tere Analyse wurden nur die Signale der Tiefenelektro-
den verwendet.
Mit dem Ziel, eine ICA-basierte Schlafphasenklassifikation durchzufu¨hren, werden von
einer gewa¨hlten Hirnseite die 10 Messsignale xi in Segmente mit jeweils 16000 Daten-
punkten zerlegt, was einer zeitlichen La¨nge von etwa 41 Sekunden entspricht. Im na¨chsten
Schritt wird eine instantane lineare ICA, in unserem Fall der MILCA-Algorithmus, auf die
Segmente angewandt und die Zuverla¨ssigkeit der einzelnen ICA-Komponenten u¨berpru¨ft.
Die Komponenten zeigen in dem Modell- und Eindeutigkeits-Test ein sehr a¨hnliches Ver-
halten wie die des EKGs der schwangeren Frau (Kap.(4.1)). Wiederum sehen die verschie-
denen Elektroden verschiedene Projektionen der Quellen und es werden somit abha¨ngige
Komponenten gefunden. Daru¨ber hinaus ko¨nnen viele der Komponenten nicht eindeutig
abgescha¨tzt werden, da sie anna¨hernd gaußverteilt sind. Somit macht es keinen Sinn, die in
der ICA gewonnenen MatrizenW miteinander zu vergleichen, da ein Maß fu¨r ihre ¨Ahnlich-
keit nur einen aussagekra¨ftigen Wert liefert, wenn alle Komponenten zuverla¨ssig gescha¨tzt
werden ko¨nnen.
Als Alternative zur ICA bietet sich aber an, nur eine Hauptachsentransformation mit einer
anschließenden Skalierung (Whitening) der Signale durchzufu¨hren, weil durch sie ein mul-
tivariates Signal in unkorrelierte, nach ihrer Varianz geordnet, Komponenten zerlegt wer-
den kann. Diese Ordnung wird in allen Segmenten eingefu¨hrt und somit ist ein Vergleich
ihrer Korrelationsmatrizen sinnvoll. Als Maß fu¨r die ¨Ahnlichkeit der Matrizen eignet sich
wiederum der Amari-Leistungsindex. Obwohl wir jetzt keine ICA durchfu¨hren und keine
Chance haben, die eigentlichen Quellsignale zu erhalten, entspricht eine ¨Ahnlichkeit in den
Matrizen mit einer hohen Wahrscheinlichkeit6 auch a¨hnlichen Quellverteilungen.
In Abb.(4.17) ist ein beispielhaftes Ergebnis fu¨r einen Datensatz gezeigt. Die ¨Ahnlichkeit
zwischen den Segmenten unterschiedlicher Zeiten ist farblich kodiert, wobei dunkelblau
fu¨r identische Matrizen steht und dunkelrot den gro¨ßten gefunden Wert darstellt. Im un-
teren Teil des Bildes ist zum Vergleich das aus den Oberfla¨chenelektroden gewonnene
Somnogramm gezeigt (beide Klassifikationen sind vollkommenen unabha¨ngig voneinan-
der durchgefu¨hrt worden). Um das komplexe Bild zu verstehen, ist es am einfachsten, sich
zuerst auf einen schmalen horizontalen Streifen zu konzentrieren. Das Auftreten verein-
zelter blauer Blo¨cke ist ein Zeichen dafu¨r, dass die Quellenverteilung u¨ber einen la¨ngeren
6Es gibt die Mo¨glichkeit, dass zwei a¨hnliche Korrelationsmatrizen vollkommen unterschiedliche Quell-
verteilungen aufweisen. Aber in Anbetracht der Konstanz der Matrix u¨ber einen la¨ngeren Zeitraum ist es
sehr unwahrscheinlich, dass sich die Quellverteilung gerade so vera¨ndert hat, dass die Korrelationsmatrix
konstant bleibt.
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Zeitraum konstant bleibt. Das wiederholte Auftreten eines blauen Blocks in einem Streifen
ist ein Hinweis darauf, dass die gleiche Quellenverteilung mehrere Male wa¨hrend der Nacht
auftritt. Wenn wir jetzt die Anfangs- und Endzeiten dieser Blo¨cke mit dem Somnogramm
vergleichen, stellen wir fest, dass diese in etwa mit den Anfangs- und Endzeiten der ein-
zelnen Schlafphasen u¨bereinstimmen. Somit ist es mo¨glich, den einzelnen blauen Blo¨cken
entsprechende Schlafstadien zu zuordnen. In Abb.(4.18) ist noch eine Klassifikation fu¨r
eine andere Nacht mit sta¨rker ausgepra¨gten Tiefschlafphasen gezeigt. Die sehr gute ¨Uber-
einstimmung der zwei Klassifikationen zeigt, dass allein aus der Analyse der Korrelationen
der Messsignale eine Unterscheidung der Schlafstadien ermo¨glicht wird. Um eine Aussage
u¨ber die Trenngu¨te der Klassifikation zu machen, muss jedoch erst die Zuverla¨ssigkeit an
einer gro¨ßeren Anzahl von Datensa¨tzen u¨berpru¨ft werden.
Die vorgestellte Methode verzichtet vollkommen auf die Analyse der Kurvenform der ein-
zelnen Kana¨le und ist somit unabha¨ngig von der Referenzschaltung (z.B. bipolar, Laplace
oder gemeinsame Ableitung) der Kana¨le. Außerdem werden gegenu¨ber der klassischen
Schlafphasenklassifikation weder EOG noch EMG-Signale beno¨tigt. Es konnte somit ge-
zeigt werden, dass multivariate Techniken ebenso eine Klassifikation der Schlafphasen zu-
lassen wie die bisher verwendeten univariaten Techniken. Als ein Vorteil gegenu¨ber letz-
terer ist die konzeptionelle Einfachheit der neuen Methode zu sehen, die es erleichtern
sollte, Unterschiede zwischen verschiedenen Datensa¨tzen besser zu erkennen. Außerdem
erha¨lt man mehr bzw. zusa¨tzliche Information u¨ber die Schlafphasen, da die Beziehung
zwischen ihnen ebenfalls im ¨Ahnlichkeitsbild zu erkennen sind. Es bieten sich somit eine
Reihe von Mo¨glichkeiten, weiterfu¨hrende klinische Untersuchungen mit dieser Methode
durchzufu¨hren.
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Zusammenfassung und Ausblick
Das Hauptaugenmerk dieser Dissertation lag auf der Zerlegung von multivariaten Signalen
in mo¨glichst unabha¨ngige Komponenten. Um das zu erreichen, wurde ein Maß beno¨tigt,
welches so exakt wie mo¨glich die Abha¨ngigkeiten zwischen den Signalen bestimmt. Da
die Genauigkeit bisheriger Algorithmen als nicht ausreichend betrachtet wurde, stellte die
Entwicklung eines exakten Scha¨tzers [37] fu¨r die wechselseitige Abha¨ngigkeit (Mutual
Information) den Ausgangspunkt der Arbeit dar. Fu¨r eine Vielzahl von Verteilungen, wur-
de dann in numerischen Tests bewiesen, dass der neue Scha¨tzer im Vergleich zu anderen
Scha¨tzern minimalen systematischen und statistischen Fehler besitzt. Daru¨ber hinaus wur-
de eine auf der MI basierende neuartige Clustermethode [36] entwickelt, die es erlaubt
auch die Absta¨nde zwischen ho¨herdimensionalen Objekten zu messen und somit auf eine
Mittelung u¨ber die Eigenschaften der einzelnen Objekte verzichtet.
Fu¨r die Zerlegung von Signalen in mo¨glichst unabha¨ngige Komponenten (Independent
Component Analyse (ICA)) zeigte sich, dass der neue MI-Scha¨tzer es ermo¨glicht, einen
ICA-Algorithmus (MILCA) [65] zu formulieren, der hinsichtlich Genauigkeit bisherige
Algorithmen u¨bertrifft. Dieser Zugewinn an Pra¨zession muss jedoch mit einem numeri-
schen Mehraufwand erkauft werden, welcher aber fu¨r die meisten Anwendungen vertret-
bar ist. Ein Vorteil der Verwendung eines exakten Abha¨ngigkeitsmaßes ist, dass damit die
ICA zur LCA (Least dependent Component Analyse) erweitert werden kann, da na¨mlich
nicht in allen Anwendungen die Unabha¨ngigkeit der Quellsignale erfu¨llt ist (Kap.(4.2)).
Desweiteren wurde eine MILCA-Variante vorgestellt, die mit Hilfe von Verzo¨gerungsvek-
toren nicht nur die Abha¨ngigkeiten zwischen instantanen Messpunkten minimiert, sondern
auch von zeitlich versetzten, was von Vorteil ist, wenn die Signale hauptsa¨chlich zeitli-
che Information tragen. Eine weitere Variante des MILCA-Algorithmus, die in Kap.(4.1)
erfolgreich angewandt wurde, ermo¨glicht auch eine Separation der Signale, wenn an den
Sensoren verschiedene Projektionen der Quellsignale gemessen werden.
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Die Abscha¨tzung der absoluten Abha¨ngigkeit bietet auch die Mo¨glichkeit einen Zuverla¨s-
sigkeitstest [64] fu¨r beliebige ICA-Ausgabe zu formulieren. Ein solcher Test stellt eine not-
wendige Voraussetzung fu¨r die Interpretation jeglicher ICA-Komponenten dar, dies wurde
aber erst ku¨rzlich wahrgenommen [45, 23, 26]. Erst nachdem ermittelt worden ist, welche
der Ausgabesignale ein- bzw. multidimensionale Komponenten darstellen, kann die Rich-
tigkeit des verwendeten ICA-Modells u¨berpru¨ft werden. Die letzte Neuentwicklung stellt
eine spezielle Erweiterung des MILCA-Algorithmus (Kap.(3.2.6.1) dar, die es erlaubt, bei
Anwesenheit von Messrauschen in den Daten, bessere Ergebnisse zu erzielen.
Im dritten Teil der Doktorarbeit wurden die vorgestellten Algorithmen auf experimentelle
Daten angewandt. Im ersten Beispiel wurde gezeigt, dass sich das EKG einer schwange-
ren Frau sehr gut in das Mutter- und Fo¨tus-Signal trennen la¨sst. Eine der Neuheiten dabei
ist, dass nach der Anwendung einer erweiterten Variante des MILCA-Algorithmus und
des Zuverla¨ssigkeitstests eine Clustermethode dazu benutzt wurde, um multidimensionale
Komponenten in der ICA-Ausgabe zu identifizieren.
In einer weiteren Anwendung wurde gezeigt, dass Infrarotspektren von organischen Mi-
schungen, trotz gewisser Abha¨ngigkeiten zwischen den Spektren der Reinsubstanzen, durch
eine Vorverarbeitung mit einem Hochpassfilter hervorragend separiert werden ko¨nnen. In
einem Vergleich mit verschiedenen modernen Algorithmen, die speziell fu¨r die Trennung
von Infrarotspektren konstruiert wurden, konnte gezeigt werden, das MILCA in der Spit-
zengruppe lag. In weiteren Analysen ko¨nnte daher untersucht werden, ob eine Einbezie-
hung der Positivita¨t die Trennleistung noch weiter steigert. Außerdem ko¨nnte in einem
erweiterten Algorithmus die Korrelation in den Nachbarfrequenzen oder die ha¨ufig ange-
wandte Frequenzbandselektion genutzt werden.
In der dritten Anwendung wird gezeigt, dass die ICA in der Synchronisationsanalyse ein-
gesetzt werden kann, um den systematischen Fehler zu reduzieren, der durch die ¨Uberla-
gerung der Signale entsteht. Dies ist besonderes fu¨r viele biomedizinische Anwendungen
wichtig, da man dort sehr ha¨ufig mit solchen Situationen konfrontiert ist. In zuku¨nftigen
Arbeiten sollte der Einfluss von Messrauschen auf diese Korrektur untersucht werden.
In der letzten Anwendung wird gezeigt, dass die alleinige Verwendung der Korrelationen
zwischen den Messkana¨len in der Lage ist, eine Schlafphasenklassifikation in intrakraniel-
len EEG-Daten durchzufu¨hren. Die Einfachheit der vorgestellten Methode steht im starken
Kontrast zu bisherigen Klassifikationsverfahren und ko¨nnte in klinischen Anwendungen er-
lauben, Unterschiede zwischen z.B. physiologischem und pathologischem Verhalten leich-
ter zu erkennen.
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In dieser Arbeit wurden neue Algorithmen entwickelt, die in einer Vielzahl von Anwendun-
gen ihre Nu¨tzlichkeit bewiesen haben. Die Verbesserung in der Genauigkeit der Scha¨tzung
der Abha¨ngigkeit, die Einfu¨hrung eines Zuverla¨ssigkeitstests, die Formulierung einer auf
der MI basierten Clustermethode und die Erweiterung des instantanen linearen Modells
stellen fu¨r viele Fragestellungen in der BSS hilfreiche Werkzeuge dar. Es sind daher in
Zukunft noch eine Reihe weitere Anwendungen zu erwarten.
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