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a b s t r a c t
Let κ(G) be the connectivity of G. The Kronecker product G1 × G2 of graphs G1 and G2 has
vertex setV (G1×G2) = V (G1)×V (G2) and edge set E(G1×G2) = {(u1, v1)(u2, v2) : u1u2 ∈
E(G1) and v1v2 ∈ E(G2)}. In this paper,we prove that κ(G×Kn) = min{nκ(G), (n−1)δ(G)},
where G is a bipartite graph.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Throughout this paper, we consider only finite undirected graphs without loops and multiple edges. For notation and
terminology not defined here we refer to West [1].
The connectivity of a simple graph G = (V (G), E(G)) is the number, denoted by κ(G), equal to the fewest number of
vertices whose removal from G results in a disconnected or trivial graph. A set S ⊆ V is a separating set of G, if either
G − S is disconnected or has only one vertex. Let δ(G) be the minimum degree of G. Given two graphs and the Cartesian
product of their vertex sets we can define several graph products. Four standard graph products defined in this way are: the
Cartesian product, the Kronecker product, the strong product, and the lexicographic product. For our purpose here we give
the definitions of the former two; for the definitions of the latter two see [2]. The Cartesian product G1G2 of two graphs G1
and G2 is defined as: V (G1G2) = V (G1)×V (G2) and E(G1G2) = {(u1, v1)(u2, v2) : (u1 = u2 and v1v2 ∈ E(G2)) or (u1u2 ∈
E(G1) and v1 = v2)}, while the Kronecker product (also named direct product, tensor product and cross product) G1 × G2
is defined as: V (G1 × G2) = V (G1) × V (G2) and E(G1 × G2) = {(u1, v1)(u2, v2) : u1u2 ∈ E(G1) and v1v2 ∈ E(G2)}.
It is well known that the Cartesian product of graphs has been deeply investigated. The Kronecker product of graphs
has been extensively investigated concerning graph colorings, graph recognition and decomposition, graph embeddings,
matching theory and stability in graphs (see, for example [3,4], and the references therein), and this graph product has
several applications; for instance it can be used in modeling concurrency in a multiprocessor system [5] and in automata
theory [6].
The vertex- and edge-connectivity of Cartesian products and strong products have been studied recently, and in all cases
the explicit formulae have been obtained in terms of the corresponding graph invariants of the factor graphs (see [7] for
more details). In [8] Špacapan proved the following theorem.
Theorem 1.1. If G and H are nontrivial graphs, then
κ(GH) = min{κ(G)|V (H)|, κ(H)|V (G)|, δ(G)+ δ(H)}.
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In [9] Xu and Yang proved the following result on the edge-connectivity of Cartesian products.
Theorem 1.2. If G and H are nontrivial graphs, then
κ ′(GH) = min{κ ′(G)|H|, κ ′(H)|G|, δ(G)+ δ(H)}.
Very recently Klavžar and Špacapan in [10] gave a direct and short proof of the above result of Xu and Yang; they also
considered the edge-connectivity of the power of graphs (with respect to the Cartesian product).
Although there are a great number of research works on the Kronecker products of graphs, very few results on the
connectivity of the Kronecker product of graphs have been reported. This is partly due to the fact that the situation is
more complex than that with the Cartesian or strong products, since the Kronecker product of two bipartite graphs is
already disconnected. In [7], Brešar and Špacapan obtained an upper bound and a lower bound on the edge-connectivity
of the Kronecker products with some exceptions; they also obtained several upper bounds on the vertex-connectivity of
the Kronecker product of graphs. On the connectivity of the Kronecker product of two complete graphs Mamut and Vumar
proved the following theorem [11].
Theorem 1.3. Let m, n be integers with n ≥ m ≥ 2 and n ≥ 3; then κ(Km × Kn) = (m− 1)(n− 1).
In this paper we consider the connectivity of the Kronecker product of a bipartite graph and Kn, and get the following
result.
Theorem 1.4. If G is a bipartite graph, then κ(G× Kn) = min{nκ(G), (n− 1)δ(G)} for n ≥ 3.
Corollary 1.5. If G is a bipartite graph with κ(G) = δ(G), then κ ′(G×Kn) = κ(G×Kn) = δ(G×Kn) = (n− 1)δ(G) for n ≥ 3.
2. Proof of the main result
We start this section by giving some properties and results on the Kronecker product of graphs [12].
Proposition 2.1. Let H = G1 × G2 = (V (H), E(H)), then:
(1) |V (H)| = |V (G1)| · |V (G2)|,
(2) |E(H)| = 2|E(G1)| · |E(G2)|,
(3) for every (u, v) ∈ V (H), dH((u, v)) = dG1(u) · dG2(v).
Note that for any graph G, we have δ(G× Kn) = (n− 1)δ(G).
Theorem 2.2. Let G1 and G2 be connected graphs. The graph H = G1 × G2 is connected if and only if G1 or G2 contains an odd
cycle.
Proposition 2.3. Let G be a connected graph. If G has no odd cycle, then G×K2 has exactly two connected components isomorphic
to G.
Before starting the proof of Theorem 1.4, we introduce some notation for later use.
When considering the Kronecker product of a bipartite graph G with bipartition (X, Y ) and Kn (n ≥ 3), we shall always
label V1 = V (G) = {u1, . . . , um}, V2 = V (Kn) = {v1, . . . , vn} and set Si = V1 × {vi}, Xi = X × {vi} and Yi = Y × {vi},
i = 1, 2, . . . , n. Thus, we have Si = Xi ∪ Yi. Moreover, for convenience, we shall abbreviate (ui, vi) towij for i = 1, 2, . . . ,m
and j = 1, 2, . . . , n. Then Si = {w1i, w2i, . . . , wmi}, i = 1, 2, . . . , n, is an independent set in G × Kn, and V (G × Kn) has a
partition V1 × V2 = S1 ∪ S2 ∪ · · · ∪ Sn.
Proof of Theorem 1.4. If G is disconnected, then G× Kn is disconnected and κ(G) = 0; hence the result follows. So let G be
a connected bipartite graph. We claim first that
κ(G× Kn) ≤ min{nκ(G), (n− 1)δ(G)}.
Clearly, for graphs G and Kn, κ(G× Kn) ≤ δ(G× Kn) = (n− 1)δ(G). Suppose S is a separating set in Gwith cardinality κ(G);
then S × V (Kn) is a separating set in G× Kn with cardinality nκ(G). Thus κ(G× Kn) ≤ nκ(G), and the claim follows.
Now we prove that
κ(G× Kn) ≥ min{nκ(G), (n− 1)δ(G)}.
Let S be a separating set in G× Kn and assume that |S| < (n− 1)δ(G). To show |S| ≥ nκ(G), we assume to the contrary that
|S| < nκ(G), and then prove that G× Kn − S is connected.
Let S ′i = Si ∩ S, X ′i = Xi − S ′i and Y ′i = Yi − S ′i for i ∈ {1, 2, . . . , n}.
First, assume that there exist two elements of {S ′1, S ′2, . . . , S ′n}, say {S ′1, S ′2}, such that |S ′1|+|S ′2| < κ(G). By Proposition 2.3,
S1∪S2 induces a subgraphwith exactly two components; each of them is isomorphic to G and each of these two components
has connectivity κ(G). Hence (S1 − S ′1) ∪ (S2 − S ′2) still has two components, say G1 and G2. We may assume G1 = X ′1 ∪ Y ′2
and G2 = X ′2 ∪ Y ′1. Since |S ′1| + |S ′2| < κ(G), we have |S ′1| < κ(G) ≤ δ(G) and |S ′2| < κ(G) ≤ δ(G). Choose a vertex
wki in
⋃n
i=3(Si − S ′i ). Without loss of generality, we may assume wki ∈ X ′i , for some i ∈ {3, 4, . . . , n} (see Fig. 1). Since
N(wki) ⊆ ⋃nj=1 Yj and N(wki) ∩ Y ′j 6= φ for j = 1, 2, G1 and G2 are connected bywki. The case whenwki ∈ Y ′i can be proved
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Fig. 1.
Fig. 2. κ(G) = δ(G) = 3 and κ(G× K2) = 2, S is a separating set of G× K2 .
similarly. The vertices in
⋃n
i=3(Si − S ′i ) also have neighbors both in G1 and G2 since |S ′1| < δ(G) and |S ′2| < δ(G). Hence
G× Kn − S is connected in this event.
Next suppose, for distinct i, j ∈ {1, 2, . . . , n}, we have |S ′i | + |S ′j | ≥ κ(G). Then there must exist two elements of
{S ′1, S ′2, . . . , S ′n}, say {S ′1, S ′2}, such that |S ′1| + |S ′2| < 2κ(G). Otherwise
(n− 1)
n∑
i=1
|S ′i | ≥ 2κ(G) · C2n = 2κ(G) ·
n(n− 1)
2
= n(n− 1)κ(G)
which leads to |S| =∑ni=1 |S ′i | ≥ nκ(G), a contradiction. It is easy to see that at least one of G1 = X ′1∪Y ′2 and G2 = X ′2∪Y ′1 is
connected, say G1 = X ′1 ∪ Y ′2. Since |S ′1| + |S ′2| < 2κ(G), we may assume |S ′1| < κ(G). Then we have |X1 ∩ S ′1| < κ(G) ≤ δ(G)
and |Y1 ∩ S ′1| < κ(G) ≤ δ(G). If |X2 ∩ S ′2| ≥ δ(G) ≥ κ(G), then |Y2 ∩ S ′2| < κ(G) ≤ δ(G). There must exist some
i ∈ {3, 4, . . . , n} such that |Xi ∩ S ′i | < δ(G), for otherwise we have
∑n
i=2 |Xi ∩ S ′i | ≥ (n− 1)δ(G) > nκ(G), a contradiction.
Since |Y1∩ S ′1| < δ(G) and |Xi∩ S ′i | < δ(G), every vertex of X ′2 has a neighbor in Y ′1 and every vertex of Y ′1∪Y ′2 has a neighbor
in X ′i . Thus G1 and G2 are connected by the vertices of X
′
i . The vertices of
⋃n
i=3(Si − S ′i ) have neighbors in G1 and G2 since|S ′1| < κ(G) ≤ δ(G). Hence G× Kn − S is connected. If |Y2 ∩ S ′2| ≥ δ(G), then by symmetry one can get the result.
Finally suppose |X2 ∩ S ′2| < δ(G) and |Y2 ∩ S ′2| < δ(G). As before, there must exist some i ∈ {3, 4, . . . , n} such that|Xi ∩ S ′i | < δ(G) or |Yi ∩ S ′i | < δ(G), say the former, for otherwise
|S| >
n∑
i=3
|S ′i | =
n∑
i=3
(|Xi ∩ S ′i | + |Yi ∩ S ′i |) ≥ 2(n− 2)δ(G) ≥ (n− 1)δ(G) > nκ(G),
a contradiction. Thus, G1 and G2 are connected by the vertices of X ′i ; also the vertices of
⋃n
i=3(Si − S ′i ) have neighbors in
S1 − S ′1. Hence G× Kn − S is connected, and the proof of the theorem is complete. 
3. Concluding remarks
In this paper, we prove that κ(G × Kn) = min{nκ(G), (n − 1)δ(G)} for n ≥ 3 and a bipartite graph G. Let G be a given
bipartite graph and n ≥ 3. If κ(G) = δ(G), then by Corollary 1.5, we have κ(G×Kn) = (n−1)δ(G) = δ(G)δ(Kn) = δ(G×Kn).
If κ(G) < δ(G), then for sufficiently large nwe have nκ(G) ≤ (n− 1)δ(G), and therefore κ(G× Kn) = nκ(G).
Motivated by the results on the connectivity of Cartesian products of graphs, it is quite natural to ask if κ(G × H) =
min{κ(G)|V (H)|, κ(H)|V (G)|, δ(G)δ(H)} holds, where G and H are connected graphs such that at least one of them is
nonbipartite. However, based on our result in this paper, we believe that the following conjecture holds.
Conjecture 3.1. If G is a nontrivial graph, then κ(G× Kn) = min{nκ(G), (n− 1)δ(G)} for n ≥ 3.
Note that in Conjecture 3.1 the condition n ≥ 3 cannot be dropped, as can be seen from the nonbipartite graphG depicted
in Fig. 2, where κ(G× K2) 6= δ(G) for Gwith κ(G) = δ(G).
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