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Sum m ary
Reed Solomon codes, a subset of multi-level cyclic block codes with pow­
erful error-correcting capabilities, are computationally very efficient when al­
gebraic decoding is applied. They may, however, give weaker performance 
compared to convolutional codes, at least at moderate bit error rates (around 
10“® to 10“G) on the AWGN channel. This disadvantage mainly results from 
the lack of a generally applicable method for soft decision decoding.
Because of easy acceptance of soft decision information, trellis decoders 
incorporating soft decisions can produce quite useful improvements in coding 
gain over hard decisions with little increase in complexity. Although trellis 
methods are commonly used for convolutional codes they can be applied to 
block CO des [23]. In this project, therefore, it is intended to  present results of 
an investigation of soft decision trellis decoding as applied to Reed Solomon 
codes, and the development of effective decoding algorithms.
As a means of maximum likelihood decoding, Viterbi decoding for Reed 
Solomon codes was attempted. However, the complexity of such a decoder is 
often prohibitive. In order to reduce the complexity of the Viterbi decoder, 
an existing reduced search algorithm, which was developed for convolutional 
codes, was applied to Reed Solomon codes. Moreover, new reduced search 
methods were developed to enhance its computational efficiency.
In contrast to convolutional codes, low rate codes require higher decoder 
complexity than high rate codes for Viterbi decoding of Reed Solomon codes. 
For low rate Reed Solomon codes, therefore, the Fano sequential decoding 
algorithm was investigated, since the complexity of a sequential decoder is 
independent of the number of encoder memory elements.
A simulation model incorporating an AWGN channel has been used to 
establish the performance of the various suggested decoding algorithms. Im­
portance sampling simulation techniques have been used to reduce simulation 
time. Simulation results of Viterbi decoding showed that soft decision decod­
ing for the Reed Solomon codes could give at least 2dB coding gain over hard 
decision decoding on the AWGN channel and that the performance of reduced
search and sequential decoding could approximate that of the Viterbi method 
with much better computational efficiency.
Theoretical decoding performance has been established by using the 
weight distributions of the codes. Based upon the theoretical results, the 
simulation results have been analysed. Moreover, the performance and the 
computational efficiency of each decoding method have been compared, and 
the advantages and disadvantages of each method indicated.
It has been shown that, by using trellis methods, the potential disadvan­
tages of Reed Solomon codes can be removed, and thus the performance of 
trellis decoded Reed Solomon codes is comparable with that of convolutional 
codes on the AWGN channel at moderate bit error rate. Therefore, Reed 
Solomon codes may be used in a wider range of applications, possibly with the 
decoding method adjusted to the channel conditions.
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C hapter 1 
In troduction  and O verview
1.1 D igita l C om m unications and C oding
Digital data transmission channels are subjected to various types of noise, dis­
tortion, and interference. Therefore, the output of a channel differs from its 
input because of the errors tha t can result from impaired transmission. Since 
the above channel impairments can not be removed during transmission, the 
need for error control techniques arises in order to provide a desired level of 
accuracy in the digital data. Although we can achieve the required accuracy 
simply by providing sufficient signal energy, in many cases error-control tech­
niques can provide the required accuracy with less energy.
Error control techniques can be classified into two main categories : For­
ward Error Correction (EEC) and Automatic Repeat re Quest (ARQ). In FEC, 
redundant bits are added to the information data at the transm itting end and, 
by utilising that redundancy, an attem pt is made to correct errors at the re­
ceiving end. On the other hand, in ARQ, the receiving terminal does not 
attem pt to correct the errors, but simply requests the retransmission of the 
data when errors are detected. Thus, a two-way link is required for such a 
system. In this thesis only FEC will be considered.
The application of error control coding to digital communication systems 
is diverse. Since many communication systems have limitations on transm itted 
power, cost savings through the use of error-control coding can be dramatic 
especially when high accuracy is needed. For example, in satellite communi­
cation systems, the signal received at the destination is very weak and power 
is very expensive. Since,' with the aid of error control codes, the message in-
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formation can be recovered correctly, required power can be reduced. In the 
presence of interference, error control coding can provide reliable communica­
tion links. In military applications it is often essential to employ error control 
codes to protect against intentional enemy interference. Transmissions within 
computer systems are usually intolerant of even very low error rates, because a 
single error can destroy a computer programme, and thus error control coding 
is also important in these applications. Moreover, in multiple access systems, 
suitable error control codes can protect against the loss of packets during the 
transmission. In addition to the areas mentioned above, error control codes 
can play a very important role in all digital communication systems.
The usefulness of any coding scheme is determined largely by the type 
of noise encountered. For example thermal noise, which is always present in 
electrical circuitry, is broad band and has Gaussian amplitude statistics. In this 
situation, errors tend to  occur independently. On the other hand, impulsive 
noise such as atmospheric noise due to lightning discharges is characterised by 
relatively long quiet intervals punctured by short periods of intense noise, thus 
resulting in bursts of errors. Because of different characteristics of channels 
such as the above, quite different coding techniques are required for each.
In the next section, we will look in more detail at error control coding in 
digital communication systems.
1.2 D ig ita l C oded C om m unication System s
In this section, we will look through the elements of a digital communication 
system and important facts which are closely related to coding. The block 
diagram in Figure 1.1 illustrates the basic elements for transmission of digital 
information through a coded communication system.
1.2.1 Source E n cod er
D ata which enter the communication system from the information source, may 
be either analogue or discrete. For digital communications, analogue signals 
from the source need to be represented by sequences of digital symbols. In 
other words, the source encoder processes source information and removes as 
much redundancy as possible before transmission. Usually the output from
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information
sequence
encoded
sequence
noise
estimated recevied
source
encoder
source
decoder
channel
encoder
channel
decoder
channel
Information
source
destination demodulator
modulator
information
sequence
sequence
Figure 1.1: Digital communication system
the information source is a sequence of binary digits called the information 
sequence.
1.2.2 C han n el E ncoder
The error control coding mentioned in the previous section is often called 
channel coding as opposed to source coding. The channel encoder transforms 
the information sequence into a binary-coded sequence. The encoded sequence 
is a new, longer sequence that contains redundant or parity check symbols.
Channel coding can be classified into coding for block codes and coding 
for convolutional codes according to the method of adding the redundant bits.
B lock C odes
To generate an (n, k) block code, the channel encoder accepts information in 
successive A;-symbol blocks, and for each block it adds n —k redundant symbols, 
thereby producing an overall encoded block of n symbols, where n > k. The 
n-symbol block is called the codeword. Therefore, the encoding of a block code 
is accomplished based only on the corresponding information block. The rate 
of a code, representing the ratio of the input to output symbols in one frame.
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is defined, by
r  = Kn
Therefore, a low rate code indicates a high degree of redundancy, which is 
likely to provide more effective error control than a high rate code but at the 
expense of bandwidth or time.
Besides the code rate R, an important parameter which distinguishes 
block codes is minimum distance dmin> The Hamming distance between two 
codewords is defined as the number of corresponding elements or positions in 
which they differ. The smallest value of Hamming distance between any pair of 
codewords is dmin- The value of dmin is one of the factors which determine the 
performance characteristics of a code. More specifically, if t errors occur and if 
the distance from the received sequence to every other codeword is larger than 
i, then the decoder will correct the errors assuming that it always chooses the 
closest codeword to the received sequence. Correction always occurs for the 
values of t satisfying
^ m in  ^  T 1.
It may be possible to correct certain error patterns with t errors even when this 
inequality is not satisfied. However, t-error correction cannot be guaranteed 
if dmin < +  1. Generally, the error correcting capability^ t, of a code is
defined as the number of guaranteed correctable errors per codeword, and is 
represented by
, I d j j i in  1  IJ
where [æj represents the largest integer not to exceed x.
The encoding and the decoding of block codes have a strong algebraic 
flavour. For example in the case of a binary (n, k) block code, the vector space 
V  consists of the 2”" distinct n-tuples over the field of two elements {0,1}. An 
(n, k) linear code is a set of 2  ^ n-tuples which forms a sub space S  of vector 
space y ,  and can be constructed by selecting a set of k linearly independent 
vectors from V  and from this set forming all linear combinations of these 
vectors. Cyclic codes, which are a subset of linear block codes, have additional 
properties that may be of use in many circumstances. Among the cyclic codes 
there is a well-known family of multiple error correcting codes, called BCH 
codes[4][5]. BCH codes can be implemented as both binary and non-binary
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codes. The most important non-binary BCH codes are Reed Solomon[6] codes, 
and they have very powerful error correcting capability, especially in bursty 
error conditions.
C onvolutional C odes
In modern coded communication systems, convolutional codes are often used. 
In a convolutional code, the encoding operation may be viewed as the discrete­
time convolution of the input sequence with the impulse response of the en­
coder. The encoder accepts message bits as a continuous sequence, and thereby 
generates a longer continuous sequence of encoded bits.
The input to the convolutional encoder, called the information sequence, 
is shifted into and along the shift register k bits at a time, and the encoder 
output sequences are obtained by taking the convolution of the information 
sequence with the generator sequences of the code. Thus the multiplexer termi­
nals use a process that scans in a serial fashion to transmit encoded sequences 
over the channel. If a convolutional encoder generates n output bits for each 
k bit input sequence, the code rate is R  = k/n^ which is consistent with the 
definition of the code rate for a block code.
In principle, a convolutional encoder generates an infinite length of en­
coded sequence from an infinite length of information sequence. However, for 
any practical application, there is a maximum allowable length L  for which 
we often define the Lth truncation of a convolutional code. Another impor­
tan t parameter is the constraint length which represents the number of n-tuple 
outputs that can be affected by a single information bit.
1,2 .3  M od u lator, C han n el, and D em od u la tor
Since binary digits are generally not suitable for transmission over a physical 
channel, the binary digits from the channel encoder are fed into a modula­
tor before transmission. The function of the modulator is, therefore, to map 
the encoder output into waveforms that are appropriate for the transmission 
channel.
The size of the symbols to be transm itted does not necessarily corre­
spond to the size of the encoder’s symbols, thus the modulator accepts binary
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or ç-ary encoded symbols and produces binary or M-ary waveforms. For bi­
nary modulation, the modulator simply converts a binary digit, 0 or 1, to a 
waveform, S o ( t )  or respectively of equal duration. For M -ary modula­
tion, a set of the M  possible waveforms, S o ( t ) ,  S i ( t ) ,  ...  ^ is generated
from encoded symbols. For most of this thesis, binary modulation is assumed. 
The modulated waveform enters a channel and is corrupted by noise. Some 
different types of channels will be described later.
The signal received through the channel is processed firstly by the de­
modulator and then by the channel decoder. The demodulator compares each 
received symbol to certain threshold(s) and makes decisions. The output of 
the demodulator is called the received sequence, and it is passed to the de­
coder. In the next section, a more detailed description of decision methods is 
provided.
1.2 .4  H ard versus Soft D ecision s
At the receiving end of the communication circuit, a decision is made on the 
detected signal, r(T), over a symbol period (0,T) as to which signal was trans­
m itted, on the basis of comparing r(T)  to the threshold(s). The demodulator 
converts the set of time-ordered random variables, {r(T)}, into a code se­
quence, r, and passes it on to the decoder.
Depending on the way the demodulator output is configured, the demod­
ulator’s decision method can be classified as a hard or a soft decision method. 
Here, we will restrict our attention to a binary modulation system. In the hard 
decision case, the output of the demodulator is quantised to two levels, zero 
and one, and fed into the decoder. The decoder which uses this demodulator 
output is called a hard-decision decoder. The demodulator can also be con­
figured to feed the decoder with a quantised value of r(T ) greater than two 
levels, or with an unquantised analogue value. If a decoder is fed with the de­
modulator output of quantisation level greater than two, the decoder is called 
a soft-decision decoder. In Figure 1.2, an example of 8-levels of quantisation 
is shown.
W hen the demodulator sends hard decision information to the decoder, 
it sends a single binary symbol. On the other hand, when the demodulator
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Figure 1.2: Hard and soft decision levels
sends soft decision information, it sends more bits; for example quantised to 
8-levels it sends the decoder a 3-bit word. Loosely speaking, sending such a 3- 
bit word instead of a single binary symbol is equivalent to sending the decoder 
a measure of confidence along with the code symbol. Hence, in Figure 1.2, if 
the decoder sends 000 to the decoder, the decoder can regard the code symbol 
to be a zero with very high confidence. However if 100 is sent, the code symbol 
is regarded to be a one with very low confidence.
The idea behind the demodulator sending more information to the de­
coder, by using a soft decision method rather than by using a hard decision 
method, can be interpreted as follows. By using this soft decision informa­
tion, the decoder can in principle recover the information sequence with better 
performance than when only hard decision information is available.
1.2.5 T y p es o f C hannel
Since the usefulness of a code is determined by the characteristics of the chan­
nel over which the information sequences are transm itted, the modelling of 
the channel is very important. In this section, some commonly used channel 
models are introduced.
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D iscrete M em oryless C hannel
A discrete memoryless channel (DMC) is characterised by an M-ary set of 
input symbols {æ^}, a Q-ary set of output symbols {y^}, and a set of conditional 
probabilities, P{yj\xi), I < i < M , l  < j  < Q. The description of the channel 
as memoryless refers to the assumption tha t the output symbol at any instant 
of time depends statistically only on the input symbol at tha t time. Most of 
the discussion in this thesis will consider various forms of DMC.
Binary Sym m etric Channel
A binary symmetric channel (BSC) is a special case of DMC. The input and 
output symbol sets consist of the binary elements, 0 and 1. The conditional 
probabilities are symmetric, tha t is
P(0|1) =  P ( l |0 ) = p  
P ( l | l )  =  P(0|0) =  l - p
The above equation states that, given a symbol was transm itted, the proba­
bility tha t it is received in error is p, and the the probability that it is received 
correctly is (1 — p). The transition probability p is often called channel cross 
over probability and is related to the symbol energy.
A dditive W h ite  G aussian N oise Channel
An additive white Gaussian noise channel (AWGN channel) is a DMC type 
channel in which the output is simply the input plus broad band Gaussian 
noise, since conventionally broad band Gaussian noise is represented with a 
white Gaussian noise model. W hite Gaussian noise is defined to be a random 
process, each sample of which is a zero-mean Gaussian random variable and 
whose power spectral density is fiat over the entire frequency range with a 
level Ao/2 watts per hertz, where N q/2  is called double-sided power spectral 
density. The AWGN channel can now be described simply in terms of the 
input X and the output p, which are related by
y = xd-no
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where no is a zero-mean Gaussian random variable with variance N q/2  and 
the input x can have any one of M  discrete values (M  >  2). The conditional 
probability density function of the output p is given by
r / 1 \ 1 (  {y -  \=  — ==exp
Fading M ultipath  Channel
Because of the constantly changing physical characteristics of the media, chan­
nels can have randomly time-variant impulse responses, and such channels are 
called fading multipath channels. If the same signals are transm itted over 
those channels in two widely separated time intervals, the two received signals 
will not only be different, but the difference will be random. Thus, the char­
acteristics of the time-variant m ultipath channel is represented by statistical 
terms, usually by Rayleigh or Rice distribution. More details of this topic can 
be found in many text books such as [31].
On fading channels, the received errors tend to be clustered in bursts 
that occur in intervals when the signal attenuation is large, and the resulting 
burst error characteristics can be dealt with by the use of efficient error control 
coding techniques such as Reed Solomon coding or interleaving. Interleaving 
is a technique which diffuses the burst errors and make the errors appear to 
be random.
1.2.6 C hannel D eco d er
The channel decoder transforms the received sequence into an estimated infor­
mation sequence. Since the noise may cause some decoding errors, the channel 
decoder must be implemented to  minimise the probability of decoding error.
W ith block codes, algebraic properties have been very im portant in con­
structing good classes of codes and in developing decoding algorithms. There­
fore, the theory on decoding techniques is quite well developed, and the decod­
ing techniques based on algebraic calculation can usually be processed quickly 
and thus are computationally efficient. However, to use many of these tech­
niques requires the incorporation of hard decisions, and it is very difficult to 
incorporate soft decisions.
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On the contrary, convolutional codes have a more probabilistic flavour 
and are difficult to analyse mathematically. Convolutional codes are decoded 
by probabilistic methods such as maximum likelihood decoding, using the 
Viterbi algorithm[13], and sequential decoding, using the Fano algorithm[7] 
or the stack algorithm[8][15]. The main advantage of such decoders is that 
they can incorporate soft decisions with little increase in decoder complexity, 
and can achieve better performance than incorporating hard decisions.
1.2 .7  C od in g  G ain
The goal of channel coding is to reduce the probability of bit error, or to reduce 
the required energy, at the cost of expanding the bandwidth. The usual figure 
of merit for a coded system is the ratio of the energy per information bit 
to noise power spectral density, which is required to achieve a given
probability of error. If coding is added, the number of information bits is less 
than the number of transm itted bits, resulting in an increase in E^/No. That 
is Eb _  E ,  1 
# 0  "  Wo ^
where Es is the energy per transm itted binary symbol. Therefore, in order to 
provide real gains, the error performance of a code must overcome the increase.
The coding gain is defined as the reduction of Eh!No for a given error 
probability tha t is achieved when a particular coding scheme is used. The 
coding gain is usually defined for a given value of bit error probability, 
and is determined by plotting p^ versus E^/No for both coded and uncoded 
operations and reading the difference in required EbfNo at the specified error 
rate. In figure 1.3, coding gain at B ER= 10~® is represented for a hypothetical 
case.
1.3 Inform ation T heory
The history of error control coding began in 1948 with the publication of 
a paper by Shannon[3]. Shannon showed that any communication channel 
could be characterised by a capacity at which information could be reliably 
transm itted. Whenever the rate of information transmission is less than the
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Figure 1.3: Coding gain example
channel capacity, it is possible to transfer information at error rates tha t can be 
reduced to any desired level by using error control codes. In this section, some 
of the important results of information theory are reviewed. More complete 
presentation of the principles of information theory can be found in several 
text books such as Gallager[14].
The beginning of information theory lies in papers by Nyquist[l] and 
Hartley[2]. Hartley suggested, as a measure of information, a logarithmic 
function. That is the information content of one message drawn from a set of M  
equally likely messages is logM. Conventionally, the logarithmic base is chosen 
to be 2, and the unit of information is called a hit. This logarithmic measure 
of information represents the amount of storage needed for a representation of 
each of the possible messages. Given this convention, the rate of an information 
source can be defined. Assuming that the source produces equally likely Af-ary 
symbols, with the output symbols being independent from one symbol interval 
to the next, then the rate of the source is log^M bits/symbol.
Later, Shannon provided a measure of information for the sources from 
which symbols are not necessarily generated with equal probability. The con-
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cept of entropy is applied to an information source. For example, if a source 
produces any one of M  symbols, where the probabilities of occurrence are 
p i,P 2 î with Pi +  P2 +  ' ■ • +  PM =  1, then the entropy of the source is
defined by
M
H =  -Y^Pilogpi ( 1.1)
i= l
In the case of a source which generates M  equally likely messages, the entropy 
H  — logM., which agrees with Hartley’s measure. The entropy function H  
provides a measure of the average amount of information produced per symbol 
by the source, or equivalently a measure of the a prior uncertainty about 
information by the source. Therefore, from the point of view of the recipient 
of the information, H  represents the state of uncertainty before receiving the 
information.
If an error-free channel is considered, the uncertainty about the source 
information is eliminated as symbols are received. In reality, however, the 
channel is not error-free; thus after reception the user is left with some residual 
uncertainty concerning the exact identity of the transm itted information. Now 
given the use of the entropy function, let us configure a function corresponding 
to measure the a posteriori uncertainty of the information after reception. 
Considering a DMC, explained in section 1.2.5, a DMC is characterised by 
a set of inputs {æ^}, having a priori probabilities {P(cci}}, a set of outputs 
{pi}, and a set of transition probabilities {I < i < M ,1  < j  < Q).
Therefore the average remaining uncertainty in {a;*} after the observation, can 
be expressed by
M  Q
H {X \Y )  =  (1.2)
i = l  j = l
The difference between the a p n o n  uncertainty and the a pos^enon uncertainty 
is defined as the average mutual information
I { X ] Y )  = H { X ) - H { X \ Y )  (1.3)
The average mutual information then represents the average rate of transfer 
of information through the channel, given the distribution of source symbols 
and the channel transition probabilities.
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The channel capacity is defined as the maximum value of I {X \  Y )  with 
respect to all input distributions, tha t is
C = maXp(^^)I{X]Y) (1.4)
given in bits per transm itted symbol. Every channel has a channel capacity, 
and it can be expressed with various units of measurement. For example for 
a band-limited AWGN channel, the channel capacity per unit time is given 
by [36]
C = Wlog2 ^1 +  bits/second (1.5)
where W  is the bandwidth of the channel.
Shannon also showed that using an average of all possible codes of length 
M, the error rate over the channel is characterised by a probability of incorrect 
decoding
P *  <  (1.6)
where Ri  is an information transfer rate less than C, and E{Ri)  is a function 
of Ri  and is determined by the characteristics of channel. The implication of 
the upper bound in eq. (1 .6 ) is tha t for any information rate less than C, the 
error probability can be made arbitrarily small by increasing the code block 
length n while holding the code rate constant. For convolutional codes, n is 
replaced by the constraint length.
1.4 Soft D ecision  D ecod in g  of B lock  C odes
Although the theory of block codes is much older and richer than the the­
ory of convolutional codes, this unbalance does not always apply to practical 
applications. If it is assumed that there is no appreciable interference other
than Gaussian noise, and it is also assumed that a decoded bit error rate of
1 0 "'® is satisfactory and tha t the overall system transmits long sequences of 
bit streams, then convolutional codes with Viterbi decoding appear to be the 
most attractive technique[26] for a given level of complexity. This advantage 
to the Viterbi algorithm follows largely because, in order to apply an algebraic 
decoding algorithm to block codes, in most cases it is necessary to  use hard 
decisions. On the other hand, the Viterbi algorithm can be adapted to accept 
soft decisions with relative ease.
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In the presence of multipath and fading, the use of Reed Solomon codes 
with algebraic decoding appears attractive to combat the bursty nature of the 
channel. Although, alternatively, soft decision Viterbi decoding is applicable 
in conjunction with interleaved convolutional codes, interleaving requires a 
significant increase in encoding delay.
As a result of these considerations, when the channel is predominantly 
Gaussian and where moderate BERs (around 10“®) are required, convolutional 
codes would normally be preferred. On the other hand, for channels where the 
errors are bursty or when very low BERs (1 0 “ ®^ or lower) are needed, Reed 
Solomon codes are preferred. Compared with convolutional codes, therefore, 
Reed Solomon codes may give weaker performance at least at moderate bit 
error rates on the AWGN channel. However, if more efficient algorithms for 
decoding Reed Solomon codes with soft decisions are developed, they will 
undoubtedly be quite competitive with convolutional codes.
Although a number of algebraic decoding algorithms for block codes 
which incorporate soft decisions have been proposed[10][17][54], they are com­
putationally infeasible except for restricted cases such as for a very simple 
code. For example, Forney’s method[10] increases computation by a small fac­
tor, but its performance only approaches that of maximum likelihood decoding 
in limited circumstances. The basic principles of the Chase algorithm[17] is 
that the soft decision decoder generates a large number of trial error patterns, 
and therefore the required amount of computations is enormous for most of 
the codes. It means tha t none of the algorithms can be applied to moderate 
length Reed Solomon codes efficiently unless they are specially modified.
On the other hand, Wolf[23] showed that soft decision decoding could be 
easily incorporated for block codes, and thus that further coding gains could 
be obtained. It indicates that, with this approach, we can remove the potential 
disadvantages of Reed Solomon codes which mainly results from the lack of a 
generally applicable method for soft decision decoding. In the next section, we 
will look in more detail at this topic.
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1.5 Trellis D ecod in g  for R eed  Solom on Codes
1.5.1 R eason  for P ro jec t
Since trellis decoding methods can accept soft decisions very easily, they can 
give quite useful improvements in coding gain over hard decision decoding with 
little increase in complexity over hard decision. Bahl[20] and Wolf[23] showed 
that the trellis can be constructed for any ç-ary {n, k) block codes with 
states, or states li k < n — k.
By incorporating this trellis approach, therefore, soft decision trellis de­
coding of Reed Solomon codes can be accomplished. Consequently the dis­
advantage of Reed Solomon codes caused by difficulty in incorporating soft 
decision methods can be eliminated. This means that Viterbi decoding for 
Reed Solomon codes to obtain soft decision decoding with maximum likeli­
hood decisions is, in principle, a possibility. Unfortunately, we see that if we 
take into account tha t Viterbi decoding becomes computationally infeasible 
for convolutional codes of constraint length greater than 1 0  or 1 2 , the com­
plexity of such a decoder for Reed Solomon codes is still much higher than 
would normally be used for convolutional codes, both in terms of the number 
of states to be modelled and the number of computations to be performed. 
Nonetheless, there are possibilities of reducing the complexity in many ways 
which are explained in following sections.
The aim of this project is therefore to develop efficient trellis decoding 
algorithms for Reed Solomon codes which can offer improved coding gains, and 
extend their applicability.
1.5.2 R ed u ced  Search M eth od s
The complexity of a trellis decoder can be reduced by considering a particular 
part of the code trellis which consists of the most probable paths. Several 
reduced search algorithms based on such an idea have been developed for 
convolutional codes.
Matis[28] considered the part of the code trellis called a sub-trellis. Ac­
cording to the method of constructing a sub-trellis, he suggested two reduced 
search methods. The first method is to establish the sub-trellis by extending
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only at p levels where it is considered tha t unreliable symbols may have been 
received. In other words, in the L — p {L=code dimension) most likely informa­
tion positions the decoder just accepts hard decision outputs for the symbols, 
and in the remaining symbol positions it allows all possible combinations. If 
we apply this method to a q-aiy (n, k) block code, the decoder will keep a 
maximum of paths for every received word rather than paths.
The second method is to select B  most likely paths at each level. This 
method was also introduced in [35] [46], and was called SA(B) for Search Algo­
rithm  with B  active states. Again, if this method is applied to a g -^ary (n, k) 
block code, the decoder will keep a maximum of B  paths for every received 
word. In both methods, therefore, the decoder always keeps the same number 
of paths for every received word regardless of the noise level. In this project, 
SA(B) has been applied to Reed Solomon codes.
The application of the SA(B) algorithm involves a sorting procedure to 
select the B  best paths, and often the computational inefficiency caused by the 
sorting procedure brings serious decoder delay. Therefore, new computation­
ally efficient reduced search methods have been developed to remove the above 
problem. The first method developed is to reduce the number of paths by us­
ing path  metric values through the code trellis. As a threshold value of path 
metric at every level in the trellis, the reference path metric value was derived 
by a statistical analysis of metric values. The decoder compares the path m et­
ric value with the reference path metric and discards paths whose path metric 
values are greater than the reference path  metric. In this method, therefore, 
the decoder does not suffer from the computational inefficiency compared with 
the SA(B) by sorting method.
In the second developed method, in order to reduce the number of paths, 
the reliability concept of a received symbol which had been used in[28] was 
used. In this method, the number of paths is reduced by their branch metric 
values. At every level, the decoder calculates the maximum branch metric 
value, which a candidate path  can have, by a given regulation. The decoder 
starts with a tight regulation, and loosens the regulation when a large amount 
of noise is detected. In other words, the decoder takes advantage of lulls in the 
noise background by investigating the reliability of soft decision information, 
and thus dynamically regulates the number of paths according to the amount
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of noise. In very noisy conditions, SA(B) is additionally used. Because of this 
dynamic property of the decoder, the decoding speed is very sensitive to the 
noise level of the received sequence, and thus varies according to Eb/No value. 
In this thesis, therefore, the decoding speed of each reduced search method 
will be compared in terms of the number of path extensions per information 
bit.
1.5.3 S eq uentia l D eco d in g
For convolutional codes the complexity of a sequential decoder is dependent 
on the rate of a code rather than the encoder memory, and is independent of 
the complexity of a code trellis. Therefore, we expect that a properly modified 
sequential decoder can be applied to low rate Reed Solomon codes which can 
not employ a Viterbi decoder because of the complexity imposed by the code 
trellis.
In our approach, the original Fano sequential decoder is modified in or­
der to decode Reed Solomon codes efficiently. Compared with a sequential 
decoder for convolutional codes, the modified sequential decoder has two main 
modifications. Firstly, it is modified by using the fact th a t Reed Solomon 
codes have a fixed block length. When the decoder reaches the last level of 
the code trellis, it compares the metric of the currently chosen path to a pre­
determined threshold to decide whether to accept it. Secondly, the decoder 
uses another empirically determined threshold value which is used for rejecting 
some unlikely alternatives, and reduces the decoder complexity.
The modified sequential decoding algorithm is applied to the length 7 
and 15 Reed Solomon codes. Moreover, by incorporating the optimum quan­
tisation scheme, the computational efficiency is enhanced. As for the reduced 
search method, the computational efficiency of the decoder is compared in 
terms of the number of path extensions per information bit. By considering 
the performance of Viterbi decoding for rate 1/2 convolutional codes with con­
straint length 7, the performance and computational efficiency is compared to 
modified sequential decoding for Reed Solomon codes.
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1.6 Perform ance Sim ulation
Performance evaluation is required as a means of investigating the feasibility 
of a system. Since it is very difficult to evaluate the performance of a trellis 
decoder by analytical means, we need a simulation which can provide the 
estimation of a performance. In this thesis, a simulation model incorporating 
an AWGN channel is used to establish the performance of the various suggested 
decoding algorithms. Simulation software packages have been built by using 
programming language C  under the UNIX environment.
1.6.1 S im u lation  T echnique
The decoding error probabilities can not be obtained by analytical means in 
trellis decoding, and for this reason the Monte Carlo simulation method is 
often used. However, these simulations require excessively large sample sizes 
and are not practical for estimating very low values of error probabilities. Thus, 
in order to reduce simulation time an alternative simulation method based on 
Importance Sampling (IS) techniques[24][38][39][42] is used in this thesis.
The basic idea of IS is to make the error events occur more frequently. 
This is achieved by modifying or biasing the noise statistics, and subsequently 
scaling the number of errors. The simulation times, therefore, do not have to 
be so long. There are two variations of IS according to biasing scheme, and 
they are variance scaling and mean translation IS methods. In the variance 
scaling method, the variance of noise statistics is increased, and thus frequency 
of error occurrence is increased. This method has an advantage of being easy 
to implement, but it is much less efficient for evaluating low values of bit 
error rate (BER) compared with the mean translation method. In the mean 
translation method, noise statistics are modified by shifting the mean. The 
main advantage of this method is that the required simulation time is almost 
independent of BER values. However, the implementation of this method is 
more complex. Moreover, in order to simulate the performance of a trellis 
decoder, this method requires to find out most probable error patterns.
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1.6.2 Perform ing S im u lation
Simulations were carried out mainly for the length 7 and 15 Reed Solomon 
codes, and partly for the the length 31 Reed Solomon codes. The Viterbi de­
coding algorithm has been used as a reference to establish maximum likelihood 
performance. To evaluate the performance of the Viterbi decoding, a non- 
stationajy error-event simulation method was mainly applied. This method is 
one of the mean translation methods, and is very efficient in low BER con­
ditions. After simulating the Viterbi decoder, three different reduced search 
decoders have been simulated. The first method applied was SA(B), and the 
minimum B  value which could make the decoding performance approximate 
to the performance of the Viterbi decoding was found. On the basis of the 
simulation results of the SA(B) methods, other reduced search methods were 
simulated with various parameters. For simulation of these decoders, the vari­
ance scaling method was applied. Lastly, the modified Fano sequential decoder 
which was properly adapted for Reed Solomon codes was also simulated.
1.7 O verview  o f th e  C ontent
A brief description of each chapter follows. Chapters 2  and 3 are devoted to 
detailed discussion of cyclic block codes and associated trellis decoding tech­
niques. In chapter 2, fundamental concepts of cyclic block codes and the basic 
structure and properties of Reed Solomon codes are presented. A discussion of 
the applicability of Reed Solomon codes and soft decision decoding for Reed 
Solomon codes based on algebraic methods is included in this chapter.
Chapter 3 presents the concept of trellis decoding methods for Reed 
Solomon codes. Since trellis decoding techniques were originally developed for 
convolutional codes, the basics of convolutional codes and associated trellis 
decoding methods are explained in order to expand the trellis approach to 
block codes. Then the applicability of trellis decoding schemes to block codes 
is discussed. Based on this concept, the trellis approach is demonstrated with 
binary cyclic codes. By extending binary symbols to non-binary symbols, the 
trellis approach to Reed Solomon codes is finally presented.
In order to estimate the performance of any system, we need a process
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for evaluating the performance of the system. Chapter 4 begins by presenting 
the structure of the simulation programme which was built to estimate the 
performance of a system. In addition, efficient simulation techniques are in­
troduced. Not only the basic concept of the techniques, but also applications 
to the appropriate decoding schemes are fully covered with several examples. 
Finally, the comparison of each simulation method and the simulation results 
of Viterbi decoding for some Reed Solomon codes are presented.
In chapter 5, as modifications of the Viterbi decoding method, three re­
duced search decoding methods are introduced. For each method, the basic 
concept and algorithm are described. Their performance has been simulated 
by using the simulation programme developed and the simulation results are 
presented. In addition, the comparison of each method with the Viterbi decod­
ing method is presented in terms of the performance and the computational 
efficiency.
A modified sequential decoding algorithm for Reed Solomon codes is 
described in chapter 6 . Firstly, basic description of a sequential decoder is 
presented. The principles of the Fano algorithm is then demonstrated by using 
a simple example for a convolutional code. In order to design a computationally 
efficient sequential decoder, several factors should carefully be considered such 
as the selection of metric values. Thus, the computational problem of the 
sequential decoding algorithm is discussed. After discussing implementation of 
the Fano algorithm for convolutional codes, it is modified for efficient decoding 
of Reed Solomon codes. The applicability and the description of the modified 
algorithm are covered. A comparison of the simulated performance and the 
computational efficiency with the Viterbi decoding method is presented. In 
the case of sequential decoding, the decoding speed heavily depends on the 
quantisation scheme, and the comparison of the decoding speed with several 
quantisation schemes is also included.
Chapter 7 provides the theoretical performance bound which is estab­
lished for analysis of the simulation results. For both binary and non-binary 
codes, the theoretical performance of a hard decision maximum likelihood de­
coder is formulated in a closed expression by using the binary weight distribu­
tion of the code employed. The theoretical BER of Viterbi decoding for Reed 
Solomon codes is evaluated using the derived equation, and the simulation
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results are analysed based upon these results.
Chapter 8  is devoted to drawing the conclusion of this project, and to 
suggesting further work. By comparing all simulation results, the optimum 
trellis decoding scheme appropriate for a particular code and for a particular 
application is suggested. Further work which can extend this project is also 
suggested.
1.8 Original A chievem ents
The original work covered in this thesis can be summarised as follows.
1 . Application of the Viterbi algorithm to Reed Solomon codes
2 . Assessment and implementation of importance sampling methods for 
simulation
3. Development and assessment of new reduced search algorithms
4. Modification of sequential decoding for this application
5. Development of theoretical bounds based on weight distribution to pro­
vide a context for simulation results
A list of publications and presentations is presented in appendix C.
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C yclic B lock C odes and R eed  
Solom on C odes
2.1 In troduction
Cyclic block codes, which are an im portant subclass of linear block codes, have 
proved to be useful in many practical applications. They have two attractive 
properties: firstly encoding can be implemented easily by employing shift reg­
isters with feedback connections and secondly, because of their well-defined 
algebraic structure, it is possible to find various practical decoding schemes.
Cyclic codes include many well-known codes such as the Golay code, 
Hamming codes and BCH codes. BCH codes are efficient multiple-error- 
correcting codes tha t include codes defined on both binary and non-binary 
symbol alphabets. Reed Solomon codes are a most important subset of non­
binary BCH codes.
This chapter introduces the basic concept of cyclic block codes in general 
and Reed Solomon codes in particular. The treatm ent of the above subjects in 
this chapter is basically descriptive, and no attem pt is made to be m athem at­
ically rigorous. Thus, the theory and properties related to the subjects will be 
described without proof. Most of the subjects in this chapter are treated in 
more detail by Lin and Costello[30], by Michelson and Levesque[36], and by 
Sweeney[47]. Moreover, the subjects which are deeply involved with m athe­
matics are to be found in the literature, such as [29] and [34].
The basic description of cyclic block codes is firstly given in section 2.2. 
Since any cyclic block code is constructed over a finite field, section 2.3 provides
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an elementary review of finite field arithmetic. Section 2.4 re-describes cyclic 
codes based upon finite field theory. As a subset of cyclic codes, the description 
of BCH codes follows in section 2.5. As a special case of BCH codes, Reed 
Solomon codes are described in section 2.6, and the applicability of these is 
discussed in section 2.7. The circuit implementation and the algebraic decoding 
of these codes is not discussed, but the soft decision algebraic decoding of block 
codes is briefly discussed in the last section of this chapter.
2.2 C yclic B lock  C odes
2.2.1 D efin ition  o f  a C yclic  B lock  C ode
Linear cycHc codes are a subset of linear block codes, so they have all the 
properties of linearity. In other words, the sum of any two codewords is also a 
codeword. The cyclic property is an additional property that may be used to 
provide simplified decoding methods. An (n, k) linear block code C is called 
cyclic if whenever cO =  (co, ci, • • •, is in (7, so is its first cyclic shift 
c l  — —1, c q , ‘ " 5 —2)* T'his also means tha t —2 ? co, * • *, Cji—3)1 the
first shift of c l ,  and all the other cyclic shifts of cO are also in C. In other words, 
if any codeword is shifted cyclically, the result is also a codeword. This does 
not mean that all codewords can be generated by shifting a single codeword, 
but means that all codewords can be generated from a single sequence by the 
process of shifting and addition.
2.2 .2  E ncod ing E xam p le o f a C yclic C od e
In the encoding of cyclic block codes, a device called a shift register is com­
monly used. This encoding process is efficient since no other storage is required 
as the codewords are generated by shifting and adding. Figure 2.1 is an ex­
ample of a binary shift register with four storage elements and two adders.
We will examine production of any vector of length 7 that is generated 
from four initial elements in shift register mo, m i, m 2 , and m 3 as shown in 
Table 2.1. At time zero, four elements cq, Ci, C2 , and C3 are placed in mo, m i, 
m 2 , and m 3. After one time interval Co becomes output, ci is shifted into Co, C2 
into Cl, C3 into C2 , and the new element (co +  C2 +  C3) is entered into C3 . Let’s
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—>  
output
m3 m2 mj mo
Figure 2.1: A shift register for encoding a cyclic code
time register content output 
mo m i m 2 m 3
h 1 0 1 1 -
i l 0 1 0 1 1 Co
t 2 0 0 1 0 1 Cl
^3 0 0 0 1 0 C2
U 1 0 0 0 1 C3
^5 1 1 0 0 0 C4
te 0 1 1 0 0 C5
t r 1 0 1 1 0 C6
ta 0 1 0 1 1 cr
Table 2.1: The contents of a cyclic shift register
consider tha t the digits 1 0  1 1  are placed in mo, m i, m 2 , and m 3 , and follow 
the outputs and inputs for seven time intervals. From this process, the vector 
(1, 1, 0, 1, 0 , 0 , 0 )  will be produced. If this process is continued after tj ,  we 
can see that the output is just the repetition of the length 7 vector produced 
previously.
It can be regarded that the initial four elements form an information word 
and the whole process is one of encoding this information word to obtain a 
length 7 codeword. This code has the property that whenever (cq, Ci,Cg, C3 , C4 , C5 , cq) 
is a codeword so is (cg, cq, Ci, C2 , C3 , C4 , C5). In other words, whenever a vector 
is in the code so are all of its cyclic shifts.
2.2 .3  P o lyn om ia l R ep resen ta tio n  o f a C yclic  C ode
Cyclic codes are usually handled in a polynomial form, a property that is 
extremely useful in their analysis and implementation. Polynomial represen­
tation provides for realisation of coding operation with shift register circuits, 
which can be used to implement polynomial multiplication and division.
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In the polynomial representation, a multiplication by x represents a shift 
to the left, tha t is shift to one position earlier in the sequence. The codeword 
c =  (co. Cl, • • •, Cn-i) may be expressed as the {n — 1)-degree polynomial
c{x) =  Cqx'^~^  +  Cix‘^ ~‘^ +  • * • +  Cn~2  ^ T  Qt-1
each power of x represents a one-bit shift in time. The highest order coefficient 
Co in the polynomial represents the first bit of the codeword.
In the polynomial representation successive shifts to generate the code­
words can be represented by the repetition of the operation xc{x) mod +  1). 
Thus shifting once, we have
æc(ic) mod (a:"'-f 1) =  Ci^^"^ +  C2X^~’^ +  ••• +  Cn-\X -f cq
and also shifting a second time, we have
x^ c{x) mod (æ" -f 1) =  C2^”“  ^ -f C3^^~^ _|_ . . .  -I- cqx 4- ci
The reason for taking modulo {x'^ -f-1) can be explained as follows. If we take 
any codeword and shift it, the cyclic property means that the leftmost bit now 
wraps around into the right position. To achieve the wrap around, every time 
we get a term  x~^  we must add 1) to move the leftmost into the right-hand 
position.
W ith the polynomial representation of a cyclic code, any codeword can be 
considered to be the product of the generator polynomial and some polynomial 
which represents the information content of the codeword.
c{x) = g{x)i{x)
The codewords generated by the above multiplication form a non-systematic 
code. The information is a A;-bit quantity and thus the degree of (^a;) is — 1. 
As the degree of c{x) is n — 1, the degree of g{x) must h e n  — k. The generator 
polynomial of a cyclic code is always represented by a polynomial of the form
g{x) = go ^
The generator polynomial of the code determines the characteristics of the 
code.
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2.3 F in ite  F ield  A rith m etic
Since linear block codes are constructed based upon algebraic theory, it is 
necessary to develop the important mathematical background to describe any 
linear block code. In particular, finite field arithmetic is im portant to fully un­
derstand the structure of any cyclic block code including BCH codes. Moreover 
construction of any Reed Solomon code can only be achieved with knowledge 
of finite field arithmetic. This section sets out to describe the general approach 
to finite field arithmetic as an aid to understanding the following sections.
2.3 .1  F ields
A field is described as a set of values with some defined arithmetic operations, 
addition(-f-) and multiplication( - ), and their inverses such that when the arith­
metic operations are carried out on values in the field, the result is also a 
member of the field. A field F, taken together with the operation -H and • is 
defined more formally as follows.
1. F is  closed under the two operations, that is, the sum or product of any 
two elements in F  is also in F.
2. The associative and commutative laws of ordinary arithmetic hold for 
each operation. That is for any elements a, b and c in F,
{a -\-b) -\r c = a -f (6 -f c)
a b — 6 -j- u
(a • 6) • c — a ' [b- c)
a - b = b ' a
3. The distributive law of ordinary arithmetic holds for any elements a, b 
and c in F. That is,
a • (6 +  c) =  (a • 6) -1- (a • c)
4. F  contains a unique additive identity element 0 and a unique multiplica­
tive identity element 1, such that
a H- 0 =  a
a ' 1 = a
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for any element a in F.
5, For every element a in F, there is an additive inverse —a, such that
a, +  (—u) =  0
This allows the operation of subtraction to be defined as addition of 
inverse.
6. For every non-zero element b in F, there is a multiplicative inverse 6“ ,^ 
such that
6 • 6“  ^ =  1
This allows the operation of division to be defined as multiplication by 
the inverse.
If there is a finite number of elements in a field, the field is called finite 
field and is denoted by G F(g), where q is the number of elements in the field. 
A finite field is also known as a Galois field. A finite field does not exist for 
all possible field sizes, which means tha t only finite fields of certain sizes can 
be constructed. A finite field GF{p^)  exits for any p"*, where p is a prime 
number and m is an integer. The simplest example of a finite field is GF(2), 
which contains only the zero and unity elements. Examples of finite fields with 
2 and 4 elements are shown in Table 2.2 and Table 2.3.
Table 2.2: Multiplication and addition in GF(2)
Addition Multiplication
+ 0 1 ' 0 1
0 0 1 0 0 0
1 1 0 1 0 1
Note that the arithmetic in GF(2) is carried out modulo 2, whereas in 
GF(4) neither addition nor multiplication is carried out modulo 4. This will 
be explained with the m ethod of construction of the fields in the following 
sections.
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Table 2.3: Multiplication and addition in GF(4)
Addition Multiplication
+ 0 1 2 3 • 0 1 2 3
0 0 1 2 3 0 0 0 0 0
1 1 0 3 2 1 0 1 2 3
2 2 3 0 1 2 0 2 3 1
3 3 2 1 0 3 0 3 1 2
2.3 .2  T h e P rim itive  E lem en t o f a F in ite  F ield
In every finite field (?F(ç), there is at least one primitive element, called a, 
which has the property that the q — I low order powers of a  are the q ~  I 
non-zero elements of the field. It means that the non-zero field elements can 
be represented as ...,
If we take an arbitrary non-zero element /? in the field and raise it by 
successive powers, we will eventually arrive at some exponent x such that 
~  1. The order of any arbitrary element /? in the field is defined as the 
smallest integer x such tha t /?  ^ =  1. If we generate the non-zero elements of 
GF{q) as powers of a primitive element a, we always find that câ~^ = 0 :^  =  1, 
but no smaller power of a  equals 1. That is, the order of a primitive element 
is Ç — 1.
For example, consider the field GF(7), which consists of the integers 
modulo 6. Since ç — 1 =  6, we anticipate tha t there is a primitive element a  
such tha t a® =  1. Taking successive power of 3, we find 3 has order 6. That 
is.
3^
3^
3'
3^
3^
3^
t
1
3
9 mod 7 =  2 
27 mod 7 =  6 
81 mod 7 =  4 
243 mod 7 =  5 
729 mod 7 =  1
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Just as in ordinary arithmetic, multiplication of held elements can be done by 
adding the powers of elements. For example, in GF(7), using a  =  3, we can 
multiply 3 times 6 by adding the powers of 3, thus 3 x 6 =  3^  x 3  ^ =  3  ^ =  4. 
Therefore, we can find the multiplicative inverse of any element in GF(q) a"  
as a ""  =  W ith the example of GF(7), the multiplicative inverse of
4 =  3Ms 3®-  ^ =  3  ^ =  2.
2.3 .3  E xten sion  F ields and R ep resen ta tion s for F ield  
E lem en ts
Generally, a finite field GF(p^)  can be created for any number where p is 
a prime number and m is a positive integer. The field GF{p^)  is said to be 
an extension field of GF{p). The relationship between GF{p) and GF{p^)  is 
such tha t the elements of GF{p) are a subset of the elements in GF[p^),  the 
subset itself having all the properties of a finite field. A familiar example of an 
extension of an infinite field is the set of all complex numbers, which contains 
the real numbers as a subfield.
Now, let us consider the problem of constructing an extension field GF{p^)  
from GF{p). If we enumerate all m-tuples of elements in the field GF{p), p"* in 
number, they constitute an m-dimensional vector space over GF{p). It means 
that we can add and subtract vectors, using element-by-element addition and 
subtraction in GF{p). However, if we want to construct a finite field with 
these p”^  elements, we still need to have closure under multiplication. To ac­
complish this we associate each vector with a polynomial having coefficients 
corresponding to the elements in the vector. For example, the set of four 
2-tuples on GF{2), {00, 01, 10, 11}, can be represented by 0, 1, x, and æ -f 1.
Now we want the product of any two polynomials in the set to be another 
polynomial in the set. In other words, the degree of the polynomial produced 
by multiplying any two polynomials should be less than m. Clearly this can 
be achieved if we take the remainder of a product with respect to a fixed 
polynomial, p{x), of degree m  (in this case 2), and the polynomial p(æ) should 
be a degree-m irreducible polynomial with coefficients in a field GF{jp). The 
role of the irreducible polynomial is seen to be directly analogous to the use 
of a prime number p to define the finite field GF{p).
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Table 2.4: Multiplication in GF(4) by ploynomial representation
• 0 1 0 0 -4-1
0 0 0 0 0
1 0 1 0 0 -4-1
X 0 0 0 4-1 1
0 4-1 0 0 4-1 1 0
In the example of constructing GF(4)  from GF(2),  we can use p(x) = 
H- a: 4-1. W ith the p(x),  we can construct the multiplication table in GF(4) 
as shown in Table 2.4. We can now easily notice that the multiplication result 
in Table 2.4 is the same as tha t of Table 2.3.
Now, let us describe GF(4) in terms of a primitive element. We can find 
primitive elements by taking a non-zero element, a , whose q — 1 successive 
powers can represent the q — 1 non-zero elements of the field. Having found 
two primitive elements x and a: 4- 1 in GF(4), we can generate a list of the 
non-zero field elements as powers of a. Taking a = x,
= 1
=  X
a  =  X mod (x^ 4 - 0 4 - 1 ) =  a?4-l
The procedure for constructing GF{p^)  from GF{p) can be generalised 
as follows.
1. Represent elements in GF{p^)  as the p^  polynomials of degree m — 1 or 
lower with coefficients in GF{p).
2. To define multiplication, select a degree-m irreducible polynomial over 
GF{p) which has a primitive element a  as a root.
3. Construct the polynomials corresponding to the p ^  — 1 distinct powers 
of a.
Although an irreducible p-ary polynomial has no roots in GF{p), it does 
have roots defined in an extension field, just as polynomials with real coeffi­
cients do not always have real roots but always have roots if complex numbers 
are allowed. In fact, the degree-m irreducible p-ary polynomial p{x) must have
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exactly m  roots in the extension held GF(p^).  If an irreducible polynomial 
has a primitive element as a root, it is called a primitive polynomial.
Table 2.5: A Representation of GF(16)
zero and 
powers of a
polynomials 
over G F  {2)
vectors 
over G F  [2)
0 0 0000
a° 1 0001
« 1 0010
« 2 0100
«^ 1000
« +  1 0011
« 2  +  « 0110
«^ +  « 2 1100
«^ +  « +  1 1011
a» «2 +  1 0101
«^ +  « 1010
^ 1 0 «2 +  « +  1 OUI
a ll «^ +  «2 +  « 1101
«12 «^ +  «2 +  «+1 1111
«1^ «^ +  «2 +  1 1101
«14 «^ +  1 1001
Representation for GF(16) is shown in Table 2.5. The field elements over 
GF(16) can be generated by taking p(x) =  0  ^ +  0  +  1. Since 0  ^+  0  +  1 is a 
primitive polynomial, it has a  as a root, so tha t a^ +  a  +  l  =  0, or equivalently 
= a  +  1. All field elements, then can be represented by successive powers 
of a , and thus can by represented by polynomials of degree less than m. That 
is.
«4 =  «  +  1
«^ 4=  «  «  = «2 + «
«" =  «®« = «" + « '
«^ =  «®« = «4 «^ =  «^ +  «  +  1
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2 .3 .4  P rop erties  o f  P o lyn om ia ls
When extending a field GF(p) to GF{p^),  irreducible polynomials over GF{p) 
play a very important role. It will now be necessary to present further details 
on the properties of these polynomials, which form the basis for describing 
the structure of cyclic codes. In section 2.3.3 we already pointed out some 
im portant properties of irreducible polynomials. Since the main interest for 
coding is in extensions to the binary field, we shall only concentrate on the 
field GF{2^).  We, thus summarise, without proof, key points on irreducible 
polynomials over f?F(2)[34].
1. There is at least one degree-m irreducible polynomial on GF{2) for any 
m.
2. If f { x )  is a degree-m irreducible polynomial on GF{2), where m >  2, it 
has no roots on GF{2), but has exactly m roots on an extension field 
GF(2"').
3. If f { x )  is a degree-m irreducible polynomial on GF{2) and it has a root 
that is a primitive element of GF{2^),  f [ x )  is called a primitive polyno­
mial.
4. All the roots of primitive polynomials are primitive elements.
5. For any m, there is at least one primitive polynomial.
6. For every element /? in an extension field GF{2^),  there is a polynomial 
on GF{2) that is the lowest degree monic (highest degree term  has co­
efficient 1) polynomial having (3 as a root, and this polynomial is called 
the minimal polynomial of /?, mpÇx).
(a) The minimal polynomial m^(æ) of any field element /? is irreducible.
(b) For every there is one and only one minimal polynomial of fi. 
However, different elements of GF{2^)  can have the same polyno­
mial. Sets of elements having the same minimal polynomial are 
called conjugates.
(c) For every element in GF{2^),  the degree of the minimal polynomial 
over GF{2) is at most m.
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(d) The minimal polynomial of a primitive element of GF(2^)  has de­
gree m  and is a primitive polynomial.
7. If f ( x )  is a degree-m irreducible polynomial on GF(2) and has a root /? 
from GF(2‘^ ) ,  then  ^ are all roots of f{x).
2.4 C yclic B lock  C odes B ased  on F in ite  F ield  
A rith m etic
In the previous sections, we discussed how extension fields, GF{fi^),  can be 
generated from a finite field GF{p), by utilising irreducible polynomials, and 
showed that there are several important properties of those polynomials which 
provide the central ideas in the construction of a cyclic code. We next turn our 
attention to the construction of a cyclic code based on finite field arithmetic, 
that is a cyclic code designed to have prescribed roots in an extension field of 
code symbols.
In section 2.2.3, we stated that any cyclic code could be represented as 
a codeword polynomial. That is,
c{x) — CqX^  4 +  c”  ^ +  • • • +  Cfi-.2X +  Cn^i
Moreover, from the property of cyclic codes, if c{x) is a codeword polynomial, 
then
x^c{x) mod 0 ^ — 1
is also a codeword polynomial for any j .  This description provides a com­
pact description of cyclic codes but does not make clear how such codes are 
constructed.
As we have pointed out, all the codeword polynomials of a cyclic code 
must be multiples of a generator polynomial g{x). That is, a cyclic code with 
block length n can be represented as a polynomial of the form
c(0 ) =  i{x)g{x)
From the above, we can write,
x^c{x) mod 0  ^— 1 =  xH{x)g{x) mod 0 ”’ — 1 
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Since the polynomial x^c{x) modæ”' — 1 is also a codeword, it must be divisible 
by g{x), that is
[0 -^ c(0 ) mod 0 " — 1] mod g{x) = 0
The above equation can be satisfied if g{x) is a factor of 0 " — 1. In other 
words, the generator polynomial for a cyclic code of block length n is a factor 
of 0 ^ — 1.
Now let us look into more detail how a cyclic code can be constructed. 
Each codeword in a cyclic code contains ^'(0 ) as a factor, so that each code 
polynomial will have roots tha t must include the roots of g{x). It then follows 
tha t the cyclic code can be completely described by g{x), so that we may define 
the code by specifying the roots of g{x). We can clarify this with the aid of an 
example. The polynomial 0  ^— 1 has the following factorisation into irreducible 
polynomials:
0^ — 1 =  (0 +  1)(0^ +  0  +  1 )(0  ^+  0  ^ +  1)
If we take ^(0 ) =  0  ^+  0  +  1 as the generator polynomial for a code of block 
length 7, it leads to n = 7, k ~  4.
Recall from our earlier discussion of irreducible polynomials that the g{x) 
we have chosen, 0  ^+  0  + 1 , is irreducible in GF{2) and therefore its roots must 
be in an extension field of GF{2). Moreover, since 0  ^ +  0  +  1 is primitive, 
its roots are all primitive elements of the extension field GF{2^). Thus, we 
can briefly describe the code by specifying the roots of ^ (0 ) in GF{2^). Since 
the three roots of g{x) are related to one another (from the property 7 of 
irreducible polynomials in section 2.3.4), it is in fact necessary to specify only 
one of its roots in GF(2^) in order to describe the code completely. We will 
look into this in more detail in the next section.
2 . 5  B C H  C odes
BCH codes are a family of multiple-error-correcting codes that were discov­
ered by R. C. Bose and D. K. Ray-Chaudhuri[5] and independently by A. 
Hocquenghem[4]. They are a powerful class of cyclic codes tha t provide a 
large selection of block lengths, code rates, alphabet sizes and error-correcting 
capabilities.
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BCH codes are a subset of cyclic codes and thus can be defined in terms 
of roots of a generator polynomial g{x). The design of a BCH code takes into 
account the number of errors that are required to be corrected. A BCH code 
is designed to correct a certain number of errors.
2.5 .1  B in ary  B C H  C odes
For any positive integers m  and t < n /2 , there exists a binary BCH code with 
block length n = — 1 and minimum distance d > 2 t - \ - l  having at most mt
parity bits, and such a code is t-eiioi  correcting code.
Let «  be a primitive element of the extension field GF{2‘^ ) .  The gener­
ator polynomial for a Ferror correcting BCH code is chosen so tha t 2t consec­
utive powers of a , such as are roots of the generator polynomial
and consequently are also roots of each codeword. Each such code is called a 
primitive BCH code because the roots are specified to be consecutive powers 
of a primitive element of G F  {2'^). The block length of a BCH code is the order 
of the primitive element of GF(2^) .  Since the order of a primitive element is 
2”^  — 1, the block length of a primitive BCH code must be 2”^  — 1.
Since BCH codes are a subset of cyclic codes, we can make codewords 
have the desired set of roots by choosing the generator polynomial such that 
it has a , ..., «2< as its roots. This can be accomplished by selecting g{x) as 
the least common multiple of the minimal polynomials oî that is
g{x) = LCM[mai{x),moi2{x),. . . ,ma2t[x)\
From the property 7 of irreducible polynomials in section 2.3.4, if an irreducible 
polynomial with binary coefficients has ^  as a root, where is an element of an 
extension field of GF{2), then it also has as a root. Therefore, the elements 
of even powers of a  and a  will have the same minimal polynomial, rria{x), and 
g{x) can be expressed by a condensed form.
g{x) = LCM[mai{x) ,ma^{x) , . . . ,ma2t-i{x)]
Having selected the parameters of a BCH code that is suitable for our 
purposes, we need to determine the generator polynomial for the code. Suppose 
tha t we require a two-error correcting BCH code of block length 15. The
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generator polynomial may then, for example, have a  and as roots, where Ia  is a primitive element of GF(16). Therefore, we form g{x) by multiplying i
together the minimal polynomials of a  and in GF{16). Procedures for |
determining minimal polynomials are well demonstrated in the literature such 
as in [18] [36]. For convenience, here, we just use the results,
ma{x) = +  a; +  1
mas{x) = +  æ +  1
We now enumerate all the roots of each of these polynomials to determine 
whether or not any one polynomial has more than one of the required roots.
That is,
roots of ma{x)  : a , 
roots of mas{x) : a^,a®,
From this enumeration, we see that a  and are roots of two distinct polyno­
mials, and therefore the required polynomial is simply the product of the two 
minimal polynomials just found,
g{x) =  (a;  ^4 -a;-f l)(a;^ +  H-ar^-f æ +  1)
=  a:® -f- a:^  +  1
It is seen that the degree of g{x) is 8, and thus a (15,7) code with design 
distance 5 is produced.
2.5 .2  N on -b in ary  B C H  cod es
As a generalisation of the binary case, a t-error correcting BCH code on GF{q) 
can also be constructed, where ç is a prime number or a power of a prime 
number. Each such code is a cyclic code, and all codewords have roots tha t 
include 2t consecutive powers of some element j3 contained in GF{q^).  Usually,
GF{q) is called the symbol field and GF{q^)  called the locator field. As with the 
binary codes, BCH codes constructed with a primitive element are primitive 
BCH codes. The generator polynomial of a BCH code on GF{q) is defined as 
the least common multiple of the minimal polynomials of a , ..., tha t is
g{x) = LCM[mai{x),mci2{x)y...yma‘2t{x)]
C hapter 2 Cyclic B lock Codes and R eed Solomon Codes
2.6 R eed  Solomon Codes 37
The block length of the code is the order of the element chosen to describe 
the consecutive roots. Therefore, for the primitive codes, where we choose a 
primitive element of GF{q'^)^ the block length is q'^ ~  1
2.6 R eed  Solom on C odes
Reed Solomon codes are an important sub-class of non-binary BCH codes. In 
defining BCH codes, we use two fields, one is the field GF{q), the symbol field, 
over which the code is defined and the other is the field GF{q'^)^ the locator 
field, in which roots of codewords can be found. In Reed Solomon codes these 
two fields coincide so tha t m  = 1.
A t-exToi correcting Reed Solomon code defined over GF{q) has as roots 
2t consecutive powers of a , which is a primitive element of GF{q). The minimal 
polynomial of any element /? is just x — jS. Therefore, the generator polynomial 
g{x) for a t-error correcting Reed Solomon code is
g{x) = {x ~  a^°){x — ■ {x —
where mo is an arbitrary integer, usually chosen as 0 or 1. Since g{x) has 
degree 2t, only 2t parity symbols are required for t-eixoi correction. Typically 
gr =  2"^  is selected. This means that Reed Solomon codes provide correction of 
2”^ -ary symbols and hence burst errors [47].
Since the order of a  is g — 1, the block length of a Reed Solomon code is 
q — 1. For any BCH code the design distance is one greater than the number of 
consecutive roots in the locator field, thus we have for any {nfi) Reed Solomon 
code
d = 2^4-1 =  n — k 1
An important property of any Reed Solomon code is tha t the true minimum 
distance is always equal to the designed distance. Any {n,k) linear block 
code can not have minimum distance greater than n — k 1. A code for 
which the minimum distance equals n — k F I is called a maximum distance 
separable(MDS) code[36]. Thus, any Reed Solomon code is an MDS code.
W ith an example, we will now see how a Reed Solomon code can be 
constructed. We construct a 1-error correcting Reed Solomon code on GF(2^), 
where we represent the symbol field by 0,1, a , ..., a®. The block length of
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the code will be 7, and accordingly the number of information symbols will be
5. We can set a degree 2 generator polynomial over GF(8)  having as a root 
o;, a primitive element of GF(8).  That is,
g(x)  =  (æ +  a^)(æ +
=  +  (a  +  l)æ +  a
and we have two primitive polynomials on GF(8) which are ~\-i- and
+  æ +  1. Taking +  a; +  1 as the primitive polynomial for this example, 
and doing necessary arithmetic in GF(8) using =  a  +  1 over GF(2), the 
generator polynomial can be rewritten as
g{x)  =  x^ cFX +  a
The binary representation of symbols can also be accomplished using =  a+ 1
over GF{2) as shown in Table 2.6.
Table 2.6: The symbols on G F  {8)
symbols binary -representation
0 0 0 0
1 1 0 0
a 0 1 0
0 0 1
1 1 0
0 1 1
1 1 1
a® 1 0 1
Now, we can generate codewords by multiplying the generator polynomial 
by some polynomial which represents the information word. For example, if 
we have the information word i = (1,0, a , 0, a®), then the polynomial can 
be written as
2(æ) =  +  ax"  ^ -f-
and a codeword polynomial c(æ) can be formed as
c{x) =  g{x)i{x) = {x^ T cFx +  a)(a;^ +  ax^ +  a®)
=  æ® 4- cFx^ 4  cFx^ 4  [cF 4  cF)x'^ 4  oFx 4  1
— æ® 4  cFx^ 4  oFx^ 4  4  oFx 4  1
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Therefore, the produced codeword is (1, 0, 1, a^, 1).
2.7 A pplicab ility  o f  R eed  Solom on C odes
Reed Solomon codes, a subset of cyclic codes with powerful error-control ca­
pabilities, have found widespread acceptance in fields as diverse as space com­
munications and the compact-disc digital audio systems. Since Reed Solomon 
codes are a special case of BCH codes, they can provide multiple-error correc­
tion. The widest application of Reed Solomon codes derives from their symbol 
correction property which make Reed Solomon codes particularly powerful for 
burst error correction.
The capability of Reed Solomon codes for correcting multiple binary 
errors can be applied to computer memory systems, where errors are likely 
to occur in bursts. The photo-digital storage system provides a prominent 
example of the application of Reed Solomon codes. For example, the IBM 
Digital Cypress uses a (61,50) shortened RS code with symbols from GF(2®) 
for error control. The code used in the IBM 3370 disk storage system is a 
shortened RS code with symbols from the field GF(2®)[41].
Reed Solomon codes are widely used as outer codes in concatenated cod­
ing systems. Concatenation is a method of putting a second code on top of the 
first one to correct the decoding errors which occur after the first decoding. 
Since any decoding errors inevitably will be bursty, especially for Viterbi de­
coded convolutional codes which will exhibit decoding errors that last for a few 
constraint lengths, the outer code should be a burst error correcting code such 
as a Reed Solomon code. For example, the 1986 Voyager Uranus space mission 
used a (255,223) Reed Solomon outer code combined with inner convolutional 
codes [45].
In the AWGN channel, moderate to high-rate Reed Solomon codes can 
provide very efficient communication when used with orthogonal signaling sys­
tems. Reed Solomon codes are naturally suited for application with non-binary 
modulation alphabets, but they can also be used very effectively with bi­
nary signaling systems[36]. At bit error rate range of 10“® to 10“®, however, 
Reed Solomon codes used with binary signaling suffer relative to convolutional 
codes with soft decision decoding. This disadvantage is mainly because Reed
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Solomon codes generally do not employ a soft decision demodulator[50].
It has been shown that Reed Solomon codes provide better performance 
for low output error rates compared with binary BCH codes with the same 
rate and block length. The reason for the superiority of the Reed Solomon 
codes at low error rates is tha t even though a single bit error results in a Reed 
Solomon symbol error, the distance properties of the Reed Solomon codes are 
much better than those of binary BCH codes[36].
2.8 Soft D ecision  D ecod ing  o f R eed  Solom on  
C odes
In this section, soft decision algebraic decoding methods which have been de­
veloped for block codes will be discussed. Soft decision decoding of any code 
can provide another degree of freedom when designing a communication sys­
tem. In most cases, the additional information provided by the soft decisions 
can offer about 2dB of additional coding gain at moderate HER on an AWGN 
channel. Accordingly, it significantly increases the effectiveness of a code. Soft 
decision decoding is particularly effective when moderate length block codes 
are incorporated, and thus provides substantial performance benefits over a 
wide range of signal to  noise ratios.
2.8.1 E rasure D ecod in g
A demodulator may be designed to declare a symbol erased when it is received 
ambiguously or when the receiver detects a high level of impulse noise. The 
decoder is then presented with a sequence consisting of definite zeros and ones 
as well as erasures. In order to correct an error produced by a demodulator, 
we need to know its location and its correct symbol value. If the demodulator 
declares a symbol erased, although the correct symbol value is not known, the 
symbol location is known, and thus the decoding of an erased codeword can 
be achieved by using the method explained later.
An error control code can be used to correct erasures or to correct errors 
and erasures simultaneously. If the code has minimum Hamming distance d 
and is capable of correcting any pattern  of t or fewer errors, then the code is
C hapter 2 Cyclic Block Codes and R eed  Solomon Codes
2.8 Soft Decision D ecoding o f  R eed Solomon Codes 41
capable of correcting any pattern of t errors and s erasures[29] if
d > 2t -i- s
For the binary case, simultaneous erasure and error correction can be 
accomplished in the following way[36].
1 . Replace s-erased positions with zero, and perform error correction of up 
to t errors.
2. Replace s-erased positions with one, and decode again.
3. If both decodings succeed, select the one corresponding to the smallest 
number of error corrections outside the s erased positions.
As long as the number of errors and erasures satisfies d >  2t -{- s, there will 
be at least one correct decoding, and if there is one incorrect decoding, the 
correct decoding can be identified. Direct application of the above process to 
non-binary codes involves a prohibitive amount of computations, and thus it 
is almost impossible. Instead, the above concept can be incorporated with 
certain algebraic decoding methods. A special case of erasure decoding which 
can be applied to Reed Solomon codes will be discussed in the next section.
2.8 .2  Soft D ec ision  D eco d in g
Soft decision decoding of block codes can be viewed as a special case of the 
erasure decoding procedure just described in the previous section. In soft 
decision decoding, the demodulator sends the decoder more precise bit quality 
information, that is soft decision information, than simple erasures. However 
soft decision decoding is generally not used with block codes because it is 
considerably more difficult to implement than hard decision decoding.
Here, we will outline some soft decision decoding algorithms which can 
be used for Reed Solomon codes [54].
Forney’s G M D  D ecod ing
Forney[10] developed a soft decision decoding technique, called generalised 
minimum distance decoding, often abbreviated as GMD decoding. The GMD
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decoding algorithm used erasures and soft decision values. The algorithm can 
be described as follows.
1. Upon the reception of a received sequence, make hard decisions and call 
this sequence the original received sequence.
2. Quantify the reliability (confidence value) of each received bit by using 
the soft decision value associated with it.
3. Erase the 2 least reliable symbols and form a new codeword by erasure 
decoding.
4. If the best codeword is not found, now erase 4 symbols and repeat erasure 
decoding until at most d — X symbols have been erased or until the best 
codeword has been found. The best codeword is defined in the following 
manner
(a) sum  <r- 0 .
(b) If the decoded and original symbols match, then sum  sum  +  7 , 
where 7  is the confidence value of the symbol.
(c) If they do not match, then sum  <— sum — 7 .
(d) Repeat (b) and (c) for the entire codeword, tha t is n symbols.
(e) if sum  > n — d, then the best codeword has been found.
This method increases computation by a small factor, but its perfor­
mance only approaches tha t of maximum likelihood decoding in limited cir­
cumstances.
C hase’s A lgorithm
Chase[17] proposed a soft decision decoding technique termed channel-measurement 
decoding, which provides a means of making highly effective use of bit reliabil­
ity information. The decoding algorithm can be best described in the following 
manner.
1. Upon reception of a received sequence, make a hard decision.
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2 . Quantify the reliability of each received bit using a decision statistic ap­
propriate to the channel used. Also, rank the received bits in accordance 
with their reliability measures.
3. Erase a specified number of the least reliable bits, and create test patterns 
by filling the erased positions with all possible bit combinations.
4. For each such test pattern, perform bounded-distance decoding of up to 
t — [ (d —1 ) / 2 J errors, where [æj denotes the integer part of x.
5. Among the multiple decodings, each corresponding to a different esti­
m ated error pattern, the decoded word is found which corresponds to 
the error pattern of least overall reliability.
Chase defined three variations on the basic algorithm for binary codes. 
They all correspond to the above procedures, but differ in the number of test 
patterns used. Mirza[54] extended these algorithms to Reed Solomon codes 
and made some computational comparisons between the three algorithms.
A lg o rith m  1 tests all error patterns within the sphere of radius d —1 around 
the received word r. It is an exhaustive routine which takes all weight 
[d /2 j test patterns out of n bits. For Reed Solomon codes this extends 
to taking all possible combinations of [d /2 j symbols for each symbol 
combination, that is all bit combinations. The number of test
patterns which need to be tested is, thus,
m i  )
A lg o rith m  2  tests error patterns by taking at most [d /2 j positions which 
have the lowest reliabilities. This method reduces the computational 
complexity imposed by algorithm 1 by using the soft decision informa­
tion. Again for Reed Solomon codes, with the [d /2 j least reliable symbols 
chosen, at least decodings are necessary.
A lg o rith m  3 tests only those error patterns generated from test patterns 
having i ones in the i least reliable bit positions with i =  1,3,5, . . . ,d — 1 
for d=odd number. According to Mirza[54], for Reed Solomon codes this 
algorithm needs Y2i{2^Y decodings with i least reliable symbol positions.
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The implementation of the Chase algorithms for Reed Solomon codes 
generally involves a huge amount of computations. The computational com­
plexity incurred by the above algorithms is prohibitive for all but the simplest 
Reed Solomon codes.
Enhanced R eed  Solom on D ecod ing
Mirza[54] proposed an enhanced Reed Solomon decoder which uses soft deci­
sion information. He showed that with this method it was possible to improve 
the error correcting capability of a Reed Solomon code, which by definition is 
t errors, to — 1 errors and under certain circumstances up to 2t errors. The 
algorithm can be summarised as follows.
1 . Make hard decision for received sequence and do algebraic correction 
(option)
2 . Generate erasure patterns of weight 2t
3. Do erasure decoding
4. For each erase pattern, compare with the received sequence using hard 
or soft decision voting strategies.
5. Erasure pattern with highest vote wins.
The above algorithm was implemented for moderate length Reed Solomon 
codes and compared with Chase’s algorithm, and it was shown that the above 
algorithm offered savings in computational complexity over Chase algorithm 
2  with at least the same coding gain.
2.9 D iscussion
The soft decision decoding algorithms which are explained in section 2.8 offer 
the benefit that in some cases if more than i errors are present then it is possible 
for these algorithms to correct these errors. However, they are inefficient when 
compared to standard algebraic methods, especially for long length and high 
redundancy codes. Moreover, none of these algorithms exhibits maximum 
likelihood decoding.
C hapter 2 Cyclic Block C odes and Reed Solomon Codes
2.9 Discussion  4 5
Soft decision methods can be easily accommodated in trellis decoding 
methods without causing any further complexity compared to hard decision 
methods. Because of this easy acceptance of soft decision decoding, convolu­
tional coding with Viterbi decoding has become one of the most widely used 
forward error correction techniques. Since it is possible to apply trellis decod­
ing to Reed Solomon codes, soft decision trellis decoding can also be applied 
to Reed Solomon codes. Hence, in the next section, trellis decoding for cyclic 
block codes, especially for Reed Solomon codes, will be discussed.
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Trellis D ecod in g  for R eed  
Solom on C odes
3.1 Introduction
One of the advantages of convolutional codes, for which trellis decoders are 
usually used, is tha t the decoders can handle soft decision data easily. Whilst 
the algebraic decoding of cyclic codes is often more efficient in computational 
terms than trellis decoding of convolutional codes, it does not incorporate soft 
decisions and is, therefore, less powerful. In general, eight-level soft decision 
decoding results in a typical performance improvement of approximately 2 dB 
in required E^/No compared to hard decision decoding. To exploit this per­
formance improvement with cyclic codes, it is desirable to apply soft decision 
decoding techniques. Although trellis decoding methods are not normally used 
for the decoding of cyclic codes, they are in fact applicable[23].
Since the trellis decoding method is traditionally used for convolutional 
codes, the basics of convolutional codes are described in section 3.2.1. As a 
means of providing maximum likelihood decoding, Viterbi decoding for convo­
lutional codes is explained in section 3.2.2. The sequential decoding algorithm, 
which is sub-optimal as compared to maximum likelihood decoding, will be 
discussed in Chapter 6 . A discussion of the applicability of trellis methods to 
linear block codes is provided in section 3.3. By using the concepts described 
in section 3.3, the application of a trellis approach to the decoding of binary 
cyclic codes is described in section 3.4. If we extend binary symbols to multi­
level symbols, a code trellis for Reed Solomon codes can also be constructed.
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This process is explained in section 3.5 with the Viterbi decoding for Reed 
Solomon codes.
3.2 Trellis D ecod ing o f C onvolutional C odes
Convolutional codes are generally decoded by trellis decoders such as the 
Viterbi decoder which exactly performs maximum likelihood decoding. How­
ever, the Viterbi algorithm is practical for binary codes which need a compar­
atively limited length of memory registers. The critical advantage of trellis 
decoding is that it can be employed with a soft decision demodulator, and 
therefore results in a superior coding gain.
In order to understand the Viterbi decoding algorithm, it is convenient 
to expand the state diagram of the encoder in time. The resulting structure 
is called a trellis diagram. Before examining Viterbi decoding, we will briefly 
mention the basics of convolutional codes.
3.2.1 B asic  S tru ctu re o f  C onvolution al C odes
A convolutional code is described by three parameters, n, k, and AT, where the 
ratio k fn  is the code rate of the code (R), and K  is called the constraint length 
of the code. Although the code rate has the same significance (information per 
coded bit) as in block codes, n does not define a block or codeword length as it 
does for block codes. Since the information sequence is not divided into blocks 
but processed continuously, n represents the number of output bits from the 
encoder for every k input bits. The convolutional encoder contains memory, 
and thus the n encoder outputs at any given time unit depends not only on 
the k inputs at that time unit but also m previous input blocks, where m is 
the number of memory elements in the encoder. In this thesis, we will only 
consider the case ^ =  1. The constraint length K  is the number of ^-bit shifts 
over which a single information bit can influence the encoder output. Since we 
assumed that k — K  =  m +  1.
A convolutional encoder with constraint length K  consists, therefore, of 
a, K  — 1 stage shift register together with n modulo-2 adders and a parallel 
to serial multiplexer for serialising the encoder outputs into a single code se­
quence. The information sequence is shifted into and along the shift register
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one bit at a time, and the encoder output sequences are obtained by taking 
the convolution of the information sequence with the generator sequences of 
the code. As a simple example, a rate 1 / 2  convolutional encoder with K = 3  is 
shown in Figure 3.1.
informationsequence codesequence
Figure 3.1: Encoder for the R  = 1/2.,K = 3 convolutional code
A convolutional encoder continuously processes information bits in a se­
rial fashion for transmission over the channel. Thus, the generator m atrix of a 
code is a semi-infinite matrix and has an infinite number of rows and columns, 
which allows the information and codeword sequences to be arbitrarily very 
large. However, for any practical treatm ent, there is a maximum allowable 
length for which we often define the truncation of a convolutional code.
Since a convolutional encoder is a finite-state machine, its operation can 
be described by a state diagram. By using the encoder example in Figure 3.1, 
a state diagram can be drawn as in Figure 3.2. The states So,Si,S2 ,S3 shown 
in the circles of the diagram represent the possible contents of the rightmost 
K  — 1 stages of the register, and the paths between the states represent the 
output branch words resulting from such state transitions.
There are only two transitions emanating from each state, corresponding 
to the two possible input bits, where a solid line denotes a path  associated with 
an input bit zero, and a dotted line denotes a path associated with an input 
bit one. The output branch word which is associated with state transition is 
w ritten next to each path between states. Notice that it is not possible in 
a single transition to move from a given state to any arbitrary state. As a 
consequence of shifting-in one bit at a time, there are only two possible state 
transitions which the encoder can make at each bit time.
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0 0 input bit 1input bit 0
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branch wordencoder
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01
Figure 3.2: Encoder state diagram for the R  == 1 /2 ,K  — 3 convolutional code
Since a convolutional encoder is regarded as a linear finite-state machine, 
its structure can be exhibited with the aid of state, tree and trellis diagrams. 
A code tree and a trellis structure are convenient methods of describing the 
relationship between input and output sequences. They add the dimension of 
time to the state diagram. The tree diagram for the convolutional encoder 
shown in Figure 3.1 is illustrated in Figure 3.3.
In a tree diagram, at each successive input bit time the encoding proce­
dure can be described by traversing the diagram from left to right, each tree 
branch describing an output branch word. The branching rule for finding a 
codeword sequence is as follows: If the input bit is zero, its associated branch 
word is found by moving to the next rightmost branch in the upward direction. 
If the input bit is one, its associated branch word is found by moving to the 
next rightmost branch in the downward direction.
The added dimension of time in the tree diagram makes it possible to 
describe the encoder as a function of a particular input sequence. However, 
in the tree diagram the number of branches increases with 2 ^, where k is the
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Figure 3.3: Tree diagram for the R  = 1/2^K = 3 convolutional encoder
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number of bits in the input sequence.
Observing Figure 3.3, we can discover that the structure repeats at time 
4^ . Generally, the tree structure repeats after K  branchings. This means that, 
after K  branchings, any two nodes having the same state label, at the time 
ti, can be merged since all succeeding paths will be indistinguishable. If we 
apply this to the tree structure of Figure 3.3, we obtain the trellis diagram in 
Figure 3.4. The trellis diagram by, exploiting the repetitive structure, provides 
a more manageable encoder description than does the tree diagram.
< ----------------levels---------------- --
0 0 0  1 0 0  2 0 0  3 0 0  4 0 0  5 0 0  6  oo 750 0 0  e---------#---------#-
i ï \  n \51 01 •  \
52 1 0  •  /  # :  /
1 0  % y ‘TO y 'TO• y  ..... .^..... ^
output input bit 0-----------------branch word . ,input bit 1.....................
Figure 3.4: Trellis diagram for the R  = 1/2, Æ =  3 convolutional encoder
Since the trellis diagram is very important for exploring the behaviour 
of a Viterbi decoder, let us now define a few terms which relate to the trellis
diagram. In any encoder trellis diagram, the æ-axis represents the time state,
and here we shall refer to each point of the a;-axis as the level of a code trellis 
or simply level. Each point of the y-axis in a code trellis represents a encoder 
state.
At each level, the trellis requires 2 ^"^ nodes to represent the possi­
ble encoder states, and after the ITth level a fixed structure prevails. After this 
point each of the states can transit to one of two states. Of the two outgoing 
branches, one corresponds to an input bit zero and the other corresponds to 
an input bit one.
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3 .2 .2  V iterb i d ecod in g
V iterbi[13] introduced a decoding algorithm for convolutional codes which has 
since become known as the Viterbi algorithm. Later it was shown that the 
Viterbi algorithm essentially performs maximum likelihood decoding[19], and 
also was an example of a dynamic programming solution to the problem of 
finding the shortest path through a weighted graph[16].
The key point of the Viterbi decoding algorithm is reducing a compu­
tational load by taking advantage of the special structure of the code trellis. 
This is done by selecting only one path among the several ones which enter 
the same state.
The algorithm involves calculating a distance between the received signal 
and the expected signal at each level. This calculated distance is called the 
branch metric. The decoder step forwards into the trellis, calculating the 
cumulative distance, which is called the path metric. The decoder removes 
from consideration those paths that can not possibly be candidates for the 
maximum likelihood choice. When two paths enter the same state, the one 
having the best metric is chosen. This path is called the surviving path. This 
selection of surviving paths is performed for all the states, making only one 
path per state. The decoder continues in this way to advance deeper and 
deeper into the trellis, eliminating the least likely paths. If a binary symmetric 
channel is assumed, then Hamming distance is a proper distance measure. 
Viterbi decoding can be summarised as follows.
1. Beginning at level I =  i, compute the branch metric for the single path 
entering each state.
2 . Increase / by 1. Compute the path metric for all the paths entering a 
state by adding the branch metric entering that state to the metric of 
the connecting surviving path  from the preceding level. For each state, 
store the surviving path, together with its metric, and eliminate all other 
paths.
3. If / < jL -f i, repeat 2, otherwise insert zeros to clear encoder memory 
and determine the decoded sequence, where L is the truncation length, 
and usually several times the constraint length.
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3.3 A pplicab ility  o f Trellis M ethods to  C yclic  
C odes
In a random error channel, the best way of decoding is to compare the received 
sequence with every possible code sequence. In the case tha t all input message 
sequences are equally likely, a decoder can achieve the minimum probability of 
error by selecting the code sequence which has maximum conditional probabil­
ity of getting the received sequence under the condition that one of the possible 
sequences was transm itted, Wolf[23] showed that maximum likelihood decod­
ing of any (n^k) linear block code over GF{q) could be accomplished by using 
the Viterbi algorithm applied to a trellis with no more than states, or q^ 
\ i k  < n — k., and also showed tha t the trellis was periodic for cyclic codes. Wolf 
demonstrated that the trellis could be drawn for general linear block codes. 
Here, we concentrate on the method of constructing a trellis for cyclic block 
codes only.
For a {n,k) cyclic block code over a finite field GF{q), where the elements 
of the field are denoted as =  0 , 1 , 2 , • • •, (g — 1 ), the trellis is built
by tracing the possible states of the encoder memory for all possible inputs. 
An encoder state is determined by the input symbols fed to the encoder, and 
each distinct codeword corresponds to a distinct path in the code trellis. The 
number of states in the trellis at depth j  (for k > n — k)
^  l , 2 , - - - , n ~  A; -  1 
j  = n — k ,n  — k "  yk 
q^-3^ j  =
The trellis is repetitive for, j  =  n — ^ 1, • • •, A;. Consequently, the number of
states at any level can not exceed q^ ~^  ^ which is the number of distinct {n — k) 
tuples with elements from GF{q).
To help ease understanding of this problem, let us model the encoding 
process of a cyclic block code as an FIR filtering process. In Figure 3.5, 
the encoding process of the (n,k) cyclic block code and its FIR filter model 
are represented. That is, the impulse response of the filter is the generator 
sequence of the code and the input to the filter is the data followed h j n  — k 
zero symbols. Then, the code sequence is a convolution of the data with the 
generator sequence.
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n-symbol code-words k-symbol information words
FIR filter
(n-k)-symbol pads 
Figure 3.5: Encoding process for the (n,k) cyclic block code
We can now figure out the shape of the trellis for the encoder in Figure 
3.5. At the first level, the trellis contains only one state, so, which results from 
the encoder memory of the all-zero {n — A:)tuple. At the second level, we have q 
states, 5o ,5 i , -- - , Sg_i, which result from the q possible values of the first input 
to the encoder. For an arbitrary level, 1 <  level < n, we can have encoder
states of Si, i =  ajidrOij2q-\ Since there are (n — k) encoder
memory elements and each memory element can contain at most q different 
elements, there will be at most q'^~^ states in the trellis at any level. At the 
last n ~  k levels when all zero input sequences are fed to an encoder to clear 
it, the number of states reduces to one and the surviving path  at that point 
determines the decoded information.
In the next two sections, the demonstration of the trellis approach for 
binary cyclic codes and Reed Solomon codes with simple examples is presented.
3.4 Trellis A pproach to  B inary C yclic C odes
3.4.1 C on stru ction  o f  Trellis for B inary C yclic C odes
As mentioned earlier, the trellis diagram for a cyclic block code can be easily 
constructed if the cyclic code is modelled as the output of a FIR filter. Here, 
we construct a trellis with an example of the (7,4) BCH code. In Figure 3.6,
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Figure 3.6: Encoding process for the (7,4) BCH code
the modelhng of the encoding process of the (7,4) BCH code is represented.
By tracing the state of the encoder and encoded output, we can config­
ure the encoder state diagram as shown in Figure 3.7. Since there are three 
encoder memory stages, we have a diagram with eight states. Similar to the 
convolutional encoder, the states — «7  represent the possible contents of the 
rightmost n — k stages of the register, and the paths between the states repre­
sent the output branch words resulting from such state transitions. There are 
two state transitions for each state, corresponding to input bit zero and input 
bit one. Notice that, in contrast to the rate 1/2 convolutional code, there is 
only a one bit output branch word for each transition. It means that for each 
input bit, the encoder produces one output bit.
The encoder produces redundant bits by feeding n — k zero bits into 
the encoder after the k information bits. The input sequence fed in to the 
encoder consists of a finite n-bit block rather than an infinite sequence as in 
convolutional codes. The above facts indicate a very im portant property of 
the trellis diagram for cyclic block codes. First of all, the trellis has a finite 
number of levels because of the finite input sequence length. Second, after the 
^th  level in the trellis, when all the k information bits are fed into the encoder, 
it is possible to transit to only one state from any state resulting from the n — k 
tuple zero for redundancy. The trellis diagram for the (7,4) BCH code is shown 
in Figure 3.8.
C hapter 3 Trellis D ecoding for R eed Solomon Codes
3.4 Trellis Approach to  B inary Cyclic Codes 56
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Figure 3.7: Encoder state diagram for the (7,4) BCH code
3 .4 .2  V iterb i D eco d in g  for B inary C yclic C od es
By exploring a code trellis, the Viterbi decoding algorithm can be easily ex­
plained. W ith the (7,4) BCH code as an example, let us demonstrate the 
behaviour of the Viterbi decoder. After investigating the hard decision de­
coder, we will briefly demonstrate the soft decision method.
W ith the encoder in Figure 3.6, assuming the information word i =  
1 1 0  0, then we have the corresponding code sequence c =  1 0 1 1 1 0 0 .  Now 
let us assume we have a noise corrupted received sequence r  =  1 0 1 0 1 0 0  
having an error at the fourth bit. The decoder will start at state so, since 
the encoder memory is supposed to be cleared at the initial state. The first 
incoming bit is compared with two possible output branch words which can be 
produced by transitions from state sq to either state or 5 4 . From the state 
diagram in Figure 3.7, we can see that the possible output branch word is 1  in 
the case of transition to state 5 q, or 0 in the case of transition to the state 5 4 . 
If we compare these two output branch words with the first received bit, we 
can calculate the Hamming distance of each branch, that is, the branch metric
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Figure 3.8: Trellis diagram for the (7,4) BCH code
can be calculated on each branch as shown in Figure 3.9(a). Because the first 
received bit is 1 , the branch metrics are calculated as 0  and 1  respectively as 
shown in Figure 3.9(a). The Viterbi decoding algorithm uses these Hamming 
distance metrics to find the most likely path  through the trellis. The decoder 
stores all the information about the paths which are currently kept by the 
decoder such as the input information, encoder state, and the metrics.
As one progresses through the code trellis, the same steps are carried out 
and also the cumulative Hamming distances, which represent path metrics of 
all possible paths, are calculated and stored with other path information. If we 
continue all these steps as shown in Figure 3.9(b), (c), and (d), we will arrive 
at a point when two paths merge into the same state, as represented at level 
4 in Figure 3.9(d). In such a case, one of the two will be eliminated at each 
level by comparing the path metric as shown in Figure 3.9(e). For example, in 
Figure 3.9(d), there are two paths entering the state sq. The upper path has a 
metric of 2, and the lower has a metric of 3. The lower path can not be a part 
of the optimum path because the upper path  which enters the same state Jo 
has a smaller metric. At every subsequent step in the decoding process, there 
will always be two possible paths entering one state. Thus, one of the two will 
be eliminated by comparing the path metrics so tha t we always have a number 
of surviving paths which is less than or equal to the number of states.
Figure 3.9(f) shows the next step in the decoding process. Again, at
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level 5 there are two paths entering each state, and one of each pair can be 
eliminated. Since all 4 information bits have already gone through, from level 
5 only the branch corresponding to 0 will be extended by the decoder. It also 
means that the decoder now does not have to store input information about 
any surviving path. As shown in 3.9(f), (g), (h), (i), (j), and (k), the number of 
surviving paths decreases as the decoder goes through the trellis. At the end, 
only one path with the minimum path metric is selected at level 7 when the 
decoder should have processed a whole received codeword. That is, at level 5 
the number of surviving paths is reduced to four, to two at level 6 , and finally 
to one at level 7. Thus, this last surviving path is the decoded sequence. The 
path metric of this surviving path  is 1  because only one error occurred at the 
fourth bit position.
If we investigate the decoded sequence, it represents the information word 
» =  1 1 0 0. This is clear since the first two branches of this path are dotted 
lines which stand for input bit one, and the next two branches are solid lines 
which stand for input bit zero.
Now let us consider the soft decision decoding method. Soft decision 
decoding uses the same procedure discussed above except that the Hamming 
distance for a hard decision metric is simply replaced by a soft decision metric. 
All other decoding operations remain the same. As an example, we assume 
that the same information word z, and code sequence c as in the hard decision 
example. The noise corrupted received sequence r  is changed into a 3-bit soft 
decision vector, and is assumed to be 5 0 5 3 7 0 0. In order to calculate the 
distances between a received value and an output branch word, these output 
branch words are also changed to 3-bit quantised values 0 and 7 instead of 0 
and 1 respectively. All steps are the same as those in the hard decision method 
except that the values are compared in forms of 3-bit quantized ones as shown 
in Figure 3.10 which shows the soft decision Viterbi decoding for the (7,4) 
BCH code for the first 3 levels.
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Figure 3.9: Viterbi decoding with hard decision for tlie (7A) BCH code 
C hapter 3 Trellis D ecoding for R eed Solomon Codes
3 .5  Treliis Approach to  Reed Solomon Codes 6 2
transmitted codeword c = 7 0 1 7 1  00  
received codeword r  = 5 0 5 3 7 0 0
level
State 0
sO 
si 
s2 
s3 
s4 
s5 
s6 
s7
1 path 0 metric
pm0=5
2\
pm4=2
1 2
#  #  pmO=5 •  pm0=10
pml=14
pra2=14
, / \  pra4=7pra4=12
.5 #  pm5=ll
#  pm6=2 . 5 #  pml=17
•  pm7=7
(a) (b)
input bit 0
(c)
input bit 1
Figure 3.10: Viterbi decoding with, soft decision for the (7,4) BCH code
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3.5 .1  C on stru ction  o f  Trellis for R eed  S olom on C odes
In the trellis constructed for binary cyclic codes, if we extend the binary sym­
bols to non-binary symbols, we can also model them as the output of an FIR 
filter, and hence can construct a trellis diagram. An encoder model for the 
(7,5) Reed Solomon code is shown in figure 3.11
In Reed Solomon codes constructed over a field G F  {2^)., there are 2^  
possible symbols. It means that there will be 2^  state transitions for each 
state resulting from 2^  possible input symbols. In other words, there will 
be 2 ^  outgoing and incoming branches from a single node. Moreover, since 
each encoder memory element can have 2 ^  possible symbols, we have (2 "^)’^ “  ^
states in the trellis diagram for a (n^k) Reed Solomon code. Similar to the 
binary case, the trellis has a finite number of levels, and one symbol input to 
the encoder results in one symbol output. Since n — k zeros are inserted into
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Figure 3.11: Encoding process for the (7,5) Reed Solomon code
the encoder as soon as the k information symbols have passed through the 
encoder, there is only one possible state transition for each state after the A;th 
level and finally at the last level we have only one state resulting from n — k 
zero symbols.
A representation of the code trellis for the (7,5) Reed Solomon code can 
also be constructed as shown in Figure 3.12.
3.5 .2  V iterb i D eco d in g  for R eed  Solom on C odes
In an (n,k) Reed Solomon code over a field G F(2”^ ), a symbol consists of 
m  bits. Although the encoder processes symbols, all output symbols from 
the encoder are sent through the channel in binary format. That is, n x m 
binary signals are transm itted per block. After receiving the n x  m  signals at 
the receiver end, we form n symbols by combining m binary signals. In the 
Viterbi decoder for Reed Solomon codes, we have one symbol for each level in 
the trellis. For every level, the branch metric is obtained by calculating the 
distance between the received symbol and possible output branch symbols in 
the trellis on a bit by bit basis.^ In other words, branch metrics are calculated 
by adding all distances of m bits in a symbol. At each state, the path having 
the smallest metric is retained.
Figure 3.12 shows the Viterbi decoding process for the (7,5) Reed Solomon
^This assumes a memoryless channel with binary modulation
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Figure 3.12: Code Trellis for the (7,5) Reed Solomon code
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code whose encoder is shown in Figure 3.11, where a soft decision method is 
employed. The information word, which consists of 5 symbols is (a^,
0, CK^), or equivalently, which consists of 15 bits is ( 1 0 0  1 1 0  1 0 0  0 0 0  
0 0 1). The encoded sequence, c, which consists of 7 symbols is (a^, a^,
0 , a , Of^ , a ), or equivalently, which consists of 2 1  bits, ( 1 0 0  0 0 1  1 1 0  0  
0 0  0 1 0  O i l  0 1 0 ) .  The noise corrupted soft decision sequence r = 
(5 0 0 1 0 7 6 7 2 0 0 0 1 4 1 2 5 7 1 7  0).
Starting from state 5o, the first incoming symbol which consists of 3 soft 
decisions (5 0 0) is compared with the possible output code symbol which can 
be produced when state Sq is transferred to either state So,5sj . , or Ssq. Since 
the (7,5) Reed Solomon code is defined on GF{2^)^ there are 8  possible output 
symbols per node resulting from 8  possible input symbols. By comparing these 
8  output symbols to the first received symbols on a bit by bit basis, branch 
metrics for each symbol can be calculated on each branch. Because the first 
received symbol consists of (5 0 0), the branch metrics can be calculated as 5, 
12, 12, 19, 2, 9, 9, and 16 respectively, and are shown in Figure 3.13(a).
As we progress through the code trellis, the same steps are carried out, 
calculating at each stage the path metrics of all possible paths. Similar to the 
binary code case, if there is more than one path  entering the same state, only 
the one with the least path metric survives, and the others are eliminated. 
At every following step in the decoding process, there will always be 8  paths 
entering a single state after level 2. Thus, seven of the eight will be discarded 
by comparing the path metrics so tha t the decoder always has the number of 
surviving paths which is less than or equal to the number of states.
3.6 D iscussion
In this chapter, we have investigated the trellis approach to cyclic codes. The 
major difference from the trellis for convolutional codes is the length of the 
trellis since any trellis constructed for a block code has a finite length. It means 
that for block codes every decoding process finishes at the end of a block and 
the decoder produces the decoded sequence. In contrast to the decoding of 
convolutional codes, therefore, the decoder can process with a fixed length of 
memory to store the received sequence. Moreover, in the trellis decoding for
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Figure 3.13: The Viterbi decoding for the (7,5) Reed Solomon code
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block codes a decoding error affects only symbols within the block, while a 
decoding error produced from Viterbi decoded convolutional codes lasts for a 
few constraint lengths. This will make it possible to use certain techniques for 
block codes that would not be suitable for convolutional codes.
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Perform ance E valuation
4.1 Introduction
Performance evaluation and trade off analysis are central issues in the design 
of communication systems. Unfortunately, except for some idealised and of­
ten over simplified cases, it is very difficult to estimate the performance of 
a complex system using analytical techniques alone. Computer-aided simu­
lation provides a useful and effective means to obtain evaluation of commu­
nication system performance. The Monte Carlo simulation method is often 
used for evaluating the performance of complex communication systems, such 
as those using trellis codes. For events occurring at low probability, however, 
the computational expenses incurred in the classical Monte Carlo method may 
be impractical. Importance sampling is a very powerful simulation tool that 
has been used in evaluating low probability error events for complex digital 
communication systems.
This chapter describes the structure of the simulation software package 
which has been used to estimate the performance of a certain type of de­
coder on the AWGN channel. In section 4.3 we consider a simple model of 
binary digital communication system and its associated error probability eval­
uations and simulations. In section 4.4 practical implementation problems of 
importance sampling are introduced. Section 4.5 presents detailed examples of 
implementing importance sampling by variance scaling and mean translation 
methods for the Viterbi decoder. By using the simulation programs which in­
corporate both Monte Carlo and importance sampling simulation techniques, 
in section 4.6 comparison of each simulation method are presented. The per-
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formance of Viterbi decoding for some Reed Solomon codes is estimated and 
presented in section 4.7
4.1.1 O u tlin e o f S im u lation  P rogram
The simulation software has been designed to evaluate the particular system 
performance effectively. It is written in the programming language C. It is 
intended to provide a structured environment for simulations. In Figure 4.1, 
the structure of the simulation program  ^ of the Viterbi decoder for Reed 
Solomon codes is shown, where each box represents a functional block . For 
other types of systems, the structure can easily be modified as explained later.
* : repitition 
o : selectionHard Soft
DecoderEncoder Channel Quantisation
Block
Simulation
Error Counting
Initial Setting BER estimation
Performance Simulation
Setup code(Generator poly.) (Elements of OF)
Figure 4.1: The structure of the simulation programs
The program consists of a series of simulation and supporting subroutines 
that are tied together by a short main program. Therefore, the topology of 
the system that is simulated consists of the following functional blocks that 
are cascaded together : encoder, channel, demodulator, decoder. All four sub­
functions are repeated sequentially for given simulation times, and the data 
flow through the simulation program during each simulation run is presented 
in Figure 4.2. By changing the parameters which are set in the Initial setting
^This program structure is drawn by the Jackson Mcihodology\ZZ]
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functional block, different types of code with different signal to noise ratio 
values can be simulated. The function of each functional block in Figure 4.1 
is as follows.
In it ia l  s e tt in g  Basic parameters such as the code rate and signal to noise 
ratio are set.
S e tu p  code A specific Reed Solomon code over a field G F(2^ )  is constructed. 
That is field elements and a generator polynomial which is used for en­
coding and decoding are produced.
E n c o d e r For an ( n , k )  Reed Solomon code over a field GF(2”^), m binary bits 
are generated to form a symbol. Using the generator polynomial the 
encoder processes k  symbols and produces n  output symbols.
C h an n e l An encoded symbol is converted to m binary signals. To each of 
the m  BPSK signals, AWGN is generated. Thus, this function produces 
n  X m  noise corrupted signals.
Q u a n tisa tio n  By a given decision method, every noise corrupted signal is 
compared to a set of thresholds, and hard or soft quantised data is pro­
duced.
D eco d er For a received codeword, Viterbi decoding is performed with the 
hard or soft decision method.
E r ro r  co u n tin g  By comparing the decoded word with the information word, 
the number of bit errors is counted.
B E R  es tim a tio n  Bit error rate is estimated by dividing the total number of 
errors counted throughout the simulation with simulation sample size.
For simulation of other systems, some necessary functional block is in­
serted or modified. For example, if we want to simulate the performance of 
a sequential decoder, the Viterbi decoder in Figure 4.1 should be substituted 
by the sequential decoder. Moreover, if we want to simulate a certain system 
by the importance sampling method then the Channel and the Error counting 
functional blocks should be modified according to a given importance sampling 
strategy, and these procedures will be explained more precisely in section 4.5.
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Figure 4,2: The data flows in the simulation programs
4.2 B asic C oncept o f  Im portance Sam pling
When evaluating coded communication systems, the Monte Carlo(MC) simu­
lation technique is often used for estimating the system’s performance in terms 
of its bit error probability. MC techniques are attractive especially in systems 
for which performance can not be obtained by analytical means. These sim­
ulation techniques are very general, but they often require excessively large 
sample size to reliably estimate low values of bit error probability, pe. For 
example, MC estimation of Pe requires in the order of 100/pe simulation runs 
to obtain 10% precision,(cTp^ — 0 ,1 ) [42], Hence, the estimation of bit error 
probability with block error rate in the order of 1 0 “® would require 1 0 ® simula­
tion runs. As a result, when the system is complex and pe is small, simulation 
times are often prohibitive.
For the above reason, various alternative simulation methods have been 
developed based on the idea that it is highly desirable to obtain MC methods 
which retain the ability to simulate complex systems, yet require substantially 
fewer simulation runs to estimate small probabilities. Importance sampling(IS) 
is an MC technique which can often reduce by orders of magnitude the amount 
of computation required to obtain a specified precision.
The basic idea of IS is to make the low error probability events which 
constitute “important events” occur more frequently. This is achieved by gen­
erating the random inputs using a simulation distribution which is different 
from the true distribution of the random inputs, so that the simulation of low 
error probability events can be made without needing a very large number
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of samples. Even so, an unbiased estimate of the error probability can be 
obtained as a result of the proper weighting of these events.
There have been two main IS sampling methods proposed in the liter­
ature. The earlier proposed one[24] is the variance scaling method. In this 
approach the probability density function(pdf) of the input random variables 
is modified by means of increasing their variance. This method is the more 
robust and more easily implemented. However, this popular method suffers 
from two problems[51]. First, plain application of this technique is efficient 
only if the memory length of the system is short. Otherwise, much of the effi­
ciency is lost. The second problem is that this method is not ‘asymptotically 
efficient’[44]. In other words, the number of simulation runs required for some 
relative precision grows exponentially as the error probability vanishes.
The other IS method is the mean translation method. In this approach, 
the pdf of the input random variables is biased by shifting the mean. Usually 
the noise bias shifts the transm itted signal half way between its original posi­
tion and the one corresponding to the wrong hypothesis. Thus, errors occur 
with about 50% probability.
The main advantage of this method is tha t the number of experiments 
needed to achieve a prescribed relative precision is almost independent of the 
probability. Thus, the performance of a complex system can be determined 
with reasonable simulation runs at a low error probability level. However, 
this method is heavily system dependent, and thus its implementation must 
be optimised for the particular system considered. Besides this complex im­
plementation problem, it is difficult to implement this method into stream 
simulation because optimal mean translation is signal dependent. Usually in 
the mean translation method, “error event simulation” is used, and it will be 
described in more detail in section 4.5.3.
In practice, IS will be used only when analytical evaluation of perfor­
mance is not possible such as in a non-linear system with memory. Compared 
with the MC method, there are some additional calculations to be carried out, 
although overall it is still much more efficient than the MC method. Moreover, 
only a guess of the performance of different IS schemes will be available before 
simulation. This means that the number of trials needed to achieve some de­
sired accuracy is not known in advance, and can only be estimated during the
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simulation.
4.3 S ystem  and Sim ulation  M odelling  
4.3 .1  D ig ita l C om m u nication  S y stem  M od el
n(t)
y(t)s ( t )  - 0 - x(t) g ( . ) sampler Yk
Figure 4.3: Base-band equivalent binary communication system
Suppose tha t we want to estimate the error probability of a simple base-band 
equivalent binary digital communication system as shown in Figure 4.3 The 
input waveform s(t) has the form
a(Z) =  ^ a i p { t  - iT b )
i
The waveform x(t) is modelled by
x{t) =  s{t) -f n{t)
where the information data o* can take the value A  or —A  (depending on 
whether the source information is 1 or 0 ) with equal probability, p(t) is a 
rectangular gating function having unit value only during the interval [0,Tj,], 
and n(t) is a white Gaussian noise process of zero mean and two-sided power 
spectral density of Nq/2. The sequence is the output of the sampler,
which is obtained from periodic sampling of y{t) every Tj seconds. Then, it 
can be modelled by
where the function g(-) is the system response, M  is the memory length of the 
system, and {X^} is a sequence of independent random variable given by
Xfc =  Ak +  Nk (4.1)
Providing that Ak takes the value of A  or —A  with equal probability, and 
{Afc} is an independent identically distributed Gaussian sequence of zero-mean
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and variance =  Xo/2 , the conditional error probabilities Peo and Pgi are 
given by
roo fTPeo = /y (y |0 )% , Pel =  j ^ ^ f Y { y \ l ) d y  (4.2)
where, T is a decision threshold. W ith the assumption of equal prior proba­
bilities for generating A  and —A, and symmetry of noise density, we can set 
T =  0. Therefore the bit error probability of the system is
Pe =  gfeO +  (4.3)
poo
~  PeO — Pel — fY{y\^)dy
/ oo Ky)fY{y\o)dy-oo
where h{y) = 1 iî y > T  and 0 ïî y < T .
For most cases, it is not possible to know the exact receiver output proba­
bility distribution, Jy(^), but the probability distribution of input x is known, 
and in the case of MC simulation the relationship y = g{x) can be simulated. 
Therefore the eq. (4.4) can be written in terms of input
/ oo h{g{x))fx(x\0)dx  (4.4)
-O O
A standard simulation for estimating such as the MC method is 
achieved by randomly sampling from the input pdf f x { ^ )  &nd counting the 
errors produced at the output.
Pe =  è  (4.5)
where is the total number of samples used in the MC simulation.
Since the number of simulation runs should be finite, the MC estimator 
as defined by eq. (4.5) will have a certain degree of uncertainty. Generally 
the precision of an estimator can be measured by its variance. In practice, the 
simulation time of MC simulation is determined by a specified tolerance of its 
estimator variance. Therefore, the simulation times must be large to produce 
the desired estimator variance if the tolerance is very restrictive.
4.3 .2  Im p ortan ce Sam pling A pproach
The length of MC simulation can be reduced by using IS techniques. IS consists 
of introducing another pdf f x { ^ )  which is preferable for sampling purposes.
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That is, we want to compute Pg as
fe  =  /  I I 0)'^^ (4.6)'/-oo I x [ ^  I
The new pdf of X , f x { ^ )  is created by biasing the input samples. Conceptually 
the idea is simple, if the regions of the input variable X  which contribute to 
an important event tha t is of interest are known, then the input distribution 
is modified in such a way tha t more samples are taken from the important 
regions.
Now by eq. (4.6), if a sample X  is selected from /J(a ;), its probability 
to be selected is increased or decreased by the bias
‘<*>  ^ m
Therefore, the weight of the sample is
w{x) = l/b{x).
The above fact means tha t an IS simulation can estimate error probability 
by randomly sampling from the new biased input density function and counting 
the weighted output errors generated by the biased noise. That is, in the case 
of a memoryless system
^  =  Hg{xi))w{xi) (4.7)i=l
where, Nis is the total number of samples used during the IS simulation, and 
w{xi) is the weight associated with the %th sample.
Now, let us see how we can compute the weight of the output variable 
Y  which is a function of M  independent input variables, X i,X 2 , • • • ,Xm , that 
is y  =  g ( X i , X 2, ■ ' ■ ,xm)<> where g{-) is an ordinary known function of M  
variables. For example, in coded communication systems, a decoding decision 
is based on several inputs to the decoder rather than a single input.
Since the %th output sample yi is determined by the value of M  indepen­
dent variables, the probability of yi is increased, or decreased, by the product 
of the biases of the M  input samples. That is, the weight of yi is
M
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where,
I 0 )
Therefore, the IS estimator for a system with memory becomes
= 7 ^ 1 2  h(g(xi))w(yi) (4.9)i=i
4.4 Im plem entation  o f Im portance Sam pling
If the system concerned is complex, it will be very difficult to know a priori 
the regions of the input pdf which are important. In a communication system, 
fortunately, the noise processes tha t enter the system often have zero-mean 
Gaussian pdf and samples from the tails of the input noise pdf produce samples 
in the tails of the output poise pdf. Therefore, to estimate error probabilities 
in communication systems, we need to  emphasize the tails of the input noise 
pdf.
Now, consider the simplest model which is a linear system with no signal 
and no memory. In the eq. (4.1) Aa; == 0 and Xk  =  N k  for all k . Therefore, X  
is a Gaussian random variable of zero mean and variance with a pdf given 
by
( i^ j  ’ -°° <  ^< °°  (4-10)
This pdf f x {x )  will be changed to f x { ^ )  by a specific IS method which will be 
explained in the following sections.
4.4 .1  V ariance Scaling M eth o d
From the earlier discussion of IS concept, regions of the input pdf which con­
tribute to an output event of interest should have a bias >  1 . Consider the 
problem of estimating the tail probability pe =  p{X > T)  where X  is a zero- 
mean Gaussian variable with a variance of one and T  is an arbitrary threshold, 
r  >  0. The biasing scheme for the variance scaling method was suggested 
by[24] as follows.
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T
Figure 4.4: The pdf for variance scaling IS method 
and a modified pdf for variance scaling method is given as
- o o < . < o o
where the C  and a  are positive constants chosen such that 
•  I-oo =  1
(4.12)
(4.13)
• The reduction factor r =  N j s IN mc  is maximised 
The constraints given in eq. (4.13) imply tha t the value of C is given by
C = ( i - g )(27t )“ (4.14)
where 0  <  a  <  1 . Then fx { ^ )  remains a Gaussian pdf with a zero mean and 
a new variance a
and eq. (4.10) will be changed by
1/!(*) exp
1 — a
'X
2(72 —OO <  æ <  oo
(4.15)
(4.16)
For 0 <  a  <  1, we note crl >  cr^ , with equality for o; =  0. Thus, 
this modification yields a variance increasing random variable X*  as shown in 
Figure 4.4. Those events greater than the threshold value will now occur more 
frequently.
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T
Figure 4.5: The pdf for mean translation IS method
4.4 .2  M ean T ranslation  M eth od
The new random variable X* for the mean translation method is
which is a translation of the original random variable X  by a constant C which 
will be chosen in order to minimise the variance of the estimate. Therefore, 
a modified pdf for mean translation method f*(x)  is related with f ( x )  in eq. 
(4.10) such that
f x ( ^ )  = ~oo < X < oo (4.17)
A comparison of this new pdf with respect to the original pdf is shown in 
Figure 4.5. It is noted that infrequent events greater than the threshold will 
also occur more frequently now. However, the variance of X* is linearly the 
same as that under X.
More details of this method will be discussed in section 4.5.3
4.5 E xam ples o f  A pplication
4.5.1 S ta tem en t o f th e  P rob lem
Digital communication systems are frequently operated with error-correcting 
codes. The bit error probability, pe, of such a system is an important param­
eter in the evaluation of system performance. The MC simulation method
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has often been used because decoding error probabilities can not easily be ob­
tained by analytical means, especially with trellis decoding. The MC method 
emulates the conventional laboratory pe measurement method, using a known 
transm itted sequence. It means, however, that for very low values of pe, MC 
simulations require extremely large sample sizes to reliably estimate the value 
of Pe, and are not practical. As mentioned in section 4.2, in such a case an IS 
technique is essential.
For coded communication systems, a decoding decision is based on sev­
eral inputs to the decoder instead of only a single input. For the case in which 
a decision is based on M  inputs, an integration over an M-dimensional input 
density function must be performed. If the inputs to the decoder arrive sequen­
tially, M  can be considered the effective memory length of the receiver. This 
M  should not be confused with the memory of the channel or the memory of 
the encoder. In other words, the parameter M  simply represents the number 
of receiver inputs which influence a decoding decision on a particular bit.
In the AWGN channel, the input distribution can be separated into inde­
pendent signal and noise distributions. In this case, the biasing and weighting 
procedures can exclusively be applied to noise distribution. Thus, the inputs 
to the decoder consist of M  signals and M  additive noise components
X  — S N  = (^ (5 i -f Ni)  T X m ) ) (4.18)
where X, S and N  are the M-dimensional decoder input, signal and noise 
random vectors, respectively. The BER for this system can now be written as
P. / oo h{g{s -f n))fs{s)fN{n) ds dn (4.19)-oo
=  /  [% («  +  ^))/5 (5)-7^^-]/;;r(n)(isdn  (4.20)J —oo Tat{ÏI)
where, f s (s )  and /iv(j^) are the multi dimensional density functions for the 
signal and the noise vectors, respectively. Applying IS to the noise distribution, 
the weighting procedure can be isolated exclusively to the noise,
I n
Since the bias and weighting procedure relate only to the noise components 
and the successive noise values are independent, the weight of the âh  output 
generated by an M-dimensional input can be calculated by the product of the
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M  noise components’ weights
n(  7/.-  ^ =
j = l
4 .5 .2  V ariance Scaling M eth o d
Mvi)  =  n  (4.21)
3-
The critical parameter in the application of variance scaling importance sam­
pling to the simulation of a trellis decoder is the biasing of the noise statistics. 
Although it is obvious tha t the tails of the Gaussian noise density function 
must be biased to produce more errors, it is unclear how much bias magnitude 
should be used. There is no given optimum value of a  for all systems. In 
general the optimum value depends on the particular system parameters such 
as code rate, the receiver quantisation, and the signal-to-noise ratio. Further­
more, values of a  other than the optimum value may result in variance growth 
instead of variance reduction in pe*
If the bias magnitude is chosen to be small (small values of a),  the 
IS simulations of the same length closely approximate the results of the MC 
simulation. If the simulations are performed with a greater bias, the estimators 
variance is reduced and, consequently, the reduction factor increases. If the 
bias is increased to an excessive value, the reduction factor decreases.
The straightforward implementation of a biased channel proceeds as fol­
lows.
# Before simulation.
1. The transition probabilities for the biased and unbiased channels 
are calculated prior to the simulation. Each transition probability 
represents a subset of the interval [0 ,1] and each subset is associated 
with a specific receiver quantisation level.
2. Each subset is then assigned a fixed bias (or weight) determined by 
the ratio of the biased channel transition probability to the unbiased 
channel transition probability.
• During simulation
1 . The Gaussian random number generator produces a random noise 
sample rti and it is biased.
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2. The random biased sample n* is then compared to the decision 
thresholds.
3. The bias related to each sample is determined by its distance from 
the transm itted value.
4. If a decoding error is discovered, the weighted error value associated 
with this erroneous bit is calculated by multiplying all individual 
weights of a bit in a codeword.
5. The true bit error probability is then estimated by summing all 
weighted error values during the whole simulation, and dividing by 
the simulation lengths.
(7,5) Reed Solomon code with hard decisioned Viterbi decoding 
EbfNo =  b.OdB 
a  =  0.35
p  =  1.68 X lQ-2 p ^  = 4.33 X 10"^
Wo = 1.0277 wi =  0.3874
Inform ation word 
E ncoded word 
R eceived word 
W eights 
D ecod ed  word
0 1 0  0 0 0  1 0 1  1 1 1  0 1 0
0 1 0  1 1 0  0 0 1  oil 0 0 1  oil 1 0 0
010 O l O  001 oil 001 111 100
W q ' • • tUiWp • * • W \ W q ’ ' '
0 1 0  1 0 1  0 0 1  0 0 1 0 0 0
Figure 4.6: Example for a variance scaling method in hard decision method
For a simple example, consider the simulation of a Viterbi decoder using 
hard quantisation to decode the (7,5) Reed Solomon code. Assume that the 
transm itted signals are equally likely, and the channel is a binary symmetric 
channel. If we use jE(,/Vo=5.0dB and variance scaling factor a. — 0.35, then 
the channel crossover probability without bias, p, will be
=  1-68 X ^ 0 "
where
-oo 1 yP'
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and with bias, will be
10Eb/7No,Q(— ) =  4.33 X 10y/1 — a
In the hard decision method, the channel crossover error probability p is 
the probability that the Hamming distance between a transm itted signal and 
the received signal is 1, and ( 1  — p) is the probability that the distance between 
a transm itted signal and the received signal is 0. Therefore, if a channel error 
occurs during the transmission, the weight will be p/pw = 0.387(indicated 
as u>i in Figure 4.6), and if there is no error, it will be (1 — p ) /( l  — p^) =  
1.028(indicated as wp).
Since in the example there were two channel errors during the transmis­
sion, the weight associated with an erroneous bit in this codeword is
weight = w\ x w ^  = 9.51 x 10~^
and because six errors were produced during the decoding, the total weighted 
errors are 6  x 9.51 x 10~^ — 0.571. If the simulation is ended at this point, 
the bit error rate will be 0.571/21 (total weighted error /  number of simulated 
bits).
In the eight level quantisation soft decision case, there are eight kinds 
of weight depending on the distance between the transm itted signal and the 
output signal from the soft decision demodulator. W ith the same values of a  
and Eb/No as in the hard decision case, we have results represented in Figure 
4.7. The subscripted numbers indicate the distance between the transm itted 
signal and the soft decision signal at the receiver. For example, pi is the 
probability that the distance will be 1 , and W2 is the weighting factor related 
to a received signal when the distance is 2 .
The weight associated with an erroneous bit is then calculated by multi­
plying all weights produced by this codeword, that is x w f x w 2 XWs XW4, x  
W5 X Wq ~  0.0321, and because seven decoding errors occur, the weighted 
error value becomes 0.0321 x 7 =  0.225. If simulation is ended at this point, 
the error rate will be 0.225/21 (total weighted error /  number of simulated 
bits).
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(7,5) Reed Solomon code with soft decisioned Viterbi decoding 
PbfXo = b.OdB 
a  =  0.35
Po =  6.1893 X 10“  ^ pwo =  5.9598 x 10“  ^ wq =  1.0385
Pi = 1.9975 X 10-1 =  1.7230 x 10“ i =  1.1593
P2 = 1.1679 X 10-1 =  1.2109 X lO-i W2 = 0.9645
P3 =  4.7745 X 10-2 p^^ =  6.7279 x 10"2 wb = 0.7096
P4 =  1.3642 X 10-2 =  2.9551 x lQ-2 =  0.4616
P5 =  2.7230 X 10“  ^ Pw5 = 1.0260 x 10“2 =  0.2654
Pe =  3.7952 x lO-'i p^e = 2.8154 x 10“  ^ Wq ~  0.1348
P7 =  3.9535 X 10-^ p^ 7  =  7.3033 x 10-^ wj = 0.0541
In fo rm a tio n  w ord  : 0 0 1 1 1 1  1 0 1  O i l  1 1 0
E n co d ed  w ord  : 0 0 1 1 0 0  1 0 1  0 1 0  0 1 0  1 1 1  1 1 1
R ece ived  w ord  : 0 6  3 7 0 0  7 1 7  2 7 0  5 7 0  4 6 6  7 6 7
W eigh ts  : WqWqW^  WqWqWo WqWiWq W2WqWo WqWqWq WsWiWi WqWiWq
D eco d ed  w ord : 0 1 1 0 0 1  0 0 0  0 0 0 1 1 0
Figure 4.7: Example for a variance scaling method in soft decision method
4.5 .3  M ean T ranslation  M eth o d
This method was firstly introduced by Lu and Yao[39]. Later, it was shown 
that this method is asymptotically efficient by Sadowsky[44]. It is said that 
a sequence of simulation distribution is asymptotically efficient if the number 
of simulations required to obtain a specified estimator precision does not grow 
exponentially fast with some param eter N.  However, the mean translation 
method requires a signal dependent optimisation that makes its implementa­
tion significantly more complex than does the variance scaling method.
In the mean translation method, noise samples are given a mean value 
different from zero as opposed to an increased variance. Viterbi decoders are 
usually simulated by the block method [44] in the variance scaling method. 
In the block simulation method, Viterbi decoders are simulated exactly as 
they are implemented in practice, that is by simulating long blocks of data 
transmission with continuous operation of the decoder. In the mean translation 
method, however, the error event simulation method should be performed. The
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basic idea of error event simulation is to generate independent simulations of 
a specific error event. Thus, we require to find out all error events to apply 
this simulation technique.
N on-Stationary Error Event Sim ulation for the V iterb i D ecoder
Viterbi decoder branching decision errors occur in bursts called error events. 
More precisely, an error event is a partial sequence of incorrectly decoded 
branches which begins at a correct path node, terminates at a correct path 
node, and connects no correct path nodes in the interim. Thus any error event 
has a random length.
Now let us define the random variable iVj, to be the total number of bit 
errors due to an error event. Nb is a random variable as it depends on the 
specific decoding error. Let Ub(C,C') denote the number of post decoding 
information bit errors caused by decoding C'  instead of C. Then given that 
C  is transm itted, the average bit error probability for an [n, k) binary block 
code is
Pb{C) = —E[Nb\C transmitted] (4.22)
=  ;  Z  » 6(G ,C ")f(C "|C )
^  C"€C
where p{C'\C) =  p(decoding C'\C is transm itted), and C is a collection of 2 * 
codewords. The transmission of one codeword thus facilitates the transmis­
sion of k information bits. In the case of a binary input-output symmetric 
memoryless channel with linear codes and maximum likelihood decoding, it 
turns out that Pb =  Pb{C) is independent of the transm itted codeword C. In 
the case of long codes, there is a tremendously large number of error events 
in C. However, we can estimate Pb accurately by concentrating only on the 
dominant terms.
A non-stationary simulation model attem pts to causes a specific decod­
ing error C .  Define P{C'\C)  to be the binary decision error probability 
for the maximum likelihood decoder which admits C  =  (ci, C2 , • • •, c„i) and 
C  =  (c^, Cg, ' "  , c^) as the only decoding options. Since the channel outputs 
do not influence the binary decision when c\ — q , we do not bias the chan­
nel at these instances. We use a uniform biasing for the remaining instances
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when cj q . Of course, since we shall estimate F(C*\C) not P(C^\C), the 
actual simulation should employ maximum likelihood decoding admitting all 
2  ^ decoding alternatives, not just C  and C'. Nonetheless, errors different from 
the ones “aimed a t”, though rare, can have a very large adverse effect on IS 
performance, and must be discarded[51].
Now, we can summarise the procedure of the non-stationary error event 
simulation method. This method can be applied to the estimation of the 
performance of Viterbi decoding for Reed Solomon codes, provided the most 
probable types of errors are known.
1. Prior to simulation, find all error events. If we select the all zero codeword 
as the correct codeword, it is equivalent to finding the weight distribution 
of the code (viewed as a binary code).
2, At each simulation, only one error event is simulated. This is repeated 
several times before simulating other error events. That is,
(a) Bias the codeword only when we want to cause an error and thus 
artificially make an error event.
.  f p  if c| =  q
' t  0.5 if c[ C|
where pi is the biased channel crossover probability for the /th  bit in 
the codeword, and p is the unbiased channel crossover probability.
(b) Do the Viterbi decoding with a received code word.
(c) If the decoded sequence is neither the correct word nor the desired 
error event, then neglect it.
The above procedure may become impractical when the number of terms 
to be evaluated is very large. Moreover, it is not easy to find error events for 
all codes, and the decoding time of the Viterbi decoder takes too long for 
some Reed Solomon codes. For example, if the (15,11) Reed Solomon code 
is considered, there are 1380 error events which have the minimum distance 
from the correct codeword. Assuming 1000 simulation runs are performed for 
every error event, we still need to run about 10® simulations. It means in some 
cases this method may be less efficient than the MC method, let alone the VIS 
method.
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S im u la tio n  o f U p p e r  B o u n d
Since the Viterbi decoder is a maximum likelihood decoder, the decoder will 
decode correctly whenever the correct path has the best path metric. If we 
estimate the bit error rate by using the eq. (4.21), but this tim e with F(C'jC)  
instead of P(C'IC),  then it will give us performance which approximates to 
the real performance. Notice tha t F(C'IC)  depends on C and C'  only through 
Hamming distance between C  and C ,  Instead of performing Viterbi decoding, 
we compare the distance from an error event, dg, with the distance from the 
correct word, dg, and select the codeword which has the best metric value. 
Therefore, in place of the Viterbi decoding routine, we can put a comparison 
routine which makes the following decision. If dg >  dg, then decoding error 
occurred, and thus calculate the weighted errors. If dg <  dg, then decoding 
error did not occur. If dg =  dg, then decoding error occurred with probability 
of e.
As long as we can find a proper value of e, we can estimate the perfor­
mance of the decoder accurately by using the above method. However, the e 
value depends on a specific error event, and it is not easy to find all values. If 
we set £=0.5, then we can at least find an upper bound of the performance. 
Since the metric value is so coarse in the hard decision method, we will have 
many tie cases. Thus, for some codes the difference between the upper bound 
and the real performance may be obvious. On the other hand, in the soft 
decision method, we can have an upper bound which approximates to the real 
performance with £ =  0.5.
The detailed analysis of the performance will be covered in chapter 7.
4.6 C om parison o f Im portance Sam pling w ith  
M onte Carlo Sim ulation
By using both the variance scaling and the mean translation IS method de­
scribed in the above section, numerous simulations were performed. In the 
variance scaling method, in order to find out the optimum basing value, sev­
eral simulations were performed using different noise and signal sequences for 
a given value of a , and Eb/No value. The estim ator’s variance and the reduc-
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Table 4.1: Precision of various estimators
e s t im a to r Pe r
MC 5.0 2.91 X 1 0 --3 3.5pe X 1 0 - 1
5.0 3.22 X 1 0 --3 3.9pe X 1 0 - 1 1 0
5.0 3.21 X 1 0 --3 1.9pe X 1 0 - 1 1
6 .0 3.19 X 1 0 --4 1.4pe 50
VIS 6 .0 2.61 X 1 0 --4 7.5pe X 1 0 - 1 2 0
6.0 &69 X 1 0 --4 3.9pe X 1 0 - 1 1 0
7.0 8T9 X 1 0 --6 7.0pe X 1 0 - 1 800
8 .0 2.13 X 1 0 --Y 1.4pe 15000
9.0 3.06 X 1 0 --9 2 .6pe 3.5 X  10^
5.0 3.87 X 1 0 --3 1.7pe X 10-3 10-3
MIS 8.0 1.97 X 1 0 --7 3.4pe X 10-3 1 0 0
9.0 1.50 X 1 0 --9 2 .8pe X 10-3 1 0 ^
tion factor, r  =  N m c I ^ i s  ^ for each simulation method has been calculated by 
using the simulation result of the soft decision Viterbi decoding for the (15,13) 
Reed Solomon codes, and they are represented in Table 4.6. In order to obtain, 
the mean(pe) and the standard deviation(o-p^) of Pe, fifty pe values are sampled 
for each method.
In table 4.6, if we compare the MC estimator with IS by variance scal­
ing (VIS) estimator at Eb/No =  5.0dB, we can see that the VIS estimator 
produces a smaller variance value than  tha t of the MC estimator with the 
same simulation time, in which r  =  1 . In other words, VIS estimator needs 
smaller simulation time to produce the same variance value as the MC estima­
tor. W ith the VIS estimator, however, we should also increase the sample size 
exponentially in order to maintain a certain value of the estim ator’s variance. 
For tha t reason, the variance of the VIS estimator in high Eb/No values as 
shown in Table 4.6, is not acceptable (such as CTp^ 2.6pe at Eb/No =9.0dB). 
On the other hand, IS by mean translation(MIS) estimator can maintain its 
variance, about 10"^pg, regardless of Eb/No value. However, the MIS estimator 
is efficient only for very low bit error rates.
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4.7 Perform ance o f V iterb i D ecoding for R eed  
Solom on C odes
Monte Carlo simulations have been performed to estimate the performance of 
Viterbi decoding for the (7,3), the (7,5), and the (15,13) Reed Solomon codes. 
For each of them  IS simulations have also been performed and each simulation 
result was compared with the Monte Carlo result. For the (15,11), the (15,9) 
and the (31,27) Reed Solomon codes, the simulation to estimate the upper 
bound performance was carried out.
In Figure 4.8, the simulated performance for the (7,5) Reed Solomon 
code is represented. The simulation results show that the MIS estimator pro­
duces almost the same performance which is estimated by the MC estimator. 
Although the upper bound simulation for the hard decision decoder is about 
0.3dB worse than real performance at moderate BER range, that of the soft 
decision decoder shows almost the same performance as the MC simulation.
The simulation results for the (7,3) Reed Solomon code which is shown 
in Figure 4.9 also shows that the MIS estimator produces almost the same 
performance as tha t of the MC estimator. In contrast to the simulation result 
for the (7,5) code, the upper bound of hard decision performance converges 
to the MC simulation results at moderate BER range. On the other hand, 
the upper bound of the soft decision performance shows a constant difference 
from the MC results throughout the whole BER range. This can be seen again 
in Figure 4.10 and Figure 4.11 which are the simulation results of the (15,13) 
and the (15,11) Reed Solomon code respectively. That is, in high rate code the 
upper bound of soft decision performance approximates the real performance, 
and in low rate code the upper bound of hard decision performance converges 
to real performance. Detailed discussion of the performance analysis will be 
presented in chapter 7. In Figure 4.10, we can see that both VIS and MIS 
estimators produce almost the same performance as estimated by the MC 
estimator.
The simulation results of the performance upper bound for the (15,9) and 
and the (31,27) Reed Solomon codes are represented in Figure 4.12. Simulation 
results of the (15,9) code shows that maximum likelihood soft decision decoding 
for the (15,9) code can offer about 5.5dB coding gain.
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Figure 4.8: Viterbi decoding performance for the (7,5) Reed Solomon code
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Figure 4.9: Viterbi decoding performance for the (7,3) Reed Solomon code
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Figure 4.10: Viterbi decoding performance for the (15,13) Reed Solomon code
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Figure 4.11: Viterbi decoding performance for the (15,11) Reed Solomon code
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Figure 4.12: Upper bounds of Viterbi decoding performance for the (15,11), 
the (15,9), and (31,27) Reed Solomon codes
C h apter 4 Performance Evaluation
C hapter 5 
R educed Search Trellis 
D ecoding
5.1 Introduction
Any trellis decoding method operating on Reed Solomon codes can enhance the 
performance if soft decision decoding is used in conjunction with it. The most 
serious problem of such a decoding scheme is the complexity of the trellis. The 
computational complexity can be lowered by using a reduced search method. 
The main idea of the reduced search method is that we do not need all the 
possible paths in the code trellis, and we only keep a certain set of paths which 
are likely to survive until the end of the decoding procedure. Therefore, the 
object of a reduced search method will be to keep the performance of a code 
as high as possible and at the same time to reduce the decoding complexity as 
much as possible.
By modifying the Viterbi decoding method, three reduced search m eth­
ods are introduced. In the first reduced search method, which is presented 
in section 5.2, the decoder always keeps the same number of paths which is 
smaller than the total number of paths. The second and the third methods 
have been developed to increase the efficiency of the decoder by using a metric 
threshold. The second method is called RSP(B) for Reduced Search by Refer­
ence Path  metric with no more than B paths, and is described in section 5.3. 
The third method is to reduce the number of paths according to the branch 
metric value by using channel measurement information, and is described in
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section 5.4. The computational efficiency of each decoder will he compared in 
section 5.5.
5.2 S A (B )
5.2.1 B asic  D escr ip tion
A reduced search method which was proposed by Aulin[35][46] was called 
SA(B) for Search Algorithm with B  active states. In SA(B), the decoding 
works with only the best B  active states at every level rather than all possible 
states 5', where B  is greater than 1 and less than S. Working with the best B  
paths means keeping the B  paths which have the smallest path metrics.
According to Aulin[35], SA(B) worked well when it was applied to Cor­
relative Phase Modulation, but not when applied to Ungerboeck codes. Sub­
sequently it was established[46] that the reasons for poor performance with 
Ungerboeck codes and other convolutional codes were related to the difficul­
ties in resynchronising with the correct code path after a decoding error. In 
block codes, however, this resynchronisation is not a difficult problem since it 
will be achieved with the start of each new block[50].
The SA(B) algorithm can be easily explained. If at any level, more than 
B  surviving paths are generated in the code trellis, only the best B  paths 
are kept and these B  paths extended to the next level. If there is more than 
one path with the same path metric value and it is difficult to select exactly 
B  paths among all 5 , then B  paths are selected arbitrarily from the path(s) 
which have the same metric value.
Let us investigate the behaviour of the SA(B) decoder by using an exam­
ple shown in Figure 5.1, where a partly explored (7,4) BCH code trellis with 
soft decision decoding is shown. The number of total states S  is equal to 8  in 
the (7,4) BCH code, and in this example B  is selected as 3. If at a given level, 
the number of paths is greater than R , which is 3, then only three paths which 
have the smallest path metrics among all survival paths will be selected.
In Figure 5.1(b), the number of branches became greater than B  = d 
at i3. Hence, the best three paths, namely those which arrive at the states sO, 
s2 and s6, were selected. The heavy lines in the figure denote the tentatively
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transmitted codeword c = 7 0 7 7 7 0 0  
received codeword r = 5 0 5 3 7 0 0
level
State 0
sO 
si 
s2  
s3 
s4 
s5 
s6  
s7
1 path metric
pmO=5
2\
pm4=2 #  pm4=12
•  pm0=10
pm 1=14
pm5=ll
••A•  pm7=7
State
pm 1=7 
pm2= 10 
pm3=10
pm5=8
pm6=ll
pm7=ll
---------- input bit 0
Figure 5.1: The SA(B) for the (7,4) BCH code
input bit 7
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chosen branches. For each of three paths, two branches were generated and 
the corresponding branch metric could be calculated. Then, the resulting six 
path metric values were calculated by addition of the present branch metric 
values and, of these, the three smallest were selected and stored together with 
the next state value. The decoded information bits leading to the B  states 
were also stored in a path memory. These processes are shown in Figure 5.1
(d) and (e). The above procedures are repeated at every level until the end of 
a codeword.
In order to select the best B  paths, SA(B) needs a proper sorting proce­
dure. It, therefore, can be regarded as the Viterbi algorithm with fewer paths 
plus a sorting algorithm. Since this sorting procedure takes a certain time, this 
SA(B) procedure can be less efficient than the full search method if B  becomes 
comparatively large.
5.2 .2  P erform ance o f  S A (B )
In order to estimate the performance of the SA(B) decoder, as a simple case 
simulations have been performed for the (7,5) Reed Solomon codes and then we 
have simulated the performance for the (15,13) and the (15,11) Reed Solomon 
codes.
As Figure 5.2 shows, with a proper B  value the SA(B) decoder can 
produce a performance approximating to the full search Viterbi decoding for 
the (7,5) code^. W ith only eight paths throughout the trellis, the soft decision 
decoder can still offer about IdB coding gain over the hard decision Viterbi 
decoder.
W ith length 15 codes, we can see the behaviour of the SA(B) decoder 
more clearly. Figure 5.3 shows the SA(B) decoder performance for the (15,13) 
code with various B values. W ith a hard decision method, the decoder needs 
at least 64 paths out of 256 paths to produce a performance approximating to 
the full search Viterbi decoding. On the other hand, the soft decision decoder 
needs fewer paths, only 32 paths being needed at moderate BER. In contrast
^There is a point where an artefact of simulation appears. That is, the performance of 
Viterbi decoding appears slightly worse than that of SA(B) at that point. A similar artefact 
also appears in Figures 5.3 and 5.4. In each case it is thought that statistical fluctuation in 
the simulation are the cause.
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Figure 5.2: The performance of SA(B) decoder for the (7,5) Reed Solomon 
code
to the results of the hard decision method, the performance degrades gradually 
in the soft decision method as the number of search paths is reduced. This can 
be seen again in Figure 5.4 which shows the simulation results of the (15,11) 
code.
For the (15,11) code. Figure 5.4 shows that the hard decision SA(B) 
decoder needs at least 1024 paths to produce performance close to that of the 
Viterbi decoder. The soft decision decoder needs 2048 or 4096 paths. Since 
the extra coding gain from soft decision decoding of the (15,11) code is greater 
than for the (15,13) code, as shown in Figure 4.10 and 4.11, the decoder needs 
more paths to approximate the performance of the Viterbi decoding. In other 
words, it is considered tha t there is a correlation between the need for more 
paths and the improved coding gain. Even with only 512 paths, the soft 
decision decoding method shows more than IdB coding gain over the hard 
decision Viterbi decoding method.
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Figure 5.3: The performance of SA(B) decoder for the (15,13) Reed Solomon 
code
5.3 R S P (B )
Computational inefficiency caused by the sorting procedure in SA(B) can be 
improved by adopting a method which we term  RSP(B). In this method the 
decoder sets a threshold value of path  metric and excludes paths according to 
it. The reducing procedure can, therefore, be accomplished in a short time. In 
this section the theoretical background for setting a threshold (reference path 
metric) will be explained firstly, and the decoding algorithm for RSP(B) will 
follow. It will also be explained tha t the SA(B) method can be implemented 
with a reference path metric value.
5.3.1 R ed u ced  Search by P a th  M etric
As we said earlier, the object of a reduced search method is to reduce the 
complexity of the full search method, and at the same time to keep close to
10.0
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Figure 5.4: The performance of SA(B) decoder for the (15,11) Reed Solomon 
code
the BER performance which is obtained from the Viterbi method; we shall 
refer to this as the desired BER. In order to achieve the desired BER from 
a reduced search method, we should not remove the correct path which will 
be chosen as the decoded path in the full search method. In other words, the 
decoder should aim to include the maximum likeHhood path  among the best 
B  paths.
Consideration of the varying conditions in which the decoder may operate 
indicates that there is not a single optimum value of B, but a value that may 
vary with the noise and the stage reached in decoding. However, it is very 
dilhcult to determine the B  value dynamically because the decoder can not 
predict in advance the amount of noise. From this point of view, it is not 
necessary to reduce the number of paths to a certain B  value. Instead, it is 
easier to remove paths according to a certain reference path metric value, pm^, 
which makes the BER performance of this decoding theoretically approximate
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' Is Psum the nearest value of y —
yes
pm/l) = y
p = prob.(path metric = y)
sum
sum sum + P\
y = (2^-1) xmx I (maximum metric value at level /)
Figure 5.5: Calculation algorithm of reference path metric in Reed Solomon 
code defined on GF(2 " )^ with 2^-level quantisation soft decision method
to a desired BER. That is, at each level we exclude all the paths which have a 
larger path metric value than the reference path metric at that level.
In this reduced method, therefore, we need a process which calculates 
the reference path metrics of all levels in a codeword at a given Eb/No, for a 
desired BER. Although it takes some time to calculate puir, this calculation 
process does not have any effect on decoding time because the same values of 
prur will be used at a given Eb/No and can therefore be calculated in advance. 
For the hard decision method, however, this approach is not suitable because 
of the lack of sensitivity of the metrics. It has therefore been applied only to 
soft decision decoding.
5.3.2 C alcu lation  o f R eferen ce P ath  M etric
Now, let us consider how the reference path metric value at level /, pmr(/), can 
be calculated in the {n,k) Reed Solomon code defined on GF{2^)  with 2 ^-level 
quantisation soft decision method.
Suppose binary signals are transm itted over a symmetric channel. In the 
absence of noise, the signal is detected at levels of —y/El  for 0  and \ /Ë l  for
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1 {Es is the received energy per binary symbol). If the noise has a Gaussian 
distribution with zero mean and variance N q/2 {No is the single-sided noise 
power spectral density), then we can calculate the probability of the distance 
between the soft decision received bit and transm itted bit being a certain 
value[47]. If we assume tha t p(dr), æ =  0,1, - - - , 2  ^ — 1 , is the probability of 
the distance being x, then it turns out to be (see the appendix A .l)
1Q{x) = J exp{ — )du (5.2)
where Q{x) is the complementary error function defined as
  , . '2
The probability of the branch metric(6m) value being a certain value y, 
p{bm = y), can be determined by multiplying all the possible combinations of 
p{ds;). That is;
p{bm = y) = I ^ 5 Z - - - 5 Z p (4 Jp(o?a2 )*--p(4 ^) (5.3)Ctj C&2
di G {0 , 1 , • • •, 2 ^ — 1 }, ui -|- « 2  +  ■ ■ ‘ +  dm, — y
If we sum p{bm = y)^y = m(2^ — 1), m(2^ — 1) — 1, , 0, from the largest value
of 6 m, there will be a point where the summed probability approximates the 
desired BER. The 6m value at th a t point can be considered as the reference 
path  metric value at the first level, pm^(l). That is,
m(2 '^ —1)
BERdesired — =  V) (5.4)y=pmr(l)
At the 2 nd, 3rd, and any further level, the reference path  metric values, 
pmr{2),pmr{3),' "  ,pmr{n), can also be found by exactly the same method 
as in the first level. Now, the probability of path metric(pm) value at the level 
I being a certain value y is
p(6m =  p) =  I ]  E  "  I ]  p (4 i )p ( 4 ,) - "  ^ (4 ;,,,)  (5.5)a\ 02 aim,
di G {0 ,1 ,  • • •, l{2^ — 1)},  d i  d 2 -j- dim, =  y
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yes
extend branches for a path
1
bm < p m / l )  y
yes^1
no more paths in a level ? ^
no .1
select surviving paths
1
select paths ( p m <  p m / l )  )
1
<(number of selected paths<B^A
yes
save path information 
for next level’s path extention
no decrease p m / l )
Figure 5.6: Reduced search algorithm for RSP(B) 
and at a certain level / the pmr{I) can be found by eq. (5.6).
2 m (2 ^ -l)
B E R d e s i r e d  ^  ^  p ( p m  =  y )
y=pmr{2)
(5.6)
l’m(2 '"-l)
=  y )
y=pmr{l)
n m ( 2 ^  — 1 )
-  p ( p ^  =  y )
y= pm r{n)
The procedure of calculating pmr{l) can be configured as shown in Figure
5.5.
5.3.3 R S P (B )
A reference path metric calculated by the above method can be regarded as 
the maximum path metric value which the correct path can have at the desired
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BER. It indicates tha t in some less noisy condition the decoder may keep too 
many paths.
If we simulate the SA(B) method, we can find out the minimum value 
of B, Breq.i which can produce a performance approximating to the Viterbi 
method. It means tha t the decoder does not need more than B^ &q. paths. 
Therefore, the decoding speed and memory requirement can be improved if 
the decoder limits the maximum number of paths to Br&q. through the trellis.
The basic principle of RSP(B) is to reduce the number of paths according 
to a pnir but regulating the maximum number of paths to B^eq.- The decoder 
discards paths at every level if the branch metric of a path is greater than
prrir{l), and also discards them  if the path metric of a path is greater than
pmr{l). At the same time, the value of pmr{l) is adjusted so that the total 
number of paths is never greater than B^eq.’ In other words, the decoder
discards paths at every level if the branch metric of a path is greater than
pmr{l), The algorithm of RSP(B) can be described as the flow chart in Figure
5.6.
In RSP(B), therefore, the decoder never increases the number of selected 
paths, but reduces the number of paths both by their branch metrics and by 
their path metrics.
S A (B ) by R eference P ath  M etric
The SA(B) method can also be implemented by using prUr, and thus decoding 
speed can be enhanced compared to the SA(B) by sorting method. In the 
performance aspect, however, this method will not have any difference from 
SA(B) by sorting because exactly the same number of paths are always kept. 
In this method, the decoder selects paths by pnir, and monitors the number 
of selected paths. If the number of selected paths is less than or greater than 
B, the decoder regulates the number of paths to B  by increasing or decreasing 
the pmj.{l) value. The algorithm is represented in Figure 5.7.
Compared with the RSP(B) method, there is no reducing procedure by 
branch metric, but the decoder increases pmr{l) when the number of selected 
paths is less than B. Therefore, the performance may be slightly better than 
RSP(B), but the decoding speed may be slightly slower.
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req.decrease pm^l) increase p m / l )
extend branches for a path
select surviving paths
selecting paths {pm < p m / l ) )
save path information 
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Figure 5.7: Reduced search algorithm for SA(B) by
5.3 .4  Perform ance o f R S P (B )
For the (15,11) Reed Solomon code, the performance of RSP(2048) has been 
estimated, and it is shown in Figure 5.8. Compared with SA(2048), the perfor­
mance of the RSP(2048) is slightly worse, but the performance degradation is 
not serious. The computational efficiency of these two decoding schemes will 
be compared in section 5.5.
5.4 R educed  Search by Branch M etric
In this section a fast reduced search method, using soft decision branch metric 
value, is introduced. For convenience, we shall refer to this method as the 
RSBm  method. In this approach, in order to reduce the number of paths the 
reliability concept of the the received symbol which was used in[28] will be used. 
We shall grade the confidence level(CFL) of the received symbol according 
to its soft decision value. However, the number of paths which are kept by 
the decoder is not always same, but it will vary according to the amount of 
noise. In very noisy conditions, the RSP(B) described in the previous section
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Figure 5,8: Performance of the RSP(2048) for the (15,11) Reed Solomon code 
is additionally used.
5.4 .1  C on cep t and A lgorith m
From the soft decision value of a received symbol, we can measure the confi­
dence level (CFL) of the symbol if the receiver were forced to make a hard deci­
sion, In other words, the confidence level represents the reliability of the hard 
decision value. For example, in an 8 -level quantisation soft decision method, 
the CFL may be assigned as in Figure 5.9, Using the confidence level, the 
possible confidence regions(CFR) can be determined.
By setting the CFR we mean that we assume any data in the CFR to 
be reliable enough for including them  in the nearest hard decision region. For 
example, if the CFR is set such tha t it includes any data of which the CFL is 
greater than 3/7, then it implies tha t soft decision values 6  and 7 are confident 
enough to be considered as binary 1 , and 1 and 0  are confident enough to be 
considered as binary 0, Therefore, once CFR is set, each soft decision value 
will have a fixed maximum distance from the transm itted data as indicated 
in Figure 5,9, and subsequently we can find out the maximum branch metric
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quantisation levels
soft decision value 0 1 2 3 4 5 6 7
confidence level 1 5/7 3/7 1/7 1/7 3/7 5/7 1
maximum distance 0 I 2  . 4 4 2 1 0
maximum distance
maximum distance
-------------------confidence region-------------------------
Figure 5.9: Confidence level and maximum distance value
value, brrimax  ^ for the received symbol.
There are two variations of the decoding algorithm to accommodate dif­
ferent code rates. These variants incorporate different rules for setting the 
CFR. We will see the principles of the decoding algorithms by using an ex­
ample of a length 15 Reed Solomon code represented in Table 5.1. In this 
example, the decoder receives the sequence of soft decision value, ( 7 7 2 4 0 7 
6 5 3 7 7 0 6 5 2 0 " ) .
RSBm. I
At the first stage, the decoder sets the widest confidence region(CFT > 1/7), 
and at every level it calculates the bnimax which a likelihood path can have. 
Since, in RS codes, a symbol consists of several bits a branch metric is calcu­
lated by adding all the distances of the constituent bits. That is, the decoder 
firstly considers all possible symbols(paths) which could be generated by the 
encoder, and calculates the branch metric for each symbol. The decoder re­
duces the number of paths by excluding paths which have larger branch metrics 
than bmmax- During the decoding, if there is no path which has a branch metric 
smaller than brUm.ax', then the decoder resets the CFR making it narrower than
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previously, and redecodes from the first level (the second and the third stage 
in Table 5.1). If the confidence region is too small and the number of selected 
paths is too large, the decoder reduces the number of paths by RSP(B). That 
is, if the number of paths is greater than B, the decoder keeps only the most 
likely B  paths according to path metric values. The whole decoding algorithm 
for RSBm  I can be described as shown in Figure 5.10.
Table 5.1: Example of the decoding procedure of the proposed decoder
soft decision value 7 7 2 4 0 7 6  5 3 7 7 0 6  5 2 0 " •
1 st stage maximum distance 0 0 2 4 0  0  1 2 4 0 0 0 1 2  2  0  •••
{CFL > 1/7) bfflmax 6 3 4 5
2 nd stage maximum distance 0 0 5 4 0  0  15 4 0 0 0 1 5  5 0 • "
(C F T  >  3/7) brrimax 9 6 4 1 1
3rd stage maximum distance 0 0 5 4 0 0 6  5 4 0 0 0 6  5 5 0
(C F T  >  5/7) bïïhmax 9 1 1 4 16
final stage maximum distance 7 7 5 4 7 7 6  5 4 7 7 7 6  5 5 7 " •
(no CFR) buimax 23 25 25 23
RSBm II
The performance produced by RSBm  I showed appreciable loss other than for 
single symbol correcting codes compared with that of Viterbi decoding. For 
moderate rate codes, thus, RSBm  I is modified to improve the performance. In 
this algorithm, if the decoder can not find the decoded sequence with the first 
(widest) or the second CFR, it incorporates RSP(B) without considering the 
CFR. That is, in the example shown in Table 5.1, if the decoder can not find 
the decoded sequence at the first or the second stage, then the decoder does 
not perform any further stage(s) but performs the pure RSP(B) algorithm. 
The point when the decoder exits from the CFR mode and incorporates only 
the RSP(B) determines the performance and the computational efficiency, and 
there is a trade-off between them. This is discussed in the next section.
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no
the last existing node ? ^ ------
yes
____________I  _____
no. of selected pgth = 0 
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no Climber of selected path > threshold^
yes
path extension
set to level = 0 reset CFR
save decoded information
select paths (bm < bm me
input corresponding symbols
calculate bm
set CFR
select surving paths
regulate the no. of paths as threshold
Figure 5.10: Decoding algorithm of the RSBm  I
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Figure 5.11; The performance of the RSBm  I decoder for the (7,5) Reed 
Solomon code
m5.4 .2  Perform ance o f R S B
R S B m  I
Simulations have been performed in order to estimate the performance of the 
RSBm  I decoder, and the length 7, 15, and 31 Reed Solomon codes have been 
employed. For each codeword length, codes which have minimum symbol 
distance of 3 and 5 (or 4 and 6  binary distance) are used.
In Figures 5.11 and 5.12, the simulation results for the (7,5) and the 
(7,3) codes are represented. For the (7,5) code, the RSBm  decoder produces 
a performance which approximates to the performance of the soft decision 
Viterbi decoder. However, for the (7,3) code the RSBm  decoder shows an 
appreciable loss of performance compared with that of the soft decision Viterbi 
decoder. Figure 5.13 shows that, for the (7,3) code, the decoder produces even 
worse performance than for the (7,5) code. It indicates that this decoder does 
not work well for a low rate code. We can verify the above fact from Figures 
5.14 and 5.15 which are the simulation results for the (15,13) and the (15,11) 
Reed Solomon code.
Again for the (15,13) code, the decoder produces a performance approxi-
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Figure 5.12: The performance of the RSBm  I decoder for the (7,3) Reed 
Solomon code
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Figure 5.13: Comparison of RSBm  I decoding performance for the (7,5) and 
the (7,3) Reed Solomon code
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Figure 5.14: The performance of the RSBm  I decoder for the (15,13) Reed 
Solomon code
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Figure 5.15: The performance of the RSBm  I decoder for the (15,11) Reed 
Solomon code
C hapter 5 R educed Search Trellis Decoding
5.4 R educed Search b y  Branch M etric 111
10
■ — ■  h a r d  d e c i s i o n  V i t e r b i  ( 1 5 , 1 3 )
□  D R S B m  ( 1 5 , 1 3 )
# — # h a r d  d e c i s i o n  V i t e r b i  ( 1 5 , 1 1 )  
O — O R S B m  ( 1 5 , 1 1 ) _____________________
.-310
-43 10' Ë
10
-710 4.0 5.0 6.0 7.0 8.0 9.0 10.0
Eb/No
Figure 5.16: Comparison of RSBm  I decoding performance for the (15,13) and 
the (15,11) Reed Solomon code
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Figure 5.17: Comparison of RSBm  I decoding performance for the (31,29) and 
the (31,27) Reed Solomon code
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mating to  the soft decision Viterbi decoding performance, and offers about 2dB 
coding gain over hard decision Viterbi decoding around 10“® to 10“® BER. For 
the (15,11) code, the RSBm  decoding offers about only IdB coding gain over 
hard decision Viterbi decoding. In Figure 5.15, we can see the RSBm  decoder 
produces a similar performance to tha t of the soft decision SA(512) decoder 
with small E^INq value. However, if the E i JNq value becomes large, the cod­
ing gain from the RSBm  decoder over hard decision reduces, while the coding 
gain from the SA(512) decoder increases. Although, the performance of the 
RSBm  decoder for the (15,11) code is better than for the (15,13) code, the 
difference in coding gain is about only 0.2dB as shown in Figure 5.16.
Now let us investigate the performance produced by the RSBm  decoding 
for the length 31 Reed Solomon codes. Since the probability of getting a cer­
tain number of channel errors in a block of length 31 is higher than in a block 
of length 15, the decoding performance for the length 31 code is worse than 
for the length 15 codes, providing they have the same symbol error correcting 
capability. Figure 5.17 shows, as for other length codes, that the RSBm  de­
coder for the (31,29) code produces performance approximating to tha t of a 
Viterbi decoder. On the other hand, the R S B m  decoding for the (31,27) code 
offers only O.SdB coding gain over hard decision Viterbi decoding, while soft 
decision Viterbi decoding offers about 2.5dB coding gain over hard decision 
Viterbi decoding.
R S B m  I I
W ith R S B m  II simulations have been performed only for the (15,11) code with 
EbfNo =  5.0dB, and the results are represented in Table 5.2. In the RSBm  Hi, 
if the decoder can not find the decoded path until the second widest CFR (the 
second stage in the example in Table 5.1), it redecodes the received word using 
only RSP(2048), and in the R S B m  II2 , if the decoder can not find the decoded 
path with the first widest CFR (the first stage in the example in Table 5.1), 
it redecodes with only the RSP(2048).
The simulation results show that if the decoder exits from the CFR mode 
earlier it can produce better performance, but at the expense of computational 
efficiency. The simulation results of R S B m  II2 shows that it can give similar
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Decoding method BER no. of path extensions /  bit
Viterbi decoding 2.7 X 10-® 169996.3
RSP(2048) 2.5 X 10-4 3120.0
Algorithm I 1.1 X 10-3 13.0
Algorithm 11% 5.8 X 10-4 17.2
Algorithm II2 1.2 X 10-4 75.0
Table 5.2: Comparison of performance and computational efficiency of the 
RSBm  II decoder for the (15,11) RS code with E i IN q =  5.0dB
performance to pure RSP(2048), and thus we anticipate that the decoder in­
corporating this algorithm would produce a performance approximating to 
Viterbi decoding, as RSP(2048) does. Moreover, the computational efficiency 
of the decoder will be increased as Eb/No values are increased.
5.5 C om parison o f C om putational Efficiency
Since the decoding speed of a reduced search decoder can be varied by channel 
conditions such as the amount of the noise, the exact decoding speed of a 
reduced search decoder can not be obtained. We can estimate the average 
decoding speed by counting the number of codewords which can be decoded 
by a certain decoder while the Viterbi decoder decodes one codeword. Table 5.3 
shows the comparison of averaged decoding speed of reduced search decoders 
with the Viterbi decoder for the (15,11) Reed Solomon code with Eb/No — 
5.0dB. Therefore, for the (15,11) code, we can say that the RSP(512) is 85 
times faster than the Viterbi method. The RSP(2048) is 27 times faster than 
the Viterbi method, 6  times faster than SA(2048) by sorting, and 1.5 times 
faster than the SA(2048) by pm,..
In the previous section, we could see the performance of the SA(512) 
decoder was almost the same as tha t of the RSBm  I decoder with Eb/No value 
of 5.0dB as shown in Figure 5.15. W ith regard to computational efficiency, the 
RSBm  I decoder is more efficient. That is, as shown in Table 5.3, the decoding 
speed of the RSBm  decoder is 500 times faster than the Viterbi decoder, while 
the decoding speed of the SAB(512) decoder is about 70 times faster than the 
Viterbi decoder.
The variation of the decoding speed of SA(B) and RSP(B) decoder ac-
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Table 5.3: Comparison of decoding speed for the (15,11) code with Eb/No 
5.0dB
Viterbi RSP(2048) RSP(1024) RSP(512)
no. of decoded words 1 .0 0 27.36 49.10 85.11
by prur SA(2048) SA(1024) SA(512)
no. of decoded words 19.15 3R83 68.39
by sorting SA(2048) SA(1024) SA(512)
no. of decoded words 4.67 15.32 42.56
cording to Eb/No value is negligible compared with that of the RSBm  decoder. 
Since the decoding speed of the RSBm  decoder is very sensitive to the vari­
ation of Eb/No value, the average number of path extensions per information 
bit is estimated for various values of Eb/No. Figure 5.18 represents the average 
number of path extensions per information bit, which are generated from the 
decoder for the (7,3) and (7,5) Reed Solomon codes. For the (7,5) code, the 
soft decision SA(16) decoder produces almost the same performance as that 
of the RSBm  decoder as shown in Figure 5.11. However, the computational 
efficiency of the RSBm  decoder is much better than the soft decision SA(B) 
decoder, because the SA(16) decoder needs to extend about 76.4 paths per 
information bit regardless of Eb/No value.
Similarly, Figure 5.19 represents the average number of path extensions 
which are generated from the decoder for the length 15 and 31 Reed Solomon 
codes. If we compare the decoding speed and the performance at the same 
time, we can see the decoding speed of the RSBm  I decoder for the (15,13) 
code is faster than for the (15,11) code. As for the RSBm  I decoding perfor­
mance of the (7,5) code, for the (15,13) code the decoder shows much better 
computational efficiency than  for that of the soft decision SA(32) decoder, 
whose performance is almost the same as that of the RSBm  I decoder.
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Figure 5.18: Variation of the number of path  extensions by the RSBm  I decoder 
for the length 7 Reed Solomon codes
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Figure 5.19: Variation of the number of path  extensions by the RSBm  I decoder 
for the length 15 and 31 Reed Solomon codes
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Sequential D ecod ing
6.1 In troduction
The Viterbi algorithm described in chapter 3 is the optimum decoding algo­
rithm  on a memoryless channel in the sense tha t it provides maximum likeli­
hood decoding of the entire coded sequence. Its major drawback is, however, 
that error probability decreases with the number of memory elements in the 
encoder, and consequently the decoder complexity grows exponentially. If we 
apply Viterbi decoding to block codes, the computational burden and the stor­
age requirement to implement the Viterbi algorithm malce it impractical for 
high redundancy codes which would typically need more than the 6  to 1 0  bi­
nary storage elements normally considered feasible. For example, in order to 
decode the (15,11) Reed Solomon code with the Viterbi method, the decoder 
needs to compute 16  ^ =  1048576 metrics and to store 16  ^ =  65536 surviving 
sequences at each level of the trellis. Although we can reduce the computa­
tional complexity by incorporating reduced search methods, there will still be 
a limitation if they are applied to low rate Reed Solomon codes.
Prior to the discovery of the Viterbi algorithm, a number of other de­
coding algorithms which partially avoid the above problem were proposed, and 
employed for convolutional codes. Sequential decoding achieves asymptotically 
the same error probability as the Viterbi decoding, but without searching all 
possible paths[40]. In fact, the number of nodes searched is essentially inde­
pendent of the total number of states in existence, thus rendering possible the 
use of long constraint length and resulting in very low error probabilities. For 
that reason, sequential decoding is preferred when we require performance en-
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hancement on the AWGN channel with long constraint length convolutional 
codes. However, this algorithm can cause significant decoder delay variance 
because the number of states searched is a random variable.
Since the complexity of a sequential decoder is independent of the num­
ber of memory elements in the  encoder, we anticipate tha t a properly modified 
sequential algorithm can be applied to low rate Reed Solomon codes. In our 
approach the Fano algorithm, which is the most widely used sequential decod­
ing procedure, has been tried for Reed Solomon codes.
A basic description of the sequential decoding algorithm is given in sec­
tion 6.2. In section 6.3, the Fano sequential decoding algorithm for convolu­
tional codes is demonstrated by using a simple example. Since, in a sequential 
decoder, computational efficiency depends on several factors, the statement of 
the computational problem follows in section 6.4. In section 6.5, an optimum 
quantisation method to enhance computational efficiency of a sequential de­
coder is described. As an optimum metric for a sequential decoder, the Fano 
metric is presented in section 6 .6 . After presenting the implementation of the 
Fano algorithm for convolutional codes in section 6.7, we describe a modified 
sequential decoding algorithm for Reed Solomon codes in section 6 .8 . Finally, 
section 6.9 presents the performance and computational efficiency comparison 
of sequential decoding for Reed Solomon codes.
6.2 B asic D escrip tion
A sequential decoder is a sub-optimum decoder that restricts its attention to 
the most probable portions of the code space.
When the background noise is low, the correct word can be picked out 
with little difficulty but, if the noise is high, the choice of the correct word 
will be quite difficult. Generally speaking, a maximum likelihood decoder 
is designed for the worst-case events (high noise level), and does not take 
advantage of lulls in the noise background. On the other hand, a sequential 
decoder does not burden itself with a large amount of work when the noise 
level is low and the correct word is fairly obvious, but expends the greater 
effort required to find out the correct word when the decision is not obvious.
As long as the channel is noiseless, there will be perfect correlation be-
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tween what is transm itted and what is received. Thus, the decoder continually 
steps forward through the code trellis. If the channel is noisy, the individual 
decisions on information bits cannot be made with certainty. Therefore, the 
individual bit decisions made by a sequential decoder must be considered ten­
tatively at each step in the decoding process. The decoder should therefore 
have the capability to reverse any bit decisions at a later time if it seems 
necessary.
Suppose that the decoder makes an incorrect bit decision; the state of 
the encoder assumed by the decoder is then no longer valid. In this case the 
error will affect all bit decisions afterwards. In general, long constraint length 
convolutional codes are constructed with the purpose that after the first and 
subsequent errors are made, half of the encoded bits can be expected to be 
correct and half incorrect [36]. Thus we can expect relatively poor correlation 
between an incorrect path selected by the decoder and the received bits.
Now let us consider the problem more specifically. In the binary sym­
metric channel the correlation between the path selected by the decoder and 
the received sequence may be defined as the number of agreements minus the 
number of disagreements between selected path  and the received sequence. If 
this correlation is used as the metric of the path, then we can expect the path 
metric to increase at an average rate  of [(1 — p)/i?j — (p/R) = (1 — 2p)/i?  >  1 
as the decoder moves along the correct path, where R  is the rate of a code 
and p is the channel crossover probability. This metric grows almost linearly 
as the decoder steps forwards through the trellis. On the other hand, there 
will be no growth in the path metric on average when the decoder selects an 
incorrect path, because in this case the expected number of agreements equals 
the expected number of disagreements.
The above facts indicate tha t the decoder can determine whether the 
selected path is correct by monitoring the value of the path metric. In other 
words the decoder has high confidence that the selected path  is the correct 
one as long as its metric continues to grow. If that growth ceases, the decoder 
reexamines previous decisions to see if an alternative path can be found. In 
order to decide to reject paths selected by the decoder when the growth in 
the path metric ceases, the decoder needs a threshold test. For example, the 
decoder keeps a currently selected path  only if the path metric value is greater
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than the threshold, say T.  If the branch metric value is too small and the 
current path metric does not grow, the current path is discarded and a search 
begins for a better one.
Moreover, it is desirable that the decoder recognise as quickly as possible 
if the selected path  has departed from the correct one. For tha t reason, T  is 
chosen to be relatively large initially. At some stage, however, the correct path 
would fail the threshold test and be discarded, and if the decoder is to return 
to the correct path and move forward again, the threshold T  must be lowered. 
The decoder, therefore, must also have the ability to adjust the threshold value.
For a particular sequential decoding algorithm, the detailed set of rules 
that specify which path is accepted or discarded is defined differently. If any 
sequential decoding algorithm is to be applied to a block code, the rules must 
be redefined for the structure of the code.
6.3 Fano A lgorithm  for C onvolutional C odes
The earliest sequential decoding algorithm was originally proposed by Wozen- 
craft, and subsequentially modified by Fano[7]. It searches for the most proba­
ble path through the trellis by examining one path at a time. Fano sequential 
decoding can be viewed as a trial-and-error technique for searching out the 
correct path  in the code tree. It performs the decoding in a sequential man­
ner, always penetrating a single path  at a time. If an incorrect decision is 
made, subsequent extension of the path will be wrong. By monitoring the 
path metric, the decoder decides whether the current path is correct.
When describing the behaviour of a sequential decoder, a code tree is nor­
mally used. In chapter 3, we drew the code tree for the rate 1/2 convolutional 
encoder with constraint length 3. W ith this code tree, we will investigate a 
specific sequential decoding example with hard decisions. Consider an infor­
mation sequence z= l 1 0  1 1 , encoded into the codeword sequence C — 1 1 1 
0 1 0 0 0 1 0. Assume that the received sequence r  is a corrupted version of 
(7, having errors in the fourth and eighth bits to give r  =  l l l l l Q 0 1 1 0 .
Let us follow the decoder path trajectory with the aid of Figure 6.1. To 
simplify the problem we use Hamming distance as a metric in this example. 
Assume that a cumulative path disagreement count of 3 is the criterion for
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backing up and trying an alternative path, although in real implementation 
the criterion should be changed as the decoder goes through the code tree. 
On Figure 6.1 the numbers along the path trajectory represent the current 
disagreement count.
1 . At time to we receive symbols 1 1  and compare them  with the branch 
words leaving the first node.
2. The most likely branch is the one with branch word 11 (corresponding 
to  an input bit one or downward branching), so the decoder decides that 
input bit one is the correct decoding, and moves to the next level.
3. At time ti, the decoder receives symbols 11 and compares them  with the 
available branch words 0 1  and 1 0  at this second level.
4. There is no best path, so the decoder arbitrarily takes the input bit 
zero (or branch word 0 1 ) path, and the disagreement count registers a 
disagreement of 1 .
5. At time ^2 , the decoder receives symbols 1 0  and compares them  with the 
available branch words 1 1  and 0 0  at this third level.
6 . Again, there is no best path, so the decoder arbitrarily takes the input 
zero (or branch word 1 1 ) path, and the disagreement count is increased 
to 2 .
7. At time is, the decoder receives symbol 01 and compares them  with the 
available branch words 0 0  and 1 1  at this fourth level.
8 . Again, there is no best path, so the decoder takes the input bit zero (or 
branch word 00) path, and the disagreement count is increased to 3.
9. But a disagreement count of 3 is the turnaround criterion, so the decoder 
goes backward., and tries the alternative path at the previous level. The 
disagreement counter is reset to 2 .
10. The alternative path is the input bit one (or branch word 11) path at the 
is level. The decoder tries this, but compared to the received symbols 
01, there is still a disagreement of 1, and the counter is reset to 3.
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Figure 6.1: Sequential decoding for the R =  1 / 2 , / f  =  3 convolutional code
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11. But, 3 being the turnaround criterion, the decoder begins to go back­
wards again, and the counter is reset to 2 . All of the alternative have 
now been traversed at this is level, so the decoder returns to  the node 
at ig, and resets the counter to 1 .
12. At the i 2 node, the decoder compares the symbols received at time i 2 , 
namely 10, with the untried 00 path. There is a disagreement of 1, and 
the counter is increased to 2 .
13. At the is node, the decoder follows the branch word 01 that matches its 
is code symbols of 01. The counter remains unchanged at 2.
14. At the i 4 node, there is no best path, so the decoder follows the upper 
branch, as is the rule and the counter is increased to 3.
15. At this count, the decoder goes backward, resets the counter to 2 , and 
tries the alternative path at node i^. Since the alternative branch word 
is 0 0 , there is a disagreement of 1 with the received code symbols 1 0  at 
time i4 , and the counter is again increased to 3.
16. The decoder backs out of this path, and the counter is reset to 2. All of 
the alternatives have now been traversed at this i4 level, so the decoder 
returns to the node at ig and the counter remains at 2 .
17. The decoder tries the alternative path  at ts, which raises the metric to  4 
since there is a disagreement in two positions of the branch word. This 
time the decoder must back up all the way to the time ti  node because 
all of the other paths at higher levels have been tried. The counter is 
now decremented to zero.
18. At the ^1 node, the decoder now follows the branch word 10, and because 
there is a disagreement of 1 with the received code symbols 1 1  at time 
tl ,  the counter is increased to 1 .
The decoder continues in this way. As shown in Figure 6.1, the final 
path, which has not increased the counter to its turnaround criterion, yields 
the correctly decoded message sequence 1 1 0  1 1 .
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6.4 T he R o  C riterion and C om putational P roblem
Shannon’s channel capacity formula for the AWGN channel gave us a view 
toward understanding the conditions under which coding promises to be useful 
in the design of an energy-efficient communication system. However, there 
are practical limitations in trying to achieve full capacity in practice, with the 
result that the channel capacity is not achieved. Loosely speaking, the channel 
capacity formula gave informative theoretical bounds on information rate and 
error probability but no guidance for the means to approach the theoretical 
limits to some reasonable degree and with practical designs.
For that reason, the quantity ‘i?o’ Las been derived, which provides ex­
actly the desired design guidance. The Ro is called the cutoff rate of the 
channel and is a capacity-like quantity defined for any discrete memoryless 
channel. The value of Ro is always less than the channel capacity C. In the 
development and analysis of powerful trellis decoding algorithms (especially 
sequential decoding), Ro has often been called computational cutoff rate, de­
noted by Rcomp‘ It is the rate above which the average number of decoding 
operations per decoded digit becomes infinite[36].
Viterbi [13] showed that for a system using a convolutional code with 
constraint length K ,  the decoding error probability is bounded by
Pe < A2 - ^ ^ P ,  R  < Rcomp (6.1)
where R  is the code rate  and A is a small constant usually determined exper­
imentally. Thus, Rcomp provides both an error-bound exponent and a prac­
tical limit on information transfer rate. In order to achieve minimum error 
probability, we should maximise Rcomp- In most cases, however, an accurate 
mathematical model of the propagation channel is not available,'so that it is 
impossible to determine the largest attainable value of Rcomp- Nevertheless, 
for any memoryless channel, it is possible to estimate Rcomp by measurement 
of the transition probabilities.
Mathematically, the computational cutoff rate for an M -input m-output 
discrete memoryless channel is given by
m—\ iVf—1  ____________
Rcomp =  ~log2{minp^a:i) ^  ^  P{yj\xi)P{xi))  (6.2)t= 0
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For the unquantised binary channel eq. (6.2) becomes
Rcom p =  l - i o g 2 ( l +  f  V Px(æ |0))Px(^ll)dæ) (6.3)7 — 00
and with AWGN we have
R c o m p  = I -  % 2(1 +  exp{-Es/No))  (6,4)
Now, by using the relationship between Rcomp and signal energy value, 
let us find out the minimum required signal energy for a code rate. It is well 
known that regardless of the algorithm, the time a sequential decoder takes 
to process a message is a random variable. It has shown tha t the probability 
tha t the number of computations, Nc, required to decode an information bit 
exceeds some number N  is given by [12]
P (A T c> #) =  A # - ''
for large N. The exponent a , which is called Pareto exponent, and the constant 
A are dependent on the channel and the rate of the code used. The Pareto  
exponent is given approximately by
R co m p
Therefore, if the code rate R  is smaller than Rcomp-, the average number of 
computations, Ac, is typically much smaller than th a t of Viterbi decoding. 
Although a sequential decoding computation is more complex than a Viterbi 
decoding computation, Nc in sequential decoding is almost independent of 
the length of the encoder memory (constraint length in convolutional codes). 
However, whenever the code rate R  exceeds Rcomp-, Ac becomes unbounded 
and the sequential decoding never succeeds. Normally, the operating point of 
sequential decoders, RjRcomp-, is chosen to be close to 1 . In eq. (6.4), if we 
assume R  =  Rcomp ^ tha t is a  ~  1, we have
^  (6.5)
Therefore, from eq. (6.5) we can find the minimum required E i /N q value with 
a given code rate.
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6.5 O ptim um  Q uantisation
The computational cutoff rate for the binary input, 2^-output discrete memo­
ryless channel is given by
Ii=i=  1 -  log2 [l +  E V ^ ( ï in P Ü |Ô ) l  (6 .6 )
where, P{j\i),  z =  0, 1  gives the channel transition probabilities. For, coherent 
reception in Gaussian noise we have
(6.7)
where Ij and I j - i  are the boundaries of the j th  quantisation interval, is 
the mean of the matched-fflter output, and No is the single-sided noise-power 
spectral density. Since we assumed binary input channel, Rcomp is optimised 
with respect to the boundaries between decision regions at the output of the 
demodulator. That is, for a given number 2^ of demodulator outputs (quan­
tisation intervals), the decision boundaries are chosen so as to maximise the 
value of R>coTnp •
Massey[21] has proposed a united theory of modulation and coding design 
based on Rcomp (as the fundamental channel parameter) and has defined an ap­
proach to the design of optimum modulation systems to be used in conjunction 
with efficient decoders. The point of this approach is that a modulation system 
should be designed to achieve the highest possible value of Rcomp rather than 
the lowest value of post-demodulation error probability. Maximising Rcomp for 
the quantised channel serves two purposes. Firstly, the signal to noise ratio at 
which Rcomp occurs is minimised. Secondly, maximising Rcomp also minimises 
the bound on the probability of error.
Massey suggested an iterative procedure developed for finding the opti­
mum quantisation boundaries, tha t is, the quantisation thresholds that max­
imise Rcomp- The procedure first obtains the optimum quantisation intervals 
for the likelihood ratio function l{x) which is defined by
'<•' - H i
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which is simply the ratio of channel transition probabilities.
Now, consider the design of an optimum 2^-Ievel quantiser. Suppose 
0 < j  < 2 ^, are the demodulator decision regions, and Tj,  0 < j  < 2^, are the 
thresholds in likelihood space as shown in Figure 6 .2 .
% 0  % 2  " ' ’ 3^ 2/^ -!
' 1 1 1 1 -
T o  =  0  T l  T 2 Ts  • • • T g f i - i  TgA =  00
Figure 6 .2 : Quantisation regions and thresholds in likelihood space
The problem is to select Tj,  0 < j  < 2^, such that Rcomp is maximised. 
Since Tj  is the likelihood threshold defined in eq. (6 .8 ), we have 0 <  T < 00 ,
and thus we have selected To =  0 and T2M =  00 . Massey showed that if we let
=  ’0 m
then the optimum values of Tj  are given by
Tl =  y'A(3Jo)A(3îi) (6 .1 0 )
T2 =  \ /A ( % ) A ( % )
T^-i — ^A(3R2;»-2)A(3t24-i)
However, A(3^ )^ can be calculated providing that we know both Tj  and T jy i ,
or, conversely Tj  can be calculated providing that we know A ( % _ i )  and A ( % ) .
Thus, Tj  can be calculated following an iterative procedure:
1 . Choose 7i arbitrarily. (7q — —0 0 , 72m =  0 0 )
Ij-, 0  <  i  <  2 ^, are the quantisation thresholds in signal space, and they 
have the relationship with the likelihood thresholds Tj  such that
^  Px(.=o =  / , | 0 )
’ P x { x  =  / j | l )
For coherent reception in Gaussian noise.
T,- =  e x p  ( 2Æ ; ,  ) , 1 <  i  <  2 "  -  1
C h apter 6 Sequential Decoding
6.5 O ptim um  Q uantisation  1 2 7
’‘ ■ ( m a : ) " ” " - ’ - " ' ' "
2 . Calculate
. ™  \  _ f o  Px (x lO)dx
'  “  / / '  Px(^ll)d=c
3. Find Tg using eqs. (6.9), (6.11), and (6 .1 1 ). That is, first calculate
Pi  e x p { i ^ 2 E , I N o I j )
( “  A(%) “  A(5R„)
and then find I 2 from
Px{x\^)dx
4. Find T3 through T2M- 1  in the same manner by repeating steps 2  and 3.
5. Compute
A(%2M-2 )
and see if A%%2A»-i) =  A(3?2m-i) that is.
If A'(3?2m-i) >  A(3?2/^-i), choose a smaller value for T\ and return to step
2. If A%%2M-i) < A(3?2a^-i), choose a larger value for Ti and return to 
step 2. If A'(3 2^i‘- i )  — A(%2f^-i), stop.
W ith binary antipodal signals, the quantisation intervals must be sym­
metric about the origin. Therefore, we actually need to compute only half 
the required number of thresholds, and since 2^ is even, the boundary in the 
middle must be the origin, / 2i*/2 =  0. From the above procedure, we can see 
the optimum quantiser is a function of signal to nose ratio. However, signal 
to noise ratio is generally not known a priori, we can pick a nominal system 
operating point and design the quantiser to maximise Rcomp at tha t signal to 
noise ratio.
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Table 6.1: Optimum 8 -level quantiser ; Ig-j == Ij for 0 <  j  <  4
Ij Threshold value
lo —oo
h -1.76
h -1.056
h -0.503
h 0
Uniform quantisation
-0.85 -0.57 -0.28 0.28 0.57 0.85
-1
Optimum quantisation with Es/No = S.OdB
- 0.88 -0.53 -0.25 0.25 0.53
Optimum quantisation with Es/No = S.OdB
-0.56 -0.33 -o!i 6 0 0.16 0.33 0.56
Figure 6.3: Quantisation thresholds
0.88
The optimum 8 -level quantisation thresholds are calculated with a small 
Es/No value, and are shown in Table 6.1. When Es/No is 3.0dB and S.OdB 
the quantised values in Table 6.1 are normalised with respect to the mean 
signal value, y/El,  and those are represented in Figure 6.3. By Comparing 
the uniform 8 -level quantiser, where the quantiser thresholds are chosen to be 
separated with uniform space A =  (2/7)\/Ë^, in Figure 6.3 we can see that 
the optimum quantisation intervals are getting narrower in the region where 
the signal is less likely as Eg/No increases.
6.6 Fano M etric
The selection of the metric to use with sequential decoding is critical for proper 
operation of the decoder. Fano suggested that the proper metric function for 
sequential decoding is the logarithm of the probability that a particular output
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is observed given that a certain symbol was transm itted, normalised by the 
total probability of the observed output.
Thus, the metric associated with a particular received bit i, say, the kih  
bit on the Ith branch, can be set equal to
=  log ( 5 ^ )  -  ^  (6.12)
where P{j)  is the total probability of observing an output in the j th  quantisa­
tion level, and (7 is a bias term. There have been several suggestions for the se­
lection of the metric bias term  U. It was shown that setting U = i?(code rate) 
minimises the probability of decoding error[2 1 ], and that setting U = Rcomp 
minimises the number of computations to decode [14]. Nontheless, if the num­
ber of quantisation levels is large and the quantiser implemented properly, we 
have Rcomp — R[36].
The Fano metric has the property tha t the correct path  metric tends 
to increase at a moderate rate, but incorrect path metrics decrease relatively 
quickly.
6.7 Im plem entation  o f Fano A lgorithm
We have already investigated a decoding example by the Fano algorithm in 
section 6.3. However, a real implementation of the algorithm is much more 
complex than described in the example. Firstly, as a proper metric, we should 
apply the Fano metric which is described in section 6 . 6  rather than the Ham­
ming distance. In addition, the threshold, T, should be a variable which 
changes its value as the decoder moves forward or backward, whilst in the 
previous example it was a constant. Bearing the above facts in mind, let us 
consider an implementation of the algorithm.
A Fano sequential decoder works by generating a hypothesis about the 
transm itted codeword sequence. It compares the metric along a hypothesis 
with a sequence of thresholds that are separated by a uniform spacing r . It 
goes forward as long as the metric indicates that its choice is likely, otherwise, 
it goes backwards, changing hypothesis until, through a systematic trial-and- 
error search, it finds a likely hypothesis. In Figure 6.4 a possible correct 
path  metric is shown as a solid line, and the thresholds used by the decoder
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indicated with horizontal dotted lines. The continuous heavy line corresponds 
to the metric of the correct path.
Path.metric 4x
level
“T
Figure 6.4: Behaviour of a possible correct path metric and some incorrect 
alternatives along the trellis paths.
When a Fano decoder attem pts to move forward, it computes the branch 
metrics for the next code branch and tentatively chooses the largest one. This 
selected branch metric is added to the previous path metric, and the newly 
extended path is accepted as long as its metric is above the current threshold 
value. During initial forward moves the threshold is adjusted upward whenever 
the path metric exceeds a larger threshold value.
The decoder begins a backward search if the extended path metric falls 
below the current threshold. In the backward search the decoder examines the 
alternative branches which emerged from the same node as the current path. 
If an alternative is found whose metric is larger than the current threshold, T, 
forward progress is attem pted again along the newly selected branch. If there 
are no such alternatives or if there are no alternatives whose metric is larger 
than T,  then T  is lowered by r ,  and the initial best path is retraced. If the path 
metric of the initial best path  is again smaller than the new threshold, T — r ,  
the decoder starts another backward search, and reexamines alternatives. If 
the decoder can not find any alternatives whose metric remains above T — r .
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the threshold is lowered again. This procedure continues until the decoder 
finds a path whose metric gradually increases.
There are some important points to note when the decoder goes into 
a backward search. The first is that the threshold can not be perm itted to 
increase when the decoder retraces previously examined nodes, otherwise an 
infinite loop would result. Since backward searches can be quite lengthy and 
complex, it is very inefficient and difficult to store information on an entire 
backward search. The Fano decoder resolves this problem by using a flag F.
The algorithm makes use of a flag F  and an indicator array I  whose 
/th component is denoted /[/], where I indicates the time state, t( in the code 
tree. The adjustment of thresholds is done by the proper use of this flag and 
indicator. The flag is set when a threshold violation occurs, which means the 
beginning of a backward search.
The array I  is used to control the choice of the most likely branch exten­
sion or the alternatives. When the decoder reaches a node for the first time, 
it pursues the extension of the most likely path, but in a backward search it 
must examine the alternatives. The array I  is initially set to all-zero, and 
when I[l] = 0 , the path extension with the best metric is used at the /th node. 
All extended branches at the /th  node are sorted by their metric value, and 
the best metric branch is located at the top of them. Since /[/] is set to zero 
when the decoder arrives at the /th  node for the first time, it will pick the best 
metric path by keeping A[/], where A[/] is the path metric to a node at level 
/. Whenever the decoder revisits this node during the backward search, the 
value of I[l] is increased by one, and therefore when /[/] =  i the /th  alternative 
branch is followed.
The algorithm can be illustrated by the flow chart shown in Figure 6.5.
A djustm ent of T hreshold
Now let us investigate another specific decoding procedure of the Fano algo­
rithm. The decoder moves forward or backward from node to node depending 
on whether the value of A[/] at the node in question is larger or smaller than 
T.  The value of T  is increased or decreased in steps of some predetermined 
magnitude r .  Supposing that the decoder is at level /, and it attem pts to move
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START
1 =  0 
T = 0
T : current threshold value 
X : spacing between thresholds 
I : level in the code trellis
Lower T by i
fail
<
no
Test most likely path
pass
pass
Go to the next level
1
Last level ?
no1
First visit at this node ?
yes
Tighten T
fail
A A Test previous node : Set I = 1-1
no
pass
<^Is there an alternative ? ^
fail
yes
^  Test this path ^
> yes Output the decoded path
( s t o p )
Figure 6.5: Fano sequential decoding algorithm
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forward by selecting the most likely branch. If the resulting value of A[/ +  1 ] 
exceeds T, the branch is accepted and T  is reset to the largest possible value 
not exceeding A[/ +  1]. Instead, if A[/ +  1] is smaller than T, the decoder 
moves backward to the node in level / — I, and examines the next best alterna­
tive. That is, once a backward search has begun the decoder reexamines the 
sequence of nodes along the initially favoured path whose metric lies in the 
interval (T, T -f r). If A[/ —1] >  T, the decoder attempts again to move forward 
by selecting the most likely branch among the alternatives. If eventually the 
7[/]th alternative has metrics tha t fall below the threshold, the threshold is 
lowered by r . If all branches extended from that node have already been tried, 
then the decoder moves to level 1 — 2.
After the threshold has been reduced, the decoder attem pts again to move 
forward by selecting the most likely branch, just as if it had never gone beyond 
the node at which the threshold had to be reduced. This leads the decoder to 
retrace all of the paths previously examined to see whether A remains above 
the new threshold along any one of them. Of course, T  can not be allowed to 
increase while the decoder is retracing any one of those paths, until it reaches 
a previously unexplored branch. Otherwise, the decoder would be kept in an 
infinite loop.
If A remains above the new threshold along the correct path, the decoder 
will be able to continue beyond the point at which it was previously forced 
back, and the threshold will be perm itted to rise again. If, instead, A still falls 
below the reduced threshold, the threshold will have to be further reduced by 
r  until the decoder reaches the alternative whose metric lies below T.
Now let us see how the flag F  is used. This flag is used to control a 
gate tha t allows or prevents the threshold from increasing by setting F  =  0  or 
F  = 1 respectively. Thus, F  must be set equal to 0 when the decoder selects 
a branch for the first time, and equal to 1 when the branch is being retraced 
after a reduction of threshold. The value of F  is set to be equal to 1 each 
time a branch is rejected, and it is reset to be equal to 0  before a new branch 
is selected only if T <  A[/j <  T -1- r  for the node to which the decoder is 
forced back. The value F  is reset to be equal to 0 after a branch is accepted if 
T  < A[/ -f 1] <  T -f r  for the node at which the branch terminates. Therefore, 
after a reduction of threshold, F  remains equal to 1 while a path is being
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retrieved, and it is reset equal to 0  at the node at which the value of A falls 
below the previous threshold.
6.8 M odified Fano A lgorithm  for R eed  Solom on  
C odes
6.8.1 A p p licab ility
W ith very few exceptions, sequential decoding has been considered almost 
exclusively in conjunction with rate 1/n  convolutional codes[37], because the 
complexity of the path  extensions and metric calculations increases very rapidly 
with the rate of the code.
Firstly, let us consider important factors which relate to the complexity 
of a sequential decoder for convolutional codes. A sequential decoder for a rate 
1/n  code has two branches emanating from every node, which results from two 
possible input information symbols which consist of 1 bit. It means tha t the 
decoder has only one alternative when it goes backward. If the rate  of a code 
increases to, say, k / n  the decoder will have 2  ^ branches at every node, and 
it will have 2  ^ — 1 alternatives during a backward search. In other words, an 
increment in code rate results in an increase in the number of alternatives, and 
thus it increases the complexity of the decoder.
For example, as we have seen in section 6.7, if an alternative violates the 
threshold test, then the current threshold value is lowered and the decoder ex­
amines again from the most likely branch at the node. Thus, if the decoder can 
not find an alternative whose metric is greater than the current threshold until 
it reaches the /th  alternative, then the number of path extensions performed 
by the decoder is ( 1  -f 2  -f ... +  / ) 2  =  ^^^^2 , not just 2 / (assuming k = 1 ).
On the other hand, the complexity of a sequential decoder is independent 
of the constraint length of convolutional codes. If we increase the constraint 
length of a code, we will have increased the number of states in the code trellis. 
However, regardless of the total number of states, the sequential decoder always 
visits a single state at a time, and thus a long constraint length is not a problem 
for the sequential decoder.
Now let us apply the above facts, which relate the decoder complexity
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with the code rate and the constraint length, to the sequential decoder for 
Reed Solomon codes. W ith a Reed Solomon code, we will see that the decoder 
complexity is determined by the length of the code, and will also see that the 
the decoder complexity is independent of code rate.
W ith a Reed Solomon code constructed over a held, G F(2”^ ), the number 
of branches emanating from a node is determined by the symbol length, m,  of 
the code, where the symbol length is the number of bits consisting of a symbol 
in the codeword. It can be easily verified, from section 3.5 that there are 
2^  outgoing branches from a node in the code trellis. Since the symbol length 
determines the maximum codeword length, n, the complexity of the sequential 
decoder for Reed Solomon codes depends on the length of the code.
As we have seen in section 3.3, when we apply the trellis approach to any 
block code the complexity of the trellis, or the total number of existing states, 
is governed by the redundancy, n — k. Since the complexity of a sequential 
decoder is independent of the complexity of the trellis, the complexity of any 
sequential decoder for a Reed Solomon code is independent of the rate of the 
code.
Because of the characteristics of the code trellis for block codes, the trellis 
has a finite length. Moreover, the number of computations required to decode 
an information bit in block codes is dependent on the input information length, 
because after k information symbols there will be no path extensions. It means 
that, with a given codeword length, a sequential decoder will have a better 
computational efficiency for a lower rate code, whilst the Viterbi decoder has 
a better computational efficiency for a higher rate code because of the lower 
complexity of the code trellis.
In conclusion, we can apply a sequential decoder to a Reed Solomon code 
with a comparatively short length and with high redundancy.
6.8.2 M od ification  o f A lgorith m
The Fano sequential decoding algorithm for convolutional codes, which is de­
scribed in section 6.3, has been modified for Reed Solomon codes. The decoder 
performs almost the same procedure as the normal Fano decoder with a few 
exceptions. These exceptions result from the different characteristics of Reed
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Solomon codes compared with convolutional codes. Loosely speaking, the de­
coder has two main modifications.
Firstly, the modified sequential decoder uses the fact th a t Reed Solomon 
codes have fixed block length. Since the decoder proceeds only to the nth  level 
of the tree, we may expedite the decoder’s search by using a threshold, Tk, 
where n is the block length of a code. Tn determines whether the currently 
chosen path is correct when the decoder reaches the last level of the code 
trellis. As is the case for the current threshold value, Tn can be determined 
empirically. For example, since we know that the metric of the correct path 
will grow linearly, we may simply set Tn to k x r ,  where r  is the spacing 
between thresholds and k is the information block length.
Suppose that there is a path whose metric value is greater than that of 
the correct path at the kih  level, then the decoder will select a wrong path. 
However, the selected path  will record a poor metric while the decoder proceeds 
from the A;th to the nth level. If the decoder compares the metric of the chosen 
path  to Tn, then the selected path  will fail the threshold test. The decoder will 
then go backwards in order to try  an alternative. Notice tha t in this instance 
the decoder must go backwards up to the {k — l) th  level because there is only 
one outgoing branch from the kih  to the n th  level. In very noisy conditions, 
however, the metric of the correct path may be smaller than Tn. To prevent 
the loss of the correct path, we should record the path with the best metric 
among those which have been kept by the decoder at level n.
Secondly, Reed Solomon codes produce a large number of branches at a 
node, and thus the decoder has many alternatives during a backward search. 
Since many of the alternatives will have relatively poor correlation, the metrics 
of the paths extended from those will produce poor metrics. If the decoder 
lowers the threshold values in order to examine all the alternatives which exist, 
the threshold value would be too small to determine the correct path, and 
eventually it may lose its ability. To solve this problem, the decoder uses 
another empirically determined threshold value, Ta, which is used for rejecting 
some unlikely alternatives.
Here, in the modified algorithm, we introduced two new thresholds, Tn 
and Ta. The current threshold at each level, T, is a value which can be varied 
along the decoder’s movement. On the other hand, Tn and T% are constants
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with a given system configuration. Selection of the values of Tn and Ta is very 
im portant, because these thresholds are deeply involved in the determination 
of both the computational efficiency and the performance of the decoder. Since 
there is some trade-off between the computational efficiency and the perfor­
mance of the decoder, we should select the optimum values of these thresholds 
which make the decoder produce the best performance most efficiently.
Now the algorithm of the modified sequential decoder for {n, k) Reed 
Solomon codes can be illustrated by the flow chart shown in Figure 6 .6 .
6.9 Perform ance and C om putational Efficiency
Modified sequential decoding has been tried for relatively high redundancy 
Reed Solomon codes with the lengths 7, and 15. The performance of the 
decoder for the (7,3), the (15,9), and the (15,11) Reed Solomon codes have 
been simulated. For the (7,3) and the (15,9) code the computational efficiency 
has also been measured. As a measure of computational efficiency of the 
decoder, the average number of path  extensions per information bit is used.
In Figure 6.7 the simulation results of the soft decision modified sequen­
tial decoding for Reed Solomon codes are presented. For all the codes, the 
modified sequential decoding performance approximates to the Viterbi decod­
ing performance. The simulation results for the (7,3) code show th a t soft 
decision sequential decoding can give about 3.2dB coding gain around 10“® 
BER. At the same BER, the simulation result for the (15,11) code produces 
about 4.5dB coding gain, and for the (15,9) it produces about 5.2dB coding 
gain.
If we compare those results with the theoretical upper bound of soft 
decision Viterbi decoding performance for the rate 1/2 convolutional code with 
constraint length 7, we can see that the modified sequential decoder for the 
(15,9) code can offer similar coding gain to soft decision Viterbi decoding 
performance for the convolutional code. Since the BER curve drawn for the 
convolutional code in Figure 6.7 is an upper bound, the actual performance 
difference from sequential decoding for the (15,9) code would be slightly lower 
than represented if the performance were simulated on the AWGN channel.
The computational efficiency of the decoder for each code has been eval-
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Figure 6 .6 : Modified Fano algorithm for a {n, k) Reed Solomon code
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G — ©Viterbi (7,3)
sequential (7,3)
O — OViterbi (15,11)
V — V  sequential (15,11)
Viterbi (15,9)
V — ^sequential (15,9)
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Figure 6.7: Performance of the modified sequential decoding for Reed Solomon 
codes, where the performance of the Viterbi decoding for the convolutional 
code is the theoretical upper bound
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uated based on the average number of path  extensions per information bit, 
and for the (15,9) code it has been compared with that of Viterbi decoding 
for the convolutional code. In Viterbi decoding for the convolutional code, 
the number of path extensions per information bit is almost always 2  ^ =  128. 
In the sequential decoder, the average number of path extensions per block 
(codeword) was estimated first and was then divided by the number of infor­
mation bits in each block to produce the average number of path extensions 
per information bit.
Figure 6 . 8  shows the decoding speed variation of the modified sequen­
tial decoder for the (7,3) code according to E^/No value. Regardless of the 
quantisation scheme, the decoding speed is enhanced if the decoder is oper­
ated with high Eb/No value. The optimum 8 -level quantisation scheme shows 
improved computational efficiency compared with the uniform 8 -level quan­
tisation scheme. Of course, if we incorporate more quantisation levels, the 
decoding speed can also be enhanced. In Figure 6.9, the decoding speed varia­
tion of the modified sequential decoder for the (15,9) code according to Eb/No 
value is shown. As in the case for the (7,3) code. Figure 6.9 shows tha t the 
decoding speed can be enhanced by using the optimum quantiser and also by 
incorporating more quantisation levels. If we compare the computational effi­
ciency with tha t of the Viterbi decoder for convolutional code, the sequential 
decoder for the (15,9) code with the optimum 16-level quantiser can produce 
better computational efficiency than  the Viterbi decoder for the convolutional 
code with Eb/No value greater than 6.0dB (BER < 10“®).
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Figure 6 .8 : The decoding speed variation of the modified decoder for the (7,3) 
Reed Solomon code
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Figure 6.9: The decoding speed variation of the modified decoder for the (15,9) 
Reed Solomon code
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Perform ance C om parison
In the previous chapters, various kinds of trellis decoding methods for block 
codes, especially for Reed Solomon codes have been introduced, and their 
simulation results were represented. In this chapter, a theoretical analysis of 
the performance of Viterbi decoding for Reed Solomon codes will be carried 
out.
By using the weight distribution of a code, the theoretical performance 
of hard decision minimum distance decoding is derived for a general bounded 
distance decoder in section 7.1. In section 7.2, the theoretical performance 
bound derived in section 7.1 is applied to Viterbi decoding for Reed Solomon 
codes, and it is compared with the simulation result. If we recall that the 
MIS simulation method discussed in section 4.5.3 is an error event simulation 
method, then we can easily notice tha t the simulation result will be closely 
related to the weight distribution of the code employed. W ith the aid of 
knowledge from section 7,1, the MIS simulation results for Reed Solomon codes 
will be analysed in section 7.3.
7.1 T heoretical Perform ance o f  M axim um  
Likelihood D ecod in g
The theoretical performance of any hard decision maximum likelihood decod­
ing can be calculated by using the weight distribution of the codes employed. 
Firstly we will derive an upper bound for the decoding error probability of 
the bounded distance decoder for a binary code with minimum distance d and 
block length n, and will then extend this to the ç-ary code case. Finally this
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upper bound will be tightened.
7.1.1 P erform ance B ou n d  for B inary C odes
Let the weight distribution of a code be represented by z(w), the number of 
codewords of weight w. The specific decoding error probability tha t a received 
sequence of weight i, r(z), will be decoded to a specific one of the weight w 
codewords, c(w), can be written as
n ( i , w ) p \ l  — p)^~^
where, is the number of possible r(i) sequences which can be decoded
to c(w), and p is the channel crossover probability. In other words, n[i.^w) 
represents the number of ways to make sequences of weight &, by placing i 
ones into an all-zero codeword such that the distance between r{i) and c(w), 
d{r{i),c{w)), is smaller than or equal to i. That is, d{r{i),c{w)) < i.
If we assume that there are no r{i) sequences which can be decoded to 
more than one codeword, then the decoding error probability tha t a sequence 
r{i) can be decoded to any codewords of weight w is
Pde{^,w) = n{i,w)z{w)p"{l — p)'^~^  (7.1)
The expression z{w)n{i.^w), then represents the number of possible r(%^  se­
quences which can be decoded to any codewords of weight w. However, the 
above assumption is not generally true. In other words, there are some se­
quences which can be decoded to more than one codeword. Thus the decoding 
error probability, Tke(%, tu), in eq. (7.1) is an upper bound. That is,
Pde{i,w) < n{ i ,w )z (w )p \ l  -  p)'^~^  (7.2)
This upper bound approximates to the actual performance for low rate codes, 
since they generally have good distance characteristics. Later, in section 7.1.3, 
we will tighten this upper bound and discuss the difference between eq. 7.2 
and the tightened bound.
The decoding error probability at the output of a decoder can be found 
by summing eq. (7.1) for all values of i and w. In reality, the effect on Pde{h ^ )  
is different when d(r(z), c(tu)) <  i and when d{r{i),c{w)) = i. This effect will 
be included later.
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Now, let us find an expression for n{i.^w). Consider first of all the cases 
where the decoder output is weight w, greater than or equal to the weight of 
the decoder input sequence, i{w > i). That is, w =  2’ +  i ,  where the value 
of the j  is an integer in the range 0  to L Now, we wish to find the possible 
number of sequences r{i) which can be decoded to c{w). Since the distance 
between any r{i) and all-zero codeword, d(r(2), c(0 )), is always 2 , we should 
find out the possible number of r ( 2)s whose distance from c{w), d{r{i),c{w))y 
is less than or equal to i.
We can easily solve this problem by using a sliding window example. As 
shown in Figure 7.1, assume we have a codeword which has w ones placed 
together in a window of size w. Although this example looks to be applicable 
to only a specific case because it groups w ones together, this window example 
is modelled without loss of generality. If all i ones in r ( 2) are located within 
the window, as illustrated in Figure 7.1 (a), then the distance, d{r{i),c{w)) 
will be j .  The possible combinations placing i ones in w places is
w \ wl
2 J z!(iü — 2)!
In other words there are ways of putting all 2 ones within the window.
Now imagine if the window is moved in such a way that one of i ones 
is located outside the window as shown in Figure 7.1 (b), then the value of 
d{r{i),c{w)) will be j  4 - 1  resulting from j  1 zeros within the window plus 
1 resulting from a one outside the window; thus it will be j  -f 2 . However, 
d(r(2) ,c (0 )) will still be 2. In this case, we have the number of combinations 
placing 2 — 1 ones in w places and also have the number of combinations placing 
a one in n — it? places, that is, there are
/  w \  f  n — w \v*-i/v 1 )
ways of doing this.
In the case when two ones are located outside the window, the logic is 
the same. The distance, d{r{i), c{w)) will b e j d - 4  this time, and the number 
of ways of doing this will be
w \  f  n — w \  
i - 2 ) [  2  )■
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Figure 7.1: Window approach when w > i
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Figure 7.2: Window approach when w < i
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Now we want to find the number of ways of placing ones inside the sliding 
window up to a limit imposed by d(r(i) , c(w)) > d((r(i), c(0)). That is,
2 >  7 - f  2/ ,  / =  0 , 1 , 2 , . . .
In other words, I can take an integer value from 0 up to (2 — j )  12. Thus, if 
2/; =  2 +  7 , we find that the number of r ( 2)s which can be decoded into a c{w) 
is
= "’f "  ( * - / ) (  ”7 " ) ’ (^ -3)
For the case where a c{w) is decoded from one of higher weight r{i) se­
quences, u; <  2 or ly =  2 —7 , 7  =  0 , 1, 2, . . . ,  2, the logic can be similarly explained 
by using another window example shown in Figure 7.2. Again assume we have 
a codeword, c(ty), which has all ones placed together within the window size of 
w. If within the window of r{i) there are exactly w ones as shown in Figure 7.2 
(a), the distance d{r{i),c(w)) will be 7 . The possible combinations choosing 7 
ones out of n — w places, which corresponds to the ways of putting i — w — j  
ones outside the window, will be
n ~  w 
i — w
Now if just w — 1 ones are inside the window as shown in Figure 7.2 (b), 
the distance d(r(2), c(iy)) will be 7 -|- 1 resulting from 7 H- 1 ones outside the 
window plus 1 resulting from 1 zero inside the window, thus it will be 7 4- 2 . 
The number of ways of doing this is the combinations placing u  — 1 ones in w 
places within the window and the combinations placing 2’ — u  -f 1 ones outside 
the window, tha t is
 ^ w \  f  n ~  w 
w — 1 J y i — w 1
Therefore we have the expression for 22(2, w) when w = i — j ,
/. \ /  w \  f  n — w \  . . s
Before we finally derive a closed expression for decoding error probability, 
Pdei let us consider the following fact. If there is an event d (r(2), c(u)) =  
d(r{i), c(0 )), then we can expect tha t the output of the decoder would be c{w)
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with 50% probability. This event will occur i i i  ~  j + 2/, thus we define another 
expression n*{iyw) which is
n*(i.,w) — h{i)n{i,w ) (7.5)
where
'*« = {5.5 ! î != iÎ2!
Since the decoder will produce an error if 2 >  [iy/2j, the probability of 
decoding error is upper bounded by
dmax ft
Pde < Y  n * { i,w )z{w )p \l-p )^~ ^  (7.7)
w=d i= [ u p / 2 j
The bit error rate from the decoder can be written as
1 ^max n
B E R  < - Y ^ l [ w )  Y .  n \ i , w ) z { w ) p \ l - p Y - '  (7.8)
w~d i—\yj(2\
where k is the information sequence length and I{w) is the mean number 
of ones in the information sequences which are decoded from the codewords 
of weight w. If we assume that decoding errors produce a random output 
sequence then
dmax n
B E R  < O .b Y  Z  n '{ i ,w )z { w )p '{ l-p )" - ' (7.9)w=d î= L iü / 2 j
7.1.2 P erform an ce B ou n d  for N on-b inary  C odes
We can similarly find out the upper bound of incorrect decoding probability 
for non-binary codes by extending the logic of binary codes. A decoding error 
probability tha t a r{i) can be decoded to  any codeword of weight w is upper 
bounded by
P^4hy>) < n { i , w ) z { w ) P : { l - P s r - ' ~ ^  (7.10)
Here, we have two different factors from the binary code case, which are Ps 
and l /(g  — 1 )^. Ps is the ç-ary symbol error probability which can be obtained 
from the binary channel crossover probability, p,
f), == l - - ( l - - p )™ , g==S!™ (7T1)
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In the binary case, m =  1, and thus Pg = p. Since there are q — 1 kinds 
of symbols, there will be {q — 1 )"^  symbol combinations inside the window. 
Therefore, the factor l/{q  — 1)^ represents one of the possible combinations.
Next let us turn  our attention to the expression for n{i,w ). As for the 
binary code, firstly consider the case ty =  z -f 7 , 7 =  0 ,1 ,2 , ...L If all i non­
zero symbols in r(i) are placed within the window, as illustrated in Figure 7.1
(a), except that in this case we have non-zero symbols in place of ones, then 
d{r{i),c{w)) will be 7 . The possible combinations of placing all i non-zero 
symbols in w places is
w 
i
We have chosen r{i) in such a way that every symbol in the window has the 
same value as those within the window in c(iy). Thus, we do not have to 
consider the case when the symbols within the window have different values.
Now imagine if one of i non-zero symbols is slid from the window as 
shown in Figure 7.1 (b), then the value of d(r(z),c(ty)) will be 7 -|- 2. The 
number of ways placing z — 1 non-zero symbols in ly places is
ly 
z -  1
and is the same as in the binary case. However the number of ways placing 1 
non-zero symbol in n — ly places becomes
because the non-zero symbol outside the window can take any value except 
zero. W ith the same logic, the case when two non-zero symbols are located 
outside the window, d(r(z), c(iy)) will be 7 4-4 and the number of ways of doing 
this is
Now consider the case when symbols in r(z) can have different values from 
the symbols in c{w) within the window as far as d(r(z), c(ry)) >  d((r(z), c(0 )) 
We denote the number of such symbols as r. The number r, can take a value 
restricted by the condition z >  7 4 - 2 / 4- r, since r symbols increase the value of 
d(r(z), c(iy)) by r. That is r  is an integer value in the range from 0 to z — 7 — 21.
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The number of ways we can change r symbols out of z — / places within the 
window is
The factor {q — 2)’’ represents tha t r  symbols can take any values except 0 and 
the original value. Therefore, if ry =  z +  j ,  the expression for rz(z, ty) is
For the case where a c{w) is decoded from one of higher weight r(z) (w < 
z), again firstly consider the case when there are exactly w non-zero symbols 
within the window as shown in Figure 7.2 (a). The distance d(r(z), c(ty)) will 
also be 7 = i — w, and the number of possible ways of doing this is
n — w 
i — w
Now if just w — 1 non-zero symbols are inside the window as shown in Figure 
7.2(b), d(r(z), c(ry)) will be j  4- 2. The ways of doing this can be similarly 
represented by
w \ I n - w
w — 1 j  I z — ty 4- 1
Therefore in the case w = i — j ,  we have
w \  /  y , - l  /  t « - /n
(7.13)
Thus the bit error rate is upper bounded by
1 _^  E  T z % z ,u ;) z ( u ; ) f ; ( l - f , ) -  (7.14)
w=d i=\wl2\
or if we assume decoding errors produce a random output sequence then
dmax Mr
B E R  < 0.5 Y  E  n*{i,w )z{w)Pi{l -  (7.15)
vj~d i—\wl2\
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7.1 .3  T igh ten ed  P erform an ce B ounds
The bit error probability derived in the previous sections is an upper bound 
which has not taken into account the fact that a sequence r(z) can be decoded 
to more than one codeword. In this section the performance bound will be 
tightened by considering the above fact.
Consider the case when a sequence r(z) can be decoded to  more than one 
codeword, and we shall refer to this case as a duplicate event. Especially for 
a code with comparatively low minimum distance, there are many duplicate 
events. Therefore if we consider these events, the performance bounds in eq. 
(7.8) and (7.14) will be modified for such codes. Since the duplicate events do 
not increase the decoding error probability linearly, the equation for decoding 
error probability and bit error rate should be modified. More specifically the 
factor n*{iyw)z{w) wiU be modified to include this effect.
Let us see the effect of the duplicate events on the decoding error prob­
ability, where a sequence r{i) can be decoded to several codewords of weight 
w. In the previous section, we assumed that a sequence r{i) can be decoded 
to only one c{w). Thus, if there is an event d{r{i),c{w)) = d(r(z), c(0)), then 
we expect the decoder to produce a decoding error with probability of 1 / 2 . 
Now, suppose there are 2 codewords which can be decoded from an r{i) se­
quence, the decoder produces a decoding error with probability of 2/3. W ith 
the same logic, the decoder has a decoding error probability of 3/4 if there
are three codewords which can be decoded from an r(z) sequence. Although
it is also possible to have duplicate events where an r{i) can be decoded to
several codewords of different weights, the effect of such duplicate events on
the calculating decoding error probability is negligible. The duplicate events 
have the most serious effect when d(r(z), c(iy)) =  d(r(z), c(0)). Therefore the 
decoding error probability can be approximated as
1 dmcix _  n
B E R cz^ — Y  Ï H  E N " ( i ,w ) P : { l - P . r - ‘ (7.16)- ^ ^  w=d i=[w/2\
where,
» ■ « ,» )  =  { a m
gx{itiE) is the number of codewords, c(ty), which can be decoded from a se­
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quence r(z), and G is the total number of r(z) sequences which can be decoded 
to codewords c{w).
7.2 Perform ance for R eed  Solom on Codes
By using the performance bounds derived in the previous section, we will 
establish the theoretical performance of hard decision Viterbi decoding for 
Reed Solomon codes.
As a simple example, consider length 7 Reed Solomon codes. Since 
Viterbi decoding is carried out by comparing the binary distance from a re­
ceived sequence, the performance bound for the binary case is applicable for 
our example. Although the BER equation involves the summation of all possi­
ble values of i (weight of received sequence) and w (weight of codeword), only 
the first few terms will significantly affect the calculation. In our example, 
therefore, we will consider the first two codewords with the lowest values of 
weight among all codewords which exist.
Table 7.1: Binary weight distribution of the (7,3) Reed Solomon code
weight of codeword weight of information sequence number of codewords
6 1 3
6 2 6
6 3 1
6 4 6
6 5 4
6 6 1
z(6 ) =  2 1
8 1 3
8 2 19
8 3 33
8 4 25
8 5 2 1
8 6 1 2
8 7 5
8 8 1
z(8 ) =  119
;
In table 7.1, the binary weight distribution of the (7,3) Reed Solomon
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code is represented. Since Reed Solomon codes used in this thesis were derived 
from generator polynomials having (æ -f 1 ) as a factor, the weight distribution 
of these codes show even values of distance.
The binary weight distribution was found by tracing the path trajectory 
of all possible codewords through the code trellis as a Viterbi decoder expands 
the paths, and thus the weight calculation for all codewords can be performed 
in parallel. In contrast to the real Viterbi decoder, there will be no path re­
jecting (or selecting surviving path) steps at a node, and therefore the number 
of paths increases exponentially as the length of these paths grows linearly. 
However, if there is a restriction in the weight of codewords which we want to 
find, the increase in the number of paths will be limited. In the case that the 
number of paths is too large to handle at once, the increase in the number of 
paths is reduced at the expense of computational time. The detailed algorithm 
is described in appendix B .l, and the weight distributions for some other codes 
are represented in appendix B.2.
By using this weight distribution, let us find out the upper bound of the 
decoding performance. Since the binary minimum distance of the code is 6 , a 
decoding error will be possible whenever 3 or more bit errors are introduced 
during the transmission of a codeword. Thus, if there are 3 bit errors in a 
received sequence,
f* (3 ,6 )  <  i  ( ® j X 21 X / ( I
and l x 3  +  2 x 6 + "  +  6 x l  68'(G) = ---------- ^ S
Similarly if there are 4 bit errors,
X 21 X p^ {l — p)
and
fdX4,6)
1  ® 1 X 119 X p"(l
. 1 x 3 T 2 x l 9 - f - ' ' ' “l“ 8 X 1 460i (8 )
2 1 - 4
119 119
The bit error rate from the output of the Viterbi decoder is upper bounded by
BER < i[7(6)P*(3,6)p'*(l -p ) i«  +  {/(6)Pd,(4,6) +  7(8)Pd,(4,8)}p^(l -  p)" +
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17<  7 5 .6 /( l  -  +  3035.6f (1 -  p)
Now consider the duplicate events in the (7,3) Reed Solomon code. On 
calculating the upper bound, we considered X 21 — 420 weight 3 received 
sequences which can be decoded to weight 6  codewords. However, through 
an exhaustive search of all weight 6  codewords, it is discovered that twenty 
r(3) sequences can be decoded to two c(6 ) codewords. The detailed algorithm 
for search duplicate events is presented in appendix B.3. It means that the 
actual number of r(3) sequences which can be decoded to c(6 ) codewords is 
420 — 20 =  400, and it leads to
Fke(3,6 ) =  1^ 20 X -  4- 380 x p®(l — p)^ ®
By applying the same logic to Prfe(4,8 ), the theoretical performance of hard de­
cision Viterbi decoding for the (7,3) Reed Solomon codes can be approximated
by
B ER  -  73p^(l -  p)^  ^-k 1333.1p^(l -  p)^ ^
Figure 7.3 shows the theoretical performance and the simulation results 
of hard decision Viterbi decoding for the (7,3) Reed Solomon code. Since 
there is a comparatively small number of duplicate events in the (7,3) code, 
the upper bound approximates to the actual performance in the range where 
B E R  < 10-4.
We will see the performance of another example which is hard decision 
Viterbi decoding for the (7,5) Reed Solomon code. In table 7.2, the binary 
weight distribution of the (7,5) Reed Solomon code is represented. Since the 
minimum distance of the code is 4, we begins with r ( 2 ) sequences. That is.
X 2 1 0  x p ^ ( l - p ) 2 1 - 2
and
7 ( 4 )  =
1 x 1 0 +  2 x 2 1 + 1 0 x 3  1080
210 210
Similarly,
Rj«(3,4) <
R d a ( 3 ,6 )  <
1+ 2 2 1 - 41 x 2 1 0 x p ^ ( l - p ) 2 1 - 3
X 1 6 3 8  X p= *(l -  p ) 2 1 - 3
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Table 7.2: Binary weight distribution of the (7,5) Reed Solomon code
weight of codeword weight of information sequence number of codewords
4 1 1 0
4 2 2 1
4 3 17
4 4 42
4 5 26
4 6 35
4 7 16
4 8 33
4 9 7
4 1 0 3
z(4) =  210
6 1 5
6 2 25
6 3 1 0 2
6 4 155
6 5 260
6 6 341
6 7 312
6 8 245
6 9 127
6 1 0 52
6 1 1 1 0
6 1 2 4
z(6 ) =  1638
;
and
f/A) - 1 X 5 +  2 X 25 +  • ■ • +  12 X 4 10292
' '  1638 1638
Therefore, the bit error rate from the output of the Viterbi decoder is upper 
bounded by
B E E  < i[J (4 )P * (2 ,4 )p '( l -  py^  + {/(4)Pie(3,4) +  7(6)P,.{3,6)}p^(l -  p)^» +  • • •] 
<  216p2(l-p)^® +  7149.3p^(l-p)^®
By considering the duplicate events in the (7,5) Reed Solomon code, we dis­
covered tha t there are 126 r(2) sequences which can be decoded to 5 c(4) 
codewords, 21 r(2) sequences which can be decoded to 6  c(4) codewords, and
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63 r(2) sequences which can be decoded to 8  c(4) codewords. Thus,
P ,e (2 ,4) =  (126 X 5  +  21 X ^ +  63 X ^ )p '( l  -
By applying the same logic to Pde(3,6 ), the theoretical performance of hard de­
cision Viterbi decoding for the (7,5) Reed Solomon codes can be approximated 
by
BER -  179p^(l-p)^^ + 585.2p^(l-p)4®
The theoretical performance and the simulation results of hard decision 
Viterbi decoding for the (7,5) Reed Solomon code are represented in Figure 
7.4. In contrast to the (7,3) code, there are many duplicate events in the (7,5) 
code, thus the difference between the upper bound and the actual performance 
is much greater than in the (7,3) code.
Theoretical performance and its upper bound of hard decision decoding 
for the (15,13) and the (15,11) code can be calculated as follows. This time 
we use only the dominant first term. Thus, for the (15,13) code, we have
B E R  <4437p^(l~p)^®+ •••
and
B E R -  508p^(l-p)^®
For the (15,11) code, we have
B E R  < 4907.7p®(l - p)®^  + ■ • •
and
B E R ~  4064.9p^(l-p)®^
In appendix B.4, theoretical performance and its upper bound of hard decision 
decoding for some other codes are represented.
The comparison of the simulation results with the theoretical perfor­
mances for the length 15 Reed Solomon codes is represented in Figure 7.5. 
Since we calculated the theoretical performance with only the first dominant 
term, in high BER range there is some difference between the theoretical and 
simulated performance.
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Figure 7.3: Theoretical performance of hard decision Viterbi decoding for the 
(7,3) Reed Solomon codes
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Figure 7.4: Theoretical performance of hard decision Viterbi decoding for the 
(7,5) Reed Solomon codes
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Figure 7.5: Theoretical performance of hard decision Viterbi decoding for the 
(15,11) and the (15,13) Reed Solomon codes
7.3 A nalysis o f M IS sim ulation  resu lts
As seen in chapter 4, the MIS simulation technique which has been applied 
to the Viterbi decoder for Reed Solomon codes was an error event simulation 
method. Although this method is efficient in very low values of BER, in 
most cases it requires long simulation time. As an alternative, therefore, the 
upper bound simulation method was introduced. If we briefly summarise the 
simulation method again,
1. Prior to simulation, flnd all error events
2 . At each simulation
• Bias with the non-stationary MIS method
• At the receiver end, if dc > de, then decoding error occurred, and 
thus calculate the weighted errors. If dc < dg, then decoding error 
did not occur. If dg =  dg, then decoding error occurred with proba­
bility of 0.5, where dg is the distance from an error event and dg is 
the distance from the correct word.
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Firstly, let us look into the simulation of the hard decision method. When 
a tie event occurs, the estimator announces tha t the decoding error occurs with 
50% probability. However, in reality, there exists another codeword (error 
event) which has the same distance from the received sequence. In other 
words, there are some duplicate events. In this case, the contribution to the 
total decoding error probability from this error event should be less than 0.5 
in order to take account of the effect of the other error events which have 
the same distance from the received sequence. Therefore, we expect that the 
performance from this simulation method will have the same performance as 
the theoretical upper bound. If we compare the BER curve for the theoretical 
upper bound with the upper bound simulation result, for example. Figure 4,8 
with Figure 7.4 or Figure 4,9 with Figure 7.3 etc., we can see that they all 
match.
From the above discussion, it is clear that the difference between the 
upper bound simulation and the other simulation results from the duplicate 
events. In section 4.7, we noted tha t for high rate codes the upper bound 
of soft decision performance approximates the real performance, but for low 
rate codes the upper bound of soft decision performance shows some difference 
from the real performance. This indicates that, in contrast to the hard decision 
case, there exist more duplicate events for low rate codes with the soft decision 
method. Unfortunately, it is very difficult to find out all duplicate events with 
the soft decision method because there are much more possible combinations 
than with the hard decision method.
Now let us solve the above problem by considering the relationship of 
the number of duplicate events and the length of error events. Since low rate 
codes have a larger minimum distance than high rate codes, the error events 
of low rate codes will have a greater length than those of high rate codes. The 
length of the error event determines the depth tha t the decoder should go into 
the trellis before the decoder produces the decoded sequence. The deeper the 
decoder goes through, the more possible combinations of soft decision distance 
it can have. This means tha t soft decision received sequences for codes with 
high memory order and therefore longer error events will have duplicate events 
with much higher probability. Therefore, with the soft decision method, low 
rate codes have a larger number of duplicate events than high rate codes.
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7.4 D iscu ssion
In this chapter, an upper bound to  the theoretical performance of hard decision 
maximum likelihood decoding has been derived. Using the established for­
mula, the theoretical performance of Viterbi decoding for Reed Solomon codes 
has been calculated and compared with simulation results. For every code 
employed, the theoretical result was consistent with the simulation results. 
An analysis of duplicate events made it possible to tighten the performance 
bounds, and it is apparent that the analysis is an important factor in the imple­
mentation of the MIS simulation method. Therefore, the theoretical analysis 
of performance which has been carried out in this chapter has enhanced the 
credibihty of the performance simulation results of previous chapters.
C hapter 7 Performance Comparison
C hapter 8 
C oncluding R em arks
In this thesis, trellis decoding methods for Reed Solomon codes have been 
examined in the hope tha t they could eliminate the disadvantages of Reed 
Solomon codes. Compared with convolutional codes, these disadvantages are 
noticeable when the channel is predominantly Gaussian and moderate BERs 
(around 10“®) are required. Various trellis decoding algorithms which incor­
porate soft decision methods have been tried, and each of them  showed its 
own advantages and disadvantages. The performance of each decoding scheme 
has been estimated by simulation assuming an AWGN channel. IS simula­
tion techniques have been implemented for each decoding method to solve the 
computational problem caused by MC simulation.
Section 8 .1  summarises the achievements during this project by identi­
fying the characteristics of each trellis decoding method. In section 8.2, the 
comparison of each trellis decoding method is represented. The comparison is 
carried out in terms of both performance and computational efficiency, and the 
advantages and disadvantages of each method are indicated. Section 8.3 draws 
conclusions by pointing out the main achievements of this project and suggest­
ing the applicability of trellis decoding to Reed Solomon codes. In section 8.4 
some further work is suggested.
8.1 Sum m ary o f th e  P roject
Among the several trellis decoding methods, Viterbi decoding which is a maxi­
mum likelihood decoding method has first been applied to Reed Solomon codes. 
However, this decoding method is impractical for real implementation since the
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decoding of Reed Solomon codes usually requires not only a large amount of 
computations for metric calculation but also a large amount of memory for 
representation of encoder states. Therefore, Viterbi decoding is implemented 
only for the establishment of maximum likelihood trellis decoding performance 
for Reed Solomon codes.
Because of the complexity of the Viterbi decoder, it seemed as though 
even simulation for performance estimation of the decoder might be impossible. 
In order to solve this problem, importance sampling by variance scaling (VIS) 
method was applied from the early stages of this project. However, since 
the performance of long length and high redundancy Reed Solomon codes was 
required, it was found that there are some limitations to using the VIS method 
especially at low values of BER. The application of importance sampling by the 
mean translation (MIS) method made it possible to estimate the performance 
of Reed Solomon codes in cases which could not be estimated by the VIS 
method.
In the MIS method non-stationary error event simulation should have 
been performed, and thus it was required to find out the binary weight distri­
bution of a Reed Solomon code. Since pure application of this method is only 
efficient at a very low BER, the upper bound of performance was simulated 
with a simplified version of the method. Using this method, the simulation 
could be carried out in a short time, and the Viterbi decoding performance for 
any Reed Solomon code could be obtained if the most probable error patterns 
were provided.
As the first approach to reduced search trellis decoding, the SA(B) method 
was applied. It was found that with a certain value of B  the performance of 
SA(B) could approximate to tha t of Viterbi decoding, where B  is an inte­
ger which is less than the total number of states in the trellis. In the SA(B) 
method, the decoder needed a process to select the best B  paths, by sorting 
all paths according to their m etric value.
The second reduced search method, R SP {B ), was developed in order to 
remove the computational inefficiency of SA(B) incurred by the sorting proce­
dure. In this method, the decoder reduces the number of paths according to a 
certain threshold value of path  metric at every level, which is called reference 
path metric at level /, prrir(l). The value of pmr{l) was found by analysing
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the statistics of metrics. It was found tha t SA(B) can also be implemented 
by selecting B  paths according to The simulation result showed that
the RSP(2048) decoder for the (15,11) code could approximate that of Viterbi 
decoding with about 30 times faster decoding speed.
The third reduced search method was to use soft decision information as a 
reliability of received symbol, and it was called the RSB^ method. The decoder 
reduces the number of paths according to maximum branch metric, brrimaxy 
which is determined by the chosen confidence levels of the received symbols. 
The application of this decoding algorithm for high rate codes resulted in 
performance approximating to Viterbi decoding. However, for low rate codes 
the decoder was required to incorporate RSP(B) or SA(B) in noisy conditions, 
and there were two variations of decoding algorithms. It was shown that the 
performance degradation for moderate code rate codes could be compensated 
at the expense of computational time.
For the comparison of computational efficiency of the above reduced 
search decoders, the average number of path  extensions has been calculated. 
It was shown that the RSB^ method was the most efficient in computational 
terms, but tha t its computational efficiency was very sensitive to E i IN q.
Since the complexity of a sequential decoder is independent of the en­
coder memory, a properly modified sequential decoder could be applied to a low 
rate Reed Solomon code which could not employ a Viterbi decoder. Therefore, 
some additional coding gain was obtained from low rate codes using sequen­
tial decoding. The simulation results showed that the sequential decoding 
performance approximated to the Viterbi decoding performance. Moreover, 
the performance of the sequential decoder was compared to tha t of the con­
volutional code with R  =  1/2, AT =  7, and it was shown that the modified 
sequential decoding for the (15,9) Reed Solomon code could produce a perfor­
mance comparable with Viterbi decoding for the convolutional code.
A number of quantisation schemes were tried since the computational 
efficiency of any soft decision sequential decoder is heavily dependent on the 
quantisation scheme. As for the reduced search method, the computational 
efficiency has been compared based on the average number of path extensions. 
It was shown that the decoding speed can be enhanced by using the optimum 
quantiser and also by incorporating more quantisation levels. The modified
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sequential decoder showed the possibility of trellis decoding for low rate Reed 
Solomon codes with enhanced computational efficiency.
As the last step of this project, the theoretical performance bound was es­
tablished with the known weight distribution of a code. The closed expression 
for theoretical performance of a maximum likelihood hard decision decoder was 
formulated. The established bound was applied to some Reed Solomon codes 
and the results were compared to the simulation results. It was found that the 
simulation results agreed with the theoretical results. Moreover, it was shown 
that the performance differences between the results of upper bound simulation 
and the results of other simulations were caused by duplicate events.
8.2 C om parison o f D ecod ing M ethods
Table 8.1, 8.2, and 8.3 show the comparison of performance and computational 
efficiency of several decoding schemes for different E^/N q values.
From the performance point of view, the Viterbi decoder is the best for 
all coding schemes, but it is computationally infeasible. W ith the SA(B) or 
RSP(B) algorithms, the decoder can produce a performance approximating to 
maximum likelihood performance. Compared with SA(B), RSP(B) may be 
preferred because its performance difference from SA(B) is not serious and 
it shows enhanced computational characteristics. Therefore the soft decision 
decoding of RSP(2048) for the (15,11) code could offer about 4dB coding gain 
around 10“® BER, which is about 0.3dB less than the coding gain from Viterbi 
decoding.
For the same code, the sequential decoder also produced a similar per­
formance at the same BER with better computational efficiency. Moreover, 
for the (15,9) code the sequential decoder could offer about 5.2dB coding gain, 
which is a comparable performance with tha t of Viterbi decoding for the con­
volutional code with R  = 1 / 2 , Æ — 7. However, the soft decision sequential 
decoder requires complicated metric values rather than the 3-bit quantised 
values which are employed by the RSP(B) decoder. In other words, although 
the sequential decoder is computationally more efficient in terms of the num­
ber of path extensions than the RSP(B) decoder, the computations related to 
the metric calculation in the sequential decoder will increase the amount of
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Table 8.1: Comparison of decoding schemes when E^/No =  5.0dB
code decoding method BER no. of path extensions/bit
(7,5) SA(16) 2.16 X 10-3 2&8
(7,5) RSB^ I 1.69 X 10-3 1.7
(7,3) RSBm I 7.22 X 10-4 7.9
(7,3) sequential 3.30 X 10-4 (uniform 8-level) 60.3
(optimum 8-level) 40.9
(optimum 16-level) 27.0
(15,13) SA(16) 1.48 X 10-:^ 64.6
(15,13) SA(32) 6.96 X 10-3 128.6
(15,13) RSB^ I 3.85 X 10-3 2.31
(15,11) SA(512) 8.45 X 10-4 2060.4
(15,11) SA(1024) 2.47 X 10-4 4108.4
(15,11) SA(2048) 3.48 X 10-4 8204.4
(15,11) RSP(2048) 2.05 X 10-4 5389.2
(15,11) RSBm I 1.05 X 10-3 16.0
(15,11) RSByn, III 5.80 X 10-4 17.2
(15,11) RSBm II2 1.23 X 10-4 75.0
(15,11) sequential 8.74 X 10-5 (optimum 8-level) 498.5
(15,9) sequential 3.50 X 10-® (uniform 8-level) 2567.5
(optimum 8-level) 2560.0
(optimum 16-level) 803.0
(31,29) RSBm I 2.26 X 10-2 1&8
(31,27) RSBm I 6.85 X 10-3 5T4
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Table 8,2: Comparison of decoding schemes when Eb/No — 6.0dB
code decoding method BER no. of path extensions/bit
(7,5) SA(16) 2.13 X 10-4 2 & 8
(7,5) RSBm I 1.27 X 10-4 1.5
(7,3) RSBm I 2.80 X 10-4 5.5
(7,3) sequential 1.62 X 10-5 (uniform 8-level) 39.8
(optimum 8-level) 20.7
(optimum 16-level) 15.2
(15,13) SA(16) 1.65 X 10-3 64.6
(15,13) SA(32) 5.04 X 10-4 128.6
(15,13) RSBm I 3.23 X 10-4 1.4
(15,11) SA(512) 8.48 X 10-5 2060.4
(15,11) SA(1024) 1.02 X 10-5 4108.4
(15,11) SA(2048) 4.57 X 10-® 8204.4
(15,11) RSP(2048) 9.37 X 10-® 4017.7
(15,11) RSBm I 1.23 X 10-4 4.3
(15,11) sequential 2.91 X 10-® (optimum 8-level) 51.5
(15,9) sequential 4.59 X 10-3 (uniform 8-level) 1507.5
(optimum 8-level) 820.3
(optimum 16-level) 127.7
(31,29) RSBm, I 1.22 X 10-3 5.1
(31,27) RSBm I 5.04 X 10-4 17.5
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Table 8.3: Comparison of decoding schemes when E^IN q =  7.0dB
code decoding method BER no. of path extensions/bit
(7,5) SA(16) 7.34 X 10-® 2 & 8
(7,5) RSBm I 1.08 X 10-5 1.4
(7,3) RSBm I 5.41 X 10-5 3.9
(7,3) sequential 1.60 X 10-® (uniform 8-level) 25.8
(optimum 8-level) 15.2
(optimum 16-level) 9.7
(15,13) SA(16) 1.25 X 10-4 64.6
(15,13) SA(32) 1.19 X 10-5 128.6
(15,13) RSBm 1.75 X 10-5 1.0
(15,11) RSB^ 5.91 X 10-® 1.3
(15,11) SA(512) 1.12 X 10-® 2060.4
(15,11) SA(1024) 9.37 X 10-3 4108.4
(15,11) SA(2048) 1.12 X 10-3 8204.4
(15,11) ItSP(2048) 1.37 X 10-3 4198.6
(15,11) sequential 2.86 X 10-3 (optimum 8-level) 15.8
(15,9) sequential 2.73 X 10-4® (uniform 8-level) 526.6
(optimum 8-level) 304.8
(optimum 16-level) 26.1
(31,29) RSBm I 1.17 X 10-4 1.3
(31,27) RSBm I 2.74 X 10-5 2.5
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computations as well as the storage requirement. Nonetheless the amount of 
computations required by the sequential decoder through the whole decoding 
process is clearly less than tha t of the RSP(B) decoder.
Regardless of the coding scheme, the RSBm  I decoder is computationally 
the most efficient, but shows appreciable performance degradation. If one does 
not require the sort of coding gains which could be produced from the RSP(B) 
or the sequential decoder, that is if only about 2 to 3dB coding gain is required, 
and if bandwidth expansion is very difficult the RSBm  I decoder for a short 
code with high rate is the most efficient. Since RSBm  II decoder is a hybrid of 
RSBm  I and RSP(B), both the performance and the computational efficiency 
show intermediate value between that of RSBm  I and RSP(B).
The computational efficiency of each decoder is estimated based on the 
average number of path  extensions per information bit. Therefore, it does not 
mean that a decoder always performs the average number of path extensions, 
but means that sometimes it extends less paths and at other times extends 
more paths than the average number. Since the sequential decoder and the 
RSBm  decoder were designed to expend greater effort when the noise level is 
high, the variation of decoding time for these decoders is much higher than 
that of SA(B) or RSP(B) even with a given Eb/No value, and this may be an 
disadvantage for some applications.
For the length 31 Reed Solomon codes examined, an optimum decoding 
method has not yet been found. However, for much lower rate codes, there 
may be an efficient trellis decoding method such as a sequential decoder, which 
produces a desirable performance.
8.3 C onclusion
Trellis decoding for Reed Solomon codes made it possible to incorporate soft 
decisions with little increase in complexity, and consequently made it possible 
to offer useful coding gains over hard decision methods. Although maximum 
likelihood trellis decoding for Reed Solomon codes usually causes prohibitive 
decoder complexity, a number of decoding methods which can produce a per­
formance approximating to tha t of a maximum likelihood decoder with reduced 
decoder complexity were represented.
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Although for the trellis decoding of the codes being studied, we would 
not expect to observe any advantage in performance when compared with con­
volutional codes, clearly they have an advantage in bandwidth compared with 
the rate 1/2 convolutional code. Moreover, the incorporation of trellis decod­
ing methods showed the possibility of eliminating the potential disadvantages 
of Reed Solomon codes. It means that Reed Solomon codes may be used for 
a wider range of applications, possibly with the decoding method adjusted to 
the channel conditions. In other words, if a single code is found to perform 
well in a range of conditions using different decoding methods as appropri­
ate, this may be of interest for applications where different channel conditions 
can be encountered. This would have advantages in the creation of coding 
standards, particularly for applications intended for a range of different carri­
ers. Additionally, if these or similar methods could be applied to other Reed 
Solomon codes, with no increase in computational complexity, then the bal­
ance of advantage compared with convolutional codes may be altered. Possibly 
the methods and the codes explained in the next section could be used.
8.4 Further W ork
Dumer[48] has proposed two sub-optimal decoding algorithms for linear codes. 
These algorithms have correcting capacity close to that of maximum likelihood 
decoding with smaller complexity. It was shown that in an arbitrary “symmet­
ric” memory less channel, the decoding error probability of these algorithms are 
upper bounded by twice the error probability of maximum likelihood decod­
ing. This implies another possibility for suboptimal decoding of Reed Solomon 
codes. Since one of them  is a trellis based decoding algorithm, the application 
of the algorithm could be a subject of future work.
Honary et al. [55] have proposed an encoding/decoding technique for 
Hamming codes based on generalised array codes and showed that the trel­
lis structure of such codes provided low complexity soft decision maximum 
likelihood decoding. Subsequently, in [56] they pointed out that the above 
technique could be extended to the design of non-binary codes, including Reed 
Solomon equivalent codes. Therefore the application of the above trellis ap­
proach can give a reduction of complexity for maximum likelihood decoding of
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Reed Solomon codes.
In addition to the methods referenced above, some refinements of the 
methods already developed which may further enhance the efficiency of a de­
coder or further simplify complexity could be a subject for future work. For 
example, application of the stack algorithm to Reed Solomon codes may give 
better computational efficiency of the sequential decoder. Moreover, hybrids 
which will combine desirable features of two or more approaches, such as RSBm  
II, may be another possibility.
For the modified sequential decoder attem pted in this project, all values 
of parameters such as thresholds were determined empirically as for an ordi­
nary sequential decoder for convolutional codes. However, accurate analysis 
of metrics may characterise the metric variations for a certain code. If there 
is a suitable way to describe the metric characteristics of a code, then it will 
be possible to determine the optimum threshold values which provide the best 
balance of computational efficiency and performance.
Although it was shown that the sequential decoder is computationally ef­
ficient for Reed Solomon codes over G F  (16), it appeared tha t further increases 
in the number of levels will significantly increase its complexity. Sweeney[57] 
has shown that there exists a class of codes which can be considered to be 
both binary cyclic and multilevel cyclic codes, and this class includes all the 
Burton codes, and many others including Reed Solomon codes. Therefore, if 
Reed Solomon codes over a larger field can be decomposed into equivalents 
over smaller fields, then the above problem will be overcome and will lead to 
achieving more coding gain.
Although it has appeared from the simulation results tha t the proposed 
techniques (reduced search or sequential decoding) are useful for Reed Solomon 
codes on the AWGN channel, it is not clear how useful they would be for 
non-stationary or non-Gaussian conditions. Generally, Viterbi decoding of a 
convolutional code can be used on fading and bursty channels only if sufficient 
interleaving is applied[25], since the Viterbi decoder is fairly sensitive to clus­
tered errors. In such channel environments, Hagenauer[25] proposed to pass 
certain channel state information to the decoder in conjunction with interleav­
ing, and showed that the decoding performance could be improved by utilising 
the appropriate decoding metric which is calculated based on the channel state
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information. Further developments into applications on time-varying channels 
and non-Gaussian channels by adapting Hagenauer’s idea would be valuable.
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A .l  P robability  o f  soft decision  d istance for 
a G aussian channel
The probability of soft decision metrics in section 5.3, eq.(5.1), will be derived 
here. To calculate the probability, we firstly need to know the transition prob­
ability between the transm itted and received value. It was already assumed 
that binary signal was transm itted over symmetric channel and the additive 
Gaussian noise in the channel is white. The probability density function of 
noise, can be expressed as
j 1 7p{no) =  ---- l^€ ,x p [— - { - ^ ) \  (A .l)
(ToVZTT /  (To
where <7  ^ is the noise variance. Since the demodulator gives 2^-level quanti­
sation output, we can characterise a set of transition probabilities, p{x | j ) ,  
where j  = 0,1, and æ =  0,1, ■ ■ •, 2^ — 1. That is,
p{x I 1) =  — \ ^ e x p [ - ^ { - — ^ ^ ) ]  (A.2)O-qV I k  /  (To
p { ^  I 0) = —^ e æ p [ - | ( ^~^ ^ ^ )]. (A.3)
Thus, the probability of distance between received and transm itted value
being x, pid^), is
p(daz) =  p(0)p(æ I 0) -f ^(1)^(2^" -  1 — æ I 1) (A.4)
=  p^{x I 0) H- ip(2^ -  1 -  æ I 1), 
and because of the symmetry of the probability density functions
p{x I 0) =  p(2^ — 1 — æ I 1). (A.5)
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Therefore,
p ( 4 )  =  p(^  I 0). (A.6)
From the eq.(A.2), (A.3), and (A.6), p(4f*-i) can he calculated as
p ( 4 , ^ - i )  =  p ( 2 ^ - l | 0 )  ( A . 7 )
Let u =  {z A \fW f) j  G Q. Then
ÇOO \  t
Since noise variance Gq =  N q/2 , and from the eq. (5.2)
(A.9)
Subsequently, ^(4 ^ -2 ) is
p ( r f 2 - - 2 )  =  ( A . I O )
Therefore, the probability of soft decision distance being x is
2r — 1 I2 E 2'"-!
P { 4 )  =  Q ( ; c — E  p W ) -  ( A . 1 1 )2" -  1 V %  ,'=«+1
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B .l  A lgorithm  for F inding B inary W eight 
D istrib u tion  o f R eed  Solom on C odes
Since there is no given formula for binary weight distribution of Reed Solomon 
codes, it can only be found by examining binary weights of all possible code­
words. However, the time required to examine all codewords for a g-ary 
{n, k) code is often prohibitive. The above computational problem can be 
solved by applying trellis search algorithm. That is, all possible codewords, 
which correspond to all possible path trajectories along the trellis, can be found 
by tracing all paths simultaneously. However, as the length of those paths are 
increased linearly, the number of paths will increase exponentially, and thus 
for most codes, it will be impossible to continue to extend paths further.
It is clear tha t only the first few terms in the weight distribution (the 
codewords which have the least minimum distances) have significant effect on 
the calculation of BER. It means that we can limit the number of paths by giv­
ing a restriction in the weight of codewords which we are interested in. That is, 
during the path extensions, we exclude the paths which have more than a cer­
tain weight. Moreover, by using the repetitive characteristics of code trellis, 
we can further reduce the complexity. For example, if (cq Ci C2 0 0 • ■ • 0) 
is a codeword for a g-ary (n,k) cyclic code, then ( 0  cq Ci C2 0  0  ••• 0 ), 
( 0  0  Co Cl C2 0  0  • • • 0 ), • • -, and ( 0  0  • • • cq ci C2) are all codewords, where cq, ci 
and C2 are g-ary symbols. Therefore, the paths which begins with symbol 0 do 
not have to be extended.
In the cases when the increment in the number of paths is too large to 
handle those paths simultaneously, those increment is reduced at the expense
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of computational time. In other words, we set certain number of symbols to 
specific values and repeat the path  extending process for all possible combi­
nation of those symbol values. The whole process to find all codewords which 
have given weight(s) for Reed Solomon codes can be described as in Figure 
B .l. However, for a long and high redundancy codes, there is still limitations 
to find binary weight distribution because of a huge number of codewords.
B .2  B inary W eight D istrib ution  for Som e R eed  
Solom on C odes
B .2 .1  (7 ,3) R eed  S olom on  C ode
weight of codeword weight of information sequence number of codewords
6 1 3
6 2 6
6 3 1
6 4 6
6 5 4
6 6 1
z(6 ) =  2 1
8 1 3
8 2 19
8 3 33
8 4 25
8 5 2 1
8 6 1 2
8 7 5
8 8 1
z(8 ) =  119
1 0 1 3
1 0 2 3
1 0 3 26
1 0 4 48
1 0 5 39
1 0 6 23
1 0 7 1 2
z(10) =  154
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no
yes
yesweight >7;
no
yesnext state
no
yes / la s t existing combination of  ^\symbol values up to this level* no
discard this path
path extension
save this level’s 
path information
set symbol values up to level i
initialisation
read previous level’s 
path information
save the codeword and find other relating 
codewords by sifting it
I : level in the code trellis 
Tnp : threshold value for number of paths
: threshold value for weight of a codeword
Figure B.l: Algorithm for finding binary weight distribution of Reed Solomon 
codes
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weight of codeword weight of information sequence number of codewords
12 2 8
12 3 17
12 4 35
12 5 48
12 6 30
12 7 11
12 8 5
2:(12) =  154
14 3 6
14 4 11
14 5 10
14 6 11
14 7 7
14 8 3
14 9 1
z(14) =  49
16 3 1
16 4 1
16 5 4
16 6 7
16 7 1
z(16) =  14
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B .2 ,2 (7 ,5) R eed  Solom on C ode
weight of codeword weight of information sequence number of codewords
4 1 10
4 2 21
4 3 17
4 4 42
4 5 26
4 6 35
4 7 16
4 8 33
4 9 7
4 10 3
z(4) =  210
6 1 5
6 2 25
6 3 102
6 4 155
6 5 260
6 6 341
6 7 312
6 8 245
6 9 127
6 10 52
6 11 10
6 12 4
z(6) =  1638
8 2 38
8 3 153
8 4 403
8 5 845
8 6 1144
8 7 1441
8 8 1170
8 9 772
8 10 353
8 11 113
8 12 26
8 13 8
8 14 2
z(8) =  6468
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weight of codeword weight of information sequence number of codewords
10 2 15
10 3 110
10 4 443
10 5 996
10 6 1784
10 7 2232
10 8 2196
10 9 1697
10 10 905
10 11 375
10 12 99
10 13 21
10 14 4
10 15 1
%(10) =  10878
12 2 6
12 3 57
12 4 257
12 5 664
12 6 1309
12 7 1726
12 8 1931
12 9 1565
12 10 1062
12 11 512
12 12 177
12 13 40
12 14 4
z(12) =  9310
14 3 14
14 4 58
14 5 189
14 6 347
14 7 614
14 8 735
14 9 670
14 10 515
14 11 280
14 12 119
14 13 25
14 14 4
z(14) =  3570
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weight of codeword weight of information sequence number of codewords
16 3 1
16 4 7
16 5 23
16 6 45
16 7 89
16 8 117
16 9 158
16 10 105
16 11 67
16 12 28
16 13 10
16 14 1
z(16) =  651
18 3 1
18 7 5
18 8 8
18 9 9
18 10 8
18 11 8
18 12 2
18 13 1
; (^18) =  42
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B .2 .3 (15,9) R eed  Solom on C ode
weight of codeword weight of information sequence number of codewords
8 3 7
8 9 4
8 1 0 1 2
8 1 2 15
8 13 1
8 14 16
8 15 5
8 16 9
8 17 13
8 18 5
8 19 2
8 2 0 2
2 (8 ) — 105
1 0 3 30
1 0 4 69
1 0 5 1 0 2
1 0 6 96
1 0 7 161
1 0 8 287
1 0 9 342
1 0 1 0 505
1 0 1 1 492
1 0 1 2 701
1 0 13 788
1 0 14 874
1 0 15 845
1 0 16 802
1 0 17 632
1 0 18 508
1 0 19 365
1 0 2 0 241
1 0 2 1 136
1 0 2 2 47
1 0 23 30
1 0 24 8
1 0 25 3
1 0 26 1
2 (1 0 ) =  8065
;
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B .2 .4 (15,11) R eed  S olom on  C ode
weight of codeword weight of information sequence number of codewords
6 4 10
6 5 19
6 6 25
6 7 16
6 8 82
6 9 32
6 10 40
6 11 32
6 12 100
6 13 76
6 14 110
6 15 83
6 16 125
6 17 89
6 18 148
6 19 77
6 20 107
6 21 43
6 22 78
6 23 23
6 24 38
6 25 17
6 26 8
6 27 1
6 28 1
z(6) =  1380
8 1 22
8 3 57
8 4 140
8 5 267
8 6 434
8 7 515
8 8 932
8 9 1265
8 10 2170
8 11 2385
8 12 37%L
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weight of codeword weight of information sequence number of codewords
8 13 3753
8 14 5442
8 15 4452
8 16 7396
8 17 6179
8 18 8093
8 19 5886
8 20 7391
8 21 4796
8 22 5322
8 23 2438
8 24 2759
8 25 1346
8 26 1048
8 27 419
8 28 314
8 29 111
8 30 77
8 31 21
8 32 4
8 33 2
z(8) =  80160
:
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B .2 .5 (15 ,13) R eed  Solom on C ode
weight of codeword weight of information sequence number of codewords
4 1 39
4 2 85
4 3 67
4 4 84
4 5 67
4 6 136
4 7 128
4 8 138
4 9 174
4 10 196
4 11 153
4 12 285
4 13 144
4 14 291
4 15 198
4 16 275
4 17 223
4 18 324
4 19 239
4 20 299
4 21 182
4 22 240
4 23 162
4 24 221
4 25 136
4 26 131
4 27 89
4 28 66
4 29 27
4 30 21
4 31 4
4 32 3
4 33 2
4 34 1
%(4) =  4830
:
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B .2 .6 (31 ,27) R eed  Solom on C ode
weight of codeword weight of information sequence number of codewords
6 13 38
6 14 81
6 15 21
6 16 201
6 17 83
6 18 409
6 19 79
6 20 391
6 21 154
6 22 587
6 23 660
6 24 785
6 25 119
6 26 1044
6 27 339
6 28 850
6 29 156
6 30 929
6 31 593
6 32 1323
6 33 512
6 34 1559
6 35 296
6 36 1326
6 37 639
6 38 1473
6 39 1025
6 40 1943
6 41 636
6 42 2317
6 43 1020
6 44 2812
6 45 769
6 46 2011
6 47 719
6 48 2125
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weight of codeword weight of information sequence number of codewords
6 49 972
6 50 2026
6 51 1035
6 52 1924
6 53 815
6 54 2005
6 55 896
6 56 2038
6 57 799
6 58 1579
6 59 684
6 60 1700
6 61 559
6 62 1198
6 63 507
6 64 1060
6 65 383
6 66 829
6 67 290
6 68 659
6 69 162
6 70 467
6 71 115
6 72 230
6 73 89
6 74 88
6 75 44
6 76 45
6 77 13
6 78 14
6 79 6
6 80 7
6 81 5
z(6) =  53267
:
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B .2 .7 (31 ,29) R eed  Solom on C ode
weight of codeword weight of information sequence number of codewords
4 1 3712
4 2 196
4 3 162
4 4 265
4 5 100
4 6 279
4 • 7 118
4 8 317
4 9 185
4 10 304
4 11 200
4 12 532
4 13 308
4 14 414
4 15 431
4 16 577
4 17 416
4 18 821
4 19 561
4 20 803
4 21 556
4 22 929
4 23 722
4 24 1297
4 25 793
4 26 1291
4 27 708
4 28 1287
4 29 681
4 30 1668
4 31 633
4 32 1269
4 33 810
4 34 2055
4 35 1103
4 36 1823
4 37 1143
A ppen d ix  B
B .2 B inary W eight D istribution  for Some Reed Solomon Codes 194
weight of codeword weight of information sequence number of codewords
4 38 2355
4 39 1109
4 40 1627
4 41 1194
4 42 2102
4 43 1080
4 44 2042
4 45 1223
4 46 2103
4 47 991
4 48 1980
4 49 1086
4 50 2266
4 51 926
4 52 2059
4 53 1015
4 54 2143
4 55 1085
4 56 1968
4 57 959
4 58 1883
4 59 924
4 60 1838
4 61 864
4 62 1802
4 63 908
4 64 1439
4 65 769
4 66 1310
4 67 557
4 68 1157
4 69 607
4 70 1001
4 71 401
4 72 717
4 73 274
4 74 505
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weight of codeword weight of information sequence number of codewords
4 75 242
4 76 262
4 77 128
4 78 177
4 79 40
4 80 84
4 81 20
4 82 29
4 83 11
4 84 18
4 85 2
4 86 4
4 87 1
4 88 5
4 92 4
4 96 3
4 100 2
4 104 1
z(4) = 78771
B .2 .8 D iscu ssion
All Reed Solomon codes employed in this project have a factor (cc +  1) in 
the generator polynomial. This means that, if we consider the simpler (lower 
dmin) code with tha t factor removed, the Reed Solomon code contain all the 
codewords of that simpler code which are also multiples of (æ +  1), that is 
all codewords of the simpler code which can be produced by addition of one 
codeword to a single shift of itself. In general, that addition must be performed 
over the finite field, but with the arithmetic carried out here it can be done by 
modulo-2 addition of the individual bits. Although, before shift and addtion, 
there are many Is in the original codeword, there must be an even number 
going into the addition. For example, if there were 5 in the original codeword, 
there are 10 in the codeword plus the shifted version, before addition is carried 
out. The process of addition may remove some of the Is, but always an even 
number since modulo-2 addition cancels out pairs of Is. Thus we end up with
^The example of arithmetic carried out to generate a Reed Solomon code can be found 
in section 2.6.
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an even number of Is.
B .3  A lgorithm  for F inding D up licate E vents
There is an event that a received sequence can be decoded to several code­
words, and it was called the duplicate event in chapter 7. The duplicate events 
for codewords of a given weight can be found by using an exhaustive search 
algorithm illustrated in Figure B.2.
B .4  T heoretical perform ance for Som e R eed  
Solom on C odes
B .4 .1  (15 ,9) R eed  Solom on  C ode
Pde{i ,  8) <  i  1 ® 1 X 1 0 5  X p"(l -  
<  3675p^(l-pf®
Pd, {4 ,S)  =  ( | x 6 4 1 6  +  | x  393 +  j x 2  +  ^ x 2 8 )p ^ (l-p )® ®
~  3494.9p“(l -  p)^ ®
7(8) = 3 x 7  +  9 x 4  + -----1-20 x 2  1356
f& (5,8) <
<  196980p^(l-p)®®
105 105
X 105 X p®(l -  p)®"“®, 1 7 8 W  60 -  8 5 1 + 2  4 1
Pd.{5,10) <  ^  ]  X 8065 X p®(l -  p)®»-®
< 1016190p®(l-p)®®
7(10) = 3 X 30 4- 4 X 69 +  " +  26 1113308065 “  8065
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input a codeword
find set of recevied sequences of a given weight which can be decoded to the codeword
save the set of received sequences
no
no <
no
yes
i = 0
input the ith recevied sequence
7 =  1 + 1
count= 0
m yes
no
7=7+1
1f
count = count + 1
j  >110.
yesr
output the count
1 = 1+1
i > m  of iccdived sequàiee ^
yes
END
Figure B.2: Algorithm for finding duplicate events : count is the number of 
codewords to which a specific sequence can be decoded
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B .4 .2 (15 ,11) R eed  S olom on C ode
1 / 6 \ . 3 /1  „ \ 6 0 - 3P d a ( 3 , 6 )  < -  I g I X 1 3 8 0  x p ® ( l - p )
<  13800p®(l -  p)®''
Pd.(3,6) =  (I X 7110 +  i  X 13380) p®(l -p)®" 
=  11430p®(l -  p)®’’
7(6) = 4 X 10 +  5 X 19 +  ■ • ■ +  28 X 1 21594
P^e(4,6) <
<  765900p^(l-p)®®
1380 1380
X 1380 X p*(l -  p)6 \  , 1 7 6 \ / 60- - 6  4 + 2  3 1 6 0 - 4
Pd,(i, 8) <  I  (  4 )  X 80160 X p \ l  -  p)®“-*
<  2805600p4(i_p)G6
- 1 X 22 +  3 X 57 H- • • • +  33 X 2 1386692
 ^  ^ “  80160 “  80160
B .4 .3 (15 ,13) R eed  Solom on C ode
Pde(2,4) < I  (  2  )  X 4830 x p ^ l-p )® " -"
<  14490p"(l-p)®®
Pde(2,4) = ( — X 1260 +  — X 90 +  —  X 420^ p^(l — p)®® 
=  1659p®(l-p)®®
7 ( 4 )  =
I x  39 +  2 x  85 +  -- - + 3 4  x l  76908 
4830 “  4830
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B .4 .4  (31 ,27) R eed  Solom on  C ode
P * (6 ,3) <  I  (  3 ]  X 53267 x p®(l -  
< 532670p®(l-p)*®^
B .4 .5 (31 ,29) R eed  Solom on C ode
P *(2,4) <  I  f  2 )  X 78771 x p '( l-p )" ® - '
< 236313p^(l-p)^®®
Pde(2,4) = ( —  X 9068 +  —  X 190 +  — x 232 +  —  x 8
X 2177 +  ^  X 112 +  ^  x 64 +  ^  X 84^ p®(l -p)^®® 
-  11592p®(l -  p)^ ®®
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