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Abstract 
We will present a method of extraction of weak signals based on the evolutionary and structural analysis 
of the semantic fields. This method employs the following tools: 
 
• Matrix of crossovers involving semantic terms which evolve with time, 
• Extraction of emergent terms (for posterior normalization, this are last column selections), 
• Matrix of concurrence crossing the emergent terms among them, 
• Selection of diagonal bars / blocks, on this matrix, 
• Extraction of the blocks that represent emergent and coherent concepts. 
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1. Algorithms for the selection of big matrixes 
 
1.1. Selection using blocks on absolute relations 
 
This technique has many applications: 
 
• Research on related classes, 
• For each class, an internal selection using blocks can regroup the most directly linked elements, 
• Reorganization of matrix that is held together in diagonal blocks. 
 
The use of these techniques in text analysis can help to detect the most noticeable emerging semantic 
classes, leading us to the cross-matrix of the new detected terms. This new terminology that has been 
detected can be grouped in emerging concepts. Only one term is not enough to define a concept, because 
it is possible that we are dealing with the evolution of an old term that has now new specific vocabulary 
(often a simple word replaces an expression or a compound word). 
 
 
 
Figure 1. : Diagonal block graphic applied to a matrix of co-occurrences 
 
Figure 1 shows a matrix that regroups more than 25 million cells (5000 x 5000) and we have already 
worked in matrixes with up to 10000 lines and columns. 
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1.2 Selection of relative relations using blocks 
 
This technique is used when the cross terms have very different frequencies. Indeed, in most texts we can 
find very commons and very repetitive terms as well as terms that are much more precise and that have 
specificities. If we want to discover the semantic groups that correspond to these emerging or rare issues, 
we have to go through the relative mode before we make the selection. In the case of matrixes of 
symmetric co-occurrences, crossing exclusive types (eg. author or keyword), we get a matrix where the 
diagonal elements are in fact frequencies in the corpus of the text. We must also proceed in the same way 
when it comes to asymmetric crosses between two different variables, and the same problems of 
frequency dispersion will arise. We propose several methods to go to relative mode: 
 
 Division of each of the elements of the matrix by the square root of the diagonal elements to it. 
Then we obtain a unitary diagonal matrix (a symmetric case only). This principle works well on 
semantic matrixes and takes into account weak relations. 
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 Division of the square of each element of the matrix by the diagonal elements. By doing this, we 
obtain a matrix of equivalence that will also be diagonal and unitary (a single symmetric case). 
This method is widely used to analyze semantic networks, but has a certain tendency to not take 
into account weak relations, because the values are actually the square of the previous similarity, 
therefore a value of ½, which is not at all more than ¼. 
 
 The similarity of Kulzinsky has the same order and equivalence, but the average frequency is 
replaced by one of the factors of the numerator. It is used for the detection of semantic networks 
associated with strong signals. 
jjii
jjiiij
ij
aa
aaaS 2
)( +
=
 
 
 We can try to blur the negative effect of the previous methods by using the index of proximity, 
which is obtained by dividing each term in the matrix by the associated diagonal elements 
(symmetric case, one way only). 
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 Still in the context of symmetric matrices, we can use the similarity of inclusion, a value that will 
inform us, when it is close to 1, that a certain term is associated with some other term, or that a 
certain author belongs exclusively to a team, whose director is signing all the publications. This 
metric is very useful to make the difference between the specific elements of a group and the 
elements that interfere with the other groups. 
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 Division by the square root of the marginals: this procedure can be applied to asymmetric 
matrixes. Marginals are always higher than the diagonal elements, and therefore this method 
tends to penalize the most frequent terms (keywords, tools, general terms, terms of the search 
equation), and that is why this method favors the rare words that are frequently found in the text, 
thus in co-occurrence. It is then possible to detect some weak signals (coherent groups of not 
frequent words). 
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 Division by the standard of the lines (or columns). This method allows uniform reduction of one 
of the two variables, therefore the modes are all of the same kind, and the frequency effect is 
blurred. 
 
 
 
 
 Division by the maximum of the line (or column) as in Rule No 3 above. It is then clear that for 
symmetric matrixes, the diagonal becomes unitary because it is, at least initially, dominant in our 
matrixes.  
 
We have kept two of the techniques of Tetralogie. 
 
• The first one is to normalize the matrix, then modify it, and finally make the selection. It has the 
advantage of the choice of normalization, but it destroys the initial values of the matrix. 
• The second one is based on a normalization that works for non-symmetric matrixes, and then 
selects the matrix in the light of new values, but keeps the old ones. By doing this, only the 
structure of the matrix changes, but not the values.  
 
In the example below, we detected traces of a field of inquiry from a matrix “Authors – Journals” selected 
using blocks in relative mode. 
 
 
 
 
 
 
Figure 2. : Selection by diagonal blocks of an asymmetric matrix with the variables “Authors – Journals”. 
 
1.3 Extracción automática de las clases 
 
Considering the size of some of the analyzed matrixes and the number of classes (clusters) revealed, we 
thought it appropriate to seek an automatic technique to isolate each one of them. Considering that the 
elements that we need to group to form the clusters are sequentially forming the diagonal or the dominant 
pseudo diagonal, it would be enough to just detect the changes in similarity in order to isolate each class 
from the adjacent class. If we measure the changes in similarity as a value, a drop in this measure reflects 
the absence, in the rest of the non-classified elements, of elements that can complete the class in progress. 
A suitably chosen threshold can then act as an effective filter, leaving only the classes that have many 
elements, which will be then analyzed. 
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2. Extraction of strategic information 
 
2.1. Interactive extraction of information: the emergent concepts 
 
In addition to the 4D visualization, one of our most valued contributions to multi-dimensional analysis 
methods is the introduction of the “time” variable at many levels of exploration. Therefore, we have a 
method of extraction of emerging concepts that relies on interactive manipulation on an AFC, always 
depending on the variable “time”. 
• Cross the variable we want to analyze with the variable “time” expressed in effective periods 
homogeneous enough (between 1 and 2), 
• Make an AFC of the obtained matrix, 
• View the map of the temporal patterns (only columns), 
• By rotating the “cloud”, handle it so that the last temporal element remains isolated, in a corner of 
the window (in Figure 3: 1997, upper left corner), 
• Display the global map (variable to analyze plus the time), 
• Export into this map, the azimuth found in the first map, 
• Extract the items that are beyond or near the icon, and that are associated with the last period (in 
orange on the 4D map) 
• Generate the filter that contains all the emerging modalities of the analyzed variable. 
 
This filter can then be used again to cross the different emergencies with each other, all to find the 
emerging concepts. 
 
 
Figure 3. : Extraction of emerging elements based on an AFC with the variables Topic – Time. 
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We will now move forward towards new strategies of discovering new knowledge that are mainly based 
on interaction with the users. Certain visualization tools allows the duplication of the sensorial faculties of 
the user, who, thanks to his deduction capacities and his mastery on the subject, is the only one who can 
actually process the information in a coherent way to make that analysis.  
 
2.2. Detecting weak signals 
 
This method, much appreciated by experts on the matter, consists on extracting from the emerging 
semantic classes, all the developments in a given field. To do so, we proceed to: 
• Start with a matrix with the variables “Keywords” – “Date” or “Multi keywords” – “Data”, 
• Remove the emerging terminology,  
• Cross it with itself (square matrix of co-occurrences), 
• Select the matrix by diagonal blocks, 
• Extract the most visible classes 
• Generate, in detail, the list of terms connected to each other). 
 
 
 
 
 
 
 
 
 
 
 
Matrix 
Matrix of Co-occurrences 
Figure 4.: Illustration of the method for extracting weak 
signals 
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Figure 5.: Illustration of the method for extracting weak signals. 
 
  
The result often exceeds all expectations as the emerging concepts are completely new, and this 
destabilizes the experts, who are often incompetent in this new area (Roig, 1998). New topics when 
detected like this have to be analyzed in dept, crossing its specific terminology with the main actors in the 
matter and with other close concepts. It is desirable to re-interrogate the basis of information on this new 
subject (the equation of this subject is already given), in order to complete its identity profile and define 
its potential. 
 
2.3. Breaking phenomena 
 
The fast disappearance of a certain sub ambit, sub-area, working team, or a major actor, can indeed be 
strategic information. Consulting a matrix with “time” as a second variable is often sufficient to identify 
these changes in the environment (Evolution histogram, chronological classification, using consistency to 
select columns, etc). On the other hand, when it comes to update a certain topic that has changed, changes 
in alliances, or simply the end of a collaboration, it is necessary to use two variables and a third “time” 
variable. We are then entering the analysis of 3D matrixes and all the associated methods. 
 
Extraction of the cluster 
