Abstract. In this article, we determine the derivation algebra DerL and the automorphism group AutL of the twisted Schrödinger-Virasoro algebra L .
Introduction
It is well known that the infinite-dimensional Schrödinger Lie algebras and Virasoro algebra play important roles in many areas of mathematics and physics (e.g., statistical physics). The original Schrödinger-Virasoro Lie algebra was introduced in [5] , in the context of nonequilibrium statistical physics, containing as subalgebras both the Lie algebra of invariance of the free Schrödinger equation and the Virasoro algebra. The infinite-dimensional Lie algebra discussed in this article called the twisted Schrödinger-Virasoro algebra is the twisted deformation of the original Schrödinger-Virasoro Lie algebra.
Both original and twisted Schrödinger-Virasoro Lie algebras are closely related to the Schrödinger Lie algebras and the Virasoro Lie algebra (see [6] , [7] , [14] and [12] ). They should consequently play a role akin to that of the Virasoro Lie algebra in two-dimensional equilibrium statistical physics.
Motivated by the research for deformations and central extensions of both original and twisted Schrödinger-Virasoro Lie algebras, the sets of generators provided by the cohomology classes of the cocycles were presented in [10] . In [13] , the author constructed vertex algebra representations of the Schrödinger-Virasoro Lie algebras out of a charged symplectic boson and a free boson with its associated vertex operators. The purpose of this article is to determine the derivation algebra and the automorphism group of the twisted Schrödinger-Virasoro Lie algebras L . We show that the derivation algebra of L is the direct sum of three linear independent outer derivations and the inner derivation algebra. Finally, we characterize the automorphism group AutL of L . Now we give the definition of the Lie algebra L . A Lie algebra L is called a twisted Schrödinger-Virasoro Lie algebra (see [10] ), if L has the C-basis
The twisted Schrödinger-Virasoro Lie algebra has an infinite-dimensional twisted Schrödinger subalgebra denoted by SS with the C-basis {Y n , M n | n ∈ Z} and a Virasoro subalgebra denoted by V with the C-basis {L n , C | n ∈ Z}. The action of the Virasoro subalgebra on the Schrödinger subalgebra is natural. The center of L , denoted by C(L ), is two-dimensional, spanned by {M 0 , C}. Introduce a Z-gradation on L by degL n = degY n = degM n = n, degC = 0 and decompose L with respect to the following gradation:
Throughout the article, we denote by Z * the set of all nonzero integers and C * the set of all nonzero complex numbers.
The derivation algebra
For v ∈ V , the map φ :
Denote by Der(L , V ) the vector space of all derivations, Inn(L , V ) the vector space of all inner derivations. Then the first cohomology group of L with coefficients in V is
The right-hand side is also called the space of outer derivations.
By definition, the algebra L is a semidirect product of Z-graded algebras L = V ⋉ SS, with V := n∈Z CL n ⊕ CC being the Virasoro algebra and SS := n∈Z (CY n ⊕ CM n ) being the twisted Schrödinger algebra. Clearly, V is Z-graded by V 0 = CL 0 ⊕ CC and V n = CL n for n ∈ Z \{0} while SS is Z-graded by SS n = CY n ⊕ CM n for n ∈ Z. By [8] , the short exact sequence
induces a long exact sequence
From this we see that the map f is surjective. Thus (2.2) gives the following exact sequence
3)
The right-hand side of (2.3) can be computed from the exact sequence
is the algebra of outer derivations of the Virasoro algebra V, which is equal to zero by [14] , while and Hom U (V) (SS/[SS, SS], V).
where
Proof. This follows immediately from (1. 
and it is easy to check that D is a derivation from L to SS.
Comparing the coefficients of M n+1 , Y n+1 in (2.6) and M n , Y n in (2.7), one has
Subtracting (2.8) from (2.10), and (2.9) from (2.11), we respectively obtain
= d and using induction on n in (2.12), one can deduce
(2.14)
Taking n = −1 in (2.11), one obtains c 0 = 0. Then taking n = 0 in (2.13) gives c 1 = −c −1 . From this, (2.13) can be rewritten as c n+1 − c n = c 1 . Thus c n = nc 1 . This together with (2.9) gives
According to the equations (2.14) and (2.15), for any n ∈ Z, we can rewrite (2.5) as
This gives D(C) = 0. Thus (iv) follows.
For any n ∈ Z, write
)Y n+1 and comparing the coefficients of Y n+1 and M n+1 , we obtain
Y 0 and comparing the coefficients of Y 0 and M 0 , we obtain
h 0 . Then using induction on n in (2.18), one obtains
Therefore, for any n ∈ Z, one can rewrite (2.17) as D(Y n ) = g 0 Y n , i.e., (iii) follows.
For any m, n ∈ Z, applying D to [Y m , Y n ] = (n − m)M n and using (iii), one can easily obtain (ii).
respectively, we obtain three derivations from L to SS:
where n ∈ Z. It is straightforward to verify that D i , i = 1, 2, 3, are linear independent outer derivations. Thus (2.1) and Lemma 2.2 prove Lemma 2.3 below.
, V) and any n ∈ Z, one can assume
For any m, n ∈ Z, applying f to both sides of
Comparing the coefficients of C and L k in (2.20), one has
Taking m = 0, n = 0 and m = 1, n = −1 in (2.21) respectively, one immediately obtains 
Hence the theorem follows from H 1 (L , L ) = DerL /adL . where n ∈ Z, k ∈ C.
Denote J 1 = Span C {M n , C | n ∈ Z} and J 2 = Span C {Y n , M n , C | n ∈ Z}. They both are ideals of L . And the following lemma is clear.
Lemma
For any a ∈ C * , we can define the following maps on L .
It is easy to see that ß a ∈ InnL , ε, ψ a ∈ AutL \ InnL .
Proof. For any ß ∈ Aut(L ), we can assume that
where a i , b j , c k ∈ C, a ∈ C * (we must have a = 0, otherwise, σ(L 0 ) would be ad-locally nilpotent while L 0 is ad-semi-simple).
We shall find some ξ = exp
Applying ξ −1 to both sides of (3.5) and using (3.7), we obtain
By linear algebra, the following matrix ( given by the adjoint action of ad a(
can be diagonalized, which forces b 0 = 0. This lemma follows.
According to Lemma 3.2 and 3.3, for any ß ∈ Aut(L ), by replacing ß with ξß for some ξ ∈ Inn(L ), we can write
where a ∈ C * , c 0 , d 0 ∈ C.
Lemma 3.4. For any ß ∈ Aut(L ), by replacing ß with εß if necessary where ε is defined in (3.3), we can write
Proof. By Lemma 3.1, we can write
That is,
Comparing the coefficients of Y i , M j and C in the above two equations, we obtain i = n a ∈ Z, (aj − n)e ′′ j = 0, e n = δ n,0 e 0 and f n = δ n,0 f 0 , According to (3.15) and (3.16), one can respectively rewrite (3.11) and (3.12) as
For one case a = 1, the lemma is right. For the other case a = −1, replacing ß with εß, we can rewrite (3.10), (3.17) and (3.18) as those in the lemma. Then this lemma follows.
Then by replacing ß by ψ x ß y ß for some x, y ∈ Z * (where ß y and ψ x are defined in (3.2) and (3.4) respectively), one can suppose ß = δ α,β,γ for some α, β, γ ∈ C, where δ α,β,γ is defined by
Proof. For any n ∈ Z * , we can write
Comparing the coefficients of L i , Y i , M i and C n , one has u i = v i = w i = 0 if i = n, and C n = 0 for any n ∈ Z * .
Hence (3.23) can be rewritten as
Comparing the coefficients of L n+1 , Y n+1 and M n+1 , one has
Comparing the coefficients of L 0 , Y 0 , M 0 and C, one has
By (3.10), we can rewrite ßL 0 as
Comparing the coefficients of L 0 , Y 0 , using (3.30) and Lemma 3.1, one has ( noting that σC ∈ C(L ) )
According to (3.28), (3.31) and (3.25), one obtains
Similarly, by (3.29), (3.32) and (3.26), one has
Noting the equations (3.34) and (3.35), for n = 0, ±1, we can rewrite (3.27) as
For any n ∈ Z, applying ß to both sides of
Comparing the coefficients of Y n+1 , M n+1 and C in the above equation, one has e 0 = 0, (3.37) 
So we can rewrite ßY 0 as ßY 0 = e ′ 0 Y 0 , and e ′′ 0 = 0. Using induction on n in (3.39), one has e ′′ n = 2nu
By the equations (3.37), (3.40) and (3.41), for any n ∈ Z, we can rewrite ß(Y n ) as
For any n ∈ Z, applying ß to both sides of [L 1 , M n ] = nM n+1 , one has
For n = −1, comparing the coefficients of M 0 and C in (3.43), one has
For n = 0, −1, using (3.44) and comparing the coefficients of M n+1 and C in (3.43), one has 
According to the equations (3.44), (3.46) and using induction on n in (3.45), one has
By the equations (3.44) and (3.47), for any n ∈ Z, we can rewrite ß(M n ) as By the equations (3.48) and (3.49), for any n ∈ Z, we can rewrite ß(M n ) as
By now, the results that we have obtained can be formulated as follows 
