Abstract. For p ∈ (1, 2] and a bounded, convex, nonempty, open set Ω ⊂ R 2 let µ p (Ω, ·) be the p-capacitary curvature measure (generated by the closureΩ of Ω) on the unit circle S 1 . This paper shows that such a problem of prescribing µ p on a planar convex domain: "Given a finite, nonnegative, Borel measure µ on S 1 , find a bounded, convex, nonempty, open set Ω ⊂ R 2 such that dµ p (Ω, ·) = dµ(·)" is solvable if and only if µ has centroid at the origin and its support supp(µ) does not comprise any pair of antipodal points. And, the solution is unique up to translation. Moreover, if dµ p (Ω, ·) = ψ(·) dℓ(·) with ψ ∈ C k,α and dℓ being the standard arc-length element on S 1 , then ∂Ω is of C k+2,α .
1. Statement of Theorem 1.1
Continuing from [34] and [22, 23, 14, 35] , we prove Theorem 1.1. Let (p, k, α) ∈ (1, 2] × N × (0, 1) and µ be a finite nonnegative Borel measure on the unit circle S 1 of R 2 .
(i) Existence -there is a bounded, convex, nonempty, open subset Ω of R 2 such that dµ p (Ω, ·) = dµ(·) if and only if µ has centroid at the origin and its support supp(µ) does not comprise any pair of antipodal points. (ii) Uniqueness -the domain Ω in (i) is unique up to translation. (iii) Regularity -if dµ p (Ω, ·) = ψ(·) dℓ(·), dℓ is the standard arc-length
element on S 1 , and 0 < ψ ∈ C k,α (S 1 ), i.e., its k-th derivative ψ (k) is α-Hölder continuous on S 1 , then the boundary ∂Ω of Ω is of C k+2,α .
In the above and below, µ p (Ω, ·) is the p-capacitary curvature measure on S 1 -more precisely -if u is the p-equilibrium potential uΩ ofΩ -the closure of Ω (cf. [25, 15, 13] ), i.e., the unique solution u = uΩ to the boundary value problem (for a model partial differential equation in geometric potential 2010 Mathematics Subject Classification. 53C45, 53C42, 52B60, 35Q35, 31B15. This project was in part supported by NSERC of Canada. theory over R 2 ; see e.g. [1, 2, 3] ):
(eq 1<p<2 ) 
where dH 1 is the standard 1-dimensional Hausdorff measure on ∂Ω, g −1 : S 1 → ∂Ω is the inverse of the Gauss map g : ∂Ω → S 1 (which is defined as the outer unit normal vector at ∂Ω), and the non-tangential limit of ∇u = ∇uΩ at each point of ∂Ω exists H 1 -almost everywhere with |∇u| = |∇uΩ| ∈ L p (∂Ω, dH 1 ) (cf. [26, 27, 16] ), and hence
Here it should be pointed out that not only the if-part of Theorem 1.1(i) implies [14, Theorem 1.2] under 1 < p < 2 = n and [23, Corollary 6.6] under p = 2 = n due to the fact that supp(µ) comprising no any pair of antipodal points amounts to µ being unsupported on any equator (the intersection of S 1 with any line passing through the origin) but also Theorems 1.1(ii)&(iii) under p ∈ (1, 2) have been established in [14, Theorems 1.2&1.4]. Our essential contribution to this direction is an establishment of Theorem 1.1(i) and the case p = 2 of Theorems 1.1(ii)&(iii).
Needless to say, Theorem 1.1 is not unimportant in that it is nonlinearpotential-theoretic generalization of the classical Minkowski problem in R 2 concerning the existence, uniqueness and regularity of a planar convex domain with the prescribed curve measure
See e.g. [12, 21, 33, 24] and their references for an extensive discussion on this subject.
Preparational Material
Two-fold preparation for validating Theorem 1.1 is presented through this intermediate section.
On the one hand, it is necessary to recall three fundamental properties on the variational 1 < p < 2 capacity pcap(Ω) and the logarithmic capacity (or conformal radius or transfinite diameter) 2cap(Ω) of a compact, convex, nonempty setΩ ⊂ R 2 (cf. [25, 15, 13, 23, 32] ) determined by:
where dH 2 stands for the two-dimensional Hausdorff measure on R 2 and uΩ is the solution of either (eq 1<p<2 ) or (eq p=2 ).
Firstly, according to [14, Lemma 2.16(a)] for p ∈ (1, 2) and [23, (6. 3)] for p = 2, we have:
Secondly, upon writing A(Ω) and diam(Ω) for the 2-dimensional Lebesgue measure of Ω and the diameter of Ω, we have [29, 20] ) and the following isocapacitary/isodiametric inequalities (cf. [34, 4, 32] and their relevant references): 
On the other hand, three key lemmas and their arguments are needed. 
Given a sequence of m positive numbers {c
obeys the following three conditions:
Then there exists a point p * ∈ M such that:
as the only edges and outer unit normal vectors respectively;
Proof. First of all, the argument for [22, Theorem 5.4 ] is modified to reveal that Ω(p) is closed and bounded thanks to (i) which derives
Next, since {c j } n j=1 is fixed and
each minimizing sequence for inf p∈M Σ(p) is bounded, and consequently, we can select a subsequence from the minimizing sequence that converges to p * . Now from the continuity of pcap(·) under the Hausdorff distance d H (·, ·) it follows that p * ∈ M is a minimizer. Of course,
If Σ(p * ) = 0, then p * is the origin, and hence condition (i) implies that Ω(p * ) consists only of the origin, thereby yielding a contradiction
is empty, then (ii) can be used to deduce that Ω(p * ) is contained in a compact convex set K with the Hausdorff dimension dim H (K) ≤ 1.
• If dim H (K) = 0 then Ω(p * ) comprises one point and hence
reduces to a segment and hence there exists ζ j + ζ k = 0 for some j, k ∈ {1, ..., m} which is against the hypothesis (ii). Thus, Ω(p * ) has a non-empty interior, and consequently (v) holds. Finally, in order to check (vi), observe that p * is not unique. Given x 0 ∈ R 2 . If p ∈ M then an application of (iii) implies that
Due to the fact that Ω(p * ) has non-empty interior, the origin may be translated to the interior of Ω(p * ) so that each component p * j is positive. Let P be the collection of those vectors p = (p 1 , ..., p m ) with 
Whenever p is close to p
This last equation gives 
Then there exists a bounded, convex, nonempty, open polygon O
Note that if rP is the r-dilation of P then
Thus, the desired result follows from choosing r = c
3. Proof of Theorem 1.1 (i) Existence. This comprises two parts.
The if-part. Suppose that µ has centroid at the origin and supp(µ) does not comprise any pair of antipodal points. Of course, the first supposed condition is just
However, the second one implies that µ is not supported on any equator (the intersection of the unit circle S 1 with any line through the origin) {θ, −θ} of S 1 where θ ∈ S 1 -otherwise supp(µ) = {θ 0 , −θ 0 } for some θ 0 ∈ S 1 .
Conversely, if µ is unsupported on any equator then supp(µ) does not consist of any pair of antipodal points in S 1 -otherwise there is θ 1 ∈ S 1 such that supp(µ) = {θ 1 , −θ 1 }, i.e., µ is supported on an equator of S 1 . Consequently,
Using the above analysis, we may take a sequence {µ j } ∞ j=1 of finite, nonnegative, Borel measures that are finite sums of point masses, not only converging to µ in the weak sense, but also satisfying (i)-(ii)-(iii) of Lemma 2.3. According to Lemma 2.3, for each j there is a bounded, convex, closed set (polygon)Ω j ⊂ R 2 containing the origin such that the pull-back measure
is equal to dµ j (·). On the one hand, by Lemma 2.1 and (⋆⋆) there is a constant κ 1 > 0 independent of j such that
On the other hand,Ω j contains a segment S j such that its length is equal to diam(Ω j ). Due to the translation-invariance of pcap(Ω j ) it may be assumed that S j is the segment connecting −2 −1 diam(Ω j )θ j and 2 −1 diam(Ω j )θ j where θ 1 ∈ S 1 . If j is big enough, then
and hence there is another constant κ 2 > 0 independent of j such that , which converges to a bounded, compact, convex set Ω ∞ ⊂ R 2 with pcap(Ω ∞ ) > 0. In the sequel, we verify that the interior (Ω ∞ )
• ofΩ ∞ is not empty. For this, assume (Ω ∞ ) • = ∅. Then the Hausdorff dimension dim H (Ω ∞ ) ofΩ ∞ is strictly less than 2. If dim H (Ω ∞ ) = 0 then the convexity ofΩ ∞ ensures thatΩ ∞ is a single point and hence pcap(Ω ∞ ) = 0, contradicting pcap(Ω ∞ ) > 0. This illustrates dim H (Ω ∞ ) = 1. Consequently, there exists a constant κ 3 > 0 and a point ξ ∈ S 1 such that the pull-back measure g * (dH 1 | ∂Ω ∞ ) of H 1 | ∂Ω ∞ to S 1 via the Gauss map g is equal to κ 3 (δ ξ +δ −ξ ). Upon using Lemma 2.1 we obtain a positive constant κ 4 (independent of j but dependent of p and the radius of an appropriate o-centered ball containing allΩ j ) such that |∇uΩ j | p ≥ κ 4 holds almost everywhere on ∂Ω j . Suppose that f ∈ C(S 1 ) (the class of all continuous functions on S 1 ) is positive and its support is contained in a small neighbourhood N(ξ) ⊂ S 1 of ξ ∈ S 1 only. Now, we use Fatou's lemma to derive Meanwhile, if
then an application of the fact that the polygonΩ j (whose Gauss map is denoted by g j : ∂Ω j → S 1 ) approaches Ω (which has only two outer unit normal vectors ±ξ) ensures that ξ 0 is not in the set of all outer unit normal vectors ofΩ j , thereby yielding
for a sufficiently large N. According to [26, Theorems 1&3] , there is q > p such that |∇uΩ j | q is integrable on g −1 j ({ξ 0 }) with respect to dH 1 | ∂Ω j . This existence, the Hölder inequality, the weak convergence of µ j , and Fatou's lemma, imply
which contradicts the second supposed condition. In other words, (Ω ∞ )
and the weak convergence of µ j → µ, derives
However, the translationΩ →Ω + {x 0 } changes x · g to x · g + x 0 · x. Thus, an application of (⋆ ⋆ ⋆) yields
Consequently,
This in turn implies the following linear constraint on µ:
Next, let us validate that supp(µ) does not comprise any pair of antipodal points. If this is not true, then there is θ 0 ∈ S 1 such that
However, the following considerations (partially motivated by [6, Lemma 4.1] handling the necessary part of a planar L p -Minkowski problem from [30] ) will show that this last identification cannot be valid.
Case o ∈ Ω. This, together with Lemma 2.1, ensures
However,Ω is not degenerate, so supp g * (dH 1 | ∂Ω )) cannot be {θ 0 , −θ 0 } -a contradiction occurs.
Case o ∈ ∂Ω. Denote by Λ the exterior normal cone at o such that
Since supp(µ) coincides with supp(µ p (Ω, ·)), it follows that h Ω (θ 0 ) and h Ω (θ 0 ) are positive. This in turn implies that ±θ 0 are not in Λ. Without loss of generality we may assume that Λ ∩ S 1 is a subset of the following semi-circle
and Lemma 2.1 (with a positive constant c depending only on p and r -the radius of a suitable ball D(o, r) ⊃ Ω), we utilize supp(µ) = {θ 0 , −θ 0 } to obtain the following contradictory computation:
(ii) Uniqueness. Suppose that Ω 0 , Ω 1 are two solutions of the equation
To reach the conclusion that Ω 0 and Ω 1 are the same up to a translate, we define
and handle the following two cases. Case p ∈ (1, 2). In a manner (cf. [11] ) slightly different from proving [14, Theorem 1.2] (under n = 2 > p > 1), we use the chain rule, [14, Theorem 1.1] (under n = 2) and (⋆ ⋆ ⋆) to get
According to [15, Theorem 1] , f p is concave, and so
This, along with exchangingΩ 0 andΩ 1 , implies
thereby producing f three papers [7, 8, 9] . Continuing this initial precess, we can reach the desired higher order regularity.
