Geoscientists are confronted with the challenge of assessing nonlinear phenomena that result from multiphysics coupling across multiple scales from the quantum level to the scale of the earth and from femtosecond to the 4.5 Ga of history of our planet. We neglect in this review electromagnetic modelling of the processes in the Earth's core, and focus on four types of couplings that underpin fundamental instabilities in the Earth. These are thermal (T), hydraulic (H), mechanical (M) and chemical (C) processes which are driven and controlled by the transfer of heat to the Earth's surface. Instabilities appear as faults, folds, compaction bands, shear/fault zones, plate boundaries and convective patterns. Convective patterns emerge from buoyancy overcoming viscous drag at a critical Rayleigh number. All other processes emerge from non-conservative thermodynamic forces with a critical critical dissipative source term, which can be characterised by the modified Gruntfest number Gr. These dissipative processes reach a quasi-steady state when, at maximum dissipation, THMC diffusion (Fourier, Darcy, Biot, Fick) balance the source term. The emerging steady state dissipative patterns are defined by the respective diffusion length scales. These length scales provide a fundamental thermodynamic yardstick for measuring instabilities in the Earth. The implementation of a fully coupled THMC multiscale theoretical framework into an applied workflow is still in its early stages. This is largely owing to the four fundamentally different lengths of the THMC diffusion yardsticks spanning micro-metre to tens of kilometres compounded by the additional necessity to consider microstructure information in the formulation of enriched continua for THMC feedback simulations (i.e., micro-structure enriched continuum formulation). Another challenge is to consider the important factor time which implies that the geomaterial often is very far away from initial yield and flowing on a time scale that cannot be accessed in the laboratory. This leads to the requirement of adopting a thermodynamic framework in conjunction with flow theories of plasticity. This framework allows, unlike consistency plasticity, the description of both solid mechanical and fluid dynamic instabilities. In the applications we show the similarity of THMC feedback patterns across scales such as brittle and ductile folds and faults. A particular interesting * Author to whom correspondence should be addressed. Email: klaus.regenauer-lieb@uwa.edu.au http://www.aspbs.com/jcsmd 1
INTRODUCTION
Earth processes occur across 15 orders of magnitude in spatial scales (from nanometers to thousands of kilometres), and across at least 30 orders of magnitude in time scale (from femtoseconds to hundreds of millions of years). Quantifying physical processes across the length and timescales is beyond the reach of traditional theories. However, in recent decades, the advent of data intensive computing has revolutionised sciences. 1 Multi-scale, multi-physics computer simulations have become available to explore domains that are inaccessible to both theory and experiment. In this review we present a first overview of the current approaches to coupling the scales using methods borrowed from other disciplines. We then follow with a discussion of applications that grew out of these first implementations and have been developed under a geoscience-specific workflow laid out in the theory review. 2 
MICROSTRUCTURE MODELLING OF EARTH MATERIALS
Quantum mechanical models allow probing of the physics of geomaterials at extreme geological conditions such as the conditions of temperatures well in excess of 3000 C and pressures in excess of 130 GPa pressure found deep in the earth. 3 The technique is ideally suited for supercomputer implementations as molecular dynamics has a long track record of at least 50 years in the area of condensed matter physics. In earth sciences the current status of these calculations is mainly limited to applications in mineralogy and nanochemistry, and the approach has not yet bridged the scales from thousands of atoms to describing the behaviour of larger rock specimens consisting of mineral aggregates.
A notable exception is recent progress reported for the rheology of MgO 4, 5 allowing a first assessment of deformation mechanism deep in the Earth's mantle using a statistical mechanics point of view and upscaling based on discrete interactions over multiple scales. In these multiscale simulations the electronic structure is explicitly taken into account followed by a mesoscopic scale simulation of dislocation dynamics benchmarked in the laboratory.
A complementary thermodynamic technique has recently been proposed 6 for derivation of flow laws of mantle materials. It starts with a description on the opposite scale using a thermodynamic homogenisation technique which will be discussed in details in this review using examples of modelling problem at larger scale than the scale of grain aggregates. For the grain scale averaging model Ref. [6] uses the working hypothesis that a polycrystalline aggregate can be represented by a distribution function characterising the state of individual grains by three thermodynamic state variables: elastic strain, dislocation density and grain size. Through the
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Mike Trefry assumption of maximum entropy production (minimum Helmholtz free energy) the rheology of Olivine aggregates can be derived.
Statistical mechanics based approaches for derivation of polycrystalline flow laws have also been reported for multiscale formulation of deformation of ice where well established material science concepts have been used to describe its deformation behaviour. 7 Ice is one of the few earth materials that creeps in nature at relatively high rates up 10 −6 s −1 -10 −12 s −1 so that laboratory experiments can be compared to numerical experiments. The complex behaviour of polycrystalline ice is controlled by random assemblages of grains with preferred size-, shape-and lattice orientations creating strong anisotropy at grain scale. A number of different techniques are used for upscaling the material behaviour into an effective medium and calibration by laboratory experiments is feasible. The largest scale of computations has been achieved by an explicit coupling of a viscoplastic solver based on Fast Fourier Transform (FFT) with an operator splitting algorithm of the individual micro-processes involved. 7 The example of the simulation is shown in Figure 1 .
The numerical simulation is clearly reproducing a number of features observed in the laboratory experiment such as the appearance of kink bands in both numerical and
Real ice
Digital ice experiments (here shown by intracrystalline variations in orientations), serrations and bulging on the grain boundaries. However, the model also shows some discrepancies such as the difference in grain boundary migration from the initial configuration in laboratory and simulation results. At present these numerical tools can be used to test the importance of the assumed micro-mechanism and the degree of internal couplings through comparison of simulation and experiment. The authors 7 conclude that although the hexagonal symmetry of ice crystals makes this material one of the simplest earth materials to consider, we are at present limited by computational power to realistically use this explicit microstructural technique to estimate the mechanical response for an entire ice-sheet flow model.
The ice example illustrates the challenge posed by modelling multiscale behaviour of geomaterials. Ice only requires the incorporation of 1 unit vector for the lattice owing to its simple symmetry. Numerical predictions can also be tested and verified in the laboratory. It has a relatively simple material behaviour dominated by visco-plastic creep. However, it is commonly perceived to be premature to attempt a larger scale implementation. Reference [7] states that a true ab-initio modelling workflow, where the geometries of the mineral phases and their interactions are modelled through their configurational energies to be subsequently homogenised by a renormalisation approach, is beyond the reach of earth sciences at present. The rapid developments over the recent years reported above 5, 6 may be seen as indication that this will change in the near future.
While ab-initio modelling is not yet available for a wide range of geomaterials, we recommend to incorporate elements of microstructural information that have been obtained through conventional methods into large scale simulations. The available methods are well established in Material Sciences as they have been conceived more than 20 years ago (see Ref. [8] for a review). Of particular appeal for earth sciences are second-order homogenisation methods where higher-order continuum formulations are used at macro-scale and conventional formulations are used at microscale. The macroscopic velocity gradients and velocities are considered as boundary value problem for the microscale simulations. Averaging at microscale leads to the definition of an effective macroscopic stress tensor and its higher order term, which is in turn fed back to the macro-scale calculation. These simulations can for instance be used to assess the effect of visco-plastic anisotropy of individual crystals on the large scale visco-plastic anisotropies observed in the deformation of continents. 9 The authors used a set of 1000 orthorhombic olivine crystals associated with each macroscopic finite element to show that the developed crystal plastic anisotropy can significantly affect large scale deformation of continents.
A significant drawback of all modelling in earth sciences is that the processes occur on time scales that are not accessible to the laboratory. Geological processes occur at strain rates 10 −12 s −1 -10 −16 s −1 , several orders of magnitude lower than rates that can be achieved in the laboratory. Hence, there is a gap in multiscale modelling from the above described crystal-scale to macroscopic rock deformation. It is common practice to extrapolate creep laws obtained from rock specimens deformed in the laboratory to geological conditions. The homogenisation step is unfortunately already done through the laboratory experiment, and a suitably large volume is sampled where lattice anisotropies are assumed to cancel each other out. The flow laws are often extracted from end-member mechanical constituents such as quartz, feldspar, pyroxene or olivine and, because of the above described problems in the simple case of ice deformation, no attempt is made to upscale a multiphase material flow law.
The question whether the deformation mechanisms derived from laboratory experiments are at all applicable for upscaling to the large time scales in nature, 5 or whether other mechanisms or combination of mechanisms prevail, provides ample food for discussion between experimental, field and modelling geoscience disciplines. Deformation mechanisms inferred from natural shear zones evidently include a multitude of processes, which may incorporate a complicated interplay of brittle and ductile material response at different scales. 10 It is therefore not astonishing that Geosciences is not yet ready to fully embrace modern concepts of multiscaling from material sciences because important elements for upscaling appear to be missing.
Geologists report a number of material instabilities that are encountered between the deformation of a crystalline aggregate and the deformation of an entire lithospheric plate. These feature (faults, folds and compaction bands) were introduced briefly in the theory review. 2 Although there appears to be a certain similarity in the geometry of instabilities across scales 11 it is important to understand whether their manifestations at various scales have mechanical consequence for the overall behaviour of the next larger scale and whether they have a common selfsimilarity or whether different physics operates at different scales. 12, 13 The main problem that needs to be solved is hence the question: what controls material bifurcations at multiple scales?
DISSIPATIVE STRUCTURES EMERGING FROM MATERIAL BIFURCATIONS ACROSS SCALES
In this section we illustrate the concept of coupling multiphysics processes with their respective length and time scales. In the theory review, we have illustrated the characteristic length scale that results from the error-function solution of the respective 1-D diffusion process of the dissipative mechanism. For a given time scale, we expect to identify the dominant diffusion process that is operating at a given length scale and thereby hope to be able to separate out the governing THMC dissipation mechanism that gives rise to the observed dissipative pattern through its intrinsic energy-feedback process. We test this hypothesis through explicit modelling of the processes, incorporating their various feedback mechanism in the energy equation. First, recall the energy equation of the theory review Eq. (27) in Ref. [2] .
where D T is thermal diffusivity of the poromechanical mixture, C m is the density of the solid and fluid mixture multiplied by the specific heat capacity C m = −T 2 / T 2 of the mixture, is the Helmholtz free energy and i stands for the state variables. The source/sink term r k represents volumetric heat production due to chemical reactions or other sources such as electric currents (Joule heating) or radioactive decay. These processes do not generally affect the local mechanical dissipation loc , and they can be added as independent heat source/sink terms.
The last term in Eq.
(1) opens an alternative, more complete way of calculating the sources and sink terms and has not been discussed in Ref. [2] . In the case where the source/sink terms are tightly coupled to the mechanical deformation, it is impossible to detach local mechanical dissipation from the source/sink terms. In such cases the last term replaces the r k source/sink terms. If we consider for instance the elastic strain = e as a state variable, then m T 2 / T e ˙ e expresses the thermalelastic heating effect (negative in contraction and positive in dilation). The stored energy is, however, no longer available for the local dissipation and needs to be subtracted from the local dissipation loc . If the state variable stands for a phase m T 2 / T ˙ represents the latent heat release during the phase transition (positive upon heat release and negative while absorbing heat). The latent heat effect of the phase transition is, however, again accompanied by a mechanical contraction/dilation, which needs to be considered in the shear-heating term loc (Eq. (21) in
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Ref. [2] ), which reads:
where the second term describes the above mentioned mechanical feedback, more generally speaking, the power that is stored in the microstructure, which is therefore not available for shear heating.
If we consider shear-heating feedback, it follows from the energy equation Eq. (1) that the length scale for a TM dissipative pattern for thermal-mechanical feedback is defined by the energy equation being in equilibrium with the steady-state shear-heating term loc This simple logic allows a potential separation of scales of geomaterial instabilities, which is illustrated in the following series of field examples. The coupled feedback between the different THMC mechanisms potentially leads to the emergence of new effective diffusivities altering the dominant mechanism at a given scale. We illustrate in the following only the basic length scales and start with a chemical dissipative pattern. Chemical diffusivities are the smallest of all the THMC processes. They range from D c = 10 −19 to 10 −15 m 2 s −1 . Considering a characteristic time of t = 10 12 s for a fast geological process in the ductile regime, we would expect from the error function solution of the diffusion equation L = 2 √ D c t a length scale of chemical feedback processes of 0.6-60 mm. A chemomechanical simulation for contraction of a strong feldsparrich granitoid layer embedded in a soft quartzite matrix is shown in Figure 2 .
The numerical TCM solution produces indeed the style of observed folding pattern at the cm-scale, and it is therefore likely to be caused by the chemical feedback processes that lead to localised deformation in and around the area of the stiff layer. However, we have also highlighted in Ref. [2] that the internal microstructure can cause localisation phenomena such as shear bands at the same scale because, in a granular medium, shear band width is of the order of 15 times the mean grain size 15 as indeed shown in Figure 3 .
Brittle deformation mechanism as shown in Figure 3 are fast processes that happen on time scales of less than 10 2 s. Classical modelling of brittle faulting uses MohrCoulomb or Drucker-Prager yield envelopes. When implemented in finite-element models, these continuum models
Compression of a strong layer in a soft matrix with chemical decomposition (mica breakdown) and chemical diffusion (water) 14 reproduces the style of tight folding observed in a gold-bearing vein of a hand specimen. The digital rock image is shown at the same scale as the real rock (two Australian dollar coin for scale). Contours of effective strain illustrate the role of a shear band of width L in the formation of the tight fold. The early stages of folding show a similar pattern as the one shown in Figure 7 which clearly illustrates the role of shear bands in the folding process. Peter Schaubs is thanked for supplying the photo of the rock sample.
have notorious mesh dependence because they neglect the intrinsic length scale of faulting, which can be defined either through the enriched Cosserat continuum or through the diffusive length scale that emerges out of the above described energy feedbacks. Let us consider for instance hydro-mechanical coupling. Typical pore pressure diffusion of the coupled THM process has diffusivities of the order of 10 3 . Compression of a quartzite in the brittle regime calculated with a discrete element code. 16 The natural example shows a copper vein in the Shi-Lu copper deposit Guangdong, China. The width of the shear band is as expected by Ref. [15] . Yanhua Zhang is thanked for providing the example. Figure 4 .
At high temperatures the role of crustal fluids can be replaced by partial melts. The THM feedback is then characterised by viscous creep rather than brittle faulting. Yet again, dissipative patterns emerge the characteristic distance of which can be described by a diffusional length scale. We show in Figure 5 a case of compaction bands in a partially molten rock. The compaction length, c = k s / f where s is the viscosity of the solid matrix, f is the viscosity of the pore fluid/melt, and k is the permeability of the system. The compaction length 17, 18 defines the width of a boundary layer in which compaction of the matrix occurs. In Figure 5 we show an example of a compaction band in a layered partially molten lower crustal rock. A typical solid viscosity is 10 18 Pa s and that of melt is 10 5 -10 10 Pa s. We can invert the compaction length for the unknown lower crustal permeability. From the tens of cm spacing as in Figure 5 , we obtain a range of effective permeability of the melt between 0.001-100 Darcy, which would be sufficient to render compaction bands an important ingredient in the segregation of melts. Although this length scale is well known in melt physics, 17, 18 its full implication for geological field observations requires an understanding of the fundamental multi-physics of the instability. 19 This example makes a clear case for the need of combining an understanding of solid mechanical and fluid dynamic instabilities, which will be discussed in depth in the applied case studies.
The next scale up is defined by the thermal-mechanical TM feedback processes, which, because of their simplicity 5 . Deep in the crust, rock temperatures reach the point of partial melting where intense deformation forms a rock known as a migmatite. Here, we show a migmatite with layered whitish bands of crystallised melt of different generations. The faintly visible tight vertical banding is part of the gneissic texture of the original rock formation. The two distinct whitish horizontal bands are compaction bands. 20 The distance between the bands is proportional to the compaction length h proposed by Refs. [17, 18] . Note that this instability is described by a fluid dynamic approach enriching the classical solid mechanical failure modes. Camera lens cap for scale. We thank Roberto Weinberg for the photo.
and obvious consequence of Eq. (1), was the first fundamental time-dependent length scale identified in geomaterials. 21 Thermal diffusivities of rocks are of the order of D T = 10 −6 s −1 , and time scales of ductile deformation are of the order of 10 12 s. The feedback is expected to occur on the km-scale. An example is shown in Figure 6 .
Thermal-mechanical dissipative patterns in geology often appear as folds or as shear bands or as combinations thereof. Examples, where shear bands contribute to the formation and appearance of folds, are shown in Figure 7 .
Chemical TCM dissipative patterns have a very similar appearance to both thermal-mechanical TM patterns and thermo-hydro-mechanical THM patterns. In geological
Real rock Digital rock Fig. 6 . Km-scale fault in a carbonate in the Swiss Alps compared to a TM-feedback simulation. 22 The colour scale and the deformed reference mesh illustrate the heterogeneous strain.
Review Fig. 7 . Folds in the Cape Fold Belt South Africa with prominent hinges in the left part of the figure compared to numerical solutions of folds. 23 The formation of shear bands in and around the stiff bands is illustrated by low viscosity values. These low viscosity channels have a significant influence on the wavelength and formation of the fold.
terms, they all appear as folds, ductile or brittle faults, micro-shear bands, or compaction bands. This is not astonishing because their basic physical behaviour can be described with similar partial differential equations. The main difference is that they are scaled by different diffusivities and therefore occur on different length scales. Other than the vast separation of length scales and the possible cross-scale couplings all of the THMC feedback processes exhibit similar geometric features which makes the identification of the THMC mechanism responsible for their formation difficult in the field. It is therefore not astonishing that in geosciences only the shear heating feedback mechanism, which has first been identified in the 60's 24 appears to be more widely accepted with some reservations owing to the lack of direct geological evidence of the heat. It is fair to say that the other mechanism are still hotly debated. 25 Geologist therefore often adopt a long-wavelength view and disregard the above described solid-mechanical instabilities. This follows from the widely accepted lex parsimoniae (Occam's razor), 26 which calls for choosing the simplest theory until simplicity can be traded for greater explanatory power. However, we point out that if data driven perspective is used as the only point of reference to interpret the physics of a model and a physically wrong model fits the data, then Occam's razor is not going to discriminate against it. An example is a data driven or inverse problem where the complexity of the model is regulated by the data. If one can explain all geological observations given noise on them with a one parameter model then there is no need to go to a more complex model. In this sense what determines the amount of explanatory power required in a model is the data we are trying to fit. It is therefore not astonishing that currently physics-based dissipative pattern that can be derived from the convection of the planetary interior occurring on hundreds of millions of year time scale are widely adopted in Geodynamics. An additional advantage is that the fundamental mode of heat transfer of planets can be assessed by comparing terrestrial planets such as Earth, Venus and Mars which are each in different stages of evolution. The earth has life-sustaining plate tectonics, Venus appears to have a surface that has resurfaced multiple times, and Mars appears to be in a stagnant lid regime where the planetary surface no longer partakes in the convection of the planetary interior. 27 The dissipative patterns that arise from these long time-scale phenomena are distinctly different to those described above. An example is shown in Figure 8 .
This summary of models of material bifurcations across scales illustrates the two competing concepts currently used in Geosciences, which have both shown promise to extend predictability beyond engineering time scales with constitutive relationships derived from the laboratory. One promising approach is to use the fundamental thermodynamics concept of heat transfer in planets and to understand patterns on a global scale using the theory Fig. 8 . Artemis Corona on Venus is a 2600 km wide circular feature with a centrally elevated domain surrounded by a deep depression followed by another high. The topography can be modelled by assuming a plume that penetrated the planetary surface and causes circular subduction of the cold rims into the planetary interior. The plume flux explains the centrally elevated platform while the subduction process gives rise to both a flexural bulge on the outside of the Corona as well as the deep trough under the leading edge of subduction. 29 of fluid dynamics. The other emerging research hot spot entails explicit calculations of THMC feedbacks implemented in a solid mechanics framework to explain Earth's interesting patterns at multiple scales. A third exciting path is to use microstructural simulations derived from phasefield and force-field models with the purpose of upscaling enriched continuum models that correctly identify the role of microstructure in long time scale behaviour of the planet.
Clearly, the challenge in earth sciences is to explicitly consider thermodynamics in formulating solid-mechanical models of the earth and use these in conjunction with modern upscaling concepts that can encompass the enormous span of multi-physics and multiscale coupling. A robust theoretical framework has been laid out in the theory section. 2 The problem of bridging the theories of fluid dynamics and solid mechanics 28 is another major challenge. We have only alluded to this problem in the theory section 2 through the identification of diffusive and convective length scales that require a formulation for explicit coupling of fluids and solid dynamics. In the sections to come we provide specific examples for the concepts laid out in the theory section and extend the approach to bring solid and fluid modelling concepts together.
TOWARDS MODELLING OF GEOMATERIALS ACROSS SCALES
The above described examples have illustrated the main challenges of multiscale modelling of geomaterials. We summarise the main points: (a) True ab-initio based multiscale modelling is needed in earth sciences but it is often considered beyond the reach of current computational resources. Semi-empirical statistical mechanics based formulations Ref. [4] potentially coupled with a meso-scale thermodynamic variational approach 6 provide an exciting path for the future. (b) A significant drawback of all modelling in earth sciences is that the processes occur on time scales that are not accessible to the laboratory. Consequently, earth sciences suffer from a battle on two fronts. The geodynamic-modelling community prefers a fluid-dynamics view, while the structural-geology and the seismology-modelling community prefer the solidmechanical modelling approach. The obvious next step is to move on from these simple, yet elegant theories, to a more complete geomaterial modelling approach combining both theories and providing the missing link between geomaterial observations at multiple scales. Reference [2] introduced a microstructure homogenisation workflow for upscaling and an irreversible-thermodynamics approach for downscaling. In the following section, we will illustrate this workflow.
MICROSTRUCTURE HOMOGENISATION WORKFLOW
At the microscale, geomaterials generally show significant heterogeneity because they are made of components with different material properties and geometries. Microtomography permits the observation of the 3D internal structure of rocks on micro-to nano-scales. 30 It opens a new way to quantify the relationship between the microstructure of rocks and their mechanical and transport properties.
Reference [31] first gave computations of linear elastic properties from microtomographic images. Their results show good agreement with experimental data. Reference [32] also computed the linear elastic properties of random porous materials with a wide variety of microstructure. Reference [33] analysed the correlation of properties such as diffusivity, elasticity, permeability and conductivity of three-dimensional digitized images of real cellular solids. Some more examples of studying the elastic response of rocks using microtomography include Refs. [34] [35] [36] [37] [38] [39] .
There are two implicit assumptions in the abovementioned studies. The first assumption is that the analysed volume sizes are Representative Volume Elements (RVEs). Since this assumption is often not verified it might cause significant variance in the results of analyses, and different volumes might give different results. The second assumption is that there is no difference in deriving mechanical properties for conservative and nonconservative thermodynamic forces. This is a crude simplification as multiscale, multi-physics geomaterials often have vastly different thermodynamic properties depending on whether they are in equilibrium or far from equilibrium.
Recent work has removed these over-restrictive assumptions, and a comprehensive workflow for the analysis of digital X-ray CT of earth materials 40, 41 see Figure 9 has been developed. The workflow extends the classical X-ray CT workflows through newly developed high-performance computational analysis of (time-lapse) microstructural analysis based on percolation theory. allows derivation of (time-lapse) microstructural characteristics for networks of fluid and solid matrix as well a well defined output of statistical microstructural properties including an identification of the minimum size of the analysis volume to extract statistically relevant average material properties. The workflow is using standard procedures well established over the last twenty years with some new additions. In the following we will focus our review only on the new elements and refer to the literature for in-depth reading. The first step of the workflow is X-ray microtomography, an imaging technique that provides three-dimensional (3D) information on the internal structure of materials (e.g., Ref. [30] ). It is increasingly applied to image and quantify the porosity distribution in rocks (e.g., Ref. [42] ). A microtomographic dataset of the three-dimensional structure of a sample is reconstructed from rasterised radiographic projections that record the attenuation of X-rays in the sample.
Microtomographic imaging is followed by step 1. "Segmentation" in Figure 9 . For segmentation the attenuation pattern is mapped on a Cartesian grid of voxels (volume pixels). Phases with a distinct attenuation, such as pores, can easily be segmented from the patterns (e.g., Ref. [43] ) and the resulting binary voxel distributions form an ideal 3D cubic lattice model for percolation theory. The objective of the segmentation process is to identify a target phase. If the target phase is a solid matrix or a multiphase fluid sample the segmentation and statistical analysis has to be repeated for each target phase in order to derive the load bearing framework, the polymineralic network or the multiphase fluid distribution.
Segmentation provides input for all microstructural analyses based on statistical methods such as percolation theory and similar. We focus in this review on a short presentation of the statistical network in terms of percolation theory. This allows time lapse microstructural characterisation of percolation networks for fluid and solid matrix and well defined output of statistical microstructural properties including an identification of the minimum size of the analysis volume to extract statistically relevant average material properties.
Segmentation is followed by step 2. "Quantitative Analysis" in Figure 9 consisting of the following components: (a) Percolation theory and Hoshen-Kopelman algorithm are used to define clusters and percolation of the target phase. A cluster is a group of sites of the same phase that connected each other and separated from other groups. The mathematical definition of percolation refers to the nature of the connectivity in lattice models. A model is defined as percolating when a cluster reaches the opposite boundaries of the model. Based on the concept of cluster of percolation theory, all individual objects of the target phase are identified in the model. (b) Multi-parameter output, including volume fraction, specific surface area, particle size distribution, percolation, position, size and anisotropy of each cluster. All parameters listed in the above can be calculated in our codes. These parameters give detailed description of the complicate microstructure. (c) Stochastic analysis is used to derive the probabilities of distribution of main parameters in the model and their scale-dependent features. The size of the representative volume element (RVE) can be determined if the probabilities are convergent. RVE's are here defined as statistically representative volumes containing a sufficiently large set of microstructure elements such that their influence on the average macroscopic property (porosity, elasticity, permeability, etc.) has converged. Simulations of properties based on the RVE are deemed to be reliable as they encapsulate the intrinsic material heterogeneity.
Presently a normal micro-CT dataset is 2048 3 . Volumes of 4096 3 are now available and it is expected to be 8192 3 in the near future. With high performance computation techniques of parallelisation and data decomposition, we can deal with extremely large datasets.
For the statistical characterisation of the percolation network computational techniques are used as inputs for homogenisation of the fluid and solid material properties. If the target phase is a pore space the so characterised percolation network lends itself for a computational fluid dynamic computation (step 3. "CFD computing" in Fig. 9 ) with the purpose of delivering a permeability value of the sample. A variety of numerical methods are used for this step such as finite difference, finite element, smooth particle hydrodynamics and Lattice-Boltzmann techniques. For finite element analysis standard preprocessing in step 4. "Meshing" of Figure 9 is required.
The steps 5 and 6 in Figure 9 rely on computational homogenisation techniques generalised for geological systems. They are based on well established concepts for multiscale convergence of microstructure in material sciences 44 with the main difference being that geological processes need to consider additional multiscale and multiphysics couplings on time scales that are inaccessible to the laboratory verification. This adaptation to geological systems is mainly enabled through the application of percolation theory introduced in steps 7-9 of Figure 9 .
Percolation Theory in Real Space
Since its establishment in mathematical physics in the 1950s, percolation theory 45 has been applied to earth science for investigating various phenomena in heterogeneous media, including various flow phenomena in porous media, 46 transport, reaction, diffusion and mineral precipitation, distribution of earthquakes, and mechanical properties. 47 In this section we focus on the application of percolation theory combined with X-ray microtomography.
Fluid flow through pores and/or cracks in solid media is one of the most important topics in earth sciences, with important applications to energy industries and mineral deposits. The prerequisite of fluid flow is the connectivity of voids. Percolation theory describes the global connectivity of models and thus can be used to analyse microtomographic datasets of porous materials. Reference [48] first used the local porosity theory 49 to analyse 3D microtomographic data and compared the pore space geometry of different samples quantitatively, where the local percolation distribution is the probability of pore-connectivity of sub-volumes. Reference [50] developed a program for the analysis of pore connectivity and anisotropic tortuosity of porous rocks. Reference [51] , studied the evolution of porosity and hydraulic diffusivity during weathering of basalt. Reference [40] extended the local porosity theory to consider anisotropic permeability in percolating sub-volumes.
The key parameter in percolation theory is the percolation threshold, which describes the (minimum) porosity of a connected network of pores. 45 The percolation threshold can be derived from a percolation cluster analysis in which a group of face-connected cells forms a cluster. Labelling clusters that belong to a target phase in a segmented microtomography dataset is the process whereby all voxels (i.e., cells) in a cluster are given a unique label. After cluster labelling, each individual structure of the target phase is resolved, including the position, size, and orientation. The percolation threshold can then be determined by analysing percolation in a series of datasets with different volumes as laid out in the theory review. 2 We review here the first applications of percolation theory. In a first attempt to analyse realistic natural geometries with percolation theory, Ref. [52] studied the geometrical percolation threshold of porous media by assuming grains to be overlapping ellipsoids. The authors found the percolation threshold to be ranging from 0.06% to 28.5% for different aspect ratios and ellipsoid sizes.
Reference [53] created virtual permeable microstructural models of hard-core-soft-shell grains and obtained a percolation threshold of 4% for concrete-like porous media. These mathematical models are limited to ideal or special structures. Reference [51] collected a suite of weathered basalt samples with porosities between 3% and 30% and found that 9% is the percolation threshold of the specific weathered basalt. Reference [54] tested cumulates of sea ice single crystals at different temperatures and determined percolation thresholds of (4.6 ± 0.7)%, (9 ± 2)%, and (14 ± 4)% in different directions. For most natural samples, a series of models with different porosity and similar structure is not available. Reference [41] proposed a new method for determining the percolation threshold of natural structures by generating a virtual series of digital samples from a single dataset. By volumetrically shrinking or expanding the pore-structure of the static images, a series of models with similar structures but different porosities are created. The percolation threshold can be determined for each individual structure.
Applied Case Study: Critical Percolation
Phenomenon in a Granitic Shear Zone in Australia This analysis was applied to assess the role of micropores in the deformation of a granite at the base of the seismogenic zone in the continental lithosphere. 55 A deformed
Review granite from Central Australia that has been subject to 400-500 C environment was analysed. The granite is now exposed to the surface so that the shear zone can be sampled and analysed using Synchrotron-based X-ray microtomography ( Fig. 10) . Microtomographic data was used to describe the porosity distribution across the shear zone and interpreted in combination with a classical microstructural study of the evolution of the strained rock.
The analysis with the percolation theoretical approach supported three important discoveries: 55 (1) Porosity evolves with progressive deformation, and different mechanisms contribute to the overall porosity at different stages of the microstructural evolution. In the most deformed rock samples with the finest grain sizes, grain boundary pores, formed by creep cavitation, dominate the porosity architecture; (2) the maximum porosity in the centre is close to but just below the percolation threshold of 5%; (3) Minerals precipitated in the pores evidence synkinematic fluid migration and the redistribution of chemical components on a length scale significantly exceeding the dimensions of pores and minerals (see Fig. 3 in Ref. [56] ).
These observations contribute to explaining fluid flow in interseismic periods at the base of the seismic zone. At the highest strains creep cavities self-organise in ductile shear bands, analogues to ductile failure phenomena in metals and ceramics, [57] [58] [59] and promote fluid transfer over distances significantly larger than individual grain diameters. This behaviour can be best modelled using a damage mechanics approach, and a suitable formulation will be reviewed in the constitutive modelling section. In the next section we will show that detection of the percolation threshold plays an important role in extracting critical exponents and scaling laws for upscaling.
We analyse percolating porosity clusters in the geological hand specimen described in Ref. [55] . Figure 10 shows the specimen together with the locations and labels of subsamples scanned by Synchrotron X-ray microtomography. Note that the hand specimen covers a strain gradient into a highly deformed shear zone. In the centre of the shear zone, the minerals are much more finely grained than at the perimeter, which is an effect of deformation. The fractal dimension d of the pore size distribution in the subsamples can be calculated from the segmented microtomographic data using percolation cluster analysis. The results are listed behind the label in Figure 10 . It appears that a higher fractal dimension exists in the centre than at the margin of the shear zone. According to the energy scaling law 60 the dissipated energy of the fragmentation process of a solid is proportional to its volume to the power of d/3. That implies that the higher the fractal dimension the higher is the dissipated energy. This result demonstrates the link between the fractal dimension, energy dissipation, and deformation. Although it is not a surprising result that the centre of the shear zone exhibits the highest energy dissipation this analysis gives the geologist a quantitative tool to analyse and describe the dissipation. The quantification of the dissipated power is an important diagnostic tool to compare model predictions from constitutive modelling with natural samples.
Other quantities that are of interest and can be extracted from microtomographic data analysis are the anisotropy of permeability in a sample, which is related to the anisotropy of the geometry of percolating cluster. The anisotropy of a cluster is described by an orientation tensor. 2, 40, 61 Still more information can be revealed from the cluster analysis, such as how much pore space is connected, whether non-percolating clusters are oriented or what their specific shapes are. The fractal dimension can also be calculated by additional methods showing self-consistent and scale-independent characteristics. mic Additional information derived from the above rock sample is for instance the size distribution of pores and the volume percentage of different cluster-sizes ( Fig. 11) . This analysis reveals a bimodal distribution of pore sizes which is again a result of the dynamic recrystallisation in the centre of the granitic shear zone.
Renormalisation Using Percolating Theory
Renormalisation is achieved by using the stochastic analysis of the moving window method, and probabilities of porosity, percolation and anisotropy are derived. Reference [40] illustrates the use of percolation theory for the derivation of RVEs. For better comparison with mathematically constructed reference models a synthetic sandstone sample was selected. The excellent agreement between mathematically predicted and numerically estimated values, derived by applying the X-ray CT workflow on the synthetic sample, gave credence to the technique. In this ideal example of renormalisation, probabilities of porosity, percolation, isotropy index and elongation index are all convergent when the sub-volume-size is larger than 400 3 voxels or 1 mm 3 . Thus the RVE size of geometry of pore-structure was determined.
The derivation of the critical exponent of correlation length was investigated in subsequent work using the same synthetic sample. 41 Probabilities of percolation of different sizes and finite-size scaling scheme were used to derive the critical exponent. The critical exponent of correlation length was found to be 0.885, which is very close to the theoretical expected result of 0. 88 . 45 Combined with other scaling parameters, such as the percolation threshold, crossover length, and the fractal dimension, the scaling laws of the sample were identified and the permeability at microscale was proven to be usable for large scale directly, without rescaling.
Asymptotic Homogenisation
The asymptotic computational homogenization method postulates that through a stepwise increase in microstructural cell size the apparent material property can be derived asymptotically. 44 In such a method the material property such as Young's modulus is found to be consistently overestimated (stronger) for a displacement boundary condition (constant thermodynamic flux) while the property is consistently underestimated through the choice of a traction boundary condition (constant thermodynamic force). 2 The solution of such a boundary value problems delivers a lower bound for a constant force boundary while the constant displacement boundary problem gives an upper bound of the work done. When the volume is sufficiently large the two bounds converge. 62 Thus the mechanical RVE size is identified. The limit theorema were initially formulated for specific dissipative elastoplastic systems but they have been shown to be applicable to generalised thermodynamic forces and fluxes. 2, 63 The generic computational asymptotic homogenisation procedure is illustrated in Figure 12 . In the following, applications of asymptotic homogenisation for conservative force and non-conservative force are given.
Asymptotic Homogenisation for
Conservative Forces Since the critical percolation threshold corresponds to a scale-dependent phase-change in the physics of the investigated process, the renormalisation procedure of percolation theory allows a robust assessment of fundamental changes in material parameters and their scaling relationships before and after the critical point. Some parameters are changing exponentially when the volume fraction is approaching the percolation threshold. These parameters include permeability, elastic modulus, yield stress, and more.
We first consider the simple case of non-conservative thermodynamic forces, such as the linear elastic response of microstructures for a carbonate sample from an oil field with a heterogeneous microstructure is shown in Figures 13 and 14 . The classical asymptotic homogenisation procedure of material sciences should be applicable to this class of problems. 44 Note that this consideration is not common practice in geosciences. Much simpler methods such as the Gassmann equation are the current state of the art in geophysics. 64, 65 For sand Fig. 13 . A carbonate sample and the homogenisation of upper and lower bounds of elastic modulus. The bulk porosity of the sample is 26%. Image resolution is 1.85 micron. Input solid elastic modulus is 50 GPa and Poissons ratio is 0. 2. shale reservoirs Gassmann has proven its value. However, for carbonates, which contain more than 60% of the worlds oil reservoirs, 64 one has yet to find a similarly successful technique. Currently, elastic properties used for the detection of these reservoirs through seismic methods still use Gassmann formulation 66 in full acknowledgments that carbonates are notoriously difficult to describe via homogenisation methods. The main problem is the multiscale heterogeneity of carbonates at microand macro-level. At micro-level the grain contacts and inclusions cause heterogeneous mm-scale microstrucure and at macro-level vugs and solution cavities yield cmm scale heterogeneity. We propose here to use the above described workflow in two different stages. In the first stage we use the micro-CT data analysis to homogenise the heterogeneity at micro-level and in a second step (not yet performed) we propose to use sonic logs and borehole images or similar for an upscaling of the next scale using the effective properties derived from the micro-level as matrix properties. Because of the wavelength of seismic waves this would be the main scale of interest. For this purpose we discuss a carbonate sample of a major oil field found through deep ocean drilling and attempt a mm-scale homogenisation procedure (Fig. 13) .
Two criteria are used for cropping volumes in the asymptotic homogenisation procedure: (1) each smaller volume must be a subset of a larger volume; (2) each cropped volume has the porosity close to the bulk porosity, Review i.e., difference is less than 1.0%. For each cropped model, we use the finite element method to analyse the response of displacement and pressure loads, respectively. The following boundary conditions are given:
(1) normal displacement constraint on the surfaces of x = x min y = y min and z = z min , (2) free surfaces on x = x max and y = y max , (3) displacement or pressure load on the surface of z = z max , where min and max denote two end boundaries in x, y and z directions.
Mathematically, this constraint is equivalent to the unconfined compression of a sample with mirror images of the volume in x, y and z directions. The magnitude of loading is small enough to ensure that only elastic deformation occurs. In our model, only the solid skeleton is considered while pores are void and have no strength. Thus only elastic parameters of the solid are necessary as input.
Two kinds of meshes are used for these volumes for finite element computation. Hexahedral elements are used for small volumes of side-length < 100 voxels, which are easy to create and the computing time is acceptable. Tetrahedral elements are used for large volumes, generally for ≥ 100 voxels. This entails extra procedures and manual work but it can dramatically reduce the computation time. For creating tetrahedral element meshes, we considered the balance of keeping the precision and the fineness of the mesh and reducing the computing time. A typical example is shown in Figure 13 . For small volumes the oscillations clearly indicate the limit of validity of the thermodynamic assumption. The lower bound shows stronger oscillation than upper bound, however, the micro-elastic properties appear to converge. For this specific case, the mechanical RVE size can be determined as 200 3 voxels.
Percolation Theory Applied to Non-Conservative Forces
Having identified the micro-mechanical RVE for conservative forces we extend the study to problems with dissipation. We consider Drucker-Prager plasticity of the rock over a mechanical RVE. In order to conduct cohesion and the angle of friction of rock samples, two cases of different pressures are simulated. Using the relationship of y = n tan + c where y and n are the yield stress and normal stress computed from Drucker-Prager plasticity, and c and are cohesion and the angle of internal friction of the rock. With the two groups y and n resulting from model calculations of the macroscopic model c and can be deduced. Numerical simulations with at least two different pressures are necessary to detect cohesion and the angle of friction of the microstructure.
For each case, the stress-strain relationships are computed (Fig. 15) . We label von Mises stress and pressure at the yield point as S y and S n in Figure 15 . The yield point of Case 1 is identified as shown in Figure 15 41 are used to create a series of derivative models with different volume fractions. Then the derivative models close to the percolation threshold are used to simulate the deformation and yielding. With a series of results of yield stress of models, it is possible to fit the critical exponent of yield stress. Figure 16 best fit of the critical exponent of yield stress is 2.3, which is close to the theoretical result.
Example Numerical Upscaling for Westerly Granite
This section summarises an example for numerical upscaling using a classical benchmark material of the rock mechanics community: Westerly granite. [67] [68] [69] [70] In this case study, we investigated the magnitude and longevity of thermal-elastic internal stresses in granite induced by slow burial over geological time scales. 71 It is well known that heating and lithostatic loading of rock lead to high internal stresses. 72, 73 The reason lies in the mismatch and anisotropy of the thermal-expansion and elasticity tensors of the constituent minerals. These material properties may differ by as much as one order of magnitude, and consequently, heating of rocks by several hundred degrees and compression induce internal contact stresses of order 100 MPa. Thermal-elastic internal stresses have mainly been examined in the context of brittle rocks, where they generate micro-cracks. 68 Microcracks affect rock properties such as elasticity, strength, thermal conductivity, and permeability and thus attracted research efforts in the fields of mining, drilling, nuclear waste disposal and reservoir stimulation. 68, 69, 74 Beyond confining pressures of about 100 MPa, reached at ca. 3 to 4 km depth in the continental crust, micro-cracking is largely suppressed. 75 At greater depths, the continental crust of the earth assumes temperatures > 50% of the melting temperature of its main constituents (quartz and feldspar). At these temperatures (ca. 300 C for quartz, usually attained at a depth of ca. 10 km), rocks begin to deform by crystal-plastic, ductile deformation processes such as dislocation and diffusion creep (e.g., Ref. [76] ). It is often assumed that these creep processes relax thermalelastic internal stresses quickly, and hence they are usually disregarded in deformation processes in the ductile crust.
77, 78
Since ductile creep is a slow, time-dependent process, we decided to examine how large thermal-elastic internal stresses can become and how long they are sustained when granite is buried slowly and deeply in the continental crust. Because of the low burial rates and large relaxation times associated with creep processes, these questions cannot be addressed by laboratory experiments. Hence, we resorted to combining physical heating experiments on Westerly granite observed with time-series 3D Synchrotron computed micro-tomography and numerical upscaling. The physical experiments were used to determine the effective material properties of the mineral constituents of our Westerly granite sample. Empirical 2D numerical inversion models mimicking the physical experiments achieved this goal. Finally, the calibrated numerical models were extended to simulating the loading conditions and ductile creep encountered during the slow burial of granite in nature. This workflow is summarised in the following.
Physical Heating Experiment: Time Scale of
Hours, T of 200 C, and p of 0 MPa A mm-scale cylindrical sample of Westerly granite was slowly heated over an interval of 200 C from room temperature and at ambient pressure (see Fig. 17(a) ). The slow expansion of the sample and the formation of micro-cracks were monitored at a resolution of 1.3-micron voxel edge length with a tomograph. Bulk radial expansion and crack statistics were employed as constraints for 2D numerical calibration experiments, which served to determine the material properties of the mineral constituents.
2D Numerical Calibration Experiment: Time
Scale of Hours, T of 200 C, and p of 0 MPa Knowledge of the thermal-expansion and elastic properties of the individual mineral constituents of granite is paramount for estimating thermal-elastic stresses at the grain scale. These properties change with increasing temperature and were estimated with Gibbs energy minimisation 79 or taken from laboratory experiments. 80 These methods presume that the minerals are intact. Our tomograms showed that our sample contained a significant amount of pre-existing intracrystalline pores and cracks (see Fig. 17(a) ), resulting in a noticeable reduction of the undamaged elastic moduli and thermal-expansion coefficients. We used an empirical method for inverting effective material properties, as described in the following.
A horizontal 2D cross-section through the centre of the physical sample was digitised, thus reproducing the actual microstructure of the rock and approximating planestrain conditions (see inset of Fig. 17(b) ). For simplicity, only a quarter of the circular cross-section was modelled. The model grains were simulated as isotropic, homogeneous, linear-elastic materials. However, their surfaces were modelled with contact mechanics, allowing for dissipative grain-boundary cracking. An elastoplastic damage law was employed, constrained by experimental data on the tensile yield strength of Westerly granite. 81 and atomic binding models. 82 The thermal expansion coefficient of quartz is the most important factor for the expansion behaviour of granite. 78 Thus, and for computational convenience, we regarded it as tuning parameter. The thermal expansivity of quartz was reduced linearly across the relevant temperature range while the expansion coefficients of the remaining minerals were decreased proportionally to quartz. We used the bulk radial strain observed in the physical experiment as main constraint (Fig. 18) .
The quality of the fitted calibration model was tested against independent physical experiments on the same material conducted on much larger (cm-scale) samples. 74 Our calibrated model predicted the temperature evolution of the upscaled bulk thermal expansivity of Westerly granite very well (Fig. 19) . In addition, the modelled grainboundary crack behaviour matched independent laboratory experiments well. 69, 83 
Upscaled 2D Numerical Burial Experiment:
Time Scale of Millions of Years, T of 500 C, and p of 670 MPa In the final step, the calibrated 2D model was used to simulate grain-scale thermal-elastic stresses in granite under loading conditions characteristic of geological burial. Therefore, the time scale of the experiment was upscaled from hours to millions of years. The burial model was augmented in two ways: (a) a time-dependent lithostatic pressure was applied to the model surface, and (b) in addition to elasticity and grain-boundary damage, the rheology of the minerals included rate-dependent plastic creep from fairly well established laboratory experiments (e.g., Refs. [84, 85] ).
The results of this case study suggest that thermalelastic stresses can reach magnitudes well in excess of 100 MPa with lifetimes of order millions of years, even at temperatures where ductile relaxation occurs see Figure 17 (b). We thus identified an important potential source for upward-cascading of thermal-mechanical instabilities. This particular upscaling problem highlights the importance of the relative diffusive time and length scales involved in rock deformation problems, here those of thermal and stress diffusion.
MICROSTRUCTURALLY ENRICHED CONTINUUM FOR GENERALISED RATE DEPENDENT SOLIDS
The above described microstructure homogenization workflow provides the basic framework for upscaling of properties of materials with microstructures based on well established theories. We have shown how the quantification of the scale dependence of uncertainties of these material properties can be derived from thermodynamic extrema of minimum and maximum entropy production. However, the complementary approach of constitutive modelling is less straight forward. This is because classical continuum models do not have a length scale and therefore cannot accommodate microstructure. 86 This poses a significant problem as the classical constitutive laws cannot be used without modifications, and the question arises what are the fundamental material properties to be homogenised by the workflow and how do they incorporate the microstructure information. As a prerequisite for using thermodynamic extrema for deriving material properties, we need to ideally close the loop using a constitutive approach that is also primarily based on thermodynamics.
The classical constitutive modelling approach from plasticity theory, which is excellent for deriving constitutive models from controlled laboratory experiments, therefore needs to be extended to being closer to basic thermodynamics and the underlying physics. In classical plasticity, constitutive laws are for instance derived by postulating an elasticity law, a yield function and a plastic flow rule (see Fig. 20 ). The consistency with the 2nd law of thermodynamics is implied either through the orthogonality principle or verified thereafter to validate the resulting incremental relationships. This approach provides an implicit or indirect consideration of thermodynamic constraints.
Over the recent years, an alternative approach has matured, which uses a direct consideration of the thermodynamic principles. [87] [88] [89] [90] [91] We have already briefly discussed the concepts in the theory review. 2 In the following, the key ideas are summarised in further detail. We begin with the local, weak form because the integral of the strong form already encapsulates the Min/Max theorema of entropy production that arises because of the path dependence. Consider the first law of thermodynamics:
where dU is the differential internal energy, W tot is the increment of work done and Q the heat supply to the system. In full analogy to the comment on path dependence in the strong form (Ref. [2] ), we emphasise here that the increments of work and heat are not complete differentials while the internal energy is a proper differential. The second law of thermodynamics states that:
Note that the total entropy differential dS tot = S rev + S ir is a complete differential while the irreversible entropy S ir and the entropy flux on the boundaries S rev are incomplete differentials. Since S rev ≡ Q/T , the second law can be rewritten as S ir ≥ 0. Likewise, by using the definition of the internal energy, we can relegate the path dependence to the irreversible entropy differential S ir or its time derivative, the irreversible entropy productioñ S ir . This is an important constraint for the uncertainty of the system expressed in the incomplete differentialS ir . Another important finding is that, in the non-isothermal case, we have to track the total entropy production in a non-isothermal system.
Substituting the internal energy in Eq. (3), we obtain the classical equation for the rate of work done in the system: is composed of a recoverable and a dissipative term described by the rate of Helmholtz free energy plus the work associated to the entropy production. The dissipated work rateW diss is again composed of a work rate related to the net entropy change of the system through fluxes on its boundaries plus the internal irreversible entropy production inside the volume. In a classical mechanical analysis, it is often assumed that the process is isothermal, hence T = constant and the work term corresponding to the change of the total entropy of the system S totṪ = 0. In either case, isothermal or non-isothermal, we are left with a complete thermodynamic description where the total work ratẽ W tot can be described by two potential functions, the free energy production plus the dissipation potential.
This opens the way for direct consideration of thermodynamic constraints leading to the proposed development of constitutive models for microstructurally enriched continua. The procedure originally suggested for rateindependent materials 90, 91 is as follows: first, postulate a Helmholtz free energy function˙ i ; second, postulate an internal source of dissipation
=S ir (note that in addition to the dependence on the state variables i the dissipation function can depend on the rate of change of internal variables˙ i ); third, deduce the yield function and thereby implicitly the elasticity law, hardening rule and flow law.
We first assume the dissipative potential
to be rate-independent, so homogeneous to first order in the internal variables i . We can use Euler's Theorem and write the dissipation:
where the dissipation is the product of a stress q d = i ˙ i / ˙ i (sometimes called generalised dissipative stress) and a generalised strain rate˙ i . In the same way we identify the fraction of the rate of work done (released) for the dissipation by the Helmholtz free energy as:
where i / i is identified as the generalised stress anḋ i is the generalised strain rate. We note that there is no dissipative power without commensurate rate of release of Helmholtz free energy:
for every˙ i = 0. This is also known as Ziegler's orthogonality or the maximum entropy production principle. As proposed by Ref. [90] , the roles of the incremental change of Helmholtz free energy i / i (generalised stress) and the rate of change of the state variable˙ i (generalised strain rate) can be interchanged by a Legendre Transform to give the yield function y i :
where is a non-negative multiplier. Taking the time derivative of the yield function, we obtain the flow rule:
In consistency plasticity the constant is classically evaluated through the consistency and loading condition Review y = y = 0, ensuring that the stresses do not exceed the yield surface. Later on, we will describe an alternative formulation where stresses are allowed to exceed the initial yield surface. This formulation is called the overstress plasticity formulation.
Both formulations enable so-called enriched continuum formulations with the direct consideration of dissipative processes and their energy feedbacks. Such feedbacks may lead to localisation of deformation into narrow shear bands with a small but finite width. Other than describing the homogenisation of the material microstructure, the enriched continuum model embeds a characteristic material length scale that acts like a localisation limiter. The material length scale is, in the above described formulation, directly based on the consideration of the internal energy interactions and dissipation through the microstructure. An example was given in the theory review 2 where, for instance, the energy incorporated in rolling and sliding mechanisms of granular media reveals that shear bands are formed due to the rolling component, with their thickness varying with the rolling resistance. Much like in the case of the partial melts (see Fig. 5 ), where a length scale emerges out of hydro-mechanical diffusion, a new diffusive mechanical length scale emerges. In classical enriched continuum formulations, the shear band width can be shown to depend on the size of the individual grains, which affects the momentum diffusion. We have discussed that the energy considerations also reveal a rate effect not described by the classical Cosserat theories. Because the rates of processes play an important role in earth science, we will focus on the presentation of the various effects of rate sensitivity on localisation phenomena in the following.
COMBINING SOLID AND FLUID DYNAMICS FOR GEOMECHANICS
In order to introduce rate sensitivity, we review the different solid-mechanical and fluid-dynamic approaches. We will summarise two theories describing this transition, consistency plasticity and overstress plasticity. We also highlight their relationship and introduce the fundamental thermodynamically inspired strain-rate decomposition.
Definition of a Solid versus a Fluid RVE
First, we define the fundamental difference between a solid and a fluid in terms of the overall mechanical behaviour of a RVE. In the microstructure homogenisation workflow, we have discussed the statistical description of distributed networks, percolating or not, of an arbitrary volume of rock. We can use percolation criteria to define solid and fluid behaviour if we consider the material network to be made of force chains 86, 92 that can be pictured as small solid connector rods (hereafter called skeleton) in one subvolume of the RVE. At the level of the RVE, a solid is then defined by the case where percolation of the force chains through the considered volume occurs, i.e., the force chains are connected from one end of the volume to the other, and the force chain network can support an applied stress. When the force chains on the level of the RVE are not connected (no percolation), and the material defining the force chains (solid skeleton) is unable to support an applied stress. The material must react to this stress by flow and is, at the scale of the RVE, called a fluid. A solid may turn into a fluid through the application of a load by breakage of the force chains.
In order to describe this difference in mathematical terms, we use the formulation of Love 93 of an effective stress tensor of the RVE¯ ij acting on a RVE of a 54 having a sub-skeleton of radius R, and sharing the forces across the set N of the contacts:
where V RVE is the volume of the RVE, l c i ≈ R is the vector connecting the centres of each two contact skeleton materials and f c j the force acting on the contact. We use the Terzaghi relation 2 of the effective stress ij =¯ ij and the total stress tensor ij ij = ij + bp f ij (13) where p f is the fluid pressure, ij Kronecker's delta and b Biot's coefficient. For convenience we describe the problem by the strain rate tensor˙ ij through the velocity field of the solid skeleton V s k , which is related to the fluid phase velocity through the consistency relationship.
In Eq. (41) Assuming a smooth function of the effective stress, temperature T , and additional internal variables k , we can write the constitutive behaviour of the material as:
Further assuming, without loss of generality, that the deformation is isothermal at a temperature T 0 and at microstructural steady-state, k = 0 k , a Taylor expansion of Eq. (16) around the effective yield stress Y yields: (17) Review
Solid-Fluid Overstress Plasticity versus
Solid Consistency Plasticity The leading order of the linear expansion of Eq. (17) leads to the classical consistency plasticity formulation:
where stresses cannot exceed the yield surface. Consequently, all the evolution parameters such as plastic hardening and softening are tied to an evolution of the yield surface and thus an evolution of the elasto-plastic modulus C ep ijkl . The latter is commonly derived from laboratory experiments and not from considerations of the physical dissipation mechanisms.
By considering the higher order terms of Eq. (17), the stress can exceed the yield surface, and the description of the physics of the dissipation processes can be captured. This is also known as overstress plasticity 95 where ij > Y , ij is not an increment any more but it represents the overstress ij = ij − Y . This approach allows departure from the theory of solid mechanics: areas that exceed the yield stress are deforming in a manner defined by classical fluid dynamics.
Near the yield stress the two approaches are identical. However, the important difference is that after yielding the consistency plasticity approach lumps the non-linearities of the material response into the hardening modulus, whereas in overstress plasticity the stress-strain increment response is directly implemented in rate form. Classical solid mechanics deals with the fluid-like response after yield as if it were a solid (consistency plasticity) while in overstress plasticity a dual material behaviour can be considered: solid before yield and fluid after yield.
SELECTED APPLICATION TO PROBLEMS IN EARTH SCIENCES

Compaction Bands: HM Coupling
We start with a discussion of the possible effects of fluid dynamics properties of materials without consideration of an enriched continuum model to illustrate the important effect of rate dependence in Geology. For simplicity, we only consider hydromechanical coupling and investigate whether rate effects of this coupling can lead to localisation phenomena. We also investigate whether a characteristic length scale related to the spacing of these localisation bands emerges. We ignore the energetic processes within the localisation band and do not wish to solve for the width of the localisation band itself. We have presented in Ref. [2] compaction bands in sedimentary rocks, which can be explained by classical constitutive theories. The solution presented here elaborates on a possible alternative model (Fig. 5) , where the same observations can be derived from fluid-dynamic rate effects alone.
Bifurcation Criterion
Since compaction bands (CBs) are caused primarily by material non-linearities, current models for mechanical compaction focus on the behaviour of the solid matrix.
Common mechanical driving forces of compaction include grain breakage, 96 bond breakage, 97 pore collapse and pressure solution [98] [99] [100] [101] under a compressive loading. A frequently used criterion for the formation of CBs as a nonlinear response (bifurcation) of the skeleton to mechanical loading was given by Ref. [102] , as an extension of the bifurcation theory used by Ref. [103] . A rate-independent elasto-plastic material, obeying a standard stress-strain incremental response of˙ ij = C ep ijkl˙ kl , would according to this criterion show material bifurcations in the form of localised deformation if the determinant of the acoustic tensor (L jk = n i C ep ijkl n l , n i being the unit vector normal to the localisation band) is zero. This provides non-trivial solutions to the eigenvalue problem L jk u k = 0, u k being the tensor's eigenvectors. 102, 104 Through this criterion, areas of shear-dominated localisation (shear bands) and volumetric-dominated localisation (compaction or dilation bands) are identified, as functions of the loading conditions and the material parameters (Fig. 21) . Since this criterion provides the conditions for the onset of a single localisation band, recently Ref. [105] extended this continuous bifurcation theory 103 to discontinuous bifurcation, in order to account for the formation of a discrete, periodic set of compaction bands.
The response of a saturated porous medium to mechanical loading entails expulsion of the fluid from the porous matrix, controlled by its hydraulic diffusivity. Hence, when the aforementioned bifurcation criterion is extended to a saturated elasto-plastic material, it provides the necessary hydromechanical conditions in 2D loading for periodic dilating and contracting instabilities, either in the form of layered strips or checkerboard cells (Vardoulakis 106 Fig. 21 . Yield envelope in generalised stress space p -q. This study focuses on the area of compactions bands and uses the concept of overstress for loading paths exceeding the yield stress. Insets: failure modes for shear and compaction bands. Reprinted with permission from [109] .49) ) as an extension of the eigenvalue problem related to the acoustic tensor. The new, hydromechanical problem consists of the eigenvalue problem A ij u j = 0, where A ij is an augmented tensor including the acoustic tensor L ij and the hydromechanical properties, whereas the eigenvector u j includes the pore pressure.
When applied to simple uniaxial compression of a saturated elasto-plastic material, this method reveals that layered instabilities, emerging in the softening domain of the --curve of the material, correspond to a regime where pore fluid pressure obeys a backward-in-time diffusion equation (see Ref. [107] , Section 5.8.2). Backward diffusion is known to be a mathematically ill-posed problem, which is usually regularised by resorting to viscous and/or gradient considerations. 108 
Failure Pattern
It is well known from biaxial and triaxial experiments that shear bands are pairs of inclined localisation bands, appearing in the shear band area of Figure 21 and dipping at Arthur-Vardoulakis angle 110, 111 as defined in Eq. (6) of the theory review. 2 When loaded in the compaction band area of Figure 21 , CBs will form in an almost horizontal direction (perpendicular to the maximum principal stress, here set to the axial stress zz ), as denoted in the inset of Figure 21 (see for experimental evidence Baxevanis et al. 104 Fortin et al. 109 Oka et al. 112 ). Thus, although deviatoric stresses are required to cause pure compaction, the failure mode involves negligible shear deformation, as measured by Ref. [112] .
We may therefore calculate the incremental mechanical dissipation for this failure pattern, (19) to deduce that it is a manifestation of volumetric (and, more specifically, of axial) deformation since W p ≈ zz zz . These considerations indicate that the basic physics of failure in horizontal compaction bands could be approximated by a simple 1D model of uniaxial compression.
Model Formulation
In order to cast these concepts into a simple mathematical model, we consider an infinite slab of height 2H consisting of a fluid-saturated, porous geomaterial subjected to uniaxial compression. We define the stress increment above the initial compressive yield stress Y needed to cause the first emergence of CBs as the overstress zz = zz − Y , where zz > Y (see the branch B-C of the overstress definition in the triaxial space in Fig. 21) . In this framework, we ascribe a viscoplastic response to the solid skeleton, given in the lines of the overstress plasticity presented by Ref. [95] . If CBs form at zero or negligible overstress, the mode of deformation is interpreted as brittle failure. On the other hand, if the overstress admits a nonzero value, CBs are formed in the ductile (cataclastic flow) regime. For further simplification, compressibility of fluid and solid skeleton and inertia are neglected. Compressive fields (stresses and strain rates) are negative in this study.
Stress Equilibrium
Stress equilibrium in the z-direction, combined with Terzaghi's effective stress zz = zz + p (p > 0 whereas zz zz < 0), provides
The volumetric strain rate always has the same sign as zz (to satisfy the second law of thermodynamics).
Mass Balance Considerations
In a porous medium, we define the partial stresses 1 = 1−n s and 2 = n f of the solid and fluid phase, respectively, n is the porosity, and s and f denote the densities of the solid skeleton and the fluid, respectively.
In the 1D setting considered the mass balance equations for each of the phases (refer to Eqs. (9) and (10) in the theory review 2 ) reduce to the following expressions, when incompressible solid and fluid are considered (i.e., when s = const and f = const ): 
where p is pore pressure,˙ v the (compressive) volumetric strain rate, f the viscosity of the fluid (in Pa · s), and k the permeability, assumed constant in this study as commonly done in consolidation theory. 107 The assumption of constant permeability is adopted here since this work is limited to the study of the failure pattern (onset of failure) rather than the post-failure behaviour of the system. In the general case where permeability, being primarily a function of the porosity, varies in space, Eq. (25) reads:
Hence, the assumption of constant permeability considered in this study (Eq. (25)) implies that CBs emerge in areas of extremum (minimum or maximum) values of permeability, where k z / z = 0 holds.
Fluid-Dynamic Instabilities Through
Rate-Dependent Material For the 1D formulation we assume that the solid mechanical problem is solved, and the orientation of our 1-coordinate system is selected according to the elastoplastic characteristics for a potential solid-mechanical compaction band following the approach of Ref. [102] . Having identified the potential solid-mechanical framework we can, with the overstress formulation, neglect the role of elasto-plasticity and focus on the fluid dynamic solution. This analysis allows us to investigate whether through the consideration of a viscoplastic branch new solutions can emerge, which through the consideration of the factor time, allow fluid dynamic instabilities to occur at lower (over)stresses than predicted by the solid-mechanical solution. Therefore, we accept rate-dependent (viscous) regularization, by correlating the plastic volumetric strain rate to the overstress through a general viscoplastic power law of the form (27) where is the creep parameter (in s −1 ) and ref a reference stress-like quantity, the loading strain rate at the boundary where loading n is applied, iṡ (29) where n and˙ n are reference quantities for the overstress and strain rate at which rate dependent behaviour is validated, here set equal to their values at the boundary, ensuring clarity in the mathematical treatment.
Note that the effect of poroelasticity was neglected in this study, in order to emphasise the conditions for the appearance of spatially periodic failure patterns that can potentially emerge in the fluid dynamic regime. We have shown in Figure 5 an example where a fluid dynamic length scale known as the compaction length may be interpreted as a criterion for periodic instabilities. This would allow a much richer solution space where upon neglect of the rate dependence solid mechanical compaction bands emerge, while for the consideration of rate dependence both solid and fluid dynamic instabilities are possible.
Reference [113] calibrated the rate-dependency equation Eq. (27) through isotropic compression data, at various strain rates. They deduced that the creep parameter should incorporate the void ratio e, following = 0 /1 + e, and that the rate sensitivity exponent m should be correlated with the slopes of the virgin compression and recompression curves. Based on this definition, we may obtain that m > 1 5 for mudstones, 112 m ∼ 10 for porous sandstones 113 and m ∼ 100 for kaolinite clay.
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Although phenomenologically introduced, we need to note that the assumed rate-dependency reflects the importance of the textural composition and mineralogy of the earth materials, arising through the presence of even the smallest clay fractions, as well as micro-mechanical processes like grain angularities inducing rotations and wear, grain breakage, bond breakage, pore collapse and pressure solution at soft rocks. When upscaled, these micromechanical properties yield the necessary rate effects to regularise the problem.
115, 116
Mathematical Considerations
By combining Eqs. (25), (20), (29) and assuming that our material is homogeneous and isotropic (hence Y is the same across the height of the specimen), we obtain the dimensionless effective-stress equation:
Hydraulic Diffusion in the Plasticity Regime
The parameter involves the ratio of the characteristic rates of the problem at hand, namely the loading rate (strain rate˙ n ) over the diffusion rate of the pore fluid within the specimen of height H when subjected to loading n . The diffusion rate is given as the inverse of the characteristic diffusion time
Review
Note that the rate t −1 D is indeed the ratio of the modified, poro-plastic hydraulic diffusivity of the medium c V = k n / f (in absolute accordance with the classical poro-elastic expression c V = k K/ f , K being the bulk modulus of the specimen) over the height H over which the load is applied.
This modification of the hydraulic diffusivity means that the hydraulic diffusion time (32) is not a material property (as in classical poro-elasticity), but is mainly controlled by the applied overstress. 2 ) sample would have a very small diffusion time (t D ∼ 10 −2 sec) for large overstresses, of the order of the bulk modulus ( n = 1 GPa), whereas the same sample would have a very large diffusion time (t D ∼ 10 2 sec) for small overtstresses ( n = 100 kPa).
Hence even for high permeability values, such as 1 Darcy, and for realistic laboratory conditions where usually the applied overstress does not exceed 1 MPa, the hydrodynamic control turns the problem considered as elastodynamic instability (expressed through the acoustic tensor's eigenvalue problem) into a creeping flow problem controlled by the dissipative properties and time scales defined above. In the present context, this transition is expressed through the dimensionless parameter (Eq. (31)). When 1 the specimen is loaded in the elastodynamic domain, since the loading rate is lower than the diffusion rate and the specimen has the time to diffuse away any pressure variations induced by the loading conditions. At the other extreme, in the creeping flow regime where 1, the loading rate is faster than the diffusion rate, pore pressure variations cannot be diffused away and overpressure can be produced in the specimen leading to hydro-mechanically induced failure in the form of CBs.
Analytical Solution
The solution of Eq. (30) depends on the value of the rate sensitivity coefficient m. For all m > 1 (strong ratedependency), the solution for is non-trivial, presenting singularities, as common for this class of equations (see Appendix A of Ref. [117] and literature therein for the uniqueness and characterisation criterion of diffusionreaction/absorption equations). For integer values of m < 4 this equation admits closed form solutions. For the sake of mathematical simplicity we focus in this text only on the relevant solutions producing CBs for strong rate-dependence, under drained loading conditions and choose without loss of generality a power law exponent of m = 3 and drained boundary conditions ( 1 = 1 and d /dz z =0 = 0). The analytic solution of Eq. (30) is 118 and ı is the imaginary number.
Rate sensitivity m Solution
where Icn is the inverse Jacobi CN function and C 2 the solution of the transcendental equation 1 = 1. Refer to Table I for solutions to other exponents m.
Compaction Criterion
For strong rate-dependencies, m = 3, the profiles of the normalised effective stress depend evidently on the parameter appearing in the solution. From the plots of Figure 22 we may notice a complex response, providing a multiplicity of singularities for the normalised effective stress as increases. It has to be noted that for small values of (approximately < 13) the effective stress profiles present a smooth solution with a minimum at the origin (z = 0), as shown in Figures 22(a) and (b) . Past the point > 13 the effective stress presents multiple singularities, the number of which increases with . When the rate of loading is significantly larger than the rate of hydraulic diffusion (i.e., when 1) the pore fluid can be trapped inside the porous matrix and force the medium to periodic patterns of hydraulic compaction acting as fluid flow discontinuities.
The reason for the emergence of CBs is given by the mechanical compaction outpacing the fluid diffusion. In order to describe it mathematically, we retrieve from Ref. [118] (Eq. (16.5.7) ) that in Eq. (33) stress tends to infinity when the argument of sn becomes equal to ıK ı , K ı being the complementary complete elliptic integral of the first kind. In our case this would mean that CBs appear when = cr , where
and K ı − K ı = 1 31ı whereas cd is Jacobi's CD function. The expression cr of Eq. (34) presents a minimum min cr = 12 7 at z = 0 52, in accordance with the stress profile depicted in Figure 22(c) . For all ≥ min cr stress singularities (CBs) will appear at different z points, verifying the results of Figure 22 .
From the definition of , Eq. (31) this gives us directly the criterion for the onset of periodic CBs which iṡ A diagnostic element for geological applications in the field is the spacing h between the CBs as annotated in Figure 22 (d). Although not periodically placed across the specimen, the CBs divide the space into equal layers of distance h (Figs. 22(b) and 23) , since as annotated in Figure 22(d) , h 1 + h 2 ≈ h. As a consequence, h is then defined as the inverse density of bands, h = H/N C (Fig. 23) , or: 
Application to Field and
Experimental Observations When applied to the field and experimental observations, we can draw some conclusions from the observed quantities. Table II lists the average values of permeability, distance of the CBs and fluid viscosity for a series of field examples and laboratory experiments. Notice the absence of further information on the rate sensitivity of the materials and the time of formation of the CBs in the failure patterns reported from the experiments and field data. Due to this fact we use m = 3 and accept the monitored CBs patterns as "first generation" CBs thus assuming coeval formation of the patterns. Since the present model doesn't allow for time evolution of the pattern, we can only model the CB pattern formed initially (first generation of CBs) and exclude later formations from post failure loading. Hence, as the materials could deviate from m = 3 and the monitored patterns could include CBs of several generations, the inferred values of the loading conditions could only be qualitatively assessed to deduce whether failure took place in the brittle or the ductile (cataclastic flow) regime.
We start by comparing the results from Eq. (36) versus controlled laboratory experiments on Diemelstadt 119 and Bleurswiller 109, 119 sandstones listed as rows A and B respectively. The experimental conditions were at room temperature and the specimens were saturated with ionized water of a viscosity 10 −3 Pa · s, the failure mode was Review Table II . Laboratory (rows A-C) and Field (D-G) examples of CBs. The first column lists input parameters permeability and viscosity as measured, the second column shows loading conditions, the applied overstress and loading rate, and the last column shows the distance between CBs. The parameters shown in bold are those inverted from Eq. (36) for each case study. The theory both agrees well with experimental observations and provides reasonable magnitudes of overstresses. The application to the field provides conclusive insights into the source mechanics and rate of deformation. Under a time independent mechanical approach (rows D and F) we expect extreme loading rates that would generate a high-energy end member as a result of the imposed overstress. Our approach clearly shows that if geological time is given for the formation of CBs they can also be the result of smooth loading conditions with extremely low overstress (rows E and G). brittle (negligible overstress according to our definition) and the spacing between the discrete CBs was measured h = 1 7 mm for Diemelstadt and 2 cm for Bleurswiller. To showcase the application of the theory under strong rate dependency (m = 3) we use the parameters given in Eq. (36) to calculate the exact numerical value of the overstress, resulting in n = 6 · 10 −4 Pa and 0 2 Pa, respectively.
Thus we infer that the failure pattern takes place immediately after the applied stress exceeds the yield limit, in accordance with brittle deformation. In row C we compare the model with a ductile water-saturated diatomaceous mudstone. 112 The sample was loaded at fixed strain rate 10 −6 s −1 . The ductile specimen formed CBs at the coordinates z 1 ≈ 0 35 H and z 2 ≈ −0 4 H (see specimen CD5 in Ref. [112] . When the overstress is inverted from the assumed parameters to be 0 4 kPa, we reproduce the observed pattern of CBs obtaining compaction at z 1 2 = ±0 4 H. Since the model is one-dimensional, it does not include information on the propagation velocities of the CBs. As a result the failure pattern is appearing to form instantaneously, which is not the case as shown by Ref. [122] .
Our simple model therefore provides inverted values of the overstress that are consistent with the laboratory observations. Classical, purely mechanical models, without time considerations, require much higher driving stresses. [120] ), comparable to the ones met in major earthquake events (Ref. [123] ). With these inferred values and the parameters measured in the field 119 we can use Eq. (36) to estimate the required strain rates for the mechanical compaction to outpace the fluid diffusion from the CBs. The required strain rates calculated to accommodate such high stress events, generate the observed pattern of CBs and provide the necessary strain energy release to match the compaction energies calculated are all of seismic nature and would indeed interpret CBs as extreme, short events.
Given that there is no grain crushing observed in the field sites of CBs 120, 124 the mode of solid deformation is described to be a rearrangement of grains with minor grain cracking. Based on these observations we infer that the formation of CBs may not be necessarily an extreme event.
Using the above described model with an upper limit of geological strain rates lower than 10 −4 s −1 (rows E and G) the required overstress for the observed spacing in the field examples is of the order of 1 kPa. For even lower strain rates maintained over a long geological time scale, overstresses of the order of Pa or less may even be sufficient to generate CBs. This suggests that under geological loading rates CBs maybe a more common feature than previously thought.
The examples in the Table II arguably can be explained both by classical solid mechanical CBs 102 as well as their fluid dynamic counterparts. 19 The selection of the style of material instability is simply governed by the rates of deformation. If the sample is loaded rapidly as it is done in the laboratory the preferred solution is the solid mechanical CB. However, if the sample is loaded slowly as in nature the fluid dynamic instability may be preferred. The example shown in Figure 5 illustrates an extreme case which strongly supports the dominance of a fluid dynamic instability in a natural deformation case. This is the case of a partially molten rock (migmatite) where a solid mechanical instability seems unlikely as the solid skeleton cannot support a stress owing to the percolation of the melt phase expected from considerations of the wetting angle on grain boundaries. In such cases the overall RVE is better described by the viscosity of the melt 17, 18 and the fluid dynamic compaction band is the preferred explanation.
Shear Zones: Formation and Evolution of Faults
Here we show how the consideration of rate effects can lead to strong weakening effects during the formation of lithosphere-scale shear zones. 125 For this we consider the role of fluid filled voids inside the solid rocks and their thermo-mechanical couplings. For simplicity the role of the fluid is assumed to be passive, i.e., simply acting as a void filling in stress equilibrium with its surrounding rocks. The voids are considered to be generated by a variety of micro-mechanisms, and their overall effect on the matrix is considered by damage mechanics. We show how the thermodynamic approach can be used to derive the incremental relationships. We also show that the regularisation of the problem is only achieved by the additional coupling to the shear heating instability which controls the width of the shear zone by the thermal diffusion length. By analogy any other of the THMC feedback can control the shear band width if the problem time and length scales are such that the diffusional problem is governed by other length scales such as hydraulic diffusivity or chemical diffusivity.
Creep Fracture with T(H)M Coupling
In the following we review the construction of a particular lithospheric damage mechanics model based on the new findings reported in the microstructure analysis workflow for the sample shown in Figure 10 . In this sample the centre of the shear zone is characterised by creep cavities that are dynamically self-organized in ductile shear bands, analogues to ductile failure phenomena in metals and ceramics. [57] [58] [59] In earlier models of lithosphere rheology [126] [127] [128] [129] it was shown that shear heating feedbacks have considerable influences on stress and strain localisation. These localisation bands appear as kilometre-wide shear zones dissecting the lithosphere. Thermal-mechanical feedback is reported to weaken the lithosphere by at least a factor of four compared to the classical values derived from consistency plasticity approaches without feedback. The shear heating feedback, therefore can weaken the lithospheric plate sufficiently such that they can deform in response to natural forces available from slab pull or rigid push estimates. 130 The shear heating weakening mechanism works very well for materials with high activation energy such as mantle rocks where olivine minerals are the main mechanical constituent. 63 However, in the granitic crust 131 where quartz and feldspar dominate the rheologies, the shear heating weakening and localisation effects are not enough to explain geological observations. The discovery of grain boundary voids observed in granites deformed under natural conditions 55 gave first geological support for a ductile dilatant damage mechanical weakening effect. Dilatant damage was first proposed as a solution proposed to solve the problem of fluid transfer through the ductile realm. 132 The early model was showing the possible effect of ductile void growth using the classical Gurson criterion for ductile fracture and later extensions thereof. [133] [134] [135] Similar to the ductile fracture hypothesis of the lithosphere, damage mechanics 58, [136] [137] [138] was also proposed as a suitable model for instabilities in the brittle crust, 139 with poroelastic 140 or visco-eastic extensions. 141, 142 Although suitable for the study seismic events or wave propagation in geological structures under small perturbations, such models do not allow for plastic and visco-plastic analysis where permanent deformations play a crucial role. An alternative model that was entirely based on a fluid dynamical approach was proposed. 125, 143 Both brittle/ductile fracture modelling and fluid dynamical approaches include important elements but failed to completely reproduce the field findings from Ref. [55] which clearly indicate that the void growth and coalescence cannot be modelled with an ideal plastic mechanism, but rather needs to explicitly consider the effect of time to accommodate the grain boundary sliding mechanism with a pore fluid derived from precipitation dissolution reactions in the central part of the shear zone. On the other hand, the percolation analysis discussed in Figure 10 also revealed that the shear zone as a whole behaves like a solid. Although being close to the percolation threshold, defining the boundary of solid and fluid dynamics, it does not breach the solid state in the integrated geological record except perhaps for sudden fluidisation events in the very centre of the shear zone during creep fracture. 56 Hence we cannot model the shear zone simply as a fluid dynamic instability but must consider a dual material behaviour. An elasto-visco-plastic solid mechanical approach needs to be incorporated for a formulation of void nucleation and coalescence dominating the long term response of geological materials. If we are interested in the short time scale phenomenon during fluidisation, the formulation needs to be also able to capture events that may lead to a fluid-like state in the centre of the shear zone. In the following section we will first discuss the long time scale phenomenon and formulate the solid mechanical development of the shear zone. The chemical evolution inside the shear zone will be discussed using a different example.
The following section serves as a specific example for implementation of an additional thermodynamic state variable (here the creep damage parameter D) into the overstress plasticity approach. As the theoretical formulation is suitably generic, we will focus only on the procedure of formulating a thermodynamic force (here the damage force Y ) and the associated thermodynamic flux (here the damage fluxḊ) of the particular state variable chosen. Details on the numerical methods will not be presented and the reader is referred to the cited literature.
Thermo-Mechanical Background
This problem is an ideal showcase for the implementation of the thermodynamic framework 91 to develop the continuum damage mechanics of geological materials subjected to thermo-mechanical loading. 144, 145 We use the thermodynamically derived additive decomposition of elastic and plastic strain rates (Eq. (15)) and limit ourselves to the Review theory of small deformations. The integration procedure presented here works equally well in case of large transformations, as described by Ref. [146] . As stated in Section 6, the specific Helmholtz free energy can be expressed in terms of observable variables (such as strain, ij , and Temperature, T ) and the internal variables (such as damage D, elastic strain, inelastic strain and other dissipation quantities, which we ignore in this study): e ij T D . Hence, the specific internal energy can be expressed as follows:
where s denotes the specific entropy. In addition, using the local form of conservation of energy shows that:
where is the material density, q T k is the heat flux vector, and ij is Cauchy's stress tensor. The above equation summarises the first principle of thermodynamics in its local form. It shows that the local internal energy is equal to the internal work augmented with the local heat production and transfer. Combining Eqs. (37) and (38) results in:
The above expression along with the local form of the second principle of thermodynamics results in the following Clausius-Duhem inequality:
The above inequality states that the rate of irreversible entropy production is always positive. By using the dependencies of Helmholtz free energy on the state variables of the problem, it can be seen that:
Therefore, using the additive decomposition of strain, Eq. (40) can be rewritten as follows:
As the tensor products involved in Eq. (42) have to hold for every admissible process, the following relationships can be obtained:
These considerations simplify Clausius-Duhem's inequality (40) . The remaining terms state that energy dissipation is locally positive:
In addition, combining Eqs. (38) and (43) results in the following equation of local entropy variation:
From Eq. (43b) and the dependencies of Helmholtz free energy it can be seen thaṫ
With the cross derivative in the above equation and considering only the second order derivative terms with respect to time at fixed volume we obtain: Tṡ = −T 2 / T 2 Ṫ = C vṪ , where C v is the heat capacity at fixed volume. These simplifications lead to the equation of heat transfer which is often expressed as follows:
where we used the Fourier law q T k = − T such that is the thermal conductivity. We also expressed the thermodynamic force of damage (triaxiality) as: Y = − / D , which is a scalar in the current study as we consider isotropic materials. Apart from the equation of conservation of energy, understanding the behaviour of geomaterials requires solving the following equation of mechanical equilibrium:
The constitutive behaviour of geomaterials considered herein is damageable elasto-visco-plastic. The elastic component is linear and isotropic which means that Eq. (43-a) reads:
where C ijkl = K − 2/3G ij kl + G ik jl + il jk is the fourth order elasticity tensor of the damaged material, K is the bulk modulus, G is the shear modulus, ij is Kronecker's symbol, and i j l k are indices representing the Euclidian directions. For simplicity, we use Lemaitre and Chaboche's 136 description, such that C ijkl = 1 − D C 0 ijkl describes the relationship between the damaged and intact behaviours. Note that this is not the unique option as explained in details by Refs. [139, 142] . Hence the thermodynamic force, Y , associated with damage evolution is given by:
where p = 1/3tr ij is the hydrostatic pressure, and eq = 3/2 ij ij is the equivalent stress.
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From Dissipation to Flow Rules
As stated in the last section, we assume that the behaviour of geomaterials at high temperature is elasto-visco-plastic associated with continuum damage mechanics. Implementing this behaviour requires the introduction of a regular potential of intrinsic dissipation ij Y , which depends on the thermodynamic forces which contribute to dissipation. An additive decomposition can be used to account for the contributions of visco-plastic deformation and damage mechanics:
The principle of maximum dissipation along with the the above constraint shows that:
The behaviour is considered associated in this particular study. This means that the elasticity envelope (or the threshold delimiting the elastic behaviour) coincides with the inelastic deformation up to an additive constant. Therefore, it can be stated that the plastic potential g is defined by: (53) where˜ is an invertible function relating equivalent stresses to equivalent strains,˜ eq = eq / 1 − D is the effective stress, and˙ in = ˙ p ij˙ p ij is the equivalent inelastic deformation. By denotingˆ eq = ˜ eq − 0 , where 2 x = x + x , we can express the invertible function of viscous behaviour as follows:
where A q (q = d p) are the pre-factors of the diffusion and dislocation mechanisms respectively, Q q are the activation energies, g d denotes the grain size, and R the gas constant. As for continuum damage mechanics, we use the potential derived by Ref. [147] based on upscaling considerations 57, 58, 148
where n is the exponent of the dislocation mechanism and describes the nucleation of voids and micro-defects. The particularity of the above damage potential as compared to expressions postulated by Lemaitre, Chaboche, and Bonora, 136, 138, 149 is that damage evolution is zero in the absence of initial damage or voids nucleation. Damage nucleation in this framework can be expressed as:
, where and are material constants. Combining Eqs. (56), (53) and (55) shows that the flow rules read:
where s ij = ij − kk ij is the deviatoric stress.
The constitutive model described in this paragraph was implemented numerically using the fortran material subroutine UMAT of Ref. [150] . The purpose of this analysis is to illustrate the effects of creep damage and shear heating on localisation.
The Roles of Shear Heating and Damage in an
Idealised Necking Lithosphere The purpose of this analysis is to illustrate the effects of creep damage and shear heating on localisation. Reference [151] proposed a simple numerical model of a notched lithospheric layer in extension (see Fig. 24 ). The model is defined by a 100 km deep and 800 km long plane strain cross-section, with a 4 km square notch in the middle of the upper edge. We select free slip boundary conditions on the top and right edges, a free displacement on the bottom side, and an extension velocity of 20 mm/yr at the right hand side of the lithospheric layer are applied while the olivine slab is initially set to 978 K throughout the whole domain.
For simulation, we use the plain strain isoparametric elements which solve for coupled temperature-displacement problems. The initial size of each element is of about 250 m. A convergence study was performed to ensure a proper interpretation of the results. The material properties used for simulation are summarised in Table III. The case for shear heating only is described by Ref. [151] and in Figure 25 compared to the case of adding additionally the aspect of continuum damage mechanics. In both cases, the faster the loading process the stiffer is the geomaterial behaviour. For comparable loading rates, Fig. 24 . An idealised lithosphere model for testing the effect of shear heating and creep damage after Ref. [151] . 
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Thermal feedback Inelastic heat fraction, 0
Creep mecanisms Universal gas constant, 8 .3144 geomaterials weaken considerably and produce distinguishable shear zones which appear as shear bands in the numerical simulation. Significant localisation develops in these shear zones owing to the considerable energy dissipation within the shear bands.
As the applied load increases, weakening zones propagate from the notch. Figure 26 shows the contours of temperature and permanent deformation obtained after 1 Myrs and 3 Myrs of loading, both for damageable and nondamageable behaviours. At t = 1 Myrs, it can be seen in Figures 26(a) , (c) that the temperature and permanent deformation are quite similar. This is because damage did not propagate excessively as can be seen in Figure 27 . Yet the slight damage concentration of damage in the vicinity of the notch produced a permanent deformation of about 0.3 in case of damageable materials and 0.25 in case of non-damageable materials. At t = 3 Myrs, the difference is more pronounced as shown in Figures 26(b), (d) . It can be seen that permanent deformation reached 1.5 in case of damageable behaviour and 0.5 in case of non damageable behaviour. Subsequently, temperature profiles show that shear heating is larger in case of damageable structures.
The results show that damage (see Fig. 27 ) accelerates weakening of the geomaterial and increases inelastic deformation. Consequently, the amount of shear heating is larger in damageable structures. In addition the overall response is highly affected as for the same rate of loading the resulting forces predicted in damageable structure is much higher.
A surprising result of the simulations is the strong feedback between damage and the modest a shear heating of only a few degrees which may be considered negligible if we are only interested in a thermal solution of the problem. However, the mechanical impact of shear heating is profound. It takes a first order control on the width of the shear band as shown in the following discussion. Figure 28 shows the damage accumulated after 3 million years. The damage varies along a sharp gradient from from 0 to 0 85, the maximum critical value allowed in the model. Creep damage considerably weakens the lithosphere and the inelastic deformation is 3 times higher than in the reference case of shear heating only. While the width of the shear zone is still controlled by the thermal diffusion length scale the thermal pattern is similar to the one obtained in the reference shear heating case. However, since a significant portion of the deformational work is converted into damage the overall differential magnitude of shear heating is much lower. It varies from about 7 degrees in the shear heating reference case down to 4 degrees when damage is considered.
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Review Fig. 26 . Response of the structure in terms of temperature and permanent deformation in case of non damageable and damageable structures.
Other than the additional weakening the addition of the damage mechanics effect introduces a strong rate sensitivity of the localisation on loading rate. The creep damage effect is bounded by two extremes. At extremely high rates the creep damage cannot operate since the damage relies on the activation of the creep processes necessary to grow voids. At extremely low rates the effect of damage is negligible. Creep damage has an optimal time scale of weakening when the deformation process operates at geological rates and lasts for several million years. Creep damage was found to contribute significantly to the material softening and reduces the previously estimated reaction forces in the lithosphere, especially at low plate tectonic loading rates. This effect is entirely overlooked in the laboratory and can only be explored in a numerical analysis.
While this analysis shows the power of the thermodynamic approach it also highlights the transition from a solid mechanical to a fluid dynamic solution at an arbitrary value of 0.85. Ideally this transition needs to be constrained from a percolation analysis such as discussed earlier or from additional theoretical considerations. In the granite case (Fig. 10 ) the percolation analysis would predict a transition to a fluidized state at significantly lower value than set in the above example. While in classical damage mechanics the material would have negligible strength the advantage of the overstress formulation is that the strength is defined by the effective viscosity in the fluidized state (red portion in Fig. 28 ). In the next section we turn our attention to the interesting behaviour of the fluidized state which can feature yet another additional localisation mechanism through the post-failure evolution inside the shear zone. We will show in an applied example that this ultra-localised behaviour is common in geological structures.
POST-FAILURE EVOLUTION OF FAULTS
Once the fault has been formed, it continues to deform plastically (irreversible deformation) upon continuation of Review loading. Outside the fault however, elastic unloading could take place initially followed by rigid body motion on the fault's boundary. This fact restricts our modelling efforts to the behaviour of the material inside the formed fault, where stress equilibrium requires that the stresses across the fault are uniform, ij = ij t . 117, [152] [153] [154] This post-failure area requires additional information from the material in order to be modelled. Indeed, at stress states above the initial yield stress, ij > Y (or ij > 0), the two plasticity approaches diverge. In this regime consistency plasticity needs to be provided with an evolution law for the hardening modulus, that expresses the response of the yield surface to post-yield loading (hardening/softening law). This evolution law is introducing weak rate effects and is commonly derived through experiments in laboratory scales.
Overstress plasticity on the other hand does not require this evolution law. Having an intrinsic rate of loading implemented through Eq. (17), the rate of plastic strain is expressed as˙
where f m has now dimensions of (Pa · s) −1 , being thus the inverse of the material's viscosity. In analogy to experimental validation required in consistency plasticity, Eq. (57) needs to be calibrated through experiments or field data, to obtain the values of the viscosity and the rate sensitivity exponent m.
We remind that f is a function of temperature T and the internal state variables k apart from the stress, as defined in Eq. (16) . Hence, the material's viscosity = 1/ m f m is in principle a function of temperature and k .
This modification requires the evolution laws of temperature and k to be prescribed. The evolution of the internal variables, as well as their influence on the yield surface, can be provided either through experiments or from first principles. This would provide equations of the forṁ
at microstructural steady state, where Y T k = 0 a hypersurface is defined for the evolution of the yield surface with temperature and k . Such hypersurfaces are frequently used in constitutive modelling of geomaterials. [155] [156] [157] [158] Unlike the evolution of internal variables, the temperature evolution is not obtained through experiments. Rather than that, it obeys the differential equation derived through the energy balance and the second law of thermodynamics. We generalise Eq. (47) to consider the presence of a fluid phase and other internal variables and write: 117, 152 
where is the density of the material, C and its specific heat and thermal conductivity at the x k coordinate, respectively, Y the energy conjugate of the internal variable k and r k heat source/sink terms due to chemical reactions.
In the present study we choose to work in the overstress plasticity framework. In order to complete the system of equations we need to prescribe the loading path for the stresses, the expression of the viscosity (Eq. (58)), the evolution law of the internal variables (Eq. (59)) and the properties of the chemical reaction.
Veveakis et al. 117 showed that the laws frequently met in the literature provide similar physical response, with the Arrhenius expression being the most general one. Hence we choose
where 0 = 0 Y k and E d /R the thermal sensitivity of the viscosity. Following these considerations, and in the absence of chemical reactions, Eq. (60) now writes
Chemical Reactions
In the above described formalism where post failure conditions are described by the energetics of shear heating and damage the chemical reaction term H · r is of crucial importance, since the system could predict unrealistic temperature values through the extreme localisation leading to excessive shear heating. 117, 152 Any endothermic chemical reaction that the material could admit during metamorphism will be triggered at high loading conditions, restricting significantly the maximum temperature reached. The ultimate endothermic reaction is melting buffering the temperatures to finite amplitudes.
As far as the chemical properties are concerned, we briefly summarize the principles of modelling chemical reactions in this section. Chemical reactions typically involve the absorption or release of heat. In geomechanical applications and especially in fault mechanics endothermic reactions like chemical thermal pressurisation, phase transition (decomposition) or melting of the solid phase are processes that require considerations from reaction kinetics and thermodynamics in order to be modeled. A simple arbitrary reaction of the form
has a reaction rate r that in general depends on the temperature and the reactants' concentration. A common supposition for the reaction rate is the Arrhenius term
where E is the reaction's activation energy. After the above considerations, in the presence of any chemical reaction, the system of equations that govern the problem are:
where ± signifies exothermic (+) or endothermic (−) reaction, c is the concentration, and
The dimensionless parameters appearing in (9.1) are discussed in depth in Ref. [117] . Here we emphasize the role of the Gruntfest number Gr, expressing the ratio of the characteristic time scale of heat production over the characteristic time scale of energy transfer due to the heat absorbed/released by the chemical reactions.
In a quasi-static evolution of the system, the Gruntfest number remains constant, while boundary temperature (strain rate) may vary with time. In the case of monotonic increase of the temperature, the response diagrams for various boundary temperatures are depicted in Figure 29 . The steady state problem has 1, 2, or 3 solutions depending on the value of Gr. It is to be noted that the middle branch of Figure 29 is unstable corresponding to a localisation instability (see the strain rate profiles in Figs.  29(b)-(d) ). 117 Hence, as temperature increases, deformation localizes inside the initial fault core (shear zone) of thickness D, which was obtained during initial failure (Section 3). This localisation stops when the chemical reaction is triggered, forming an ultrathin, chemicaly alterred PSZ. This fact verifies the results of the linear stability analysis performed by Veveakis et al. 159 revealing the localizing nature of temperature and the role of the reaction parameters on the PSZ thickness.
In Figure 29 we observe that the lower turning point significantly decreases in Gruntfest number with increasing bound , while at the same time the upper point presents a smaller but apparent reduction. At a specific dimensionless core temperature s they degenerate to a single (inflection) point with Gruntfest number Gr s . Given an initial boundary temperature, we may recognize three stability areas with respect to Gr (see Fig. 29 ).
The Area of Low Loading
Conditions, 0 < Gr < Gr s In this area the system has a single stable solution, the lower branch of the response curve. It lays between the frozen state of Gr = 0 and the stretched threshold, Gr s . It is expected that in this area a fault creeps stably and aseismically under any initial temperature.
The Area of Intermediate Loading
Conditions, Gr < Gr < Gr c For intermediate Gruntfest numbers the system has three solutions, two stable and an unstable one. For a fault that creeps under monotonically increasing core temperature and admits all these branches, a transition from aseismic creep to seismic slip is possible, since beginning from an initial temperature (e.g., from the point 1 of Fig. 29) there is a critical temperature at which this process becomes unstable (the point 2 of Fig. 29) . Past this point, temperature and strain-rate localizes in an ultrathin core shear band with a simultaneous abrupt increase of the temperature, establishing essentially adiabatic conditions ( Fig. 29(c) ). Since in the present formulation temperature and velocity are coupled through the plasticity law, the unstable thermal evolution corresponds to a rapid velocity increase (acceleration) as well. 153 This velocity and temperature increase, representing what is known to material science as tertiary creep, ends by triggering inside the fault the chemical reaction (point 4 of Fig. 29 ) that has the lower activation energy among the possible reactions that the material under study may exhibit. Past this point, the present model loses its validity as chemical reaction sets in and dominates the response of the fault.
The Area of High Loading Conditions, Gr > Gr c
When the initial loading condition is high, the system has one stable solution, the upper branch that corresponds to the initiation of the chemical reaction; in this area of high Gr, after a rapid evolution, the system enters directly the reaction regime and obviously its behavior depends on the nature of the reaction (as described previously). In real problems, a fault would accelerate rapidly due to high loading conditions, and trigger a reaction without creeping. The reaction would take place under adiabatic conditions in a shear band with a width that is defined from the initial and boundary conditions, as well as the characteristics of the reaction. 160 In the following example we will discuss an example and compare it to a chemically induced localisation Review mechanism that emerges through the fluid dynamic feedback at the critical Gruntfest number Gr c triggering a THMC oscillator. The example is at the Glarus UNESCO world heritage site in carbonate rocks of the Swiss Alps where chemical reactions are known to be associated with a zone of intense deformation.
Shear Zones: Glarus Case
Discussing THMC Coupling With increasing depth and temperature, carbonates tend to deform by ductile creep under geodynamic loading rather than failing in a brittle manner. Nevertheless, we sometimes encounter highly localised deformation, such as that seen in mountain ranges formed by thrusts, where carbonates that deformed ductilely under temperature conditions in excess of 200 C are now exposed at the surface. Well-known examples include the Glarus thrust 161 in the Alps (Fig. 30) , the McConnell thrust in the Rocky Mountains 162 and the Naukluft thrust in Namibia. 163 Those highly localised mm-cm thick shear zones ("Slip Planes") are interpreted to have accommodated a total slip of over 30 km over periods of a few million years.
The shear zones are embedded in a pervasively deformed zone, of the order of a metre thickness (termed the "Process Zone"), exhibiting significant chemical alteration and mechanical deformation ( Fig. 1(b) ). Outside of the Process Zone, chemo-mechanical deformation is much less intense and in some places the rock even appears intact. The Process Zone displays evidence for two dramatically different deformation rates. 161, 163, 164 The creeping flow regime surrounding the Slip Plane is characterised by slow deformation processes, displacing at millimetres per year. The Slip Plane, however, shows brittle deformation with fluid injection structures (hydraulic fracturing), which imply seismic velocities of millimetres per second or more. It appears therefore that there is geological evidence for earthquakes in the ductile regime, cascading over multiple temporal and spatial scales. An additional observation from the aforementioned sites is that these seismic events appear to occur in a repetitive manner (Herwegh pers.comm. ) .
We propose a model that reconciles these seemingly paradoxical spatial and temporal cascades. We hypothesise that a single mechanism exists that causes the slowly creeping Process Zone to suddenly localise in its centre, triggering fast slippage on the Slip Plane. By accounting for the reported chemo-mechanical feedback inside the Process Zone, all the apparently uncorrelated events become part of the same temporal sequence.
Laboratory experiments, 165 theoretical studies 154 and geological observations of mineralogy and chemical alteration patterns 164, 166 independently suggest that carbonate decomposition is a key reaction during seismic events. Figure 32 . Most of the displacement is presumed to be accommodated on the slip plane. We argue that the meter wide creeping zone is a solid mechanical instability and focus on the modelling of the ultra localised zone in the centre using a fluid dynamic approach. We thank Marco Herwegh for the field photo.
We therefore suggest carbonate decomposition as the reaction controlling the primary alteration in the Process Zone: XCO 3 s XO s + CO 2 f , with X representing any Group 2 cation, for example calcium or magnesium. Carbonate decomposition is an endothermic reaction and so requires the addition of heat to be activated. The generated CO 2 behaves as a supercritical fluid at these depths, whereas the solid oxide, being highly unstable, could react further. For the purpose of highlighting the principal processes only, we neglect these secondary events and idealise the rock composition inside the Process Zone to be pure carbonate XCO 3 , like calcite (CaCO 3 ).
We approach the problem with a 1D model shown in Figure 31 . The undeformed hanging wall and footwall are taken as mechanical boundary conditions, where constant vertical and horizontal stresses are applied. We assume creeping flow inside the shear zone and focus on model the fluid dynamic behaviour inside the creeping zone. Note that the mechanical boundary conditions could be derived from a solid mechanical solution (as discussed above) using explicit THM coupling. The observed meter wide shear zone could be calculated by a fluid diffusional length scale as shown in Figure 4 but we emphasise here on calculating the possible source of the fluid and the mechanisms that may lead to fluid release.
The key ingredients of the physics considered in this simple model are mechanical dissipation appearing as shear heating 21, 24 that produces the heat required to trigger carbonate decomposition, which in turn will release supercritical CO 2 , causing chemical pressurisation. We investigate whether the resulting coupled system of equations flows in a stable or unstable manner. The problem can be abstracted into two dimensionless parameters 117, 167, 168 : the Gruntfest number (Gr), 31 . Formulation of the 1D model after Ref. [117] . In the absence of experimental data at the grain scale, we assume that the chemical reaction is taking place at the grain-pore interface. Hence all the produced fluid contributes to the interconnected pore volume and is concentrated on the grain boundaries. characterising the ratio of energy input as shear heating over the energy consumed by chemical decomposition, and the Lewis number (Le), which is the ratio of thermal over hydraulic diffusivity (see Eq. (9.1)), expressing how fast the temperature and pressure can diffuse away from the shear zone. For Le > 1 and Gr > Gr c , the analysis reveals intriguing cycles of events. This regime is succinctly described in Figure 32 (c) by a thermal-chemical oscillator in the fluid pressure (P f )-temperature (T ) phase diagram. Starting at any P f and T , the evolution of the P f , T conditions will converge on a stable limit cycle. From point 1, close to lithostatic pressure and slightly elevated temperature, the model stays in the creeping flow regime, where temperature slowly increases (from point A to point B) due to shear heating outpacing thermal diffusion. When temperature reaches the threshold for carbonate decomposition (point 2), the cycle evolves rapidly Figure 32 . The reaction releases supercritical CO 2 , increasing fluid pressure and porosity until a maximum value of porosity and strain rate (point 2). Past this point, temperature decreases while fluid pressure becomes sufficiently high to cause hydraulic fractures (point 3). The fluid now lubricates the depleted central part of the shear zone and diffusion is therefore the only active mechanism at play, slowly bringing the system back from point D to point A. Since full reversibility of the chemical reaction was assumed, this cycle will then repeat itself indefinitely. In nature, the presence of solid oxides (like CaO, MgO etc.) may trigger secondary reactions, which have not been considered here (e.g., hydration of CaO by the presence of H 2 O). We postulate however that the chemical-thermal oscillator model provides the primary mechanism driving the reported shown in Figure 32 (a) by the green halo identifying the chemo-mechanical deformation inside the Process Zone.
Review
The puzzling spatial observations of three length-scales (Nappe, Process Zone, Slip Plane) are captured by our simple model. The undeformed kilometre-thick host rock (Nappe) is taken as a boundary condition for the Process Zone and we verify whether the Slip Plane emerges out of the chemical-mechanical oscillator. As input we assume a carbonate XCO 3 (calcite for Glarus) with an activation energy larger than the activation energy for creep. 117, 154 We assume typical pressure and temperature conditions sufficient to cause ductile creep of calcite. With this approach we obtain the profiles of strain rate, oxide content and porosity displayed in Figure 32 (b). Starting with an initial value of 1%, the porosity in the Slip Plane reaches 70% in a short period during the fast timescale instability in which the calcite is depleted. The instability is marked by a rapid increase in strain rate that is tightly localised into a central Slip Plane Figure 32(a) where the carbonate has fully decomposed. The strain rate on this central Slip Plane increases by three orders of magnitude during the instability. This chemo-mechanical localisation explains the spatial observations on the Glarus thrust as well as at McConnell and Naukluft.
DISCUSSION
In this review we have reported the rapid development in Geosciences that occurred largely over the past ten years in the area of multi-physics based, multiscale approaches (compare Ref. [169] ). Although atmospheric sciences were the pioneers of multiscale formulations in earth sciences, the solid earth was up to the last decade deemed too difficult to describe by a fundamental theoretical approach. We have presented two different approaches that may drastically change this situation in the near future. One trend is a statistical mechanics based upscaling approach that considers discrete energy interactions in a hierarchical nesting of calculations that can be seen as the equivalent of quantum mechanical simulations extended to larger scales (see Ref. [4] for a short review). The other trend is to approach the problem from a thermodynamically based continuum framework. Both approaches are indeed complementary (see Fig. 7 in the theory review 2 ) and can be used in conjunction for multiscale data compaction and data assimilation. Such two way data-based analysis of Earth system processes clearly is a challenge for the future. We have discussed here an example to highlight the potential of overcoming the challenges faced by geomaterial modelling on millions of years time scale. In this example a percolation theory based data compaction approach has been used to identify a creep fracture mechanism in a deformed granite. 55 This information gleaned from the percolation analysis was then fed into the formulation of a damage mechanics approach based on an irreversible thermodynamics framework. 145 Early attempts of formulating earth material behaviour on the basis of irreversible thermodynamics were inspired by thermographic experiments of Chrysochoos 170, 171 and introduced to the earth science modelling community in Ref. [172] . This approach was widely disseminated in the geoscience community by Ref. [125] and subsequent publications. The seminal work of Collins and Houlsby 90 and Rosakis 173 were completely overlooked. Vardoulakis became a true pioneer in the geomechanics community through his interest in modelling catastrophic landslides. 174, 175 Because of this oversight, and the impossible restrictions to an isothermal assumption 90 the developments were happening in parallel in two different communities: Geosciences and Mechanical Engineering.
We have shown how the far from equilibrium thermodynamic view has provided a much improved understanding on how critical point phenomena cascade through vast length and time scales of the Earth. We have described how fundamental THMC feedback processes drive earth processes at multiple scales and how the vastly different THMC length scales allow nested computational forward simulations of the fundamental earth instabilities at different scales. We have also listed first applications of a comprehensive multiscale and multi-physics upscaling and constitutive modelling framework formulated in the theory review. 2 The approach although in its infancy promises much improved formulations of computational multiscale data assimilation with consideration of uncertainty for the future.
We have emphasised in particular on the important consideration of the factor time for the earth science problem being far outside the realm of classical mechanics. It was shown to be impossible to incorporate the necessary time dependence in constitutive laws directly from empirical laboratory experiment as processes in nature occur on time scales that are inaccessible in the laboratory. This constraint necessitates particular care in the formulation of the multiscale formalism as each constitutive law at larger scale must be derived through a homogenisation technique that is based on an understanding of the elementary physics of the next smaller scale process.
Although it may not be beyond computational reach, currently, there is a gap in incorporating direct information from modelling at the quantum mechanical scale to make this a truly ab-initio based multi-physics framework. This is largely due to the multitude of microphysical processes at microscale and the lack of clarity which microphysical process needs to be incorporated through the nanochemistry framework to derive a realistic description of earth materials at grain aggregate scale. 7 We have therefore described a method where grain aggregates behaviour is evaluated through hybrid numerical time-lapse micro-CT scan experiments 71 calibrated by classical laboratory experiments. We have also illustrated how the behaviour of the grain-aggregates may then be assessed on the million year time scale in a virtual experiment. Another extremely powerful method to incorporate micro-CT data directly was described as a computation homogenisation workflow that assesses thermodynamic extrema of conservative and dissipative material properties.
The scales beyond the behaviour of grain aggregates is the classical playing field for geologist. Material instabilities appear as shear zones, fault zones or fault groups, folds and compaction bands which from an observational point of view do not show significant differences from meter to plate tectonic scale. 11 We have discussed computational modelling techniques based on the fundamental thermodynamic length scales of thermal, chemical, mechanical and Review hydraulic diffusion. A particular emphasis was given on explicitly incorporating the length scales identified in the theory review 2 in order to derive the fundamental mode of geomaterial failure at the given scale.
The overwhelming role of time dependence of these processes makes it necessary to employ a formulation that is capable of describing solid and fluid material behaviour. Earth materials are therefore regarded as solids until the point of first yield. After yield their behaviour is described by the flow theory of plasticity. 95 This dual formalism incorporates all classical material failure modes if the earth material is loaded fast enough but it enriches the solution space through a second set of instabilities that is entirely described by the theory of fluid dynamics and requires long time scales to operate. This allows a surprising richness of instabilities which cover the full plethora of geological observables from melt extraction through ductile compaction bands constrained by orientations of classical compaction bands, shear zones with multiple zones of localisation (central slip zones and chemical process zones). Geologists are, through their basic training, ill equipped to understand the plethora of mechanical and fluid dynamic solutions. As a consequence new research teams are emerging where these challenges are crossed in interdisciplinary collaboration and communication. 
