In order to mine information from medical health data and develop intelligent applicationrelated issues, the multi-modal medical health data feature representation learning related content was studied, and several feature learning models were proposed for disease risk assessment. In the aspect of medical text feature learning, a medical text feature learning model based on convolutional neural network is proposed. The convolutional neural network text analysis technology is applied to the disease risk assessment application. The medical data feature representation adopts the deep learning method. The learning and extraction of different disease characteristics use the same method to realize the versatility of the model. A simple preprocessing of the experimental data samples, including its power frequency denoising and lead convolution regularization, constructs a convolutional neural network for medical data feature advancement and intelligent recognition. On the basis of it, several sets of experiments were carried out to discuss the influence of the convolution kernel and the choice of learning rate on the experimental results. In addition, comparative experiments with support vector machine, BP neural network and RBF neural network are carried out. The results show that the convolutional neural network used in this paper shows obvious advantages in recognition rate and training speed compared with other methods. In the aspect of time series data feature learning, a multi-channel convolutional self-encoding neural network is proposed. Analyze the connection between fatigue and emotional abnormalities and define the concept of emotional fatigue. The proposed multi-channel convolutional neural network is used to learn the data features, and the convolutional self-encoding neural network is used to learn the facial image data features. These two characteristics and the collected physiological data are combined to perform emotional fatigue detection. An emotional fatigue detection demonstration platform for multi-modal data feature fusion is established to realize data acquisition, emotional fatigue detection and emotional feedback. The experimental results verify the validity, versatility and stability of the model.
I. INTRODUCTION
Medical health data is a multi-modal, complex data that continues to grow rapidly. It contains a wealth of information.
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The challenges related to medical health data include how to quickly and accurately collect and obtain medical health data, and how to efficiently use high-speed networks to conduct medical health data. Reliable and efficient transmission, how to use artificial intelligence related machine learning and deep learning techniques to extract useful information from VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ health medical big data, and develop intelligent applications for the majority of medical staff and ordinary people. Convolutional neural networks are an important structure of deep learning and are mainly used to identify two-dimensional images. The convolutional neural network itself has many performance advantages. For example, what is most praised is its weight sharing. This sharing makes the neural network closer to the biological visual nervous system and reduces the complexity of the network model to some extent. Degree is a sharp reduction in the number of training for weights. In addition, the structure of the secondary extraction feature of the convolutional neural network makes it not required for the input of the network, and even the original image, which is highly tolerant to the translation, scaling or deformation of the image [1] - [3] . Health care big data comes from medical institutions, wireless sensor networks, wearable sensors, environmental data, etc., including structured data, unstructured and other multimodal data. This section introduces research progress on multi-modal data disease risk assessment at home and abroad, including data feature representation learning, analysis based on medical text data, analysis based on medical image data, fatigue detection and sentiment analysis [4] - [6] . The datadriven feature learning method is to use a large number of data training feature learning algorithms to finally obtain the representation method of the original data features, which is simply to let the data speak for itself. There is a supervised learning method, and the training sample data set includes sample data and the label of the sample data, the sample data is passed from the input layer to the output layer by layer, and finally the predicted value of the sample is obtained, which is called forward propagation. Calculate the error between the predicted value of the sample and the true target value of the sample, and perform layer-by-layer propagation from the output layer to the input layer to optimize the connection parameters between the layers in the structure, in order to minimize the cost function value. This process is backward widely used convolutional neural networks [7] - [9] , using supervised learning methods to learn the characteristic representation of raw input data. Local connections between adjacent layers in the CNN are a variation of the neural network. CNN is used in image analysis [10] , [11] , speech recognition [12] , text analysis [13] - [15] , etc., especially in the field of image analysis, such as face recognition [16] , image classification [17] , Scene Recognition [18] . The literature [19] - [21] uses structured data for health monitoring and disease risk assessment, and obtains patient disease characteristics based on professionally designed disease feature extraction methods on the dataset, using machine learning. The method stratifies the patient according to the degree of risk of the disease. This method has been widely studied and applied to the clinic. Literature [22] - [24] uses big data analysis methods to learn characteristics from a large number of structured data sets for disease assessment and identification. The convolutional neural network method is a data-driven feature representation learning method. The joint use of word vectors can effectively obtain the context information of text data, obtain the representation of text features, and perform natural language processing tasks such as text classification and text sentiment analysis. There are great advantages in [25] - [27] . Intelligent Recognition Technology Based on Convolutional Neural Network is introduced [28] . The existing methods for intelligently extracting disease-related features from texts require medical experts to design features, but experts designing disease-related features are limited by domain knowledge, and when the disease characteristics change, the model design needs to be modified, which consumes a lot of manpower and time. In the real world, the symptoms of a wide variety of diseases are complex, and the diverse disease risk feature recognition methods limit the versatility and adaptability of feature extraction and intelligent recognition models, which is difficult to achieve in clinical applications.
This paper explores the multi-modal medical data feature representation learning related content by mining information from medical big data and developing intelligent application related issues, and studies the application of multi-modal data features for disease risk assessment, etc. At the same time, how to be intelligent Chemical medical applications provide comprehensive data services for research. The convolutional neural network text analysis technology is applied to the disease risk assessment application. The medical data feature representation adopts the deep learning method. The learning and extraction of different disease characteristics use the same method to realize the versatility of the model. A simple preprocessing of the experimental data samples, including its power frequency lead convolution regularization, constructs a convolutional neural network for medical data feature advancement and intelligent recognition. On the basis of it, several sets of experiments were carried out to discuss the influence of the convolution kernel and the choice of learning rate on the experimental results. In addition, comparative experiments with support vector machine, BP neural network and RBF neural network are carried out. The results show that the convolutional neural network used in this paper shows obvious advantages in recognition rate and training speed compared with other methods. . In the aspect of time series data feature learning, a multi-channel convolutional self-encoding neural network is proposed. Analyze the connection between fatigue and emotional abnormalities and define the concept of emotional fatigue. The proposed multi-channel convolutional neural network is used to learn the data features, and the convolutional self-encoding neural network is used to learn the facial image data features. These two characteristics and the collected physiological data are combined to perform emotional fatigue detection. An emotional fatigue detection demonstration platform for multi-modal data feature fusion is established to realize data acquisition, emotional fatigue detection and emotional feedback. The experimental results verify the validity, versatility and stability of the model. 
II. MEDICAL DATA FEATURE EXTRACTION FROM CONVOLUTIONAL NEURAL NETWORKS A. FEATURE EXTRACTION MODEL CONSTRUCTION OF CONVOLUTIONAL NEURAL NETWORKS
Careful analysis of the development status of medical data feature extraction, we can find that in the identification process, we mainly use various types of filters and wavelet. The methods of feature extraction mainly include wavelet transform and differential threshold. The method, the dynamic feature extraction based on time window, etc., commonly used classifiers include support vector machine, neural network (BP neural network, RBF neural network) and BAB algorithm. The following is a simple comparison of several representative methods as shown in Table 1 below:
The most mature research is the R wave extraction method. Its performance is well tested in the standard database MIT BIH, but it is much lower in the actual clinical data set. As for the P wave and T wave extraction algorithms on MIT-BIH the accuracy rate is still low, and the clinical application is somewhat remote. The essence of the learning rule of BP network is to use the gradient descent method to continuously correct and adjust the weight and closed value of the network through error feedback until the error is the smallest. The network does not need to define the mapping relationship between ''input and output'' in advance, and can learn and store the relationship itself during the training process. The structure of the BP neural network includes an input layer, a hide layer, and an output layer. The topology of RBF neural network is similar to multi-layer feedforward network. It is a three-layer feedforward network, including input layer, hidden layer and output layer. The hidden layer activation function is a radial basis function, which is a kind of local Symmetric nonlinear function. The RBF network maps the input data to a new space through a radial basis function nonlinear transformation. The adjustable parameters are the weight of the linear combiner. As shown in Figure 1 .
As shown in Figure 1 , the training process of the RBF network mainly includes two stages. The first stage determines the parameters of the activation function, including the central function and the shape parameters. The second stage training usually uses the least squares method to perform linear weight training between the hidden layer and the output layer. Determining the RBF center is crucial. There are two points to note in the selection: First, the center selected in the data needs to pass the sampling test, and it must not be randomly selected. Second, the data cannot be gathered too much when the center is selected, which is easy to cause linear correlation. Form numerical ill conditions.
In this experiment, the convolutional neural network has 11 layers, including 1 input layer, 1 full connection layer, 1 output layer and 8 hidden layers. The hidden layer includes 4 convolution layers and 4 pool layers. Each convolution layer is followed by a pooling layer for secondary feature extraction. After the input medical data is convolved and pooled, the feature map is getting smaller and smaller, but after the hidden layer is propagated, the number of feature maps is gradually increasing. This means that the number of extracted features is increasing, and the ECG signal information can be more fully represented. Finally, all of this information is input to the fully connected layer to classify the medical data features.
The input 3600 × 2 medical data passes through the first convolutional layer, and the convolution kernel is 13 × 2, and 6 characteristic maps of 3588 × 1 (3600 − 13 + 1, 2 − 1 + 1) are obtained. After the first pooling layer, sampling is performed. The kernel is 2 × 1, and the size of the six feature maps becomes 1794 × 1 (2588/2, 1/1), see Table 3 .3 for details. After passing through the fourth pooling layer, 48 × 17 × 1 feature maps are obtained. At the fully connected layer, 300 neurons are fully connected to the 48 × 17 × 1 feature maps obtained by convolution of the previous layer. The number of connection parameters is 48 × 17 × 1 × 300 = 244800. Finally, use the softmax function to classify it into 15 categories.
The choice of the activation function can map the features to solve the nonlinear problem. A suitable activation function can increase the training speed of the network and improve the recognition rate of the image.
The gain of the sigmoid function in the central region is relatively large, and the gains on both sides are relatively small, so that the features can be well mapped. Therefore, for a long time, sigmoid was widely praised. Similar to sigmoid is a function whose basic expression is:
B. MEDICAL DATA FEATURE EXTRACTION
In the process of collecting medical data, the waveform is easily damaged due to interference from the participants themselves or the external environment, mainly including power frequency interference, baseline drift and myoelectric interference. Power frequency interference and baseline drift are easy to eliminate due to the difference between the size of the frequency band and the medical data signal, and the myoelectric interference covers the entire medical data signal, making filtering powerless. These effects will cause distortion to the data to a certain extent, and in order to avoid interference from these unrelated factors, we need to take appropriate pre-processing of the medical data signals.
The bilinear transform method is used to convert the analog low pass filter into the Z plane of the digital band stop filter through the S plane. The relationship between analog low pass and band stop is as follows:
Among them, S and P respectively represent the Laplacian variables of the simulated low-pass prototype and the simulated band-stop, and 2 0 is the geometric center frequency of the analog band-stop filter, which adopts the bilinear transformation design.
Therefore, this paper adopts the second-order Butterworth digital notch filter. The filter has a narrow stopband and a flat passband. This structure effectively eliminates the medical data signal without losing the useful signal. The impact of power frequency interference on medical data signals. After the experiment using the above filter, the denoising result is shown in Figure 2 below.
As shown in Figure 2 , the data of the same lead has similarities and has its intrinsic properties. Then we should try to use sample training so that each lead can find the convolution kernel that is most suitable for itself. If we use the convolution kernel 1 × X, then the different leads will no longer perform convolution operations.
The convolution unit CU has multiple convolutional feature planes, 1D-Cov represents a one-dimensional convolution, and each lead has three convolutional units, and the convolution between the different leads is independent. Since the data selected in the database of this experiment are both II leads and VI leads, there are a total of 6 convolution units, compared to the traditional CNN with only 3 convolution units. Each lead's data is sampled and found to be the most suitable for its own convolution unit, and then aggregated through the fully connected layer for final identification.
where g D is the fully connected layer calculation function, g E is the LR layer calculation function, uncle.) is the excitation function, g A , g B , g C are the convolution unit calculation function, and the expression form of the sampling function and the convolution function is similar. 
III. FEATURE EXTRACTION AND INTELLIGENT RECOGNITION BASED ON CONVOLUTIONAL NEURAL NETWORKS A. FEATURE EXTRACTION MODEL FOR MEDICAL DATA
The convolutional neural network is designed as a five-layer structure: an input layer, a convolutional layer, a pooling layer, a fully connected layer, and an output layer, which are used to learn the characteristic representation of medical text data for risk assessment of diseases. The input layer is to preprocess and digitize the medical record text data and input it into the CNN network structure. As shown in Figure 3 , the convolution layer performs a convolution operation on each word, and the beginning and ending words need to be filled with empty words (indicated by 0). After the convolution operation is completed, the data enters the pooling layer and the fully connected layer, and finally reaches the output layer, and the risk assessment result is obtained.
The more pure the corpus of the word vector training, the better the use of professional corpus. In this paper, the clinical record data of all patients in the hospital are extracted from the data center, and the data is cleaned up as a training corpus. The corpus data volume is 300M, the word vector dimension is set to 50, and the word vector is 52100 words after training. In the field of image analysis, the convolutional neural network method is used to express the method of training medical text disease risk assessment, and the learned characteristics are obviously superior to those of the manual design feature method. The training medical text disease risk assessment data has image data. Commonality, convolutional deep learning methods can be used for end-to-end feature representation learning.
All parameters are defined as the parameters of the set θ = w 1 , w 4 , b 1 , b 4 } , θ are randomly initialized and updated using the stochastic gradient descent method. The goal of the training is to maximize the log likelihood function. 
where D is the training sample set, class is the real classification of the training samples, and a is used to represent the learning rate. The formula for parameter updating VOLUME 7, 2019 is as follows:
The pseudo-code for the disease risk assessment model of the training convolutional neural network is shown in Algorithm 1. The medical text data includes the training set X and the test set X , and the corresponding annotation data is from the doctor's diagnosis result, and is divided into a training label set Y and a test label set Y . Algorithm 1 training medical text disease risk assessment convolutional neural network as shown in Table 3 .
Based on the medical text data disease risk assessment model proposed in this study, the data center stores all medical related data generated by patients in the hospital, including the patient's subjective condition, doctor's medical record, drug record, treatment cost, and treatment plan. Here, the risk assessment of the disease is performed using only the patient's medical record text information, learning the model based on the patient's historical data, and finally using the learned model to assess whether the patient is in a high risk category. The model mainly consists of three parts:
(1) Learning word vector Text data analysis first needs to be a standardized representation of the text data, which is to use digital vectors to represent the text. We use all patient history medical text records stored in the data center to perform data cleansing and data preprocessing, and use the processed data as corpus training to obtain word vectors.
(2) Training CNN to learn medical text features We selected disease data from all patient clinical record text data, and we chose to use several common and serious chronic diseases such as hypertension, cerebral infarction, and coronary heart disease. Extract the subjective condition of the patient with a certain disease, the doctor's consultation record, etc., and preprocess the data as the disease sample data. The disease sample data and the comparative sample data are divided into a training sample set and a test sample set. The sample data is digitally represented by the word vector and then input into the CNN for training and testing, and finally the trained CNN is obtained.
(3) Risk assessment When conducting a risk assessment, input the medical text data related to the disease such as the patient's subjective condition, preprocess the data, use the word vector for text representation, input the CNN, and output the risk assessment result of the disease.
B. MULTIMODAL MEDICAL DATA FEATURE LEARNING CONVOLUTIONAL NEURAL NETWORK MODEL
The disease risk assessment model of multimodal medical data needs to extract unstructured text data features and structured data features, and fuse the two types of features. A multi-modal disease risk assessment model based on CNN was proposed. Using CNN to learn and extract text features using unstructured text data using data-driven feature learning method, 79 features were extracted according to doctor's suggestion of structured data. In CNN, the feature fusion layer is designed in the structure to determine the connection parameters between structured data features and unstructured data features and classifiers through supervised learning.
Medical data used in multimodal medical disease risk assessment models, including structured data and unstructured data. Among them, the structured data includes basic information of the patient (for example, age, gender, living habits), laboratory data, and the like. The unstructured medical text data is the patient's clinical record text, which mainly includes the patient's self-reported condition, the doctor's medical record and treatment record. Table 4 shows the items included in the multimodal data set, in which the patient's self-reported condition and the doctor's medical record are unstructured data, the patient's statistical information, living habits, test items and results, and disease are structured data.
For structured data, there is a large amount of missing data due to incomplete entry and incomplete patient examination, so structured data needs to be filled. Before data reconstruction, we first use data sets for data preprocessing. Integrating data ensures the correctness and atomicity of the data, for example, using the retrieved height and weight data to obtain a body fat index. Suppose R m×n is a data matrix, the number of rows m represents the total number of users, and the number of columns n represents the state of the user. Assuming there are k potential factors, the original matrix R m×n can be approximated as R = PQ T , and each element in the matrix can be represented by r = p t w q, and we will determine that their values are converted to optimization problems: 
C. INTELLIGENT IDENTIFICATION OF MEDICAL DATA BASED ON CONVOLUTIONAL NEURAL NETWORKS
Emotional fatigue detection uses multimodal data, and data feature extraction methods need to be designed according to the structure of different data. User basic information and physiological information, including the user's age, gender and other data obtained using statistical methods; body temperature, heart rate, directly use the collected data. We use the data-driven deep learning model to extract features from ECG signals and facial expression images related to user sentiment information, avoiding the problems caused by manual extraction of features. The motion data is collected using the mobile device sensor data. For the vehicle equipment data, a certain closed value is automatically divided into {fast, medium speed, slow speed}, and the temperature and fuel consumption are directly recorded.
(1) Convolution layer Enter the 3-channel medical data time series data. The convolution kernels of the three convolutional layers C1, C2, and C3 are 50, 40, and 20, respectively. The convolution kernels have the same size and are set to 1 × 5. Using the formula for the convolution operation, a 3 × 256 feature map is input to C1. After the convolution operation is completed, 50 3 × 252 feature maps are obtained; 50 × 3 × 84 feature maps are obtained through C2 operation to obtain 40× 3 × 80 feature maps; 40 The feature map of 3 × 40 is operated by C3 to obtain 20 × 3 × 36 feature maps.
(2) Pooling layer The pooling area sizes of the three pooling layers of P1, P2, and P3 are set to 3, 2, and 2, respectively. The Pl layer input feature map and output feature map number are 50, and the sizes are 3 × 252 and 3 × 84 respectively; the P2 layer input feature map and the output feature map number are 40, and the sizes are 3 × 80 and 3 × 40 respectively; P3 layer input feature map and output feature The number of pictures is 20 and the sizes are 3 × 36 and 3 × 18 respectively.
(
3) Fully connected layer
The current layer is set up with 400 neurons, each of which is fully connected to each of the last pooling layer P3, and 400 output values of the fully connected layer are represented as characteristic of the original medical data x.
Multimodal learning can better identify the user's emotions. There are two main methods for multimodal data fusion: feature level fusion and decision level fusion. Feature layer fusion is the fusion of all data features into feature vectors as classification features. The decision layer fusion is categorized separately according to the data of each modality, and then the results of the classification are linearly combined, such as using the average weight.
The sample data set used for unsupervised learning is represented as Z = (z 1 , z 2 . . . z n ) and consists of medical data and facial image data. Supervised training includes a sample data set X = (x 1 , x 2 . . . x n ) and a corresponding set of labels Y, including all kinds of data in emotional fatigue testing. Algorithm 2 Unsupervised Training TCA as shown in Table 5 .
IV. EXPERIMENT AND ANALYSIS
When training CNN, you need to define the size of the convolution operation sliding window. The experimental setting sliding window takes 1 to 9 word steps respectively to 2 to verify the effect of the sliding window size on the evaluation VOLUME 7, 2019 indexes of the algorithm. Figure 4 shows the results of the CNN algorithm using the D1, D2 data sets for training tests. The effect is of the sliding window size on the risk assessment indicators. When the sliding window size is set to 5, the accuracy, accuracy, and recall rate are better than other window sizes. The text data driven disease risk model has a CNN algorithm sliding window size of 5, convolution kernel. The number is set to 100.
Our convolution kernel slides over a local area of the image, but in CNN, the filter we typically use slides across the entire matrix. Therefore, the ''width'' of the filter is usually the same as the width of the input matrix. The height, or region size, may vary, it is a sliding window.
As shown in Figure 4 and Table 6 , the comparison results between the proposed CNN method and the Rule+FSR method for textual disease risk assessment are shown. It can be seen from the results that the deep learning model CNN proposed in this paper is applicable to many diseases. Risk assessment, the RuIe+FSR method can only assess risk for a disease. Table 2-3 shows the accuracy, recall, and accuracy evaluation results of the CNN algorithm on the four experimental data sets D1, D2, D3, and D4, and the accuracy of the Rule+FSR method in the D4 data set for risk assessment. Using dataset D1 for risk assessment of patients with cerebral infarction, CNN algorithm has an accuracy of 95.5%, a recall rate of 97.7%, and an accuracy rate of 96.5%. Using dataset D2 for risk assessment of patients with cerebral infarction, using data from patients with hypertension with similar symptoms as comparative data, the accuracy of CNN algorithm was 84.4%, the recall rate was 90.4%, and the accuracy rate was 86.9%. Data set D3 includes data from patients with lung infection and those without lung infection. The evaluation indexes of CNN algorithm are accuracy of 98.1%, recall rate of 93%, and accuracy rate of 95.6%. The CNN algorithm in the D4 dataset for the risk assessment of coronary heart disease heart disease is more than 91%, with an accuracy of 93.6% over the Rule+FSR accuracy of 92.9%.
As shown in Figure 5 , it is difficult to distinguish between patients with two diseases. Although the results of the risk assessment using the D2 dataset were lower than the other three datasets, the lowest accuracy among the four evaluation indicators reached g4.4%, which verified the effectiveness of the algorithm in identifying associated diseases, but finegrained. The feature recognition is yet to be studied. The ROC curve of the risk assessment of the CNN and Rule+FSR algorithms on the D4 dataset is shown in Figure 5 . The proposed CNN method is better than the Rule+FSR method. In summary, the experimental results show that the proposed model performance exceeds the rule-based Rule+FSR method. At the same time, the experimental results on multiple datasets also verify the versatility of the model. Highrisk assessment of cerebral infarction was performed on structured dataset P1 using three machine learning methods, including naive Bayesian model [5] , K nearest neighbor model [7] , and decision tree model (Decision Tree) [9] .
The experimental results are shown in Figures 6 and 7 . The accuracy of the three machine learning models is about 60%, and the decision tree model has the highest accuracy rate of 63%, followed by the naive Bayesian model and finally the K-nearest neighbor model. The recall rate of the naive Bayesian model is up to 0.80, followed by the decision tree model and finally the K-nearest neighbor model. It can be concluded from Fig. 6 that the naive Bayesian model, the decision tree model, and finally the AUC C area under the roc curve corresponding to the K-nearest neighbor model are: 0.4950 0.4536 0.6463. The experimental results show that using only the user's age, gender, and structured data such as the laboratory could not accurately determine whether the user is a high-risk group of cerebral infarction. This is because cerebral infarction is a complex symptom and cannot be based on these. Simple features determine whether the disease is at high risk for cerebral infarction.
The number of features of structured data in the multimodal dataset P3 is fixed. The 79 features related to the disease are determined by professional doctors. The text data features are learned using CNN. The number of features is correct for the P2 and P3 datasets. The impact of the recall rate, the number of features is variable. In the experiment test, the CNN extracted text feature number is changed to 10-120, and the number of iterations is 200. The accuracy of P2 dataset and P3.dataset are shown in Figure 8 .
As shown in Figure 8 , the figure shows that when the feature number of the text is less than 30, the accuracy of P2 and P3 is significantly smaller than the number of text features greater than 30, because when the number of text features is relatively small, the text cannot be completely described. As shown in Figure 8 , the accuracy of the P3 data set is more stable than the accuracy of P2, effectively mitigating the vibration of the accuracy.
As shown in Figure 9 , we can see that with the increase of the number of extended word vector dimensions, the accuracy rate first rises and then decreases, and the recall rate shows a trend of decreasing first and then rising; F1-Score is relatively flat, but overall It also shows a trend of rising first and then falling. This is because, compared with the case of using only basic text features, adding an extended word vector and using a real vector instead of the original orthogonal binary text vector can improve the recognition probability of the information extraction algorithm for a single word, and make full use of the words between the words. Similarity relationship, looking for words is similar to the extracted target text in the training corpus as extraction candidate words, which can improve the recognition accuracy and recall rate of the algorithm. At this time, when the word vector dimension is 100, we can see the Score of the extraction algorithm reaches the highest level, and the accuracy and recall rate can reach a high level.
However, with the gradual increase of the dimension of the extended word vector, the dimension of the word vector becomes smaller after it exceeds 100. This is because the increase of the vector dimension does not fully describe the characteristic attribute of the vocabulary itself. When the vector dimension is too large,, the description of the text in the word vector model will cause over-fitting, and Moreover, the weight of the basic text features in the original algorithm is reduced, so that the basic text features can be used for intelligent recognition.
However, due to the small size of the data set used in this paper, especially in the learning process of word vector expansion, the training data can not completely cover all the information of the entire corpus, resulting in lower overall accuracy and total recall rate of the algorithm; The distribution of the targets ''disease'', ''therapeutic means'' and ''medical measurement and examination'' is uneven, and the performance in different aspects is different. In the future improvement, we can consider introducing a larger data set to alleviate the similarity.
V. CONCLUSION
Big data in the health care field is an integral part of the national big data strategic layout. The analysis and excavation of valuable information is also related to the development of universal health care. A medical text feature learning model based on convolutional neural network and intelligent recognition were proposed. The text analysis technique combined with word vector and convolutional neural network was applied to unstructured medical text feature extraction for disease risk assessment. Experiments were carried out on a variety of diseases using data from a patient in a hospital. The results of the experiment demonstrated the feasibility of the proposed model for disease risk assessment and also verified the versatility of the model. Based on the medical text feature learning model, a multimodal medical data feature learning model was proposed. Based on the fusion of text data and structured data, medical data features were extracted for disease risk assessment. Experiments have verified that the multi-modal data fusion disease risk assessment method performs better than the text disease risk assessment method in terms of training time and stability.
Disease risk assessment models and intelligent identification based on text data and multimodal data fusion, while addressing the versatility of disease risk assessment, require more integration expertise in the application of disease risk assessment. The study model improves the performance of risk assessment when dealing with associated diseases, diseases with similar symptom characteristics. Although the tensor convolution self-encoding neural network model takes into account the correlation between image elements of different layers of medical image data, more in-depth research is needed. The application of tensor convolutional selfencoding neural network models in other fields remains to be studied. WEIDONG LIU graduated from the Guangzhou University of Traditional Chinese Medicine, in 2012, majoring in orthopedics. His research interests include the application of wearing equipment and data mining in medical treatment.
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