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Abstract: The computation of observables in general interacting theories, be them quantum
mechanical, field, gauge or string theories, is a non-trivial problem which in many cases can
only be addressed by resorting to perturbative methods. In most physically interesting problems
these perturbative expansions result in asymptotic series with zero radius of convergence. These
asymptotic series then require the use of resurgence and transseries in order for the associated
observables to become nonperturbatively well-defined. Resurgence encodes the complete large-
order asymptotic behaviour of the coefficients from a perturbative expansion, generically in terms
of (multi) instanton sectors and for each problem in terms of its Stokes constants. Some observ-
ables arise from linear problems, and have a finite number of instanton sectors and associated
Stokes constants; some other observables arise from nonlinear problems, and have an infinite
number of instanton sectors and Stokes constants. By means of two very explicit examples, and
with emphasis on a pedagogical style of presentation, this work aims at serving as a primer
on the aforementioned resurgent, large-order asymptotics of general perturbative expansions.
This includes discussions of transseries, Stokes phenomena, generalized steepest-descent meth-
ods, Borel transforms, nonlinear resonance, and alien calculus. Furthermore, resurgent proper-
ties of transseries—usually described mathematically via alien calculus—are recast in equivalent
physical languages: either a “statistical mechanical” language, as motions in chains and lattices;
or a “conformal field theoretical” language, with underlying Virasoro-like algebraic structures.
Keywords: Resurgence, Transseries, Perturbation Theory, (Multi) Instantons, Renormalons,
Nonperturbative Path Integrals, Large-Order Behaviour, Asymptotics, Stokes Phenomena, Stokes
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1 Introduction
Exactly-solvable interacting quantum theories, from quantum mechanics and field theory through
gauge and string theories, are sparse. This naturally implies that, in practice, most problems
are hard to solve. In principle, one would like to compute (generating functions for) all possible
correlation functions, involving both local and non-local observables. But, generically, even
focusing on the simplest local observables such as the partition function or the free energy may
already present hard and daunting calculations if not for resorting to perturbation theory. At
first this may strike as a reasonable course of action, after all perturbation theory can be applied
to a broad range of different systems. The non-trivial question, however, asks what exactly is
computable from the resulting series (in the interaction weak coupling-constant). This, of course,
will very much depend on the convergence properties of such series, determining if any results may
be extracted from it, and how far may one go into the strong-coupling region. Unfortunately,
in most interesting interacting quantum theories, perturbative expansions for large classes of
observables have vanishing radius of convergence (and are dubbed asymptotic).
With hindsight this should not come as a surprise. As discussed long ago by Dyson [108] a
given theory may have dramatically different physics when considering positive versus negative
coupling; in particular being unstable at negative coupling—and thus the physical requirement of
finding a null radius of convergence. To be more specific, let us consider some observable Φ := 〈O〉
and denote by Φ
(0)
k the k-loop coefficients of its perturbative expansion (in some adequate coupling
constant). That this perturbative series is asymptotic translates to a (leading) factorial growth
of these coefficients, Φ
(0)
k ∼ k! at large order k. In many cases this is precisely due to the factorial
growth of Feynman diagrams relevant at each order k of perturbation theory, see, e.g., [238, 172].
But what can be said about the next-to-leading growth of the coefficients Φ
(0)
k ?
This is where the theory of resurgence first appears in full glory. Of course early research on
instantons had already made clear that at next-to-leading order one finds Φ
(0)
k ∼ k!A−k, with A
the instanton action, and at next-to-next-to-leading order one will start seeing the appearance—
the resurgence—of the perturbative series around the one-instanton background, Φ
(1)
` (a list of
references will follow shortly). But one has to deploy resurgence in order to take this story to
its full conclusion; where it tells us exactly what are all the different components appearing in
the exact growth/behaviour of the k-sequence Φ
(0)
k . The remarkable feature is that only, and
in fact all, multi-instanton sequences appear, Φ
(n)
` (where here Φ
(n)
` are the coefficients of the
perturbative loop-expansions around the n-instanton sectors). Schematically, the corresponding
resurgence large-order relation is of the form
Φ
(0)
k1 ←→
[
Φ
(1)
`
]
+
[
Φ
(2)
`
]
+
[
Φ
(3)
`
]
+ · · · ,
“predicting”
(1.1)
where we illustrate via the solid arrows how resurgence works: if one knows all multi-instanton
data—including the instanton action A and all perturbative coefficients around all instanton
sectors Φ
(n)
` —then one can predict the exact behaviour of the perturbative coefficients. Initially
written as a large-order relation (thus the subscript k  1), the more nonperturbative sectors
one gets a handle of, the less of a large-order and the more of an exact relation one obtains.
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While the relations implied by (1.1) are usually taken as expectable, it is sometimes the case
that one forgets that the converse is also true. One can in fact invert the direction of the arrows
in (1.1) and extract the complete nonperturbative content of a given observable out of its exact
perturbative expansion, i.e., the perturbative series already encodes all other nonperturbative
series, even if deep in its large-order behaviour. As such, decomposing the sequence Φ
(0)
k into its
different components, be them polynomial ∼ k−` or exponential ∼ n−k or else, one can read the
resurgence large-order relation instead as
Φ
(0)
k1 ←→
[
Φ
(1)
`
]
+
[
Φ
(2)
`
]
+
[
Φ
(3)
`
]
+ · · · .
“decoding”
(1.2)
This makes it clear how the asymptotics of perturbative expansions encode a lot of physics!
Resurgence relations such as (1.1) or (1.2) may in fact be written for any instanton1 sector,
where on the left-hand-side one now finds the growth of any (multi) instanton k-sequence Φ
(n)
k
and, on the right-hand-side, the different components describing its complete behaviour; of course
now themselves expressible in terms of all other instanton sectors alongside the perturbative
expansion. This is in fact the reason for the name resurgence: picking any sector of the theory,
by digging deep enough into its large-order behaviour one will eventually find the “resurgence”
of all other sectors. Having seen some initial physical developments within quantum mechanics,
e.g., [38, 39, 36, 67, 220, 23, 24, 227, 45, 237, 239, 147, 240, 228, 241, 217, 216, 86, 87, 229–
231, 88, 90, 233] (see [238] for further earlier references) and (non-critical) string theory, e.g.,
[136, 51, 215, 134, 113, 114] (see [119] for further earlier references), the modern (physical)
version of resurgence theory has itself recently resurged in many areas, from quantum mechanics
[8–10, 242–244, 157, 7, 156, 158, 101, 27, 15, 129, 102, 187, 126, 122, 127, 221, 107, 166, 213,
65, 28, 123, 214, 124, 137, 66, 144] through gauge and field theories [218, 180, 176, 181, 199,
179, 211, 16, 206, 20, 21, 177, 99, 100, 210, 60, 15, 61, 184, 185, 62, 14, 33, 186, 80, 25, 98,
146, 151, 161, 103, 12, 95, 26, 29, 19, 163, 148, 188, 92, 149, 140, 122, 22, 139, 107, 207, 34,
183, 32, 63, 49, 236, 74, 2, 1, 150, 94, 47, 152, 58, 173, 182] to string theory [175, 180, 176,
131, 181, 112, 132, 199, 179, 130, 164, 97, 16, 177, 210, 15, 77, 135, 78, 226, 145, 76, 81, 79,
65, 137, 66, 64] and cosmology [53, 116, 117, 96, 118, 52]. The modern (mathematical) version
of the theory of resurgence (and name) arises in the seminal work of E´calle [109]. For earlier
reviews on resurgence see, e.g., [55, 56, 69–71, 50, 91, 212, 162]. More modern reviews include,
e.g., [196, 197, 83, 208, 177, 209, 93, 84, 104, 178, 105, 106, 189, 168, 85, 205, 42, 35]; see also
[110] for a review specifically on transseries. Our (novel) aim in this work sets on an elementary
introduction to these mathematical ideas, within physical contexts, and with an emphasis on
their relation to asymptotics (itself mostly absent in the aforementioned reviews).
While in the main body of the paper we shall be quantitatively precise on the exact nature
of the resurgence relations (1.1) or (1.2), for the moment let us note that they have a somewhat
universal character. This universal structure depends upon the nature of the transseries and of
the bridge equations. Briefly, transseries enlarge power series by the inclusion of non-analytic
terms and, as such, allow for the construction of a single object (the transseries itself) which
1While in this paper we shall mainly stick to the use of the word “instanton” to denote generic nonperturbative
(exponentially non-analytic) contributions, and will thus be a bit loose on its use, of course in many quantum field
theory examples this should be more precisely replaced by the word “renormalon”; see, e.g., [40].
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gathers all different nonperturbative contributions to whatever observable we are computing
(where by “all” we mean all contributions having already appeared in the resurgence relations).
The simplest way to think about this is to imagine the “trans” in transseries as encompassing all
powers of the non-analytic monomial exp
(− 1x), and generalizations thereof, with x the (small)
coupling constant of the problem under consideration. Further, the bridge equations essentially
encode the resurgent nature of each transseries component, i.e., they make precise the resurgence
link between a chosen sector (n), and all other sectors (m) associated to (n) via resurgence as in
(1.1) or (1.2). In this way, many different problems may have the same transseries structure and
the same bridge equations. So what tells them apart? For once, obviously, the perturbative and
multi-instanton data appearing in (1.1) or (1.2). But this is not all. There is also a (possibly
infinite) set of constants, the Stokes constants, Sn, which are distinct for each different problem.
They already appear in the resurgence relations: to be more precise (1.1) and (1.2) above should
have been written in the schematic form
Φ
(0)
k1 ←→ S1
[
Φ
(1)
`
]
+ S2
[
Φ
(2)
`
]
+ S3
[
Φ
(3)
`
]
+ · · · . (1.3)
In this way it should be clear that, without having the Stokes constants, any resurgence statement
will be quantitatively limited. So how do we compute them? This is generically a hard problem,
specially for nonlinear systems, and one which we shall discuss at length in this paper.
The origin of these Stokes constants predates resurgence by over one hundred years: they
of course arise with the discovery of Stokes phenomena [219] (see, e.g., the excellent review [41]
in a closely related context). When the transseries is first assembled, all its nonperturbative
content Φ(n) is exponentially suppressed; in fact the higher the instanton number the greater the
exponential damping. This means that already the one-instanton contribution is invisible from
the point-of-view of the perturbative power series—at least as long as the (overall) argument
of the exponential is negative. But as one changes the couplings or other parameters in the
theory along the complex plane, this argument may vary and consequentially these exponentially
suppressed contributions may change dominance. In fact they can become of the same order as
the perturbative series and, eventually, even exponentially enhanced as compared to Φ(0). This
is the essence of Stokes phenomena: small, suppressed exponentials, hidden behind perturbation
theory, may actually grow to become the dominant contribution. The transseries formalism
already incorporates Stokes phenomena in the sense that it assembles all non-analytic exponential
contributions together. The Stokes constants then precisely control how the transseries changes
as one varies the couplings across their complex domains and different types of Stokes phenomena
may occur. As we shall show later, this is accomplished by having the transseries parameters σ
transform at the Stokes lines, with these transformations explicitly dependent upon the Stokes
constants “attached” to the corresponding Stokes line (in the simplest cases these are just shifts
σ → σ + S1, such that if one starts off with the perturbative series alone, σ = 0, upon crossing
a Stokes line the exponential contributions become “turned on” with their weight measured by
S1). How general transseries incorporate Stokes phenomena was recently discussed in [15].
The fundamental role played by the Stokes constants in the nonperturbative construction of
a given observable should be now clear. They allow for precise, quantitative statements concern-
ing the large-order resurgent behaviour of its different sectors; and they precisely quantify Stokes
phenomena, allowing for a fully nonperturbative exploration of the whole parameter (coupling)
space. Yet, computing them may be very hard. For instance, in the examples of the Painleve´ I
[180, 130, 16] or the Painleve´ II [176, 210] equations, out of a possibly infinite set of Stokes
constants only one (in each problem) was accessible to analytic calculation. All others had to
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be determined numerically. Even worse, most of these resulting numbers seemed to be transcen-
dental. Having a first principles guide to the computation of Stokes constants is thus a critical
step towards achieving analytical control over this type of nonperturbative constructions.
There is one more feature which may be found in general resurgent asymptotics and we still
wish to mention: resonance. While we have been talking about a single instanton action, in
many scenarios one may in fact have several instanton (or renormalon) actions. The number
of nonperturbative sectors then multiplies accordingly. For simplicity, let us assume there are
only two instanton actions, A1 and A2, and the nonperturbative sectors are organized as (n,m)
corresponding to an exponential factor of the form ∼ nA1 + mA2. The reader immediately
realizes that a door is now open towards new phenomena: indeed, if the two actions happen
to be Z-linearly dependent, then there is n?, m? such that n?A1 + m?A2 = 0 and the nonper-
turbative exponential contributions “collapse” to order one, no longer suppressed or enhanced.
Such phenomena have appeared recurrently in recent string theoretic examples [130, 16, 210].
In these cases both the large-order resurgence relations as well as the transseries structure will
change, in order to incorporate new (nonperturbative) resonant sectors, and logarithms may ap-
pear throughout. Because general physical problems may depend upon many parameters, it is
conceivable that resonance is “tunable” and may generically appear in many examples. We shall
later discuss in a very explicit example how this may come about and what are its implications.
These lectures are organized as follows. We begin in section 2 by considering a
toy model for an interacting quantum theory: a one-dimensional integral representing the par-
tition function of a system with quartic potential. Because this partition function satisfies a
“Schwinger–Dyson” linear differential equation, this allows us to start the analysis from simple
saddle-point arguments and, in the process of computation, introduce many basic resurgence
methods and ideas. As we turn to the free energy of this system, the problem becomes nonlinear
and full-fledged resurgence is then required. We discuss its asymptotics, both analytically and
via high-precision numerical studies, and show how Stokes constants from the linear problem
may be used to find the Stokes constants of the nonlinear problem. Most numerical tools used
in the asymptotic analyses are always introduced as needed. Section 2 also aims at being self-
contained, and enough material for the first-time reader who is only interested in the basics of
resurgence. Having grasped the basics of resurgent analysis, we then start addressing its di-
verse generalizations. Section 3 discusses a generalization of saddle-point analysis (previously
used in section 2) to higher dimensions, replacing one-dimensional steepest-descent contours with
multi-dimensional Lefschetz thimbles, and how these are adequate tools to use when addressing
linear problems. Nonlinear problems require heavier machinery and in section 4 we discuss it
by addressing general results on Borel transforms and their associated resurgence singularities.
These linear and nonlinear discussions lead up to section 5, where we describe the (more com-
plicated) general structure of resurgent transseries, involving arbitrary instanton actions, and
always having in mind a physical point-of-view. In particular, “physical interpretations” of alien
calculus are suggested, either via statistical mechanics or via conformal field theory. Ensemble,
these sections yield an overview of many technical ideas and concepts pertaining to resurgence
and transseries. Section 6 then reconsiders a more complicated toy model where resonance may
also appear: a one-dimensional integral representing the partition function of a system with an
elliptic-function potential. Modularity now enters the game and the instanton actions depend
upon a modulus, which may be chosen so that the system resonates. In both linear (partition
function) and nonlinear (free energy) systems we analyze how resonance appears in the asymp-
totics, and how it changes as the elliptic modulus is varied. Sections 2 and 6 thus introduce and
review, in very explicit examples, most working methods of resurgent asymptotics. There are also
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a few appendices, collecting some technicalities and directions of further study. A more mathe-
matical approach to alien calculus, alongside further technical details, appears in appendix A.
Then, appendix B discusses (anti) Stokes lines and their wall crossing in quantum mechanics,
while appendix C discusses resummations and strong-coupling expansions—together, these two
appendices complement some discussions from section 2. Technicalities concerning generating
high-order data, used in sections 2 and 6, are collected in appendix D; while some other
further details on Borel transforms, complementing section 4, may be found in appendix E.
Finally, it is worth pointing out two interesting topics which are not included in the present work.
One of these topics is the resummation of transseries (albeit briefly discussed in appendix C).
This involves not only the classical idea of Borel resummation, alongside its practical implemen-
tation as Borel–Pade´ resummation, but mainly its newer version—as it applies to transseries with
multi-instanton sectors and occurrence of Stokes phenomena—in the form of Borel–Pade´–E´calle
resummation. We refer the reader to, e.g., the recent papers [176, 135, 80, 12, 79, 66, 64] for nice
illustrations of resummations within gauge and string theoretic contexts. The one other topic
which is left absent deals with reorganizations of transseries, by exchanging the order of the sums
in the perturbative and multi-instanton indexes. This actually leads to a myriad of interesting re-
sults connecting to, e.g., modular properties [46, 111, 112, 179, 17, 18], transasymptotics [72, 73]
and its “nonlinear” generalizations [17, 18] (all relating back to modularity [46, 111, 112]), and
(generalized) partition-function phases [17, 18]. The interested reader is encouraged to proceed
into the aforementioned references, given the basis acquired in the present lectures.
2 Resurgent Analysis of a Quartic-Potential Integral
Let us begin by setting up some notation and definitions which will be needed in order to develop
the resurgence analyses that follow. As mentioned earlier, there are a few reviews on the theory of
resurgence and its associated transseries and alien calculus, but on what concerns an introduction
to resurgent asymptotics we are not aware of much beyond section 2 of [16]. We begin precisely by
recalling a few formulae from that paper. Consider an observable Φ := 〈O〉 and its perturbative
computation in some coupling constant, denoted by x, which as usual we shall take around x ∼ 0.
The perturbative series2
Φ(0)(x) '
+∞∑
g=0
Φ(0)g x
g+1 (2.1)
is asymptotic with zero radius of convergence if its coefficients grow as Φ
(0)
g ∼ g!. But if this
power-series does not converge for any non-zero value of x, then how can one compute the
observable Φ as a function of the coupling? One of the most powerful frameworks to extract
information out of this type of asymptotic series is Borel analysis, where one starts with the
Borel transform; a linear map acting on formal power series
B : C[[x]]→ C[[s]] (2.2)
xα+1 7→ B [xα+1] (s) = sα
Γ(α+ 1)
. (2.3)
2Note that at this stage we are not concerned on the details of how the perturbative series for the observable
Φ was obtained, nor on whether this observable may also have a nonperturbative definition beyond perturbation
theory. The machinery of resurgence simply starts from such a perturbative expansion, and works regardless of the
aforementioned possibilities. As such, this series may equally arise from, e.g., Rayleigh–Schro¨dinger perturbation
theory in quantum mechanics, Feynman diagrams in field theory, or a perturbative solution to some differential
equation. In the following we shall be more specific on how to compute perturbative series in examples.
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This produces a new series, B[Φ(0)](s), out of the asymptotic series (2.1), which has finite non-zero
convergence radius, as its coefficients no longer grow factorially but instead only exponentially
fast. It may thus be analytically continued throughout s ∈ C, into a function, albeit having
singularities and branch cuts. Once this is done, and chosen a direction θ in the complex s-plane
along which B[Φ(0)](s) has no singularities, the Borel resummation (or inverse Borel transform)
SθΦ(0)(x) =
∫ eiθ∞
0
dsB[Φ(0)](s) e− sx (2.4)
finally associates a finite value to the divergent sum (2.1), for each x. If the Borel transform was
an entire function this would pretty much be the end of the story. But that can only happen
if the original series was not asymptotic to begin with; being asymptotic, then B[Φ(0)](s) will
have singularities—and this is instead the beginning of a fascinating story. Indeed, if B[Φ(0)](s)
has singularities along θ, this (singular) direction is now known as a Stokes line, where (2.4)
is no longer well-defined: there is an ambiguity concerning along which direction should these
singularities be avoided by the integration contour. But if the end-result of this process of
resummation might be ambiguous, it would seem we still cannot compute the observable Φ as a
function of x? In order to solve this issue, one first defines lateral Borel resummations, Sθ±Φ(0)(x),
which avoid all singularities via a contour just to the left (to the right) of the direction θ. They
naturally lead to different results and the one seemingly simple question which actually sparks
many features of resurgence is: are these left- and right-lateral resummations related somehow?
As it turns out, and as we shall pedagogically discuss at greater length in this section—and,
in a more rigorous mathematical language, in appendix A—, the answer to the above question
is “yes”. The lateral Borel resummations lead to distinct sectorial resummations of our original
asymptotic series, but they are nonetheless connected via the so-called Stokes automorphism Sθ,
Sθ+ = Sθ− ◦Sθ. (2.5)
In words, there is an operator, Sθ, relating both resummations (and essentially encoding all
the singular structure along the Stokes direction θ), and which we shall explain below how to
construct starting from a simple example. This is also the point where alien calculus kicks in, as
the Stokes automorphism may be computed in terms of the alien derivative, ∆ω, a differential
operator encoding the singular behaviour of the Borel transform at the point ω. We shall also
explain in the following how this alien derivative may be very simply read from the Borel structure
of a given asymptotic series. Furthermore, it turns out that Sθ ∼ exp
(
e−
ω
x ∆ω
)
with ω in
the θ–direction (more on all this below), a relation which also implies that the aforementioned
ambiguity is nonperturbative (or non-analytic), essentially of order ∼ e− 1x . Clearly, if we know
all possible Stokes automorphisms associated to all Stokes lines, or, equivalently, all possible alien
derivatives along these same singular directions, then we will know how to match all possible
sectorial resummations and it is thus possible to reconstruct the nonperturbative solution of
the problem at hand, anywhere in the coupling-constant complex-plane. Because each of these
matches is non-analytic in ∼ e− 1x , this further implies that the nonperturbative solution we are
trying to construct must involve all possible such (exponential-type) instanton contributions.
This naturally leads to our next ingredient.
As we shall see, the calculation of alien derivatives is undissociated from transseries, gen-
eral solutions to nonlinear problems, going beyond the realm of power series. For example, a
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transseries ansatz for our resurgent function, depending on a single parameter σ, could be
Φ(x, σ) =
+∞∑
n=0
σn Φ(n)(x), (2.6)
where Φ(0)(x) is the formal asymptotic power series (2.1), and where the Φ(n)(x) are the n-
instanton contributions,
Φ(n)(x) ' e−nAx
+∞∑
g=1
Φ(n)g x
g+βn , (2.7)
with A the instanton action and βn a characteristic exponent. The exponentials in (2.7) are
non-analytic. In this way, indeed the transseries (2.6) includes all possible (exponential-type)
instanton contributions, going beyond the realm of power-series and organizing itself as a double
series: for each n as an asymptotic series, and for the sum in n as a “power series” in the non-
analytic term e−
A
x . The transseries parameter σ is an instanton counting parameter, associated to
the instanton action A, and it parameterizes different choices of boundary conditions for whatever
problem one is addressing (e.g., (2.6) would be an appropriate solution ansatz for a first-order
nonlinear ordinary differential equation, representing a one-parameter family of solutions for
unspecified σ). Generically one should consider transseries depending on multiple parameters;
e.g., a two-parameter transseries was fundamental in the solution to the Painleve´ I equation and
the quartic matrix model in [130, 16], or the solution to the Painleve´ II equation in [210]. Even
more complicated multi-parameter transseries solutions seem to appear within the topological
string theory context, e.g., [97, 77, 78, 76]. In particular, note that a problem whose transseries
solution involves k-parameters will have multiple instanton sectors, labeled by a set of integers
n = (n1, . . . , nk) ∈ Nk, as Φ(n)(x). The n = (0, . . . , 0) sector is the perturbative sector, the
n = (n1, 0, . . . , 0) sector is a typical instanton sector associated to the instanton action A1, but
most sectors will be mixed and one may even find new (“unusual”) sectors associated to complex
instantons as in, e.g., [220, 23, 24, 228, 130, 16, 210, 27, 135, 78, 79, 66].
Finally, let us mention that the reason why the automorphism Sθ in (2.5) is known as the
Stokes automorphism is, of course, because it precisely describes Stokes phenomena—which we
already explained qualitatively in the introduction. We may now be a bit more quantitative by
considering the one-parameter transseries (2.6), for which θ = 0 is a singular direction of the
Borel transform, i.e., it is a Stokes line (for A > 0). As we shall explain later, applying the
Stokes automorphism (2.5) one finds
S+Φ(x, σ) = S−Φ (x, σ + S1) , (2.8)
where S1 is a Stokes constant as in (1.3). One immediately realizes that this expression, (2.8),
precisely describes the Stokes phenomena of classical asymptotics within the resurgence frame-
work: starting out with σ = 0, all that the transseries (2.6) includes is the original perturbative
series (2.1). But once we cross a Stokes line, signaled by the fact that the Borel resummation
(2.4) is no longer yielding correct results, then (2.8) above will make appear a series of expo-
nentially suppressed terms, as in (2.7), which correct the Borel resummation of the perturbative
expansion and which may eventually grow and take over the dominance of the transseries (2.6).
2.1 Phase Diagram from Stokes Phenomena
Let us now describe these ideas in greater detail as they appear in a simple example, that of
a partition-function toy-model described by a one-dimensional integral with quartic potential.
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Figure 1. The quartic potential (2.10) in the complex z-plane, with Reλ > 0 (λ = 1 in the plot). The
brown (darker) region is where ReV (z) > 0, while the blue (lighter) region is where ReV (z) < 0. The
four contours are the admissible contours, leading to three homologically independent integration paths.
The Z2 symmetry V (z) = V (−z) of the quartic potential (2.10) further narrows down the number of
independent results one may compute over homologically distinct contours.
We will set up this analysis within the resurgence framework, identifying Stokes and anti-Stokes
lines, and constructing all different asymptotic expansions which hold on different sides of the
Stokes lines. For pedagogical purposes, we shall start over familiar ground by considering simple
saddle-point analysis and steepest-descent contours in the present subsection.
Consider the “quartic partition function”, described by
Z(~) =
1
2pi
∫
Γ
dz e−
1
~V (z), (2.9)
where V (z) is the quartic potential
V (z) =
1
2
z2 − λ
24
z4, (2.10)
with coupling constant λ, and Γ is a contour to be specified. Not every contour is admissible:
there are only four directions going off to infinity with ReV (z) > 0 as z →∞, naturally leading
to three homologically-independent admissible integration paths. This is illustrated in figure 1
when both Re ~ > 0 and Reλ > 0. As these conditions change, so will the contours.
With a simple change of variables the partition function (2.9) may be written as
Z(x) =
√
~
2pi
∫
Γ
dz exp
(
−1
2
z2 +
x
24
z4
)
, (2.11)
which explicitly illustrates how all non-trivial dependence occurs through the variable x ≡ λ~,
and this is what we shall study in the following. One way to evaluate this integral as an asymptotic
expansion is through the method of steepest descents (see, e.g., [37]). First, one computes the
saddle-points z∗0 = 0, z∗± = ±
√
6
x , with V (z
∗
0) = 0 and V (z
∗±) =
3
2x . Their leading contribution
to the quartic partition function is thus given by exp (−V (z∗)) and which is the dominant saddle
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Θ = 0 Θ = Π16 Θ = 7Π16 Θ = Π2
Θ = 9Π16 Θ = 15Π16 Θ = Π 16
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Figure 2. Steepest descent (ascent) contours for the quartic integral, through the several saddles (black
for the “perturbative” saddle and red for the “instanton” saddle), along with the positivity of the potential,
for different values of θ = arg x (|x| = 1 in the plot). This makes clear which are Stokes and anti-Stokes
lines: Stokes lines at arg x = 0, pi when the steepest descent contours hit the three saddles; anti-Stokes
lines at arg x = pi2 ,
3pi
2 . See the main text for a full discussion of the plot sequence.
will of course depend on the value of arg x. Next, chosen a reference saddle z∗, one deforms the
contour of integration into the infinite, oriented path of steepest descent through z∗, defined as
Im (V (z)− V (z∗)) = 0, (2.12)
and increasing away from z∗. For both “perturbative” saddle at the origin, z∗0 , and “instanton”
saddles, z∗±, steepest descent (and steepest ascent) contours are depicted in figure 2, for different
values of θ = arg x. We have also plotted the regions where the quartic potential is positive
(negative): comparing with figure 1, we now see how these regions change with θ. In particular,
this allows us to distinguish steepest descent3 from steepest ascent contours. Let us explain the
plotting details of figure 2: for each value of θ we have plotted the leading saddle(s) with a
solid disk, while the subleading saddle(s) were plotted with a circle. Regardless of dominance,
the “perturbative” saddle is always plotted in black, with the “instanton” saddles in red. Then,
solid contours are steepest descent (ascent) contours associated with the leading saddle(s), while
dashed contours are steepest descent (ascent) contours associated with the subleading saddle(s).
What we immediately learn from figure 2 is that, generically, a steepest-descent contour
goes through a single saddle—but this is not always the case. Indeed, this procedure yields well-
defined asymptotic expansions as long as the path of steepest descent used in their calculation
3Departing off to infinity along brown (darker) regions, ensuring convergence of the integral.
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does not pass through a second saddle. This will occur when
Im
(
V (z∗±)− V (z∗0)
)
= 0 ⇔ Im 1
x
= 0, (2.13)
corresponding to arg x = 0, pi (these lines are very distinctive in figure 2). These are4 the
Stokes lines for the quartic partition-function, where, because other (suppressed) saddles start
contributing to the evaluation of the integral, subleading exponentials likewise start contributing
to the asymptotics. At θ = 0 the leading saddle is z∗0 , while z∗± lead to exponentially suppressed
contributions (in fact, purely exponential contributions along the Stokes direction). As θ keeps
increasing, these exponentially subleading contributions grow and, when they becomes of the
same magnitude as the leading term, we reach what is known as an anti-Stokes line. Different
exponential contributions are of the same magnitude when both saddles have the same real part,
Re
(
V (z∗±)− V (z∗0)
)
= 0 ⇔ Re 1
x
= 0, (2.14)
corresponding to arg x = pi2 ,
3pi
2 (these lines are also shown in figure 2). At θ =
pi
2 the subleading
saddles z∗± have become of the same magnitude as z∗0 and one thus finds an oscillatory asymptotic
behaviour along this direction. As we keep increasing θ beyond pi2 one sees that the different
saddles have reversed roles: it is now the z∗0 contribution which is exponentially suppressed with
respect to that of z∗±. This situation is maintained all the way through the Stokes line at θ = pi,
where the z∗0 contribution, albeit suppressed, starts “growing” again (as expected upon crossing
a Stokes line), until we reach the anti-Stokes line at θ = 3pi2 . Here all saddles recovered the same
magnitude and one finds oscillatory asymptotic behaviour once again. Past this line, the leading
contribution is again given by z∗0 all the way back to θ = 2pi. The (very simple) “phase diagram”
of the quartic partition function, describing the aforementioned behaviour, is shown in figure 3.
What we have just described is the Stokes phenomenon: in an asymptotic approximation,
different asymptotic formulae hold, on different sectors, for the same analytic function. As
we shall see, transseries precisely capture all these possible asymptotic formulae in a single
go. In the meantime, it is also interesting to understand the physical interpretation where
Stokes phenomenon describes phase transitions [202], building upon the Lee–Yang construction
[169, 170] (see [141] as well). In the Lee–Yang set-up, the finite-size grand-canonical partition
function is first written as a polynomial. A phase transition then arises if, in the thermodynamic
limit, the zeros of this polynomial condense onto lines describing phase boundaries. In the case
of the quartic partition function (where the asymptotic approximation plays the role of the
thermodynamic limit), it is simple to see that phase transitions occur at the anti-Stokes lines,
from the “one-saddle” phase to the “two-saddle” phase and back again. This follows from an
explicit Lee–Yang analysis: one can actually exactly compute the integral (2.11) as a modified
Bessel function of the first kind (up to an exponential piece and a change of variables), whose
zeros5 precisely condense upon the imaginary axis as shown in figure 3. We shall next describe
how resurgent analysis unfolds, but for the moment just note that the picture we have unveiled
for the phase diagram of the quartic partition function6 is the following: in the complex x-plane,
the real axis is a Stokes line, while the imaginary axis is an anti-Stokes line/phase boundary.
4Note that the definitions of Stokes and anti-Stokes lines are usually reversed between the mathematical and
physical literatures. In this work we are using the appropriate definitions within the resurgence framework. As
such, the reader who has been exposed to these ideas before should pay attention to our precise definitions.
5Rigorously, this depends upon a choice of contour, yielding appropriate linear combinations of two Bessel
functions. We are plotting the zeros of each of these building blocks (not exactly the same, but extremely similar).
6A short extension of this analysis, from the present realm of partition-function toy models to the full framework
of one-dimensional quantum mechanics, is included in appendix B for the benefit of the interested reader.
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Figure 3. The first image shows the coupling constant x-plane, representing the phase diagram of the
quartic partition function. Stokes lines are in red (solid), at arg x = 0, pi, while anti-Stokes lines are in blue
(dashed), at arg x = pi2 ,
3pi
2 . The second image shows the Lee–Yang accumulation of zeros of the modified
Bessel function describing the quartic partition-function, signaling a phase transition. One can clearly see
that indeed the anti-Stokes lines correspond to phase boundaries.
2.2 Basic Formulae for Resurgent Analysis
Having understood the steepest-descent contour structure of the integral (2.11) we still need to
explicitly evaluate it, as an asymptotic series. This is most simply done by first noticing that
this integral satisfies a second-order linear ordinary differential equation7 (ODE),
16x2 Z ′′(x) + (32x− 24)Z ′(x) + 3Z(x) = 0. (2.15)
An ansatz of the form Z(x) = e−A/x Φ(x), with Φ(x) a power series, perturbatively yields
(algebraic and recursive) equations for both A and the coefficients of the power series Φ(x). The
quadratic equation for A yields the two solutions
A = 0 or A =
3
2
(2.16)
as expected from our earlier saddle-point analysis; while the recursive equations for the corre-
sponding power-series coefficients yield the asymptotic series
Φ0(x) '
+∞∑
n=0
Z(0)n x
n, Z(0)n =
(
2
3
)n (4n)!
26n (2n)!n!
Z
(0)
0 , (2.17)
Φ1(x) '
+∞∑
n=0
Z(1)n x
n, Z(1)n = (−1)n
(
2
3
)n (4n)!
26n (2n)!n!
Z
(1)
0 . (2.18)
The “instanton action” A = 32 is evident in the growth of the coefficients Z
(0)
n , Z
(1)
n ∼ A−nn!.
Notice that one still has to evaluate the constant (x-independent) contributions, Z
(0)
0 and Z
(1)
0 ,
sometimes denoted by residual coefficients in the resurgence literature. This is done by asso-
ciating each of the above asymptotic expansions to distinct steepest-descent contours. For the
7As mentioned, peeling off an exponential piece and changing variables, this is the modified Bessel equation.
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perturbative saddle, in the “zero-instanton” sector, it is simple to evaluate Z(0) =
√
~
2pi ≡ Z
(0)
0
from (2.11); while for the two subleading saddles, in the “one-instanton” sector, the integral over
the appropriate contour8 may be evaluated in terms of modified Bessel functions whose asymp-
totic expansion then yields Z
(1)
0 = − i√2 Z
(0)
0 . The asymptotic evaluation of the quartic partition
function thus boils down to
Z(0)(x) '
√
~
2pi
+∞∑
n=0
(
2
3
)n (4n)!
26n (2n)!n!
xn, (2.19)
Z(1)(x) ' − i√
2
√
~
2pi
e−
3
2x
+∞∑
n=0
(−1)n
(
2
3
)n (4n)!
26n (2n)!n!
xn. (2.20)
Note how one may also obtain the Stokes and anti-Stokes lines directly from the exponential
structure of the above solutions; by looking at their instanton structure. Stokes lines are given
by
Im
(
3
2x
)
= 0, (2.21)
such that the exponential in (2.20) is as damped (enhanced) as possible; while anti-Stokes lines
correspond to
Re
(
3
2x
)
= 0, (2.22)
such that the exponential in (2.20) is of order one, and (2.19) and (2.20) are of the same order.
This obviously yields the precise same results as discussed earlier and depicted in figure 3.
Having constructed two linearly independent solutions9 (2.19) and (2.20) to the linear second-
order ODE (2.15), the general solution follows as their linear combination. This introduces two
integration constants, parameterizing boundary conditions. One finds:
Z(x, σ0, σ1) = σ0 Z(0)(x) + σ1 Z(1)(x). (2.23)
This is in fact the transseries solution to the problem, in the sense that it incorporates all saddles.
The transseries parameters are σ0 and σ1, and it is also clear how they are parameterizing
boundary conditions or contours of integration, depending upon the point-of-view. This is, of
course, a trivial statement in elementary (linear) differential equations theory. Further, when
comparing this explicit result (2.23) with the general form of a (one-parameter) transseries (2.6),
in here we only find a finite number of instanton sectors. Again, this is due to linearity of the
present problem. As we shall explicitly see in an upcoming subsection, only when considering
nonlinear problems do we find an infinite number of (multi) instanton sectors.
In order to illustrate the ideas of resurgence in an elementary setting, we now turn to the
computation of the Borel transforms (2.3), for the asymptotic power series Φ0(x) and Φ1(x). It
is straightforward to obtain10
B[Φ0](s) = 1
8
√
~
2pi
2F1
(
5
4
,
7
4
, 2
∣∣∣∣2s3
)
, (2.24)
8This is one of the “side” contours in figure 1, only picking-up one “instanton” saddle.
9Respectively associated to each of the two linearly/homologically independent steepest-descent contours of
integration in figure 1; i.e., one for the perturbative saddle and another for the nonperturbative saddle (due to the
Z2 symmetry of the potential, both ±
√
6/x saddles obviously yield the same result).
10Note that the Borel transform (2.3) is undefined for the residual coefficient, with α + 1 = 0. This is simply
handled by dropping this coefficient and only adding it back-in at the end—its contribution is trivial to include at
any stage. Our Borel transforms thus follow from (2.17) and (2.18) with the asymptotic series starting at n = 1.
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B[Φ1](s) = i
8
√
2
√
~
2pi
2F1
(
5
4
,
7
4
, 2
∣∣∣∣−2s3
)
, (2.25)
where 2F1 (a, b, c |z) is the hypergeometric function, with a branch cut on the complex z-plane
running from z = 1 to infinity. Thus, B[Φ0](s) has a singularity at s = 32 ≡ A and B[Φ1](s) has
a singularity at s = −32 ≡ −A, implying that both have non-zero radius of convergence around
s = 0. If one next asks what is the nature of these singularities, it is not too hard to find the
following expansions11 near s = ±A,
B[Φ0](s) = (+2)× Z
(1)
0
2pii (s−A) + (+2)× B[Φ1] (s−A)
log (s−A)
2pii
+ holomorphic, (2.26)
B[Φ1](s) = (−1)× Z
(0)
0
2pii (s+A)
+ (−1)× B[Φ0] (s+A) log (s+A)
2pii
+ holomorphic. (2.27)
The first thing one notices in these results is the origin of the name “resurgence”: in fact, at
the singularity of B[Φ0](s) one finds the “reappearance” or resurgence of the Φ1 sector, via its
Borel transform; while at the singularity of B[Φ1](s) one finds the resurgence of the Φ0 sector.
This reappearance includes the full asymptotic series, with the residual coefficient attached to
the simple pole and the rest of the coefficients appearing next to the logarithmic branch-cut.
This property of “reappearance” turns out to be rather generic and it is in fact at the basis
of the theory of resurgence. If we forget for one moment that it was uncovered by looking at
the functional nature of the Borel singularities, or even that these singularities may be poles or
logarithmic branch-cuts or else, what (2.26) and (2.27) are expressing are relations in-between
the asymptotic series Φ0(x) and Φ1(x), the building blocks of the transseries (2.23). Such a level
of abstraction may be easily reachable from (2.26) and (2.27) by first considering the difference
between left and right Borel resummations, (2.5), along the appropriate Stokes directions, θ = 0
and θ = pi respectively,
(S0+ − S0−) Φ0(x) = (+2)×
(
−Z(1)0 − Φ?1(x)
)
e−
A
x = (−2)× Φ1(x)× e−Ax , (2.28)
(Spi+ − Spi−) Φ1(x) = (−1)×
(
−Z(0)0 − Φ?0(x)
)
e+
A
x = (+1)× Φ0(x)× e+Ax . (2.29)
After the first equality, we momentarily used the notation Φ?(x) to explicitly denote the asymp-
totic series which follow from Φ(x) by dropping their residual coefficients, i.e., Φ?i := Φi − Z(i)0
(recall the discussion leading up to (2.24) and (2.25); in particular footnote 10). It is very in-
teresting to observe how precisely these coefficients are being added back-in by the simple-pole
contributions in (2.26) and (2.27), which then lead to the very neat final equalities. As just dis-
cussed, we are aiming at a level of abstraction where we can do without looking at the particular
functional nature of the Borel transforms. That is finally obtained by defining a linear operator,
∆ω, with ω a point in the complex s-plane, which acts on the transseries building blocks Φn (the
asymptotic series), and which describes the basic structure encoded in (2.26) and (2.27). In this
particular linear example, a definition for such an operator naturally follows from the previous
two equations, as12
∆ω := e
ω
x (Sθ+ − Sθ−) , (2.30)
11Note how the aforementioned residual coefficients are again visible in here; attached to the simple poles.
12It is very important to keep in mind that this definition only holds in the present linear case. It will not hold
for nonlinear problems, where it will require (substantial) modification. More on this in the following.
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if the na¨ıve action of ∆ω results in a “pure” power-series (i.e., another transseries block, without
any exponential factors), and ∆ω := 0 otherwise (i.e., if the na¨ıve action of ∆ω still includes ex-
ponential factors13). This definition leads to the (for the moment) abstract structure formalizing
the property of resurgence:
∆+AΦ0 = (−2)× Φ1, (2.31)
∆−AΦ1 = Φ0. (2.32)
Our departure equations may here be recovered by reading these expressions as follows: the Borel
transform of Φ0 has a singularity at ω = +A which is given by the Stokes coefficient S1 = −2,
multiplied by the Borel transform of Φ1 (and “attached” to the logarithmic
14 branch-cut). The
second line is read similarly. Furthermore, this algebraic structure closes upon itself,
Φ0 Φ1
∆+A
∆−A (2.33)
as, in particular, ∆ωΦn = 0 if the Borel transform of Φn is not singular at ω. This linear operator
is known as the alien derivative as it is in fact a linear differential operator, satisfying the Leibniz
rule (see appendix A). We refer the reader to the reviews [55, 56, 91, 212, 208, 209] and references
therein for the proof that ∆ω is a derivation, and subsequently the construction of alien calculus.
In our spirit of introducing the main ideas of resurgence in a simple example, let us proceed
and address the Stokes automorphism (2.5). One of the reasons to introduce alien calculus, as
sketched above, is that the Stokes automorphism along some direction θ is essentially given by
the exponential of the alien derivative (why this is so will hopefully be motivated by the end
result that follows),
Sθ = exp
∑
{ωθ}
e−
ωθ
x ∆ωθ
 . (2.34)
Herein, the set {ωθ} corresponds to all possible Borel singularities along the direction θ (in the
present linear case there is only one such possibility for either θ = 0 or θ = pi, and the summation
is immaterial, but in the nonlinear case there may be infinite possibilities and this action will
be much more intricate). Now, from (2.31) and (2.32), it is easy to see that ∆+A∆+AΦ0 =
0 = ∆−A∆−AΦ1, implying that the above exponential collapses to a finite sum for both the
θ = arg (+A) = 0 and θ = arg (−A) = pi Stokes rays. The only non-trivial relations are thus:
S0Φ0 = exp
(
e−
A
x ∆+A
)
Φ0 = Φ0 − 2 e− 32x Φ1 and SpiΦ1 = Φ1 + e
3
2x Φ0, (2.35)
or, equivalently,
S0Z
(0)(x) = Z(0)(x)− 2Z(1)(x), and SpiZ(1)(x) = Z(1)(x) + Z(0)(x). (2.36)
13These are the so-called “transmonomials” factors, to be discussed in section 5.
14If all singularities are simple poles alongside logarithmic branch-cuts, this implies we are in the class of so-called
simple resurgent functions, but we will get back to this point in section 4.
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That Φ0 only has one Stokes line along θ = 0 on the Borel plane, and Φ1 only one along θ = pi,
is of course already dictated by the alien calculus (2.31) and (2.32) (or, earlier on, by (2.26) and
(2.27)). The above expressions now completely encode the Stokes phenomena (2.8) across all
Stokes lines, where, in this problem, singular directions on the Borel plane equally relate with
Stokes lines on the complex x-plane. Using (2.23) one thus finds that the Stokes automorphism
(2.5) at θ = 0 is
S0+Z(x, σ0, σ1) = S0−Z(x, σ0, σ1 − 2σ0), (2.37)
while at θ = pi it is
Spi+Z(x, σ0, σ1) = Spi−Z(x, σ0 + σ1, σ1). (2.38)
It is interesting to notice that if we move twice around the origin, (SpiS0)
2, the transseries
parameters change as (σ0, σ1) → (−σ0,−σ1), while if we move four times around the origin we
recover the identity,
(SpiS0)
4 = 1. (2.39)
This expression tells us what is the monodromy encoded in the transseries solution to the quartic
integral, which is thus best understood as a multi-sheeted Riemann surface15.
At this stage, it is instructive to take a step back and re-derive the above monodromy relation
(2.39) directly from our discussion of steepest-descent contours in the previous subsection. Recall
that we had three saddle-points, z∗0 and z∗±, which led to three steepest-descent contours for Γ in
the evaluation of the partition function (2.11), and which we shall now respectively denote by J0
and J± (we shall discuss the nature of such steepest-descent contours in further detail later-on,
in section 3). The asymptotic series Φ0 and Φ1, which we computed in (2.17) and (2.18), are
obviously also generated by the integration (2.11) along these contours. Now, what we wish to
point out is that these contours will acquire discontinuities at the Stokes rays θ = 0 and pi, as
shown in figure 2. In fact, in order to instead ensure the continuity of each asymptotic series Φi
along these Stokes rays, one needs to make sure that the contour has the same asymptotics for,
e.g., θ = 0− and θ = 0+ (i.e., the tails of the contour lie in the same brown regions of figure 2 for
both θ = 0− and θ = 0+). This continuity condition implies that the steepest-descent contours
need to change as J0 → J0 + J− − J+ as one rotates from θ = 0− to 0+ (compare the last and
second plots in figure 2). On the other hand, J± need not acquire any jumps at θ = 0. These
conditions may be compactly expressed as J0J+
J−
→ S(0)	
 J0J+
J−
 =
 1 −1 10 1 0
0 0 1
 J0J+
J−
 , (2.40)
where S
(0)
	 is the “Stokes matrix” associated to θ = 0. Essentially the same reasoning goes
through around θ = pi, where the continuity conditions may now be obtained by comparing the
sixth and eight plots in figure 2. The reader can check that one will now obtain J0J+
J−
→ S(pi)	
 J0J+
J−
 =
 1 0 01 1 0
−1 0 1
 J0J+
J−
 . (2.41)
If we finally define the monodromy matrix M := S
(pi)
	 · S(0)	 it is simple to check that M4 = 1,
which is the steepest-descent equivalent of the monodromy relation (2.39).
15See [15] for a discussion on the relation between Stokes transitions and the monodromy of transseries solutions.
– 16 –
Having understood the basics of the Stokes automorphism, and how Stokes transitions may
be implemented, let us ask what occurs at a Stokes line, say at arg x = 0 (equivalently, along
the singular direction θ = 0). For our transseries (2.23), one starts off at arg x = 0− with σ1 = 0
and σ0 6= 0, which we may always normalize to σ0 = 1, i.e., we start off with Z(x, 1, 0) which
is simply an adequate Borel resummation of the (perturbative) asymptotic expansion (2.19). As
we cross the Stokes line via (2.37) we obtain the transseries
Z(x, 1, 2) = Sθ>0Φ0(x) + 2 e−
3
2x Sθ>0Φ1(x). (2.42)
Increasing θ until we reach the positive imaginary axis where x = +i|x|, this becomes, to leading
order,
Z(i|x|, 1, 2) '
√
~
2pi
(
1 +
√
2 sin
(
3
2|x|
)
− i
√
2 cos
(
3
2|x|
))
+ · · · , (2.43)
yielding the expected asymptotic oscillatory behaviour to be found at anti-Stokes lines.
Of course the transseries construction includes much more information beyond finding this
oscillatory behaviour. As one keeps rotating in the complex plane, successively crossing Stokes
lines, the transseries solution displays its full multi-sheeted structure encoded in (2.39). Let us
explore this particular point. An exact evaluation of the quartic-potential integral around the
“elementary” contours of figure 1 is possible, with the different results being written in terms of
modified Bessel functions of the first kind; concretely as linear combinations of16√
3
4x
e−
3
4x I± 1
4
(
3
4x
)
. (2.44)
However, all such results have branch cuts along the negative real axis and the question remains
on how to explicitly implement the appropriate analytic continuation yielding a fully nonper-
turbative solution to our problem, in its correct domain of validity. This is one of the points
encoded in the Stokes transitions (2.37) and (2.38): they already automatically yield this analytic
continuation with the prescribed monodromy—the only point left to address being an adequate
resummation of the different asymptotic series, which is now just a numerical question. To illus-
trate this point, let us again start off at arg x = 0− with Z(x, 1, 0), let us fix |x|, and let us rotate
arg x around the origin four times, according to the monodromy (2.39). The result is shown
in figure 4, where we have set |x| = 0.21, resummed the asymptotic series with (appropriately
chosen) Pade´ approximants, and rotated as described: in this way, via Stokes transitions, the
transseries describes a smooth trajectory over the multi-sheeted solution to our problem.
This brief overview of the quartic-potential integral introduced some of the ideas of resurgence
in a very simple setting, and also illustrated how resurgent analysis is particularly straightforward
for linear systems (i.e., with a finite number of instanton sectors and Stokes constants). It is
of course important to point out that the story is very different for generic nonlinear systems,
with multi-instanton sectors and even resonance, where trying to build the correct analytic
continuation as described above is already an extremely non-trivial problem (see [15] for the
full Stokes transitions generalizing (2.37) and (2.38) and a glimpse at the general monodromy
operator (2.39)). The interested reader may find more details on resurgent calculus in appendix A.
2.3 Asymptotics and Large-Order Behaviour: Partition Function
As we already made clear in the introduction, one very important physical outcome of resurgence
is the capability it gives us to completely understand the asymptotics of some given perturbative
16One way to obtain this result is via a strong-coupling analysis, as in appendix C.
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Figure 4. The monodromy of the transseries solution to the quartic integral. We start at arg x = 0−
with Z(0.21 eiθ, 1, 0), and rotate θ four times around the origin according to (2.39). This four-fold rotation
is abstractly represented in the upper plot, where the different colors/types are signaling different regions
(on the Borel plane) in-between Stokes transitions. For instance, at 2pin, the Stokes transition (2.37) takes
place, while at pi+2pin it is (2.38) instead (n = 0, 1, 2, 3). In this way, each color/type occurs in an interval
of length pi and the complete sequence yields the full 8pi rotation as shown. As we represent this four-fold
rotation back into the x-plane (illustrated in the lower plots, with matching colors/types as in the upper
plot), it is clear how the transseries trajectory closes upon itself, fulfilling the predicted monodromy and
showing how indeed the transseries encodes the full nonperturbative solution. The axes in the lower plots
correspond to real and imaginary parts of the partition function. A word on numerics: we have resummed
the asymptotic series with Pade´ approximants, and chosen relatively small |x| for improved accuracy.
This, however, results in the different scales appearing in the lower plots due to the exponential factor.
The central figure is plotted with a logarithmic scale and also gives an (almost complete) overview of the
trajectory. The exponential factor makes it hard to understand what happens closer to the origin and,
hence, the lateral images zoom-in onto the small “loops” which are already visible in the central plot.
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θθ+
θ-
Figure 5. The left Borel resummation Sθ+ crosses the singular Stokes line along θ, to yield the right
Borel resummation Sθ− alongside the Stokes discontinuity Discθ. This discontinuity has a geometrical
representation as sum over the (red) Hankel contours associated to each (multi-instanton) singularity.
expansion. Let us go back to (2.5),
Sθ+ = Sθ− ◦Sθ, (2.45)
which quantifies how different asymptotic expansions hold, on different sides of a Stokes line,
for the same function. This implies that there is a discontinuity of the asymptotic expansions17,
Discθ, which must relate to the Stokes automorphism as
Discθ = 1−Sθ, (2.46)
so that Sθ+ − Sθ− = −Sθ− ◦Discθ (see figure 5 for a sketch of this discontinuity).
Now given a function F (x), with a discontinuity along some ray starting from the origin on
the complex plane along the direction θ, Cauchy’s theorem translates to
F (x) = − 1
2pii
∫ eiθ∞
0
dw
DiscθF (w)
w − x , (2.47)
at least if there is no contribution around infinity—which is usually the case in the large-order
context; e.g., [38, 39, 67, 238]. If we apply this relation to the perturbative asymptotic expansion
for Φ0(x), given in (2.17), which will in fact have a discontinuity along θ = 0 due to the non-
triviality of the Stokes automorphism in (2.35), it first follows18
+∞∑
n=0
Z(0)n x
n ' − 1
2pii
∫ +∞
0
dw
2
w − x e
− 3
2w
+∞∑
k=0
Z
(1)
k w
k. (2.48)
17So that the nature of this discontinuity is completely clear, let us repeat what we wrote earlier concerning
Stokes phenomenon: in an asymptotic approximation, different asymptotic formulae hold, on different sectors, for
the same analytic function. In this way, it is this discontinuity which then relates them to each other.
18Using asymptotic series on both sides of the equality, and changing summation and integration signs, the
resulting expression only holds formally and thus the “asymptotic equality” sign meaning it holds at large order.
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This immediately implies19
Z(0)n ' −
2
2pii
Γ (n)
An
+∞∑
k=0
Γ (n− k)
Γ (n)
Z
(1)
k A
k. (2.49)
One may regard this expression as a large-order relation (see figure 6),
Z(0)n ' −
2
2pii
(n− 1)!
An
(
Z
(1)
0 +
Z
(1)
1 A
n− 1 +
Z
(1)
2 A
2
(n− 1) (n− 2) + · · ·
)
; (2.50)
or else make use of the exact coefficients Z
(1)
k , given in (2.18), to reobtain (without surprise) the
exact coefficients (2.17). Indeed, replacing (2.18) in the above expression,
Z(0)n '
1√
2pi
(
2
3
)n n−1∑
k=0
(−1)k (4k)! (n− k − 1)!
26k (2k)! k!
Z
(0)
0 , (2.51)
and recalling that it only holds as a large-order expression, i.e., in a regime where n  k and
where subsequently one has
lim
n→+∞
26n (2n)!n!
(4n)!
(n− k − 1)! =
√
2pi δk0, (2.52)
one then directly recovers (2.17). Naturally, an exactly analogue procedure goes through when
analyzing the large-order behaviour of the instanton asymptotic expansion (2.18) instead.
2.4 First Steps Towards Nonlinear Resurgent Analysis
Resurgence only shows its full powers when addressing nonlinear problems, i.e., problems where
most popular (nonperturbative) techniques might be of little use. At the same time, in many
quantum theoretic settings, it is often not the partition function which is most amenable to
calculations, but rather the free energy. With this dual motivation in mind, let us now address
the “quartic free energy”, F = logZ. Unlike the quartic-potential partition function in (2.15),
this time around the quartic-potential free energy satisfies a nonlinear second-order ODE,
16x2 F ′′(x) + 16x2
(
F ′(x)
)2
+ (32x− 24)F ′(x) + 3 = 0. (2.53)
An asymptotic perturbative solution F (x) '∑+∞n=0 F (0)n xn yields the recursion (determining it)
F
(0)
n+1 =
2
3
(
nF (0)n +
1
n+ 1
n−1∑
k=1
k (n− k)F (0)k F (0)n−k
)
, (2.54)
with F
(0)
1 =
1
8 and F
(0)
0 an integration constant. Imagine we knew nothing about F (although
we can know a lot, as we have already analyzed the partition function thoroughly!), and let us
thus proceed with a large-order analysis of this recursion20. To very high numerical precision (for
instance, using Richardson transforms—which we will describe in detail in a following subsection)
19Note that convergence of the integral requires n > k, again signaling the large-order nature of this relation.
20For the reader who is less familiar with such techniques, we shall discuss in detail such type of analyses in a
following subsection. For the moment, take this in the spirit of what was just done in the previous subsection.
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Figure 6. Numerical plot of the coefficients Z
(0)
n , weighted by the growth factor
2piAn
Γ(n) and up to 200
terms. The coefficients of the original series are shown in red, and in blue we plot their corresponding
fifth Richardson transform, denoted by RT0(0, n, 5) (details on these numerical acceleration schemes will
appear in a following subsection). The value to which the sequence is converging can be read directly from
(2.50) to be 2iZ
(1)
0 =
√
2 (where in this test we have set ~ = 2pi). The numerics fully validate the (leading)
resurgence large-order relation (2.50), up to an extremely small error of order ∼ O(10−12). Similar tests
may be done to validate the subleading components of the growth, as predicted by resurgence.
it is possible to show that the leading large-order behaviour of the perturbative coefficients in
the quartic free energy is
F (0)n ∼
S1F
(1)
0
2pii
Γ (n)
An
+ · · · , (2.55)
with21
A ≈ 3
2
and S1F
(1)
0 ≈ i
√
2. (2.56)
This behaviour points to the existence of instanton corrections, with action A = 32 . Now, in
the study of the partition function, we saw that we only needed two sectors: the perturbative
expansion and a single nonperturbative instanton sector, both solutions to a linear differential
equation. On the other hand, in the present case the free energy obeys a nonlinear differential
equation, and we thus expect to have a tower of multi-instanton sectors alongside the perturbative
series22. Let us try to derive the above “experimental” results by considering an ansatz for the
solution to the quartic free-energy equation (2.53), of the form
F (x) ' e− `Ax x`β
+∞∑
n=0
F (`)n x
n, (2.57)
21Where S1F
(1)
0 is the “scale invariant” combination carrying physical information; see [16].
22This is intuitively obvious. When searching for solutions, the nonlinear term in (2.53) essentially grabs any
(non-analytic) exponential contribution and iteratively induces all possible powers of this exponential. In this way, a
solution ansatz involving a single-instanton must then necessarily involve all possible multi-instanton contributions.
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where, besides the multi-loop multi-instanton coefficients F
(`)
n , we also have to determine the
instanton action A and a characteristic exponent β. Plugging this ansatz back into (2.53), one
finds that a solution exists if one chooses
A = 0,
3
2
, β = 0. (2.58)
We find two possible values for the instanton action, but only one non-zero. The first reasonable
guess in order to compute the free energy is then to assume that the above zero instanton action is
in fact part of the perturbative sector, and to expect to describe the complete (and most general!)
solution to the free energy of the quartic-potential as the following one-parameter transseries
F (x, σ) =
+∞∑
`=0
σ` e−
`A
x Φ`(x). (2.59)
Here σ is the transseries instanton-counting parameter (an integration constant parameterizing
boundary conditions), and the Φ`(x) are the transseries building blocks, i.e., the asymptotic
expansions associated to each (multi) instanton sector,
Φ`(x) '
+∞∑
n=0
F (`)n x
n. (2.60)
Just like for the perturbative sector in (2.54), the coefficients of these instanton expansions also
obey recursive relations, obtained by keeping track of equal powers of e−
`A
x and of xn when sub-
stituting the full transseries ansatz, (2.59) and (2.60), into the differential equation (2.53). These
recursive relations are now more intricate23 than (2.54), and they may be found in appendix D.
From these recursive relations one can determine enough coefficients in the expansions of any
(multi) instanton sector to find that the expansions Φ` are indeed asymptotic, as they diverge
factorially24
F (`)n ∼
Γ(n)
An
. (2.61)
We shall now illustrate how resurgence extends to this one-parameter transseries solution
of a nonlinear differential equation. Akin to what was done in earlier sections, within the linear
problem, one starts by addressing the Borel transforms of each multi-instanton sector Φ`,
B[Φ`](s) =
+∞∑
n=1
F
(`)
n
Γ(n)
sn−1. (2.62)
Of course one immediately stumbles upon a major difference as compared to the linear case:
now, one no longer has closed-form expressions for the multi-loop multi-instanton coefficients,
F
(`)
n , and so it is no longer possible to analytically compute the Borel transforms (as was done in
the linear problem in (2.24) and (2.25)). Recall that such calculations led us to understand the
23In particular, they keep on demanding for the need of extra (higher) multi-instanton sectors, coupled to the
previous ones (and eventually to the perturbative series), in such a way that in the end one indeed needs for an
infinite number of multi-instanton sectors as initially put forward in the general transseries ansatz (2.59).
24The simplest way to find this factorial growth is to plot F
(`)
n
F
(`)
n+1
, and notice that this quotient converges to
zero. Had it converged to any other value than zero, one would need to extend the ansatz used, beyond the
one-parameter transseries, and this will be thoroughly discussed below.
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Figure 7. Poles of the (diagonal) order-60 Pade´ approximants for the Borel transforms of perturba-
tive (BP60[Φ0]) and one-instanton (BP60[Φ1]) sectors in the free energy of the quartic potential. We
have truncated the series Φ0 and Φ1 at order N = 120, and used the built-in Mathematica command
PadeApproximant at order 60 (typically the order of the approximant is half of the cut-off order, N , for
a diagonal Pade´ approximant). One can easily see that the poles are all on the positive real line; for the
perturbative expansion B[Φ0] condensing upon a branch-cut starting at A = 32 (shown in red); and for the
one-instanton series B[Φ1] condensing upon two separate branch-cuts, starting at either ±A (also in red).
singularity structure of the Borel transforms, (2.26) and (2.27), which opened the door to the
introduction of the resurgence framework in (2.31) and (2.32). Nevertheless, given their recursive
construction, it is straightforward to computationally calculate several of these coefficients—for
any sector Φ(`) of the one-parameter transseries—and one can then numerically approximate
the analytic function we are interested in, e.g., via Pade´ approximants (see, e.g., [37], for a
classical treatment, or, e.g., [11], for very recent applications; but more on this below). Being
applied to the computation of Borel transforms, B[Φn], we shall denote this approximation scheme
as the Borel–Pade´ approximation method, written as BP`[Φn] for a (diagonal) order-` Pade´
approximant. For the moment all one needs to know is that this method approximates the
Borel transform by a rational function—in fact a ratio of two polynomials—whose singularity
structure is then encoded in its poles (immediately computed as the zeroes of the polynomial
in the denominator). As it turns out, in the case of resurgent functions these poles condense to
form cuts which start at the positions of the instanton actions on the Borel plane.
As an example, we show in figure 7 the poles of the Pade´ approximants for the Borel trans-
forms of perturbative, Φ0, and one-instanton, Φ1, asymptotic series in the quartic free energy.
It is rather evident how these poles condense into either one or two branch-cuts, starting at the
values of the instanton actions on the Borel plane, s = ±32 . The respective Borel transforms
thus have a non-zero radius of convergence around s = 0. Using the recursions in appendix D it
is straightforward to plot further examples and to study numerically the nature of the resulting
singularities and branch-cuts, which we leave as an exercise for the reader.
One very important feature of resurgence is its universality : it is a rather general property
of arbitrary complex functions. It is thus quite reasonable to expect that the nature of the Borel
singularities associated to each multi-instanton sector of our one-parameter transseries (2.59)
ought to be of similar nature to what was found in the linear problem, (2.26) and (2.27), and we
shall take this as granted in the following. The novelty of the nonlinear problem will amount to an
infinite number of (multi) instanton sectors, implying that the Borel transforms may generically
have many more singularities than it was the case in the linear problem. Indeed, and to make
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Figure 8. One of the many convoluted paths that we could choose for resummation, when in the presence
of multiple instanton singularities. The alien derivative is a weighted-average over all these possible paths.
a long-story short, it turns out that for the present one-parameter transseries, at a given fixed
sector with instanton number n, the Borel transform will have singularities at s = kA, with k 6= 0
and k ≥ −n (the transseries does not include any sectors Φn with n < 0). Up to holomorphic
content, the expansions near these singularities are of the form25 [109]
B[Φn](s)
∣∣∣
s=kA
= Sn→n+k × B[Φn+k] (s− kA) log (s− kA)
2pii
, k 6= 0. (2.63)
Near the singularity s = kA of B[Φn](s) one finds the resurgence of the Φn+k sector, through
its corresponding Borel transform B[Φn+k](s). These singularities are logarithmic26 branch-cuts
(for simple resurgent functions), while the Borel transform of the “reappearing” sector is being
evaluated around the origin—thus being locally regular. One also finds a proportionality constant
Sn→n+k, the “Borel residue”, numerically characterizing each distinct logarithmic singularity.
Being a very general statement about complex functions, and as we have already discussed
in the linear case, resurgence is best expressed at an algebraic level of abstraction. In order to
uncover algebraic properties behind the singularity structure encoded in (2.63), let us thus move
beyond the functional nature of the Borel transforms. As discussed earlier, this is possible via the
use of a linear differential operator, the alien derivative ∆ω, which directly express any relations
in-between different sectors in the transseries. However, unfortunately, the simple definition of
alien derivative that we used in the linear case, (2.30), no longer works in the present nonlinear
scenario. The reason why is simple. Indeed, while in the linear case there were only two possible
distinct resummations to consider in (2.30), in the current nonlinear situation we will have many
more due to the proliferation of Borel singularities. Of course that the original paths for lateral
25One could also easily include a simple pole in this expression; the discussion that follows would remain
unchanged. But, as seen before, the role of the simple poles is solely to carry through with the residual coefficients
and, as such, they are a bit secondary to the main analysis. We leave it to the reader to include them as fit.
26This is not necessarily always the case. However, as we shall later discuss in section 4, generically there is
an adequate “representative” of the asymptotic series where indeed the branch cuts are logarithmic, as in the
equation above (this is known as the simple representative). The main interest of using the representative with
logarithms is that the properties of resurgence are most easily read using the logarithms branch points, as opposed
to other types of singularities (but, again, this will be discussed in detail in section 4).
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Borel resummations in (2.30) are still present, as in, e.g., figure 5; but now many others (and
some quite convoluted) may be considered—see figure 8 for one such example. In the nonlinear
case, the definition of alien derivative (2.30) must thus be extended to accommodate all these
new possibilities: its definition [109] turns out to be an adequate, weighted-average over all these
possible paths—but it is also too technical for the introductory and pedagogical goals of these
lectures (nonetheless, see appendix A for further details and references). Note, however, how
this caveat is also a blessing: one reason why the alien derivative is such a powerful concept is
because it includes, inside it, all possible paths of resummation.
The one remarkable result in alien calculus is that, in spite of its intricate definition, the final
result for the alien derivative is surprisingly simple. To some extent, ∆ω acts on the transseries
building blocks, the asymptotic series Φn, simply according to what is encoded in (2.63): it is
only non-zero if the corresponding Borel transform has a singularity at ω, in which case its action
is schematically given by
∆kAΦn ∝ Φn+k. (2.64)
For any other value of ω ∈ C, ∆ωΦn = 0 (e.g., as aforementioned the transseries does not include
any sectors Φn with n < 0, in which case if n + k < 0 then ∆kAΦn = 0). At this stage, we are
still lacking the proportionality coefficients, i.e., the Stokes constants. In the linear case, (2.31)
and (2.32), they matched the Borel residues up to an overall sign (see (2.28) and (2.29)). But
this can no longer hold true in the nonlinear setting. In fact, due to the intertwining paths of
resummation, Borel residues and Stokes constants, albeit obviously related, will not be equal.
For the moment, we shall conveniently parameterize the Stokes constants Sk as
27:
∆kAΦn = Sk (n+ k) Φn+k, k ≤ 1 and k 6= 0. (2.65)
These resurgence relations follow directly from the so-called bridge equations of [109], and that
is one way to derive them (in fact, contrary to what we have done here, they are usually the
starting point in the discussions of resurgence). These bridge equations, which we describe at
greater length in appendix A, are also behind the reason why28 alien-derivative singularities
truncate to k ≤ 1 in (2.65) (while Borel singularities did not in (2.63)).
The resulting structure in (2.65) is clearly the same as in the Borel singularities (2.63), but
the proportionality constants Sn→n+k and Sk must still be related to each other. Hopefully, an
intuition for the relations expressed in the following formulae will be developed by the reader
as we discuss “alien chains” and Stokes automorphisms in the next couple of pages. Let us
display some of these relations. When moving forward in the “chain” of singularities, one finds
for example
Sn→n+1 = − (n+ 1)S1, (2.66)
Sn→n+2 = −1
2
(n+ 1) (n+ 2)S21 , (2.67)
Sn→n+3 = −1
6
(n+ 1) (n+ 2) (n+ 3)S31 , (2.68)
to which corresponds the closed-form expression29:
Sn→n+k = − 1
k!
(n+ k)!
n!
Sk1 . (2.69)
27At this stage, the reader may want to compare back to (2.31) and (2.32) in the linear case.
28The reason being intimately related to the one-parameter ansatz for the transseries (2.59).
29While this expression could be rewritten using a binomial coefficient, the present form is more natural in light
of the upcoming vectorial generalization for multi-parameter transseries (to be discussed in section 5).
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These formulae are also simply invertible, allowing to write the “more abstract” Stokes con-
stant S1 as a function of the “more numerical” Borel residue Sn→n+1. When, instead, moving
backwards along the “chain” of singularities, one finds for example
Sn→n−1 = − (n− 1)S−1, (2.70)
Sn→n−2 = − (n− 2)
(
S−2 +
1
2
(n− 1)S2−1
)
, (2.71)
Sn→n−3 = − (n− 3)
(
S−3 +
1
2
(2n− 3)S−1S−2 + 1
6
(n− 2) (n− 1)S3−1
)
, (2.72)
to which corresponds the closed-form expression30
Sn→n−k = −
k∑
s=1
1
s!
∑
{`1,...,`s≥1}∑
`i=k
s∏
a=1
n− a∑
j=1
`j
 s∏
b=1
S−`b , 1 ≤ k < n. (2.73)
Although more intricate, also in this case inverse formulae are available; allowing to write the
“more abstract” Stokes constants as functions of the “more numerical” Borel residues. For
example, inverting equations (2.70) through (2.72) yields
S−1 = − 1
n− 1 Sn→n−1, (2.74)
S−2 = − 1
n− 2
(
Sn→n−2 +
1
2
Sn→n−1 Sn−1→n−2
)
, (2.75)
S−3 = − 1
n− 3
(
Sn→n−3 +
1
2
Sn→n−1 Sn−1→n−3 +
1
2
Sn→n−2 Sn−2→n−3+
+
1
3
Sn→n−1 Sn−1→n−2 Sn−2→n−3
)
, (2.76)
to which corresponds the closed-form expression:
S−k = − 1
n− k
k∑
s=1
1
s
∑
{`1,...,`s≥1}∑
`i=k
Sn→n−`1 Sn−`1→n−`1−`2 · · · Sn−k+`s→n−k, 1 ≤ k < n. (2.77)
Note how the Borel residues Sn→n+k depend on “departure” and “arrival” sectors, but how
the Stokes constants Sk only depend on the specific singularity being probed on the complex
Borel plane. Furthermore, because ∆−nAΦn = 0, one can show that
Sn→0 = 0. (2.78)
Finally, the truncation k ≤ 1 in (2.65), or, equivalently, ∆kAΦn = 0 for k ≥ 2, which does not
occur in (2.63), implies that the Borel residues must satisfy the following consistency condition:
Sn→n+k =
(−1)k−1
k!
k−1∏
`=0
Sn+`→n+`+1. (2.79)
30This expression could be rewritten using sums over partitions (many closed-form formulae of this type may
be found in [16, 15]). However, in light of the upcoming vectorial generalization for multi-parameter transseries
(to be discussed in section 5), it is more natural not to embark in such discussion at this stage.
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In the following we shall mostly work with the Stokes constants (attached to the specific s = kA
singularity, regardless of “departure” Φn and “arrival” Φn+k sectors), but sometimes the Borel
residues turn out to be more useful, simplifying some formulae.
Let us briefly summarize what we have uncovered so far. For the nonlinear one-parameter
transseries (2.59), the Borel transform of each of its asymptotic series Φn has logarithmic branch-
cut singularities at s = kA, which are essentially given by the corresponding Borel residue
Sn→n+k, multiplied by the Borel transform of Φn+k. This is completely analogous to what
happened for the linear transseries (2.23), the only difference being that we have now moved
from a finite to an infinite number of building blocks or nodes in the transseries. This will have
a dramatic consequence: while the resurgence relations in the linear problem, (2.31) and (2.32),
led to a simple algebraic structure which closed upon itself, (2.33), the resurgence relations for
the nonlinear problem, (2.65), will instead lead to a much more intricate algebraic structure. In
fact, one can now keep on connecting different transseries nodes by acting several times with the
alien derivative, just like in a one-dimensional chain as shown in figure 9.
It is at this point that we depart from the standard descriptions or introductions to resurgent
analysis. In fact, either having arrived at the resurgence relations (2.65) or starting out from
them, most texts on this subject proceed into rather abstract algebraic discussions of their
implications, fully developing alien calculus in this process. Herein, we wish to use a more
physical language and pathway towards resurgence, and as such will use the one-dimensional
alien chain of figure 9, with its set of nodes and allowed motions in-between these nodes, in order
to proceed with a more physical, “statistical mechanical” approach to resurgence. Besides being
a new point-of-view on resurgence, we also believe it is more intuitive and pedagogical.
The first obvious step is to reinterpret the (nonlinear) one-parameter transseries (2.59) as
an (infinite) one-dimensional chain, with the asymptotic series which make up the transseries
understood as the nodes of this chain. The resurgence relations (2.65) are then reinterpreted as
defining an allowed set of resurgence motions in-between nodes of the chain. In this language,
the content of figure 9 is obvious. The resurgence-relations constraint k ≤ 1 (and k 6= 0) implies
that the alien derivatives at each node Φn only have one singularity on the positive real axis, at
s = +A, allowing for a single type of forward motions on the chain (iterations still allowed). On
the other hand, upon the negative real axis one finds logarithmic branch-cuts starting at every
point s = −|k|A, with k ≥ 1 (but truncating at k = n as one cannot go further left in the chain
than Φ0), allowing for many different types of backward motions on the chain. For example, to
arrive at a node Φ`, starting at another node Φm, the resurgence relations tell us that one needs
to act with alien derivatives ∆`iA, `i 6= 0, consecutively as in ∆`NA · · ·∆`2A∆`1A, and such that∑N
i=1 `i = (` − m). Now if we are moving forward along the chain, i.e., ` > m, there is only
the ∆+A action, and one must thus use this operator `−m times. But if on the other hand we
are moving backwards along the chain, ` < m, there are now several possible paths to arrive at
the desired node. Such paths can be composed of many steps, and go through any number of
intermediary nodes. Each step is defined by a single link, one arrow connecting two nodes. In
other words, in this situation one may use all possible combinations ∆−`iA, `i > 0, with the same
starting and ending nodes. One example of a choice of paths is given in the caption of figure 9.
Above we were mostly interested in understanding resurgence motions on the alien chain
as dictated by the left-hand-side of (2.65). We will now further include the information coming
from its right-hand-side, in particular make the Stokes data explicit in all these motions31. This
31This is another reason why to work with Stokes constants more often than with Borel residues. In some sense,
the Stokes constants Sk live on the complex Borel plane, but they are attached to the singular points regardless of
which (instanton) sector we are considering. Borel residues Sn→n+k, on the other hand, live on the specific complex
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Φ0 Φ1 Φ2 Φ3 Φk Φn
∆+A ∆+A ∆+A ∆+A · · ·∆+A ∆+A · · ·∆+A
· · · · · ·
∆−A ∆−A · · ·∆−A ∆−A · · ·∆−A∆−A∆−A
∆−2A ∆−2A
∆−3A
∆−(n−3)A
∆−(n−k)A∆−(k−3)A
∆−(k−2)A
∆−(k−1)A
∆−kA ∆−(n−2)A
∆−(n−1)A
∆−nA
Figure 9. The alien chain: a pictorial representation of the (nonlinear) transseries (2.59), where each
node in the chain corresponds to each of the transseries building blocks (each of the asymptotic series);
and of the resurgence relations (2.65), herein represented as possible motions in-between the nodes of this
infinite one-dimensional chain. The arrows in the figure represent allowed actions of the alien derivative
on the (multi) instanton sectors Φk, with different colors encoding different possible actions. Forward
motions along the chain (i.e., motions from left to right) can only be achieved by the action of ∆+A, in
which case to connect two different instanton sectors Φm and Φ` with ` > m we need to act with this alien
derivative ` −m times. But due to (2.65), backward motions have much more freedom. To move from
right to left, one finds several more ways to connect Φ` to Φm: in fact any left-moving paths are allowed
with any combination of instanton sectors Φk with m < k < ` as mid-nodes. For example, to connect Φ3
to Φ0 we have four possible paths: act with ∆−A three times (the black links Φ3 → Φ2 → Φ1 → Φ0); act
with ∆−A (the black link Φ3 → Φ2) followed by ∆−2A (the blue link Φ2 → Φ0); act with ∆−2A (the blue
link Φ3 → Φ1) followed by ∆−A (the black link Φ1 → Φ0); or act with ∆−3A (the red link Φ3 → Φ0).
simply leads to the rewriting of the alien chain as shown in figure 10. With this in mind, we may
finally introduce a set of “statistical mechanical” definitions, quantitatively describing motions
on the alien chain and allowing for a more physical understanding of many upcoming resurgence
formulae:
• Step S: any single link connecting two nodes on the chain
S = (2.80)
Borel plane describing the singular nature of each particular (instanton) sector. This is already made clear by
their labeling. But now, there are also subsequent differences in the language of motions on the alien chain. Stokes
constants are “translational invariant” on the chain, in the sense that they only depend on the “distance vector”
k in-between nodes. But Borel residues are not : they need clear specification of both departure and arrival nodes.
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Φ0 Φ1 Φ2 Φ3 Φ4 Φ5
S1 2S1 3S1 4S1 5S1
4S−13S−12S−1S−1
· · ·
S−2 2S−2 3S−2
S−3 2S−3
S−4
Figure 10. The alien chain revisited: pictorial representation of the action of the alien derivative (the
right-hand-side of the resurgence relations (2.65)) upon the perturbative and first five instanton sectors
of the alien chain. Different single arrows correspond to different steps, where each step has an associated
weight as dictated by (2.65). The black links corresponds to the action of ∆+A if the arrow is pointing
forward (to the right); and to the action of ∆−A if the arrow is pointing backward (to the left). Then the
blue links correspond to the action of ∆−2A, the red links to the action of ∆−3A, the green ones to ∆−4A,
and finally the orange link refers to ∆−5A. All colored links are backward motions. The dashed links refer
to cases where the action of the alien derivative precisely yields zero, and thus invalidates such would-be
motion. As one moves backward along the chain one finds different paths connecting the same chosen
two nodes, each composed of different steps. The weight of each step is written next to the corresponding
arrow. Further note that the action of two different alien derivatives does not commute (the mid-steps
will be different), and this is seen explicitly as one takes weights into account. For example, if one starts
off at Φ4 and acts with ∆−2A followed by ∆−A (the blue link followed by the black one, with mid-step on
Φ2), one obtains a total path weight of 2S−2S−1Φ1. But if instead one first acts with ∆−A followed by
∆−2A (the black link followed by the blue one, with mid-step on Φ3), one rather obtains 3S−1S−2Φ1.
• Weight of a step S, w(S): the product of Stokes coefficient and numerical factor associated
with the step, which can be read directly from (2.65). In figure 10 the weights of the steps
are written right next to the colored arrows. For a step connecting nodes Φm and Φk
w (S (m→ k)) = k Sk−m. (2.81)
• Path P: a trajectory composed by any number of steps, connecting two nodes Φm to Φk
P = S1 ∪ S2 ∪ · · · ∪ S` = Φm · · · Φ k (2.82)
• Length of a path P, `(P): the number of steps composing the path (where any step is
always considered to have length one)
`(P) = # {Si ∈ P} . (2.83)
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• Weight of a path P, w(P): the product of the weights of every step composing the path
w(P) =
`(P)∏
i=1
w(Si). (2.84)
• Combinatorial factor of path P, CF(P): the division by the permutations of {Si ∈ P}
CF(P) = 1
(`(P))! . (2.85)
The last two points to notice concerning figure 10 are the following. First, we have plotted
some dashed backward steps. While these are in principle allowed, they show no singularity, i.e.,
have zero weight. For example, the node Φ5 does not have a singularity at s = −5A, as the
alien derivative vanishes ∆−5AΦ5 = 0. More generally, the Borel transform of Φn does not have
a singularity at s = −nA, i.e., ∆−nAΦn = 0. Second, also noteworthy is the non-commutativity
of alien derivatives which translates to a non-commutativity of different paths. Take for example
m, k > 0 and m+ k < n to compute:
∆−mA∆−kAΦn = S−k (n− k) ∆−mAΦn−k = S−k S−m (n− k) (n− k −m) Φn−k−m, (2.86)
∆−kA∆−mAΦn = S−m (n−m) ∆−kAΦn−m = S−m S−k (n−m) (n−m− k) Φn−m−k.(2.87)
The start and end nodes are the same, but the multiplicative factors are different as long as
k 6= m. This happens because the mid-step is different (Φn−k for the first case and Φn−m for the
second). In particular,
[∆−mA,∆−kA] Φn = S−m S−k (m− k) (n−m− k) Φn−m−k =
=
S−m S−k
S−m−k
(m− k) ∆−(m+k)AΦn. (2.88)
This means that two given paths made of smaller steps will not commute, as long as there is a
single-step path between the departure and arrival nodes.
Recall that the discussion of the partition function in subsection 2.2 was much simpler. In
fact, the alien chain in that linear problem only had two nodes, (2.33), and the corresponding
algebraic structure was elementary. It was nonetheless required in order to study Stokes discon-
tinuities and large-order asymptotics later on. The same is true in the present nonlinear case.
Having discussed the alien chain for the transseries describing nonlinear problems, let us next
see how to calculate the Stokes automorphism (2.5), or, more specifically, the related Stokes
discontinuities (2.46) (illustrated in figure 5) for each of the asymptotic expansions (chain nodes)
Φn. This is a required step, in the present one-parameter transseries set-up, in order to finally
fully understand the asymptotics of all multi-instanton sectors in the quartic free energy.
The Stokes discontinuities along some direction θ on the Borel plane, defined in (2.46) and
depicted in figure 5, arise from the Stokes automorphism, which itself relates to the alien deriva-
tive via exponentiation (2.34). The motions on the alien chain we have just discussed dictate
that each node of the chain, Φn, only has two singular directions (i.e., Stokes lines; directions
with Borel singularities), forward and backward or θ = 0 and pi. Now, along the positive real line
θ = 0 the alien derivative of any node Φn only has one single singularity, s = A; while along the
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negative real line θ = pi there are many singularities at s = −kA for 0 < k < n (recall (2.65)).
Via (2.34) applied to these directions, one finds
S0Φn = exp
(
e−
A
x ∆A
)
Φn, (2.89)
SpiΦn = exp
(
n∑
k=1
e
kA
x ∆−kA
)
Φn. (2.90)
The discontinuities for each node then immediately follow as DiscθΦn = Φn −SθΦn.
In order to understand the Stokes discontinuities in terms of motions and data on the alien
chain, let us first discuss the above two formulae, (2.89) and (2.90), in a couple of examples. Stokes
discontinuities will have several terms, each with two components: a “functional” component,
comprising of the non-analytic exponential factor ekA/x alongside the nodes (which are themselves
asymptotic series as in (2.60)); and a “statistical” component, arising from a subset of paths on
the alien chain in figure 10, and comprising their weights and combinatorial factors.
• What is the Stokes automorphism on the positive real line, when acting upon the node Φ2?
One simply expands the exponential (2.89) to obtain32:
S0Φ2 =
(
1 + e−
A
x ∆A +
1
2!
(
e−2
A
x ∆A∆A
)
+
1
3!
(
e−3
A
x ∆A∆A∆A
)
+ · · ·
)
Φ2 =
= Φ2 + 3S1 e
−A
x Φ3 +
12
2!
(S1)
2 e−2
A
x Φ4 +
60
3!
(S1)
3 e−3
A
x Φ5 + · · ·
= Φ2 − S2→3 e−Ax Φ3 − S2→4 e−2Ax Φ4 − S2→5 e−3Ax Φ5 − · · · (2.91)
= Φ2 − S2→3 e−Ax Φ3 + 1
2!
S2→3S3→4 e−2
A
x Φ4 − 1
3!
S2→3S3→4S4→5 e−3
A
x Φ5 + · · · .
The result may be written with either Stokes constants or, equivalently, Borel residues,
via33 (2.69) and (2.79). Let us compare this action of S0 on Φ2 with the allowed forward
resurgence motions out of the node Φ2, on the alien chain of figure 10. The coefficients of
the several terms in the expansion above, (2.91), have a simple “physical” origin:
– Φ2 → Φ2: this simply leaves the node invariant;
– Φ2 → Φ3: there is a single path, of length ` = 1 and weight w = 3S1, leading to a
combinatorial factor CF = 11! and nonperturbative contribution e
−A
x ;
– Φ2 → Φ4: there is a single path (made of two steps), with length ` = 2 and weight
w = 12 (S1)
2, leading to CF = 12! and nonperturbative contribution e
−2A
x ;
– Φ2 → Φ5: again there is a single path (with three steps), of length ` = 3 and weight
w = 60 (S1)
3, leading to CF = 13! and nonperturbative contribution e
−3A
x .
• What is the Stokes automorphism on the negative real line, when acting upon the node Φ4?
Now we expand the exponential (2.90) instead:
SpiΦ4 =
1 + 4∑
k=1
e
kA
x ∆−kA +
1
2!
(
4∑
k=1
e
kA
x ∆−kA
)2
+
1
3!
(
4∑
k=1
e
kA
x ∆−kA
)3
+ · · ·
Φ4 =
32Note that the alien derivative does not act on the (non-analytic) exponential; but only upon asymptotic series.
33Or else, if we did not know equations (2.69) and (2.79), one could also take each exponential term in (2.91) as
the defining equations for the Borel residues as functions of the Stokes constants.
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= Φ4 + 3S−1 e
A
x Φ3 +
(
2S−2 +
6
2!
S2−1
)
e
2A
x Φ2 +
(
S−3 +
5
2!
S−1S−2 +
6
3!
S3−1
)
e
3A
x Φ1
= Φ4 − S4→3 eAx Φ3 − S4→2 e 2Ax Φ2 − S4→1 e 3Ax Φ1. (2.92)
The result may be written with either Stokes constants or, equivalently, Borel residues,
via34 (2.70), (2.71) and (2.72) (or, more generally, via (2.73)). This action of Spi on Φ4
should now be compared with the allowed backward resurgence motions out of the node
Φ4, on the alien chain of figure 10. As already mentioned, we now have many more paths
to consider. But, once again, the coefficients of the several terms in the expansion (2.92)
have a simple “physical” origin:
– Φ4 → Φ4: this simply leaves the node invariant;
– Φ4 → Φ3: there is a single path, of length ` = 1 and weight w = 3S−1, leading to a
combinatorial factor CF = 11! and nonperturbative contribution e
+A
x ;
– Φ4 → Φ2: there are now two paths. One consists of a single step (the blue link in
figure 10), with length ` = 1, weight w = 2S−2 and CF = 11! ; the other consists of
two steps (the black links in figure 10), with length ` = 2, weight w = 6 (S−1)2 and
CF = 12! . They both lead to a nonperturbative contribution e
+2A
x ;
– Φ4 → Φ1: there are now four paths. One consists of a single step (the red link in
figure 10), with length ` = 1, weight w = S−3 and CF = 11! ; the second consists of
two steps (first the blue link, followed by the black one), with length ` = 2, weight
w = 2S−1S−2 and CF = 12! ; the third similarly consisting of two steps (now first a
black link, followed by a blue one), with length ` = 2, w = 3S−1S−2 and CF = 12! ;
and the fourth consists of three steps (the black links in figure 10), with length ` = 3,
weight w = 6 (S−1)3 and CF = 13! . They all have nonperturbative contribution e
+3A
x ;
– Φ4 → Φ0: all paths arriving at node Φ0 have zero weight. Further, one cannot move
backwards from this node, in which case the expansion necessarily truncates here.
The pattern should be rather clear. In fact, one may now define the Stokes discontinuities, Discθ,
purely in terms of motions and data on the alien chain35:
34Again, if we did not know equation (2.73), one could also take each exponential term in (2.92) as the defining
equations for the Borel residues as functions of the Stokes constants.
35One may also think of the statistical component below, SF(n→m), as a “statistical-mechanical” definition of
the Borel residues (up to a sign).
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Stokes discontinuity on positive real line: Disc0Φn is given by a sum over all
forward paths, linking nodes to the right Φm>n.
Stokes discontinuity on negative real line: DiscpiΦn is given by a sum over all
backward paths, linking nodes to the left Φm<n.
In both cases each term in this sum (Φn → Φm) can be decomposed into two factors:
• Functional component, dictated solely by beginning and end nodes:
−e−(m−n)Ax Φm.
• Statistical component, sum over all the allowed paths P(n → m) linking the
nodes as in figure 10:
SF(n→m) ≡
∑
P(n→m)
CF(P)w(P).
For our present purposes, this will be our definition of Stokes discontinuities (and automor-
phism). It is a simple graphical and combinatorial procedure to understand how the structure
of Borel singularities in (2.63) translates to discontinuities of the asymptotic expansions within
our transseries. One can also write general closed-form formulae, for all these quantities, based
on sums over partitions, but we refer the interested reader to section 2 of [16] for those.
Let us now get back into our starting problem in this subsection. Recall that in trying to
compute the quartic free energy (assuming no knowledge of the partition function), we were faced
with a nonlinear differential equation (2.53) whose perturbative series diverged factorially (2.55).
Trying to solve this nonlinear differential equation with a transseries ansatz led to an infinite
number of multi-instanton sectors, as described in appendix D, where the multi-loop expansions
of all these nonperturbative sectors also diverged factorially, (2.61). These growths translate
to intricate singularity structures on the Borel plane, which may be studied numerically as in
figure 7, and such analyses motivate general resurgence relations at the level of Borel transforms
as in (2.63). The Stokes discontinuities which are created by this singular Borel structure then
may be described as above, as motions and data upon the alien chain representing the transseries,
and depicted in figure 10. Many of the results described above are in fact valid for the resurgent
structure of general nonlinear problems solved by one-parameter transseries. But as we focus back
upon the quartic free energy, and proceeding in analogy to what was earlier done for the (linear)
partition function in subsection 2.3, we would now want to use the above Stokes discontinuities
in order to write down large-order resurgent relations which would allow us to check (or predict)
the multi-instanton content of the free energy. However, there is still one subtlety, particular to
the quartic free energy and having its origin in (2.58), that we have to consider.
Take a closer look at the first two sectors in the transseries; the Φ0 and Φ1 nodes in the chain.
As shown in figure 7, the Borel transform of the perturbative sector has a branch-cut starting at
s = A. Figure 10 then shows how this is correctly reproduced by our transseries ansatz : there
are no singularities along the negative real axis because Φ0 is the first node in the chain, and
there is indeed one singularity at s = A because ∆AΦ0 ∝ Φ1. But figure 7 also illustrates how
the one-instanton sector has two branch-cuts, one similarly starting at s = A, but another at
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s = −A along the negative real axis. As is made very clear in figure 10, this cannot happen
within the one-parameter transseries set-up: in this case there should be a single singularity
at s = A and none at s = −A, because ∆−AΦ1 = 0 (i.e., one has S1→0 = 0)! We are then
forced to conclude that the one-parameter transseries ansatz is not enough to solve our problem,
and more transseries parameters may be required. This is in fact a generic feature as many
systems have diverse instanton (or renormalon) actions; even by simply considering higher-order
differential equations one will need to parameterize a larger space of boundary conditions with
more transseries parameters.
As we already alluded to, the origin of this problem may be found in (2.58). Indeed when we
plugged the multi-instanton ansatz (2.57) into the nonlinear differential equation for the quartic
free energy, we obtained two possible values for the instanton action: A = 0 and A = 32 . The
one-parameter ansatz we then chose was implicitly assuming that the solution A = 0 was just
part of the perturbative solution. What we are now realizing is that this is not the case, the
action A = 0 must be considered as part of a truly independent sector, beyond the perturbative
` = 0 sector of the A = 32 solution. In this case, the two-parameter transseries that fully describes
the quartic free energy should be
F (x, σ1, σ2) =
+∞∑
n=0
+∞∑
m=0
σn1 σ
m
2 e
−nA
x Φ(n,m)(x). (2.93)
Now do note that this is actually a simplified version of what a general two-parameter transseries
would look like, as it might allow for two (independent) non-zero actions and thus a generic
exponential contribution of the form ∼ e−(nA1+mA2) 1x (we shall discuss such systems later on).
As usual, the sectors Φ(n,m) are themselves asymptotic series,
Φ(n,m)(x) '
+∞∑
k=0
F
(n,m)
k x
k, (2.94)
with their coefficients growing factorially. Plugging this two-parameter transseries ansatz as a
solution to the free-energy nonlinear differential equation, we obtain new recursive relations for
the multi-loop multi-instanton coefficients F
(n,m)
k . Fortunately, given that one of the instanton
actions is actually zero, we will be able to reuse much of what was previously done for the one-
parameter case. Indeed, looking back at (2.93), it turns out that one can “hide” the second
parameter into the definition of new “hatted” coefficients as
F (x, σ1, σ2) =
+∞∑
n=0
σn1 e
−nA
x Φ̂n(x), (2.95)
where
Φ̂n(x) '
+∞∑
k=0
F̂
(n)
k x
k, F̂
(n)
k :=
+∞∑
m=0
σm2 F
(n,m)
k . (2.96)
Above, we have rewritten our new ansatz such as to look like the earlier one-parameter transseries,
where the newly defined multi-loop multi-instanton coefficients now obey the same recursive
relations as those found in appendix D. To reiterate, this is only possible within our example
as one of the instanton actions identically vanishes; we shall loosely refer to this as having a
“one-and-a-half” transseries. Of course that in a general two-parameter transseries this would
not be the case.
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But having rewritten the two-parameter ansatz as a one-parameter transseries, one is led
to ask why did out first attempt at using a one-parameter transseries did not work? The rough
answer is that even though we were able to reorganize our ansatz as to look like a one-parameter
transseries, the “hidden” second parameter will still be seen by the resurgence relations.
Let us see how this comes about, for our “1.5”-parameter transseries. As it will turn out,
the full transseries (2.93) is not even needed; restricting to the sectors Φ(n,0), n ≥ 0, and Φ(0,1) is
enough to (finally!) fully describe the quartic free energy . Moreover, this last sector is not even
an asymptotic series; it is just a constant:
Φ(0,1)(x) = F
(0,1)
0 . (2.97)
The main reason why one can restrict our two-parameter transseries into the form of a one-
parameter transseries with an added single sector is the same reason why we were able to “hide”
the second parameter in (2.96): one can check that the sectors associated to Φ(n,m) with m
non-zero will not be asymptotic; with all asymptotic behaviour being restricted to the Φ(n,0).
Still, our solution to the ODE does tell us that one36 extra sector needs to be included (albeit
non-asymptotic), associated to the action A = 0—and (2.97) is it. Notice that these asymptotic
statements have a rather natural explanation37 by looking at the quartic free-energy second-order
ODE (2.53). Indeed, this equation has no dependence on F (x) itself, but only on derivatives of
F (x). It can then be trivially integrated into a first-order ODE by the redefinition F(x) ≡ F ′(x),
where the new sector which we have just uncovered can then be identified with the integration
constant associated to this redefinition. Another natural explanation will soon be obtained when
we directly compare linear and nonlinear problems (i.e., the quartic partition function and free
energy) in the next subsection. To make all these statements a bit more clear, let us finally
rewrite the transseries solution as
F (x, σ1, σ2) =
+∞∑
n=0
σn1 e
−nA
x Φ(n,0)(x) + σ2 F
(0,1)
0 . (2.98)
The local structure of Borel singularities may likewise be obtained having resurgence in mind.
Although the sector Φ(0,1) is not asymptotic, all the other sectors in (2.98) are, and their Borel
transforms will have associated singularities and branch-cuts. One expects only mild corrections
to (2.63) and performing similar calculations as in, e.g., [16], it is simple to obtain
B[Φ(n,0)](s+ kA) =
(
Sn→n+k × B[Φ(n+k,0)](s) + δn+k S˜n→n+k × B[Φ(0,1)](s)
) log s
2pii
, k 6= 0,
(2.99)
where now S˜n→0 6= 0. Of course as Φ(0,1)(x) is just a constant (and not an asymptotic series),
its Borel transform will not have any singularities38. The resurgence relations which follow from
this resurgent singularity-structure are simply
∆kAΦ(n,0) = Sk (n+ k) Φ(n+k,0) + δn+k S˜−n Φ(0,1), k ≤ 1 and k 6= 0, (2.100)
36In principle one could include several sectors Φ(0,m), but they would all be constant and indistinguishable,
which in the end does amount to a single contribution.
37By this we mean an explanation going beyond the fact that resurgence dictates them (our emphasis in these
lectures), i.e., that our ansatz is indeed strongly validated by the associated large-order relations arising from
resurgence—which we shall get to discuss in detail a bit later on, in subsection 2.6.
38To be precise, Borel transforms are not defined for constant functions (residual coefficients). Nevertheless one
may define them as an identity on the Borel plane and perform calculations in this way; see [93] for some examples.
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Φ(0,0) Φ(1,0) Φ(2,0) Φ(3,0) Φ(4,0) Φ(5,0)
Φ(0,1)
S1 2S1 3S1 4S1 5S1
4S−13S−12S−1S−1
· · ·
S˜−1
S˜−2
S˜−3
S˜−4
S˜−5
S−2 2S−2 3S−2
S−3 2S−3
S−4
Figure 11. The alien chain for the “1.5”-parameter transseries: a pictorial representation of the action
of the alien derivative upon the perturbative and first five instanton sectors, Φ(k,0), with k = 0, . . . , 5;
alongside the extra “orthogonal” sector Φ(0,1). As before, different single arrows correspond to different
steps, and each step has an associated weight as dictated by the new resurgence relations (2.100). For
simplicity, we have only drawn steps which have non-zero weight. One obtains Stokes discontinuities for
this problem applying the same rules as before, now having in mind the set of motions illustrated above.
all other combinations vanishing39 (in particular, ∆kAΦ(0,1) = 0). The pictorial representation of
these algebraic equations, as motions on the alien chain associated to the new “one-and-a-half”
transseries, are depicted in figure 11. Do notice that this time around the chain is not strictly
one-dimensional, having an extra “orthogonal” node which we placed just below the perturbative
node Φ(0,0). On what concerns forward motions, the chain still starts at the original perturbative
series Φ(0,0), but on what concerns backward motions, now the “last” node becomes Φ(0,1).
Having a clear picture of this “1.5-dimensional” alien chain, describing the transseries so-
lution to the quartic free energy, we can proceed and compute the Stokes discontinuities along
the singular directions θ = 0, pi just like before (the rules are the same, either for calculating
functional or statistical factors for each term; only the set of allowed motions is different). For
example when evaluating DiscpiΦ(n,0), which in the present case should be done with the motions
depicted in figure 11, the last node on backward motions to the left is now Φ(0,1). Further, this
node Φ(0,1) does not correspond to an asymptotic series, in which case
Disc0,piΦ(0,1) = 0. (2.101)
Let us next write a few examples of discontinuities one may compute (we choose them as they
will be useful in what follows). These should not be too hard to obtain, and we leave it as an
exercise for the reader to prove them.
• The Stokes discontinuity along the positive real line is unchanged in this new chain, as there
are no new forward motions. It is actually straightforward to find a general expression for
all sectors, as
Disc0Φ(n,0)(x) = −
+∞∑
k=1
(
n+ k
n
)
Sk1 e
− kA
x Φ(n+k,0)(x) (2.102)
39Recall that we are taking Φ(n,m) = 0 if either n or m are negative.
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=
+∞∑
k=1
Sn→n+k e−
kA
x Φ(n+k,0)(x).
• The Stokes discontinuities along the negative real line will now have contributions from
paths ending on the new node Φ(0,1) = F
(0,1)
0 . A few examples are:
DiscpiΦ(1,0)(x) = −S˜−1 e
A
x Φ(0,1) = S˜1→0 e
A
x Φ(0,1), (2.103)
DiscpiΦ(2,0)(x) = −S−1 e
A
x Φ(1,0)(x)−
(
S˜−2 +
1
2!
S−1S˜−1
)
e
2A
x Φ(0,1) (2.104)
= S2→1 e
A
x Φ(1,0)(x) + S˜2→0 e
2A
x Φ(0,1),
DiscpiΦ(3,0)(x) = −2S−1 e
A
x Φ(2,0)(x)−
(
2
2!
S2−1 + S−2
)
e
2A
x Φ(1,0)(x)− (2.105)
−
(
2
3!
S2−1S˜−1 +
1
2!
S−2S˜−1 +
2
2!
S−1S˜−2 + S˜−3
)
e
3A
x Φ(0,1)
= S3→2 e
A
x Φ(2,0)(x) + S3→1 e
2A
x Φ(1,0)(x) + S˜3→0 e
3A
x Φ(0,1).
At this stage, let us make a few remarks. First, this may seem like an awful lot of work to
finally construct a complete solution to the quartic free energy, when we had already computed
its partition function and it simply would have followed that F = logZ. Of course we took this
route in choosing a very simple example to illustrate what resurgence is and how it works. There
are of course much more complicated examples where all one has in hand is a nonlinear system,
without any possibility to bypass the nonlinearities via an easier problem. For example, this is
the case concerning Painleve´ equations which connect to 2d (super) gravity. In fact, a similar
albeit more involved analysis was followed for the Painleve´ I equation, describing 2d gravity, in
[180, 181, 130, 16] and for the Painleve´ II equation, describing 2d supergravity, in [176, 210].
Further, one may wonder if this resurgent transseries we have constructed is in fact the
correct and complete solution to the (nonlinear) quartic free energy. One interesting feature of
these resurgence constructions is that they may be checked via large-order analyses: one may
use the recursive relations to compute multi-loop multi-instanton data in the transseries, F
(n,0)
k ,
and then resurgence yields very intricate relations in-between all these coefficients and their
asymptotics which may be tested numerically. However, there is one point to handle before this
may be done. The construction above was rather general on Stokes constants; in fact it had
nothing to say about what are their exact, numerical values. If one wants to be more specific
and quantitative, one still needs to determine the Stokes constants for the quartic free energy,
and this is what we shall turn to now.
2.5 Stokes Constants of Partition Function versus Free Energy
Now we wish to make contact between the results in the previous subsection, concerning the
quartic free energy F , and our earlier (analytical) results on the quartic partition function Z. This
will serve a dual purpose of both checking the general structure of the two-parameter transseries
for the quartic free energy, alongside determining its Stokes constants from first principles (rather
than numerically, as in many cases; e.g., [130, 16, 210]). For example, recalling the (exact)
perturbative expansion of the partition function (2.19), it is immediate to compute (and check)
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the perturbative expansion of the free energy. Using F = logZ one simply obtains
F (0) = logZ(0) ' 1
2
log
~
2pi
+
1
8
x+
1
12
x2 +
11
96
x3 +
17
72
x4 +
619
960
x5 + · · · , (2.106)
which is exactly the same expansion as the one produced by (2.54) (and further fixing the
integration constant F
(0)
0 ). Similar checks may be done concerning the nonperturbative sectors.
For example, crossing a Stokes line to turn-on Z(1), as in (2.37), will induce a subsequent change
in (2.106) above as
F ≡ logZ = log
(
Z(0)(x) + 2Z(1)(x)
)
. (2.107)
Expanding the ratio of (2.20) with (2.19), one obtains
F ' F (0) −
+∞∑
n=1
(
i
√
2
)n
e−n
3
2x
(
1
n
− 1
4
x+
n
32
x2 + · · ·
)
. (2.108)
One immediately finds A = 32 and S1F
(1)
0 = i
√
2, as expected from earlier numerical results. In
particular, this expression also fixes all coefficients in the one-parameter transseries (2.57).
Let us make these checks more precise and more systematic, by translating resurgent prop-
erties of the partition function into resurgence results for the free energy. In particular, let us
compute the Stokes constants of the free energy, given the Stokes constants of the partition
function. The comparison of the structure of the transseries for partition function and free en-
ergy starts as above, but which we now write a bit more formally. First, the partition function
transseries (2.23) is slightly rewritten as
Z(x, σ0, σ1) = σ0 Φ0(x) + σ1 e− 32x Φ1(x) = σ0 Φ0(x)
(
1 + ζ e−
3
2x
Φ1(x)
Φ0(x)
)
, (2.109)
where we have introduced ζ ≡ σ1σ0 . Next, we write the free energy as the logarithm of the partition
function, understood as a formal expansion of the function log (1 + z). It follows:
F(x, σ0, σ1) = log σ0 + log Φ0 +
+∞∑
n=1
ζn e−n
A
x F (n)(x), (2.110)
where the nonperturbative sectors F (n) may be written in terms of the original sectors of the
partition function as
F (n) :=
(−1)n+1
n
(
Φ1
Φ0
)n
. (2.111)
On the other hand, and as discussed at length in the previous subsection, we also expect that
the free energy will be given by a two-parameter40 transseries,
F (x, τ1, τ2) =
+∞∑
n=0
+∞∑
m=0
τn1 τ
m
2 e
−nA1+mA2
x Φ(n,m)(x), (2.112)
where A1 = A ≡ 32 and A2 = 0, and the nonperturbative sectors Φ(n,m)(x) are given by the
asymptotic series (2.94). If we now compare this expression for the free energy with the previous
40Here we have changed notation for the parameters of the transseries, as compared to (2.98), in order not to
confuse transseries parameters of the partition function and of the free energy.
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one, i.e., compare the two-parameter transseries (2.112) with the transseries following from the
partition function (2.110), one may obtain the following identifications41
τ1 =
σ1
σ0
, τ2 = log σ0, (2.113)
Φ(0,0) = log Φ0, (2.114)
Φ(n,0) = F
(n), (2.115)
Φ(0,1) = 1, (2.116)
Φ(n,m) = 0, if m > 1 ∨ (m = 1 ∧ n > 0) . (2.117)
In particular, this identification is now validating our “1.5”-parameter transseries ansatz in (2.98).
Let us next see if we can make similar identifications at the level of resurgence relations
and, eventually, at the level of Stokes data. Recall that the resurgence relations for the partition
function, with sectors Φ0 and Φ1, were very simple, (2.31) and (2.32) (implying Stokes constants
42
SZ1 = −2 and SZ−1 = 1, respectively). The Stokes automorphism (2.34) was then very simply
written as (2.35), implying (2.37) and (2.38), which we reproduce in here as43
S0Z(x, σ0, σ1) := exp
(
e−
A
x ∆+A
)
Z(x, σ0, σ1) = Z(x, σ0, σ1 + SZ1 σ0) =
≡ exp
{
SZ1 σ0
∂
∂σ1
}
Z(x, σ0, σ1), (2.118)
SpiZ(x, σ0, σ1) := exp
(
e+
A
x ∆−A
)
Z(x, σ0, σ1) = Z(x, σ0 + SZ−1σ1, σ1) =
≡ exp
{
SZ−1 σ1
∂
∂σ0
}
Z(x, σ0, σ1). (2.119)
As already briefly discussed earlier, one way to summarize the action of the Stokes automorphisms
is to say that transseries parameters jump when crossing Stokes lines (see, e.g., [15] for further
details). In this way, crossing the Stokes line at θ = 0 entails σ0 → σ0 and σ1 → σ1 +SZ1 σ0; while
crossing the Stokes line at θ = pi entails σ0 → σ0 + SZ−1σ1 and σ1 → σ1. We may now use these
results to directly determine the Stokes discontinuities associated to the free-energy transseries
(2.112). Its associated transseries parameters need to satisfy (2.113), which immediately implies
their “jumps”. As such, crossing the Stokes line at θ = 0 will now entail τ1 → τ1+SZ1 and τ2 → τ2;
while crossing the Stokes line at θ = pi will entail τ1 → τ11+SZ−1τ1 and τ2 → τ2 + log
(
1 + SZ−1τ1
)
(again, see [15] for first-principle derivations of formulae like these). It is then straightforward to
write the analogues of (2.118) and (2.119) for the free energy as
S0F (x, τ1, τ2) = F
(
x, τ1 + S
Z
1 , τ2
)
, (2.120)
SpiF (x, τ1, τ2) = F
(
x,
τ1
1 + SZ−1τ1
, τ2 + log
(
1 + SZ−1τ1
))
. (2.121)
41Obviously assuming σ0 6= 0.
42In this subsection we shall label Stokes constants with a superscript Z or F , depending on whether they are
associated to the quartic partition function or to the quartic free energy, respectively.
43Notice in this simple example how alien derivatives, which act upon transseries nodes, may be translated to
regular derivatives, which are now acting upon transseries parameters. This is the essence of the bridge equations:
establishing a “bridge” between alien and ordinary calculus; see appendix A for further details.
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The two equations above, (2.120) and (2.121), should be equally obtainable by direct action
of the Stokes automorphism (2.34) upon the free-energy transseries (2.112), computed via the
resurgence relations (2.100) (i.e., via explicit use of alien derivatives). This calculation is rather
straightforward. Along θ = 0 the only non-vanishing alien derivative is ∆+A, in which case
44
e−
A
x ∆+AF =
+∞∑
n=0
τn1 e
−(n+1)A
x ∆+AΦ(n,0) = S
F
1
+∞∑
n=0
τn1 (n+ 1) e
−(n+1)A
x Φ(n+1,0) =
= SF1
∂
∂τ1
F, (2.122)
immediately leading to the action of the Stokes automorphism (2.89) as
S0F (x, τ1, τ2) = exp
{
SF1
∂
∂τ1
}
F (x, τ1, τ2). (2.123)
A completely analogous calculation holds along the direction θ = pi. One finds (with k > 0)
ek
A
x ∆−kAF = SF−k
+∞∑
n=k
τn1 (n− k) e−(n−k)
A
x Φ(n−k,0) + S˜F−k τ
k
1 Φ(0,1) =
=
(
SF−k τ
k+1
1
∂
∂τ1
+ S˜F−k τ
k
1
∂
∂τ2
)
F, (2.124)
now leading to the action of the Stokes automorphism (2.90) as
SpiF (x, τ1, τ2) = exp
{
+∞∑
k=1
(
SF−k τ
k+1
1
∂
∂τ1
+ S˜F−k τ
k
1
∂
∂τ2
)}
F (x, τ1, τ2). (2.125)
This is all the needed information in order to compare Stokes constants associated to the
partition function and to the free energy. In fact, (2.120) and (2.123) should yield the same
result, as should (2.121) and (2.125). Making sure such identifications hold will automatically
compute the Stokes constants. For instance, from (2.123) follows
S0F (x, τ1, τ2) = F
(
x, τ1 + S
F
1 , τ2
)
, (2.126)
which, when compared to (2.120), immediately yields the Stokes constant SF1
SF1 = S
Z
1 ( = −2 ). (2.127)
For the second comparison, that of (2.121) and (2.125), the action of the exponential in
(2.125) is now more intricate and we begin by expanding it as45 (using the explicit transseries
in, e.g., (2.112))
exp
{
+∞∑
k=1
(
SF−k τ
k+1
1
∂
∂τ1
+ S˜F−k τ
k
1
∂
∂τ2
)}
F (x, τ1, τ2) = τ2 +
+∞∑
`=1
1
`!
(
+∞∑
k=1
SF−k τ
k+1
1
∂
∂τ1
)`−1
×
44Recall that ∆+AΦ(0,1) = 0, as this sector is not even asymptotic (it is just a constant).
45Note that S˜F−k τ
k
1
∂
∂τ2
only acts once upon the transseries, as its τ2-dependence is purely linear.
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×
+∞∑
k′=1
S˜F−k′ τ
k′
1 +
+∞∑
n=0
+∞∑
`=0
1
`!
(
+∞∑
k=1
SF−k τ
k+1
1
∂
∂τ1
)`
τn1 e
−nA
x Φ(n,0)(x). (2.128)
Clearly, in order to compare back to the resulting (shifted) transseries in (2.121), we will also
need to expand that expression. One simply obtains
F
(
x,
τ1
1 + SZ−1τ1
, τ2 + log
(
1 + SZ−1τ1
))
= (2.129)
= τ2 + log
(
1 + SZ−1τ1
)
+
+∞∑
n=0
(
τ1
1 + SZ−1τ1
)n
e−
nA
x F (n)(x).
The above two expressions will match if, upon the standard identification (2.115), one further
has
log
(
1 + SZ−1τ1
)
=
+∞∑
k=1
S˜F−k
 +∞∑
`=1
1
`!
{
+∞∑
k′=1
SF−k′ τ
k′+1
1
∂
∂τ1
}`−1 τk1 , (2.130)
τn1(
1 + SZ−1τ1
)n =
 +∞∑
`=0
1
`!
{
+∞∑
k=1
SF−k τ
k+1
1
∂
∂τ1
}` τn1 , ∀n ≥ 1. (2.131)
While at first these may seem as intricate conditions, we shall see in the following that there
is a very simple set of values for the Stokes constants SF−k and S˜
F
−k, k ≥ 1, which solve both
conditions. Let us exemplify how this works starting with (2.131) and computing the SF−k. For
n = 1, a power-series expansion of the left-hand side, together with the recursive action of the
differential operator on the right-hand side, leads to
+∞∑
`=0
(−SZ−1)` τ `+11 = τ1 + +∞∑
k1=1
SF−k1 τ
k1+1
1 +
1
2!
+∞∑
k1,k2=1
(k1 + 1)S
F
−k1S
F
−k2 τ
k1+k2+1
1 + (2.132)
+
1
3!
+∞∑
k1,k2,k3=1
(k1 + 1) (k1 + k2 + 1)S
F
−k1S
F
−k2S
F
−k3 τ
∑3
i=1 ki+1
1 + · · · .
Let us compare equal powers of τ `+11 . For ` = 0 we get an identity; for the next few `’s we find
` = 1 : −SZ−1 = SF−1, (2.133)
` = 2 :
(−SZ−1)2 = SF−2 + 12! (1 + 1) (SF−1)2 , (2.134)
` = 3 :
(−SZ−1)3 = SF−3 + 12! (2 + 3)SF−1SF−2 + 13! (2× 3) (SF−1)3 . (2.135)
The first equation above, (2.133), immediately yields SF−1 = −SZ−1. Recursively solving the
following equations one sees that (2.134) then yields SF−2 = 0 and (2.135) SF−3 = 0. This is a
pattern which generalizes to higher powers of τ1. Indeed, the first time the Stokes constant S
F
−k
will enter the game is when we write down the equation associated to ` = k. But, at this stage,
such equation will also include a term just in
(
SF−1
)k
, while all other terms will be products of
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Stokes constants which always include at least one46 SF−k′ with 1 < k
′ < k. For a general ` this
looks like (−SZ−1)` = SF−` + · · ·+ 1`! `! (SF−1)` , (2.137)
where the dots indicate terms involving Stokes constants SF−k, 1 < k < `, which were already set
to zero from previous conditions. By induction, it follows that SF−k = 0, for all k > 1. Finally,
it is straightforward to show that this solution also solves the initial constraint (2.131) for any
other value of n ≥ 1. This is indeed the case as
+∞∑
`=0
1
`!
(
SF−1
)`(
τ21
∂
∂τ1
)`
τn1 = τ
n
1
+∞∑
`=0
(n+ `− 1)!
`! (n− 1)!
(
SF−1τ1
)`
=
τn1(
1− SF−1τ1
)n . (2.138)
A completely analogous procedure can be used to solve the remaining constraint (2.130) (where
one also has to use the above solution for the SF−k), which we leave as an exercise for the reader.
At the end of the day, one finally obtains
SF−1 = −SZ−1 ( = −1 ), (2.139)
S˜F−1 = S
Z
−1 ( = 1 ), (2.140)
SF−m = 0, m ≥ 2, (2.141)
S˜F−m = 0, m ≥ 2. (2.142)
These results tell us that a large number of Stokes constants for the free energy actually
vanish. This will be numerically checked via large-order analysis in the next subsection. For the
moment let us just note that this implies that some of the resurgence relations allowed for in
(2.100) are in fact trivial, e.g.,
∆nAΦ(m,0)(x) ≡ 0, n 6= −1, 1. (2.143)
That this is the case could have been somewhat expected from the results concerning the linear
problem, where the only non-zero alien operators already were ∆±A. In fact, from the transseries
comparisons of (2.110) and (2.112) we learnt that the Φ(n,0)(x) sectors are given by the combi-
nations F (n)(x) in (2.111), and these are ratios of two asymptotic series. Now, Borel transforms
for these types of contributions are known to be given by convolutions of the Borel transforms of
the original asymptotic series: as the inverse Borel transform is a Laplace transform, it is simple
to show that the Borel of the product is a convolution, i.e., that B[Φ1×Φ2] = B[Φ1]∗B[Φ2], with
∗ the convolution of functions. This allows us to relate Borel singularities of both Φ1 and Φ2
with Borel singularities of their product. In fact (see, e.g, [209]), the convolution will inherit the
original singularities of each of the asymptotic series in the principal branch of the Borel plane,
together with combinations of singularities, but which will fall on different sheets of the Borel
plane, thus not contributing directly to the Stokes automorphism47.
46The m-term contribution to the sum in (2.131) is given by
1
m!
m∏
i=1
 +∞∑
ki=1
(
i−1∑
j=1
kj + 1
)
SF−ki
 τ∑mj=1 kj+11 . (2.136)
47If Φ1 and Φ2 are asymptotic series with singularities on the Borel plane at s = ω1 and s = ω2, respectively,
then the product Φ1 × Φ2 will have singularities on the Borel plane at s = ω1, ω2, ω1 + ω2. Nevertheless, only the
original singularities s = ω1, ω2 will be on the principal branch in the Borel plane; the one at s = ω1 + ω2 will fall
on a different sheet, and thus the alien derivative acting on the product will not see this extra singularity [209].
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Another way to understand the discussion in the above paragraph is the following. As we
have the solution for the non-vanishing Stokes constants in hand, we may now rewrite the Stokes
automorphism (2.125) in a simpler form, as
SpiF (x, τ1, τ2) = exp
{
SF−1 τ
2
1
∂
∂τ1
+ S˜F−1 τ1
∂
∂τ2
}
F (x, τ1, τ2) = (2.144)
= exp
{
−τ21
∂
∂τ1
+ τ1
∂
∂τ2
}
F (x, τ1, τ2). (2.145)
Alongside (2.123), this equation is telling us something very interesting. They show how the
Stokes automorphisms for the free energies, (2.123) and (2.144), turn out to be the very same
operators as those acting at the level of the partition function, (2.118) and (2.119). This is
immediately made explicit once one uses the respective relation between transseries parameters
(2.113), to find
σ0
∂
∂σ1
=
∂
∂τ1
, (2.146)
σ1
∂
∂σ0
= −τ21
∂
∂τ1
+ τ1
∂
∂τ2
. (2.147)
There is yet another way to see how all this is not a big surprise, but rather a straightforward
consequence48 of the fact that ∆ω is a derivation. If ∆ω is a derivation and at some specific point
ω one has ∆ωZ = 0, then it must be the case that at this same point one finds ∆ωF = 0,
as F = logZ. But then all the possibilities encoded in (2.124) must immediately simplify, as
∆−kAZ = 0 for k ≥ 2. In fact, this condition sets ∆−kAF = 0 for k ≥ 2, which further yields
SF−k = 0 and S˜
F
−k = 0 for k ≥ 2 (indeed, as was later found in (2.141) and (2.142)). In other
words, the resurgence relations for the partition function, (2.31) and (2.32), alongside the fact
that ∆ω is a derivation, are enough to tell us that the only non-zero result in (2.124) must be
e
A
x ∆−AF =
(
SF−1 τ
2
1
∂
∂τ1
+ S˜F−1 τ1
∂
∂τ2
)
F. (2.148)
But this is precisely what we just had in (2.144) above, as expected.
2.6 Asymptotics and Large-Order Behaviour: Free Energy
Having discussed all basic ideas and constructed a transseries solution for the free energy, dis-
playing an infinite number of (multi) instanton sectors, we may finally turn to a rather interesting
feature of resurgent transseries: the fact that these constructions may be very explicitly tested,
by means of resurgent large-order numerical analysis. In particular the tests we shall present
next will very precisely confirm the structure we have put forward in the previous subsections.
The numerical tests we wish to perform are tests on the asymptotics of the different mutli-
instantonic sectors, as predicted by the resurgent structure of the transseries we have proposed,
and given known coefficients associated to other sectors than the one we are testing (e.g., com-
puted by the recursive formulae in appendix D). But before diving into numerics, one must pay
attention to a couple of details concerning these coefficients. Comparison of the actual quartic
free-energy transseries (2.98) with its “one-parameter” rewriting (2.95) and (2.96), tells that the
multi-loop multi-instanton coefficients F
(n,0)
k will obey the same recursive equations as the F
(n)
k
48In all rigour, this is more of a consistency check that ∆ω is a derivation, as we have not addressed such proof.
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coefficients. However, for this match to remain precise, one also has to keep in mind that for
instance the coefficient F
(0)
0 should actually be thought of as F
(0,0)
0 + σ2 F
(0,1)
0 , and that none of
these will be fixed by the recursion relations. Instead, they belong to the set of initial conditions
one needs to account for, in order to specify a solution to our differential equation (2.53). It turns
out things are slightly simpler as we may directly compare free energy and partition function.
For instance, the comparisons (2.114) to (2.116) immediately yield a relation between initial data
for the free energies and the coefficients Z
(0)
0 and Z
(1)
0 of the partition function. In particular,
F
(1,0)
0 =
Z
(1)
0
Z
(0)
0
= − i√
2
, (2.149)
where we used the relation Z
(1)
0 = − i√2 Z
(0)
0 . We shall use this value for the coefficient F
(1,0)
0 in
all the large-order tests carried out in this subsection.
Now, in order to understand the nature of the aforementioned resurgent, large-order, numer-
ical tests, let us go back to the Stokes discontinuities (2.46) depicted in figure 5. As discussed in
subsection 2.4, the resurgent structure of the quartic transseries (2.98) tells us that the sectors
which build-it-up will have either: no Stokes discontinuities (the case of the sector Φ(0,1), as
in (2.101)); or else one single Stokes discontinuity along θ = 0 (the case of Φ(0,0)); or else two
Stokes discontinuities, along both θ = 0 and pi (for every other sector, as in (2.102) and, e.g.,
(2.103) or (2.104) or (2.105)). Next, as already discussed in subsection 2.3, given a function F (x)
with discontinuities along some rays starting from the origin on the complex plane, say along
directions θ = 0 and θ = pi, Cauchy’s theorem translates to (assuming no contributions around
infinity, also as already discussed in subsection 2.3)
F (x) = − 1
2pii
∫ +∞
0
dw
Disc0F (w)
w − x −
1
2pii
∫ −∞
0
dw
DiscpiF (w)
w − x . (2.150)
For the function F above one selects any sector within the transseries, Φ(n,m) (of course in the
case of the perturbative sector there is only one discontinuity, and the second term disappears).
As should be very clear by now, we only know these sectors expressed as asymptotic series. We
do know their Stokes discontinuities, but also these are given as sums over weighted sectors (e.g.,
(2.102)–(2.105)), themselves only known as asymptotic series. So when comparing both sides of
(2.150) we will be comparing asymptotic series, resulting in large-order relations.
Let us begin with the perturbative sector F = Φ(0,0). Using the Stokes discontinuity (2.102)
in the Cauchy formula (2.150), and making asymptotic series explicit,
+∞∑
k=0
F
(0,0)
k x
k '
+∞∑
n=1
Sn1
2pii
∫ +∞
0
dw
e−n
A
w
w − x
+∞∑
h=0
F
(n,0)
h w
h. (2.151)
Formally expanding the denominator on the right-hand-side in powers of x, and performing the
resulting w-integrations, one may compare equal powers of x on both sides to obtain (after a
slight rearrangement)49
F
(0,0)
k
2piiAk
Γ(k)
' S1
(
F
(1,0)
0 +
A
k − 1 F
(1,0)
1 +
A2
(k − 1)(k − 2) F
(1,0)
2 + · · ·
)
+ (2.152)
49In here Stokes coefficients and Borel residues are essentially the same, up to a trivial transformation (2.69).
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+2−k S21
(
F
(2,0)
0 +
2A
k − 1 F
(2,0)
1 +
(2A)2
(k − 1)(k − 2) F
(2,0)
2 + · · ·
)
+O(3−k).
Holding at large k, this expression50 is a large-order relation. With the aforementioned slight
rearrangement, we made explicit both the leading factorial growth and the subleading exponential
growths. In fact a very distinctive feature in this type of expressions are the ∼ n−k contributions:
in the first line above one finds the leading (one-instanton) terms with n = 1, while in the second
line one already finds exponentially-suppressed contributions with the two-instanton damping
∼ 2−k, and then on. In this way, large-order power-law corrections are associated to multi-loops,
at fixed instanton number; while large-order exponentially-suppressed corrections are associated
to the different multi-instanton numbers.
As they follow from the Stokes discontinuities via simple application of Cauchy’s theorem,
these large-order relations may also be directly written down starting-off by analyzing allowed
motions on our alien chain (which dictated the resurgent structure of the transseries). In fact
the “statistical mechanical” rules for writing down large-order relations will be very similar to
the ones for writing down Stokes discontinuities in subsection 2.4, and equally rather general.
In our present example we are dealing with the chain depicted in figure 11, and the “functional
component” appearing in the Stokes discontinuity will now be essentially replaced by its integral,
which we shall denote as the large-order factor (the “statistical component” will be essentially
the same). For a path on the chain, connecting the nodes Φ(n,0) → Φ(m,cm), this is
χ(n→m)(k) ≡
1
(m− n)k
+∞∑
h=0
Γ(k − h)
Γ(k)
F
(m,cm)
h ((m− n)A)h , cm =
{
1, m = 0
0, m > 0
. (2.154)
Using this definition, one may now write down generic large-order relations purely in terms of
motions and data on the alien chain:
50It is also simple to obtain the closed-form expression
F
(0,0)
k '
+∞∑
n=1
Γ(k)
(nA)k
Sn1
2pii
+∞∑
h=0
Γ(k − h)
Γ(k)
F
(n,0)
h (nA)
h . (2.153)
Validity for k  h reveals the large-order nature of this relation. Note that the ratio of Gamma-functions appearing
in the second sum is subleading: it grows as ∼ k−h. See, e.g., [16] for more closed-form large-order relations.
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Large-order relations: The large-order (large k) behaviour of the coefficients
F
(n,0)
k , associated to the node Φ(n,0), is given by a sum over all forward and backward
paths, linking nodes to the right Φ(m>n,0) and to the left Φ(m<n,0), in addition to a
sum over paths to the extra “orthogonal” node in the chain, Φ(0,1).
Each term in this sum (Φ(n,0) → Φ(m,`=0,1)) can be decomposed into three factors:
• Leading growth-factor, dictated solely by the order k of the coefficient:
Γ(k)
2piiAk
.
• Large-order factor (2.154), dictated by beginning and end nodes:
χ(n→m)(k).
• Statistical factor, sum over all the allowed paths P(n→ m) linking the nodes
as in figure 11:
SF(n→m) ≡
∑
P(n→m)
CF(P)w(P).
Spelled out in writing, the result is:
F
(n,0)
k
2piiAk
Γ(k)
'
∑
m6=n
SF(n→m) χ(n→m)(k). (2.155)
Let us make a few remarks concerning the above large-order relation. First, as the statistical
factors do not depend upon the order, k, and once the leading growth is factored out, the
(subleading) large-order behaviour will be fully dictated by the large-order factors (2.154)—
implying that in some sense this is where all the non-trivial large-order growth is included. Now
equation (2.154) very sharply tells us that the further away two nodes are, the more exponentially
suppressed the corresponding large-order factor will be, due to the term (m− n)−k. One other
interesting feature is how forward and backward motions appear at large order. When walking
forward along the chain, m − n > 0, but when walking backwards m − n < 0 leading to an
oscillatory behaviour as (−1)k at large k. Finally, note that the ratio of Gamma functions
in (2.154) may be easily expanded in powers of k−1. This precisely corresponds to expanding
the fractions inside the brackets in (2.152). In fact, rewriting the large-order relation for the
perturbative series in this light, we find
F
(0,0)
k
2piiAk
Γ(k)
' SF(0→1)
(
F
(1,0)
0 +
F
(1,0)
1 A
k
+
F
(1,0)
1 A+ F
(1,0)
2 A
2
k2
+ · · ·
)
+ (2.156)
+2−k SF(0→2)
(
F
(2,0)
0 +
F
(2,0)
1 (2A)
k
+
F
(2,0)
1 (2A) + F
(2,0)
2 (2A)
2
k2
+ · · ·
)
+O(3−k).
The statistical factors are read directly from figure 11, as SF(0→1) = S1 and SF(0→2) = S21 . The
agreement with (2.152) is then exact.
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We may now go back to the discussion at the beginning of the present subsection, in particular
the two main questions which are still open. First, having introduced so many mathematical tools
to calculate discontinuities and such, how can we be absolutely sure that the structures we have
put forward precisely describe our problem? Second, all statistical factors, defined using weights
for the steps in each path, they all depend on a set of a priori unknown coefficients—the Stokes
coefficients—and we still need to make sure that they may be determined (either via the partition
function as in the previous subsection, or else). As already suggested, one may now settle both
these issues by performing numerical checks of the previous asymptotic relations. Because such
formulae have their origin in the resurgent structure associated to the transseries we started off
from, then, if they hold, so will all that stands behind them hold. In order to understand what
types of numerical tests may be performed, let us consider the expression above, (2.156). Having
moved the leading growth-factor to the left-hand side, the right-hand side is now composed of a
series of sequences, each one more and more exponentially suppressed. Each of these sequences is
given by a number (the statistical factor) times the actual sequence itself, in powers of 1k . At very
large order, both exponential and power suppressed contributions fade away, and the right-hand
side above approaches a constant value (which in here is SF(0→1)F
(1,0)
0 ). Can we test this?
In order to check (2.156), one first needs data. Using the recursive equations listed in the
appendix, it is computationally straightforward to generate coefficients for both perturbative and
one-instanton sectors, F
(0,0)
k and F
(1,0)
k , and we have done this for k ≤ 120. Let us begin with
the perturbative data. Plotting the left-hand side of (2.156), the larger the value k the closer
we expect that this sequence will approach the constant51 S1F
(1,0)
0 . In turn, this should allow
us to determine, at least numerically, the value of the Stokes coefficient S1. This is depicted in
figure 12, where the red curve shows the coefficients of the left-hand side of (2.156) for growing
k, and the purple line shows the constant value they are converging towards.
The first thing we notice is that this convergence is very slow! This brings us to our first
parenthesis in this subsection, where we wish to digress a bit and discuss a simple numerical
method to accelerate convergence of sequences. The type of sequences we are interested in are
generically of the type appearing in (2.156), i.e., a leading constant term followed by a whole
series in powers of 1k . A simple and powerful numerical method to accelerate convergence of
this sort of sequences is that of Richardson transforms (mentioned earlier; but see, e.g., [37]).
Richardson extrapolation starts with a k-sequence
S(k) ' s0 + s1
k
+
s2
k2
+ · · · , (2.157)
from where its N th-Richardson transform, herein denoted by RTS(0, k,N), is a new k-sequence
which can be recursively defined as52
RTS(0, k, 0) = S(k), (2.159)
RTS(0, k,N) = RTS(0, k + 1, N − 1) + k
N
(
RTS(0, k + 1, N − 1)− RTS(0, k,N − 1)
)
, (2.160)
51Recall that even though F
(1,0)
0 is unknown from the perspective of the differential equation (it belongs to the
initial conditions), we have set its value, via the partition function coefficients, to be F
(1,0)
0 = − i√2 .
52A closed form expression for the N th-Richardson transform is
RTS(0, k,N) =
N∑
n=0
(−1)n+N (k + n)
N
n! (N − n)! S(k + n). (2.158)
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Figure 12. Plot of the coefficients of leading (left) and 1/k (right) behaviour of the perturbative sector,
F
(0,0)
k , weighted by the leading growth-factor. In red we plot the original sequences, while in green and
blue we plot Richardson transforms RT0(r, k, 1) and RT0(r, k, 5), respectively (r = 0 for the left plot and
r = 1 for the right plot). The purple lines show the constant values that these sequences are converging
to: for the case of the left plot iS1F
(1,0)
0 = −
√
2; while for the case of the right plot iS1F
(1,0)
1 A =
3
8
√
2
(both correct up to extremely small numerical errors). These plots also nicely illustrate the improved rate
of convergence of each initial sequence, the higher the Richardson transform which was subsequently used.
N ≥ 1.
Loosely speaking, the Richardson transforms cancel the subleading terms in the original sequence
S(k) up to order k−N . This results in a much better numerical convergence towards the first term
of the original sequence (denoted by s0 above), the larger both k and N are. A couple of words
on notation. First, the apparently “silent” zero appearing in the definition above simply refers
to the fact that the Richardson transforms we have set up are zooming-in on the s0 coefficient
of the original sequence. Second, we will be using Richardson extrapolation to check large-order
relations involving multi-instanton coefficients, F
(n,0)
k . It will thus prove convenient to make
explicit which series are we addressing, by using the notation RTn(0, k,N) to signal Richardson
transforms of the leading large-order of the n-instanton sector.
Let us now go back to the analysis of the perturbative sector, considering the case S(k) ≡
F
(0,0)
k
2piiAk
Γ(k) , as in the left-hand side of (2.156). The left image in figure 12 depicts the first and
fifth Richardson transforms (RTs) of this sequence, closing-in on the constant SF(0→1)F
(1,0)
0 =
S1F
(1,0)
0 . It is rather clear how the more RTs one considers, the faster the rate of convergence
one observes. The best estimate we have produced for the value of this constant was upon taking
the 5-RT, at order k = 115. It so happens that in this case the value of the constant is also very
easy to pinpoint as SF(0→1)F
(1,0)
0 = S1F
(1,0)
0 = i
√
2. Comparison with RT0(0, 115, 5) yields an
extremely small error,
RT0(0, 115, 5)− i
√
2
i
√
2
≈ 1.211978× 10−10. (2.161)
Finally note that this value of S1F
(1,0)
0 = i
√
2 precisely corresponds to a value for the Stokes
coefficient of SF1 = −2, which is in complete agreement with the predicted value (2.127).
This numerical check has confirmed the first (leading) term in the large-order expansion for
the perturbative sector (2.156). But we would further like to check the subsequent terms—for the
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moment, at least at leading exponential order. This would verify that the exponentially-leading
large-order behaviour is indeed dictated by all the coefficients of the one instanton sector, F
(1,0)
h ,
as predicted by resurgence. Such checks follow in very similar fashion to the one above. In fact
the first line of (2.156) is precisely of the form (2.157), and it is rather simple to check the value
of s1 in this latter sequence. All one has to do is to repeat the procedure above, this time applied
to the (trivially) modified sequence
S1(k) ≡ (S(k)− s0) k ' s1 + s2
k
+
s3
k2
+ · · · . (2.162)
The RT is defined in a completely similar way. More generally, we can recursively check every
coefficient in the sequence (2.157) simply by defining
Sr(k) ≡ (Sr−1(k)− sr−1) k ' sr + sr+1
k
+
sr+2
k2
+ · · · , r ≥ 1, (2.163)
and the corresponding RTs
RTS(r, k, 0) = Sr(k), (2.164)
RTS(r, k,N) = RTS(r, k + 1, N − 1) + k
N
(
RTS(r, k + 1, N − 1)− RTS(r, k,N − 1)
)
, (2.165)
N ≥ 1.
One may now proceed in the exact same way as above, checking each coefficient in (2.156).
The right image in figure 12 is checking the coefficient r = 1, where we have obtained a con-
vergence towards the expected value of s1 ≡ SF(0→1)F (1,0)1 A = −3i8
√
2, with extremely small
error
RT0(1, 115, 5)− s1
s1
≈ −3.142630× 10−9. (2.166)
Checking the subsequent coefficients may be easily done in the very same way, albeit sometimes
one does need to use a higher RT to keep good accuracy. For instance, at six-loops the convergence
towards s5 = − 6767133i131072√2 (do recall we are starting with the sequence S(k) ≡ F
(0,0)
k
2piiAk
Γ(k) ) again
yields an extremely small error
RT0(5, 110, 8)− s5
s5
≈ 1.818376× 10−8. (2.167)
One word of caution on the nature of these numerical tests should still be said. As per definition,
the coefficients in the sequence S(k) from (2.156) grow factorially—this is simply due to the
appearance of the one-instanton series, F
(1,0)
h . As such, this can lead to large numerical errors
when checking higher multi-loop coefficients, unless one is careful from scratch in implementing
an elevated numerical accuracy in the calculations.
Proceeding along these lines, one eventually arrives at a stage where one has very strong
checks on the validity of the first line in (2.156), and thus the fact that it was correctly predicted by
the resurgent structure of the transseries we started off with. This check corresponds to verifying
the correctness of the term SF(0→1) χ(0→1) in (2.155), which is the exponentially leading motion
in the large-order relations of the perturbative sector. But one may likewise naturally wonder if
it is possible to check all other motions, even if exponentially suppressed? In other words, may
one also check, say, the (exponentially suppressed) second line in (2.156)? The first thing to
notice is that in order to probe the 2−k behaviour, we first need to subtract out of the original
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series all contribution coming from the SF(0→1) χ(0→1) motion, i.e., to subtract out the first line
in (2.156). But this line corresponds to an asymptotic expansion on its own (more generically,
do recall (2.154)), and in order to subtract out something which is actually meaningful one first
needs to re-sum this asymptotic series into some number.
This brings us to our second parenthesis in this subsection, where we wish to digress a bit
and discuss resummations of asymptotic series. The most straightforward method to re-sum
asymptotic series is that of optimal truncation, where the series is cut-off essentially at the point
where its coefficients start growing. While this method may sometimes yield reasonable accuracy,
for the purposes of this review it does not reach the required accuracy for our tests, and we will
not dwell on it any further53. A more intricate resummation method, which in fact reaches the
accuracy we are looking for, is the method of Borel–Pade´ approximants. As already discussed in
an earlier subsection, given an asymptotic series S(k), with zero radius of convergence, its Borel
transform
B[S](t) =
+∞∑
m=0
sm
Γ(m+ 1)
tm (2.168)
will instead have a (finite) non-zero radius of convergence. Of course as long as there are no
closed-form expressions for all the coefficients sm, one cannot precisely pinpoint the above analytic
function. However, using the recursion relations for, e.g., the free energy coefficients listed in the
appendix, we have computationally calculated them in our example up to 2N = 120. If we make
sole use of these resulting coefficients, what we have managed to compute is
B[S](t) ≈
2N∑
m=0
sm
Γ(m+ 1)
tm. (2.169)
Now instead of immediately “inverting” this result via Borel resummation (2.4) (which at this
point would only allow us to recover these first 2N terms of the asymptotic expansion S(k)),
we shall first approximate the above truncated Borel transform by an order-N diagonal Pade´
approximant, as in:
BPN [S](t) =
∑N
`=0 an t
n∑N
`=0 bn t
n
, (2.170)
where the coefficients an, bn are chosen to match the ones in the expansion of the Borel transform
in a small-t expansion. The main reason for choosing this rational function instead of the expan-
sion (2.169) is that, while for small t they are basically the same, for large t the rational function
converges to a constant and is much better behaved54. Moreover, the poles of this rational func-
tion will also prove to be very good approximations (upon “condensation”) to the branch-cuts of
the Borel transform. It is then to the rational function (2.170) which we apply Borel resumation,
along the positive real axis (as the original variable k is the order of the coefficients, and is thus
positive),
S0BPN [S](k) =
∫ +∞
0
dtBPN [S]
(
t
k
)
e−t. (2.171)
53The reader who might be interested to see this in an example may take a look at the study of Painleve´ I
solutions in [16]. In this reference and within that example it was shown how the accuracy of the optimal
truncation method was exactly of the same order as the first exponentially-suppressed term, and would thus be
blind to the full large-order structure of the k-sequences associated to any exponentially suppressed contributions.
54When performing Borel resummation (2.4), we need to integrate over the range of both t small and large!
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Figure 13. The image on the left, plots the leading behaviour of the coefficients 2k δReF
(0,0)
2,k ≡
−2k SF(0→1) × SReBP60[χ(0→1)](k). In red we plot the original sequence, while in blue we plot its
RT0,2(0, k, 5) Richardson transform. The purple line shows the constant value that this sequence is
converging towards, S21F
(2,0)
0 = 1. The image on the right, plots the leading behaviour of the coefficients
3k δImF
(0,0)
2,k ≡ Im
(
F
(0,0)
k
2pii(3A)k
Γ(k)
)
− 3k SF(0→1) × SImBP60[χ(0→1)](k), in red, and their first Richardson
transform, in green. It is very clear how this sequence is converging towards a constant value of order
∼ O(1), which immediately validates the expected 3−k decay.
As should be familiar by now, this integration can only be performed when there are no poles of
BPN [S](t) along the positive real axis of the Borel t-plane. However, this is very many times the
case, and in such situations one needs to shift the integration contour off the real axis, say by
performing a lateral Borel resummation, e.g., S0−BPN [S](k). Imaginary contributions may then
appear, and one has to be careful handling them as we shall further discuss below.
Let us now go back to our ongoing analysis of the perturbative large-order growth, and use
the method described above to check exponentially-suppressed contributions to its asymptotics.
If we start by assuming that there will be no poles upon the real axis, and that the Laplace-
type integral (2.171) can thus be evaluated without any shift in the integration contour, then the
procedure should be rather clear. Applying the Borel–Pade´ (BP) resummation to the asymptotic
series χ(0→1)(k), we expect to obtain a resulting meaningful quantity which may be subtracted
out of the original perturbative sequence F
(0,0)
k
2piiAk
Γ(k) . Looking back at (2.156), one writes
55
F
(0,0)
k
2piiAk
Γ(k)
− SF(0→1) × S0BPN [χ(0→1)](k) ' (2.172)
' 2−k SF(0→2)
(
F
(2,0)
0 +
F
(2,0)
1 (2A)
k
+
F
(2,0)
1 (2A) + F
(2,0)
2 (2A)
2
k2
+ · · ·
)
+O(3−k),
and the analysis would now proceed akin to what we did earlier. But, as we said, in many
situations, including the case we are now addressing, the BP approximant to χ(0→1) will indeed
have poles along the positive real axis. We shall deal with them by simply performing a lateral
resummation, S0−BPN [χ(0→1)](k), which integrates right below the real line. This will then
produce a result with both real and imaginary components. As it turns out, the real contribution
will be similar to above, and can be compared to the exponential order 2−k of the large-order
55Recall that SF(0→2) = S
2
1 .
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behaviour of the perturbative series, just as in (2.172). But the imaginary contribution, on the
other hand, cancels with the perturbative coefficients up to order 3−k and is thus irrelevant at
the order we are interested in (see also [16]). Let us make this explicit. Writing
S0−BPN [χ(0→1)](k) = SReBPN [χ(0→1)](k) + iSImBPN [χ(0→1)](k), (2.173)
then, splitting imaginary (first line) and real (second and third lines) components, what we find
is
F
(0,0)
k
2piAk
Γ(k)
− SF(0→1) × SImBPN [χ(0→1)](k) ' O(3−k), (2.174)
−SF(0→1) × SReBPN [χ(0→1)](k) ' (2.175)
' 2−k SF(0→2)
(
F
(2,0)
0 +
F
(2,0)
1 (2A)
k
+
F
(2,0)
1 (2A) + F
(2,0)
2 (2A)
2
k2
+ · · ·
)
+O(3−k).
That this is indeed the resulting behaviour can be tested numerically, and is illustrated in figure 13
for a BP of N = 60. On its left image, we plot the convergence of the real part of the coefficients
(do note that they are already properly weighted by the exponential term 2k)
2k δReF
(0,0)
2,k ≡ −2k SF(0→1) × SReBPN [χ(0→1)](k) (2.176)
towards the leading term within the two-instanton contribution, SF(0→2)F
(2,0)
0 = S
2
1F
(2,0)
0 = 1,
which is achieved with great precision. Let us use the notation RTn,`(0, k,N) to denote the N
th-
RT associated to the `−k exponentially-suppressed behaviour of the large-order relation obeyed
by the n-instanton coefficients F
(n,0)
k , when zooming-in on the leading contribution, s0, and as
obtained via the resummation procedure described above (thus RTn(0, k,N) defined previously is
just RTn,1(0, k,N) in the new notation). Then, in the present case, we find that the convergence
error is once again extremely small,
RT0,2(0, 95, 5)− 1
1
≈ 3.40814× 10−8. (2.177)
On the right image of figure 13, we plot the imaginary part (again, already properly weighted by
the corresponding exponential term 3k)
3k δImF
(0,0)
2,k ≡ F (0,0)k
2pi (3A)k
Γ(k)
− 3k SF(0→1) × SImBPN [χ(0→1)](k). (2.178)
The plot clearly shows that indeed the imaginary part of this resummation is of order 3−k, and
will mix with the next exponentially-suppressed order in the large-order relations.
The procedure above can of course keep being applied to study more and more exponentially-
suppressed contributions to the perturbative asymptotics, in a completely straightforward fash-
ion. Nonetheless, due to the aforementioned mixing of real and imaginary contributions arising
upon BP resummation, let us still schematically work out the next step, illustrating how to
re-sum the order 2−k contributions to the large-order behaviour of the perturbative sequence
F
(0,0)
k in (2.156). As expected, one may once again verify that the BP of χ(0→2) will have poles
upon the positive real axis, and we need to perform a lateral resummation. We shall do this
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Figure 14. Plot of the large-order behaviour of the coefficients 3k δImF
(0,0)
3,k . The original sequence is
shown in red, while in blue we plot its RT0,3(0, k, 5) Richardson transform. The purple line shows the
constant value this sequence is converging towards, −iS31F (3,0)0 = − 2
√
2
3 .
consistently with the previous choice of resummation direction, and will thus re-sum below the
poles obtaining both a real and an imaginary contribution, as in
S0−BPN [χ(0→2)](k) = SReBPN [χ(0→2)](k) + iSImBPN [χ(0→2)](k). (2.179)
The real and imaginary parts of the resummed result are defined as above,
δReF
(0,0)
3,k + i δImF
(0,0)
3,k ≡ F (0,0)k
2piiAk
Γ(k)
− SF(0→1) SReBPN [χ(0→1)](k)−
−iSF(0→1) SImBPN [χ(0→1)](k)− SF(0→2) SReBPN [χ(0→2)](k)− iSF(0→2) SImBPN [χ(0→2)](k) =
= F
(0,0)
k
2piiAk
Γ(k)
+ 2SReBPN [χ(0→1)](k) + 2iSImBPN [χ(0→1)](k)−
−(−2)2 SReBPN [χ(0→2)](k)− (−2)2iSImBPN [χ(0→2)](k). (2.180)
It turns out that this time around it will be the imaginary part, which was earlier of order 3−k,
which will yield the leading behaviour at this order; while the real part will now be of order 4−k
and only contribute at next order, i.e.,
iδImF
(0,0)
3,k ' 3−k SF(0→3)
(
F
(3,0)
0 + · · ·
)
+O(4−k), (2.181)
δReF
(0,0)
3,k ' O(4−k). (2.182)
Herein, the coefficients iδImF
(0,0)
3,k are expected to converge, at leading order in 1/k, towards
SF(0→3)F
(3,0)
0 = −2
√
2i
3 . This is tested in figure 14 for a BP of N = 60, with the usual extremely
small error,
RT0,3(0, 95, 5)−
(
−2
√
2i
3
)
(
−2
√
2i
3
) ≈ 9.017× 10−7. (2.183)
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Figure 15. Plot of the large-order behaviour of the coefficients δF
(1,0)
k . The original sequence is shown
in red, while in blue we plot its RT1(0, k, 5) Richardson transform. The purple line shows the constant
value towards which this sequence is converging, S˜−1 F
(0,1)
0 = 1.
Having thoroughly tested the resurgent structure of the perturbative sector, let us now turn
to the analysis of the large-order behaviour of higher (multi) instanton sectors. In particular, we
shall next focus upon the one and two-instanton sectors. Starting with the asymptotic expansion
around the one-instanton sector, Φ(1,0), we proceed in complete analogy with what was done
for the perturbative sector. Using both Stokes discontinuities56 (2.102) and (2.103) alongside
Cauchy’s theorem (2.150), one immediately obtains the large-order relation57
F
(1,0)
k
2piiAk
Γ(k)
' 2S1
(
F
(2,0)
0 +
A
k − 1 F
(2,0)
1 +
A2
(k − 1)(k − 2) F
(2,0)
2 + · · ·
)
+
S˜−1
(−1)k F
(0,1)
0 +
+2−k 3S21
(
F
(3,0)
0 +
2A
k − 1 F
(3,0)
1 +
(2A)2
(k − 1)(k − 2) F
(3,0)
2 + · · ·
)
+O(3−k). (2.185)
The main novelty as compared back to (2.152) is the appearance of “sideways” resurgence, via
the Stokes constant S˜−1, which we analyze in the following. In any case, the whole procedure
is very similar to what we did before. We first divide this large-order relation into its leading
asymptotics and the exponentially-suppressed contributions at order 2−k and smaller. Then, we
plot the leading 1/k coefficients, and their respective RTs, to numerically determine the Stokes
constant S˜−1. This is shown in figure 15, where the coefficients
δF
(1,0)
k ≡ (−1)k
(
F
(1,0)
k
2piiAk
Γ(k)
− 2S1 F (2,0)0
)
(2.186)
56Once again, Stokes coefficients and Borel residues are trivially related, via (2.69).
57For completeness, let us also include the respective closed-form expression, valid for k > h,
F
(1,0)
k '
+∞∑
n=1
Γ(k)
(nA)k
(n+ 1)
Sn1
2pii
+∞∑
h=0
Γ(k − h)
Γ(k)
F
(n+1,0)
h (nA)
h +
Γ(k)
(−A)k
S˜−1
2pii
F
(0,1)
0 . (2.184)
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Figure 16. Plot of the large-order behaviour of the two-instanton coefficients −i δF (2,0)k ≡ F (2,0)k 2piA
k
Γ(k) .
As usual the original sequence is shown in red, while in blue we plot the Richardson transforms for each
branch, k even or odd, RT2,even/odd(0, k, 5). The purple lines show the constant values towards which each
of these sequences is converging to, depending on parity, which is either 0 or −√2.
are plotted, alongside their fifth RT. From (2.185) above, these coefficients are predicted to
converge to S˜−1 F
(0,1)
0 = 1 (where we use the predicted value for the Stokes constant S˜−1 = 1).
The figure very clearly shows how this is indeed the case, with the usual extremely small error
RT1(0, 95, 5)− 1
1
≈ 8.870× 10−10. (2.187)
The procedure is entirely analogous to what we did earlier for the perturbative sector (only the
resurgent structure of the large-order relations changes), and one could thus proceed into per-
forming BP resummations of the leading behaviour and eventually test exponentially-suppressed
predictions in the exact same fashion. We leave such tests as an exercise for the reader.
The one final test we still wish to discuss in here deals with the large-order behaviour of
the two-instanton sector. Using the Stokes discontinuities (2.102) and (2.104), the large-order
relation of this sector is:
F
(2,0)
k
2piiAk
Γ(k)
' 3S1
(
F
(3,0)
0 +
A
k − 1 F
(3,0)
1 +
A2
(k − 1)(k − 2) F
(3,0)
2 + · · ·
)
+
+
1
(−1)k S−1
(
F
(1,0)
0 +
(−A)
k − 1 F
(1,0)
1 +
(−A)2
(k − 1)(k − 2) F
(1,0)
2 + · · ·
)
+
+
1
2k
6S21
(
F
(4,0)
0 +
(2A)
k − 1 F
(4,0)
1 +
(2A)2
(k − 1)(k − 2) F
(4,0)
2 + · · ·
)
+
+
1
(−2)k
(
S˜−2 +
1
2
S˜−1S−1
)
F
(0,1)
0 +O(3−k), (2.188)
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or, equivalently but with slightly simpler combinatorial factors, with Borel residues:
F
(2,0)
k
2piiAk
Γ(k)
' −S2→3
(
F
(3,0)
0 +
A
k − 1 F
(3,0)
1 +
A2
(k − 1)(k − 2) F
(3,0)
2 + · · ·
)
−
− 1
(−1)k S2→1
(
F
(1,0)
0 +
(−A)
k − 1 F
(1,0)
1 +
(−A)2
(k − 1)(k − 2) F
(1,0)
2 + · · ·
)
−
− 1
2k
S2→4
(
F
(4,0)
0 +
(2A)
k − 1 F
(4,0)
1 +
(2A)2
(k − 1)(k − 2) F
(4,0)
2 + · · ·
)
−
− 1
(−2)k S˜2→0 F
(0,1)
0 +O(3−k). (2.189)
This two-instanton sector is particularly interesting as it is the first large-order relation which
displays all types of resurgence in this problem; “forward”, via S+, ”backward”, via S−, and
“sideway”, via S˜−. Much of the analysis of this relation now follows the same steps as before.
For example, one may firstly check the leading large-order behaviour in the same manner as we
did earlier with RTs. Then one can also re-sum the exponentially leading sectors, associated to
the motions χ(2→3) and χ(2→1), in order to study the exponentially suppressed 2−k contribution
and, in this way, check the value of the Stokes constant S˜−2. Let us first say a few words about
the leading large-order behaviour. From the expression above a novelty readily emerges, as this
leading behaviour will now depend upon the parity of k. In fact, one has at leading order in 1/k
F
(2,0)
k
2piiAk
Γ(k)
≈ 3S1 F (3,0)0 + (−1)k S−1 F (1,0)0 +O(1/k). (2.190)
Making use of F
(3,0)
0 =
i
6
√
2
, it then follows that when k is odd the sequence above converges
towards 3S1 F
(3,0)
0 − S−1 F (1,0)0 = −i
√
2; while when k is even the sequence converges towards
3S1 F
(3,0)
0 + S−1 F
(1,0)
0 = 0 instead. It should be rather evident that one may actually perform
convergence acceleration for either k even or odd, separately, by simple application of RTs on
these sub-sequences. This is illustrated in figure 16, where we can perfectly see the convergence
towards each of the above values separately. The error associated with the convergence is ex-
tremely small, as before; it is about 10−9. Moving onwards, resumming the sectors χ(2→3) and
χ(2→1) and subtracting them from the original two-instanton sequence will then allow us to di-
rectly access the 2−k behaviour of the large-order relations. In particular, this exercise (which
we leave for the reader) directly confirms that S˜−2 = 0 as expected. Of course we could keep on
analyzing higher and higher sectors, and given enough time and patience numerically check all
the predicted Stokes constants alongside the transseries resurgent structure.
After all this, we may finally conclude that all these tests allowed us to very precisely verify
the structure of the resurgent transseries we had put forward earlier, as a solution to the quartic
free energy. In general, in harder problems (and without a linear “companion-problem” to help
us bypass some of the nonlinear difficulties), the procedure develops in the opposite direction,
or as a mix in-between. One puts forward a reasonable ansatz for a transseries solution, then
checks it via large-order relations as above. Some aspects may be validated, others not—and
require for extra structure to be added to the transseries ansatz. So one does, and repeats the
different analyses and checks. Iteratively, one eventually constructs the full resurgent transseries
solution to the problem at hand (also sometimes involving numerical determination of many
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Stokes constants). Recent examples where such procedure was applied include, e.g., the cases of
the first Painleve´ equations relating to 2d (super) gravity and addressed in [180, 176, 181, 130,
16, 210, 17]. Again, we have here chosen such a simple example as the quartic integral in order
to introduce and develop resurgence and transseries in a “friendly environment”, for pedagogical
purposes and the ease of the first-time reader. Let us say that one issue we have not covered
concerns transseries resummation, i.e., how to use the transseries to obtain nonperturbative
results (numbers!) to whatever problem at hand. Such a discussion—alongside an analysis of
strong-coupling expansions (as opposed to the present weak-coupling asymptotic expansions)—is
briefly addressed in appendix C. We have nonetheless decided not to include this topic in the
main part of this review (where we chose to focus more on asymptotics), and rather refer the
interested reader to the general theory of median resummation as described in, e.g., [15], and to
the (numerical) examples of, e.g., [176, 135, 80, 12, 79, 66, 64], which very nicely illustrate the
procedure of resummation and Stokes phenomena within the contexts of string theory and the
large N approximation.
3 Lefschetz Thimbles for Linear Problems
Having understood most of the basics concerning resurgence—within a very simple toy-model
given by an ordinary one-dimensional integral—one would next like to bring these powerful
techniques into the realm of quantum field theory. Following in analogy with what was done at
the beginning of section 2, let us first consider the generalization of the saddle-point method into
higher (but still finite) dimensions, which will provide a basis for a more systematic approach.
This generalization entails higher-dimensional analogues of steepest-descent contours, which go
by the name of Lefschetz thimbles (essentially, steepest-descent hypersurfaces), and the whole
mathematical machinery surrounding it is known as Picard–Lefschetz theory (which has been
considered since long ago within the mathematical-physics literature [200, 115, 89]). These
methods relate to the theory of resurgence via hyperasymptotics, see, e.g., [43, 44, 41, 153, 50,
154, 195, 59]. Further, given their natural use in the evaluation of multi-dimensional integrals,
they have also entailed recent developments and activity with the hope of opening a door towards
a better understanding of both quantum-theoretic functional integrals, e.g., [234, 235, 142, 61,
223, 222, 160, 31, 224, 30, 125, 104, 225], and lattice field theory, e.g., [82, 191, 121, 3, 4, 6, 5, 194].
For most of this section we shall restrict to finite-dimensional integrals.
Let us begin with a d-dimensional “partition function”, given by the integral
Z(~) =
1
(2pi)d
∫
Γ
dz1 ∧ · · · ∧ dzd e− 1~V (z). (3.1)
Herein, the potential V (z) is a polynomial58 in the d complex variables which we have collectively
denoted by z ≡ (z1, . . . , zd) ∈ Cd, and ~ ∈ C as before. We shall further assume that the critical
points of the potential, V , are isolated and non-degenerate, i.e., the determinant of the Hessian
matrix of V , Hess ≡ det(∂a∂bV ), at these critical points is non-zero.
Now, in order to give a precise meaning to the partition function (3.1), we still need to know
over which (real middle-dimensional) integration cycle(s), Γ, is the integral convergent. Further,
we would like to know how this cycle changes as one changes the phase of ~, a feature which
was already discussed in detail in the simpler context of section 2 (recall figure 2). Clearly, a
58In section 6 we shall discuss an example involving a meromorphic function rather than a polynomial potential.
Nevertheless, most of the constructions in this section will apply to that example, with only slight modifications.
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cycle over which (3.1) is convergent for, say, ~ > 0, will be different from a convergent cycle with
~ < 0. Without surprise, we shall see how the change which the integration cycle undergoes,
as one varies the phase of ~, is intimately related to Stokes phenomenon. Finally, we also want
to learn how to explicitly evaluate the partition function, which usually can only be done as
an asymptotic expansion of Z(~) for small coupling ~. As already advertised, we shall use
the mathematical machinery of Picard–Lefschetz theory to answer these questions, which by
generalizing the notion of steepest-descent contours to higher complex-dimensions further gives
a topological interpretation to the possible integration cycles which ensure convergence of the
partition-function integral.
Constructing the Lefschetz Thimbles
Our first goal is thus to classify the set of integration cycles over which the integral (3.1) is
convergent. Convergence can be achieved by simply requiring Re
(−1~V (z))→ −∞ as |z| → +∞.
Of course that, depending on the form of the potential V (z), there may be distinct regions in
Cd which satisfy this requirement. To be more more precise, let us introduce the set
X =
{
z ∈ Cd
∣∣∣∣Re(−1~V (z)
)
= −1

}
, (3.2)
with  a small (but positive) number. Generically this set will be made of disjoint subsets,
with these different subsets corresponding to the different asymptotic regions that a convergent
integration cycle may have. Recalling the example of the quartic potential, discussed in section 2,
the set X then had four disjoint subsets, each of which a region far away from the origin inside
each of the four sectors associated to the four brown regions in figures 1 and 2. The non-trivial
and convergent integration contours thus became those which join two distinct such regions. In
fact, the integral will depend solely on which regions does the integration cycle join, and not on
the specific (local) details of the contour itself (as long as, along its path, this contour does not
cross any other critical point than the one which was initially attached to it). This is the key
point which will assign a topological interpretation to our multi-dimensional integration cycles.
In fact, the main result we now wish to discuss is that any integration cycle, Γ, over which
(3.1) is convergent, is a d-cycle with integer coefficients. Furthermore, the partition-function
integral will subsequently only depend upon the homology class of Γ in the relative59 homology
group Hd(Cd,X;Z) [200, 115, 234]. Now, the properties of this relative homology group depend
only upon the local properties of the potential, V , near its critical points. Moreover, a basis for
this homology group may be identified with the equivalence classes of integration cycles which
intersect only one60 critical point, z∗i , and which we shall denote by {Ji}. It then turns out that,
in this case, the original cycle Γ can be decomposed as
Γ =
N∑
i=1
ni Ji, (3.3)
leading to ∫
Γ
dz1 ∧ · · · ∧ dzd =
N∑
i=1
ni
∫
Ji
dz1 ∧ · · · ∧ dzd, (3.4)
59A d-cycle γ in Cd is called a relative cycle mod X if its boundary, ∂γ, lies in X (if we think of Cd as a 2d-
dimensional real manifold, then X is a (2d− 1)-dimensional real manifold). A natural equivalence class of relative
d-cycles is simply constructed by saying that two cycles γ and γ′ are equivalent iff γ − γ′ is homologous to zero.
Then the relative homology group Hd(Cd,X ;Z) is the set of these equivalence classes with integer coefficients.
60The violation of this requirement concerning critical points leads to Stokes phenomenon, to be discussed later.
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where the ni’s are integers and N is the total number of critical points. The cycles Ji are what
is known as the Lefschetz thimbles. Let us justify this construction in the following.
In order to construct the thimbles, start by labeling the critical points of the potential V
as61 z∗i with i ∈ {1, 2, . . . , N}; satisfying
∂V
∂za
∣∣∣∣
z=z∗i
= 0. (3.5)
Intuitively, if we start integrating out from a critical point z∗i , convergence of the partition-
function integral can be ensured by requiring
ρ(z) ≡ Re
(
−1
~
(
V (z)− V (z∗i )
))
≤ 0 (3.6)
along the integration cycle. Moreover, this convergence will be fastest along that collection of
curves (parameterized by τ) which flow along the gradient of the above function, i.e., along
dz
dτ
= −2 ∂ρ
∂z¯
. (3.7)
This set of equations (3.7) is known as the gradient flow equations [115, 159]. It is then straight-
forward to show that ρ (z(τ)) decreases along any curve with increasing τ :
dρ (z(τ))
dτ
=
∂ρ
∂z
· dz
dτ
= −2
∣∣∣∣∂ρ∂z
∣∣∣∣2 ≤ 0. (3.8)
Such solutions define downward flows out from a given critical point. In this context, the function
ρ(z) < ρ(z∗i ) may be further interpreted as a height function, in the Morse-theory sense.
It is the set of all points that may be reached out from a given critical point, z∗i , via
downward flow as above, which is called a Lefschetz thimble (associated with the critical point62
z∗i ). Expanding the potential around the critical point, one can use Morse theory to show that
there are d real, orthogonal directions along which one can flow downwards. Therefore, the
thimble generated by the collection of all such flows is a d-real-dimensional cycle. To be more
precise, consider a (d− 1)-sphere encircling the critical point, and pick any point on this sphere.
Following the trajectory of such point along the gradient flow (3.7) will generate a curve in
Cd. The collection of all curves that originate from all points on the (d − 1)-sphere is the d-
dimensional real manifold which is the Lefschetz thimble. This (d − 1)-sphere is known as the
vanishing cycle; vanishing at the critical point (for d = 1, the vanishing cycle is just two points).
Another important feature of the gradient flow curves is that the imaginary part of the
potential is constant along them, and hence remains unchanged on the whole thimble. This
implies that the thimble may be viewed as the natural higher-dimensional generalization of the
stationary-phase contour (recall (2.12)), with
Im
(
−1
~
(V (z)− V (z∗i ))
)
= 0 (3.9)
61In order to avoid notational confusion, we shall denote the critical points with a subscript {i, j, ...}, and the
coordinate vector index, whenever present, with a superscript {a, b, ...}.
62Following our assumption that there is only one critical point associated with a given thimble—and deferring
the discussion of Stokes phenomenon, which occurs when this assumption is violated, to the end of this section.
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holding true everywhere on the thimble63. To see how this comes about, let us split the complex
coordinates z into their real and imaginary parts, z = x + iy, and use the Cauchy–Riemann
equations to obtain
dx
dτ
= − ∂ρ
∂x
= − ∂
∂y
Im
(
−1
~
V (z)
)
, (3.10)
dy
dτ
= − ∂ρ
∂y
=
∂
∂x
Im
(
−1
~
V (z)
)
, (3.11)
from where it follows
d
dτ
Im
(
−1
~
V (z)
)
=
dx
dτ
· ∂
∂x
Im
(
−1
~
V (z)
)
+
dy
dτ
· ∂
∂y
Im
(
−1
~
V (z)
)
= 0. (3.12)
In fact the gradient flow equations, combined with the Cauchy–Riemann equations (3.10) and
(3.11), define a Hamiltonian flow where the imaginary part Im
(−1~V (z)) is the conserved quan-
tity (the “Hamiltonian”) associated with this flow. One can combine the gradient flow equations
for the real part, and the Hamiltonian flow equations for the imaginary part, into a single equation
in complex variables (where we also make explicit the phase of ~, as in ~ = |~| eiθ)
dza
dτ
=
eiθ
|~|
∂V¯
∂z¯a
, (3.13)
with the boundary condition za(τ → −∞) = (z∗i )a. This is the complex gradient flow equation,
also known as Picard–Lefschetz equation, whose solutions then naturally satisfy (3.9).
In complete analogy to the downward flow, one may likewise define upward flow as originating
from a critical point and defined by the equations
dza
dτ
= −e
iθ
|~|
∂V¯
∂z¯a
. (3.14)
Along the upward flow the imaginary part of the potential still remains constant, but the real
part ρ(z) now increases. Morse theory again tells us that there will be d real directions along
which one can flow upwards. As such, and akin to the Lefschetz thimble construction, all the
points in Cd which may be reached via upward flow originating on an (d− 1)-sphere surrounding
the critical point z∗i , will construct a d-dimensional cycle which we denote by Ki. The set of
all these cycles (upon adequate equivalence classes) constitute a basis for a dual homology class
Hd(Cd,Y;Z), where
Y =
{
z ∈ Cd
∣∣∣∣Re(−1~V (z)
)
= +
1

}
. (3.15)
Note that since the imaginary part of the potential associated with each critical point is
a conserved quantity, and generically the imaginary parts of V at different critical points are
distinct, this implies that the downward/upward flows originating from different critical points
do not generically intersect each other. However, when this does happen to be the case, these
cycles form a good basis for the relative homology groups we started off with, above. Given two
cycles Γ and Γ′, one can define an inner product via the intersection number
〈Kn,Jm 〉 = δnm . (3.16)
63Of course that generically (3.9) alone is not enough to define the thimble, unlike in our earlier one-dimensional
stationary-phase contours. This is essentially because (3.9) defines a real-codimension-one surface, whereas the
thimble is in fact a real-codimension-d surface, defined via the collection of gradient-flow curves described above.
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This inner product is a map Hd(Cd,Y;Z)⊗Hd(Cd,X;Z)→ Z which tells us when does a given
downward-flowing thimble intersects some upward-flowing thimble. In the generic case described
above, where all the imaginary parts of the potential at different critical points are distinct, such
an intersection never happens—except at the critical point itself. Moreover, this intersection
occurs between the upward and downward flows originating from that same critical point leading
to (3.16). Consequently, any integration cycle Γ such that (3.1) is convergent, can be decomposed
as a chain [200]
Γ =
N∑
i=1
ni Ji, (3.17)
where ni = 〈Ki,Γ 〉. This conclusion finally justifies our starting main equations, (3.3) and (3.4).
Evaluation of the Asymptotic Expansion
Having understood the integration cycles (3.4), let us now try to explicitly evaluate the partition-
function integral (3.1). Generically, this will entail an asymptotic series expansion in powers of
~. To start off with, let us impose a constraint regarding the critical points; which is that no
pair of critical values has the same imaginary part, i.e.,
Im
(
1
~
V (z∗i )
)
6= Im
(
1
~
V (z∗j )
)
for i 6= j. (3.18)
Since the imaginary part is a conserved quantity along the thimble, this assumption guarantees
that there are no intersections between thimbles associated with different critical points, and
the decomposition of the integration cycle (3.17) is thus well defined. In fact, this condition
generically holds except for a finite set of particular values that θ = arg(~) takes. These are the
points where Stokes phenomenon occurs, to be discussed a bit later on. But for the moment let
us simply assume a generic value of θ for which there is no Stokes phenomenon (and thus also
suppress the dependence on θ from our notation).
Let us consider the partition-function integral over some particular thimble, Jn, associated
with the critical point z∗n. Introducing the variable s ≡ V (z)−V (z∗n), we can write this integral
as
Z(n)(~) =
1
(2pi)d
∫
Jn
e−
1
~V (z) Ω = e−
1
~V
∗
n
∫ eiθ∞
0
dsB[Ψn](s) e− s~ , (3.19)
where Ω = dz1 ∧ · · · ∧ dzd is the volume form and V ∗n ≡ V (z∗n) is the value of the potential at
the critical point z∗n. Remarkably, this change of variables is actually converting our original
integral into a Borel-type integral, as in (2.4) (hence the notation!). In fact, it will turn out that
the function
B[Ψn](s) ≡ 1
(2pi)d
∫
Vn(s)
Ω
ds
∣∣∣∣
V (z)=V ∗n+s
(3.20)
is precisely a generalized Borel transform, of the type we shall discuss in the upcoming section 4,
and later denoted by B[Ψ[d/2]](s) (but herein let us keep denoting it by just B[Ψ](s)). The final
integral in (3.19), over s, is along a ray which we shall refer to as Σn, such that the exponent s/~
is positive and bounded from below ensuring convergence. The remaining (d − 1)-dimensional
integral in (3.20) is over a (d−1)-cycle, Vn(s), which is nothing but the vanishing cycle transported
to the point s along Σn. As such, the thimble Jn can be thought of as a d-dimensional cycle
generated by the orbit of the vanishing cycle along Σn.
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Around the origin, B[Ψn](s) has a convergent series expansion64 of the form
B[Ψn](s) = s d2−1
+∞∑
k=0
B
(n)
k s
k. (3.21)
Notice that for odd dimensions there is a square root branch-cut, whereas for even dimensions
the function is analytic near the origin. The above leading term is easy to calculate. Around
the critical point (i.e., s = 0), we can expand V (z∗n + z) ≈ V ∗n + 12 Hnab zazb ≡ V ∗n + s, where
Hnab ≡ Hess[V ](z∗n) is the Hessian matrix of the potential, V , at the critical point z∗n. Therefore,
the vanishing cycle Vn(s) is a (d− 1)-sphere whose radius is
√|s| and (3.20) reduces to a surface
integral over this sphere, yielding
B[Ψn](s) ≈ 1√
(2pi)d det
(
Hess[V ](z∗n)
) s d2−1Γ (d2) . (3.22)
The rest of the coefficients may be computed depending on the specific details of the potential
V . Evaluating the remaining s-integral then leads to an asymptotic65 expansion for Z(n)(~)
Z(n)(~) ' e− 1~V ∗n ~ d2
+∞∑
k=0
Γ
(
k +
d
2
)
B
(n)
k ~
k (3.23)
' e
− 1~V ∗n√
(2pi)d det
(
Hess[V ](z∗n)
) ~ d2 + e− 1~V ∗n ~ d2 +∞∑
k=1
Z
(n)
k ~
k, (3.24)
where we have redefined Z
(n)
k ≡ Γ (k + d/2)B(n)k .
Now that we have all the basic building blocks of the partition function (3.1)—i.e., the
asymptotic expansions of the thimble integrations (3.19) as written above—we may construct
the final asymptotic expansion of Z(~) over the cycle Γ. Using the decomposition of Γ into
thimbles (3.17), we find that the partition function in fact has a transseries form, as
Z(~) =
1
(2pi)d
∫
Γ
e−
1
~V (z) Ω = ~
d
2
N∑
i=1
ni e
− 1~V ∗i Φi(~), (3.25)
where each Φi(~) is an asymptotic series
Φi(~) '
+∞∑
k=0
Z
(i)
k ~
k (3.26)
64This expansion can be generalized to include the cases where the critical points are degenerate and/or the
integration cycles have boundaries. For the degenerate case, one “Morsifies” the critical point by perturbing it
away from the degenerate case. The perturbation deforms the degenerate critical point into a µn number of non-
degenerate critical points, where µn is the Milnor number of the original critical point. In this case the Lefschetz
thimble Jn develops µn foldings in the limit where the perturbation vanishes. Furthermore, B[Ψn](s) is analytic
over the universal covering of the punctured disk C \ {0} and satisfies an ordinary differential equation, known as
a Picard–Fuchs equation or a Gauss–Manin connection, which has at most a regular singularity at the origin. The
order of this Gauss–Manin connection can be greater than one, but is bounded by µn and the expansion of B[Ψn]
near the origin will have powers of log s in addition to s. For more details, we refer the reader to [174, 200, 201, 89].
65This is actually made explicit in the formula, due to the Γ (k + d/2) factor.
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whose coefficients are obtained by the local expansion of the vanishing-cycle integral (3.20) around
the critical point z∗i , which is a solution of the Gauss–Manin connection. To sum up, each term
e−
1
~V
∗
i Φi(~) in the transseries is associated with an element of a basis of a homology group, where
the topology is induced by restricting the allowed integration cycles into regions in Cn that ensure
the convergence of the integral Z(~). The asymptotic expansion of a given term is constructed
locally by the geometric properties of the vanishing cycle.
With the total number of critical points N a finite number, our final solution (3.25) also
has a finite number of multi-instanton sectors and is thus an appropriate solution to some linear
problem (in the distinction already discussed in section 2). One could now be tempted to think
that extending this formalism to situations with an infinite number of multi-instanton sectors
simply amounts to taking the limit N → +∞ in (3.25). This would cover nonlinear problems
and eventually quantum field theoretic functional-integrals. But while for the former there may
not necessarily exist any adequate integral representation of solutions, invalidating the whole
procedure, for the latter one needs to be careful with subtleties due to renormalization [163].
Indeed, let us consider the partition function of some scalar quantum field theory,
Z(λ) =
∫
[dϕ] e−S(ϕ), (3.27)
with action S(ϕ) and coupling-constant λ. In order to use the toolbox described in this section,
one would first want to factor out the coupling constant, as in
S(ϕ)→ 1
λ
S(ϕ˜), (3.28)
and then compute (functional) saddle points for the functional-integral partition function (3.27).
But this factoring can only be done when considering bare quantities. As renormalization kicks
in, the coupling runs as λ ≡ λ(µ) at energy-scale µ, further inducing mass renormalization
and wave-function renormalization. For our purposes, the overall effect of such renormalization
procedure is to invalidate the above factoring. One rather finds (very schematically—see [163]
for a full discussion)
S(ϕ)→ 1
λ
S−1(ϕ˜) + S0(ϕ˜) + λS1(ϕ˜) + λ2S2(ϕ˜) + · · · . (3.29)
This automatically implies that in order to address renormalizable quantum field theories, one
will need more sophisticated saddle-point methods and answers than just (3.25), and likely more
complicated transseries structures than the ones we have been addressing so far (see section 5
or, e.g., [110], for some such structures; and [2] for recent results pointing towards the need to
include some of them within Yang–Mills/QCD theories). Do notice that this caveat is very much
attached to any renormalization needs. In quantum field theoretic contexts where such needs
do not arise, the transseries structures addressed so far are certainly enough; see, e.g., [14, 148–
150, 152] for supersymmetric gauge theories, e.g., [180, 176, 181, 164, 97, 16, 210, 80] for large
N gauge theories, and, e.g., [175, 199, 179, 130, 77, 135, 78, 76, 79, 65, 66] for string theories.
Dealing with Stokes Phenomena
The transseries construction of the partition function in (3.25) arises from a local analysis on the
Lefschetz thimbles, near their corresponding critical points. But, as we have been postponing for a
while, there are also global aspects on the thimbles (and hence of the transseries) which need to be
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considered; most notably those leading to Stokes phenomena. In order to understand how global
issues may come about, let us go back to the evaluation of the partition-function integral over
some specific thimble Jn, denoted by Z(n)(~) in (3.19). Its asymptotic expansion was generated
by a Laplace-type integration of B[Ψn](s) (defined in (3.20)) along some ray Σn of direction θ on
the complex s-plane. However, the function B[Ψn](s) may, in general, have singularities, which
one can hit by varying the ray of integration as one varies θ. These singularities of B[Ψn](s)
occur precisely at the critical points; which follows from the fact that
ds =
d∑
a=1
∂V
∂za
dza (3.30)
vanishes at a critical point. Previously, we have required that no two critical values of the
potential had the same imaginary part; recall (3.18). It was this assumption which saved us so
far from hitting a singularity along the s-integration: because the imaginary part of the potential
is conserved on a thimble, integration along a fixed thimble could not hit another critical point—
with the same holding true for the projections of the Lefschetz thimbles onto rays of integration
as in (3.19). Let us now relax this assumption and discuss what happens as we cross a singularity.
For simplicity, let us begin by assuming that there is only one critical point to be crossed,
which we shall label by m. The location of this singularity is s = V (z∗m)− V (z∗n) = V ∗m − V ∗n ≡
V ∗nm, which is nothing but the relative potential of the critical points n and m. In order for the
integration in (3.19) to be well defined, the integration contour needs to avoid this singularity.
This can be done by avoiding it either from above or from below, by simply shifting to either θ+
or θ−. Each of these shifts will yield a different result for the partition function Z(n)(~), which
we shall denote by Z
(n)
± (~), respectively. Their difference, Z
(n)
+ (~) − Z(n)− (~), essentially yields
the monodromy that B[Ψn](s) acquires as one moves from θ− to θ+. This monodromy is induced
by the monodromy of the vanishing cycle, Vn(s), as ones goes around the singularity V ∗nm in a
counter-clockwise fashion, and which is captured by the Picard–Lefschetz formula [171]
Vn(rnm ei(φ+2pi)) = Vn(rnm eiφ) + (−1)
d(d−1)
2 Snm Vm(rnm eiφ). (3.31)
Here, rnm e
iφ parameterizes an infinitesimal circle around V ∗nm, and the coefficient Snm is the
intersection number of the two vanishing cycles, Snm ≡ 〈Vn,Vm〉 ∈ Z. Formula (3.31) shows
how when the vanishing cycle Vn, associated to the critical point n, is moved along a counter-
clockwise closed loop around the projection of the critical point m (i.e., around the singular
point at s = V ∗nm), then the resulting cycle will receive an additional contribution given by Vm,
the vanishing cycle associated with the critical point m.
From the Picard–Lefschetz expression (3.31), one can further deduce the monodromy of
B[Ψn](s) around the singularity V ∗nm. Simply plugging the monodromy (3.31) in (3.20), one
obtains
B−[Ψn](s) = B+[Ψn](s) + (−1)
d(d−1)
2 Snm B+[Ψm](s). (3.32)
Note that, since the s-integration in (3.19) basically corresponds to a Borel resummation, what
we are describing here by tilting θ to θ± in order to avoid the singularity is essentially the
lateral Borel resummations which were discussed at the beginning of section 2 (recall (2.5)).
The resulting monodromy between the different lateral Borel resummations describes the Stokes
phenomenon (2.8), where the intersection numbers Snm relate to the Stokes constants. The
computation of Stokes constants within this framework is a technically challenging problem, and
for an extensive discussion along the present context we refer the reader to, e.g., [153, 43, 44].
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It is worth mentioning that the resurgent relations take a standard form in this setting [89]
B[Ψn](s)
∣∣∣
s=V ∗nm
= Snm B[Ψm](s− V ∗nm)
log(s− V ∗nm)
2pii
+ holomorphic, d = even, (3.33)
B[Ψn](s)
∣∣∣
s=V ∗nm
= −1
2
Snm B[Ψm](s− V ∗nm) + holomorphic, d = odd. (3.34)
As comparing to (2.63)—where we were dealing with Φ-sectors, which relate to the Ψ-sectors
herein as Ψ = ~
d
2 Φ—one should match V ∗nm ↔ kA and (−1)d Snm ↔ −Sn→n+k + · · · (so that the
Snm intersection numbers essentially are Borel residues). An example illustrating how to carry
through this match will be discussed in the upcoming section 4. Furthermore, the generalization
of the above discussion to the case of multiple singularities is conceptually straightforward. One
just has to use (3.32), but where one should now sum over all the critical points m that are found
along the path. Finally, all the critical points whose singularities show up in the path of n, are
below n in the Morse-theory sense, i.e., Re (−1~V ∗n ) > Re (−1~V ∗m) > · · · .
It is also interesting to understand the relation between Stokes phenomenon and the thimble
decomposition. The rays of integration in (3.19), Σn, are the projections of the Lefschetz thimbles
upon the s-plane. Therefore, the aforementioned monodromy structure on the s-plane can be
lifted onto a monodromy structure for the thimbles. In particular from (3.32) and (3.19) one
gets66
Jn(θ−) = Jn(θ+) + (−1)
d(d−1)
2
N∑
m=1
Snm Jm(θ+). (3.35)
As a result, our original thimble decomposition (3.17) ceases to be well-defined at θ, precisely
because the intersection numbers for the thimbles, the ni’s, are not well defined at these values.
Instead, the intersection numbers acquire a θ-dependence, as in ni ≡ ni(θ), and become piecewise-
constant functions of θ. Integer-valued jumps occur for certain values of θ, which are encoded
by the intersection numbers of the vanishing cycles, or “Stokes constants”, Snm. Consequently
we have to refine the decomposition of the chain as
Γ(θ) =
N∑
i=1
ni(θ)Ji(θ), (3.36)
which eventually finds its way back onto our transseries construction of the partition function,
in (3.25). This finally becomes
Z(|~| eiθ) = ~ d2
N∑
i=1
ni(θ) e
− 1~V ∗i Φi(~). (3.37)
When Stokes phenomenon occurs, the intersection numbers ni(θ) jump in integer amounts. These
jumps are precisely balanced by the jumps that arise from the lateral Borel resummations of Φi(~),
rendering (3.37) unambiguous. With the knowledge of the Stokes constants, we can therefore
give a precise meaning to this expansion as a well-defined, continuous function of ~.
66At this stage, the reader may want to review the steepest-descent discussion of Stokes phenomena from
subsection 2.2, which took place in the paragraph after equation (2.39).
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4 Borel Transforms for Nonlinear Problems
Let us now go back to Borel analysis, as discussed throughout section 2, in order to give it a more
systematic basis. This is a more general and powerful tool than steepest-descent analysis (and its
generalizations): all it requires to start-off is some asymptotic series, regardless of where it came
from or how was it computed originally67. Its blindness to the origin of the asymptotic sequences
at play implies that it addresses linear and nonlinear problems equally well (as introduced in
section 2). Furthermore, from a quantum field theoretic standpoint, it always works for any
observable, not being limited to the partition function, or to functional integrals or functional
differential equations, or whatever else; and not caring if the nonperturbative effects at hand
are multi-instantons, or multi-renormalons, or whatever else. Following a pragmatic point-of-
view, one need not dwell much on the origins of any given (perturbative) factorially-divergent
sequences, but rather simply focus on how to use them as an input in order to start the resurgence
program, building towards finding their (nonperturbative) transseries completions.
In fact, the Borel transform of any such asymptotic sequence is the first step towards im-
plementing the resurgence program: as discussed in section 2, resurgence emerges out of an
analysis of Borel singularities, with its algebraic formulation following from an abstraction of
the behaviour of these very same Borel transforms near their respective singularities. How Borel
transforms are defined, and how resurgence is already evident from their singular structure on
the Borel plane, is what we shall discuss in the following and place on firmer grounds. A better
understanding of resurgence, as we wish to discuss in the upcoming section 5, implies that we
first need to understand Borel analysis in a bit more detail than we have done up to this point.
The Borel Integral Representation of a Partition Function
In retrospect, our definition of a Borel transform in (2.3) might now seem a bit vague or imprecise:
why were the powers of the x and s variables related the way they were?, or why was the argument
of the Gamma-function chosen the way it was? In order to properly define a Borel transform,
and understand what kind of freedom such definition will nonetheless still entail, we shall start
by going back to our earlier discussion on the Borel-like rewriting of a partition function, in
(3.19) and (3.20) (albeit for the present purposes it will be enough to restrict to one-dimensional
integrals). This will illustrate the aforementioned freedom in a (by now) familiar setting.
Consider as usual a “partition function”, described by a one-dimensional integral68
Z(n)(λ) =
1
2pi
∫
Γn
dz e−Vλ(z). (4.1)
Herein we are considering a general analytic potential Vλ(z), depending on some coupling constant
λ, with a set of saddle-points labelled by z∗n(λ) and given by its critical points. The integration
contour Γn is the steepest descent-contour, or Lefschetz thimble, through the saddle z
∗
n. Thus,
the above integration defines the contribution to the partition function from each saddle. To
make it a bit more explicit, let us expand the potential around this nth saddle as69
Vλ(z) = Vλ(z
∗
n) +
N∑
k=1
(z − z∗n)k
k!
dkVλ
dzk
∣∣∣∣
z=z∗n
≡ V ∗n (λ) + V (n)λ (z). (4.2)
67It even works for sequences with rather abstract origins, as for example sequences of enumerative invariants
in algebraic geometry [81], or even more abstract combinatorial sequences [48].
68Throughout this section we shall suppress ~ and only focus on the coupling constant, for the sake of notational
simplicity. Of course it can be added back-in straightforwardly, or attached to the coupling as in section 2.
69Herein, N could in principle be infinite.
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Rewriting the integral above, (4.1), we then have
Z(n)(λ) =
e−V ∗n (λ)
2pi
∫
Γn
dz e−V
(n)
λ (z). (4.3)
The coupling constant can take any complex value, λ = |λ| eiθ, which implies that the
steepest-descent contour itself will depend on its phase, θ, as Γn ≡ Γn(θ). Having fixed θ, one
can then perform the familiar (asymptotic expansion) evaluation of the integral, in powers of the
coupling. This results in the usual
Z(n)(λ) = e−V
∗
n (λ) Φn(λ), (4.4)
where70
Φn(λ) ' λβn
+∞∑
k=0
Z
(n)
k λ
k, (4.5)
with the coefficients Z
(n)
k given by
Z
(n)
k ≡
1
k!
∫
Γn
dz
dk
dλk
e−V
(n)
λ (z)
∣∣∣∣
λ=0
. (4.6)
Of course that in all cases of interest to us, this expansion is asymptotic with the standard
large-order behaviour
Z
(n)
k ∼ k!. (4.7)
Φn(λ) is thus the asymptotic perturbative expansion of the original partition function around
the z∗n saddle; an analysis which may be repeated for all saddle-points of the potential.
Following the discussion at the beginning of section 2, one should now Borel transform the
asymptotic expansion (4.5) by means of (2.3). This uses the (still not fully justified) assignment
where λα → sα−1Γ(α) (with the exception of the residual coefficient Z
(n)
0 when there is one, i.e., the
leading constant term when βn = 0; and while assuming βn ≥ 0). The Borel transform is thus
written as
B[Φn](s) =
+∞∑
k=0
(1− δk,0δβn,0)Z(n)k
sk+βn−1
Γ(k + βn)
. (4.8)
This series has a finite, non-zero radius of convergence, whose analytic-continuation yields a
structure of singularities and branch-cuts which will give rise to the resurgence properties of the
partition function. This partition function can then be properly defined via Borel resummation,
(2.4), which is given by a Laplace-type71 integral as (for the moment considering the direction
of integration along the positive real axis)
Z(n)(λ) = e−V
∗
n (λ)
(
Z
(n)
0 δβn,0 +
∫ +∞
0
dsB[Φn](s) e− sλ
)
. (4.9)
This is not the only way to find a Borel-like integral-representation of our partition function.
For example, one could have instead followed the strategy outlined in the previous section 3,
changing the variable of integration from z to the potential as in (3.19). Let us next check
70In this expression we are allowing for the leading term to start at some general power, βn, of the coupling.
71In fact, the map λα → sα−1
Γ(α)
is an inverse Laplace transform on each term of the asymptotic series.
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whether this leads to the same result as (4.9). First, one needs to assume that there exists a
change of variables, from our current integration variable z to a new one x, as in z = z(x, λ),
such that the potential can be rewritten factoring out the coupling constant,
Vλ(z) ≡ 1
λ
v(x). (4.10)
In this case, the partition function may be written as
Z(n)(λ) =
e−
1
λ
v∗n
2pi
∫
Γn
dx
dz(x, λ)
dx
e−
1
λ
v(n)(x). (4.11)
Of course that the contour Γn also changes, as to become a steepest-descent contour in the new
variable x. We shall proceed by following the discussion in [44], addressing the slightly more
general integration problem
Z(n)(λ) =
e−
1
λ
v∗n
2pi
∫
Γn
dx g(x, λ) e−
1
λ
v(n)(x), (4.12)
for some function g(x, λ) with an explicit coupling dependence. But we shall nonetheless focus
on the situation of interest to the present discussion, where this coupling dependence may be
factored out in the form
g(x, λ) =
g˜(x)√
λ
. (4.13)
Having this in mind, the adequate rewriting of the partition function becomes
Z(n)(λ) = e−
1
λ
v∗n 1√
λ
Ψn(λ), (4.14)
where
Ψn(λ) =
1
2pi
∫
Γn
dx g˜(x) e−
1
λ
v(n)(x). (4.15)
First note that (4.15) is already of similar form to our earlier Borel resummation in (4.9).
To try to make it equivalent, and identify the Borel transform in the process, one is tempted to
define the Borel plane as
s ≡ v(n)(x). (4.16)
Given that the integration contour Γn in (4.15) is a steeepest-descent contour, this seems to
guarantee that the corresponding integration upon the s-plane, via (4.16), is in fact an integration
over the interval (0,+∞) as one would expect from a Borel resummation (recall (2.4)). However,
this change of variables is not without a few caveats, which have to be taken into account in
order to find the correct integration contour and corresponding Borel transform. The first thing
to notice is that upon inversion of (4.16), to find x ≡ x(s), and due to the general nature of the
potential, there can in fact be many roots {xα(s)} which solve this equation. In particular, for
a general polynomial potential there will be as many roots as the order of the potential, all of
them seemingly resulting in the same integration contour s ∈ (0,+∞). Closer inspection reveals
that this is not quite so [44]: in fact, it turns out that only two of these roots will pass through
the saddle-point x(z∗n) when s = 0, while having the required limits at infinity as s→ +∞ (and
which are determined by the steepest-descent contour Γn). These two solutions will be labeled as
x+(s), corresponding to the half of the contour Γn which emerges from the saddle point and goes
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off to infinity; and x−(s), which corresponds to the second half of the contour Γn which comes
in from infinity and into the saddle point. The resulting integration (4.15), after the change of
variables (4.16), then becomes
Ψn(λ) =
1
2pi
∫ +∞
0
ds
{
g˜ (x+(s))
dv(n)
dx (x+(s))
− g˜ (x−(s))
dv(n)
dx (x−(s))
}
e−
s
λ . (4.17)
The integrand inside the wavy-brackets is the Borel transform of Ψn(λ). Following [44], it can
also be written as a contour integral72,
B[Ψn](s) = 1
2pi
{
g˜ (x+(s))
dv(n)
dx (x+(s))
− g˜ (x−(s))
dv(n)
dx (x−(s))
}
=
1
4pi2i
1√
s
∮
Γ	
dx
√
v(n)(x)
v(n)(x)− s g˜(x). (4.18)
The contour Γ	 is an anti-clockwise contour enclosing the original steepest descent contour Γn.
This expression makes explicit the appearance of the
√
s factor, crucial to understanding the
origin of the double-valuedness of the map between the s and x variables. One may then think
of this map as defined on a two-sheeted Riemann surface, connected at the saddle-point s = 0,
and where it has zero-phase on the contour associated to x+(s) and acquiring a phase pi on the
contour associated to x−(s) (see [44] for figures and further details).
At this point, we have described two routes towards computing the Borel transform of our
original partition function (4.1). The first approach directly uses the asymptotic expansion of
Φn(λ), alongside our initial definition of a Borel transform, (2.3). The second approach changes
variables inside the integral for Ψn(λ), following the strategy in section 3, in particular (3.19)
and (3.20). The results are (4.8) and (4.18), respectively, but these two functions are distinct.
This is rather obvious once one notices that the starting asymptotic expansions differ by a factor
of
√
λ, √
λΦn(λ) ' Ψn(λ). (4.19)
Of course their respective Borel transforms might still be related. Using the asymptotic expansion
of Φn in (4.5), and rewriting it with this extra
√
λ factor, essentially only changes βn as βn →
βn +
1
2 . Then the power-series definition for the Borel transform of Ψn(λ) is
B[Ψn](s) = B[
√
λΦn](s) =
+∞∑
k=0
(
1− δk,0δβn,− 12
)
Z
(n)
k
sk+βn−
1
2
Γ(k + βn +
1
2)
. (4.20)
As such—and in spite of the fact that B[Φn] and B[Ψn] are different functions, possibly
with different singularity structure upon the complex plane—the question we have left to answer
is whether the resurgence information encoded in B[Φn], (4.8), is the same as that encoded in
B[Ψn], (4.20), and how can it be read-off easily in these two different cases. We shall carry out
this analysis in our favourite (and simplest!) example so far, the quartic partition-function (2.9).
But before we do that, let us make two comments. First, as already mentioned, Borel
transforms are naturally attached to any asymptotic (perturbative) expansions, being completely
independent of partition functions, or integrals, or steepest-descent methods. We just chose the
above example of a partition-function integral, evaluated via saddle-points, in order to illustrate
this apparent ambiguity concerning the definition of a Borel transform in a simple and familiar
setting. Second, expecting that B[Φn] and B[Ψn] yield the same resurgence information, i.e., that
72Notice that this calculation also helps making (3.20) a bit more explicit.
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if the initial asymptotic sequences are somehow related then so should their Borel transforms
be, is an extremely natural expectation: as the inverse Borel transform is essentially a Laplace
transform, under reasonable assumptions the basic properties of this linear integral operator
imply elementary, straightforward relations such as, e.g.,
B[λ−1Φ](s) = ∂
∂s
B[Φ](s). (4.21)
Relations such as this strongly hint that very likely also the resurgence structure will be translated
along, and we shall make the required dictionary precise in the following.
Constructing Borel Transforms: Some Examples
Now that we have realized that there is some ambiguity, or freedom, in the definition of what
a Borel transform is, the reader might be asking: then what is the correct definition? As we
shall see, this question is somewhat irrelevant for one should ask beforehand: does this freedom
matter? To anticipate the upcoming conclusion, the answer is that in fact it does not matter, as
the resurgence properties may be read-off from any “representative” of the Borel transform.
The quartic partition-function (2.11) was thoroughly analyzed in section 2, with Borel trans-
forms computed straight out from the (perturbative) asymptotic expansions (2.17) and (2.18);
recall the resulting (2.24) and (2.25). Let us next try to obtain these same Borel transforms
directly out from the partition function, as described above. Recall that the quartic potential
(2.10) has three saddle points, located at z∗0 = 0, z∗± = ±
√
6
λ . Rescaling out the coupling con-
stant73 in (2.9) by changing variables inside the integral as74 z = x√
λ
, one can rewrite the quartic
partition-function around each saddle, following (4.12) and (4.14), as
Z(0)(λ) =
1
2pi
√
λ
∫
Γ0
dx e−
v(0)(x)
λ ≡ 1√
λ
Ψ0(λ), (4.22)
Z(±)(λ) =
e−
3
2λ
2pi
√
λ
∫
Γ±
dx e−
v(±)(x)
λ ≡ e− 32λ 1√
λ
Ψ±(λ), (4.23)
where the rescaled saddles are now x∗0 = 0 and x∗± = ±
√
6. The “local” potentials above are
v(0)(x) =
1
2
x2 − 1
24
x4 and v(±)(x) = −3
2
+
1
2
x2 − 1
24
x4, (4.24)
while the steepest-descent contours of integration can be read-off from figure 2; which for arg λ =
0 are
Γ0 =
(
−∞ eipi4 ,+∞ eipi4
)
, (4.25)
Γ− =
(
−∞ eipi4 ,+∞ ei 3pi4
)
, (4.26)
Γ+ =
(
−∞ ei 5pi4 ,+∞ ei 7pi4
)
. (4.27)
Do note that each of these contours naturally passes through its respective saddle.
73Further recall that, as compared to section 2, we have now set ~ = 1 and only use λ for the overall coupling.
74Do not mistake the (silent) integrand variable x in this section with the (overall) coupling x of section 2!
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We proceed with the change of variables (4.16), defining the Borel plane as
s = v(n)(x) for n = 0,±. (4.28)
Inverting this map yields x ≡ x(s). As we are dealing with a polynomial potential of fourth
degree, one finds four different solutions to this equation. They are:
Saddle x∗0 : x
(±)
± (s) = (±)
√√√√6(1±√1− 2s
3
)
, (4.29)
Saddle x∗± : x
(±)
± (s) = (±)
√√√√6(1±√−2s
3
)
. (4.30)
Note that, with a slight abuse of notation, in here the ± and (±) signs in the solutions are
labeling the solutions for each saddle, and are not related to the ± signs labeling the saddles—
which hopefully will be clear from context. All these maps will result in a variable s which is
varying in (0,+∞), but, as we discussed earlier, only two for each saddle will correspond to the
original steepest-descent contours Γn. After some careful examination of the signs of the square
roots, one finds that as s varies from zero to positive infinity for the saddle x∗0 one needs to choose
x
(−)
− (s) ∈
(
0,+∞ eipi4
)
, x
(+)
− (s) ∈
(
0,−∞ eipi4
)
. (4.31)
In this way x
(−)
− corresponds to the half-contour leaving the saddle-point off to infinity, while x
(+)
−
corresponds to the half-contour coming into the saddle-point from infinity. In a self-explanatory
notation, we can thus write Γ0 ≡ Γ(−)− − Γ(+)− . A completely analogous analysis may be done
for the other saddles, x∗±, where from the four solutions previously found, two go through one
saddle, the other two through the other. In particular, as one varies s ∈ (0,+∞), one has:
Saddle x∗+ : Γ+ = Γ
(+)
+ − Γ(+)− , (4.32)
Saddle x∗− : Γ− = Γ
(−)
− − Γ(−)+ . (4.33)
One can proceed by using the Laplace integral-representation for Ψn(λ) in (4.17) in order to
compute the Borel transforms of Ψ0(λ) and Ψ±(λ), via (4.18). For the “perturbative saddle”,
Ψ0(λ) =
1
2pi
∫ +∞
0
ds
 1dv(0)
dx
(
x
(−)
− (s)
) − 1
dv(0)
dx
(
x
(+)
− (s)
)
 e− sλ =
=
1
2pi
∫ +∞
0
ds
 2dv(0)
dx
(
x
(−)
− (s)
)
 e− sλ , (4.34)
as dv
(0)
dx
(
x
(−)
− (s)
)
= −dv(0)dx
(
x
(+)
− (s)
)
=
√
6(1−√1− 2s/3)√1− 2s/3. It then follows:
B[Ψ0](s) = 1
2pi
√
s
√
1 +
√
1− 2s3√
1− 2s3
. (4.35)
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In much the same way we can calculate
Ψ+(λ) = −Ψ−(λ) ≡
∫ +∞
0
dsB[Ψ1](s) e− sλ , (4.36)
leading to the Borel transform
B[Ψ1](s) = − i
2pi
√
2s
√
1 +
√
1 + 2s3√
1 + 2s3
. (4.37)
At first sight the Borel transforms we have just computed, B[Ψ0](s) and B[Ψ1](s), look very
different from the Borel transforms computed in subsection 2.2, (2.24) and (2.25). This should
not come as a surprise: indeed, as discussed earlier in this section, the asymptotic expansions for
the Φ’s and the Ψ’s differ by a factor of
√
λ. But as a consistency check on our calculations, we
may now show how to obtain B[Ψ0](s) and B[Ψ1](s) directly from the asymptotic expansions for
Φ0 and Φ1, written in (2.17) and (2.18). Recalling that Φ0 is the expansion around the saddle
x∗0, and that Φ1 the expansion around either saddle x∗± , we are expecting to find:
B[Ψ0](s) = B[
√
λΦ0](s), (4.38)
B[Ψ1](s) = B[
√
λΦ1](s). (4.39)
Let us check that this is in fact verified. Start with the asymptotic expansion for Φ0(λ), in (2.17),
which we reproduce in here
Φ0(λ) '
+∞∑
k=0
Z
(0)
k λ
k, Z
(0)
k =
(
2
3
)k (4k)!
26k (2k)! k!
Z
(0)
0 , (4.40)
and where in the present conventions Z
(0)
0 =
1√
2pi
. Computing the Borel transform above, using
(4.20), it follows
B[
√
λΦ0](s) =
+∞∑
k=0
Z
(0)
k
sk−
1
2
Γ
(
k + 12
) = 1
2pi
√
s
√
1 +
√
1− 2s3√
1− 2s3
, (4.41)
which is precisely B[Ψ0](s) as expected. Performing the same analysis using the asymptotic
expansion for Φ1(λ), in (2.18), one likewise obtains
B[
√
λΦ1](s) =
+∞∑
k=0
Z
(1)
k
sk−
1
2
Γ
(
k + 12
) = − i
2pi
√
2s
√
1 +
√
1 + 2s3√
1 + 2s3
, (4.42)
which precisely matches B[Ψ1](s). This explicitly checks our calculations, verifying how there is
more than one way to compute a Borel transform, leading to distinct, albeit related results.
At this stage we are back to our main question. The Borel transforms computed in section 2,
(2.24) and (2.25), had a singularity structure with poles and logarithms, (2.26) and (2.27), which
immediately made explicit the resurgence properties of the quartic partition-function. In fact, the
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abstraction of these resurgence properties out from their associated Borel singularities, realized
in the resurgence relations (2.31) and (2.32), or in the (finite) alien chain (2.33), was what then
allowed to jump-start the whole resurgence program. But will the same remain true with the
Borel transforms we have just computed, (4.35) and (4.37)? How can we recover the (algebraic)
resurgence structure encoded in (2.33) out of these “new” Borel transforms?
The first thing to notice is that the Borel transforms (4.35) and (4.37) both have a square-
root singularity at the origin, i.e., ∼ 1/√s near s = 0. This is a somewhat artificial singularity
from the resurgence standpoint, and is essentially related to the coupling square-root in the initial
asymptotic expansion. In order to infer whether there is any clean resurgent behaviour in our
“new” Borel transforms, we need to analyze them away from this singularity. In fact, we shall
need to focus on the singularity at s = 32 of the Borel transform B[Ψ0](s), and on the singularity
at s = −32 of the Borel transform B[Ψ1](s). If resurgence is also at work in here, near each of
these singularities we should see the “reappearance” of the other sector.
Expanding the Borel transforms (4.35) and (4.37) near their singularities at s = ±A ≡ ±32 ,
we find
B[Ψ0](s) =
+∞∑
k=−1
B
(0)
k (s−A)
k
2 , B
(0)
k =
ei
kpi
2
2pi3/2
Γ
(
k + 32
)
Γ (k + 2)
A−
k+1
2 , (4.43)
B[Ψ1](s) =
+∞∑
k=−1
B
(1)
k (s+A)
k
2 , B
(1)
k =
eipi
(2pi)3/2
Γ
(
k + 32
)
Γ (k + 2)
A−
k+1
2 . (4.44)
Recall that back in (2.26) and (2.27) the singularities were restricted to a simple pole and a
logarithm branch-cut. Things here are a bit “messier”, as there is now an infinite number of
branch-cuts, one per fractional power in the above expansions (i.e., whenever k is odd). Thus,
at first sight, it now seems much harder to find the resurgence of, say, the Ψ1 sector inside the
expansion of B[Ψ0](s) around s = A, due to this plethora of branch-cuts. This scenario quickly
becomes more amenable once one computes the expansion of B[Ψ1](s − A) near s = A (which
anyways is what we hope to find inside B[Ψ0](s) near s = A in the first place). One easily obtains
B[Ψ1] (s−A) =
+∞∑
k=−1
B̂
(1)
k (s−A)k+
1
2 , B̂
(1)
k =
i eipik
2pi3/2
Γ
(
2k + 52
)
Γ (2k + 3)
A−(k+1). (4.45)
Comparing the coefficients B̂
(1)
k with those particular coefficients B
(0)
k which were attached to a
singular fractional-power, i.e., with the coefficients B
(0)
2k+1, one finds
B
(0)
2k+1 = B̂
(1)
k . (4.46)
In this way, one may split the power-series expansion (4.43) into its regular holomorphic half and
its singular half, both of which are infinite series on their own. Then, the singular series will
match (4.45) above in such a way that one can write the resurgence-like relation
B[Ψ0](s) = (+2)× 1
2
B[Ψ1] (s−A) + holomorphic. (4.47)
The exact same analysis equally applies to B[Ψ1](s). This time around
B[Ψ0] (s+A) =
+∞∑
k=−1
B̂
(0)
k (s+A)
k+ 1
2 , B̂
(0)
k =
1
21/2pi3/2
Γ
(
2k + 52
)
Γ (2k + 3)
A−(k+1), (4.48)
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in such a way that
B
(1)
2k+1 = −
1
2
B̂
(0)
k , (4.49)
from where the resurgence-like relation emerges
B[Ψ1](s) = (−1)× 1
2
B[Ψ0] (s+A) + holomorphic. (4.50)
One may compare these results, (4.47) and (4.50), to (2.26) and (2.27), respectively. Recall that
one needs to use the “dictionary” from (3.34) to read Stokes constants. In this way, via (3.34),
(4.47) yields the Stokes constant S1 = −2, which is the precise constant obtained in (2.31).
Likewise, (4.50) yields the Stokes constant S−1 = 1, which matches the one obtained in (2.32).
We may finally conclude that the resurgence structure is seen both by the Ψ-“representative”
which was used above, as well as by the Φ-“representative” used in section 2. Further, as expected,
both these descriptions lead to the exact same structure, i.e., they are in the same “class”. This
means that, starting-off from our “new” resurgence relations (4.47) and (4.50), we may once again
forget about any functional details concerning Borel singularities, and express resurgence solely
at the level of the asymptotic series Ψ0(λ) and Ψ1(λ) (our transseries building blocks). Herein,
resurgence is likewise formalized at an abstract level using alien derivatives and bridge equations
in the exact same fashion as before, i.e., using the same bridge equations (2.31) and (2.32) and
the same (finite) alien chain (2.33) with its associated allowed motions. The main difference, of
course, is in the calculation process leading up to (4.47) and (4.50). Unlike (2.26) and (2.27),
we no longer have just a finite number of singular structures (in fact, two singular contributions,
one pole and one logarithmic branch-cut), but rather an infinite number of singular fractional
powers, with the “reappearance” properties intertwined inside this series. While in the former
case resurgence is seen directly in the functional coefficients of the singularities, in the latter case
resurgence is only seen once the numerical coefficients of all singular powers are hold together.
In other words, although (as before) we still need to take into account all singular structures,
now this amounts to an infinite number of terms—just a few will not be enough!
This implies that using the Φ-“representative” rather than the Ψ-“representative” allows for
a more transparent reading of the encoded resurgence structure. For convenience, one should
thus select the Φ-“representative” as the “cleanest” representative, leading up to the definition
of a simple resurgent function, see, e.g., [109, 55, 56, 212]. A simple resurgent function is a
resurgent function (asymptotic series) for which its Borel singularities solely reduce to a simple
pole alongside a logarithmic branch-cut. To be fully precise, we should not say “simple resurgent
function”, but rather “simple resurgent Borel representative”—out of the (possibly) infinite
number of distinct but related Borel representatives, for the (possibly) infinite number of distinct
organizations of the asymptotic series we started off with. This will be made precise below.
Do note that our example above corresponds to a linear problem, where we were able to
compute everything exactly. In general, nonlinear problems this will not be the case. This implies
that in such cases one can only access partial information concerning Borel singularities and, if
not dealing with a simple representative, the resurgence properties of our asymptotic sequence
will be masked and may be very difficult to retrieve. It then becomes of utmost importance to
know how to reach a simple Borel representative, independent of our starting point. As we shall
discuss next, there is a very precise way of relating Borel transforms associated to asymptotic
series which differ by factors of the coupling, and all members of such a family of sequences will
be equally well described by their single simple representative.
This analysis makes two things clear. The first is that the definition of a Borel transform
does not need to be very precise, and may allow for some freedom as discussed. It does not really
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matter, as at the end of the day one reaches the same resurgence structure. The second is that
precisely because one always ends up with the same algebraic structure (upon abstraction from
the functional nature of Borel singularities), the true fundamental structure to work with is that
of abstract bridge equations and alien chains, from where all nonperturbative results may follow.
On the Class of Simple Resurgent Functions
Let us consider any observable Φ, typically arising from some nonlinear problem, with an asymp-
totic perturbative expansion in the coupling λ given by
Φ(λ) '
+∞∑
k=0
Φk λ
αk+β, (4.51)
with α, β ∈ R. Let us further assume that the large-order behaviour of the (factorially divergent)
coefficients above is of the form
Φk ∼ (αk + δ − 1)!, (4.52)
with some other δ ∈ R. Given this data, we wish to compute the Borel transform of Φ, B[Φ](s), in
such a way as to obtain a simple representative, i.e., in such a way that B[Φ](s) only has simple
poles and logarithmic branch-points as singularities (this is known as a simple singularity75).
That is to say
B[Φ](s) = S
′
ω
2pii (s− ω) + Sω × B[Ψω] (s− ω)
log (s− ω)
2pii
+ holomorphic, (4.53)
near each singular point ω, with76 S′ω,Sω ∈ C and Ψω some other asymptotic sector (such that
B[Ψω] is holomorphic near the origin, i.e., it introduces no further singularities in (4.53) above).
When all that is available to us is an asymptotic sequence as in (4.51), one might be tempted
to use our initial definition of Borel transform, (2.3), and thus write
B[Φ](s) =
+∞∑
k=0
Φk
sαk+β−1
Γ (αk + β)
. (4.54)
The problem, of course, is the off-set δ. If δ 6= β, we are not removing the precise factorial growth
and this will result in more intricate Borel transforms than one would wish for. The solution is
nonetheless simple. Introducing
Φ[γ](λ) ≡ λγ Φ(λ) '
+∞∑
k=0
Φk λ
αk+β+γ (4.55)
and choosing γ = δ−β, then the Borel transform of Φ[γ] will remove the precise factorial growth
leading to the simple representative,
B[Φ[δ−β]](s) =
+∞∑
k=0
Φk
sαk+δ−1
Γ (αk + δ)
. (4.56)
75All which is required is that the function in front of the logarithm is holomorphic. This requirement allows
this function to be rewritten—or understood—as the Borel transform of some other asymptotic series (evaluated
around the origin of its own complex Borel plane), as given in the expression above. In this setting, B[Ψω] is
usually denoted as the minor of B[Φ] (at ω, along the ray argω).
76To be precise, S′ω = Sω × residual coefficient. In other words, up to the residual coefficient (and a factor of
2pii), Sω is the residue of B[Φ](s) at ω (hence the nomenclature “Borel residue” used throughout the text).
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All asymptotic expansions of the type Φ[γ](λ) = λ
γ Φ(λ), with γ ∈ R, are said to be in
the same resurgence class (or family), meaning that their resurgence structure is equivalent for
all values of γ and that they may all be related to the one particular choice γ¯ where the Borel
transform B[Φ[γ¯]](s) will have the singularity structure (4.53) of a simple resurgent function. We
shall denote this particular choice, Φ[γ¯], as the standard representative, the representative where
resurgent analysis is most straightforward. One may reach this standard representative directly
at the level of the Borel transforms: in appendix E we show how to relate Borel transforms of
distinct members in the family {Φ[γ]}, leading up to77
B[Φ[γ′]](s) = Dγ−γ
′
s B[Φ[γ]](s). (4.57)
In here, Dαs is the order-α (fractional) derivative with respect to s, when α > 0; and it is the
(fractional) |α|-integration with respect to s, when α < 0 (but see appendix E and, e.g., [167]
for further details). Having this relation in mind, once one computes the Borel transform of
some non-standard representative Φ[γ], the only difficulty in subsequently finding the standard-
representative Borel transform B[Φ[γ¯]](s) is how to find γ¯. At the level of Borel transforms this
is done via an analysis of the original B[Φ[γ]](s) around its singular points, which however is not
necessarily always straightforward as we shall illustrate next.
Another Look at the Quartic Partition-Function
Let us illustrate how (4.57) works in practice, back in the example of the quartic partition-
function. We shall focus on the saddle x∗0 and, for the sake of notational simplicity, suppress the
0 subscript in the asymptotic series around this saddle, say Φ0(λ) in (2.17) or Ψ0(λ) in (4.34),
from now on. In this example we already know which is the standard representative; it is the
original asymptotic series (2.17) with (simple) Borel transform (2.26), which we shall denote by
Φ[0]. All other family members within this resurgence class may be obtained via
Φ[γ](λ) = λ
γ Φ[0](λ). (4.58)
For example, Ψ =
√
λΦ in (4.34) may now be written as Φ[1/2](λ). Equation (4.57) then explicitly
relates both these Borel transforms (which we computed earlier) as
B[Φ[0]](s) = D1/2s B[Φ[1/2]](s). (4.59)
Here we have to deal with a non-local fractional operator, the semi-derivative D
1/2
s , which is
defined by (see, e.g., [167] or appendix E)
D1/2s f(s) =
1
Γ (1/2)
d
ds
∫ s
0
dt
f(t)√
s− t . (4.60)
It is this non-locality of the semi-derivative which explains why all the resurgence information
which is “localized”, as functional coefficients, in the two singularities of B[Φ[0]](s) becomes
“spread-out” over the infinite number of singular branch-cuts in B[Φ[1/2]](s), as discussed earlier.
The formal derivation that (4.59) above holds, at the level of series expansions, may be found in
appendix E. Here, we shall instead focus on this relation at the level of Borel singularities, i.e.,
we shall analyze the validity of (4.59) around s = A (we are addressing the perturbative saddle).
77Residual coefficients, which need to be removed upon Borel transformation, must be considered separately.
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Recall that the expansion of B[Φ[1/2]](s) around s = A is given by (4.43), which we (partially)
recall in here as
B[Φ[1/2]](s) =
+∞∑
k=−1
B
(0)
k (s−A)
k
2 . (4.61)
In order to find the action of the semi-derivative on this function, let us first compute the action
of the semi-derivative on each fractional-power term. Using its definition, one finds78
D1/2s (s−A)
n
2 =
(−A)n2 +1
(n− 1)
√
pi s3
− (−A)
n
2 (s−A)
(n− 1)
√
pi s3
2F1
(
1,−n
2
,−1
2
∣∣∣ s
A
)
, n ≥ 2, (4.62)
D1/2s (s−A)
1
2 = −i
√
A
pi s
+
i√
pi
log
(√
s+
√
A
)
− i
2
√
pi
log (s−A) +
√
pi
2
, (4.63)
D1/2s (s−A)0 =
1√
pi s
, (4.64)
D1/2s (s−A)−
1
2 =
√
A
pi s
(−i)
s−A. (4.65)
The hypergeometric function is easily expanded using its standard properties; see, e.g., [198].
In particular, this directly shows how when n ≥ 2 and n is even there are no logarithmic
contributions; while when n ≥ 3 and n is odd, there will be. In the latter case, for z ≡ sA → 1−,
2F1
(
1,−n
2
, −1
2
∣∣∣∣ z) = 32Γ (n−12 )Γ (−n2 ) (z − 1)
n−3
2 log (1− z)× (4.66)
×
+∞∑
k=0
Γ
(
k − 32
)
Γ (k + 1)
(1− z)k + regular (non-logarithmic) terms.
Using this expansion alongside the semi-derivatives above, one can compute, term by term,
D1/2s B[Φ[1/2]](s) =
+∞∑
k=−1
B
(0)
k D
1/2
s (s−A)
k
2 = − iB
(0)
−1√
pi
1
s−A −
iB
(0)
1
2
√
pi
log (s−A) + (4.67)
+i log (s−A)
+∞∑
m=1
(−1)mB(0)2m+1
Γ (m+ 1) Γ
(−m− 12) (s−A)m + regular terms.
Recall how we are only interested in the singular terms. Next, in order to compare to the
expansion of B[Φ[0]](s) around the same point and check if we do obtain the same result, we
also need to expand (2.26). Using the exact information encoded in (2.25) and expanding the
hypergeometric function akin to what was done above, it follows
B[Φ[0]](s) = −
1
2pi
3
2
1
s−A +
1
16pi
3
2
log (s−A) + (4.68)
+
1
3
√
2pi
5
2
log (s−A)
+∞∑
m=1
(−1)m
Am
Γ
(
m+ 54
)
Γ
(
m+ 74
)
Γ (m+ 1) Γ (m+ 2)
(s−A)m + regular terms.
78Below, the (−1) factor multiplying A is actually e−ipi, while we change signs as (A− s) = eipi(s−A).
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It is now a matter of some simple algebra to check that we have obtained the very same result
and thus checked the validity of (4.59). A completely analogous comparison may be done for the
nonperturbative saddles, matching the Borel transforms of Φ1 and Ψ1 close to the singularity at
s = −A. In this way, these Borel transforms encode the same resurgence information and thus
belong to the same resurgence family. Further, it should be clear that the resurgence information
which is somewhat “locally” encoded in B[Φ](s), becomes “non-locally” encoded in B[Ψ](s) due
to the non-local nature of the (fractional) semi-derivative.
5 Physical Resurgence: From Lattices to Virasoro Algebras
Transseries structures are rather simple yet very general constructions. They prove extremely
useful in finding or (iteratively) constructing explicit solutions to a wide range of linear and
nonlinear problems. For instance, they can give rise to general solutions of differential equations,
algebraic equations, finite difference equations, integrals or integral equations, functional equa-
tions, and so on (see, e.g., [110] for a review with many such explicit examples). Yet, so far we
have been solely constructing transseries within very specific and simple examples. We shall now
be more precise on how they come about, and how general their building-blocks might be.
In this process, it is important to have two points in mind. The first point was already
discussed in the previous section, where explicit Borel calculations taught us how, at the end of
the day, all one should care about are the abstract resurgence relations in-between the different
transseries building-blocks, or nodes. In other words, the specific details concerning which kind of
Borel singularities show-up are somewhat irrelevant, as any “representative” will essentially yield
the very same resurgence relations. But these nodes are asymptotic series which are “attached”
to specific (and distinct) non-analytic transmonomials, which begs for some sort of classification
of different types of transmonomials. Such structures will surely play a role in generalizing the
alien chains we studied in section 2 to more general (and higher-dimensional) lattices.
The second point has to do with the resurgent nature of a general transseries. Resurgence in-
duces relations between the many nodes that build-up a transseries, as was already schematically
depicted early-on, in (1.1) and (1.2). One can imagine an example where these resurgence rela-
tions directly connect the perturbative expansion to all other possible nonperturbative sectors.
In this case, one may ask how exactly should (1.2) be fully exploited to decode all multi-instanton
towers—and thus construct the complete transseries solution—out of the (also complete!) per-
turbative expansion. For this strategy to be fully implemented, one must first understand what
is the full set of all allowed motions in-between transseries nodes, in the case of general, higher-
dimensional alien lattices. Let us explore these several issues in the following.
General Transseries from Ordinary Differential Equations
A natural and illustrative set-up where transseries appear is that of ordinary differential equations
(ODEs). Suppose we are given a kth-order nonlinear ODE, for the (yet unknown) function u(x)
in the variable x (for instance, recall the second-order ODE for the free energy F (x), (2.53),
which was our main example back in subsection 2.4). If there are no singularities at x = 0 one
may first try to solve this ODE for u(x) perturbatively, in powers of the monomial x (again, as
we did back in subsection 2.4, where a perturbative ansatz for F (x) led to the recursion (2.54),
yielding the perturbative coefficients F
(0)
n ). Now, if the resulting perturbative coefficients u
(0)
n
grow at most exponentially with n, then the perturbative series has a finite, non-zero radius
of convergence and our power-series solution may be studied with standard tools from classical
analysis. Unfortunately, this is generically not the case, with the perturbative coefficients u
(0)
n
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instead diverging factorially fast. What this divergence essentially means is that x = 0 is sitting
right next to a branch-cut of the solution, and thus it cannot possibly be made of powers of x
alone—one needs extra non-analytic contributions at x = 0 in order to properly characterize u(x).
Such contributions, which add to the monomial M ≡ x, will be denoted by transmonomials, T ,
and different sets of transmonomials may be required for different problems.
One basic transmonomial we have already found several times before is exp
(− 1x); but we
might naturally ask what other types of transmonomials may one usually encounter? To address
this question in a concrete example, let us go back to our kth-order nonlinear ODE and try to
solve it. The first (rather general) step is to rewrite it vectorially, as a rank-k system of first-order
(nonlinear) ODEs; schematically:
du
dx
(x) = ϕ (x,u(x)) . (5.1)
Under broad conditions, equations of this type may be further rewritten in a rather useful form,
known as the prepared form79 (see, e.g., [177] for an introduction to such procedure, and, e.g.,
[69, 70] for further details), which in this case is80:
du
dx
(x) =
1
x2
A · u(x) + 1
x
B · u(x) +O (u, x−2‖u‖2) , (5.3)
where the k×k matrices A and B are diagonal ; A = diag (A1, · · · , Ak) and B = diag (β1, · · · , βk).
The reason why this prepared form (or, sometimes denoted, normal form) is useful is that if we
neglect the higher-order and nonlinear terms, and just focus on the “linearized” version of (5.3),
then the solution is immediate, as, component wise,
ui(x) = σi x
βi e−
Ai
x , (5.4)
with σ a k-dimensional vector of coefficients (the boundary conditions). It is now very explicit
how the transmonomial exp
(− 1x) first appears, and how it must play a central role in the
construction of possible solutions. In fact, the next step in constructing a solution to (5.1) will
be to try using a transseries ansatz precisely based upon the solution (5.4). In other words,
in the same way that powers of the monomial M = x were used as building blocks of the
(incomplete) perturbative, power-series solution to the original nonlinear equation; one may now
use powers of the transmonomials Ti = e
−Ai
x as new building blocks for the (eventually complete)
nonperturbative, transseries solution to our ODE. Then, the typical transseries ansatz for such
a solution is, without surprise,
u (x,σ) =
∑
n∈Nk0
σn xn·β e−
n·A
x u(n)(x), (5.5)
79This prepared form (5.3) might look a bit odd at first. This is because we are working in the variable x,
with perturbative expansions constructed around x ∼ 0. This, however, is not the most standard variable in the
resurgence literature. Therein one frequently uses z = 1
x
, with perturbative expansions built around z ∼ ∞ and
with the usual non-analytic transmonomial now being e−z (non-analytic around z ∼ ∞). In this variable, (5.3)
looks a bit more “prepared”, as
du
dz
(z) = −A · u(z)− 1
z
B · u(z) +O (z−2u, ‖u‖2) . (5.2)
Appendix A also presents a “notational bridge” from our present discussions to the standard mathematical liter-
ature on resurgence, and many resurgence formulae in this variable z will appear in there.
80We are slightly abusing notation, as the prepared form is obtained after possibly more than one change-of-
variables; while in this expression we are using the exact same notation as in the previous equation, (5.1).
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where σn =
∏k
i=1 σ
ni
i are the k independent transseries parameters. Further, there still are
asymptotic series in powers of x “attached” to each transmonomial, as
u(n)(x) '
+∞∑
g=0
u(n)g x
g. (5.6)
What other transmonomials could one find? Imagining we were forced to go beyond prepared
form, it is simple to glare into the diversity of some of these new structures. Let us focus on
the one-dimensional case for simplicity. Then, including for instance different powers of the
monomial x into the ODE (5.3), one finds terms in, e.g.,
du
dx
+ αnxn−1u = 0 ⇒ u(x) = σ e−αxn . (5.7)
When n > 0 (these would be higher-order regular terms in (5.3)) the corresponding solutions
are analytic. But when n < −1 (these would be higher-order irregular terms in (5.3), going
beyond prepared form) the corresponding solutions yield new transmonomials. One could further
envisage finding known transmonomials already in the ODE. For instance,
du
dx
− 1
x2
e
1
x u(x) = 0 ⇒ u(x) = σ e−e
1
x , (5.8)
du
dx
+
log x
x2
u(x) = 0 ⇒ u(x) = σ e− 1x (1+log x), (5.9)
which immediately leads to yet some new transmonomials as solutions. The diversity is enormous.
Let us next be more precise on definitions and nomenclature associated to transseries (now
following [110]). A monomial is typically a term of the form
M ≡ xα, (5.10)
where α ∈ R. In this context, one defines a power-series S as a (possibly infinite) formal81 sum
of monomials (and their respective powers). Monomials near x ∼ 0 are easily ordered as
xα  xβ iff α > β, (5.11)
where the power-series S then collects monomials ordered in this way. In a similar fashion, a
transmonomial is typically a term of the form82
T ≡ xα eS(x), (5.12)
where α ∈ R and S(x) may be a function—it may be a (convergent) power-series, or it may even
be a transseries itself (now we are running the risk of falling upon a slightly circular definition, so
we refer the interested reader to [110] for further details). These transmonomials may be either
analytic (in which case they essentially lead back to our earlier power-series) or non-analytic
(where they finally lead to transseries!). In this language, it is straightforward to define a (log-
free) transseries T as a (possibly infinite) formal sum of transmonomials (and their respective
powers). Ordering transmonomials near x ∼ 0 is now done lexicographically, i.e.,
xα e−A(x)  xβ e−B(x) iff A(x) B(x) or {A(x) = B(x) and α > β} , (5.13)
81As we shall discuss shortly, issues of convergence need not concern us.
82To be precise this is a so-called log-free transmonomial; we will include logarithms shortly.
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and the transseries T then collects transmonomials ordered in this way. The fact that the
definitions above only require “formal sums” naturally leads to rather simple constructions, as
we are now allowed to do essentially any formal (nonlinear) operations on transseries we may
wish, from algebraic to differential to integral, without worrying about any convergence issues
(we nonetheless refer back to [110] for precise definitions of all such basic manipulations).
In order to define a general transmonomial and a general transseries, one further needs to
include logarithms. This is done quite straightforwardly. Define
logm x := log log · · · log︸ ︷︷ ︸
m
x, (5.14)
with m ∈ N. A general transmonomial is then obtained by replacing some of the x’s in a log-
free transmonomial by logm x. The exact same definition holds for a general transseries. These
compositions also lead to a natural classification of transmonomials and transseries. On one side,
composing exponentials as in
ee
e···
, (5.15)
one can define the (positive) exponential height of a transmonomial (or of a transseries) in the
obvious way. Likewise, this is easily generalized to negative exponential height, more commonly
denoted by exponential depth (or even “logarithmic depth” if to make it more transparent),
where a transmonomial is obtained by composing a log-free transmonomial with logm (on the
right). So far, most fully worked-out physical problems seem to remain within height one and
depth one83, but there are recent results pointing towards the need to include (at the very least)
height-two contributions in the Sachdev–Ye–Kitaev model describing AdS black holes [75], and
in Yang–Mills/QCD theories [2]. These are very interesting venues for future study.
One rather interesting consequence of all these constructions is the following. Whenever
our transseries construction (as a solution to some problem) is associated to convergent series,
then we are essentially assembling elementary functions. But whenever these transseries con-
structions become associated to divergent series, then this means that upon (Borel and E´calle!)
resummation we are obtaining functions which are not elementary functions [110].
Multi-Parameter Transseries and their Resurgence Relations
Having discussed some basic generalities on transseries, we may now turn to their resurgence
properties. For the discussion that follows we shall go back to the original kth-order nonlinear
ODE (i.e., go back to addressing the original unknown function u(x), rather than its vectorial
rewriting u(x) from (5.1)), and we shall further assume a simple k-parameter transseries with
only transmonomials of the type ∼ e−Aix . This obviously implies there are k distinct instanton
actions, which we may again assemble vectorially as A ≡ (A1, . . . , Ak). We shall further assume
the so-called non-resonant case84, i.e., that these instanton actions are Z-linearly independent,
@ n 6= 0 ∈ Zk
∣∣∣ n ·A = 0. (5.16)
In this case, and much like (5.5), the typical transseries ansatz for our solution is
u (x,σ) =
∑
n∈Nk0
σn e−
n·A
x Φn(x), (5.17)
83It is not hard to find contributions with logarithmic depth greater than one in several (higher-loop) Feynman
diagrammatic calculations in field theory. But those are just contributions appearing at fixed loop-order, not
contributions of higher logarithmic depth in the coupling constant (which would change the transseries nature).
84Resonance will be thoroughly discussed in the upcoming section 6.
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with the Φn(x) asymptotic series
85 in x
Φn(x) '
+∞∑
g=0
u(n)g x
g. (5.18)
For example, the one-parameter transseries studied in subsection 2.4 is just the particular case
where k = 1, while the “1.5”-parameter transseries also studied in subsection 2.4 just corresponds
to taking k = 2, but with A = (A, 0) and where the only surviving sectors are Φ(n,0), n ≥ 0, and
Φ(0,1) (this one not asymptotic; in fact it was just a constant).
The Φn sectors in (5.17) are labeled by n ∈ Nk0 and thus live on a k-dimensional (semi-
positive) lattice. What should we expect concerning their Borel singularities? If the structure is
to be similar to the one-dimensional case, then they are located on the complex plane but must
also be related to the aforementioned transseries sectors living on this k-dimensional lattice.
Recalling the one-dimensional case, described by (2.63), it is reasonable to expect that the
singularities of B[Φn](s) will be determined by the argument of the (non-analytic) exponential
transmonomials in the transseries, i.e., they will be located at s = ` ·A. This certainly satisfies
the previous requirement. Further, due to possible “backwards” motions out from Φn, their
location should be said more precisely as s = ` ·A and with ` ∈ Zk. Finally, we must certify that
Φn+` is still a valid transseries sector, and thus can “resurge” at this s = ` ·A Borel singularity.
Let us make these requirements more precise. When starting off at Φn, asking whether Φn+`
is still a transseries sector is a question on a Zk transseries grid. But if it is still a sector, and
the transseries is resurgent, this may generically imply a possible Borel singularity of B[Φn](s)
at s = ` ·A, which effectively projects the Zk transseries grid into the complex Borel plane C.
This defines a projection map86
P : Zk → C
` 7→ A · ` (5.19)
which specifies singularity locations and resurgent “motions” upon the Borel plane. In this way,
the natural k-dimensional generalization of (2.63) becomes87
B[Φn](s)
∣∣∣
s=`·A
= Sn→n+` × B[Φn+`](s− ` ·A) log (s− ` ·A)
2pii
, ` 6= 0, (5.20)
where each singular point s = ` ·A is uniquely88 determined by the vector ` ∈ Zk.
As already extensively discussed throughout these lectures, resurgence is best expressed at
an algebraic level of abstraction, based on the alien derivative ∆ω. In this way, we may now
extract the algebraic structure encoded in (5.20) and write it in terms of ∆ω. One may proceed
very much in analogy with the reasoning that led to (2.65) (or one may also easily generalize the
corresponding bridge-equation calculations in appendix A to the present k-dimensional setting).
In any case, the natural extension of the resurgence relations is found to be:
∆`·AΦn = S` · (n+ `) Φn+`, (5.21)
85As before, we could consider Φn(x) ' xβn ∑+∞g=0 u(n)g xg, but this will not influence the discussion below.
86In the present non-resonant case this linear map is one-to-one, i.e., kerP = 0.
87Recalling the discussion in section 4, we only need to consider the standard representative, i.e., we only need
to focus upon the singularity structure of a simple resurgent function. Further, this expression may be derived
(rather than motivated, as done here for pedagogical reasons) by starting-off with the bridge equations, and the
interested reader may consult our appendix A on these technicalities.
88Again, this is due to presently addressing the non-resonant case.
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where we now have to deal with a k-dimensional vector of Stokes coefficients S` ≡ (S(1)` , . . . , S(k)` ).
Notice that, much like in (2.65), we labeled these Stokes vectors with subscripts `, and think
of them as living on lattice sites. We could have equally labeled them with subscripts ` ·A, in
which case they would be living on the complex Borel plane, attached to each singular point. As
long as the projection (5.19) is one-to-one, as it presently is, this choice does not really matter.
Further, of course not every point of the form s = ` · A should correspond to a new alien-
derivative singularity (this was certainly not the case back in (2.65)), and, as such, at this stage
one must still allow for some possible extra constraints or “limitations” either on the vector ` or
on the Stokes vectors (e.g., this was the requirement that k ≤ 1 in (2.65)). These are probably
best understood at the level of motions on the “transseries lattice”, to which we turn next.
Akin to what happened in subsection 2.4, (5.21) leads to a set of allowed motions, this time
around defined on an alien lattice. Again, this interpretation will naturally lead to a “statistical
mechanical” approach to k-dimensional resurgence. To understand these motions, first recall
the one-dimensional case illustrated in figures 9 and 10. In that case there was a single type
of forward motion, essentially dictated by the constraint that the only non-vanishing “positive”
Stokes constant was S1. At the same time, there were many different types of backward motions.
Let us consider k = 2 to illustrate the higher-dimensional cases in the following.
In the two-dimensional case the nodes Φn live on a two-dimensional lattice, as n ∈ N20. The
alien derivative (5.21) will then induce different motions on this lattice, as illustrated in figure 17.
Let e1 ≡ (1, 0) and e2 ≡ (0, 1) be the canonical basis of Z2 and write ` = `1 e1 + `2 e2 and
S` = S
(1)
` e1 +S
(2)
` e2. Starting-off at the lattice node Φn, strictly-backward motions—described
by vectors with components `1, `2 ≤ 0—are allowed, and lead to corresponding singularities
of B[Φn](s) at s = ` · A, as long as |`i| ≤ ni (recall that transseries sectors Φm are set to
vanish—do not exist—whenever one mj < 0), i.e., one can move backwards up to the boundary
of the transseries N20 semi-positive grid. This is a familiar scenario also from the one-dimensional
case, e.g., recall the backward motions in figure 10. On the other hand, one expects forward
motions to be more restricted. In the one-dimensional case, the only89 allowed forward motion
on the Z-chain was the one generated by ` = e1 (here e1 the canonical basis of Z). A similar
two-dimensional scenario would entail that the only allowed strictly-forward motions, `1, `2 ≥ 0,
would be associated to either ` = e1 (setting S` = (S
(1)
e1 , 0) to be as close to the one-dimensional
example as possible) or ` = e2 (now setting S` = (0, S
(2)
e2 )). This statement may be generalized to
k dimensions by only allowing strictly-forward motions which are elementary, i.e., given by some
basis vector ei within the canonical basis of Zk. In this way, an elementary forward motion ` = ei
would create a singularity at s = ` · A = Ai with Stokes vector Sei = (0, . . . , 0, S(i)ei , 0, . . . , 0),
and the resurgent structure (5.21) becomes
∆AiΦn = S
(i)
ei (ni + 1) Φn+ei . (5.22)
Consequentially, note that for forward motions along orthogonal directions, say ei and ej with
i 6= j, the action of the alien derivatives commutes:[
∆Ai ,∆Aj
]
Φn = 0. (5.23)
The above general expectations may be written as general constraints90 on Stokes vectors,
S
(j)
` = 0 if `i ≥ 1 + δij , ∀i∈{1,...,k}; (5.24)
89As mentioned, this was the requirement that k ≤ 1 back in (2.65).
90Again, these conditions may be derived rather than just motivated; see footnote 87.
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Φ(0,4)
...
Φ(1,1) Φ(2,1) Φ(3,1) Φ(4,1) Φ(5,1) · · ·
Φ(1,2) Φ(2,2) Φ(3,2) Φ(4,2) Φ(5,2) · · ·
Φ(1,3) Φ(2,3) Φ(3,3) Φ(4,3) Φ(5,3) · · ·
Φ(1,4) Φ(2,4) Φ(3,4) Φ(4,4) Φ(5,4) · · ·
...
...
...
...
... . .
.
w−3A1+A2y
w−2A1+A2y
w−A1+A2y
wA1−2A2←−
wA1−A2←−
w−3A1
wA2
wA1
w−2A2
w−A1−2A2
w−3A1−A2
w−2A1−2A2
w−A2
w−A1
w−2A1
w−2A1−A2 w−A1−A2
Figure 17. The 2d alien lattice: a pictorial representation of the action of the alien derivative upon the
sector Φn, with lattice-node n = (3, 2) (now regarded as the origin for the Z2 lattice of Stokes vectors, thus
dividing the alien lattice into quadrants). Different single arrows correspond to different single steps, and
each step has an associated weight, as dictated by the right-hand-side of the resurgence relations (5.25).
The weight of each step—written next to the corresponding arrow—is given in terms of Stokes vectors as
explained in the text. The solid links refer to the action of the alien derivative along the grid direction e1
(with instanton action A1), depicting both forward and backwards motions. The dotted links correspond
to the action along the grid direction e2 (now with instanton action A2). The mixed dashed/dotted links
are motions which mix both directions. In the plot, colors are used solely to help differentiate distinct
motions. The steps shown are all the single steps which are allowed starting at the (3, 2) lattice-site (where
paths can then be constructed with different middle nodes, and corresponding products of weights).
i.e., the k-dimensional extension of (2.65), or, the complete formulation of (5.21), is
∆`·AΦn = S` · (n+ `) Φn+`, `i ≤ δij and ` 6= 0. (5.25)
Besides many strictly-backwards and few strictly-forward motions, of course one may also
find a couple of mixed forward/backward motions on the lattice; where along one (and only one)
direction one has an elementary forward motion, and along all others one has either no motion or
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some backwards motion. A few of these possible motions are illustrated in figure 17. Note that
the “statistical mechanical” language from section 2 essentially holds in here as well, with the
straightforward k-dimensional adaptations (instead of motions on a chain we now have motions
on a lattice, with transseries nodes at each grid-site, and so on). In this way, the weight w
associated to a step S is defined analogously to (2.81), and as read directly from (5.25). For a
step connecting the lattice nodes Φn and Φm one has
w (S (n→m)) = m · Sm−n. (5.26)
In figure 17 we illustrate all motions out from n ≡ (n1, n2) = (3, 2). There are two strictly-
forward motions, with ` = e1, e2. One can use them to either reach the (4, 2) node, in which
case91 wA1 = (4, 2) · S(4,2)−(3,2) = (4, 2) · Se1 = 4S(1)e1 ; or to reach the node (3, 3), in which case
wA2 = (3, 3) ·S(3,3)−(3,2) = (3, 3) ·Se2 = 3S(2)e2 . There are also many strictly-backwards motions,
for example the one that takes us back to node (1, 1). In this case, w−2A1−A2 = (1, 1)·S(1,1)−(3,2) =
(1, 1) · S(−2,−1) = S(1)−2e1−e2 + S
(2)
−2e1−e2 . Finally, there are a few “mixed” motions; consider
for example the one taking us to node (2, 3). In this case, w−A1+A2 = (2, 3) · S(2,3)−(3,2) =
(2, 3) · S(−1,1) = 2S(1)−e1+e2 + 3S
(2)
−e1+e2 . All these, and many other, are illustrated in figure 17.
The k-dimensional case follows in a straightforward fashion. The alien geometry induced
on the lattice based upon a given fixed node, n, naturally splits Zk (with origin at n) into k-
orthants (i.e., k-dimensional orthants or k-hyperoctants, generalizing the 2-orthants or quadrants
in figure 17). These k-orthants have distinct features on what concerns distributions of Stokes
vectors—in fact, generically, most k-orthants will be empty of any Stokes vectors. The Zk-
axes will be populated with Stokes vectors much like the one-dimensional case was, with Stokes
constants. The “all-negative” (−, · · · ,−) k-orthant will be fully populated (at least up to the
boundary of the original transseries semi-positive grid—now shifted by n). The “single-plus”
(−, · · · ,−,+,−, · · · ,−) k-orthants will only be partially populated, much like the second and
fourth quadrants in figure 17 are. But any “double-plus” (· · · ,+, · · · ,+, · · · ) or higher k-orthant
will be empty of any Stokes vectors. This split of the Zk alien lattice into distinct orthants is
solely dictated by the constraint `i ≤ δij on geometric motions given in (5.25).
As in the one-dimensional case, the structures encoded in (5.20) and (5.25) must be the same,
upon relating the proportionality factors to each other. The k-dimensional novelty is that while
Borel residues Sn→n+` are still scalars, the Stokes coefficients S` have now been “upgraded” to
vectors. This obviously implies that relating them to each other will become a bit more intricate.
Generalizing the one-dimensional calculations in appendix A, a few of these results follow. Let
us split them according to the k-orthant classification we discussed above:
• Forward Axes: Let us pick any axis, generated by the Zk canonical-basis vector ei, and
consider its forward direction. This projects into a direction angle of θi ≡ argAi on the
complex Borel plane. For this forward direction, the k-dimensional generalization of (2.66)
through (2.68) is, very naturally,
Sn→n+ei = − (n+ ei) · Sei , (5.27)
Sn→n+2ei = −
1
2
(n+ ei) · Sei (n+ 2ei) · Sei , (5.28)
Sn→n+3ei = −
1
6
(n+ ei) · Sei (n+ 2ei) · Sei (n+ 3ei) · Sei . (5.29)
91To make notation clearer, we are labeling the weights with the subscript s = ` ·A.
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A closed-form expression is also simple to obtain (and comparing back to (2.69), it should
now be clear why we wrote that equation without the binomial coefficient, back in section 2),
Sn→n+`ei = −
1
`!
∏`
m=1
(n+mei) · Sei . (5.30)
Now, along the positive direction ei there is a single Stokes vector, with components Sei =
S
(i)
ei ei, in which case the inverse map follows immediately from (5.27) above,
S
(i)
ei = −
1
ni + 1
Sn→n+ei . (5.31)
Finally, the fact that there are no further Stokes vectors along this positive direction results
in the set of constraints generalizing (2.79) to the k-dimensional setting,
Sn→n+`ei =
(−1)`−1
`!
`−1∏
m=0
Sn+mei→n+(m+1)ei . (5.32)
• Backward Axes: Let us remain along the same axis as in the previous case, but now consider
its backward direction, i.e., the one associated to the direction vector −ei and projecting
into a direction angle of θi + pi on the complex Borel plane. For this backward direction,
the k-dimensional generalization of (2.70) through (2.72) is
Sn→n−ei = − (n− ei) · S−ei , (5.33)
Sn→n−2ei = − (n− 2ei) ·
{
S−2ei +
1
2
(n− ei) · S−ei S−ei
}
, (5.34)
Sn→n−3ei = − (n− 3ei) ·
{
S−3ei +
1
2
(n− ei) · S−ei S−2ei+
+
1
2
(n− 2ei) ·
(
S−2ei +
1
3
(n− ei) · S−ei S−ei
)
S−ei
}
. (5.35)
A closed-form expression is now a bit more intricate to obtain than in the earlier forward-
case. But, when comparing back to (2.73), it should also be clear how the present vectorial
form is somewhat cleaner than the one-dimensional (scalar-like) case:
Sn→n−`ei = −
∑`
s=1
1
s!
∑
{`1,...,`s≥1}∑
`i=`
(n− `1ei) · S−`1 ei (n− (`1 + `2) ei) · S−`2ei · · ·
· · · (n− (`1 + `2 + · · ·+ `s−1) ei) · S−`s−1ei (n− ` ei) · S−`sei . (5.36)
Inverse maps follow as usual. A few examples, generalizing (2.74) through (2.76) to the
present k-dimensional setting, are
(n− ei) · S−ei = −Sn→n−ei , (5.37)
(n− 2ei) · S−2ei = −Sn→n−2ei −
1
2
Sn→n−ei Sn−ei→n−2ei , (5.38)
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(n− 3ei) · S−3ei = −Sn→n−3ei −
1
2
Sn→n−ei Sn−ei→n−3ei −
1
2
Sn→n−2ei Sn−2ei→n−3ei −
−1
3
Sn→n−ei Sn−ei→n−2ei Sn−2ei→n−3ei , (5.39)
leading up to the vectorial closed-form expression (in fact very similar to its one-dimensional
analogue (2.77))
(n− ` ei)·S−`ei = −
∑`
s=1
1
s
∑
{`1,...,`s≥1}∑
`i=`
Sn→n−`1ei Sn−`1ei→n−(`1+`2)ei · · · Sn−(`−`s)ei→n−`ei .
(5.40)
This equation is valid as long as 1 ≤ ` < ni. Together with what we have just discussed in
the forward-axes case, this tells us that for ` = ` ei essentially the familiar one-dimensional
constraints on the resurgence relations (from (2.65)) applies; i.e., ` ≤ 1, ` 6= 0.
• “Single-Plus” k-Orthant: We shall illustrate this case with the (+,−, · · · ,−) k-orthant
(this is the so-called “last”, or 2k-th k-orthant), but the results are completely generic. In
this k-orthant, a specific direction vector on the alien grid is given by, e.g.,
v = e1 −
k∑
i=2
νi ei, νi ∈ N, (5.41)
which projects into a direction angle of θv ≡ argA · v on the complex Borel plane. Any
other directions are not allowed as they would lead to vanishing Stokes vectors. For these
directions, the k-dimensional generalization of (2.66) through (2.68) is in fact completly
equivalent to the forward-axes case, (5.27) through (5.29),
Sn→n+v = − (n+ v) · Sv, (5.42)
Sn→n+2v = −1
2
(n+ v) · Sv (n+ 2v) · Sv, (5.43)
Sn→n+3v = −1
6
(n+ v) · Sv (n+ 2v) · Sv (n+ 3v) · Sv, (5.44)
leading up to the expression which generalizes (2.69) and (5.30),
Sn→n+`v = − 1
`!
∏`
m=1
(n+mv) · Sv for 1 ≤ ` < min
{⌊
ni
νi
⌋}
i=2,3,...,k
(5.45)
and zero otherwise. Except for the constraint of reaching the transseries-grid boundary,
this is essentially the same result as in the forward-axes case. Further, because along the
direction v there is a single non-vanishing Stokes vector Sv, the inverse map is already
implicit in (5.42) above. The fact that there are no further Stokes vectors along this
direction, results in the set of constraints generalizing (2.79) and (5.32),
Sn→n+`v =
(−1)`−1
`!
`−1∏
m=0
Sn+mv→n+(m+1)v. (5.46)
Again, this is essentially the same result as in the earlier forward-axes case.
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• “All-Negative” k-Orthant: This is the (−, · · · ,−) k-orthant. In this k-orthant, a specific
direction vector on the alien grid is conventionally given by −v, where, e.g.,
v =
k∑
i=1
νi ei, νi ∈ N, (5.47)
so that v belongs to the “all-positive” (+, · · · ,+) k-orthant. Notice that the choice of
coefficients νi is not completely arbitrary, as v must also be a lattice versor. This does
not imply that this vector is normalized to unit length (it would not be on the lattice),
but that it is the smallest lattice vector defining the said direction. The vector v projects
into a direction angle of θv ≡ argA · v, and thus the “all-negative” k-orthant projection
yields a direction angle of θv + pi on the complex Borel plane. For this direction, the k-
dimensional generalization of equations (2.70), (2.71) and (2.72), is completely equivalent
to the backward-axes case, (5.33), (5.34) and (5.35), as
Sn→n−v = − (n− v) · S−v, (5.48)
Sn→n−2v = − (n− 2v) ·
{
S−2v +
1
2
(n− v) · S−v S−v
}
, (5.49)
Sn→n−3v = − (n− 3v) ·
{
S−3v +
1
2
(n− v) · S−v S−2v+
+
1
2
(n− 2v) ·
(
S−2v +
1
3
(n− v) · S−v S−v
)
S−v
}
. (5.50)
It is tempting to notice how the content inside the curly brackets can be thought-of as a
projection into the linear subspace spanned by L{S−`v,S−(`−1)v, . . . ,S−v} (where, how-
ever, no statement may be made concerning dimension as, in general, nothing is said about
the linear (in)dependence of these Stokes vectors). However, it turns out that this reason-
ing is not the best way to write a general formula (it leads to rather intricate coefficients
at higher orders). Instead, the good generalization of (2.73) is essentially the one already
used in the backward-axes case (5.36),
Sn→n−`v = −
∑`
s=1
1
s!
∑
{`1,...,`s≥1}∑
`i=`
(n− `1v) · S−`1 v (n− (`1 + `2)v) · S−`2v · · ·
· · · (n− (`1 + `2 + · · ·+ `s−1)v) · S−`s−1v (n− `v) · S−`sv. (5.51)
The inverse mapping also follows in a similar fashion to the backward-axes case. A few
examples, generalizing (2.74) through (2.76) and completely equivalent to (5.37) through
(5.39), are
(n− v) · S−v = −Sn→n−v, (5.52)
(n− 2v) · S−2v = −Sn→n−2v − 1
2
Sn→n−v Sn−v→n−2v, (5.53)
(n− 3v) · S−3v = −Sn→n−3v − 1
2
Sn→n−v Sn−v→n−3v − 1
2
Sn→n−2v Sn−2v→n−3v −
−1
3
Sn→n−v Sn−v→n−2v Sn−2v→n−3v. (5.54)
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For the closed-form expression one finds
(n− `v) · S−`v = −
∑`
s=1
1
s
∑
{`1,...,`s≥1}∑
`i=`
Sn→n−`1v Sn−`1v→n−(`1+`2)v · · · Sn−(`−`s)v→n−`v,
(5.55)
which generalizes (2.77) to the present k-dimensional setting, in complete analogy to (5.40).
In both (5.51) and (5.55) one has to constrain
1 ≤ ` < min
{⌊
ni
νi
⌋}
i=1,...,k
, (5.56)
in order not to go past beyond the transseries-grid boundary.
So far the above considerations were rather generic. Furthermore, they were all motivated,
none was really derived. Short of checking the derivation of these results (e.g., in appendix A),
how can we test if these considerations are actually correct, and realized in examples? If the reader
recalls subsection 2.4, one way to (numerically) probe the complex Borel plane of some specific
example was via Pade´ approximants to the Borel transforms, as in (2.170). Back then, while
addressing the nonlinear second-order ODE (2.53), we used this method to (numerically) learn
about the nature of Borel singularities associated to different asymptotic sectors in its transseries
solution (2.59). In particular, we found out about the existence of the “1.5”-parameter transseries
due to the structure and accumulation of Borel (pole) singularities for the one-instanton sector;
recall figure 7. Within our present context, is it also possible to carry through an analogous
procedure which, eventually, could validate the previous general expectations, equations (5.20)
and (5.25)? This is what we shall investigate next, numerically analyzing the singular structure
of the Borel transforms (5.20) via Pade´ approximants, within one example with k > 1.
For simplicity and clarity of comparison, we shall choose an example with k = 2 and such
that it reproduces figure 17 as much as possible (in order to validate—or not—the structure
we have put forward). In other words, we want the projection map (5.19), from Z2 to C, to
be as close as possible to the identity map (but without any risk to induce resonance!). In
this way, we chose the nonlinear second-order Riccati-type ODE from [197], which is solved by
a two-parameter transseries, but we modified it such that one of the instanton actions, A1, is
purely real, while the other, A2, is purely imaginary. We also made sure their ratio is irrational.
Following along similar steps to the ones in section 2, one now puts forward a two-parameter
transseries ansatz and after some work eventually finds92 recursive equations for the coefficients
in the asymptotic sectors Φ(n,m). Once these coefficients have been computed, one can write down
Borel transforms for each of the asymptotic sectors, determine their Pade´ approximants, and thus
finally analyze their singularity (pole) structure. These numerical results are summarized in the
92Our modified Ricatti-type ODE is (but see also [197] for the original, unmodified version):
u′′(z) +
(
1 + i
√
2
) (
u′(z) + u2(z)
)
+ i
√
2u(z) + i
√
2u(z)u′(z) + u3(z) +
1
z
= 0, (5.57)
where we are now using the variable z, instead of the usual x = 1
z
from the main text (but see appendix A). The
solution to this differential equation, for z  1, is a two-parameter transseries with instanton actions A1 = 1 and
A2 = i
√
2. We are not going to give any further details on how to solve this equation, or on how to plot figure 18.
Instead, we leave it as an exercise to the reader to use the techniques learnt in section 2, alongside some elementary
Mathematica coding, in order to iteratively construct the transseries solution to the above equation, and reproduce
the numerical plots in figure 18. Hopefully this will be a very illustrative exercise!
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Figure 18. Poles of the (diagonal) order-400 Pade´ approximants for the Borel transforms of perturbative
(BP400[Φ(0,0)]) and (3, 2)-instanton (BP400[Φ(3,2)]) sectors in a modified, second-order nonlinear Riccati
ODE. The particular perturbative (left image) or (3, 2)-instanton (right image) sector which is under
analysis is plotted with a red disk, whereas its “basic” singularities (i.e., the ones corresponding to the
single-steps of figure 17) are plotted by green disks. Singularities corresponding to multi-step paths are
then plotted as orange disks. The grey circles mark points on the Borel plane where no singularities
are to be found (see the corresponding discussion in the main text). The condensation of poles to form
branch-cuts is very clear—in fact, close to many of the singular points—and the more data available the
more visible this would become in other (i.e., further “far away”) singularities.
plots of figure 18, for the cases of perturbative, Φ(0,0), and (3, 2)-instanton, Φ(3,2), sectors. Let
us first consider the singularity structure of B[Φ(0,0)](s), depicted on the left plot of figure 18.
It is simple to identify the expected branch-cuts starting at both A1 = 1 and A2 = i
√
2; these
correspond to the Stokes single-step elementary forward motions e1 and e2 from figure 17, and
are plotted in green. Apart from these branch-cuts, we further find the appearance of cuts at
2A1 and 3A1, as well as 2A2 and 3A2, plotted in orange. This is also precisely as expected, now
corresponding to multi-step paths (not plotted in figure 17). In fact, recall that while figure 17
plotted (single-step) locations of (non-vanishing) Stokes vectors, figure 18 is now (numerically)
identifying locations of all possible Borel residues, via the projection (5.19). So while in the
former case the only non-vanishing possibility was, e.g., Se1 = S
(1)
e1 e1; in the latter case we have
an infinite array of possibilities as listed in (5.30) and, e.g., now translating to
S0→`e1 = −
(
S
(1)
e1
)`
. (5.58)
The same structure appears when addressing the singularity structure of B[Φ(3,2)](s) (shown on
the right plot of figure 18). On one side we find the branch-cuts corresponding to the expected
Stokes single-step backwards and forward motions depicted in figure 17; they are plotted in green.
Apart from these, we further find poles gathering around the remaining multi-step singularities
(and plotted in orange). The first quadrant is a “double-plus” 2-orthant and, as such, it is
without surprise that we find it empty of any Borel singularities. All these results are exactly
what was expected, based on our earlier k-orthant classification of singularities, thus yielding an
excellent numerical support for the resurgent structure of Borel singularities which we have put
forward in equations (5.20) and (5.25).
In conclusion, this time around numerical tests did not produce any new features as compared
to our original expectations—unlike what happened back in subsection 2.4, where indeed they
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led to new results. Instead, on second thought, they helped us realize how the surprisingly simple
resurgence relations (5.25) encode a vast amount of non-trivial information (the one displayed
in figures 17 and 18). This should give the reader a glimpse into the fundamental role that alien
derivatives play in this game, and the associated power of working at an algebraic level.
Stokes Discontinuities and Transseries Asymptotics
Following along the steps from subsection 2.4, our next goal is to compute Stokes discontinuities,
Discθ = 1 − Sθ, having in sight obtaining large-order formulae for the asymptotics of general
transseries such as (5.17). These are given in terms of the Stokes automorphism (2.34), but where
θ may now take multiple values, depending on the projections (5.19) of the several possible lattice
directions (it was essentially restricted to being either 0 or pi back in subsection 2.4). Recall:
Sθ = exp
∑
{ωθ}
e−
ωθ
x ∆ωθ
 . (5.59)
Although we are labeling this operator by θ, on the complex Borel plane, it will be computed
out of information on the alien lattice via the alien derivatives. This implies the “statistical
mechanical” language we have used before holds generically. In particular, all concepts from
subsection 2.4 pertaining to a step, S, depicted in (2.80); the weight of a step S, w(S), now given
by (5.26); a path, P, defined by (2.82); the length of a path, P, `(P), defined in (2.83); the weight
of a path, P, w(P), defined in (2.84); and the combinatorial factor of a path P, CF(P), defined
in (2.85); they all have completely clear analogues in the present higher-dimensional case.
Let us illustrate the general principles by computing Stokes discontinuities within a two-
dimensional example, as usual, where k = 2 and where we assume there is no resonance. We
shall denote the two instanton actions by A1, A2, and will illustrate the computation of Stokes
discontinuities along different singular directions by focusing on the Φ(3,2) asymptotic sector
shown in figure 17. The first question to address is how many different singular directions does
this sector have, on the complex Borel plane (also have figure 18 in mind in the following). This
question was already answered in full generality when we classified the distribution of Stokes
vectors along k-orthants, but let us now see it in practice. For the moment, we simply split
the set of singular directions into directions including one forward motion (including both the
“forward axes” and “single-plus k-orthant” cases), and directions consisting only of backward
motions (including both the “backward axes” and “all-negative k-orthant” cases). This implies
the following, momentary, classification of singular directions (and their singular branch-points):
• Forward motions: forward resurgence motions which connect the original sector Φ(3,2) with
the sectors Φ(3−`1,3), `1 = 0, 1, 2, 3 (the alien-lattice vectors defining these motions are ` =
(−`1, 1), i.e., the “upwards” motions of figure 17); and iterations thereof (meaning we can
still reach sectors Φ(1,4) and Φ(0,5) by iterating the ` = (−1, 1) motion, and indefinitely reach
sectors Φ(3,m) with m > 3 by iterating the ` = (0, 1) motion). Or else, forward resurgence
motions which connect the original sector Φ(3,2) with the sectors Φ(4,2−`2), `2 = 0, 1, 2 (the
alien-lattice vectors defining these motions are ` = (1,−`2), i.e., the “rightwards” motions
of figure 17); and iterations thereof (meaning we can still reach sector Φ(5,0) by iterating
the ` = (1,−1) motion, and indefinitely reach sectors Φ(n,2) with n > 4 by iterating the
` = (1, 0) motion). The angle θ` on the complex Borel plane, associated to each of the
corresponding projected directions, is simply θ` = arg (` ·A).
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• Backward motions: all other resurgence motions from figure 17, now connecting the original
sector Φ(3,2) with the sectors Φ(3−`1,2−`2), where ` = (−`1,−`2) with 0 ≤ `1 ≤ 3, 0 ≤ `2 ≤ 2
but ` 6= 0 and ` 6= (3, 2); and iterations thereof (in this case, only the motions ` =
(−1, 0), ` = (0,−1), and ` = (−1,−1) may be iterated, at least up to the boundary of the
transseries grid). Again, the angle θ` on the complex Borel plane, associated to each of the
corresponding projected directions, is θ` = arg (` ·A).
Let us proceed with some examples, and first focus on the above class of forward motions.
Fix a lattice direction `, corresponding to a singular direction θ` = arg (` ·A) on the complex
Borel plane. In this case, what will the Stokes automorphism (5.59) look like? It should be clear
by now that we need to sum over all singular points along this fixed direction θ`, which may be
reachable via (lattice) trajectories along this very same (projected) fixed direction θ` (recall from
figure 5 that the Stokes automorphism, being the operator behind Stokes phenomena as in, e.g.,
(2.8), is local in the singular direction of the complex Borel plane). It should also be clear that
there is a single Stokes vector associated to each of these forward directions. This means that
the Stokes automorphism for forward motions will be very similar to (2.89): akin to back then,
there is basically one single forward motion which needs to be iterated in order to reach each
of the other singular points along the chosen fixed direction. The straightforward k-dimensional
generalization of (2.89) is then, very simply93,
Sθ`Φn = exp
(
e−
`·A
x ∆`·A
)
Φn. (5.60)
Considering our “example-sector” n = (3, 2), one finds94
Sθ`Φ(3,2) =
(
1 + e−
`·A
x ∆`·A +
1
2!
e−2
`·A
x ∆2`·A +
1
3!
e−3
`·A
x ∆3`·A + · · ·
)
Φ(3,2) =
= Φ(3,2) + S` · (3− `1, 3) e−
`·A
x Φ(3−`1,3) +
1
2!
(
S` · (3− `1, 3)
)(
S` · (3− 2`1, 4)
)
×
× e−2 `·Ax Φ(3−2`1,4) +
1
3!
3∏
m=1
(
S` · (3−m`1, 2 +m)
)
e−3
`·A
x Φ(3−3`1,5) + · · ·
= Φ(3,2) − S(3,2)→(3−`1,3) e−
`·A
x Φ(3−`1,3) − S(3,2)→(3−2`1,4) e−2
`·A
x Φ(3−2`1,4) −
−S(3,2)→(3−3`1,5) e−3
`·A
x Φ(3−3`1,5) − · · · , (5.61)
where we chose ` = (−`1, 1) and, as we already said above, this can be `1 ∈ {0, 1, 2, 3}. But
now we explicitly see the aforementioned interesting novelty as compared to the one-dimensional
case. If we consider the strictly vertical direction, `1 = 0, then the above expansion continues
indefinitely, pretty much as in the one-dimensional case. But if otherwise, i.e., if `1 ∈ {1, 2, 3}
mixing vertical and horizontal lattice motions, then the expansion will truncate, which in the
one-dimensional case only happened for backward motions. It is without surprise that the same
features we uncovered when discussing Stokes vectors now reappear when discussing Stokes au-
tomorphisms: as already explained, this just means we have reached the boundary of the N20
semi-positive grid, and in this regard is somewhat similar to the one-dimensional truncation.
93Recall that here, when selecting directions, ` is lattice versor.
94Just like in the one-dimensional case, if we did not know equation (5.45), one could also take each exponential
term in the equality (5.61) as the defining equations for the Borel residues as functions of the Stokes constants.
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Quantitatively, the nth term in the expansion above is proportional to the sector Φ(3−n `1,2+n),
which is non-zero only if 3 − n `1 ≥ 0. Let us understand this in terms of motions and data
on the alien lattice from figure 17, using the “statistical mechanical” language we used back in
section 2. Similar to what happened in the one-dimensional case, this should yield a “physical”
explanation behind the coefficients (Borel residues) in (5.61) above. In turns, let us consider a
case where the expansion (5.61) does not truncate, and one where it does truncate:
• What is the Stokes automorphism along the strictly vertical direction ` = (0, 1), when acting
upon the node Φ(3,2)? It is simple to compare the action of Sθ(0,1) on Φ(3,2) from (5.61),
with the allowed strictly-vertical resurgence motions out of the node Φ(3,2) on the alien
lattice of figure 17. The coefficients of the several terms in the expansion above then have
the following “statistical mechanical” origin:
– Φ(3,2) → Φ(3,2): this motion simply leaves the node invariant;
– Φ(3,2) → Φ(3,3): there is a single path, of length ` = 1 and weight95 w = 3S(2)e2 , leading
to a combinatorial factor CF = 11! and nonperturbative contribution e
−A2
x ;
– Φ(3,2) → Φ(3,4): there is a single path (made of two steps), with length ` = 2 and
weight w = 12
(
S
(2)
e2
)2
, leading to CF = 12! and nonperturbative contribution e
−2A2
x ;
– Φ(3,2) → Φ(3,5): again there is a single path (with three steps), of length ` = 3 and
weight w = 60
(
S
(2)
e2
)3
, leading to CF = 13! and nonperturbative contribution e
−3A2
x .
• What is the Stokes automorphism along the diagonal “northwest” direction ` = (−1, 1),
when acting upon the node Φ(3,2)? The procedure is essentially the same, only now we
compare the action of Sθ(−1,1) on Φ(3,2), with the allowed lattice diagonal-motions out of
Φ(3,2) and along ` = (−1, 1). Again, our coefficients have a “statistical mechanical” origin:
– Φ(3,2) → Φ(3,2): this motion leaves the node invariant;
– Φ(3,2) → Φ(2,3): there is one single path, of length ` = 1 and weight w = S(−1,1) ·(2, 3),
leading to a combinatorial factor CF = 11! and nonperturbative contribution e
−A2−A1
x ;
– Φ(3,2) → Φ(1,4): there is one single path (made of two steps), of length ` = 2 and
weight w =
(
S(−1,1) · (2, 3)
) (
S(−1,1) · (1, 4)
)
, leading to CF = 12! and nonperturbative
contribution e−2
A2−A1
x ;
– Φ(3,2) → Φ(0,5): again there is one single path (with three steps), of length ` = 3 and
weight w =
∏3
m=1 S(−1,1) · (3 −m, 2 + m), leading to CF = 13! and nonperturbative
contribution e−3
A2−A1
x . Further, one cannot move diagonally “northwest” from this
node, in which case the expansion necessarily truncates here.
The general pattern should now be clear. Furthermore, we see how our initial class of forward
motions—motivated by (5.60)—is actually best addressed if split in two, where one class is closer
to the one-dimensional example (where there is no truncation of the exponential action) and the
other somewhat closer to the backward motions due to the above truncation. Happily, this was
precisely the original split we made when classifying k-orthants according to Stokes vectors.
95This is w = (3, 3) · S(0,1) = 3S(2)e2 . It is interesting to compare this case to the one following (2.91).
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Next, one can turn to the class of backward motions. Let us now fix the lattice direction
as ` = (−`1,−`2), corresponding to the singular direction θ` = arg (` ·A) on the complex Borel
plane. In order to understand what will the Stokes automorphism (5.59) look like in this case, we
only need to recall the discussion that led up to (5.60). One quickly realizes that now the Stokes
automorphism for backward motions must be very similar to (2.90): akin to back then, there may
be several backward motions, some of which may even be iterated, but a truncation will always
occur as soon as one hits the transseries-grid boundary. The straightforward k-dimensional
generalization of (2.90) is then, very simply96,
Sθ`Φn = exp
(
n∑
m=1
e−m
`·A
x ∆m `·A
)
Φn, n = min
{⌊
ni
`i
⌋}
i=1,...,k
, (5.62)
where n locates the transseries-grid boundary. Considering our usual “example-sector” n =
(3, 2), one may move backwards to (−`1,−`2), with `1 ∈ {0, 1, 2, 3} and `2 ∈ {0, 1, 2} (obviously
excluding (0, 0) and (3, 2)). Let us then understand the resulting Stokes automorphism using the
familiar “statistical mechanical” language to describe motions and data on the alien lattice.
• What is the Stokes automorphism along the diagonal “southwest” direction ` = (−1,−1),
when acting upon the node Φ(3,2)? In this case n = 2 and ` · A = −A1 − A2. Having
said this, the procedure is essentially the same as in the previous case. First expand the
exponential (5.62), and use the resurgence relations to compute:
Sθ`Φ(3,2) =
1 + 2∑
m=1
e−m
`·A
x ∆m `·A +
1
2!
(
2∑
m=1
e−m
`·A
x ∆m `·A
)2
+
+
1
3!
(
2∑
m=1
e−m
`·A
x ∆m `·A
)3
+ · · ·
Φ(3,2) =
= Φ(3,2) + S(−1,−1) · (2, 1) e
A1+A2
x Φ(2,1) +
(
S(−2,−2) · (1, 0) +
+
1
2!
(
S(−1,−1) · (2, 1)
)(
S(−1,−1) · (1, 0)
))
e2
A1+A2
x Φ(1,0) (5.63)
= Φ(3,2) − S(3,2)→(2,1) e
A1+A2
x Φ(2,1) − S(3,2)→(1,0) e2
A1+A2
x Φ(1,0).
The result may be written with either Stokes constants or, equivalently, Borel residues,
via97 (5.48) and (5.49) (or, more generally, via (5.51)). It includes all the backward motions
contributing to the Stokes automorphism along the direction defined by ` = (−1,−1) and
starting-off at node Φ(3,2). Comparing this action ofSθ` on Φ(3,2) with the allowed backward
resurgence motions out of the (3, 2) node on the alien lattice of figure 17, its “physical”
interpretation easily follows:
– Φ(3,2) → Φ(3,2): this simply leaves the node invariant;
– Φ(3,2) → Φ(2,1): there is a single path of length ` = 1 and weight w = 2S(1)(−1,−1) +
S
(2)
(−1,−1), leading to CF =
1
1! and nonperturbative contribution e
+
A1+A2
x ;
96Recall that here, when selecting directions, ` is lattice versor.
97Again, just like in the one-dimensional case, if we did not know equation (5.51), one could also take each
exponential term in (5.63) as the defining equations for the Borel residues as functions of the Stokes constants.
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– Φ(3,2) → Φ(1,0): there are now two paths. One consists of a single step, with length
` = 1, weight w = S
(1)
(−2,−2) and CF =
1
1! ; the other consists of two steps, with length
` = 2, weight w =
(
2S
(1)
(−1,−1) + S
(2)
(−1,−1)
)
S
(1)
(−1,−1) and CF =
1
2! . They both lead to a
nonperturbative contribution e+2
A1+A2
x .
From these examples a general pattern should be easily recognizable, which we shall spell out in
the two-dimensional case. In line with our earlier constructions, one may now define the Stokes
discontinuities, Discθ` , purely in terms of motions and data on the alien chain
98:
'
&
$
%
Classification of Stokes directions: θ` = arg (` ·A), labeled by ` = (`1, `2) and
thus naturally divided into three types:
• Solely forward: ` = (1, 0) or ` = (0, 1);
• Mixed forward/backward: ` = (1,−`2) or ` = (−`1, 1), with `1, `2 > 0;
• Solely backwards: ` = m (−`1,−`2) or ` = m (−1, 0) or ` = m (0,−1), with
`1, `2,m > 0, and `1/`2 an irreducible fraction.
Stokes discontinuity on direction θ`: Discθ`Φn is given by a sum over all paths,
linking to nodes along the same direction, Φn+m ` (with m > 0).
For all cases, each term in this sum (Φn → Φn+m `) can be decomposed in two
factors:
• Functional component, dictated solely by beginning and end nodes:
−e−m `·Ax Φn+m `.
• Statistical component, sum over all the allowed paths P(n→ n+m `) linking
the nodes as in figure 17:
SF(n→n+m `) ≡
∑
P(n→n+m `)
CF (P)w (P) .
Having arrived at a complete description of all Stokes discontinuities, at this stage we shall
not further pursue the general analysis of asymptotics and large-order relations within the con-
text of multi-parameter transseries. While most formulae may be obtained somewhat straight-
forwardly99 by following our general reasonings in section 2—now based upon the above results
for the Stokes discontinuities—a particular example of a multi-parameter transseries (further
displaying resonance) will be thoroughly studied in the upcoming section 6, and addressing it
should be enough. As such, let us pause for a moment in order to address Stokes phenomena.
98One may also think of the statistical component below, SF(n→m), as a “statistical-mechanical” definition of
the Borel residues (up to a sign).
99This is in itself a very good and challenging exercise for the reader.
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We have mentioned Stokes phenomenon in the one-dimensional setting, (2.8), but we are
still short of a proof for such statement (another simple proof, based on the bridge equations,
may be found in appendix A). This is actually very simple, in light of the combinatorics of the
Borel residues. Consider the one-dimensional setting with transseries (2.6) and (2.7),
Φ(x, σ) =
+∞∑
n=0
σn e−n
A
x Φn(x), (5.64)
and forward (θ = 0) Stokes automorphism (2.89), or, equivalently for our present purposes,
forward Borel residues (2.69)—which we shall now write binomially as
Sn→n+` = −
(
n+ `
`
)
S`1. (5.65)
Instead of focusing solely on the action of the Stokes automorphism upon a transseries node, as
we have been doing up to now, we may ask what is the action of the Stokes automorphism on
the full transseries. The calculation is elementary, but illustrative:
S0Φ(x, σ) = Φ(x, σ)−
+∞∑
n=0
σn e−n
A
x Disc0Φn(x) = −
+∞∑
n=0
+∞∑
`=0
Sn→n+` σn e−(n+`)
A
x Φn+` (5.66)
=
+∞∑
n=0
+∞∑
`=0
(
n+ `
`
)
S`1 σ
n e−(n+`)
A
x Φn+` =
+∞∑
m=0
(σ + S1)
m e−m
A
x Φm(x) = Φ (x, σ + S1) ,
where the key step occurs at the beginning of the second line, when we make use of the binomial
formulation (5.65). It should be clear that this trivially generalizes to the k-dimensional setting,
when and only when in the forward-axes case: this is essentially due to the fact that the Stokes
vector only has one component, Sei = S
(i)
ei ei, in which case (2.69) and (5.30) are basically
the same and the calculation above follows unchanged. In such a purely forward direction, ei,
one thus finds that the action of the Stokes automorphism (5.60) upon the full multi-parameter
transseries (5.17) is given by
Sθiu (x,σ) = u (x,σ + Sei) , (5.67)
generalizing (2.8) for rather broad transseries classes.
On the other hand, in a mixed forward/backward direction, while the combinatorics remain
similar the action of the Stokes automorphism will truncate; and in a solely backwards direction
the combinatorics get much more involved while the action of the Stokes automorphism keeps
truncating. This results in much more intricate formulae (and although we briefly mention
them in appendix A, we also refer the reader to [15] for some such expressions). In this way,
an alternative and perhaps easier path to address Stokes automorphisms along these backward
directions is to first notice the following key fact concerning the above, purely forward direction:
the action of the Stokes automorphism (5.67) is a translation along ei in σ-space. In other words,
we can write
Sθiu (x,σ) = u (x,σ + Sei) ≡ exp
(
Sei ·
∂
∂σ
)
u (x,σ) . (5.68)
But, from (5.60), the Stokes automorphism in this case is
Sθi = exp
(
e−
ei·A
x ∆ei·A
)
, (5.69)
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which implies that the alien derivative has a σ-space vector-field representation given by
e−
ei·A
x ∆ei·A = Sei ·
∂
∂σ
. (5.70)
The reader should recall that this is not the first time such an expression appears; we have seen
this very same feature back in section 2, equations (2.118) and (2.119), or (2.123) and (2.144).
This vector-field representation is, essentially, the famous bridge equation we already alluded
to several times before. In fact, such representation establishes a bridge between alien derivations
and ordinary calculus—albeit in σ-space. Recall that, e.g., in the ODE context, the transseries
parameters encode the boundary conditions needed to specify a particular solution, which means
that σ-space is essentially describing the moduli space of solutions to this given ODE. But
the take-home message from this discussion is that such vector-field representations, or bridge
equations, may allow for a more geometrical viewpoint on the analysis of Stokes phenomena
along more complicated (i.e., non-elementary) directions [15]. This is undissociated from the
algebraic structures encoded in the alien derivations, to which we need to turn next.
Algebras of Alien Derivatives and Virasoro-Like Algebras
The alert reader may have already noticed two “teasers” earlier in the text, pointing towards
what is to come now. These were, first, the non-commutativity of alien derivatives along the
same (one-dimensional) direction in (2.88), and, second, the commutativity of alien derivatives
along orthogonal (k-dimensional) directions in (5.23). In particular, equation (2.88), which we
rewrite in here as [
∆−mA
S−m
,
∆−nA
S−n
]
= (m− n) ∆−(m+n)A
S−(m+n)
. (5.71)
is already making a very strong case for the appearance of the c = 0 (classical) Virasoro algebra
in the present context,
[Lm, Ln] = (m− n)Lm+n. (5.72)
The similarity is striking, but one should proceed with caution in order to understand exactly
how much of the algebra of alien derivatives is equatable to the Virasoro algebra (and, thus, to
the use of eventual benefits from its well-studied representation theory). One immediately notices
that there cannot be an isomorphism as not all Virasoro generators Ln—where one has n ∈ Z—
will have an alien derivative counterpart ∆nA—where now n ≤ 1 with n 6= 0. It is precisely
this lack of a L0 counterpart which prevents the use of the Virasoro representation theory in the
present context. In order to delve on this a bit further, let us first make a very short detour in
order to summarize basic ideas of conformal transformations and the representation theory of
the Virasoro algebra (but see also, e.g., [120, 133], which we follow below).
Within the setting of conformal field theory (CFT), the aforementioned Virasoro operators
Ln with n ∈ Z (and their complex conjugates L¯n), generate local conformal transformations
acting on two-dimensional conformal fields, with given conformal weight (h, h¯) (in particular
implying that these conformal fields will have associated scaling dimension ∆ = h+ h¯ and spin
s = h− h¯). These operators Ln are generators of the (full) Virasoro algebra, with central charge
c, given by
[Lm, Ln] = (m− n)Lm+n + c
12
(
m3 −m) δm+n. (5.73)
However, due to a possibly non-vanishing central charge c, global conformal transformations are
only generated by the subset {L−1, L0, L1} (alongside their complex conjugates).
– 97 –
Constructing representations of the Virasoro algebra follows standard steps100. It is based
upon the existence of eigenstates |ψ〉 of L0,
L0 |ψ〉 = hψ |ψ〉 , (5.74)
for which the Ln may act as either creation or annihilation operators. In fact, because [L0, Ln] =
−nLn, operators Ln with n > 0 will act as lowering or annihilation operators for L0,
L0 (Ln |ψ〉) = (hψ − n) (Ln |ψ〉) . (5.75)
Likewise, operators Ln with n < 0 will act as raising or creation operators for L0. In this setting,
it is then rather natural to define a highest-weight state, denoted by |h〉, as an eigenvector of the
L0 operator (with eigenvalue h) and which is further annihilated by all the lowering operators
Ln>0, i.e.,
L0 |h〉 = h |h〉 , Ln>0 |h〉 = 0. (5.76)
If one is to act instead with the raising operators Ln<0 on the highest-weight state |h〉, this
then creates a tower of descendent states associated to |h〉. These descendent states will also be
eigenstates of L0, and one may thus group them into different levels in such a way that the Nth
level is spanned by the states
L−k1L−k2 · · ·L−kq |h〉 with k1 ≥ · · · ≥ kq > 0 and
q∑
i=1
ki = N, (5.77)
with corresponding L0 eigenvalue h+N . The set of descendant states constructed from a highest-
weight state |h〉 is known as a Verma module, which summarizes a Virasoro representation.
The conclusion is thus quite swift: due to the lack of a L0 counterpart (i.e., ∆0 does not
exist), there is no sense of a highest-weight state in the alien derivative context, and one cannot
make use of the Virasoro representation theory in this context. Nonetheless, there is one thing
that might be learnt from the (partial) match between (5.71) and (5.72): this is yet another (and,
actually, rather non-standard) glimpse at the origin of the bridge equations; further supporting
and extending our previous (5.70). The (classical) Virasoro algebra (5.72) has rather well-know
representations using vector fields (this algebra describes diffeomorphisms of the circle), and thus
so will (5.71). One such representation using homogeneous vector fields (of degree or weight m,
n, and m+ n, respectively) is precisely given by[(
−σm+1 ∂
∂σ
)
,
(
−σn+1 ∂
∂σ
)]
= (m− n)
(
−σm+n+1 ∂
∂σ
)
. (5.78)
Upon comparison with (5.71), this immediately implies:
∆−nA ∝ S−n σn+1 ∂
∂σ
. (5.79)
Notice how this yields a standard derivative differential representation for the alien derivative.
The identification of the present σ-variable with the transseries parameter is done based upon
(5.70), which unfolded a bridge equation for forward motions. The above result, (5.79), now
100As we shall see in the following, the representation theory of the Virasoro algebra is quite similar to the one of
SU(2), with L0 playing the role of J3 and with the several Ln>0 and Ln<0 playing the role of an infinite number
of copies of the (single) SU(2) pair J±.
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unfolds a completion of the bridge equation (5.70) also for backward motions. This bridge between
standard and alien calculus is herein established via the Virasoro-like vector-field representation
of the alien-derivative algebra (5.71), although we also refer the reader to appendix A for a more
standard (and complete!) derivation of this equation.
Having started a “CFT description” of alien chains, based upon the Virasoro-like algebraic
structure found in (5.71), we may ask whether this description extends to alien lattices (recall our
standard example in figure 17). In this case, the multi-dimensional resurgence relations (5.25)
lead us to first introduce the more general operators Gn(v), depending on an arbitrary vector
field, v, and defined as
Gn(v) Φk = v · (k + n) Φk+n. (5.80)
Of course that when the vector field v is chosen to be v = Sn we recover the alien derivative
operators (at least when n obeys its required constraints in (5.25)). This implies that the
algebraic structure of the alien derivatives, acting on a multi-dimensional alien lattice, essentially
sits inside the general algebraic structure of the above Gn(v) operators. This general structure
is itself given by101 the commutation relations102
[Gn(v), Gm(u)] = Gn+m ((v ·m)u− (u · n)v) . (5.83)
The algebra of alien-lattice alien-derivatives then follows as the subalgebra of (5.83) where we
constrain ourselves to operators of the form G`(S`) ≡ ∆`·A. In this case, one finds:
[Gn(Sn), Gm(Sm)] = Gn+m ((Sn ·m)Sm − (Sm · n)Sn) . (5.84)
Two facts are immediately noticeable concerning this final result. The first is that this multi-
dimensional alien-lattice algebraic structure is a multi-dimensional generalization of the Virasoro
algebra (albeit, as we shall see in the following, the standard Virasoro algebra (5.73) also sits
inside this structure). The second, more problematic issue, is that this multi-dimensional alien-
lattice algebraic structure is generically open, i.e., the commutator of two alien derivatives is not
an alien derivative. This is unlike the previous (more general) algebraic structure (5.83) (and,
in fact, it is the reason why we started-off with that structure in the first place; because it is
algebraically closed). Closure of the alien-lattice algebraic structure may nonetheless be achieved
when one has
(Sn ·m)Sm − (Sm · n)Sn ∝ Sn+m. (5.85)
This is a non-trivial requirement on Stokes vectors, and it would be interesting to classify what
types of linear or nonlinear problems satisfy this constraint. In the following, however, we shall
limit ourselves to a couple of simple exercises where the alien-lattice algebra does close, and
where we may further rediscover Virasoro-like structures as in (5.71).
One simple exercise to return to is that of the commutator of two, orthogonal, forward
motions, as in (5.23). Choosing n = en and m = em, with n 6= m, we already know that this
101Finding this result is a straightforward exercise which we leave for the reader. Just use (5.80) twice to compute
the consecutive action of two Gn-operators on a fixed sector,
Gn(v)Gm(u) Φk = u · (k +m) v · (k +m+ n) Φk+m+n, (5.81)
and then compute the commutator by expressing it back as the action of (5.80) on the chosen fixed sector.
102These may also be written component-wise, as[
Gin, G
j
m
]
=
(
mi δj` − nj δi`
)
G`n+m. (5.82)
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implies corresponding Stokes vectors Sen = S
(n)
en en and Sem = S
(m)
em em. Then it immediately
follows that (Sen · em)Sem − (Sem · en)Sen = 0; in which case, with G`(0) = 0 due to linearity
in the vectorial argument, one finds the expected result, i.e., (5.84) translates to
[Gen(Sen), Gem(Sem)] = Gen+em(0) = 0. (5.86)
Without surprise, this recovers the commutation relation we had already found.
The other simple exercise to discuss is one of the cleanest scenarios where (5.85) is indeed
verified and the alien-lattice algebra (5.84) closes: this is the case where all Stokes vectors are
parallel. Let us pick some direction, defined by the versor u, and let us suppose that all Stokes
vectors, Sn, Sm, and Sm+n, are parallel, i.e.,
Sn ‖ Sm ‖ Sm+n ⇒

Sn = Sn u,
Sm = Sm u,
Sm+n = Sm+n u.
(5.87)
This immediately implies that, in this case,
(Sn ·m)Sm − (Sm · n)Sn = u · (m− n) SnSm u, (5.88)
and thus the alien-lattice algebra closes as[
Gn(Sn)
Sn
,
Gm(Sm)
Sm
]
= u · (m− n) Gm+n(Sm+n)
Sm+n
. (5.89)
This is essentially the same result as in (5.71). In the present multi-dimensional case one thus
finds underlying Virasoro-like algebraic structures along directions of parallel Stokes vectors.
In short, the algebraic structure of multi-dimensional alien derivatives clearly extends beyond
the realm of the Virasoro algebra. It is properly defined as the more general algebraic structure
(5.83), as the particular alien-derivative subset (5.84) does not necessarily form a subalgebra
(i.e., does not necessarily close). In cases where it does close, such as the above (5.87), then we
see how Virasoro-like structures reappear along special directions in the space of Stokes vectors.
Let us finish this section with a multi-dimensional generalization of the rather non-standard
(albeit partial) derivation of the bridge equations, which we discussed earlier in the one-dimensional
case (5.79) (as mentioned many times before, the standard derivation of the bridge equations
is done in appendix A). A differential representation of (5.83), with homogeneous vector fields,
may be achieved via (with no implicit summations)[(
−σ−n σi ∂
∂σi
)
,
(
−σ−m σj ∂
∂σj
)]
=
(
mi δ`j − nj δ`i
)(
−σ−n−m σ` ∂
∂σ`
)
, (5.90)
where under σi → λσi the degree or weight of each vector field is
σn σj
∂
∂σj
→ λni σn σj ∂
∂σj
. (5.91)
Upon comparison with (5.82) and (5.84), this immediately implies:
∆`·A ∝ σ−`
k∑
i=1
S
(i)
` σi
∂
∂σi
. (5.92)
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Again, this yields a standard-derivative differential representation for the alien derivative, with
the expected identification of the present σ-variables with the transseries parameters following
from (5.70). This equation gives further support to the existence of a multi-dimensional bridge
equation, also building upon (5.70) and (5.79), and appendix A should make a good departure
point into these technical issues for the interested reader.
6 Resurgent Analysis of an Elliptic-Potential Integral
Having arrived this far, the reader has by now acquired a fairly complete knowledge on the main
ideas of resurgence, transseries, and their asymptotics. There is, however, one final topic we still
need to address in order to complete the basic toolset: this is the phenomenon of resonance.
Resonance is a new feature which only occurs within the realm of multi-parameter transseries,
and which we shall introduce in the present section as it appears in a simple example (much
along the spirit of what was done back in section 2, when introducing generalities on resurgence
and transseries via the quartic potential). Note how on the road to resonance we will necessarily
drive by familiar locations (e.g., the asymptotics of non-resonant resurgent-transseries roughly
occupies the first half of the present section). When doing so we shall be less detailed than before
(leaving the filling of the details as exercises), but obviously will still keep our higher pedagogical
standards from previous sections as soon as any discussions involving resonance begin.
In parallel with what was done in section 2, let us consider a partition-function toy-model
described by a one-dimensional integral, as in (2.9), but where the potential is now given by an
elliptic function. This “elliptic partition function” is given by
Z(~|m) = 1√
pi~
∫
Γ
dz exp
(
−1
~
sd2(z|m)
)
, (6.1)
where sd(z|m) is a subsidiary Jacobian elliptic function with (squared) modulus m (see, e.g., [198]
for further details). The potential, sd2(z|m), is then a doubly-periodic complex function, along
both real and imaginary axes with respective periods103 2K(m) and 2iK′(m) ≡ 2iK(1−m). In
particular, this elliptic potential has a zero at the origin and a double pole at z = K+iK′. Due to
the double periodicity the potential is naturally defined over a torus, which we may usually take
as the fundamental parallelogram {0, 2K, 2iK′, 2 (K+ iK′)} in C, with the appropriate congruent
identifications (see figure 19). The (squared) modulus m ∈ [0, 1] sets the ratio of the orthogonal
periods of this torus. In particular, at the limiting value m = 0 the imaginary period diverges,
whereas at m = 1 it is the real period which diverges. For (standard) notational simplicity,
we also define m′ ≡ 1 − m. This example, (6.1), was originally introduced in [27] as a toy
model to illustrate the appearance of complex saddles leading to negative-real instanton actions
within a simple104 setting. The choice of such an elliptic potential also had a very natural physical
justification, being the sole Jacobian-elliptic combination interpolating between the familiar sine-
Gordon (sin2(z) as m → 0) and sinh-Gordon (sinh2(z) as m → 1) potentials. Herein, we will
extend the large-order analysis of [27] into a complete resurgent analysis and further use this
elliptic potential as a toy model to introduce the phenomenon of resonance.
In order to specify the contours of integration, Γ, and understand what are their admissible
choices on the present compact domain (this is in contrast with what happened in section 2), let
103In here, K(m) denotes the complete elliptic-integral of the first kind, K(m) =
∫ pi
2
0
dθ√
1−m sin2 θ
.
104Such negative-real instanton actions first appeared within the harder Painleve´ realm [130]; see also [16, 210].
– 101 –
0 K 2 K
0
ä K¢
2 ä K¢
Figure 19. The elliptic potential in (6.1) in the complex z-plane, with ~ ∈ R+ and m = 0.9 in the plot.
The brown (darker) region is where ReV (z) > 0, while the blue (lighter) region is where ReV (z) < 0.
us begin with na¨ıve steepest-descent analysis. There are three critical points of the potential
V (z) = sd2(z|m), (6.2)
given by the zeroes of the sd(z), cd(z), and nd(z) subsidiary Jacobian elliptic functions. They
are located at, respectively,
z∗0 = 0, z
∗
1 = K, and z∗2 = iK′. (6.3)
These critical points lead to V (z∗0) = 0 and to the (real) instanton actions
V (z∗1) =
1
m′
≡ A1 and V (z∗2) = −
1
m
≡ A2. (6.4)
In this way, the critical point at the origin, z∗0 , corresponds to the standard perturbative saddle;
the critical point which sits on the positive real axis, z∗1 , leads to a positive-real instanton action;
and the critical point which sits on the positive imaginary axis, z∗2 , finally leads to a negative-real
instanton action (at least when ~ ∈ R+). Further, due to their dependence upon the (squared)
modulus m, both these instanton actions are tunable (i.e., they vary with m). We will later see
how specific choices of m will either display, or not, a resonant structure.
At this stage we may already guess the form of the partition-function transseries as (compare
with (2.23))
Z(~, σ0, σ1, σ2) = σ0 Φ0(~) + σ1 e−
A1
~ Φ1(~) + σ2 e−
A2
~ Φ2(~) (6.5)
= σ0 Φ0(~) + σ1 e−
1
~m′ Φ1(~) + σ2 e+
1
~m Φ2(~). (6.6)
The Φi(~) are formal asymptotic series in ~ and the σi are the transseries parameters. Recalling
the discussion in section 2, it is natural to assume that each of these asymptotic series is associated
to specific—and distinct—steepest-descent contours. In order to understand which are these
admissible choices for Γ in (6.1), we will next follow the ideas introduced in subsection 2.1, and
formalised in section 3 in terms of Picard–Lefschetz theory, in order to construct the steepest-
descent contours, or Lefschetz thimbles, associated to each saddle. This will further provide a
geometrical perspective on the Stokes phenomenon.
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6.1 Phase Diagram from Stokes Phenomena
The Picard–Lefschetz theory outlined in section 3 was built upon a polynomial potential, V (z),
which made it easy to identify the set of (steepest-descent) integration cycles over which the
integral (3.1) was convergent. In fact, therein, convergence was simply achieved by requiring
Re
(−1~V (z)) → −∞ as |z| → +∞ along some appropriate region within C. Identifying the set
of integration cycles over which the integral (6.1) is convergent is now necessarily different as the
potential is no longer polynomial (it is in fact meromorphic) neither is its domain unbounded
(the torus T2 is compact). Happily, however, the potential (6.2) has a single (double) pole on T2
(located at z = K+iK′ in the fundamental parallelogram), in which case it turns out that we can
set-up Picard–Lefschetz theory in the present setting in a completely analogous fashion to what
we did earlier in section 3. All one has to note is that the Lefschetz thimbles are now curves
(cycles) which originate and end at this double-pole, wrapping around the torus and passing
through the relevant critical point(s). In this particular example things are even simpler as the
thimbles amount to oriented paths of steepest descent, just like in (2.12); recall it:
Im (V (z)− V (z∗)) = 0. (6.7)
For the perturbative saddle at the origin, z∗0 , and for both positive-real and negative-real instanton
saddles, z∗1 and z∗2 , steepest-descent contours are depicted in figure 20 for different values of
θ = arg ~ (in the following we use x ≡ ~ in order to make it easier to compare present formulae
with the ones in section 2). In this figure, we have also plotted the regions where the elliptic
potential is positive (negative): comparing with figure 19, we now see how these regions change
with θ. Let us explain the plotting details of figure 20: for each value of θ we have plotted
the leading saddle(s) with a solid disk, while the subleading saddle(s) were plotted with a circle.
Regardless of dominance, the perturbative saddle is always plotted in black, with the positive-real
instanton saddle in red and the negative-real instanton saddle in blue. In this way, solid contours
are steepest-descent contours associated with the leading saddle(s), while dashed contours are
steepest-descent contours associated with the subleading saddle(s). All steepest-descent contours
originate and end at the double-poles, which are plotted with solid stars. Note how the plots
extend over a couple of fundamental parallelograms, but this is for drawing clarity (i.e., so that
the three steepest-descent contours may be plotted without falling on top of each other). As such,
the period lattice must still be modded-out in order to obtain the corresponding final picture on
T2. Finally, as expected, generically a steepest-descent contour goes through a single saddle—but
this is not always the case due to Stokes phenomenon.
In the above set-up, the analysis carried out in section 3 holds. In such Picard–Lefschetz
framework, let us first analyze the structure of steepest-descent contours for the elliptic partition-
function (6.1) as the phase of ~ changes (subsequently denoted by x). Associated to the three
critical points z∗i there will be three corresponding thimbles Ji. For generic values of θ = arg x
all exponential arguments ∼ A/x from (6.4) have different imaginary parts, in which case there
is a well-defined thimble decomposition of the integration contour as
Γ =
2∑
i=0
ni Ji. (6.8)
However, when arg x = 0, pi, the imaginary parts of all the critical values coincide—in fact they
all vanish. These values of θ describe the Stokes lines, and the intersection numbers ni encounter
monodromies as we cross them. These results are also summarised in figure 20, for different
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Figure 20. Steepest-descent contours for the elliptic integral, through the several saddles, along with
positivity of the potential, for different values of θ = arg x (|x| = 1, m = 0.9 in the plot). The saddles and
their respective thimbles are depicted as follows: z∗0 in black, z
∗
1 in red, and z
∗
2 in blue. The leading saddles
are plotted as solid lines/filled circles, while the subleading saddles are plotted as empty circles/dashed
lines (the “lighter” dashed-lines being the most suppressed). The paths start and end at the double-poles,
represented by filled stars. Stokes lines are at arg x = 0, pi when the steepest-descent contours hit more
than one saddle; anti-Stokes lines are at arg x = pi2 ,
3pi
2 . See the main text for a full discussion.
values of θ ∈ [0, 2pi) (where the Stokes lines are very distinctive, with different thimbles crossing
more than one saddle). In-between this interchange of exponential dominance, one also identifies
the corresponding anti-Stokes lines, at θ = pi2 ,
3pi
2 ; the directions where all saddles are of the
same magnitude. These are the turning points where saddles which used to be leading become
subleading, and vice-versa. Let us next discuss the Stokes jumps, at both Stokes lines θ = 0, pi.
Monodromy and Stokes Phenomenon at θ = 0
Comparing the last and second plots in figure 20 it is clear how some thimbles are jumping at
the θ = 0 Stokes line. This may also be simply checked by evaluating (6.7) at either θ = 0− or
θ = 0+. What is happening is that the asymptotic series in (6.6), obtained by integrations along
the corresponding cycles, must remain continuous across Stokes rays. As we already discussed
back in section 2, this can only be guaranteed as long as each thimble has the same asymptotics for
θ = 0− and θ = 0+. This continuity condition then implies that, as one moves counterclockwise
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from θ = 0− to θ = 0+, the cycles Ji must acquire the monodromy (“jumps”)J2J0
J1
→ S(0)	
J2J0
J1
 =
 1 −2 −20 1 2
0 0 1
J2J0
J1
 , (6.9)
where S
(0)
	 is the “Stokes matrix” associated to θ = 0.
In more geometric terms, this non-trivial monodromy may also be understood as a result
of the continuity of the integration cycle itself, Γ, across θ = 0. In other words, the thimble
decomposition (6.8) of a given cycle Γ is different for θ = 0− and θ = 0+, and thus the same
cycle Γ is expressed as different linear combination of thimbles for θ = 0± (recall (3.36)). Let
us elucidate this point starting with the particular “perturbative” cycle Γ = J0, illustrated in
the two middle plots of figure 21 (and start with the middle-left plot). As θ changes from 0−
to 0+, the tails of the cycle J0 (i.e., the neighbourhood of J0 around the pole) flip. This flip is
necessary in order to keep the orientation of J0 around the saddle point, which itself is required
to preserve continuity of integration along such contour. Now, at the level of the integration cycle
Γ, continuity is kept as long as one compensates for this flip of J0 at θ = 0+ by adding −2J1 to
J0(0+), as illustrated in the middle-right plot of figure 21 (note how Γ = J1 is unchanged; see
top plots of figure 21). In fact, without this addition there would be an exponentially suppressed
discontinuity (of order∼ e−A1/x; see (6.11) below) in the integral over Γ. In short, the monodromy
arises as a result of demanding continuity of the integration cycle Γ across a Stokes line—which
also amounts to a description of the Stokes phenomenon. Indeed, from the identification between
the transseries and cycle decomposition, equations (3.36) and (3.37), we can conclude that∫
J0(0−)
dz e−
1
x
V (z) =
∫
J0(0+)−2J1(0+)
dz e−
1
x
V (z) (6.10)
translates to
lim
θ→0−
Φ0 = lim
θ→0+
(
Φ0 − 2 e−
A1
x Φ1
)
. (6.11)
The case of J2 is similar, albeit slightly more intricate. This time around, in order to
maintain the continuity of the “instanton” cycle Γ = J2, we will need the addition of terms
proportional to both J0 and J1. This is illustrated in the bottom two plots of figure 21. As
expected from the structure of the transseries in (6.6), both these extra terms are exponentially
suppressed relative to the contribution from the critical point z∗2 . Following the contour plots in
figure 21, the reader should be able to arrive at the end result∫
J2(0−)
dz e−
1
x
V (z) =
∫
J2(0+)+2J0(0+)−2J1(0+)
dz e−
1
x
V (z), (6.12)
which translates to
lim
θ→0−
e−
A2
x Φ2 = lim
θ→0+
(
e−
A2
x Φ2 + 2 Φ0 − 2 e−
A1
x Φ1
)
. (6.13)
Note how the exponential hierarchy at play, −A2/x > 0 > −A1/x, dictates the form of the
monodromy matrix to be upper-triangular, since all the Stokes jumps have to be exponentially
suppressed compared to the main contribution to the integral.
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Figure 21. Stokes phenomenon around θ = 0, from θ = 0− to θ = 0+, and where −A2/x > 0 > −A1/x.
At this particular angle, nothing really happens with the J1 thimble (top plots). On the other hand,
as explained in the main text, both thimbles J0 and J2 do acquire discontinuities which occur at their
tails. In order to preserve the continuity of the final integration contours, these discontinuities have to be
balanced by addition of other thimbles, as pictured (middle and bottom plots, respectively).
Monodromy and Stokes Phenomenon at θ = pi
The analysis of the monodromies and Stokes jumps at θ = pi is analogous to what we just did at
θ = 0. Since x = −|x|, the exponential hierarchy is now reversed as
− A1
x
> 0 > −A2
x
, for θ = pi. (6.14)
Therefore there is no Stokes jump for the Γ = J2 cycle; the jump in the “perturbative” Γ =
J0 cycle is now proportional to J2; and the jump in the “instanton” cycle Γ = J1 now has
contributions from both J0 and J1. All these jumps are encoded in the “Stokes matrix” associated
to θ = pi, S
(pi)
	 , where: J2J0
J1
→ S(pi)	
J2J0
J1
 =
 1 0 02 1 0
−2 −2 1
J2J0
J1
 . (6.15)
Finally, we can write the monodromy matrix M = S
(pi)
	 · S(0)	 , and check that M2 = 1.
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IFigure 22. Phase diagram for the elliptic partition function, in the complex m-plane. Only the anti-
Stokes lines are plotted, satisfying Re (Ai(m)−Aj(m)) = 0 (we are now considering x ∈ R+). Different
colors represent different pairs of actions: in blue i = 1, j = 0; in red i = 2, j = 0; in green i = 1, j = 2.
The relative sign of Re (Ai(m)−Aj(m)) is also shown in the plots (recall that A0 = 0).
Complex Phase Diagram
Before proceeding with the resurgence properties of this problem, let us briefly comment on the
possible phase diagrams associated to the elliptic partition function (6.1). If we set x = |x| eiθ,
and vary θ as we did earlier, then the phase diagram of our model is the very same as the
phase diagram for the quartic partition function (2.9), which was plotted back in figure 3 (herein
holding true for any modulus m ∈ (0, 1), and leading to the structure of Stokes and anti-Stokes
lines just discussed). On the other hand, as we shall see in the following (and in parallel with
what was done back in subsection 2.2), the elliptic partition function satisfies a third-order linear
ODE. From this standpoint, each of the three linearly-independent solutions to the said ODE is
actually better thought-of as a one-parameter family of solutions, parametrized by the modulus
m. As an ODE parameter, it is then natural to let m be complex; m = |m| eiϕ. In this way, as
long as ϕ 6= 0, pi, the actions A1 and A2 will also be complex and no longer collinear. One is
then led to address another phase diagram associated to the elliptic partition function, this time
around keeping θ fixed and varying ϕ instead—as shown in figure 22. This turns out to be an
example of parametric, or co-equational resurgence (a topic not addressed in these lectures; see,
e.g., [13]) where the actions and the coefficients of the asymptotic series depend on a parameter,
and where varying this parameter will change the position and shape of the Stokes lines.
6.2 Basic Formulae for Resurgent Analysis
In order to explicitly evaluate the different asymptotic series appearing in (6.6), it is simpler to
proceed differentially rather than integrally. This is straightforward once one notices that the
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elliptic partition function (6.1) satisfies a third-order linear ODE105 [27, 62]
4mm′x4 Z ′′′(x)− 4
(
m−m′ − 6mm′x
)
x2 Z ′′(x)−
(
4− (m−m′)x+
+9
(
m−m′ − 3mm′x)x)Z ′(x)− (m−m′ − 3mm′x)Z(x) = 0. (6.16)
It is simple to check that this differential equation is invariant under the simultaneous interchange
m→ m′ = 1−m and x→ −x. (6.17)
This symmetry is a special case of the full modular symmetry associated with the underlying
torus: it first exchanges the two periods of the torus, which accompanied with a change in the
sign of x ends up leaving the partition function unchanged. We shall use it later on.
Running in parallel with subsection 2.2, let us try to solve the above differential equation
with the usual “exponential times asymptotic-power-series” ansatz,
Z(i)(x) = xβi e−
Ai
x Φi(x) ' xβi e−
Ai
x
+∞∑
n=0
Z(i)n x
n. (6.18)
This is now slightly more intricate than for the quartic partition function back in (2.15). Indeed,
plugging (6.18) into the ODE (6.16) leads to a more complicated recursion for the coefficients
Z
(i)
n ; namely
4Ai
(
1 +
(
m−m′)Ai −mm′A2i )Z(i)n +
+4 (βi + n− 1)
(
1 + 2
(
m−m′)− 3mm′A2i )Z(i)n−1 +
+
(
m−m′ − 3mm′Ai
)
(1 + 4 (βi + n− 1) (βi + n− 2))Z(i)n−2 −
−mm′ (3 + (βi + n− 3) (3 + 4 (βi + n− 1) (βi + n− 2)))Z(i)n−3 = 0, (6.19)
where we set Z
(i)
n ≡ 0 whenever i, n < 0 as usual. In particular, if we set n = 0 and n = 1 in
(6.19) we learn that there are three sectors, Z(i)(x), i = 0, 1, 2, with, respectively,
Ai ∈
{
0,
1
m′
,− 1
m
}
and βi = 0, i = 0, 1, 2. (6.20)
This matches our earlier saddle-point expectations, and is now a straightforward consequence of
the fact that Z(x) satisfies a linear, third-order ODE. As mentioned, we shall be particularly
interested in the fact that A1 and A2 are such that they can be linearly combined to vanish,
i.e., that specific nonperturbative sectors can end up with the same exponential weight as the
perturbative sector, and subsequently mix with one another—one of the hallmarks of resonance.
But we leave that discussion to the upcoming subsections 6.7 and on.
Focusing for the moment in the non-resonant case, one can use the above recursion relation
(6.19) to compute the coefficients Z
(i)
n associated to each sector. In spite of being a more intricate
relation, akin to the results for quartic potential in (2.17) and (2.18) one can herein also compute
such coefficients in closed form. For the perturbative sector Z(0)(x), nonperturbative sector
105Recall that we have defined x ≡ ~ and m′ = 1−m.
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Z(1)(x) with action A1 = 1/m
′, and nonperturbative sector Z(2)(x) with action A2 = −1/m, we
find, respectively,
Φ0(x) '
+∞∑
n=0
Z(0)n (m)x
n, Z(0)n (m) =
Γ2
(
n+ 12
)
pi Γ (n+ 1)
2F1
(
−n,−n, 1
2
− n
∣∣∣∣ m) , (6.21)
Φ1(x) '
+∞∑
n=0
Z(1)n (m)x
n, Z(1)n (m) = Z
(1)
0
(−1)n
An1
Γ2
(
n+ 12
)
pi Γ (n+ 1)
2F1
(
1
2
,−n, 1
2
− n
∣∣∣∣ m) ,(6.22)
Φ2(x) '
+∞∑
n=0
Z(2)n (m)x
n, Z(2)n (m) = Z
(2)
0
(−1)n
An2
Γ2
(
n+ 12
)
pi Γ (n+ 1)
2F1
(
1
2
,−n, 1
2
− n
∣∣∣∣ m′) .(6.23)
The instanton actions are evident in the growth of the several coefficients ∼ A−nn!. Further,
the coefficients in the nonperturbative sectors relate to each other as Z
(2)
n (m) = (−1)n Z(1)n (m′),
which follows from the modular symmetry (6.17). Finally, the residual coefficients were set to
Z
(1)
0 ≡ Z(1)0 (m) = i
√
m′ and Z(2)0 ≡ Z(2)0 (m) = i
√
m, which will be used throughout.
Having constructed three linearly independent solutions—given by (6.18), with asymptotic
series (6.21), (6.22), and (6.23)—to the linear third-order ODE (6.16), the general solution fol-
lows as their linear combination. This introduces three integration constants, parameterizing
boundary conditions, and leading to the three-parameter transseries (6.6), which we now rewrite
as
Z(x, σ0, σ1, σ2) = σ0 Z(0)(x) + σ1 Z(1)(x) + σ2 Z(2)(x). (6.24)
Proceeding to analyze the resurgent properties of this example, let us turn to the computation
of the Borel transforms (2.3) for each asymptotic series above, Φi(x). Unlike in subsection 2.2,
however, we shall now do this in two different steps: we will first address general resurgence
expectations (based on what we have learnt so far), and only then will we compute explicit
expressions. On very general grounds we expect the Borel transform of any given sector to
have non-zero but finite radius of convergence. For instance, B[Φ0](s) will converge for s <
min (|A1|, |A2|) = min (1/m′, 1/m) (recall that the leading singularity on the Borel plane is
determined by the closest-to-the-origin relative-action). Considering the simple representative,
the singularities at s = −1/m and at s = 1/m′ will be logarithmic branch-points (where the
branch cuts emerging from these points can be tested numerically as accumulations of Pade´-
approximant poles; recall, e.g., figures 7 or 18). When further considering the nonperturbative
sectors, generically B[Φi](s) will have singularities located at ωij = Aj −Ai, for i 6= j ∈ {0, 1, 2}
and with A0 := 0, and near each of these singular points we find the simple singularity structure
(4.53),
B[Φi](s) = Si→j Z
(j)
0
2pii (s− ωij) + Si→j × B[Φj ] (s− ωij)
log (s− ωij)
2pii
+ holomorphic. (6.25)
The resurgence of the sector Φj within the singular behaviour of the Borel transform for Φi,
i 6= j, is quite explicit as expected. The proportionality constant Si→j is the “Borel residue”,
which has already appeared back in, e.g., (2.63) or (5.20).
Let us next rewrite the above Borel expression at the usual resurgence algebraic-level-of-
abstraction, based upon alien derivations ∆ω. Given the three transseries sectors, there are six
possible singularities, ωij and ωji = −ωij , of the form (6.25),
ω01 = A1, ω21 = A1 −A2 = A1 + |A2|, ω02 = A2 = −|A2|. (6.26)
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Φ0
Φ2
Φ1
∆A1
∆−A1
∆−A2 ∆A2
∆A1−A2
∆A2−A1
Figure 23. Algebraic structure associated to the behaviour of Borel transforms or alien derivatives for
the Φi sectors, at their respective singularities. When m ∈ (0, 1) the motions fall along the real axis on
the Borel plane: solid lines correspond to motions along the θ = 0 direction; dashed lines along θ = pi.
Each action Ai is defined in (6.4); A0 := 0, A1 > 0 and A2 < 0. Continuing our parallel with
subsection 2.2, we may now use the definition (2.30) appropriate for a linear problem—or even
the general formalism discussed in appendix A—in order to write all possible alien derivatives.
One finds (compare with (2.31) and (2.32)):
∆ω01Φ0 = Sω01 Φ1, ∆ω02Φ0 = Sω02 Φ2, (6.27)
∆ω10Φ1 = Sω10 Φ0, ∆ω12Φ1 = Sω12 Φ2, (6.28)
∆ω20Φ2 = Sω20 Φ0, ∆ω21Φ2 = Sω21 Φ1. (6.29)
In these expressions the Sωij are the Stokes coefficients, related to the Borel residues Si→j ap-
pearing in the Borel transforms, and whose values may be determined, e.g., from an analysis of
Stokes phenomena (as discussed later in the present subsection), or from an analysis of large-
order behaviour (as discussed in the next subsection). The algebraic structure written above
closes upon itself, much like what happened for the partition function of the quartic potential
back in (2.33), albeit now with a few more allowed motions. The algebraic structure encoded
in (6.27)–(6.29) is depicted in figure 23, where we have assumed m ∈ (0, 1) and where we plot
motions along the positive-real direction as solid lines, and motions along the negative-real di-
rection as dashed lines. Note that while for m ∈ (0, 1) the three actions Ai are all real and we
will only have two singular directions, along θ = 0 and pi, if one allows m ∈ C the actions A1
and A2 become complex and might not fall along the same direction (this was already noticed
in the discussion associated to figure 22). Also for this reason we are now plotting the sectors
corresponding to each of these actions as orthogonal ; in order to depict the general independence
between the two actions (in fact, as occurs for the completely general case; recall figure 17).
The relation between the Stokes coefficients in (6.27)–(6.29) and the Borel residues in (6.25)
can be easily determined following the example106 outlined in appendix A; or else along the very
general lines discussed earlier in sections 2 and 5. It is simple to find:
S0→1 = −Sω01 , S1→0 = −Sω10 , (6.30)
S0→2 = −Sω02 , S2→0 = −Sω20 , (6.31)
106This was dubbed the “explicit (linear) example” in appendix A.
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S1→2 = −Sω12 −
1
2
Sω10 Sω02 , S2→1 = −Sω21 −
1
2
Sω20 Sω01 . (6.32)
The next step is to determine the Stokes automorphism, given by (2.5) and explicitly in
(2.34), along all possible singular directions. This essentially follows from the alien derivatives
(6.27)–(6.29). Possible singular directions may depend on the value of the modular parameter
m, and to make things simpler we will only have in mind the case of m ∈ (0, 1) already depicted
in figure 23. The Stokes automorphism at θ = 0 is
S0 = exp
(
e−
ω01
x ∆ω01 + e
−ω20
x ∆ω20 + e
−ω21
x ∆ω21
)
. (6.33)
As expected, only the alien derivatives whose associated relative actions are positive (i.e., ω01,
ω20, ω21) contribute to the discontinuity along θ = 0, albeit not all will act non-trivially on each
sector Φi. Similarly, for θ = pi we get
Spi = exp
(
e−
ω10
x ∆ω10 + e
−ω02
x ∆ω02 + e
−ω12
x ∆ω12
)
, (6.34)
with only the negative relative actions ω10, ω02, ω12 contributing. Acting on each asymptotic
sector Φi, via expansion of the exponentials in (6.33) and (6.34) (which collapse to finite sums),
and further using (6.27)–(6.29), it simply follows:
S0Φ0 = Φ0 + Sω01 e
−A1
x Φ1 = Φ0 − S0→1 e−
A1
x Φ1, (6.35)
SpiΦ0 = Φ0 + Sω02 e
−A2
x Φ2 = Φ0 − S0→2 e−
A2
x Φ2, (6.36)
SpiΦ1 = Φ1 + Sω10 e
+
A1
x Φ0 +
(
Sω12 +
1
2
Sω02Sω10
)
e+
A1−A2
x Φ2
= Φ1 − S1→0 e+
A1
x Φ0 − S1→2 e+
A1−A2
x Φ2, (6.37)
S0Φ2 = Φ2 + Sω20 e
+
A2
x Φ0 +
(
Sω21 +
1
2
Sω01Sω20
)
e−
A1−A2
x Φ1
= Φ2 − S2→0 e+
A2
x Φ0 − S2→1 e−
A1−A2
x Φ1, (6.38)
where we made use of the relations (6.30)–(6.32) to display all results with either Stokes coef-
ficients or Borel residues. These expressions encode Stokes phenomena across all Stokes lines.
The lateral resummations across these lines, (2.5), applied to the transseries (6.24) can be easily
written down, from where one obtains the Stokes transitions
S0+Z (x, σ0, σ1, σ2) = S0−Z (x, σ0 − S2→0 σ2, σ1 − S0→1 σ0 − S2→1 σ2, σ2) , (6.39)
Spi+Z (x, σ0, σ1, σ2) = Spi−Z (x, σ0 − S1→0 σ1, σ1, σ2 − S0→2 σ0 − S1→2 σ1) . (6.40)
For simplicity, we have written the Stokes transitions in terms of the Borel residues. The same
expressions in terms of the Stokes coefficients may be easily obtained from (6.30)–(6.32).
By comparing the Stokes transitions with the jumps of the steepest-descent contours encoded
in the Stokes matrices (6.9) and (6.15), one can easily determine the value of the Borel residues
and Stokes coefficients. The jump of a given contour Ji across a Stokes ray will correspond to
the jump of the corresponding asymptotic sector Z(i) in the Stokes transition. For θ = 0 one has
(compare with (6.9))Z(2)Z(0)
Z(1)
→ S(0)	
Z(2)Z(0)
Z(1)
 =
 1 −S2→0 −S2→10 1 −S0→1
0 0 1
Z(2)Z(0)
Z(1)
 , (6.41)
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from where we can read the Borel residues S2→0 = S2→1 = −S0→1 = 2. The exact same reasoning
applied at θ = pi yields S0→2 = −S1→2 = −S1→0 = −2. Finally, using (6.30)–(6.32), one obtains
the complete set of Stokes coefficients,
Sω01 = 2, Sω10 = −2, Sω02 = 2, Sω20 = −2, Sω12 = 0 = Sω21 . (6.42)
With these numbers in hand, computing monodromies is now straightforward. In fact,
moving twice around the origin, i.e., acting with (SpiS0)
2 upon the transseries, the parameters
σi get mapped onto themselves. In other words,
(SpiS0)
2 = 1, (6.43)
which encompasses the monodromy encoded in the transseries solution for the elliptic partition
function; once again leading to a multi-sheeted Riemann surface (compare with (2.39)).
It is also very instructive to analyze the resurgent relations between the different sectors Φi
purely from the perspective of the Picard–Lefschetz theory introduced in section 3 (and further
using the main discussion from section 4, as will be clear momentarily). Each asymptotic series
in (6.21) through (6.23) is basically dictated by the small x ≡ ~ expansion of the integral (6.1)
evaluated on the appropriate thimble Γi, i.e., the one associated with the critical point z
∗
i . The
calculation is rather straightforward thanks to the elliptic identities
d
dz
sd(z|m) = nd(z|m) cd(z|m), (6.44)
nd2(z|m) = 1 +m sd2(z|m), (6.45)
cd2(z|m) = 1−m′ sd2(z|m). (6.46)
Using these identities and the change of variables s ≡ sd2(z|m)—which is of the type discussed
in section 4; recall (4.16)—the integration over the cycle J0(θ) may be expressed as
1√
pix
∫
J0(θ)
dz e−
1
x
sd2(z|m) =
1√
pix
∫ eiθ∞
0
ds
e−
s
x√
s (1−m′s) (1 +ms) ' e
−A0
x
+∞∑
n=0
Z(0)n (m)x
n,
(6.47)
where, in the third step, we formally Taylor-expanded the denominator outside its radius of
convergence and carried out the resulting s-integration, leading to the asymptotic perturbative
expansion Φ0(x). In this way, it should not come as a great surprise that the coefficients of the
above asymptotic series are found as
Z(0)n (m) =
Γ
(
n+ 12
)
pi
3
2
n∑
k=0
(−1)k Γ
(
k + 12
)
Γ
(
n− k + 12
)
Γ (k + 1) Γ (n− k + 1) m
km′n−k
=
Γ2
(
n+ 12
)
pi Γ (n+ 1)
2F1
(
−n,−n, 1
2
− n
∣∣∣∣ m) , (6.48)
in precise agreement with expression (6.21), which was derived from the recursion relations
(6.19). Notice that, as expected from the discussion of section 4, the form of the second integral
in (6.47) resembles the resummation of the Borel transform B[Φ0](s), up to the extra factor of
1/
√
x in front. To deal with these extra factors and “odd-looking” Borel transforms, in section 4
we introduced sectors of the form Φi,[α](x) = x
α Φi,[0](x) (recall (4.55)) where herein Φi,[0](x) is
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any of the original asymptotic sectors Φi(x) whose Borel transforms have (simple) logarithmic
singularities. Form (6.47) one can now immediately identify
Φ0,[1/2](x) =
1√
pi
∫
J0(θ)
dz e−
1
x
sd2(z|m), (6.49)
whose Borel transform is given by
B[Φ0,[1/2]](s) =
1√
pis (1−m′s) (1 +ms) . (6.50)
The Borel transforms associated to sectors Φi,[α](x) for different α are related by a fractional
derivative, via (4.57). As discussed in section 4, and due to the involved fractional derivatives,
these Borel transforms are related in highly non-local fashions. Although alien calculus might
give preference to the choice α = 0, we shall demonstrate below that it may also be illuminating
to work with α = 1/2. In fact, herein we will find a surprisingly simple relation between the
Borel transforms of the series associated with the different critical points.
Similarly to (6.47), the integration over the thimble J1(θ) may be expressed as
1√
pix
∫
J1(θ)
dz e−
1
x
sd2(z|m) = − 1√
pix
∫ eiθ∞
1
m′
ds
e−
s
x√
s (1−m′s) (1 +ms)
= i e−
1
m′x
√
m′√
pix
∫ eiθ∞
0
ds
e−
s
x√
s (1 +mm′s) (1 +m′s)
≡ e−A1x 1√
x
SθΦ1,[1/2](x). (6.51)
Notice that the integrand of the integral on the right-hand-side of the first line is precisely the
Borel transform of Φ0,[1/2](x) (up to a shift 1/m
′), while in the last line we obtain instead a
resummation of Φ1,[1/2](x). Furthermore, the shift in question is precisely the relative action
A0 − A1. As we shall see next, this is a manifestation of resurgence: the two asymptotic series,
attached to different critical points, are related by a simple shift in the Borel plane, where the
shift is precisely the difference between the actions at those critical points. We can moreover
write
B[Φ1,[1/2]](s) =
i
√
m′√
pis (1 +mm′s) (1 +m′s)
. (6.52)
Finally, the integration over the thimble J2(θ) can be expressed in a totally similar fashion as
1√
pix
∫
J2(θ)
dz e−
1
x
sd2(z|m) = − 1√
pix
∫ eiθ∞
− 1
m
ds
e−
s
x√
s (1−m′s) (1 +ms)
= i e
1
mx
√
m√
pix
∫ eiθ∞
0
ds
e−
s
x√
s (1−mm′s) (1−ms)
≡ e−A2x 1√
x
SθΦ2,[1/2](x), (6.53)
where
B[Φ2,[1/2]](s) =
i
√
m√
pis (1−mm′s) (1−ms) . (6.54)
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It is now clear that the Borel transforms of the series associated with each critical point are
related to each other in a strikingly simple way,
B[Φi,[1/2]] (s) = ±B[Φj,[1/2]] (s− (Aj −Ai)) , i, j = 0, 1, 2, (6.55)
where the plus-sign occurs when j = 0. In words: on the Borel plane, and up to a sign107,
these Borel transforms are expressed by the exact same function, only shifted by the relative
action Aj − Ai. An immediate consequence of this relation is that, having access to, say, the
perturbative asymptotic series around the vacuum, one can then reconstruct the expansions
around all other nonperturbative sectors without much effort. Further recalling the expected
general relations between such Borel transforms, (3.34), we can proceed to read-off the values of
the Borel residues and then of the Stokes coefficients Sωij in (6.27)–(6.29). These numbers agree
with the ones obtained in (6.42). These very same values can also be obtained from a large-order
analysis of the asymptotic behaviour of the coefficients Z(i)n , to which we turn next.
6.3 Asymptotics and Large-Order Behaviour: Partition Function
Let us now turn to the analysis of the large-order behaviour of the partition-function coefficients
Z
(i)
n . For concreteness, let us start with the perturbative sector. Using the connection formula
for the hypergeometric function, one can write
Z(0)n (m) =
Γ (n+ 1)
pi
(
n+ 12
) {(m′)n+ 12 2F1(1
2
,
1
2
,
3
2
+ n
∣∣∣∣ m′)+ (−1)nmn+ 12 2F1(12 , 12 , 32 + n
∣∣∣∣ m)} .
(6.56)
This decomposition of the perturbative coefficients already hints that they must somehow relate
to nonperturbative content, since A1 = (m
′)−1 and A2 = −m−1. Of course such relations may
be made very precise via resurgence. But before we do that, let us proceed by expanding the
above hypergeometric functions in both m′ and m,
Z(0)n (m) '
Γ (n+ 1)
pi (2n+ 1)
{(
m′
)n+ 1
2
(
2 +
m′
2n+ 3
+
9 (m′)2
4 (2n+ 3) (2n+ 5)
+ · · ·
)
+ (6.57)
+(−1)nmn+ 12
(
2 +
m
2n+ 3
+
9 (m)2
4 (2n+ 3) (2n+ 5)
+ · · ·
)}
.
This expansion is valid for any n; in particular one can take the limit n 1 and reorganize the
several terms as
Z(0)n (m) '
(m′)n+
1
2 Γ (n)
pi
(
1− 1
2n
+
1
4n2
+ · · ·+ m
′
4n
− m
′
2n2
+ · · ·+ 9 (m
′)2
32n2
+ · · ·
)
+
+
(−1)nmn+ 12 Γ (n)
pi
(
1− 1
2n
+
1
4n2
+ · · ·+ m
4n
− m
2n2
+ · · ·+ 9m
2
32n2
+ · · ·
)
(6.58)
≈ (m
′)n Γ (n)
pi
(√
m′ −
√
m′
m′ − 2
4 (n− 1) +
√
m′
9 (m′)2 − 24m′ + 24
32 (n− 1) (n− 2) + · · ·
)
+
+
(−1)nmn Γ (n)
pi
(√
m−√m m− 2
4 (n− 1) +
√
m
9m2 − 24m+ 24
32 (n− 1) (n− 2) + · · ·
)
. (6.59)
107This sign is governed by the branch of the square-root one goes through when performing the shift.
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Interestingly enough, this form already is precisely the expected large-order behaviour for the
perturbative series, usually written as
Z(0)n (m) '
2
2pii
Γ (n)
An1
(
Z
(1)
0 +
A1
n− 1 Z
(1)
1 +
A21
(n− 1) (n− 2) Z
(1)
2 + · · ·
)
+
+
2
2pii
Γ (n)
An2
(
Z
(2)
0 +
A2
n− 1 Z
(2)
1 +
A22
(n− 1) (n− 2) Z
(2)
2 + · · ·
)
. (6.60)
The standard approach—which in fact allows for a determination of the large-order relations
associated to all (perturbative and nonperturbative) sectors—is to follow the same steps as in
subsection 2.3. From Cauchy’s theorem,
Φi(x) = − 1
2pii
∑
θ=0,pi
∫ eiθ∞
0
dw
DiscθΦi(w)
w − x , (6.61)
where the discontinuity is defined by (2.46) and the relevant Stokes automorphisms are given in
(6.35)–(6.38). For Φ0, it follows
+∞∑
n=0
Z(0)n x
n ' Sω01
2pii
∫ +∞
0
dw
1
w − x e
−A1
w
+∞∑
k=0
Z
(1)
k w
k +
Sω02
2pii
∫ −∞
0
dw
1
w − x e
−A2
w
+∞∑
k=0
Z
(2)
k w
k,
(6.62)
leading to
Z(0)n '
Sω01
2pii
Γ (n)
An1
+∞∑
k=0
Γ (n− k)
Γ (n)
Ak1 Z
(1)
k +
Sω02
2pii
Γ (n)
An2
+∞∑
k=0
Γ (n− k)
Γ (n)
Ak2 Z
(2)
k . (6.63)
This exactly matches (6.60), once the Stokes coefficients are identified as Sω01 = Sω02 = 2.
Let us take another look at (6.60) or (6.63). It is clear that the large-order coefficients in
the perturbative expansion are dominated at next-to-leading order by the nearest action to the
origin, which, depending on whether m < 1/2 or m > 1/2, is either A1 or A2. However, at
the special point where m = 1/2 = m′ both instanton actions will contribute symmetrically. In
particular, this will cause all the odd powers Z
(0)
2N+1 to vanish (which can already be seen directly
from (6.56)). This is a particular case of resonant behaviour, where A1 +A2 = 0.
The large-order behaviours of the series Φ1 and Φ2 can be determined in the exact same
way. Repeating such familiar procedure, the large-order growth of Φ1 is found to be
Z(1)n (m) '
Sω10
2pii
Γ (n)
(−A1)n
(
Z
(0)
0 +
−A1
n− 1 Z
(0)
1 +
(−A1)2
(n− 1) (n− 2) Z
(0)
2 + · · ·
)
+ (6.64)
+
Sω12 +
1
2Sω02Sω10
2pii
Γ (n)
(A2 −A1)n
(
Z
(2)
0 +
A2 −A1
n− 1 Z
(2)
1 +
(A2 −A1)2
(n− 1) (n− 2) Z
(2)
2 + · · ·
)
.
Recall that Sω10 = −2 and Sω12 + 12Sω02Sω10 = −2. Further recall that −A1 is actually the
relative action A0−A1, where A0 = 0 is the “perturbative action”. Both relative actions A0−A1
and A2 − A1 are negative, in which case Φ1 only has Borel singularities along the negative real
axis. Similarly, the large-order growth of Φ2 is
Z(2)n (m) '
Sω20
2pii
Γ (n)
(−A2)n
(
Z
(0)
0 +
−A2
n− 1 Z
(0)
1 +
(−A2)2
(n− 1) (n− 2) Z
(0)
2 + · · ·
)
+ (6.65)
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+
Sω21 +
1
2Sω01Sω20
2pii
Γ (n)
(A1 −A2)n
(
Z
(1)
0 +
A1 −A2
n− 1 Z
(1)
1 +
(A1 −A2)2
(n− 1) (n− 2) Z
(1)
2 + · · ·
)
.
Herein one should recall that Sω20 = −2 and Sω21 + 12Sω01Sω20 = −2. Further, and in contrast
to Φ1, the Borel singularities of Φ2 are now located along the positive real axis. In summary, we
have made it rather explicit how the large-order behaviour of each formal series Φi is controlled
by the relative actions with respect to the other critical points. The most dominant contribution
always comes from the nearest critical point j such that |Aj −Ai| is the smallest. Furthermore,
for x ∈ R+, if Aj > Ai then the contribution of the critical point j to the large-order growth of
i is non-alternating whereas for Aj < Ai it is alternating.
In linear examples we are fortunate to have closed-form expressions for the asymptotic-series
coefficients, from which one may analyze large-order behaviours without resorting to numerical
calculations. In most nonlinear examples, however, this is not the case and asymptotic-series
coefficients can only be computed recursively up to some fixed given order. Nevertheless, we
have learnt in section 2 how to fit the large-order behaviour predicted by resurgence to such
recursive (numerical) data; and in this way extract the values of the Stokes coefficients. In the
present (simple) linear scenario, figure 24 illustrates such fit. On the left image, we plot the
coefficients Z
(0)
n weighted by the growth factor 2piAn1/Γ (n), and show the convergence towards
the predicted value (6.60), given by −Sω01 iZ(1)0 = 2
√
1−m (where in the plot we set m = pi/8).
For our choice of m, the large-order growth is dominated by the critical point z∗1 since A1 < |A2|.
In order to numerically check the exponentially-suppressed contributions associated with A2 in
(6.60), we first need to resum the asymptotic large-order series108
χ0→1(n) '
+∞∑
k=0
Γ (n− k)
Γ (n)
Ak1 Z
(1)
k . (6.66)
With this result in hand one may then plot the weighted resummation
δZ(0)n ≡
(
Z(0)n
2piAn1
Γ (n)
− (−iSω01)S0BP100 [χ0→1(n)]
)(
A2
A1
)n
, (6.67)
which is done on the right-hand plot of figure 24 (and where BP100 [χ0→1(n)] is the resummed
Borel–Pade´ approximant associated to the series χ0→1(n)). We can very clearly see the conver-
gence towards the expected value, −Sω02 iZ(2)0 = 2
√
m.
6.4 First Steps Towards Nonlinear Resurgent Analysis
Having studied the linear problem associated with the partition function, let us turn to its closely
related nonlinear problem—in parallel with subsection 2.4—namely, the “elliptic free energy”.
Our motivation is dual. On the one hand this is a more intricate nonlinear problem than the one
addressed in section 2, and it will help the reader gain further insight into the general structure
of transseries with infinitely many instanton sectors; their asymptotics and their large-order
behaviour. But, on the other hand and more importantly, the present non-resonant set-up will
lay the ground to later address resonance within nonlinear problems which is the main goal of
the present section (to be addressed in the upcoming subsections 6.7 and on).
108See subsection 2.6 for definitions and a thorough introduction to this whole procedure.
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Figure 24. Numerical plots of the asymptotic large-order growth of the perturbative series coefficients,
Z
(0)
n (left), and its subleading exponentially-suppressed growth (right), as predicted by (6.60) (with m =
pi/8 in the plots). On the left we plot the coefficients Z
(0)
n weighted by their growth factor (in red), together
with the corresponding fifth Richardson transform (in blue). The sequence is seen to converge to the
predicted value −Sω01 iZ(1)0 = 2
√
1−m (in purple). On the right we plot the weighted resummation (6.67)
(in red), the corresponding fifth Richardson transform (in blue), and the predicted value of convergence,
−Sω02 iZ(2)0 = 2
√
m (in purple). The errors associated with this numerical calculation are ∼ O(10−13).
The elliptic-potential free energy, F = logZ, satisfies a nonlinear third-order ODE (compare
with the quartic-potential example back in (2.53)),
4mm′x4
(
F ′′′(x) + 3F ′(x)F ′′(x) +
(
F ′(x)
)3)− 4x2 (m−m′ − 6mm′x) (F ′′(x) + (F ′(x))2)−
− (4 + 8 (m−m′)x− 27mm′x2)F ′(x)− (m−m′ − 3mm′x) = 0. (6.68)
Due to the nonlinearity of this equation, there will be infinitely many instanton sectors in the re-
sulting transseries. Before diving into these nonperturbative sectors let us address the asymptotic
perturbative solution, with standard ansatz
F (x) ' xβ
+∞∑
k=0
F
(0)
k x
k. (6.69)
Plugging this perturbative ansatz into (6.68) yields a recursion relation109 for the perturbative
coefficients F
(0)
k . The reader may check that this leads to an asymptotic series whose Borel
transform has singularities along the real axis. Without surprise, these singularities are branch
points, located at A1 = 1/(1−m) and A2 = −1/m. This is depicted in the left plot of figure 25,
where we used a symmetric N = 60 Pade´ approximant (recall (2.170)) for the Borel transform
of F (x) ≡ Φ(0,0)(x). The sequence of poles which accumulate at A1 ≈ 1.65 and A2 ≈ −2.55
reflects the underlying singularities of the Borel transform which are closest to the origin (we
chose m = pi/8 in the plots). The fact that there are two distinct branch points implies the
existence of at least two separate instanton sectors, with actions A1 and A2. Indeed, considering
a slightly more general ansatz for the solution of (6.68), of the form (recall (2.57))
F (x) ' e− `Ax x`β
+∞∑
n=0
F (`)n x
n, (6.70)
109This recursion relation can be found in appendix D, by simply setting n = (n1, n2) = 0 in the general recursion.
– 117 –
-4 -2 0 2 4-1.0
-0.5
0.0
0.5
1.0
����� �� ����[Φ(���)]
-4 -2 0 2 4-1.0
-0.5
0.0
0.5
1.0
����� �� ����[Φ(���)]
Figure 25. Poles of the (diagonal) order-60 Pade´ approximants for the Borel transforms of perturbative
(BP60[Φ(0,0)]; left image) and (0, 1)-instanton (BP60[Φ(0,1)]; right image) sectors in the free energy of the
elliptic potential, with the asymptotic series truncated at N = 120. The poles (shown in blue) are all on
the positive real line, condensing into branch-cuts which start at either A1 = 1/(1−m) and A2 = −1/m
(instanton actions shown in red). In these plots we have set m = pi/8.
one easily finds that a solution exists only if either A = 0, A = 1/m′, or A = −1/m, and β = 0.
The existence of these three sectors—apparently one perturbative and two nonperturbative—is
expected given that the free energy satisfies a third-order ODE, and at first one might expect
that the general solution is a two-parameter transseries (i.e., one per nonperturbative sector).
However, and in the exact same fashion as it happened for the quartic-potential starting in (2.93)
through (2.98), this is not the full story: the above A = 0 sector is not quite the perturbative
sector. In other words, in addition to the nonperturbative sectors associated with the non-
zero instanton actions A1 and A2, there is one extra sector whose “action” vanishes, but which
is distinct from the perturbative sector. Furthermore, there are no perturbative fluctuations
associated with this sector; it is merely a constant. Of course that the reader is already familiar
with this phenomenon, given the experience acquired in section 2 and comparing (6.68) back
to (2.53). Also now, the existence of such a non-asymptotic, or “silent” sector—henceforth
denoted by Φ˜(0,0)—is associated with the fact that the third-order ODE (6.68) only depends on
derivatives of the free energy, and hence it can be trivially integrated into a second -order ODE by
a redefinition F(x) ≡ F ′(x). In this way, this new sector can then be identified with the integration
constant of the redefinition. Consequently, one effectively has a “two-and-a-half” transseries: a
three-parameter transseries where one of the sectors, Φ˜(0,0) associated to the “instanton action”
A = 0, is not asymptotic and essentially decouples from the asymptotic sectors associated to the
non-zero instanton actions A1 and A2 (which themselves give rise to a bona fide two-parameter
transseries). Labelling these two truly nonperturbative sectors as Φ(0,n1,n2) and denoting the
constant sector by Φ(1,0,0) ≡ Φ˜(0,0), this structure leads to the transseries ansatz
F (x, σ0, σ1, σ2) = σ0 Φ(1,0,0) +
+∞∑
n1=0
+∞∑
n2=0
σn11 σ
n2
2 e
−n1 A1+n2 A2
x Φ(0,n1,n2)(x), (6.71)
where
Φ(0,n1,n2)(x) '
+∞∑
k=0
F
(n1,n2)
k x
k. (6.72)
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Note how this structure is completely analogous to the free energy of the quartic potential
discussed in section 2. Because of the simple form of the “third” transseries sector (i.e., the one
related to the transseries parameter σ0), one is led to further denote Φ(0,n1,n2)(x) ≡ Φ(n1,n2)(x),
and finally rewrite the full transseries for the free energy as
F (x, σ0,σ) = σ0 Φ˜(0,0) +
∑
n∈N20
σn e−
n·A
x Φn(x). (6.73)
We follow the multi-dimensional110 notation of section 5, defining vectors A = (A1, A2), σ =
(σ1, σ2) and n = (n1, n2), and products σ
n = σn11 σ
n2
2 and n ·A = n1A1 + n2A2.
Plugging the final transseries ansatz (6.73) into the free-energy ODE (6.68) leads to recursion
relations for all asymptotic coefficients F
(n1,n2)
k (as usual, by simply keeping track of equal powers
of e−
n·A
x and of xk). Even though these recursion relations are relatively straightforward to
obtain, they are rather lengthy and not particularly illuminating—as such, we have included
them in appendix D rather than presenting them explicitly in the main body of the text. Note,
however, that all the coefficients F
(n)
k ≡ F (n)k (m) are polynomials in the modular parameter m.
The next step to address concerns resurgence relations in-between different sectors Φn. This
is best done starting with the pictorial language of alien lattices introduced in section 5. With the
experience accumulated throughout section 2, where we were dealing with a “1.5 dimensional”
alien chain as in figure 11, it is clear from (6.73) that we are now dealing with a “2.5 dimensional”
alien lattice which should similarly extend figure 17. One can then start by identifying each sector
Φn with a lattice node labeled by the two-dimensional lattice vector n = (n1, n2). The extra
“half dimension” follows as an additional lattice-site which corresponds to the constant Φ˜(0,0)
sector. Having this comparison between “1.5” and “2.5” transseries in mind—and recalling how
in the “1.5” case the structure of Borel singularities (2.99) was a straightforward extension of
(2.63)—, uncovering the local structure of Borel singularities in the “2.5” case should be equally
straightforward. In parallel with (2.99), we expect only mild changes to (5.20) and find111
B[Φn](s+ ` ·A) =
(
Sn→n+` × B[Φn+`](s) + δn+` Sn→0˜ × B[Φ˜(0,0)](s)
) log s
2pii
, ` 6= 0. (6.74)
Moving towards the usual alien-derivative algebraic level of abstraction should by now also
be quite straightforward, and the process is essentially the same which led to (5.21) and (5.25).
The resurgence relations associated to (6.74) are thus given by
∆`·AΦn = S` · (n+ `) Φn+` + δn+` S(0)` Φ˜(0,0). (6.75)
Let us make a couple of remarks about this equation. By definition, ∆`·AΦn = 0 whenever any
component is `i < −ni (since Φm vanishes whenever one mj is negative). Further, ∆`·AΦ˜(0,0) = 0
for any `, as the sector Φ˜(0,0) is not asymptotic. The Stokes vectors in (6.75) are two-dimensional,
S` = (S
(1)
` , S
(2)
` ), but—as thoroughly discussed in section 5—many of their coefficients are zero.
In particular, writing ` = (`1, `2),
S
(i)
0 = 0, for i = 0, 1, 2, (6.76)
110Recall from section 5 that the sum over n ∈ N20 corresponds to summing over n1 ≥ 0 and n2 ≥ 0.
111Recall that Φ˜(0,0) is a constant and Borel transforms are not defined for constant terms. This caveat is not a
big problem: one simply needs to define them as an identity on the Borel plane in order to conduct calculations.
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S
(0)
` = 0, if any `i > 0, (6.77)
S
(1)
` = 0, if `1 > 1 or `2 > 0, (6.78)
S
(2)
` = 0, if `1 > 0 or `2 > 1. (6.79)
This is a simple generalization112 from the two-parameter case encoded in (5.24) or (5.25) and
illustrated in figure 17. Of course that once again the Stokes vectors appearing in the resurgence
relations (6.75) are directly related to the Borel residues appearing in the Borel transforms (6.74).
This occurs in the exact same manner as was explained in section 5. The extra residue, Sn→0˜,
simply appears due to the existence of the extra (non-asymptotic) sector Φ˜(0,0).
The “2.5d” alien lattice where the alien derivative (6.75) induces different motions is illus-
trated in figure 26 (in particular, it describes the action of ∆`·A on the same (3, 2)-sector of
figure 17). The range of (single step) depicted motions follows directly from the discussion in
section 5. In particular, strictly-forward motions can only occur in unit jumps, (1, 0) or (0, 1),
implying that the only non-vanishing alien-derivative actions along these directions arise from
either ∆A1 or ∆A2 . This translates into the above vanishing of Stokes coefficients, i.e., S
(i)
` = 0
for any `1 > 0 and `2 > 0 except for S
(1)
(1,0) and S
(2)
(0,1). These two elementary forward motions are
depicted in figure 26 with weights wA1 and wA2 . Cases where ` only has non-positive coefficients
characterize strictly-backward motions: these are the links which connect Φ(3,2) to any sector to
the left and/or below it, e.g., the link in lighter red connecting to the sector Φ(2,0) with weight
w−A1−2A2 . Finally, if one of the components of ` is negative and the other one positive (equal
to 1), we find mixed forward/backward motions. An example of such a mixed motion is the link
in orange connecting to sector Φ(4,0), with weight wA1−2A2 . The present lattice is the natural
extension of the “1.5d” alien chain, associated to the free energy of the quartic potential and
illustrated in figure 11, into the realm of 2d alien lattices illustrated in figure 17. One final and
important point to have in mind is the following: in this example, the lattice notion of forward
directions does not correlate to singularities along the positive real axis on the Borel plane. In
fact, because A1 > 0 and A2 < 0, the projection map (5.19) is such that, say, the lattice “for-
ward” direction connecting Φ(3,2) to Φ(4,2) does fall on the positive real axis, while, say, the lattice
“forward” direction connecting Φ(3,2) to Φ(3,3) instead falls on the negative real axis.
The “statistical mechanical” language of section 2, with its multi-dimensional generalization
of section 5, obviously still holds. The weight w associated to a step S is defined as in (5.26).
For a step connecting lattice sites n and n+ `, one has the familiar
w (S (n→ n+ `)) = (n+ `) · S`, (6.82)
112As usual, these results may be derived rather than just motivated by starting-off with the bridge equations, and
we included such technical alien-calculus results in appendix A. For the reader who rather stay mid-way between
motivation and derivation, let us just flash the argument. At the level of the full transseries (6.73), the bridge
equations of this problem have the form
e−
`·A
x ∆`·AF (x, σ0,σ) =
2∑
i=0
S
(i)
` (σ0,σ)
∂F
∂σi
(x, σ0,σ) , (6.80)
where, via the arguments of degree and homogeneity of appendix A (also addressed in section 5), the proportionality
Stokes coefficients must be monomials of the form (and with a slight abuse of notation)
S
(0)
` (σ0,σ) ≡ S(0)` σ−`11 σ−`22 , S(1)` (σ0,σ) ≡ S(1)` σ1−`11 σ−`22 , S(2)` (σ0,σ) ≡ S(2)` σ−`11 σ1−`22 . (6.81)
The allowed values of ` are then such that the bridge equations are regular in σ (which is our result above).
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...
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... . .
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w−3A1+A2y
w−2A1+A2y
w−A1+A2y
wA1−2A2←−
wA1−A2←−
w−3A1
wA2
wA1
w−2A2
w−A1−2A2
w−3A1−A2
w−2A1−2A2
w−A2
w−A1
w−2A1
w−2A1−A2
w−A1−A2
w−3A1−2A2
Figure 26. The “2.5d” alien lattice: a pictorial representation of the action of the alien derivative upon
the (3, 2)-sector (compare with figure 17). Different single arrows correspond to different single steps,
where the weight of each step is dictated by the right-hand-side of the resurgence relations (6.75). This
weight is written next to the corresponding arrow, and is given in terms of Stokes vectors as explained in
the main text. The solid and dashed lines represent steps with ` ·A > 0 and ` ·A < 0, respectively, for the
choice m = pi/8 (and which will later correspondingly appear in the discontinuities along θ = 0 and θ = pi,
respectively). Different colors represent different magnitudes |` ·A| which dictate exponential dominance.
The steps shown are all the single steps which are allowed starting at the Φ(3,2) lattice-site (and where
paths can then be constructed with different middle nodes, and corresponding products of weights).
where this expression holds as long as Φn+` 6= Φ˜(0,0). In the special case where a step links some
sector Φn to the sector Φ˜(0,0), which will be denoted by S˜ (n→ 0), the corresponding weight is
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given by
w
(S˜ (n→ 0) ) = S(0)−n. (6.83)
These weights are shown in figure 26, where the departing node is n = (3, 2), and where we use
the standard notation introduced for figure 17, i.e., w (S (n→ n+ `))) ≡ w`1A1+`2A2 .
Equipped with a geometric picture and an associated “statistical mechanical” language, we
may now turn to the standard discussion of Stokes discontinuities. Since there is one positive-real
(A1) and one negative-real (A2) instanton actions, the projection map (5.19) implies that the
expected singularities on the Borel plane are along θ = 0 and θ = pi. These lead to discontinuities
which may be determined from (2.34)—and which in the multi-dimensional case this can lead to
more explicit equations, such as (5.60) or (5.62)—and (2.46),
Disc0Φn = Φn −S0Φn =
1− exp
∑
`∈L+
e−
`·A
x ∆`·A
Φn, (6.84)
DiscpiΦn = Φn −SpiΦn =
1− exp
∑
`∈L−
e−
`·A
x ∆`·A
Φn, (6.85)
where L+ =
{
` ∈ Z2 | ` ·A > 0} and L− = {` ∈ Z2 | ` ·A < 0} (of course that many of the
lattice vectors chosen in this way lead to vanishing alien derivatives due to the constraints on
the Stokes vectors, but, as long as the reader has this in mind, for the moment it is simpler to
label the discontinuities in this way). With all this in hand, computing the discontinuities follows
the same procedure we already used several times in these lectures, since back in subsection 2.4.
Let us quickly run through it as it applies to the present example. The “statistical mechanical”
algorithmic procedure directly follows from a simple expansion of the above exponentials and
subsequent use of the resurgence relations (6.75). It leads to a sum over all allowed paths P,
defined in (2.82), that connect a given fixed node Φn to all possible other nodes {Φm} such
that (m− n) · A is positive (negative) for Disc0 (Discpi). Each such path P is made out of
steps Si, defined in (2.80), where each step corresponds to a lattice shift `i (with `i ·A > 0 for
Disc0, and `i · A < 0 for Discpi) such that the set of these shifts builds113 the corresponding
path, i.e.,
∑
i `i = m− n. The length of a path, `(P), is then naturally defined as the number
of its constituent steps, as in (2.83). In the aforementioned sum over all allowed paths, each
contribution corresponds to the weight of each path, as defined in (2.84),
w(P) =
`(P)∏
i=1
w(Si), (6.86)
and where the weights of each individual step were defined above; see (6.82) and (6.83). This
sum over all allowed paths is further weighted by adequate combinatorial factors; recall (2.85)
CF(P) = 1
(`(P))! . (6.87)
This is a straightforward generalization of the analogous procedure discussed in section 5.
113Each step links different intermediate nodes between n and m. For example, consider a path contributing to
the discontinuity along θ = 0, divided into 3 steps Si, i = 1, 2, 3, and where step S1 connects n→ n+ `1, step S2
connects n+ `1 → n+ `1 + `2, and finally step S3 connects n+ `1 + `2 →m. As such, m− n = ∑3i=1 `i.
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As concrete examples, let us now explicitly work out the Disc0 and Discpi discontinuities for
a couple of sectors. Our first example is the perturbative (0, 0) sector. Located at the boundary
of the semi-positive transseries grid, any lattice motion which originates from this sector has to
move forward. Therefore the only term that contributes to the sum inside the exponential in
(6.84), for the θ = 0 discontinuity, is ∆`·A with ` = e1 ≡ (1, 0). Expanding this exponential and
using (6.75) one obtains
Disc0Φ(0,0) = −
+∞∑
n=1
(
S
(1)
e1
)n
e−
nA1
x Φ(n,0). (6.88)
Similarly, for the θ = pi discontinuity the only contributing term comes from ` = e2 ≡ (0, 1),
which leads to
DiscpiΦ(0,0) = −
+∞∑
n=1
(
S
(2)
e2
)n
e
n|A2|
x Φ(0,n). (6.89)
A slightly more complicated example is, e.g., the sector Φ(0,1). In this case, and in addition
to the standard forward motions, it is also possible to move strictly backwards to Φ˜(0,0). Taking
m = pi/8, the θ = 0 discontinuity will then include contributions such as ` = (0,−1) = −e2
and114 ` = (−1,−1) = −e1 − e2. Expanding the exponential in (6.84) and using (6.75) leads to
Disc0Φ(0,1) = −
(
S
(0)
−e2 +
1
2
S
(1)
e1 S
(0)
−e1−e2
)
e−
|A2|
x Φ˜(0,0) − S(1)e1−e2 e−
A1+|A2|
x Φ(1,0) − (6.90)
−S(1)e1 e−
A1
x Φ(1,1) −
(
S
(1)
e1
)2
e−
2A1
x Φ(2,1) −
1
2!
(
S
(1)
e1
)3
e−
3A1
x Φ(3,1) − · · ·
= S(0,1)→0˜ e
− |A2|
x Φ˜(0,0) + S(0,1)→(1,0) e−
A1+|A2|
x Φ(1,0) + (6.91)
+S(0,1)→(1,1) e−
A1
x Φ(1,1) + S(0,1)→(2,1) e−
2A1
x Φ(2,1) + S(0,1)→(3,1) e−
3A1
x Φ(3,1) + · · · .
As usual, in the above expression we show the discontinuity written both in terms of Stokes
coefficients as well as Borel residues. As for the discontinuity at θ = pi, a similar exercise yields
DiscpiΦ(0,1) = −2S(2)e2 e
|A2|
x Φ(0,2) − 3
(
S
(2)
e2
)2
e
2|A2|
x Φ(0,3) − 4
(
S
(2)
e2
)3
e
3|A2|
x Φ(0,4) − · · · (6.92)
= S(0,1)→(0,2) e
|A2|
x Φ(0,2) + S(0,1)→(0,3) e
2|A2|
x Φ(0,3) + S(0,1)→(0,4) e
3|A2|
x Φ(0,4) + · · · .
As one final example let us consider the sector Φ(3,2), which was the sector used to illustrate
figure 26 (recall, depicted in the case where m = pi/8). The discontinuity at θ = 0 will involve
lattice sites labeled by (3, 2) + `, with ` · A > 0 (further recall how steps between the (3, 2)
node and these sites were plotted with solid lines back in figure 26). The factor e−
`·A
x in (6.84)
determines the exponential magnitude of the contributions from different sectors, and different
magnitudes were represented by different colors in figure 26. The smaller ` · A is, the more
dominant (i.e., less exponentially suppressed) the contribution of the sector Φ(3,2)+` will be (of
course, provided it remains (3, 2) + ` ≥ 0, since otherwise ∆`·AΦ(3,2) = 0). The smallest such
114If we choose a value m < 1/2, then one has A1 + A2 = (2m − 1)/(m −m2) < 0—which is the case for our
numerical demonstrations below. But when m > 1/2, the ` = (−1,−1) term would show up in the discontinuity
along θ = pi instead of the one along θ = 0, since then ` ·A < 0 for m > 1/2.
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value is simply reached when ` = −(3, 2). Always assuming m = pi/8, the ordering of dominances
then goes as ` ∈ {(−3,−2), (−1,−1), (1, 0), (−2,−2), · · · }, and the Disc0 discontinuity is
Disc0 Φ(3,2) = −SF((3,2)→0˜) e
3A1+2A2
x Φ˜(0,0) − SF((3,2)→(2,1)) e
A1+A2
x Φ(2,1) −
−SF((3,2)→(4,2)) e−
A1
x Φ(4,2) − SF((3,2)→(1,0)) e
2A1+2A2
x Φ(1,0) − · · · . (6.93)
The statistical factors SF(n→m) appearing in (6.93) are just the Borel residues Sn→m = −SF(n→m).
As thoroughly discussed, they are combinations of Stokes coefficients S
(i)
` which arise from all the
different ways of decomposing the motion (3, 2)→ (3, 2) + ` in different paths, i.e., different col-
lections of steps115 ` =
∑
i `i, with `i ·A > 0. In other words, there are different ways to go from
Φ(3,2) to any other fixed sector of figure 26. For instance, consider the contribution associated
to connecting Φ(3,2) → Φ(4,1). There are three possible paths, with weights and combinatorial
factors given by (6.86) and (6.87) (and where the step-weights are (6.82) and (6.83)):
• The first path, P1, consists of a single step connecting the two nodes directly, with path-
length ` = 1, combinatorial factor CF = 11! , and weight w = wA1−A2 = 4S
(1)
e1−e2 + S
(2)
e1−e2 ;
• The second path, P2, consists of two steps, S ((3, 2)→ (3, 1)) followed by S ((3, 1)→ (4, 1)),
with path-length ` = 2, combinatorial factor CF = 12! , and path-weight
w(P2) = w
(
S ((3, 2)→ (3, 1))
)
w
(
S ((3, 1)→ (4, 1))
)
=
(
3S
(1)
−e2 + S
(2)
−e2
)(
4S
(1)
e1 + S
(2)
e1
)
;
(6.94)
• The final path, P3, also consists of two steps, which are now S ((3, 2)→ (4, 2)) followed by
S ((4, 2)→ (4, 1)), with path-length ` = 2, combinatorial factor CF = 12! , and path-weight
w(P3) = w
(
S ((3, 2)→ (4, 2))
)
w
(
S ((4, 2)→ (4, 1))
)
=
(
4S
(1)
e1 + 2S
(2)
e1
)(
4S
(1)
−e2 + S
(2)
−e2
)
.
(6.95)
The statistical factor SF((3,2)→(4,1)) will then be
SF((3,2)→(4,1)) =
3∑
i=1
CF(Pi)w(Pi). (6.96)
Similarly, the discontinuity at θ = pi involves lattice sites labeled by (3, 2) + `, now with
` · A < 0 (and whose steps were plotted with dashed lines back in figure 26). This time
around, the exponential magnitude of the different contributions will be ordered starting with
smaller |` ·A|, so as to correspond to successively more dominant (i.e., more exponentially
enhanced) contributions, and such difference of magnitudes was again represented by differ-
ent colors in figure 26. Always assuming m = pi/8, this ordering of dominances goes as ` ∈
{(−2,−1), (−1, 0), (−3,−1), (0, 1), · · · }. Repeating the same exercise as above now leads to
Discpi Φ(3,2) = −SF((3,2)→(1,1)) e
2A1+A2
x Φ(1,1) − SF((3,2)→(2,2)) e
A1
x Φ(2,2) −
−SF((3,2)→(0,1)) e
3A1+A2
x Φ(0,1) − SF((3,2)→(3,3)) e
|A2|
x Φ(3,3) − · · · , (6.97)
115Arising from the expansion of the exponentials in (6.84) or (6.85), and applying · · ·∆`2·A∆`1·A to Φn.
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where once again the statistical factors are identified with the Borel residues, Sn→m = −SF(n→m),
and are given by the combinations of Stokes coefficients which arise as a result of decomposing
each contribution labeled by ` into all different ways (different paths) ` =
∑
i `i (now with
`i ·A < 0), and then applying the associated alien derivatives to Φn.
Just like what happened throughout section 2, when dealing with the quartic-potential free
energy, the results derived in the present subsection will now also allow us to perform very
accurate numerical checks in upcoming subsections. These checks will verify that the transseries
solution we are considering is indeed the complete solution to the nonlinear problem of the
elliptic-potential free energy. But, akin to what we did back in subsection 2.5, before proceeding
towards these large-order checks we shall first focus our attention on actually determining the
Stokes coefficients of the elliptic free energy—via a direct comparison with the ones already
determined for the partition function—and this is what we shall turn to next.
6.5 Stokes Constants of Partition Function versus Free Energy
Given that the free-energy nonlinear problem may actually be derived from the partition-function
linear problem (i.e., the one for which we do know Stokes coefficients), then the Stokes coefficients
for the nonlinear problem should be explicitly computable simply by formally expanding F =
logZ (this is exactly the same strategy as the one used in subsection 2.5). In order to do this,
start by rewriting the transseries for the partition function (6.24) as
Z(x, σ0, σ1, σ2) = σ0 Φ0(x)
(
1 + ζ1 e
−A1
x
Φ1(x)
Φ0(x)
+ ζ2 e
−A2
x
Φ2(x)
Φ0(x)
)
, (6.98)
where we have introduced ζi ≡ σiσ0 , i = 1, 2. Next, as the free energy is the logarithm of the
partition function, we determine it as the formal expansion of the function log(1 + z). It follows:
F(x, σ0, σ1, σ2) = log σ0 + log Φ0 +
+∞∑
n1=0
+∞∑
n2=0
(1− δn1,0δn2,0) ζn11 ζn22 e−
n1A1+n2A2
x F (n1,n2)(x),
(6.99)
where the free-energy nonperturbative sectors F (n1,n2) may be written in terms of the original
sectors in the partition function as
F (n1,n2) := (−1)n1+n2+1 (n1 + n2 − 1)!
n1!n2!
(
Φ1
Φ0
)n1 (Φ2
Φ0
)n2
. (6.100)
On the other hand, from the discussions in the previous subsection, we know that the free energy
will be given by a three-parameter116 transseries, namely,
F (x, τ ) =
∑
n∈N30
τn e−
n·A
x Φn(x). (6.101)
Here we used the notation introduced in section 5, in particular defined117 τ = (τ0, τ1, τ2),
n = (n0, n1, n2) and A = (0, A1, A2); and the free-energy nonperturbative sectors Φn may be
116We have renamed the transseries parameters of the free energy as τi, in order to avoid confusion with the
transseries parameters of the partition function σi.
117Note that, for the purposes of this subsection, we are using three-dimensional vectors within a three-parameter
transseries, although we already know that τ0 is associated to a single (non-asymptotic) sector.
– 125 –
directly read from (6.71) and (6.72). Comparing this expression for the free energy with the
previous one, (6.99), which follows directly from the partition function, we immediately identify
τ0 = log σ0, τi =
σi
σ0
, i = 1, 2, (6.102)
Φ(0,0,0) = log Φ0, (6.103)
Φ(0,n1,n2) = F
(n1,n2), (6.104)
Φ(1,0,0) = 1, (6.105)
Φ(n1,n2,n3) = 0, if n1 > 1 ∨ (n1 = 1 ∧ (n2, n3) 6= (0, 0)) . (6.106)
In particular, this identification is now validating our “2.5”-parameter transseries ansatz in (6.73).
Following subsection 2.5, let us next see if we can make similar identifications at the level of
resurgence relations and, eventually, at the level of Stokes data. In particular, let us follow the
discussion at the very end of subsection 2.5, where we were able to relate the Stokes coefficients of
the partition function to those of the free energy via a direct comparison of Stokes automorphisms.
Recall that the main idea behind that discussion was to use the fact that ∆ω is a derivation, in
order to then show how the Stokes automorphisms for the free energy have to be the exact same
operators as those acting at the level of the partition function, once the identifications (6.102)
between transseries parameters are taken into account. For the partition function, the Stokes
coefficients118 were already determined in (6.42); recall
SZω01 = 2, S
Z
ω10 = −2, SZω02 = 2, SZω20 = −2, SZω12 = 0 = SZω21 . (6.107)
With these coefficients, one may completely determine the Stokes automorphisms (6.33) and
(6.34), and subsequently the Stokes transitions for the partition function, (6.39) and (6.40). But
in order to carry through our present goal, one must first rewrite all these expressions with a
slightly different flavor (albeit one we have already seen back in subsection 2.5).
Starting along θ = 0, one easily finds119
S0Z(x, σ0, σ1, σ2) = exp
(
e−
ω01
x ∆ω01 + e
−ω21
x ∆ω21 + e
−ω20
x ∆ω20
)
Z(x, σ0, σ1, σ2) =
= Z
(
x, σ0 + S
Z
ω20σ2, σ1 + S
Z
ω01σ0 +
(
SZω21 +
1
2
SZω01S
Z
ω20
)
σ2, σ2
)
=
≡ exp
{
SZω20σ2
∂
∂σ0
+
(
SZω01σ0 + S
Z
ω21σ2
) ∂
∂σ1
}
Z(x, σ0, σ1, σ2). (6.108)
If one now uses the relations (6.102), between partition-function and free-energy transseries
parameters, the above differential-representation of the Stokes automorphism may be rewritten
for the τi variables rather than the σi variables. Using
σ2
∂
∂σ0
= τ2
(
∂
∂τ0
− τ1 ∂
∂τ1
− τ2 ∂
∂τ2
)
, (6.109)
118Akin to subsection 2.5, also in this subsection we shall label Stokes coefficients associated with the partition
function with a superscript Z, while those associated with the free energy will be labeled with a superscript F .
119The last line can be simply checked by expanding the exponential and applying the required derivatives. In
this process, it is interesting to note how the alien derivatives (acting upon asymptotic series) from the first line
ended up being translated into regular derivatives (now acting upon transseries parameters) in the last line. As
repeated many times before, this is the essence of the bridge equations, which is now being made explicit: to
establish a “bridge” between alien and ordinary calculus—see appendix A for further details.
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σ0
∂
∂σ1
=
∂
∂τ1
, (6.110)
σ2
∂
∂σ1
= τ2
∂
∂τ1
, (6.111)
it immediately follows
S0 = exp
{
SZω20 τ2
∂
∂τ0
+
(
SZω01 + S
Z
ω21 τ2 − SZω20 τ1τ2
) ∂
∂τ1
− SZω20 τ22
∂
∂τ2
}
. (6.112)
When acting upon the free energy, this operator must exactly match the one we already computed
when addressing the θ = 0 discontinuity, i.e., (6.112) must exactly match the Stokes automor-
phism in (6.84). In other words, the (differential operator) argument of the above exponential
must equal
∑
` e
− `·A
x ∆`·A for ` ·A > 0. This simple relation between the Stokes automorphisms
of linear and nonlinear problems essentially stems from the fact that the free energy ends up in-
heriting the Borel singularities of the partition function, as explained in detail in subsection 2.5.
Now, to match (6.112) and (6.84) we need to dig further into the bridge equations, relating alien
to regular calculus. In the present case it can be shown that they imply120
e−
`·A
x ∆`·A = S
F (0)
` τ
−`1
1 τ
−`2
2
∂
∂τ0
+ S
F (1)
` τ
1−`1
1 τ
−`2
2
∂
∂τ1
+ S
F (2)
` τ
−`1
1 τ
1−`2
2
∂
∂τ2
, (6.113)
where ` = (`1, `2) satisfies ` ·A > 0. Comparing (6.113) with the argument of the exponential
in (6.112) results in that only three steps, namely ` = (1, 0), ` = (1,−1), and ` = (0,−1),
respectively related to ω01, ω21, and ω20, contribute to the Stokes automorphism. Further, this
immediately leads to the Stokes identifications:
S
F (1)
(1,0) = S
Z
ω01 ( = 2 ), (6.114)
S
F (1)
(1,−1) = S
Z
ω21 ( = 0 ), (6.115)
S
F (0)
(0,−1) = S
Z
ω20 ( = −2 ), (6.116)
S
F (1)
(0,−1) = −SZω20 ( = 2 ), (6.117)
S
F (2)
(0,−1) = −SZω20 ( = 2 ); (6.118)
all other coefficients vanishing.
The exact same procedure may be applied along θ = pi, where one now simply starts from
(6.34) rather than (6.33). In this case, the Stokes transition (6.40) implies
SpiZ(x, σ0, σ1, σ2) = exp
(
e−
ω02
x ∆ω02 + e
−ω10
x ∆ω10 + e
−ω12
x ∆ω12
)
Z(x, σ0, σ1, σ2) =
= Z
(
x, σ0 + S
Z
ω10σ1, σ1, σ2 + S
Z
ω02σ0 +
(
SZω12 +
1
2
SZω02S
Z
ω10
)
σ1
)
=
≡ exp
{
SZω10σ1
∂
∂σ0
+
(
SZω02σ0 + S
Z
ω12σ1
) ∂
∂σ2
}
Z(x, σ0, σ1, σ2). (6.119)
120This is basically the content of footnote 112—or else we refer the reader to the discussion in appendix A.
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Using
σ1
∂
∂σ0
= τ1
(
∂
∂τ0
− τ1 ∂
∂τ1
− τ2 ∂
∂τ2
)
, (6.120)
σ0
∂
∂σ2
=
∂
∂τ2
, (6.121)
σ1
∂
∂σ2
= τ1
∂
∂τ2
, (6.122)
it immediately follows
Spi = exp
{
SZω10 τ1
∂
∂τ0
− SZω10 τ21
∂
∂τ1
+
(
SZω02 − SZω10 τ1τ2 − SZω12 τ1
) ∂
∂τ2
}
. (6.123)
Comparing the (differential operator) argument of the exponential in (6.123) above with (6.113)
(where now ` = (`1, `2) satisfies ` ·A < 0), results in that only three steps, namely ` = (0, 1),
` = (−1, 0), and ` = (−1, 1), respectively related to ω02, ω10, and ω12, contribute to the Stokes
automorphism. Further, this immediately leads to the Stokes identifications:
S
F (2)
(0,1) = S
Z
ω02 ( = 2 ), (6.124)
S
F (2)
(−1,1) = −SZω12 ( = 0 ), (6.125)
S
F (0)
(−1,0) = S
Z
ω10 ( = −2 ), (6.126)
S
F (1)
(−1,0) = −SZω10 ( = 2 ), (6.127)
S
F (2)
(−1,0) = −SZω10 ( = 2 ); (6.128)
all other coefficients vanishing.
6.6 Asymptotics and Large-Order Behaviour: Free Energy
Having arrived at this point, it is immediate to acknowledge our construction of a transseries
solution for the elliptic-potential free energy, as well as the computation of its complete set of
Stokes data. This means we can access (at least in principle, and recursively) all the free-energy
(multi) instanton nonperturbative sectors, as well as explicitly write down the associated Stokes
discontinuities for all these sectors. However, some assumptions were made along the way, and
short of a rigorous proof that we have achieved the correct and complete solution, the next-
best thing to do (and in complete analogy with the procedure of section 2; in particular of
subsection 2.6) is to test our constructions via resurgent large-order (numerical) analyses.
These upcoming tests (which will completely vindicate our constructions and calculations),
will follow very closely what was done in subsection 2.6 for the quartic free-energy, and to where
we refer the reader if in need of a reminder on numerical methods and techniques. Without
further ado, first note that—similarly to the case of the quartic potential—also in the current
example the constant part of the transseries (6.73), F
(0,0)
0 + σ0 Φ˜(0,0), is an integration constant
which does not get fixed by the recursion relations (and does not change the numerical analyses
performed below). Of course it is fixed by a choice of initial conditions, corresponding to some
particular solution of the ODE (6.68). It may also be fixed upon comparison of free-energy against
partition-function; i.e., taking (6.103) and (6.105) into account it is natural to set F
(0,0)
0 = 0 and
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Φ˜(0,0) = 1. But this is not all: as (6.68) is a third-order ODE, there will still be two other
coefficients which need to be fixed from initial conditions, namely, F
(1,0)
0 and F
(0,1)
0 . Comparing
again with the partition function, this time via (6.104), we easily find121
F
(1,0)
0 =
Z
(1)
0
Z
(0)
0
= i
√
1−m, F (0,1)0 =
Z
(2)
0
Z
(0)
0
= i
√
m. (6.129)
We shall use these values in the numerical analyses addressed below.
Let us begin by discussing the general large-order pattern we find, and how it may be
succinctly written-down based upon “statistical mechanical” rules (this is essentially the higher-
dimensional analogue of (2.154) and (2.155)). The generalization of (2.154), the large-order
factor for a path on the alien lattice connecting the nodes Φn and Φm, is straightforward
122
χ(n→m)(k) ≡
+∞∑
h=0
Γ(k − h)
Γ(k)
F
(m)
h ((m− n) ·A)h . (6.130)
In here, we are assuming that the starting node can be any node except the non-asymptotic
sector Φ˜(0,0). The end node, on the other hand, can be any node except the perturbative sector
Φ(0,0). As both these sectors have m = (0, 0), let us distinguish them by introducing the notation
m = 0˜ for the sector Φ0˜ ≡ Φ˜(0,0), while m = 0 naturally remains attached to Φ(0,0) (recall123
(6.73)). In this way, the starting node will have n ≥ 0, while the end node will obey either
m ≡ (m1,m2) > 0 (i.e., mi ≥ 0 and m 6= (0, 0)) or m = 0˜. Finally, recall that 0˜ is not
asymptotic: we have only one non-zero coefficient F
(0˜)
0 = 1 (all others vanish; F
(0˜)
h>0 = 0). Having
all this in mind, a straightforward re-run of the analysis in subsection 2.6 allows us to write down
generic large-order relations for the “two-and-a-half” transseries of the elliptic potential, purely
in terms of motions and data on the alien lattice:
121Recall from subsection 6.2 that Z
(0)
0 = 1, Z
(1)
0 (m) = i
√
1−m, and Z(2)0 (m) = i
√
m.
122Up to the “multi-instanton-number factorization” which is now no longer possible.
123If one were to use the notation of a full three-parameter transseries, as in (6.71), one should really have
m = (0, 0, 0) ≡ 0 and m = (1, 0, 0) ≡ 0˜; and with all other sectors labeled by m = (0,m1,m2).
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Large-order relations: The large-order (large k) behaviour of the coefficients
F
(n)
k , associated to the node Φn, is given by a sum over all paths, linking to nodes
Φm with m > 0, in addition to a sum over paths to the extra “orthogonal” node in
the lattice, Φ˜(0,0) (when m = 0).
Each term in this sum (Φn → Φm) can be decomposed into three factors:
• Leading growth-factor:
Γ(k)
2pii ((m− n) ·A)k .
• Large-order factor (6.130), dictated by beginning and end nodes:
χ(n→m)(k).
• Statistical factor, sum over all the allowed paths P(n→m) linking the nodes
as in figure 26:
SF(n→m) ≡
∑
P(n→m)
CF(P)w(P).
Spelled out in writing, the result is:
F
(n)
k '
Γ(k)
2pii ((m− n) ·A)k
∑
m 6=n
SF(n→m) χ(n→m)(k). (6.131)
Further proceeding along the lines of subsection 2.6, let us next address the (resurgent)
large-order behaviour of the perturbative sector, Φ(0,0). The analogue of (2.152) will now be
F
(0,0)
k '
S
(1)
e1
2pii
Γ(k)
Ak1
(
F
(1,0)
0 +
A1
k − 1 F
(1,0)
1 +
A21
(k − 1)(k − 2) F
(1,0)
2 + · · ·
)
+ (6.132)
+
(
S
(1)
e1
)2
2pii
Γ(k)
(2A1)
k
(
F
(2,0)
0 +
2A1
k − 1 F
(2,0)
1 +
(2A1)
2
(k − 1)(k − 2) F
(2,0)
2 + · · ·
)
+ · · ·
+
S
(2)
e2
2pii
Γ(k)
Ak2
(
F
(0,1)
0 +
A2
k − 1 F
(0,1)
1 +
A22
(k − 1)(k − 2) F
(0,1)
2 + · · ·
)
+
+
(
S
(2)
e2
)2
2pii
Γ(k)
(2A2)
k
(
F
(0,2)
0 +
2A2
k − 1 F
(0,2)
1 +
(2A2)
2
(k − 1)(k − 2) F
(0,2)
2 + · · ·
)
+ · · · ,
where the two instanton actions A1 and A2 = −|A2| both come into play at large order, albeit
generically with distinct weights (a novelty as compared to the quartic potential). In particular,
these relative contributions get exponentially-suppressed as (A1/|A2|)k when A1 < |A2|, and
(|A2|/A1)k when A1 > |A2|; and such that the sector with smallest action is always the dominant
one. We shall see how to “disentangle” them in the following. One similarity with the quartic
potential is that contributions to the large-order growth of the perturbative series are exclusively
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associated to forward motions (either along e1, Φ(0,0) → Φ(1,0) → Φ(2,0) → Φ(3,0) · · · , or along e2,
Φ(0,0) → Φ(0,1) → Φ(0,2) → Φ(0,3) · · · ). However, since A2 < 0, the motion along the e2-direction
now yields oscillatory contributions to the large-order behaviour, since Ak2 = (−1)k|A2|k.
Let us next illustrate how one can decode nonperturbative information (say, the one-instanton
sector Φ(1,0)) solely out of the above large-order behaviour of the perturbative coefficients. As
usual, we set the non-resonant value of m = pi/8. For this choice of m, A1 < |A2| and the
dominant contribution to the large-order growth of the perturbative sector thus comes from the
Φ(1,0) nonperturbative sector, i.e., the first line of equation (6.132). At leading (exponential)
order we have
F
(0,0)
k
2piiAk1
Γ(k)
' S(1)e1
(
F
(1,0)
0 +
F
(1,0)
1 A1
k
+
F
(1,0)
1 A1 + F
(1,0)
2 A
2
1
k2
+ · · ·
)
+O(2−k) (6.133)
≡
+∞∑
r=0
sr
kr
+O(2−k), (6.134)
where the coefficients {sr} in the second line are simply defined to match the expansion of the first
line. If we plot the left-hand side of (6.133), it should asymptote to s0 ≡ S(1)e1 F (1,0)0 = 2i
√
1−m.
Figure 27 (left) shows how this is indeed the case, albeit rather slowly. In order to increase the
rate of convergence, let us use Richardson extrapolation akin to what was done in subsection 2.6
(recall that the Richardson transform effectively removes the subleading 1/k corrections that
appear on the right-hand side of (6.133), leading to much faster convergence). As such, in the left
image of figure 27 we have plotted the left-hand side of (6.133) (multiplied by i) in red, whereas
in blue we have plotted its corresponding fifth Richardson transform (5-RT) RT(0,0)(0, k, 5). The
solid purple line shows the constant value s0 to which this Richardson transform is converging
to. Note that if at this stage we did not know the value of the Stokes coefficient S
(1)
e1 , but only of
F
(1,0)
0 , then this large-order result would allow us to further determine
124 S
(1)
e1 = 2. Comparing
the exact value of s0 with the value of the Richardson transform RT(0,0)(0, 100, 5), one finds the
usual, remarkably small relative errors
RT(0,0)(0, 100, 5)− is0
is0
≈ 2.7372× 10−10. (6.135)
Having computed the value of F
(1,0)
0 from the partition function, large order then allowed
us to determine (or, more precisely, to check) the value of the Stokes coefficient S
(1)
e1 . But from
here on one can proceed to compute all subleading terms F
(1,0)
r , with r ≥ 1, without any further
input. In the right image of figure 27 we have plotted the sequence −F (0,0)k 2pikA
k
1
Γ(k) − is0k in red,
whereas in blue we have plotted its corresponding 5-RT, RT(0,0)(1, k, 5). These two sequences
converge to is1 = iA1S
(1)
e1 F
(1,0)
1 =
2√
1−m ≈ 0.6804 (whose value is shown as the solid purple line),
in complete agreement with the value of F
(1,0)
1 which we directly computed from the recursion
relations. One may then continue this process and subtract s0 +
s1
k from (6.133), multiply the
124This procedure of computing Stokes coefficients might seem somehow redundant since we already know their
values from the previous subsection. However, in general we do not have the luxury of independent computations
of Stokes coefficients and this is essentially the only way to determine them. Of course that if neither Stokes
coefficient nor the first term of the instanton series are known, then the best one can do is to determine their
product; see [16] on this point.
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Figure 27. The leading (left) and subleading 1/k (right) large-order behaviour of the perturbative sector
F
(0,0)
k , weighted by the leading growth-factor. In red we plot the original sequences, while in blue we plot
the Richardson transforms RT(0,0)(r, k, 5) (r = 0 for the left plot and r = 1 for the right plot). The purple
lines show the constant values to which these sequences converge: on the left, iS
(1)
e1 F
(1,0)
0 = −2
√
1−m;
while on the right, is1A1S
(1)
e1 F
(1,0)
1 =
2√
1−m (and where we have set m =
pi
8 ).
result by k2, and thus obtain F
(1,0)
2 . Iterate the procedure and one obtains F
(1,0)
3 , F
(1,0)
4 , and so
on. At all stages, comparing exact coefficients with the numerical Richardson extrapolations one
finds the familiar extremely small relative errors; e.g.,
RT(0,0)(1, 100, 5)− is1
is1
≈ −1.3120× 10−11. (6.136)
Moving on, let us focus on the terms which are exponentially suppressed, and for starts let
us focus on the second and third lines of (6.132). In particular, note that since |A2| ≈ 2.54 <
2A1 ≈ 3.29 the leading exponentially-suppressed-sector contributing to the large-order growth
of the perturbative series will be Φ(0,1). In order to isolate the contribution of this sector, the
contribution from the leading sector Φ(1,0) needs to be removed, as a whole. Such procedures
were thoroughly discussed in subsection 2.6 via the use of Borel–Pade´ (BP) resummation (e.g.,
recall (2.170)), which may now be applied to the asymptotic series χ((0,0)→(1,0))(k), that may then
be subtracted-out from the original sequence F
(0,0)
k
2piiAk1
Γ(k) . From (6.132), it then simply follows
125
(compare with (2.172))
F
(0,0)
k
2piiAk1
Γ(k)
− SF((0,0)→(1,0)) × S0−BPN [χ((0,0)→(1,0))](k) ' (6.137)
'
(
A1
A2
)k
SF((0,0)→(0,1))
(
F
(0,1)
0 +
F
(0,1)
1 A2
k
+
F
(0,1)
1 A2 + F
(0,1)
2 A
2
2
k2
+ · · ·
)
+O(2−k).
The above Laplace transform yielding the resummed series, S0−BPN [χ((0,0)→(1,0))](k), is a lat-
eral resummation evaluated along θ = 0− (i.e., just below the real line). This is essentially the
same formulae that we have already seen in subsection 2.6—e.g., recall the discussion following
(2.172)—and such lateral resummation is needed in order to avoid the poles of the BP approxi-
mant to χ((0,0)→(1,0)) which lie on the positive real line. Exactly as it happened in subsection 2.6,
125Recall that SF((0,0)→(1,0)) = S
(1)
e1 and that SF((0,0)→(0,1)) = S
(2)
e2 .
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this will produce a result which has both real and imaginary parts (compare with (2.173))
S0−BPN [χ((0,0)→(1,0))](k) = SReBPN [χ((0,0)→(1,0))](k) + iSImBPN [χ((0,0)→(1,0))](k). (6.138)
We find that the imaginary component is the leading one, of the same magnitude as the original
sequence; while the real component is exponentially suppressed, as O(2−k). Once the subtraction
in (6.137) is carried through (do recall that the perturbative coefficients F
(0,0)
k are real), one finds
the following magnitudes126:
i δImF
(0,0)
k ≡ F (0,0)k
2piiAk1
Γ(k)
− iSF((0,0)→(1,0)) SImBPN [χ((0,0)→(1,0))](k) ' O((A2/A1)−k), (6.139)
δReF
(0,0)
k ≡ −SF((0,0)→(1,0)) SReBPN [χ((0,0)→(1,0))](k) ' O(2−k). (6.140)
In this way, the large-order sequence, and corresponding behaviour, we wish to address is, finally,(
A2
A1
)k
δImF
(0,0)
k ' −iSF((0,0)→(0,1))
(
F
(0,1)
0 +
F
(0,1)
1 A2
k
+
F
(0,1)
1 A2 + F
(0,1)
2 A
2
2
k2
+ · · ·
)
.
(6.141)
The overall factor
(
A2
A1
)k
on the left-hand side of (6.141) removes any exponential dependence,
and we are left with a simple sequence which should converge to −iS(2)e2 F (0,1)0 =
√
pi/2 (where
we are using S
(2)
e2 = 2 and F
(0,1)
0 = i
√
pi
2
√
2
). Indeed, such convergence is very explicitly seen
in figure 28 (corresponding to a numerical BP resummation of order N = 50). Let us recall
the notation RTn,`(0, k,N), used to denote the N
th-RT associated to the `−k exponentially-
suppressed behaviour of the large-order relation obeyed by the n-instanton coefficients F
(n)
k . For
our current case, i.e., for the sequence
(
A2
A1
)k
δImF
(0,0)
k obtained via BP resummation, we find
the usual extremely-small convergence127 error
RT
(0,0),
A2
A1
(0, 95, 5)−√pi2√
pi
2
≈ 4.0376× 10−10. (6.142)
Via continued BP resummations of the subleading large-order contributions, one could go on
analysing the subsequent exponentially-suppressed sequences within (6.132), much along the
spirit of what was done in subsection 2.6—a laborious exercise left for the interested reader.
Let us now turn to the analysis of the large-order behaviour of higher instanton sectors, in
particular let us focus upon the Φ(0,1) sector (which in itself will include most relevant features
of multi-instantonic large-orders). Using the expressions for both Stokes discontinuities (6.90)
and (6.92) into Cauchy’s theorem (2.150), one obtains the large-order relation128
F
(0,1)
k
2piiAk1
Γ(k)
' S(1)e1
(
F
(1,1)
0 +
A1
k − 1 F
(1,1)
1 +
A21
(k − 1)(k − 2) F
(1,1)
2 + · · ·
)
+ (6.143)
126As |A2| < 2A1 it follows |A2|/A1 < 2 and the imaginary contribution is the exponentially leading one. This is
different from what happened back with the quartic potential, wherein the imaginary part was the exponentially
suppressed one—recall, e.g., figure 13.
127Had we not previously known the separate values of S
(2)
e2 and F
(0,1)
0 , then we could now use this convergence
to compute their product, S
(2)
e2 F
(0,1)
0 , to such small error.
128The ordering of the contributions is organized according to their exponential dominance, which follows from
the ordered sequence 1 < |A2|/A1 ≈ 1.546 < 2 < (A1 + |A2|)/A1 ≈ 2.546 (= |A2|) < 3 < · · · .
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Figure 28. Illustration of the subleading, exponentially-suppressed contributions to the large-order be-
haviour of the perturbative sector. The plot shows the sequence
(
A2
A1
)k
δImF
(0,0)
k , defined in (6.139), and
corresponding to a numerical BP resummation of order N = 50. The original sequence is plotted in red,
while in blue we plot its corresponding RT
(0,0),
A2
A1
(0, k, 5) Richardson transform. The purple line shows
the constant value that this sequence is converging to, −iS(2)e2 F (0,1)0 =
√
pi/2 ≈ 1.2533.
+
(
− A1|A2|
)k
2S
(2)
e2
(
F
(0,2)
0 +
−|A2|
k − 1 F
(0,2)
1 +
|A2|2
(k − 1)(k − 2) F
(0,2)
2 + · · ·
)
+
+
(
A1
|A2|
)k (
S
(0)
−e2 +
1
2
S
(1)
e1 S
(0)
−e1−e2
)
F
(0˜)
0 +
+
1
2k
(
S
(1)
e1
)2(
F
(2,1)
0 +
2A1
k − 1 F
(2,1)
1 +
(2A1)
2
(k − 1)(k − 2) F
(2,1)
2 + · · ·
)
+
+
(
A1
A1 + |A2|
)k
S
(1)
e1−e2
(
F
(1,0)
0 +
A1 + |A2|
k − 1 F
(1,0)
1 +
(A1 + |A2|)2
(k − 1)(k − 2) F
(1,0)
2 + · · ·
)
+
+O(3−k).
This large-order relation is particularly interesting as it displays the many different types of
resurgence which appear within this problem. In particular, the third line above corresponds
to the “orthogonal” resurgence motion in the alien lattice, akin to the analogous term which
appeared back in (2.185). The large-order relation (6.143) may be equivalently written with
slightly simpler combinatorial factors, using Borel residues instead of Stokes coefficients. One
has:
F
(0,1)
k
2piiAk1
Γ(k)
' −S(0,1)→(1,1)
(
F
(1,1)
0 +
A1
k − 1 F
(1,1)
1 +
A21
(k − 1)(k − 2) F
(1,1)
2 + · · ·
)
− (6.144)
−
(
− A1|A2|
)k
S(0,1)→(0,2)
(
F
(0,2)
0 +
−|A2|
k − 1 F
(0,2)
1 +
|A2|2
(k − 1)(k − 2) F
(0,2)
2 + · · ·
)
−
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Figure 29. Leading (left) and exponentially suppressed (right; via BP resummation of order N = 50)
large-order behaviour of the coefficients F
(0,1)
k , weighted by the leading growth factor. In red we plot the
original sequences, while their corresponding 5-RTs are plotted in blue (these are RT(0,1)(0, k, 5) for the
left plot and RT
(0,1),
A2
A1
,even/odd
(0, k, 5) for the right plot). Purple (solid) lines denote the constants to
which the sequences converge: S
(1)
e1 F
(1,1)
0 = 2
√
pi
8
(
1− pi8
)
(left) and 2S
(2)
e2 F
(0,2)
0 ±S(0)−e2F
(0˜)
0 =
pi
4 ∓2 (right).
−
(
A1
|A2|
)k
S(0,1)→0˜ F
(0˜)
0 −
− 1
2k
S(0,1)→(2,1)
(
F
(2,1)
0 +
2A1
k − 1 F
(2,1)
1 +
(2A1)
2
(k − 1)(k − 2) F
(2,1)
2 + · · ·
)
−
−
(
A1
A1 + |A2|
)k
S(0,1)→(1,0)
(
F
(1,0)
0 +
A1 + |A2|
k − 1 F
(1,0)
1 +
(A1 + |A2|)2
(k − 1)(k − 2) F
(1,0)
2 + · · ·
)
−
−O(3−k).
Large-order analysis now follows as usual. Let us start with a quick check of the leading
sequence (the first line above). On the left image of figure 29 we plot the sequence F
(0,1)
k
2piiAk1
Γ(k)
(red) alongside its fifth Richardson transform (blue), RT(0,1)(0, k, 5), and compare these with the
expected result S
(1)
e1 F
(1,1)
0 (purple) (using the explicit values S
(1)
e1 = 2 and F
(1,1)
0 =
√
m−m2 ≈
0.488). The convergence is excellent, as always, with a relative error given by
RT(0,1)(0, 95, 5)− 2
√
pi
8
(
1− pi8
)
2
√
pi
8
(
1− pi8
) ≈ 5.0594× 10−10. (6.145)
Moving towards exponentially-suppressed contributions (the second and following lines above),
let us first address how to “disentangle” the second and third lines of (6.143). These correspond
to contributions from the sectors Φ(0,2) and Φ˜(0,0), which have the same weight but are expo-
nentially suppressed as compared to the contribution of the Φ(1,1) sector. As such, in order to
isolate the contribution of these subleading sectors, the whole contribution of Φ(1,1) has to be
resummed and subtracted from the large-order growth of the coefficients F
(0,1)
k . This is basically
the same which was just done within the analysis of the perturbative sector: the contribution to
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be subtracted is in itself an asymptotic series, and one first needs to calculate its BP resumma-
tion. This resummation will once again have both real and imaginary parts, and given that the
coefficients F
(0,1)
k are purely imaginary, one ends up working with the combinations
129
δReF
(0,1)
k ≡ F (0,1)k
2piiAk1
Γ(k)
− SF((0,1)→(1,1)) SReBPN [χ((0,1)→(1,1))](k) ' O((A2/A1)−k), (6.146)
i δImF
(0,1)
k ≡ −iSF((0,1)→(1,1)) SImBPN [χ((0,1)→(1,1))](k) ' O(2−k). (6.147)
Clearly the relevant sequence is δReF
(0,1)
k , whose leading large-order growth will be dictated by
the second and third lines of (6.143) (while δImF
(0,1)
k is exponentially suppressed with respect to
δReF
(0,1)
k ). This large order is:(
A2
A1
)k
δReF
(0,1)
k ' SF((0,1)→(0,2))
(
F
(0,2)
0 +
F
(0,2)
1 A2
k
+
F
(0,2)
1 A2 + F
(0,2)
2 A
2
2
k2
+ · · ·
)
+
+ (−1)k SF((0,1)→0˜) F (0˜)0 . (6.148)
The statistical factors in the above expression are given by SF((0,1)→(0,2)) = 2S
(2)
e2 = 4 and
SF((0,1)→0˜) = S
(0)
−e2 +
1
2S
(1)
e1 S
(0)
−e1−e2 = −2 (using the values for the Stokes coefficients previously
determined in (6.124), (6.116), and (6.114)). Further, we have F
(0,2)
0 =
1
2m and F
(0˜)
0 = 1. Now,
the leading large-order behaviour of the sequence on the left-hand side of (6.148) has a fixed
contribution (coming from the first line) alongside an alternating contribution (coming from the
second line). As such, this sequence is composed of two (even and odd) sub-sequences, which
respectively converge to either SF((0,1)→(0,2))F
(0,2)
0 + SF((0,1)→0˜)F
(0˜)
0 = 2m − 2 ≈ −1.215 or
SF((0,1)→(0,2))F
(0,2)
0 − SF((0,1)→0˜)F (0˜)0 = 2m+ 2 ≈ 2.785. These two sub-sequences, together with
their respective 5-RTs, are plotted on the right image of figure 29 (the label even/odd on the
RTs denotes the Richardson transform of the even/odd sequence, respectively). Comparing the
limits of these sub-sequences—obtained from their 5-RT—with the exact coefficients—obtained
from the recursion relations—we find a relative numerical error of the order ∼ 10−10. As always,
the numerical precision obtained from large-order analysis is quite remarkable.
This concludes our analysis of the resurgent structure of the transseries solution we con-
structed for the elliptic-potential free energy. The numerical checks we performed thoroughly
verified the large-order predictions which were obtained from resurgence, and in this way com-
pletely vindicated our earlier transseries constructions and calculations. It is worth noting that
up to now the analysis was quite similar to the case of the quartic potential, once one upgrades
the underlying structure from the one-dimensional alien chain to a two-dimensional alien lattice.
This in itself is an important extension to learn and have in mind, but, as alluded to earlier,
there is more to this example than just a higher-dimensional generalization of section 2. This is
in fact the final topic we wish to discuss, as we finally turn to the study of resonance.
6.7 Nonlinear Resonance and Transseries Structures
As already pointed out in section 5, multiple instanton actions may give rise to new phenomena.
Back then, we limited ourselves to discuss what we dubbed as the “non-resonant case”, where
129The statistical factor here is SF((0,1)→(1,1)) = S
(1)
e1 .
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the instanton actions in A = (A1, . . . , Ak) were Z-linearly independent; recall equation (5.16)
@ n 6= 0 ∈ Zk
∣∣∣ n ·A = 0. (6.149)
In particular, this condition implied that the projection map (5.19) had vanishing kernel, i.e.,
kerP = 0. It so happens that in our present example the instanton actions (6.4) do depend on
a parameter (they are “tunable”) and, depending on this choice of m, the above condition may
be violated. In this case, we have to deal with resonance, to which we turn in the following.
One way to understand the origin of this phenomenon is to think of the inverse of the
coupling-constant variable, 1/x, as a (imaginary) “time variable”; to think of the instanton
actions, Ai, as “frequencies”; and to think of the transmonomials as “plane-wave contributions”.
In such a familiar physical scenario, resonance usually occurs for special choices of the different
frequencies at play (e.g., at special values of the driving frequencies). It turns out that the
relevant concept of (nonlinear) resonance within the transseries setting finds its origin within
perturbed Hamiltonian dynamics and its associated KAM theory; see, e.g., [138, 204]. In the
following we shall discuss resonance within the present transseries language, but will follow such
discussion in parallel with the one one might have if discussing Hamiltonian dynamics.
Consider the scenario of section 5, where we are dealing with a multi-parameter (specifically,
k-dimensional) transseries of the form (5.17) and (5.18), and where the k instanton actions assem-
ble vectorially as A = (A1, . . . , Ak). The instanton actions are said to be rationally independent
or non-resonant, when they are linearly independent over the rationals:
∀ n ∈ Zk, n ·A = 0 ⇒ n = 0. (6.150)
Otherwise, the instanton actions are said to be rationally dependent or resonant, and one has:
∃ n 6= 0 ∈ Zk
∣∣∣ n ·A = 0. (6.151)
Each such vector n is denoted as an action correlation. The set of all action correlations,{
ni 6= 0 ∈ Zk
∣∣ ni ·A = 0}, alongside the standard vector addition, is a subgroup of (Zk,+).
This group of action-correlations can generically have r generators, with 1 ≤ r ≤ k − 1, which
are also linearly-independent Zk-vectors. This number of generators equals the number of truly
independent correlations one can write down, in-between the k instanton actions.
In the Hamiltonian dynamics formulation of integrable systems, set-up in action-angle vari-
ables, the above instanton actions correspond to the frequencies of the periodic motion taking
place in phase space. More precisely, the trajectory of motion in phase space generically takes
place over a k-dimensional torus, Tk. But if there are, say, r frequency correlations, then the
trajectory “collapses” to having support on the smaller torus Tk−r ⊂ Tk. As long as the frequen-
cies are rationally independent (non-resonant), the phase-curves on the torus Tk are everywhere
dense. But when they are rationally dependent (resonant), each orbit is only dense in the lower-
dimensional torus Tk−r (i.e., on the original torus Tk the trajectories are now only closed). This
split between resonant and non-resonant tori130 is crucial for KAM theory. Start off with an
integrable system, whose motion is confined to an invariant torus. Upon an arbitrarily small but
nonlinear perturbation, resonant tori are generically destroyed by this perturbation (eventually
giving rise to chaotic behaviour). However, non-resonant tori (which end-up being the majority)
130Note how resonant tori are the analogue of the rational numbers, while non-resonant tori are the analogue of
the irrational numbers; which extends to their respective cardinalities.
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Figure 30. Non-vanishing nodes of the (0, 0) alien lattice, and their projection upon the complex Borel
plane. The left plot shows a non-resonant example, where A1 and A2 are rationally independent (but
both still real and symmetric), while the right plot shows the resonant example we are considering, with
A2 = −A1. For the perturbative sector, nothing special really happens as we approach the resonant case.
do survive (thus constraining the possible chaotic motions near each resonance). This fascinating
story is developed at length within the setting of KAM theory, to which we refer the reader to
[138, 204] and references therein—the goal of this paragraph was simply to point out how there
are countless interesting links between the theory of resurgence and that of dynamical systems.
Perhaps one of the simplest possible examples to consider131 is when k = 2 and the instanton
actions are such that A = (A,−A), with A ∈ R+. In this case, the group of action correlations
is basically {(n, n) ,+}, with n ∈ Z, and it is thus generated by n0 = (1, 1) (i.e., there is a
single independent correlation between the actions). Let us analyze how the transseries and its
resurgence relations are affected, as compared to the discussion in section 5. The first change
occurs when considering the projection map (5.19), as now kerP = L{ni} is a r-dimensional
linear space, and the projection is no longer one-to-one. What will happen to Stokes vectors and
Borel residues in this case? Clearly, Stokes vectors remain unchanged as long as we think of them
as living on alien-lattice sites. But their projection into Borel residues must necessarily change.
Let us illustrate how this occurs remaining within the “Painleve´-like” example and focusing
on the perturbative and (3, 2) transseries-nodes of figures 17 and 18, as usual. In our present
example, the projection (5.19) results on a line on the complex Borel plane; more specifically its
real axis. In figures 30 and 31 we illustrate the corresponding alien lattices (and their projections)
for perturbative and (3, 2) transseries-nodes, both at resonance and slightly way from resonance
(where we perturb our present example with a small irrational non-resonant content). It is clear
how nothing significant really changes for the perturbative sector, but how the projection is now
many-to-one for the instanton sectors. In fact, whenever they exist, lattice nodes of the form
n+LZ {n0} are all projected to the same point. It is this new aspect that changes the relations
between Stokes vectors and Borel residues which were discussed at length in section 5. In the
following subsections, we shall discuss the exact nature of these required changes.
It is important to realize that resonance is a property of the particular equation we might
be dealing with (e.g., the equations for partition function (6.16) and free energy (6.68) in the
present section are resonant; while the equations for partition function (2.15) and free energy
131This is the relevant set-up for addressing resonance in both Painleve´ I [130, 16] and Painleve´ II [210] examples.
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Figure 31. Non-vanishing nodes of the (3, 2) alien lattice, and their projection upon the complex Borel
plane. The left plot shows a non-resonant example, where the projection map is one-to-one, while the
right plot shows the resonant example we are considering, with n0 = (1, 1) and where the projection map
is now many-to-one. It is clear that when considering multi-instanton sectors, the approach to resonance
creates new phenomena implying new non-trivial relations between Stokes vectors and Borel residues.
(2.53) back in section 2 were not). Of course it is always possible to consider special solutions
which themselves do not display resonance, e.g., solutions where a single instanton action has
been turned on. Nonetheless, in order to construct the whole respective transseries, resonance
must already have been taken into consideration. In fact, when using power-series and transseries
to solve differential equations, the latter are turned into recursion equations for the coefficients
in these power-series or transseries ansa¨tze (see appendix D). At the level of these recursion
equations, resonance then translates into the cancelation of the leading (corresponding to the
unknown) coefficient term, at each step in the recursion. But if such a cancelation occurs, then
the recursion is not solving for any unknown coefficients, and is thus not allowing for an iterative
construction of the solution in the first place. One way around this problem is when resonance
is “tunable”, as in the example in the present section. In this case, one first solves the recursion
for arbitrary values of the “tunable parameter” (which is m, in this case) and only sets for its
resonant values at the very end (this was done in appendix D). Generically, however, resonance
need not be “tunable”. For instance, it may be associated to special integrability properties, as
in the Painleve´-type examples addressed in [130, 16, 210]. In these cases, the aforementioned
cancelation of unknown coefficients is simply telling us that the (power-series or transseries)
solution ansatz we are using is inconsistent. Instead, it must be modified, in such a way that
the resulting recursion will work again. For instance, in the Painleve´-type examples addressed in
[130, 16, 210], the transseries needed to be modified so as to include logarithmic sectors. Once
this is done, the recursion equations get modified just enough as to no longer display cancelation
of the unknown coefficients and, instead, allow for a fully iterative construction of the transseries
solution. It should be clear that, in general, more intricate modifications of the transseries ansatz
may be required, than the aforementioned simple inclusion of logarithms.
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Figure 32. Algebraic structure associated to the behaviour of Borel transforms or alien derivatives for
the Φi sectors, at their respective singularities, for the resonant case with m =
1
2 . Motions fall along the
real axis on the Borel plane: solid lines correspond to motions along the θ = 0 direction; dashed lines
along θ = pi. The steps which connect either Φ1 or Φ2 to the perturbative sector are of equal size, A = 2,
which implies that their singularities are equidistant to the origin on the Borel plane.
6.8 Linear Resonant-Asymptotics: Partition Function
Our simplest illustration of resonance occurs within the linear problem, i.e., when considering the
case of the partition function of the elliptic potential. The alien lattice of this system is so simple
(recall figure 23) that it is almost blind to any resonant effects—except in the case where m = 12 .
For this value of the modulus, the manifestation of resonance actually becomes rather clear. The
magnitude of positive and negative instanton actions becomes the same, A1 = −A2 ≡ A = 2;
with the associated alien lattice illustrated in figure 32. In particular, this causes all the odd n
terms in the perturbative expansion Z
(0)
n to cancel, and the resulting resonant perturbative series
is in even powers, x2, alone (instead of all powers of x, as for any other value of m).
This can also be seen from the large-order behaviour of the perturbative coefficients in (6.60)
(and illustrated in figure 33). Recall that, due to the modular symmetry (6.17), the coefficients in
the partition-function nonperturbative sectors relate to each other as Z
(2)
n (m) = (−1)n Z(1)n (m′).
Thus, for m = m′ = 12 and consequentially A1 = −A2, one can immediately see that all the
odd n terms cancel in (6.60). This phenomenon is a straightforward consequence of the fact
that both nonperturbative saddles contribute to the large-order growth of the perturbative series
with the same magnitude but with symmetric values (i.e., the contribution of saddle (2) is
alternating while that of saddle (1) is not). This leads to the “destructive interference” which
causes all odd terms in the perturbative series to vanish. Note that this is an extremely simple
yet quite important phenomenon: given an asymptotic perturbative-series in even powers of
the coupling x2, one might na¨ıvely assume that its associated nonperturbative terms should
be of the form ∼ exp (−A/x2). However, our example illustrates how this need not be the
case. When our system is resonant, nonperturbative terms of the form ∼ exp (−A/x) do lead
to perturbative series in even powers x2. For example, these resonance phenomena occur in
the asymptotics of Painleve´ I and Painleve´ II equations [130, 16, 210], describing non-critical
strings; as well as in topological string theory [199, 77, 78, 76]. This seems to point to the
fact that resonance might play a central role in the asymptotics of string theory, as it explains
how open and closed string sectors play with each other at large order132: the closed-string
perturbative expansion is asymptotic, in powers of string-coupling-squared, but, via resonance,
132A more technical discussion of this point may be found in subsection 4.3 of [16].
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Figure 33. Illustration of the asymptotic large-order behaviour of the perturbative-series coefficients,
Z
(0)
k ; via (6.60) for the resonant value m = 1/2. In red we plot the original weighted sequence −Z(0)k 2piA
k
1
Γ(k) ,
while in blue we plot its corresponding 5-RT. The solid purple lines denote the constant values to which
these sequences converge, 2iZ
(1)
0 ±2iZ(2)0 . For odd values of k the coefficients vanish as a result of resonance
since Z
(1)
0 = Z
(2)
0 ; for even values of k the sequence converges to −2
√
2 as expected.
its large-order behaviour is still controlled by D-branes (open strings) with nonperturbative
weight ∼ exp (−1/string-coupling) [215, 203].
6.9 First Steps Towards Nonlinear Resonant Analysis
Having discussed the simpler aspects of linear resonance, let us turn to resonance within our free-
energy nonlinear problem. Without surprise, the nonlinear case will turn out to be much richer
than the linear one. Let us first recall that our two non-zero instanton actions, A1 =
1
1−m > 0
and A2 = − 1m < 0, depend on a modulus m ∈ (0, 1). This implies, as per definition (6.151), that
these actions are resonant for any rational value of m. In fact, given any m ∈ Q, one can always
find a non-vanishing n = (n1, n2) ∈ Z2 satisfying n1/n2 = (1 − m)/m, which will thus imply
n ·A = 0. For concreteness, let us tune m to a particular fixed resonant value for the remainder
of this section; say:
m =
1
3
. (6.152)
With this choice of m, we now have an explicit realization of a resonant transseries, with two
rationally dependent instanton actions,
A1 =
3
2
≡ A and A2 = −2A = −3, (6.153)
defining the action-vector A = (A,−2A). Following the discussion in subsection 6.7, in this
case the group of action correlations is generated by n0 = (2, 1) (there is a single independent
correlation between the actions), and the kernel of the projection map (5.19) is thus given by
kerP = L{n0} . (6.154)
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One canonical choice we shall use for these generators is simply to pick the “smallest” ones, i.e.,
a basis of the kernel whose vector-entries are the smallest-possible non-negative integers.
As discussed in section 5, generic transseries T are defined as ordered formal-sums of trans-
monomials. For a k-dimensional transseries with exponential transmonomials (5.17) this ordering
is simply organized according to the respective exponential weights (either growing or decaying).
The arguments of these ordered exponential-transmonomials then determine the distinct loca-
tions of Borel singularities, leading—upon projection (5.19)—to the singular structure (5.20).
But for resonant systems—and as explained in subsection 6.7; in particular illustrated in fig-
ure 31—many different alien-lattice nodes may be associated to the same exponential weight
and thus project to the same point on the Borel plane, contributing simultaneously. We shall
thus need to reorganize the non-resonant transseries ordering in (5.17) in order to better under-
stand how does resonance change the singular structure encoded in (5.20) (and, eventually, how
does it change the resulting resurgence relations, (5.21) or (5.25)).
Consider two distinct nonperturbative sectors, n and n′, which differ by an element in the
projection kernel (6.154), i.e.,
n− n′ ∈ kerP. (6.155)
Both these sectors will have the same exponential grading in the transseries, and, in fact, gener-
ically there will be infinitely many sectors in these conditions. The required reordering of the
transseries should then be naturally organized according to the equivalence classes in the result-
ing quotient defined by (6.155), i.e., in N2/ kerP. In our on-going example, there is an infinite
number of such equivalence classes which may be neatly organized into four basic families: the
“perturbative” contribution F0 := [(0, 0)], the “positive instanton” family F+(n) := [(n, 0)], the
“negative-even instanton” family F−,e(n) := [(0, n)], and the “negative-odd instanton” family
F−,o(n) := [(1, n)]. The exponential grading associated to this decomposition is, respectively, 0,
nA, −2nA, and −(2n − 1)A (herein we are always considering n ∈ N+). The choice of repre-
sentative element ρ(n) ∈ N2/ kerP for each family follows our canonical choice of picking the
“smallest” vectors, i.e., the ones whose entries are the smallest-possible non-negative integers.
In this way, any transseries alien-lattice node n ∈ Z2 can be decomposed as the sum of a rep-
resentative in one of the four families ρα(n) ∈ Fα(n) together with an element of the kernel of
the form LN+{n0}. The end result is that the resonant free-energy transseries may be finally
reorganized133 as (compare with (6.73))
F (x, σ0,σ) = σ0 Φ˜(0,0) +
∑
ρ∈N2/ kerP
e−
ρ·A
x
+∞∑
`=0
σρ+`n0 Φρ+`n0(x). (6.156)
This reordering has implications for the large-order behaviour, as we shall see in subsection 6.11.
The Φρ+`n0 sectors in (6.156) are labeled by an element ρ in the quotient N2/ kerP plus
an element in the positive-integer kernel LN+{n0}, and thus continue living on the original 2-
dimensional (semi-positive) lattice. But if their Borel singularities will still be determined by
the argument of their corresponding exponential-transmonomials, then their locations are at
s = ρ · A. These locations only depend on ρ ∈ N2/ kerP, in which case the whole (integer)
kernel L{n0} must thus contribute in the same way, at the same point. As such, the natural
133Although, as we shall see next, this transseries reordering is key to understanding the resonant structure of
Borel singularities, it need not be the most efficient way to do resonant-transseries analytic resummation; see [17].
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resonant generalization of (5.20) becomes
B[Φn](s)
∣∣∣
s=ρ·A
=
{∑
`∈Z
Sn→n+ρ+`n0 × B[Φn+ρ+`n0 ](s− ρ ·A)
}
log (s− ρ ·A)
2pii
, ρ 6= 0.
(6.157)
Notice, however, that the above sum generically truncates and becomes finite, as most k-orthants
are empty of Stokes vectors (one might recall the discussion in section 5, but this is actually
very clearly illustrated in figure 31). For our precise transseries (6.156), the structure of Borel
singularities is slightly more intricate than just (6.157), and one finds (compare with (6.74)):
B[Φn](s+ ρ ·A) =
∑
{`∈Z2|`=ρ+kerP}
(
Sn→n+` × B[Φn+`](s) + δn+` Sn→0˜ × B[Φ˜(0,0)](s)
) log s
2pii
.
(6.158)
Addressing the familiar alien-derivative algebraic level of abstraction is by-now straightfor-
ward. Let us first readdress the arguments which led to (6.156) and (6.158) from the standpoint
of (alien-derivative induced) motions on the alien lattice. Due to resonance, the infinitely many
nodes which lie along each foliation of the Z2-lattice by the action correlation n0 have the ex-
act same exponential grading—these are just the equivalence classes (6.155). As such, the alien
derivatives should induce no motions whatsoever along these directions, i.e., if n − n′ ∈ kerP
then
∆n·A = ∆n′·A. (6.159)
All one is left with are motions in-between distinct equivalence classes, which in this case imply
that the original two-dimensional lattice effectively collapses to a one-dimensional alien chain.
The resulting one-dimensional forward or backward motions, jumping from equivalence class to
equivalence class, are organized by our aforementioned four basic families, Fα(n). In particular,
nodes in the “perturbative” contribution F0 project to the origin of the Borel plane and must
have vanishing alien derivative, i.e., are associated with no motions on the alien chain. On
the other hand, vectors in the “positive instanton” family F+(n) will induce forward motions,
while vectors in both “negative instanton” families, even F−,e(n) and odd F−,o(n), will induce
all possible backward motions. Furthermore, all our steps have the exact same size, given by
A. On the Borel plane, singularities are thus located at positions s = nA, with n ∈ Z \ {0};
falling upon both positive (n > 0) and negative (n < 0) real axes. One would thus be tempted
to think that the alien derivative should be only labeled by a non-zero integer n, as ∆nA, and
equivalent to the one-dimensional alien chain case (2.65). But this problem is more intricate
than that one-dimensional case. In fact, the one subtlety still to take into consideration is that
the many different nodes on the two-dimensional alien lattice belonging to the same equivalence
class have ended-up being projected into the exact same position on the Borel plane. This
infinite degeneracy of each step, and which is the hallmark of resonance, must still be present
somewhere—and the information about this resonant degeneracy precisely appears at the level
of a rearrangement of the Stokes data, much like in (6.158). The resonant resurgence relations
generalizing (6.75) are then given by
∆ρ·AΦn =
∑
{`∈Z2|`=ρ+kerP}
(
S` · (n+ `) Φn+` + δn+` S(0)` Φ˜(0,0)
)
. (6.160)
In this expression, ρ is a (canonical) representative of one of the equivalence classes, and elements
in the right-hand side vanish whenever n+` has a negative entry. Moreover, the above sum further
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truncates (and is in fact generically finite) as most k-orthants are empty of Stokes vectors. The
Stokes coefficients obey the same conditions as in the non-resonant case, (6.76) through (6.79),
which we reproduce in here for completeness:
S
(i)
0 = 0, for i = 0, 1, 2, (6.161)
S
(0)
` = 0, if any `i > 0, (6.162)
S
(1)
` = 0, if `1 > 1 or `2 > 0, (6.163)
S
(2)
` = 0, if `1 > 0 or `2 > 1. (6.164)
The resonant alien lattice where the alien derivative (6.160) induces different motions is
illustrated in figure 34 (it describes the action of ∆`·A on the same (3, 2)-sector of figures 17
and 26). It is particularly illuminating to compare the present resonant case of figure 34 to
the exact same but non-resonant problem of figure 26. As usual, solid lines indicate motions
associated to singularities which lie on the positive real axis of the Borel plane, while dashed lines
indicate motions associated to singularities which fall upon the negative real axis. Throughout,
we have been labelling weights w with subscript s = ` ·A, but in the resonant case this is no
longer enough. It is simple to see from figure 34 how weights with this very same label organize
according to each foliation of the alien-lattice by n0 = (2, 1). In particular the foliation associated
to the (3, 2)-node itself cannot have any associated motions (it projects to the origin on the Borel
plane). In the figure this includes nodes (1, 1) and (5, 3), which are “dotted out”. But along
other foliations, the label is always the same although the weight might be distinct; depending
on the end-nodes according to (6.160). This is simply solved by adding one extra label as in134
` = ρ+ κn0 and w`·A ≡ wρ·A, κ (for instance, the (3, 2)-node itself is in this way decomposed as
(3, 2) = (1, 1)+n0). In this set-up, the “statistical mechanical” rules for Stokes data are basically
the same as in the non-resonant case starting in (6.82) and (6.83). The weight w associated to
the step S connecting lattice sites n and n+ ` is given by the standard expressions
w (S (n→ n+ `)) = (n+ `) · S` (6.165)
and
w
(S˜ (n→ 0) ) = S(0)−n. (6.166)
These weights are shown in figure 34, where the departing node is n = (3, 2), and where we use
the notation explained above, i.e., w (S (n→ n+ `))) ≡ wρ·A, κ.
Equipped with the (resonant) resurgence relations (6.160) and their geometrical picture, and
with the associated “statistical mechanical” language essentially unchanged from what was used
in subsection 6.4, we may now turn to the discussion of resonant Stokes discontinuities. Let us
start from definition (2.34). For the discontinuity at θ = 0, the relevant singularities on the Borel
plane are those which lie along the positive real axis, i.e., one needs to consider the forward steps
generated by ∆nA with n > 0. For the discontinuity at θ = pi, we instead need to consider all
the backward steps generated by ∆−nA with n > 0. This leads to the standard picture where
these discontinuities arise as sums over all paths P which connect a given fixed sector Φn to any
other possible sectors Φn′ such that (n
′ − n) · A = ±nA; positive or negative for either Disc0
134Note that when addressing the Z2 lattice rather than the N2 lattice, i.e., when addressing motions starting-off
at some transseries node n rather than the transseries itself which starts at 0, our canonical choice for ρ needs to
be adapted (so as to remain in the same “minimal” spirit). This choice is now the vector with the most negative
entries, such that it still ends-up in an allowed (i.e., non-vanishing) node.
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Φ(0,0) Φ(1,0) Φ(2,0) Φ(3,0) Φ(4,0) Φ(5,0) · · ·
Φ˜(0,0)
Φ(0,1)
Φ(0,2)
Φ(0,3)
Φ(0,4)
...
Φ(1,1) Φ(2,1) Φ(3,1) Φ(4,1) Φ(5,1) · · ·
Φ(1,2) Φ(2,2) Φ(3,2) Φ(4,2) Φ(5,2) · · ·
Φ(1,3) Φ(2,3) Φ(3,3) Φ(4,3) Φ(5,3) · · ·
Φ(1,4) Φ(2,4) Φ(3,4) Φ(4,4) Φ(5,4) · · ·
...
...
...
...
... . .
.
w−5A,0y
w5A,0←−
w−4A,0y
w4A,0
w−3A,1y
w3A,1←−
w−3A,0
w3A,0
w−2A,1
w2A,0
w2A,1
w−2A,0
wA,2
w−A,0
w−A,1
wA,1
wA,0
Figure 34. The resonant alien lattice: a pictorial representation of the action of the resonant alien
derivative upon the (3, 2)-sector (compare with the non-resonant figure 26). Different single arrows cor-
respond to different single steps, where the weight of each step is dictated by the right-hand-side of the
resonant resurgence relations (6.160) (and where we are using the wρ·A, κ labelling explained in the text).
Solid and dashed lines represent steps with positive and negative actions, respectively. Different colors
represent different magnitudes in exponential grading. In particular, note how equal colors are organized
according to foliations of the lattice by the resonance n0 = (2, 1). For example, nodes (1, 1) and (5, 3) are
in the same equivalence class of our (3, 2)-sector (they have been singled-out by their dotted squares), and
project to the origin of the Borel plane. As a result, there are no steps between them or with anyone else.
The steps shown are all the single steps which are allowed starting at the Φ(3,2) lattice-site (and where
paths can then be constructed with different middle nodes, and corresponding products of weights).
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or Discpi, respectively. Each such path P is a collection of steps Si, where in this case each step
is associated to a jump ±niA, such that
∑
i ni = n. Further, each path P contributes with an
associated weight, given by (6.86), and an associated combinatorial factor, given by (6.87). For
the perturbative sector, it is very easy to check that we get the following discontinuities:
Disc0Φ(0,0) = −
+∞∑
n=1
(
S
(1)
e1
)n
e−
nA
x Φ(n,0), (6.167)
DiscpiΦ(0,0) = −
+∞∑
n=1
(
S
(2)
e2
)n
e
2nA
x Φ(0,n). (6.168)
These are none others than (6.88) and (6.89), once we appropriatly select A1 and A2. No surprise.
For a more non-trivial comparison with the non-resonant case, addressed earlier in subsec-
tion 6.4, let us next work out the Φ(0,1) sector. The resurgence relations (6.160) for this sector
read
∆AΦ(0,1) = S
(1)
e1 Φ(1,1), (6.169)
∆−2AΦ(0,1) = 2S
(2)
e2 Φ(0,2), (6.170)
∆2AΦ(0,1) = S
(0)
−e2 Φ˜(0,0), (6.171)
∆3AΦ(0,1) = S
(1)
e1−e2 Φ(1,0). (6.172)
These are all the allowed single-step motions starting-out on sector Φ(0,1). Up to now, other than
appropriate selecting A1 and A2 there are still no novelties due to resonance. The discontinuities
for θ = 0, pi follow from definition, (2.34) and (2.46). Let us start with the θ = 0 discontinuity,
Disc0Φ(0,1) =
{
1− exp
(
+∞∑
n=1
e−
nA
x ∆nA
)}
Φ(0,1) = (6.173)
= −
(
e−
A
x ∆A + e
− 2A
x ∆2A +
1
2!
(
e−
A
x ∆A
)2)
Φ(0,1) +O(e−3A/x).
Having seen how the single-step motions bear no novelties due to resonance, let us consider
multi-step paths. Up to the exponential order we are considering, there is a single factor, (∆A)
2,
associated to such a multi-step path, as can be seen in the expression above. Let us compare its
evaluation in both resonant and non-resonant scenarios. One begins with (6.169), which is the
same is both cases (6.75) and (6.160) (up to the appropriate identification of A1 = A),
∆AΦ(0,1) = S
(1)
e1 Φ(1,1), (resonant) (6.174)
∆A1Φ(0,1) = S
(1)
e1 Φ(1,1). (non-resonant) (6.175)
Resonance then manifests itself when considering the second alien-derivative, as
∆AΦ(1,1) = 2S
(1)
e1 Φ(2,1) + S
(0)
−e1−e2 Φ˜(0,0), (resonant) (6.176)
∆A1Φ(1,1) = 2S
(1)
e1 Φ(2,1). (non-resonant) (6.177)
In the resonant case it is clear how the Φ(2,1) and Φ˜(0,0) sectors fall upon the same equivalence
class, and thus both appear in the right-hand side of (6.160). But in the non-resonant case
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there seems to be no trace of the Φ˜(0,0) contribution, even after the appropriate identification of
A1 = A. Of course even in the non-resonant case one may reach Φ˜(0,0) out of Φ(1,1), only with a
different motion:
∆−A1−A2Φ(1,1) = S
(0)
−e1−e2 Φ˜(0,0). (non-resonant) (6.178)
This apparent mismatch is now made clear: upon appropriately selecting A1 = A and A2 = −2A,
then also −A1−A2 = A and the two non-resonant contributions are joint together upon resonance
(as it happens!). The resonant resurgence relations (6.160) precisely take this into account.
Having understood the different resonant contributions, alongside their comparison to the
earlier non-resonant case, let us proceed with the discontinuity Disc0Φ(0,1). At leading expo-
nential order, e−
A
x , only one sector may be reached, and this occurs via the single forward step
generated by ∆A. This is Φ(1,1) as in (6.169), corresponding to the step S ((0, 1)→ (1, 1)). The
corresponding path has length ` = 1, weight w = S
(1)
e1 , and combinatorial factor CF =
1
1! .
This resulting resonant-contribution is essentially the same as in the non-resonant case (6.90).
At next-to-leading exponential order, e−
2A
x , there are two sectors within reach: Φ(2,1) and
Φ˜(0,0), as discussed above. The first of these, sector Φ(2,1), is reached via the two-step path
Φ(0,1) → Φ(1,1) → Φ(2,1) (with length ` = 2), which is generated by the (∆A)2 factor via (6.174)
and (6.176), has weight w = 2
(
S
(1)
e1
)2
, and combinatorial factor CF = 12! . Again, the resulting
resonant-contribution is essentially the same as in the non-resonant case (6.90). As to the second
sector, Φ˜(0,0), it is reached by two distinct paths: a single step path (length ` = 1) Φ(0,1) → Φ˜(0,0),
generated by ∆2A via (6.171), with weight w = S
(0)
−e2 and combinatorial factor CF =
1
1! ; and a
two-step path Φ(0,1) → Φ(1,1) → Φ˜(0,0) (with length ` = 2), which is generated by the (∆A)2
factor via the very same (6.174) and (6.176) which led us to Φ(2,1), with weight w = S
(1)
e1 S
(0)
−e1−e2
and combinatorial factor CF = 12! . As should be now clear, its resulting resonant-contribution is
essentially the same as in the non-resonant case (6.90), but it was now reached with just the two
∆A motions (6.174) and (6.176), while the non-resonant case further required a distinct motion
(6.178). This is a straightforward consequence of the resonant reorganization (6.160). All in all,
this results in the discontinuity
Disc0Φ(0,1) = −S(1)e1 e−
A
x Φ(1,1) −
(
S
(1)
e1
)2
e−
2A
x Φ(2,1) −
(
S
(0)
−e2 +
1
2
S
(1)
e1 S
(0)
−e1−e2
)
e−
2A
x Φ˜(0,0) − · · ·
= S(0,1)→(1,1) e−
A
x Φ(1,1) + e
− 2A
x
(
S(0,1)→(2,1) Φ(2,1) + S(0,1)→0˜ Φ˜(0,0)
)
+ · · · . (6.179)
Comparing with (6.90), we see that upon identification of the actions A1 and A2 the result is the
same. The difference lies in the resonant organization of the alien-derivative-induced motions
(6.160), which made us arrive at the same result via a different route. Nevertheless, because of
the resonant structure of the actions, this result will have a very clear impact on the large-order
behaviour, as we shall see in a subsequent subsection.
The discontinuity at θ = pi follows via a completely similar reasoning (compare with (6.92))
DiscpiΦ(0,1) = −2S(2)e2 e
2A
x Φ(0,2) − 3
(
S
(2)
e2
)2
e
4A
x Φ(0,3) − 4
(
S
(2)
e2
)3
e
6A
x Φ(0,4) − · · ·
= S(0,1)→(0,2) e
2A
x Φ(0,2) + S(0,1)→(0,3) e
4A
x Φ(0,3) + S(0,1)→(0,4) e
6A
x Φ(0,4) + · · · . (6.180)
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Our final example in this subsection is, of course, to consider our favourite nonperturba-
tive sector, namely, Φ(3,2) (illustrated in figure 34). In particular, we shall sketch the resonant
resurgence-relations based upon this sector, using (6.160), which would then allow us to compute
the resonant versions of (6.93) and (6.97) (which we leave as a straightforward exercise for the
reader). Along the θ = 0 direction, we find the contributions
∆AΦ(3,2) = wA,0 Φ˜(0,0) + wA,1 Φ(2,1) + wA,2 Φ(4,2), (6.181)
∆2AΦ(3,2) = w2A,0 Φ(1,0) + w2A,1 Φ(3,1), (6.182)
∆3AΦ(3,2) = w3A,0 Φ(2,0) + w3A,1 Φ(4,1), (6.183)
∆4AΦ(3,2) = w4A,0 Φ(3,0), (6.184)
∆5AΦ(3,2) = w5A,0 Φ(4,0). (6.185)
These are all the allowed (forward) single-step motions starting out at our (3, 2)-node, which
are also represented with appropriate matching colors in figure 34. It is simple to see how the
right-hand side of the above expressions is arranged according to the foliations of the alien-lattice
by kerP. The values of the different weights in these equations are:
wA,0 = S
(0)
(−3,−2), wA,1 = 2S
(1)
(−1,−1) + S
(2)
(−1,−1), wA,2 = 4S
(1)
(1,0), (6.186)
w2A,0 = S
(1)
(−2,−2), w2A,1 = 3S
(1)
(0,−1) + S
(2)
(0,−1), (6.187)
w3A,0 = 2S
(1)
(−1,−2), w3A,1 = 4S
(1)
(1,−1) + S
(2)
(1,−1), (6.188)
w4A,0 = 3S
(1)
(0,−2), (6.189)
w5A,0 = 4S
(1)
(1,−2). (6.190)
For completeness we also list all the allowed backward (along the θ = pi direction) single-step
motions starting out at our (3, 2)-node, now represented by dashed lines in figure 34. One finds:
∆−AΦ(3,2) = w−A,0 Φ(0,1) + w−A,1 Φ(2,2), (6.191)
∆−2AΦ(3,2) = w−2A,0 Φ(1,2) + w−2A,1 Φ(3,3), (6.192)
∆−3AΦ(3,2) = w−3A,0 Φ(0,2) + w−3A,1 Φ(2,3), (6.193)
∆−4AΦ(3,2) = w−4A,0 Φ(1,3), (6.194)
∆−5AΦ(3,2) = w−5A,0 Φ(0,3), (6.195)
where the weights are given by
w−A,0 = S
(2)
(−3,−1), w−A,1 = 2S
(1)
(−1,0) + 2S
(2)
(−1,0), (6.196)
w−2A,0 = S
(1)
(−2,0) + 2S
(2)
(−2,0), w−2A,1 = 3S
(2)
(0,1), (6.197)
w−3A,0 = 2S
(2)
(−3,0), w−3A,1 = 2S
(1)
(−1,1) + 3S
(2)
(−1,1), (6.198)
w−4A,0 = S
(1)
(−2,1) + 3S
(2)
(−2,1), (6.199)
w−5A,0 = 3S
(2)
(−3,1). (6.200)
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So far we have seen how resonance ended-up yielding a reorganization of transseries struc-
tures (6.156), Borel singularities (6.158), and, equivalently, alien-derivative resurgence relations
(6.160). These apparently mild reorganizations will have dire consequences in the large-order
behaviour, as we shall see in the following. But first, let us take our usual pause to consider the
relation between partition-function and free-energy Stokes coefficients, which will be required for
the numerical verifications in the upcoming asymptotic large-order checks.
6.10 Stokes Constants of Partition Function versus Free Energy: Resonance
In the present resonant case, Stokes data for the free energy may also be equated with that for
the partition function. Indeed, such relations follow in the exact same way as in the non-resonant
case, earlier addressed in subsection 6.5. This is essentially because the fact that the free-energy
inherits the fundamental Borel singularities of the partition-function still holds in the presence of
resonance. Given the similarity of the argument, we will not repeat the full calculation. Instead,
we shall limit ourselves to pointing out the differences due to resonance, and then list the values
for the free-energy Stokes coefficients as they relate to partition-function Stokes-data.
The analysis in subsection 6.5 is valid up to the determination of the Stokes automorphism
along θ = 0 with respect to the free-energy transseries parameters τi, starting in (6.112) (equiv-
alently, along θ = pi, starting in (6.123)). As stated many times before, the bridge equations im-
plement a bridge between alien-operators ∆ and regular-derivatives ∂, which in the non-resonant
case is implemented by the map (6.113). Applying the exact same such procedure to the present
resonant case, this implies we now need to match (6.112) with135
e−
nA
x ∆nA =
∑
{`∈Z2|`·A=nA}
(
S
F (0)
` τ
−`1
1 τ
−`2
2
∂
∂τ0
+ S
F (1)
` τ
1−`1
1 τ
−`2
2
∂
∂τ1
+ S
F (2)
` τ
−`1
1 τ
1−`2
2
∂
∂τ2
)
.
(6.201)
The sum is over ` · A = nA (where n ∈ N+ for the θ = 0 direction), which implies that the
vector-entries of ` = (`1, `2) obey the constraint `1 = n + 2`2. The differential-operator in the
right-hand side of (6.201) may thus be rewritten as136
S
F (0)
(n+2`2,`2)
τ−n−2`21 τ
−`2
2
∂
∂τ0
+S
F (1)
(n+2`2,`2)
τ1−n−2`21 τ
−`2
2
∂
∂τ1
+S
F (2)
(n+2`2,`2)
τ−n−2`21 τ
1−`2
2
∂
∂τ2
. (6.202)
The required match now easily follows. Using (6.201) with (6.202), and then comparing against
(6.112) is quite straightforward. For instance, consider the terms which are proportional to ∂∂τ0 .
Their matching requires
+∞∑
n=1
−bn2 c∑
`2=−∞
S
F (0)
(n+2`2,`2)
τ−n−2`21 τ
−`2
2 = S
Z
ω20τ2. (6.203)
This implies there is a single (free energy) non-zero Stokes coefficient, associated to the τ0-action.
One must set `2 = −1—and subsequently n = 2—in which case this Stokes coefficient is
S
F (0)
(0,−1) = S
Z
ω20 ( = −2 ). (6.204)
135Recall that the entries `i are assumed to be such that all powers of the τi are non-negative.
136Where `2 must still satisfy the τi-regularity requirements, which are now n-dependent.
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As another example, let us consider the terms which are proportional to ∂∂τ1 . Their matching
now requires
+∞∑
n=1
−bn−12 c∑
`2=−∞
S
F (1)
(n+2`2,`2)
τ1−n−2`21 τ
−`2
2 = S
Z
ω01 + S
Z
ω21 τ2 − SZω20 τ1τ2. (6.205)
For example, if `2 = 0 we must further have n = 1 in which case one obtains the first term on
the right-hand-side, resulting in S
F (1)
(1,0) = S
Z
ω01 . Repeating the same procedure for the other terms
in (6.205), and for the matching associated to terms proportional to ∂∂τ2 , yields:
S
F (1)
(1,0) = S
Z
ω01 ( = 2 ), (6.206)
S
F (1)
(1,−1) = S
Z
ω21 ( = 0 ), (6.207)
S
F (1)
(0,−1) = −SZω20 ( = 2 ), (6.208)
S
F (2)
(0,−1) = −SZω20 ( = 2 ). (6.209)
Interestingly enough, these are the exact same formulae as in subsection 6.5.
Having computed all non-vanishing Stokes coefficients associated to the free-energy Stokes
discontinuities along θ = 0, let us address the same problem along θ = pi. The matching is now
done against (6.123), and the procedure is completely analogous to the one above (just recall
that in (6.201) n now is n < 0). The final result is:
S
F (2)
(0,1) = S
Z
ω02 ( = 2 ), (6.210)
S
F (2)
(−1,1) = −SZω12 ( = 0 ), (6.211)
S
F (0)
(−1,0) = S
Z
ω10 ( = −2 ), (6.212)
S
F (1)
(−1,0) = −SZω10 ( = 2 ), (6.213)
S
F (2)
(−1,0) = −SZω10 ( = 2 ). (6.214)
Again, these end-up being the exact same formulae as in subsection 6.5.
Having matched Stokes data from the partition function with that for the resonant free-
energy associated to the elliptic potential, all we have left to do is to proceed with the numerical
checks of nonlinear resonant resurgence, via our usual large-order analyses.
6.11 Nonlinear Resonant-Asymptotics: Free Energy
Our final task in these lectures is to address the nonlinear resonant asymptotics of the elliptic
free-energy, and, in particular, to compare against its non-resonant asymptotics discussed in
subsection 6.6. Equipped with the Stokes data computed in the previous subsection, obtaining
the associated discontinuities and subsequent large-order relations is by-now straightforward.
Most of the construction occurs in parallel with what was done in subsection 6.6 and, as such,
herein we shall mostly focus on the manifestations of resonance.
As usual, let us start with the perturbative sector. Its large-order behaviour can be derived
from (6.167) and (6.168), such that the resonant version of (6.132) is now
F
(0,0)
k
2piiAk
Γ(k)
' S(1)e1
(
F
(1,0)
0 +
A
k − 1 F
(1,0)
1 +
A2
(k − 1)(k − 2) F
(1,0)
2 + · · ·
)
+ (6.215)
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+2−k
(
S
(1)
e1
)2(
F
(2,0)
0 +
2A
k − 1 F
(2,0)
1 +
(2A)2
(k − 1)(k − 2) F
(2,0)
2 + · · ·
)
+
+(−2)−k S(2)e2
(
F
(0,1)
0 +
−2A
k − 1 F
(0,1)
1 +
(−2A)2
(k − 1)(k − 2) F
(0,1)
2 + · · ·
)
+O(3−k).
As compared to the non-resonant case in (6.132), we see that now the instanton action A may
be factored-out to the left-hand-side (similarly to what happened in the one-dimensional case
(2.152)). But, other than that, at leading exponential order—the first line of (6.215)—the
resonant large-order growth is exactly the same as the non-resonant one137. However, at next-to-
leading exponential-order resonance kicks-in and the resonant large-order growth becomes rather
distinct from the non-resonant one. In the non-resonant case of subsection 6.6, with m = pi/8,
the large-order relation (6.132) shows how the contribution of the Φ(2,0)-sector was exponentially-
suppressed by (A2/(2A1))
k as compared to Φ(0,1), and these two sectors could not play with each
other at large-order. But in the present resonant case the contributions of sectors Φ(2,0) and
Φ(0,1) are now of the same order, and, furthermore, the Φ(0,1) contribution is oscillatory.
Let us then illustrate the specificities of this resonant behaviour at order ∼ O(2−k), and
how it differs from what was discussed back in subsection 6.6. Making use of our standard
methods, subleading exponential growths are isolated by resumming and then subtracting any
leading-order growth. Recalling the definition of large-order factor in (6.130), the exponentially-
subleading large-order growth inside (6.215) may then be numerically observed by plotting the
sequence (note the differences from (6.137))
F
(0,0)
k
2piiAk
Γ(k)
− SF((0,0)→(1,0)) × S0−BPN [χ((0,0)→(1,0)](k) ' (6.216)
' 2−k
(
SF((0,0)→(2,0)) × χ((0,0)→(2,0)) + (−1)k SF((0,0)→(0,1)) × χ((0,0)→(0,1))
)
+O(3−k).
The notation is always the same. S0−BPN [χ((0,0)→(1,0))](k) denotes the lateral resummation of
the large-order factor along θ = 0− (avoiding the poles which lie on the positive real axis). All
present statistical factors were defined in the box of page 130 (and are now evaluated with respect
to the likes of figure 34). Finally, weights and combinatorial factors of each path were defined
in (6.86) and (6.87); while the weights of each step are now given by (6.165) and (6.166). In
particular, making use of the results in the previous subsection, SF((0,0)→(n,0)) =
(
S
(1)
e1
)n
= 2n,
with n ≥ 1, and SF((0,0)→(0,1)) = S(2)e2 = 2. The lateral resummation follows the exact same
calculation as in subsection 6.6, recall (6.138), with both real and imaginary parts:
S0−BPN [χ((0,0)→(1,0))](k) = SReBPN [χ((0,0)→(1,0))](k) + iSImBPN [χ((0,0)→(1,0))](k). (6.217)
The first imprint of resonance appears once the above subtraction is carried out, as both real and
imaginary components are now of the same order (unlike in the non-resonant case, recall (6.139)
and (6.140)),
i δImF
(0,0)
k ≡ F (0,0)k
2piiAk
Γ(k)
− iSF((0,0)→(1,0)) SImBPN [χ((0,0)→(1,0))](k) ' O(2−k), (6.218)
δReF
(0,0)
k ≡ −SF((0,0)→(1,0)) SReBPN [χ((0,0)→(1,0))](k) ' O(2−k). (6.219)
137In fact, given that it is the same, we shall obviously not readdress it in the present subsection.
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Having the same magnitude, it would be natural to expect these two contributions to intertwine,
with the large-order matching then occurring against the growth of the sum of second and third
lines in (6.215)—with possibly yet another intertwine of their own. This particular case actually
turns out to be simpler than that, as138 all coefficients F
(2,0)
m are real, and all F
(0,1)
m are purely
imaginary. As such, one finds the simpler identifications (in particular, the first line below is
essentially the same as (6.141)):
(−2)k δImF (0,0)k ' −iSF((0,0)→(0,1))
(
F
(0,1)
0 −
2A
k
F
(0,1)
1 + · · ·
)
, (6.220)
2k δReF
(0,0)
k ' SF((0,0)→(2,0))
(
F
(2,0)
0 +
2A
k
F
(2,0)
1 + · · ·
)
. (6.221)
The imaginary-component of our (exponentially-weighted) sequence, (−2)k δImF (0,0)k , is predicted
to converge to −iSF((0,0)→(0,1))F (0,1)0 ≡ 2
√
m, whereas139 the real component, 2k δReF
(0,0)
k , is
predicted to converge to SF((0,0)→(2,0))F
(2,0)
0 = 2(1 − m). Note how the contribution from the
Φ(0,1)-sector to the imaginary sequence is alternating, thus accounting for the minus sign in the
exponential growth. These convergences are shown very explicitly in figure 35 (recall we have
fixed m = 13 to illustrate the resonant example). Comparing the fifth Richardson transforms of
the corresponding sequences with their expected exact results, we find the typical vanishingly-
small relative errors140
RT(0,0),2,Re(0, 95, 5)− 43
4
3
≈ 1.4877× 10−8, (6.222)
RT(0,0),2,Im(0, 95, 5)− 2√3
2√
3
≈ 5.425× 10−9. (6.223)
As the final example, let us consider an instanton sector; e.g., let us revisit the Φ(0,1)-sector
(also analyzed in the non-resonant case). Its large-order follows directly from (6.179) and (6.180),
F
(0,1)
k
2piiAk
Γ(k)
' S(1)e1
(
F
(1,1)
0 +
A
k − 1 F
(1,1)
1 +
A2
(k − 1)(k − 2) F
(1,1)
2 + · · ·
)
+ (6.224)
+
1
(−2)k 2S
(2)
e2
(
F
(0,2)
0 +
−2A
k − 1 F
(0,2)
1 +
(−2A)2
(k − 1)(k − 2) F
(0,2)
2 + · · ·
)
+
+
1
2k
(
S
(0)
−e2 +
1
2
S
(1)
e1 S
(0)
−e1−e2
)
F
(0˜)
0 +
+
1
2k
(
S
(1)
e1
)2(
F
(2,1)
0 +
2A
k − 1 F
(2,1)
1 +
(2A)2
(k − 1)(k − 2) F
(2,1)
2 + · · ·
)
+
+O(3−k).
Upon comparison with the non-resonant case (6.143), it is clear that the overall structure is
the same. Furthermore, at leading exponential-order the result is exactly the same. However,
138This can be seen directly, e.g., from the relation of free-energy sectors Φ(2,0) and Φ(0,1) with the original sectors
in the partition function, as related via (6.100).
139From (6.104) and (6.100) we can read-off F
(0,1)
0 = i
√
m and F
(2,0)
0 =
1
2
(1−m).
140We have added labels Re and Im to the RTs, in order to distinguish real and imaginary sequences.
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Figure 35. Exponentially-suppressed contributions to the large-order behaviour of the resonant per-
turbative sector. On the left we plot the leading behaviour of the real sequence 2k δReF
(0,0)
k , defined
in (6.219), while on the right we plot the leading behaviour of the imaginary sequence (−2)k δImF (0,0)k ,
defined in (6.218). In both cases the original sequences are plotted in red, while in blue we plot their
5-RTs. Furthermore, both cases involve a BP resummation of order N = 50. Purple (solid) lines denote
the expected (exact) convergence values: 4F
(2,0)
0 =
4
3 ≈ 1.3333 (left) and −2iF (0,1)0 = 2√3 ≈ 1.1547 (right).
at next-to-leading exponential-order, resonance kicks-in as many sectors will now talk to each
other at large order, and the resonant asymptotics is now distinct from the non-resonant one.
It is interesting to realize how, so far, resonance has not lead to any qualitative changes in the
exponentially-leading large-order growth: similarly to what happened for the perturbative sector
in (6.215), there is now only one sector which contributes at leading exponential-order, Φ(1,1), and
this is the exact same as in the non-resonant case (6.143). This leading behaviour is illustrated in
figure 36, where the leading growth of the (weighted) sequence F
(0,1)
k
2piiAk
Γ(k) is shown to converge
to its predicted value, S
(1)
e1 F
(1,1)
0 =
2
√
2
3 , with remarkable accuracy (and this is in fact basically
the same as in the non-resonant case, in the left image of figure 29).
At next-to-leading exponential-order, the effects of resonance start materializing in the
asymptotics. Sectors Φ˜(0,0) (third line of (6.224)) and Φ(2,1) (fourth line of (6.224)) contribute to
the large-order growth on equal footing, as they are both reached via forward motions of the same
length (whereas in the non-resonant case the contribution of the Φ(2,1) sector was exponentially-
suppressed141 with respect to that of Φ˜(0,0)). This can be understood pictorially: figure 34
illustrates the same phenomenon (albeit now centered on sector Φ(3,2)), where in the plot it is
sectors Φ(3,1) and Φ(1,0) which are both reached by a forward motion of length 2A. Back to our
Φ(0,1)-sector; the large-order contribution of Φ(0,2) (second line of (6.224)) also contributes at
the same exponential-order, altough it arises from a backwards path (in the same way as in the
non-resonant case), thus its alternating-sign within the growth. In order to numerically analyse
all these exponentially-suppressed contributions, we perform the usual BP resummation of the
leading growth (first line of (6.224)), split it into real and imaginary parts, and define (as in
(6.146) and (6.147))
δReF
(0,1)
k ≡ F (0,1)k
2piiAk
Γ(k)
− SF((0,1)→(1,1)) SReBPN [χ((0,1)→(1,1))](k) ' O(2−k), (6.225)
141At least for our choice of non-resonant modulus m.
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Figure 36. Leading large-order growth of the Φ(0,1)-sector in the resonant free-energy. The original
weighted-sequence F
(0,1)
k
2piiAk
Γ(k) is plotted in red, while in blue we plot its corresponding RT(0,1)(0, k, 5).
The purple line shows the value to which these sequences converge, S
(1)
e1 F
(1,1)
0 =
2
√
2
3 ≈ 0.9428.
i δImF
(0,1)
k ≡ −iSF((0,1)→(1,1)) SImBPN [χ((0,1)→(1,1))](k) ' O(2−k). (6.226)
In these expressions we used the fact that the coefficients F
(0,1)
k are purely imaginary. As ex-
pected, both real and imaginary sequences are of the same exponential order. Finally, because
the coefficients F
(0,2)
k and F
(0˜)
0 ≡ 1 are real, while the F (2,1)k are purely imaginary, we can write
the respective predicted growths as
(−2)k δReF (0,1)k ' (−1)kSF((0,1)→0˜) F (0˜)0 + SF((0,1)→(0,2))
(
F
(0,2)
0 −
2A
k
F
(0,2)
1 + · · ·
)
, (6.227)
2k δImF
(0,1)
k ' −iSF((0,1)→(2,1))
(
F
(2,1)
0 +
2A
k
F
(2,1)
1 + · · ·
)
. (6.228)
Using the values for the Stokes coefficients from the previous subsection, namely, (6.206), (6.204),
and (6.210), the required statistical-factors142 above are:
SF((0,1)→(1,1)) ≡ S(1)e1 = 2, (6.229)
SF((0,1)→0˜) ≡ S(0)−e2 +
1
2
S
(1)
e1 S
(0)
−e1−e2 = −2, (6.230)
SF((0,1)→(0,2)) ≡ 2S(2)e2 = 4, (6.231)
SF((0,1)→(2,1)) ≡
(
S
(1)
e1
)2
= 4. (6.232)
The large-order tests are shown in figure 37. The left image plots the leading growth of the real
sequence, (−2)k δReF (0,1)k , defined in (6.225), and its convergence to the predicted alternating
142These are just the Borel residues associated to the singularities of B[Φ(0,1)](s); SF((0,1)→m) = −S(0,1)→m.
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Figure 37. Exponentially-suppressed contributions to the large-order behaviour of the resonant Φ(0,1)
sector. We plot the leading behaviour of both real (−2)k δReF (0,1)k (left) and imaginary 2k δImF (0,1)k (right)
sequences, as defined in (6.225) and (6.226), respectively. In red we plot the original sequences, with their
5-RTs in blue (RT(0,1),2,Re,even/odd(0, k, 5) for the left plot and RT(0,1),2,Im(0, k, 5) for the right plot).
Purple (solid) lines denote the values to which these sequences converge, namely, ±SF((0,1)→0˜ F (0˜)0 +
SF((0,1)→(0,2)) F
(0,2)
0 =
2
3 ∓ 2 (left) and −iSF((0,1)→(2,1)) F (2,1)0 = − 83√3 (right).
values143 ±SF((0,1)→0˜) F (0˜)0 + SF((0,1)→(0,2)) F (0,2)0 = 23 ∓ 2. The right image plots the leading
growth of the imaginary sequence, 2k δImF
(0,1)
k , defined in (6.226), and its convergence to the
predicted value144 −iSF((0,1)→(2,1)) F (2,1)0 = − 83√3 . The fifth-order Richardson transforms of
both these real and imaginary sequences (the blue sequences in figure 37) converge very clearly
to their predicted values, with vanishingly-small relative errors of the order of ∼ 10−10 for the
imaginary sequence, and ∼ 10−8 for the real145 one.
This concludes our analysis of the resonant resurgent-structure of the transseries solution we
constructed for the elliptic-potential free energy. The many numerical checks clearly validate all
large-order predictions, which were now obtained from resonant resurgence. This example was
particularly illuminating as resonance was tunable, and, in this way, allowed us to compare differ-
ences and similarities between resonant and non-resonant cases. In general, in harder problems,
resonance need not be tunable and the asymptotics may be much more intricate than illustrated
here. Recent such examples include different string-theoretic scenarios, as are the cases of the
first Painleve´ equations describing 2d (super) gravity [130, 16, 210] and topological string theory
[199, 77, 78, 76]. This introduction to resonance should hopefully allow the interested reader to
easily understand the resurgent properties of those examples.
As we reach the end, hopefully we have contributed to helping the reader enlarge their toolbox
of methods for addressing nonperturbative questions in modern theoretical and mathematical
physics. It should be clear that resurgence and transseries have a built-in very natural power to
tackle truly nonperturbative questions, both at numerical and analytical levels. Further, they
are explicitly constructed in a physically-intuitive semiclassical language. The range of problems
where they may be applicable—from quantum mechanics, field theory, gauge theory, through
143Using F
(0˜)
0 = 1 and F
(0,2)
0 =
1
6
.
144Using F
(2,1)
0 = − 2i3√3 .
145Once again, due to its alternating nature, one needs to separate and independently address even and odd
terms in order to perform the Richardson transforms for the real sequence.
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string theory—is enormous, and we hope this contribution will help opening new nonperturbative
windows into so many fascinating problems. Closer to our own research interests, while these
methods by themselves may not tell us why string perturbation theory diverges (we think of
the “why” as a question concerning the physics), very likely they will tell us exactly how string
perturbation theory diverges (as these lectures hopefully made clear, the “how” is, in fact, a
very sharp and answerable mathematical question): seemingly in a very specific mixture of both
resonant and parametric/co-equational resurgences. While the former has, at this stage, become
well-known to the reader, the latter will have to wait for future work.
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A Further Details on Alien Calculus
The goal of this appendix is to present a mathematical (albeit much shorter) introduction to alien
calculus. This will hopefully lay down a notational bridge between the contents of the main text
and the mathematical literature; thus guiding the interested reader within the general framework
described in, e.g., [109, 55, 56, 69–71, 91, 212, 208, 209, 84, 189, 168, 85, 205], and from then on.
We shall begin with general definitions and results, and then proceed to an example involving
two instanton actions but with no multi-instanton corrections, i.e., a strictly “linear” example146.
This example will nonetheless have enough structure so as to illustrate all the required material.
Note that, when compared against the main text, the asymptotic expansions in this appendix
are in the variable (coupling constant) z = 1/x, with z ∼ +∞. The analogue of (2.1) is now
simply
Φ(0)(z) '
+∞∑
g=0
Φ
(0)
g
zg+1
. (A.1)
While this is the standard notation within the mathematical literature—and we shall follow it in
this appendix—, as one compares against formulae in the main text—and, in particular, large-
order formulae—it is important to notice that there might be some overall minus-sign differences.
Asymptotic Gevrey Series
Up to this point we have been dealing with asymptotic series whose coefficients grow as Φg ∼ g!,
but there are many other possibilities. One very useful classification of different possible types
of asymptotic behaviour is due to Gevrey (see, e.g., [155] for an introduction). Herein, one says
that the formal series (A.1) is a Gevrey-p series, iff ∃M,C ∈ R+ such that
|Φg| ≤M Cg (g!)p (A.2)
In particular, a convergent series is Gevrey-0 while the asymptotic series we have been considering
in the main text are Gevrey-1. The set of all Gevrey-p formal series, which we shall denote by
C(p)[[1/z]], is a differential algebra. One can make sense out of these general, divergent series by
following a rather straightforward generalization of the Borel resummation procedure outlined
at the beginning of section 2. Let Φ(z) in (A.1) be a Gevrey-p series, i.e., Φ(z) ∈ C(p)[[1/z]].
Further, define the index-m Borel transform as
Bm
[
1
zα+1
]
(s) =
sα
Γ
(
α
m + 1
) , (A.3)
which, in particular, generalizes (2.3). In this set-up, the index-1p Borel transform
B1/p[Φ](s) (A.4)
has positive radius of convergence147 and may thus by analytically extended throughout s ∈ C,
albeit with the resulting function having singularities and branch cuts, as expected. Once this is
146This is, of course, an example inspired by a partition function already computed in section 6.
147Hence, is a germ of an analytic function.
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done, the index-1p Borel resummation
148 (generalizing the standard Borel resummation (2.4))
S1/pΦ(z) = z
1
p
−1
∫ +∞
0
dsB1/p[Φ](sp) e−z
1
p s (A.6)
finally defines a function out from the Gevrey-p series (A.1) (see, e.g., [155] for further details).
Of course that, as usual, this integral only makes sense as long as the integration contour does
not cross any singularities of the integrand. If it does, Stokes automorphisms must come into
play and the resurgence framework necessarily makes its way onto the realm of general Gevrey
series. Albeit very interesting, we shall not further pursue the question of multi-summability in
this appendix, but refer the interested reader to, e.g., [168]. Having briefly unveiled the general
set-up of Borel multi-summability, we shall next return to our analysis of Gevrey-1 series.
Resurgent Functions and Simple Resurgent Functions
Under the above set-up, let us introduce the definition of resurgence as due to E´calle [109]. The
Gevrey-1 formal series (A.1) is said to be resurgent, or, more generically, to define a resurgent
function, if its Borel transform has endless analytic continuation. This means that, for any chosen
path emanating from some neighborhood of the origin, and which avoids a fixed countable set
on the complex plane, the Borel transform must have analytic continuation along this path.
This “forbidden” set is, of course, the set of Borel singularities. This definition leads to a very
general class of functions, from which a particularly useful subclass is that of simple resurgent
functions (also as already discussed in section 4). This subclass is still rather large so as to include
many examples, but a bit more under control on what concerns Borel singularities. Recall from
section 4 that a simple resurgent function is a resurgent function whose Borel singularities restrict
to simple poles and logarithmic branch-points. If we recall (4.53), the precise statement is149
B[Φ](s) = Sω × B[Ψω] (s− ω) log (s− ω)
2pii
+ holomorphic, (A.7)
near each singular point ω, with Sω ∈ C and Ψω some other asymptotic sector (but such that
B[Ψω] is holomorphic near the origin, i.e., it introduces no further singularities near s ≈ ω).
For simple resurgent functions, one may actually use the above explicit expression (A.7) in
order to be precise upon what happens as the Borel resummation (A.6) crosses a Stokes line
(recall figure 5 in section 2). Using the lateral Borel resummations
Sθ±Φ(z) =
∫ eiθ±∞
0
dsB[Φ](s) e−zs, (A.8)
and labeling the (possibly infinite) singular points on the Stokes line along θ by {ωn} (i.e.,
∀n ∈ N, argωn = θ), it is straightforward to obtain
Sθ+Φ(z) = Sθ−Φ(z)−
∑
{ωn}
Sωn e
−ωnz Sθ−Ψωn(z). (A.9)
148This resummation is defined via the index-m Laplace transform, itself given by
Lm [f(s)] (z) := zm−1
∫ +∞
0
ds f(s1/m) e−z
ms. (A.5)
149In this appendix we are dropping the simple pole in (4.53), associated to a residual coefficient, without loss of
generality. It should be straightforward for the reader to include it back at any stage in the present analysis.
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This expression encodes the Stokes automorphism Sθ in (2.5), Sθ+ = Sθ− ◦Sθ, or, equivalently,
the discontinuity across the Stokes line,
Sθ+ − Sθ− = −Sθ− ◦Discθ (A.10)
where we recall from (2.46) that Discθ = 1 − Sθ. One concludes that, for simple resurgent
functions with Borel singularities (A.7), the Stokes discontinuities take the general form150
DiscθΦ(z) =
∑
{ωn}
Sωn e
−ωnz Ψωn(z). (A.11)
This directional discontinuity is easily decomposable as DiscθΦ =
∑
{ωn}DiscωnΦ, where the
discontinuity at each specific singularity ω is given by
DiscωΦ ≡ Sω e−ωz Ψω. (A.12)
This “discontinuity operator at ω” is linear by construction. It may be equally defined as either
acting on the asymptotic series or on the corresponding Borel transforms. It also relates in a
completely direct way to the Borel singularity structure in (A.7). As we shall see next, this state
of affairs may be further improved by introducing a closely related operator: the alien derivation.
Alien Derivatives and Alien Calculus
The alien derivative at ω, denoted by ∆ωΦ, improves upon the discontinuity operator, DiscωΦ,
precisely by further being a derivation (and thus, a vector field). One way to approach it, starting
from (A.7), is to define the alien derivative of B[Φ] at the singularity ω (of Φ, at ω), denoted by
∆ωB[Φ] (by ∆ωΦ), as a specific weighted-average of analytic continuations of B[Ψω] along every
possible path from the origin up to ω along θ (where argω = θ), which circumvent the previous
singularities on the Stokes line in every possible way (e.g., recall figure 8). The alien derivative
thus constructed is linear and may be equally defined as either acting on the Borel transforms
or on the corresponding asymptotic series. But, in contrast with the discontinuity, it is also a
derivation in the sense that it satisfies the Leibniz rule with respect to either the convolution
product of Borel transforms or the standard product of asymptotic series. Thus its usefulness
over (A.12). The precise definition is too technical for this short appendix and we shall next
approach it in a slightly detoured way (see, e.g., [109, 208, 209] for rigorous definitions).
Within the usual picture of figures 5 and 8 in section 2, and our on-going discussion, let
us consider a Stokes line along θ with singularities {ωn}. Let us further introduce the pointed
(or dotted) alien derivative, simply defined by the combination ∆˙ω := e
−ωz∆ω. Then, akin to
(A.11), one defines the directional pointed alien-derivative as
∆˙θ =
∑
{ωn}
∆˙ωn . (A.13)
The main relation between all these concepts (and which, for the purposes of this appendix, we
shall take as the definition of alien derivative) is now [109]
∆˙θ := logSθ = log (1−Discθ) = −Discθ−
1
2
Discθ ◦Discθ− 1
3
Discθ ◦Discθ ◦Discθ−· · · . (A.14)
150This also shows how Φ alone cannot be the complete answer to whatever problem one is addressing: all {Ψωn}
contributions found by probing the singularity structure of B[Φ] must also be appropriately taken into account.
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In this way, via the logarithm, the proof that ∆ω is a derivation becomes equivalent to the
proof that Sθ is an automorphism [109]. As it stands, (A.14) is a surprisingly simple relation.
But once we insert (A.13), and iteratively (A.11), it will result in intricate151 expressions152 for
the alien derivatives ∆ωn (resulting in the aforementioned weighted averages). Nevertheless, the
main point is that although Discω connects to the Borel transform in a very direct way (as we
have seen above), it is not a derivation—thus the usefulness of introducing ∆ω instead.
Transseries and the Bridge Equation
The natural question which follows from the above discussion is: is there an alternative (meaning
simpler) way to compute ∆ω? The answer is “yes”, and it will be achieved by the use of the
bridge equation. One of the cleanest ways to introduce it is to follow the historical development of
resurgence, going back to its origins within the context of (first order) nonlinear ODEs. Herein,
one constructs formal solutions to the said ODE via the use of transseries, just like the one back
in (2.6),
Φ(z, σ) =
+∞∑
n=0
σn Φ(n)(z). (A.15)
Under appropriate conditions, Φ(0)(z) is a Gevrey-1 series of the form (A.1) and the Φ(n)(z) are
n-instanton contributions153, analogues of (2.7),
Φ(n)(z) ' e−nAz
+∞∑
g=1
Φ
(n)
g
zg+βn
≡ e−nAz Φn(z), (A.16)
with Φn also Gevrey-1 series. The transseries parameter σ parameterizes different choices of ini-
tial (boundary) conditions, and one can write an infinite sequence of linear ODEs (homogeneous
for n = 1; inhomogeneous for n ≥ 2) for the Φn, starting from the original nonlinear equation.
The construction of the bridge equation now follows from a simple observation. The pointed
alien derivative which we introduced earlier, ∆˙ω, turns out to commute with the ordinary deriva-
tive, i.e., [∆˙ω, ∂z] = 0 (in particular, this implies that the standard alien derivative ∆ω does not
commute with the ordinary derivative), see, e.g., [109, 208, 209]. Further, a partial derivative
with respect to the transseries parameter, ∂σ, obviously also commutes with ∂z. This implies
that both ∆˙ωΦ(z, σ) and ∂σΦ(z, σ) will satisfy the very same, first-order ODE. In particular,
this will be a linear, homogeneous ODE in the variable z, which implies that these two quantities
must be proportional to each other. In formulae:
∆˙ωΦ(z, σ) = Sω(σ)
∂Φ
∂σ
(z, σ), (A.17)
where Sω(σ) is the (z-independent) proportionality coefficient, and this equation is precisely
the bridge equation, establishing a “bridge” between alien and ordinary derivatives. The argu-
ment may be generalized to higher-order ODEs, to PDEs, to finite-difference equations, multi-
dimensional integrals and so on, which is to say that the bridge equation is quite general and
somewhat independent from the context where it was derived [109, 208, 209].
151Except, of course, if there is a single singularity ω along θ, in which case ∆˙θ = −Discθ as Disc2θΦ ∼ DiscθΨω = 0.
152See [208] for some very explicit expressions and examples, obtained by following this sort of analysis.
153If by no other way, all sectors in the transseries (A.15) may be found by probing the singularity structure of
B[Φ(0)], as in (A.11) (and, if necessary, successively the singularity structures of the thus uncovered B[Φ(n)]).
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One may be more specific about the proportionality coefficient Sω(σ). The transmonomial
building blocks of (A.15) are of the form σnemAz, to which we may assign weight w = n + m.
Now, the derivative ∆˙kA acts on these transmonomials by lowering
154 their weight as m→ m−k
and the derivative ∂σ acts upon them by lowering weight as n → n − 1. Since the transseries
(A.15) has overall weight w = 0, the bridge equation (A.17) can only hold155 at ω = kA if SkA(σ)
has weight w = 1− k, i.e.,
SkA(σ) ≡ Sk σ1−k (A.18)
is a monomial in σ. Notice that one must further have k ≤ 1, as both sides of (A.17) are regular.
In this case, the bridge equation is finally written as
∆˙kAΦ(z, σ) = Sk σ
1−k ∂Φ
∂σ
(z, σ), k ≤ 1, k 6= 0, (A.19)
up to the as-yet-unknown complex numbers {S1, S−1, S−2, · · · }; the E´calle analytic invariants156
for the original ODE. This bridge equation that the transseries formal-solution satisfies, (A.19),
translates to an infinite sequence of resurgence relations for the transseries components Φn (by
simple replacement) as
∆kAΦn = Sk (n+ k) Φn+k, k ≤ 1, k 6= 0. (A.20)
These expressions compute all alien derivatives, up to the analytic invariants. It is also simple
to realize that, via (A.14), the invariants Sω are determined by the “Borel residues” Sω in (A.7).
This discussion also illustrates the advantage of working with the alien operator ∆ω rather
than the discontinuity Discω: as ∆ω is a derivation, it is also a vector field, and it is precisely
such a vector field realization that the bridge equation is implementing.
Stokes Phenomena and its Stokes Constants
The framework described above now allows for a very elegant reformulation of Stokes phenomena
(which we first explained back in (2.8)). Let us consider the action of the Stokes automorphism
Sθ on the transseries (A.15), along θ = 0. In this direction, the bridge equation (A.19) yields a
single singularity at ω = A, in which case it follows
S0Φ(z, σ) = e
∆˙0Φ(z, σ) = e∆˙AΦ(z, σ) = eS1
∂
∂σΦ(z, σ) = Φ(z, σ + S1), (A.21)
where we made use of the relation between the Stokes automorphism and the alien derivative
(A.14) in the first equality, and of the bridge equation (A.19) in the third equality. This expression
shows why the Stokes automorphism is indeed an automorphism: it acts upon transseries (via
the bridge equation) as inducing a translation along the σ-direction. It also shows why this
automorphism is named Stokes. But, interestingly enough, this is not the only type of Stokes
phenomena that must be considered. The bridge equation (A.19) also predicts a Stokes line along
θ = pi, where we now find nonlinear Stokes phenomena. In fact, along this direction there is an
infinite number of singularities, and the Stokes automorphism acts as
SpiΦ(z, σ) = e
∆˙piΦ(z, σ) = exp
(
+∞∑
n=1
∆˙−nA
)
Φ(z, σ) = (A.22)
154For positive k and A, which is implicitly assumed when saying “lowering”.
155These concepts of degree and homogeneity were further discussed, in a slightly different context, in section 5.
156These numbers are invariants of the ODE in the following sense: two (apparently distinct) ODEs with the same
set of analytic invariants, must in fact be the same equation up to a (possibly complicated) change of variables.
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= exp
(
+∞∑
n=1
S−n σn+1
∂
∂σ
)
Φ(z, σ) ≡ eSpi(σ) ∂∂σΦ(z, σ) = Φ(z,Spi(σ)), (A.23)
where Spi(σ) essentially generalizes the above translation σ 7→ S0(σ) ≡ σ + S1 to a more generic
automorphism σ 7→ Spi(σ) generated by the one-parameter flow of the formal vector field Spi(σ) ∂∂σ .
Expressions (A.21) and (A.23) are also known as the E´calle connection formulae. A more com-
plete discussion of Stokes phenomena and the Stokes automorphism, along different types of
Stokes lines and for transseries with multiple parameters, may be found in, e.g., [15].
The above discussion further shows how the analytic invariants are in fact the Stokes con-
stants of the problem; which themselves must relate to the Borel residues. In this way, one may
equally denote the Sk constants as E´calle analytic invariants, Stokes constants, or E´calle–Stokes
invariants. But perhaps the most interesting point here is that, because they relate to the Borel
residues Sω in (A.7) or (A.12) via (A.14), such relation gives us, at least in principle, a way to
compute them. Let us understand how this occurs in our present setting.
Rewriting (A.7) for any given sector of our specific transseries (A.15), one finds
B[Φn](s)
∣∣∣
s=kA
= Sn→n+k × B[Φn+k] (s− kA) log (s− kA)
2pii
+ holomorphic, k 6= 0, (A.24)
where the enlarged labeling of the Borel residues, including departure and arrival nodes, will
become clear shortly. Further rewriting (A.11) for any of the transseries sectors, one finds
DiscθΦn =
∑
{k}
Sn→n+k e−kAz Φn+k, (A.25)
where the sum in taken over all singularities ω = kA appearing along157 θ. We may now expand
(A.14) in the present setting, and compare equal exponential terms in order to obtain the alien
derivative acting on a sector Φn as a combination of Borel residues. Along θ = 0 one finds (with
k > 0)
∆kAΦn = −
k∑
s=1
1
s
∑
{`1,...,`s≥1}∑
`i=k
Sn→n+`1 Sn+`1→n+`1+`2 · · · Sn+k−`s→n+k Φn+k. (A.28)
But now the constraint k ≤ 1 in (A.20) implies that there is only one non-vanishing term, i.e.,
∆kAΦn = 0 for k > 1. Comparing (A.28) with the resurgence relations (A.20), this non-vanishing
term yields
S1 = − 1
n+ 1
Sn→n+1, (A.29)
which relates the k = 1 Stokes constant with the Borel residues of a “single-step” (and vice-versa).
All the remaining vanishing terms in (A.28) then yield a series of constraints which essentially
157For the two directions of interest in the one-parameter transseries setting, θ = 0 and θ = pi, this results in:
Disc0Φn =
+∞∑
k=1
Sn→n+k e
−kAz Φn+k, (A.26)
DiscpiΦn =
n∑
k=1
Sn→n−k e
+kAz Φn−k. (A.27)
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build the “multi-step” Borel residues as products of “single-step” ones. One finds
Sn→n+k =
(−1)k−1
k!
k−1∏
`=0
Sn+`→n+`+1, (A.30)
or, explicitly158,
Sn→n+k = − 1
k!
(n+ k)!
n!
Sk1 . (A.31)
Along θ = pi the story is more intricate. One now finds a very similar result to the case of θ = 0
(with k > 0)
∆−kAΦn = −
k∑
s=1
1
s
∑
{`1,...,`s≥1}∑
`i=k
Sn→n−`1 Sn−`1→n−`1−`2 · · · Sn−k+`s→n−k Φn−k, (A.32)
but where there are no vanishing constraints. Comparing (A.32) with the resurgence relations
(A.20) finally yields a closed-form expression for the Stokes constants in terms of the Borel
residues159 [208]
S−k = − 1
n− k
k∑
s=1
1
s
∑
{`1,...,`s≥1}∑
`i=k
Sn→n−`1 Sn−`1→n−`1−`2 · · · Sn−k+`s→n−k, 1 ≤ k < n.
(A.33)
Before finding the (equivalent) inverse mapping, let us first notice a simple consequence of the
resurgence relations (A.20). They yield ∆−nAΦn = 0, which, in terms of Borel residues, translates
to160
Sn→0 = 0, n ≥ 1. (A.34)
Now, the complete inverse mapping corresponding to (A.33) can be determined for each k ≥ 1.
It is given by161:
Sn→n−k = −
k∑
s=1
1
s!
∑
{`1,...,`s≥1}∑
`i=k
s∏
a=1
n− a∑
j=1
`j
 s∏
b=1
S−`b , 1 ≤ k < n. (A.35)
The above formulae also show how the analytic invariants Sk are in some sense more “fun-
damental” than the Borel residues Sn→n+k. In fact, the analytic invariants only depend on the
“distance vector” k between transseries nodes n and n + k (they are “alien-chain translational
158This also serves as a consistency check on the n-independence of S1 in (A.29).
159Note that although the right-hand sides of these relations have an explicit n-dependence, the specific combina-
tions which appear in these formulae are such that the left-hand sides turn out to be n-independent. This relates
back to the resurgence relations (A.20), where the n-dependence of their proportionality coefficient Sk (n+ k)
appears only (and explicitly) in the second factor (n+ k). In other words, the Stokes constants Sk do not depend
on departure or arrival transseries nodes; they are “alien-chain translational-invariant” (unlike the Borel residues).
160This restriction was lifted in the example studied in section 2, as it dealt with a two-parameter transseries.
161This type of expressions may be written as sums over partitions, and many such closed-form formulae may be
found in [16, 15]. However, the vectorial generalization of this type of expressions—which follows straightforwardly
from the above reasoning and was presented in section 5—is perhaps more illuminating.
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invariant”), while the Borel residues need to have specified “departure”, n, and “arrival”, n+ k,
nodes in their labels (thus also implicitly depending on this “distance vector” k). In this way,
the analytic invariants depend on less data, and there are less of them. On the other hand, as we
shall see next, in spite of less “fundamental” the Borel residues do turn out to appear in simpler
combinations than the Stokes constants in most formulae, thus still being rather useful.
An Explicit (Linear) Example
In order to make the above mathematical framework more explicit, let us consider an example
based on the partition function addressed in section 6, i.e., a linear example involving a “pertur-
bative” sector and two, distinct “instanton” sectors. The transseries for such partition function
will be chosen of the form
Z(z,σ) = σ0 Φ0(z) + σ1 e−A1z Φ1(z) + σ2 e+A2z Φ2(z), (A.36)
with A1, A2 > 0, seemingly leading to Borel singularities located at +A1 and −A2 (being a linear
problem, there will be no multi-instanton Borel singularities). Each sector above is, of course,
asymptotic (as in (A.1) and (A.16)),
Φn(z) '
+∞∑
g=1
Φ
(n)
g
zg+βn
. (A.37)
Let us start by computing the alien derivatives of this example. The bridge equation (A.17)
in this problem is
∆˙ωZ(z,σ) = Sω(σ) · ∂Z
∂σ
(z,σ), (A.38)
where Sω(σ) is now a (z-independent) proportionality vector, which in principle may be built
out of monomials of the form σn0σ
m
1 σ
k
2 . However, in this linear example things turn out to be
much simpler. In fact, due to linearity, the right-hand side of (A.38) includes the very simple
Sω(σ) · ∂Z
∂σ
= Sω(σ) ·
(
Φ0, e
−A1z Φ1, e+A2z Φ2
)
, (A.39)
whereas the left-hand side may be written as
∆˙ωZ = σ ·
(
e−ωz ∆ωΦ0, e−(ω+A1)z ∆ωΦ1, e−(ω−A2)z ∆ωΦ2
)
. (A.40)
This immediately implies that
Sω(σ) =
S00ω S01ω S02ωS10ω S11ω S12ω
S20ω S
21
ω S
22
ω
σ ≡ Sω · σ, (A.41)
where we have organized the Stokes analytic-invariants into a matrix. Matching equal powers of
the transseries parameters in (A.38) leads to the three equations
e−(ω+A`)z ∆ωΦ` = S0`ω Φ0 + S
1`
ω e
−A1z Φ1 + S2`ω e
+A2z Φ2, (A.42)
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Figure 38. Singularities on the Borel plane, for each of the three sectors Φn.
with A` = 0, A1,−A2, respectively, and from where the resurgence relations may be found (along-
side the vanishing Stokes constants). Indeed, now matching equal powers of the transmonomials
e−z finally leads to the resurgence relations162
∆A1Φ0 = S
10
A1 Φ1, ∆−A2Φ0 = S
20
−A2 Φ2, (A.43)
∆−A1Φ1 = S
01
−A1 Φ0, ∆−A1−A2Φ1 = S
21
−A1−A2 Φ2, (A.44)
∆A2Φ2 = S
02
A2 Φ0, ∆A1+A2Φ2 = S
12
A1+A2 Φ1, (A.45)
or, equivalently, to the analytic-invariant matrices163
SA1 =
 0 0 0S10A1 0 0
0 0 0
 , SA2 =
 0 0 S02A20 0 0
0 0 0
 , SA1+A2 =
 0 0 00 0 S12A1+A2
0 0 0
 , (A.46)
S−A1 =
 0 S01−A1 00 0 0
0 0 0
 , S−A2 =
 0 0 00 0 0
S20−A2 0 0
 , S−A1−A2 =
 0 0 00 0 0
0 S21−A1−A2 0
 . (A.47)
Besides having computed all alien derivatives in the problem (up to the Stokes constants),
this shows how there are indeed two Stokes lines: one along θ = 0 and another along θ = pi.
The Borel singularity structure is slightly more intricate than one had na¨ıvely guessed from
the original transseries, and is fully illustrated in figure 38. Furthermore, Stokes phenomena is
now straightforward to implement. Proceeding stepwise, one first writes the directional alien
derivatives ∆˙θ along θ = 0,
∆˙0 = e
−A1z∆A1 + e
−A2z∆A2 + e
−(A1+A2)z∆A1+A2 , (A.48)
and along θ = pi,
∆˙pi = e
A1z∆−A1 + e
A2z∆−A2 + e
(A1+A2)z∆−A1−A2 . (A.49)
Next, these expansions lead to their corresponding Stokes automorphisms164
S0Φ0 = Φ0 + SA1 e
−A1z Φ1, (A.50)
162Recall that Borel transforms cannot have singularities at the origin; this would contradict their definition
based on holomorphicity around some neighborhood of the origin.
163Because each matrix has a single non-vanishing entry, this shows very explicitly how the Stokes constants
only depend on their subscript (the “distance vector” between nodes) and not on their superscripts (labeling
“departure” and “arrival” transseries nodes), as discussed earlier. In the following we will drop these superscripts
and label the Stokes constants only by their “translational invariant” subscripts.
164Note how there is only one type of second-order alien derivative along each direction, but no higher-order ones.
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S0Φ1 = Φ1, (A.51)
S0Φ2 = Φ2 + SA2 e
−A2z Φ0 +
(
SA1+A2 +
1
2!
SA1SA2
)
e−(A1+A2)z Φ1, (A.52)
and
SpiΦ0 = Φ0 + S−A2 e
A2z Φ2, (A.53)
SpiΦ1 = Φ1 + S−A1 e
A1z Φ0 +
(
S−A1−A2 +
1
2!
S−A2S−A1
)
e(A1+A2)z Φ2, (A.54)
SpiΦ2 = Φ2. (A.55)
These operators act on the full partition-function transseries as
S0Z(z,σ) = Z(z, S0 · σ) and SpiZ(z,σ) = Z(z, Spi · σ) (A.56)
where, finally, the flows acting on the transseries parameters σ 7→ Sθ ·σ are implemented by the
Stokes matrices
S0 =
 1 0 SA2SA1 1 SA1+A2 + 12SA1SA2
0 0 1
 and Spi =
 1 S−A1 00 1 0
S−A2 S−A1−A2 +
1
2S−A2S−A1 1
 .
(A.57)
It is also interesting to rewrite these matrices using the Borel residues instead of the analytic
invariants, via (A.33), where one finds the much neater:
S0 =
 1 0 −S2→0−S0→1 1 −S2→1
0 0 1
 , Spi =
 1 −S1→0 00 1 0
−S0→2 −S1→2 1
 . (A.58)
Large-Order Behaviour and Transseries Asymptotics
The one question that remains is: how do the above concepts relate to asymptotics?, which was
a central topic throughout these lectures. As discussed at length in the main body of this text,
the connection arises via the (Stokes) discontinuity (A.11), and how it may be used within the
Cauchy theorem. This was well explained in the main text; here we shall limit ourselves to very
briefly readdressing this issue within the alien-calculus mathematical framework outlined above.
As first explained back in subsection 2.3—but now within the example of the partition
function (A.36) with Stokes lines along θ = 0, pi—, straightforward application of the Cauchy
theorem to each of its asymptotic components (A.37) yields (this is very similar to (2.150))
Φ(z) =
1
2pii
∫ +∞
0
dw
Disc0Φ(w)
w − z +
1
2pii
∫ −∞
0
dw
DiscpiΦ(w)
w − z . (A.59)
where Discθ = 1−Sθ and Sθ was computed earlier for each Φn-sector via alien calculus. Using
the asymptotic expansions (A.37) and expanding the above integrands around large z, it follows:
• Discontinuities of the perturbative sector Φ0:
Disc0Φ0(w) = −SA1 e−A1w Φ1(w), (A.60)
DiscpiΦ0(w) = −S−A2 eA2w Φ2(w). (A.61)
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• Asymptotics of the perturbative sector Φ0 (with analytic invariants):
Φ
(0)
g1 '
SA1
2pii
Γ (g − β1)
Ag−β11
+∞∑
h=1
Γ (g − β1 − h+ 1)
Γ (g − β1) Φ
(1)
h A
h−1
1 + (A.62)
+
S−A2
2pii
Γ (g − β2)
(−A2)g−β2
+∞∑
h=1
Γ (g − β2 − h+ 1)
Γ (g − β2) Φ
(2)
h (−A2)h−1 .
• Asymptotics of the perturbative sector Φ0 (with Borel residues):
Φ
(0)
g1 ' −
S0→1
2pii
Γ (g − β1)
Ag−β11
+∞∑
h=1
Γ (g − β1 − h+ 1)
Γ (g − β1) Φ
(1)
h A
h−1
1 − (A.63)
−S0→2
2pii
Γ (g − β2)
(−A2)g−β2
+∞∑
h=1
Γ (g − β2 − h+ 1)
Γ (g − β2) Φ
(2)
h (−A2)h−1 .
• Leading large-order behaviour:
Φ
(0)
g1 '
SA1
2pii
Γ (g − β1)
Ag−β11
(
Φ
(1)
1 +
A1
g − β1 − 1 Φ
(1)
2 + · · ·
)
+ (A.64)
+
S−A2
2pii
Γ (g − β2)
(−A2)g−β2
(
Φ
(2)
1 −
A2
g − β2 − 1 Φ
(2)
2 + · · ·
)
.
• Discontinuities of the nonperturbative sector Φ1:
Disc0Φ1(w) = 0, (A.65)
DiscpiΦ1(w) = −S−A1 eA1w Φ0(w)−
(
S−A1−A2 +
1
2
S−A2S−A1
)
e(A1+A2)w Φ2(w).(A.66)
• Asymptotics of the nonperturbative sector Φ1 (with analytic invariants):
Φ
(1)
g1 '
S−A1
2pii
Γ (g + β1)
(−A1)g+β1
+∞∑
h=0
Γ (g + β1 − h− 1)
Γ (g + β1)
Φ
(0)
h (−A1)h+1 + (A.67)
+
S−A1−A2 +
1
2 S−A2S−A1
2pii
Γ (g + β1 − β2)
(−A1 −A2)g+β1−β2
+∞∑
h=1
Γ (g + β1 − β2 − h)
Γ (g + β1 − β2) Φ
(2)
h (−A1 −A2)h .
• Asymptotics of the nonperturbative sector Φ1 (with Borel residues):
Φ
(1)
g1 ' −
S1→0
2pii
Γ (g + β1)
(−A1)g+β1
+∞∑
h=0
Γ (g + β1 − h− 1)
Γ (g + β1)
Φ
(0)
h (−A1)h+1 − (A.68)
−S1→2
2pii
Γ (g + β1 − β2)
(−A1 −A2)g+β1−β2
+∞∑
h=1
Γ (g + β1 − β2 − h)
Γ (g + β1 − β2) Φ
(2)
h (−A1 −A2)h .
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• Leading large-order behaviour:
Φ
(1)
g1 '
S−A1
2pii
Γ (g + β1)
(−A1)g+β1
(
− A1
g + β1 − 1 Φ
(0)
0 + · · ·
)
+ (A.69)
+
S−A1−A2 +
1
2 S−A2S−A1
2pii
Γ (g + β1 − β2)
(−A1 −A2)g+β1−β2
(
− A1 +A2
g + β1 − β2 − 1 Φ
(2)
1 + · · ·
)
.
• Discontinuities of the nonperturbative sector Φ2:
Disc0Φ2(w) = −SA2 e−A2w Φ0(w)−
(
SA1+A2 +
1
2
SA1SA2
)
e−(A1+A2)w Φ1(w),(A.70)
DiscpiΦ2(w) = 0. (A.71)
• Asymptotics of the nonperturbative sector Φ2 (with analytic invariants):
Φ
(2)
g1 '
SA2
2pii
Γ (g + β2)
Ag+β22
+∞∑
h=0
Γ (g + β2 − h− 1)
Γ (g + β2)
Φ
(0)
h A
h+1
2 + (A.72)
+
SA1+A2 +
1
2 SA1SA2
2pii
Γ (g + β2 − β1)
(A1 +A2)
g+β2−β1
+∞∑
h=1
Γ (g + β2 − β1 − h)
Γ (g + β2 − β1) Φ
(1)
h (A1 +A2)
h .
• Asymptotics of the nonperturbative sector Φ2 (with Borel residues):
Φ
(2)
g1 ' −
S2→0
2pii
Γ (g + β2)
Ag+β22
+∞∑
h=0
Γ (g + β2 − h− 1)
Γ (g + β2)
Φ
(0)
h A
h+1
2 − (A.73)
−S2→1
2pii
Γ (g + β2 − β1)
(A1 +A2)
g+β2−β1
+∞∑
h=1
Γ (g + β2 − β1 − h)
Γ (g + β2 − β1) Φ
(1)
h (A1 +A2)
h .
• Leading large-order behaviour:
Φ
(2)
g1 '
SA2
2pii
Γ (g + β2)
Ag+β22
(
A2
g + β2 − 1 Φ
(0)
0 + · · ·
)
+ (A.74)
+
SA1+A2 +
1
2 SA2SA1
2pii
Γ (g + β2 − β1)
(A1 +A2)
g+β2−β1
(
A1 +A2
g + β2 − β1 − 1 Φ
(1)
1 + · · ·
)
.
Note how the above formulae become invalid and must necessarily change under conditions for
resonance, i.e., if A1 + A2 = 0. This issue was discussed at length in section 6. Many other
closed-form large-order relations, both resonant and non-resonant, may be found in [16].
B Stokes Lines Within the WKB Expansion
Both Stokes and anti-Stokes lines were discussed at length in the main body of this work, illus-
trated via, e.g., figures 2 and 3 for the example discussed in section 2, and figures 20, 21 and 22
for the example discussed in section 6. These examples were associated to one-dimensional inte-
grals for (simplified) partition functions. For the sake of completeness, let us also illustrate how
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Stokes or anti-Stokes lines appear when considering problems based upon differential equations.
Addressing a simple and standard setting (but perhaps also one of the most popular ones), let
us briefly discuss the WKB analysis165 of quantum mechanical potentials.
Start with the one-dimensional time-independent Schro¨dinger equation,(
− ~
2
2m
d2
dq2
+ V (q)
)
ψ(q) = E ψ(q), (B.1)
and rewrite it (adequately for what follows) as
~2 ψ′′(q) + p2(q)ψ(q) = 0, (B.2)
where p is the “classical momentum” p =
√
2m (E − V (q)) (at least when this result is real).
WKB analysis now follows via its familiar ansatz for the wavefunction solution,
ψ(q) = exp
(
i
~
∫ q
q0
dz V(z, ~)
)
, (B.3)
where V(q, ~) satisfies the Riccati equation V2 − i~V′ = p2 via (B.2) and should be thought of
as a power series in ~,
V(q, ~) = V0(q) + ~V1(q) + ~2 V2(q) + · · · . (B.4)
In other words, a (perturbative) WKB solution to the above one-dimensional time-independent
Schro¨dinger equation is determined by the recursion:
V0 = ±p, (B.5)
Vn =
1
2V0
(
i
d
dq
Vn−1 −
n−1∑
k=1
Vk Vn−k
)
. (B.6)
A simplification of the WKB ansatz (B.3) occurs when one splits even and odd powers of
~ in the expansion (B.4), as Veven(q, ~) = V0(q) + · · · and Vodd(q, ~) = ~V1(q) + · · · . One then
immediately notices that the odd coefficients are determined by the even ones,
Vodd =
i~
2
d
dq
logVeven. (B.7)
Replacing this in the WKB ansatz (B.3) and considering the two options implied by the recursion
in (B.5), one finally obtains the expected two linearly-independent solutions (in fact forming a
basis for the space of solutions)
ψ±(q) =
1√
Veven(q, ~)
exp
(
± i
~
∫ q
q0
dz Veven(z, ~)
)
. (B.8)
Of course that the WKB solution was perturbative to start-off with, in which case one should still
expand these wavefunctions as (asymptotic) series (see, e.g., [65] for some explicit expressions)
ψ±(q) ' exp
(
± i
~
∫ q
q0
dz p(z)
) +∞∑
k=0
~kψ±,k(q). (B.9)
165WKB is textbook material. For modern introductions see, e.g., [162, 165] and references therein.
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Figure 39. Anti-Stokes lines for the quartic quantum-mechanical potential (B.12). Wall-crossing is very
clear across θ = 0, when the topology of the network effectively changes.
These WKB solutions are local, i.e., valid in specific regions of the complex plane. In order to
construct a global solution for the wavefunction one needs “connection formulae”, in order to
stepwise match WKB solutions of the type (B.9), valid in adjacent regions. Further, this match
only works if the corresponding WKB solutions have similar (exponential) magnitudes, and thus
the relevance of Stokes and anti-Stokes lines in the present framework.
In this way, our focus of interest in this appendix is precisely the above exponential pre-factor.
Let us normalize it by setting q0 to be a classical turning point, i.e., separating a classically
allowed region from a classically forbidden one. These turning points are the zeroes of the
“classical momentum”, p(q), which also signal the associated square-root branch points. In this
context, at real ~, Stokes lines of (B.9) are defined as166
Re
∫ q
q0
dz
√
2m (E − V (z)) = 0, (B.10)
while anti-Stokes lines are (where WKB solutions will have similar exponential weights)
Im
∫ q
q0
dz
√
2m (E − V (z)) = 0. (B.11)
Note how at simple zeroes of the argument of the square-root, one has
∫ √
z ∼ z3/2, in which
case (anti) Stokes lines will form networks with trivalent nodes at the turning points.
Let us illustrate how this WKB matching might work by plotting anti-Stokes lines (B.11)
for the quartic potential (which may then be compared to figure 2 in section 2). Recall that in
our conventions this potential is (2.10),
V (z) =
1
2
z2 − λ
24
z4. (B.12)
Then, at fixed energy E, the four turning points are E = V (q0), i.e.,
q40 −
12
λ
q20 +
24
λ
E = 0 ⇔ q20 =
2
√
3
λ
(√
3±√3− 2λE
)
(B.13)
166Recall the extra factor of i in the exponential (B.9), as compared to what was discussed in the main text.
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The interesting aspect here is that, at fixed energy E, these turning points (and, subsequently,
the structure of anti-Stokes lines) still depend on the quartic coupling λ (a phenomenon which
was well addressed in the main text). As such, the whole structure of anti-Stokes lines changes as
this parameter is changed. This is illustrated in figure 39 for our quartic potential. In particular,
it is quite clear how at θ = arg λ = 0 the topology of the network “jumps”, a phenomenon
sometimes going by the names of “wall crossing” or “parametric Stokes phenomena”. See, e.g.,
[162, 128] for excellent overviews of these WKB spectral networks.
Let us finally mention that these techniques are not exclusive to quantum mechanics, and
have found applications in many other problems. For instance, they have even been applied in
the study of black hole physics (see, e.g., [190, 193, 57, 192, 143]) and, in fact, it would be very
interesting to further apply resurgent analysis to this large class of gravitational problems.
C On the Nature of Strong-Coupling Expansions
Our main concern in these lectures dealt with making perturbation theory complete, in the sense
of extracting exact information out of initially divergent or asymptotic perturbative expansions.
But, of course, not all perturbative expansions need to be divergent or asymptotic. One very
interesting feature of many quantum theoretic problems is that while, on the one hand, their
weak -coupling perturbative expansions are indeed asymptotic, one finds that instead, on the
other hand, their strong-coupling perturbative expansions lead to convergent expansions. Note
that this is not a solution to the problems of perturbation theory, as it is not common to have
access to such strong-coupling expansions. But, when such a regime is indeed available, this is a
rather interesting phenomena which we shall now illustrate.
Let us consider our original example of the “quartic partition function” from section 2, as
written in (2.11). In the main text we have addressed the calculation of this partition function
using a weak-coupling (small x  1) perturbative analysis. The (opposite) strong-coupling
regime corresponds to large x  1 and proceeds as follows167. Let us first change variables in
the integrand by a simple rescaling z → y = z
x1/4
, and let us momentarily work with the now
more convenient coupling x = x1/4. In this case, the partition function becomes (compare with
(2.11))
Z(x) =
√
~
2pix
∫
Γ
dy exp
(
− 1
2x2
y2 +
1
24
y4
)
. (C.1)
In the limit where x → +∞, one can use the (convergent) power-series expansion of the expo-
nential to write
Z∞(x) =
√
~
2pix
+∞∑
n=0
(−1)n
2nn!
1
x2n
∫
Γ
dy y2n e
1
24
y4 . (C.2)
Of course that the path of integration Γ still needs to be chosen such that all integrals above
converge. This simply amounts to selecting Γ =
(
−∞ eipi4 ,+∞ eipi4
)
, in which case we can evaluate
these integrals and obtain
Z∞(x) =
√
~
2pix
(
−3
2
)1/4 +∞∑
n=0
Γ
(
2n+1
4
)
n!
(
−(−24)
1/2
2x2
)n
. (C.3)
167This is rather standard in the literature. See, e.g., [68] for a recent very similar analysis.
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The main point now is that this is a convergent expansion for x 1. In fact, one may write
Z∞(x)√
~
2pix
(−32)1/4 =
+∞∑
n=0
Γ
(
2n+1
4
)
n!
(−w)n ≡
+∞∑
n=0
ζnw
n, (C.4)
with w = (−24)
1/2
2x2
, where the radius of convergence of this power series around w = 0 (x = ∞)
is actually infinite, i.e., the above resulting function has no singularities on the complex plane
except perhaps at w =∞ (x = 0). These results are not a big surprise, as the sum of this series
is actually well-known (see, e.g., [198]):
+∞∑
n=0
ζnw
n = e
w2
8
√
wK 1
4
(
w2
8
)
, (C.5)
where Kν(z) is a modified Bessel function of the second kind. Going back to the original variable
x, this implies that168
Z∞(x) = ei
pi
2
√
~
2pi
√
3
2pix
e−
3
4x K 1
4
(
eipi
3
4x
)
= (C.6)
= ei
pi
4
√
~
2
√
3
4x
e−
3
4x
(
I− 1
4
(
3
4x
)
− i I 1
4
(
3
4x
))
. (C.7)
It is interesting to see how exponentials with the “instanton action” naturally appear in our end
result even though there is no notion of a Borel plane in this calculation (recall that, in the
appropriate regime, there is still an exponential piece inside the Bessel function which, together
with the exponential in the expression above, will give rise to the instanton action (2.16)).
In summary, we have managed to compute the partition function (C.1) by summing the
convergent expansion at strong coupling x 1. But a couple of remarks on how to arrive at this
final result are still in order. First, note that the function K1/4(w) has two branch points, located
at w = 0 and w = ∞. It is the factor √w multiplying the Bessel function which guarantees a
convergent behaviour at w = 0, as K1/4(w) behaves like logw close to the origin. Finally, to
obtain the end result above, we used the familiar connection formula/analytic continuation for
the modified Bessel functions169 (see, e.g., [198]):
Kν(z) =
pi
2 sin(νpi)
(
I−ν(z)− Iν(z)
)
, (C.9)
Kν
(
eipim · z) = e−iνmpiKν(z)− ipi sin(mνpi)
sin(νpi)
Iν(z), m ∈ Z. (C.10)
As a consistency check, it would be interesting to compare this result against the one that
follows from the transseries solution to the quartic partition-function (2.23) addressed in the main
text (for some fixed values of the transseries parameters, σ0, σ1). This is particularly interesting
in the light of the fact that while the above results were obtained via strong-coupling convergent
168As already briefly mentioned in the discussion surrounding (2.44).
169In particular, for ν = 1
4
we have:
K 1
4
(
eipim · z
)
=
pi√
2
e−im
pi
4
(
I− 1
4
(z)− eimpi2 I 1
4
(z)
)
. (C.8)
– 172 –
power-series expansions, the ones in the main text were obtained by working with weak-coupling
asymptotic expansions. If we perform this comparison along the positive real axis arg x = 0, we
must first recall that this line is a Stokes line. Nevertheless, performing the Borel resummation
above the real axis (in the direction θ = 0+), or, alternatively, choosing the steepest-descent
contour passing through the origin and with coupling with a small, positive imaginary part, we
can easily obtain the result (C.7). Thus, for x = |x| eiθ, with 0 < θ < pi, one finds
Z∞(x) = SθΦ0(x). (C.11)
In the specified angular region this result is valid for all values of |x|, i.e., the function Z∞(x)
may be analytically continued throughout the entire upper-half plane, always matching against
the Borel resummation SθΦ0(x). We have checked this match numerically by choosing values for
the coupling ranging from small |x|  1 up to large |x| ? 10. This is actually rather simple to
implement numerically in the present case, as there is no need for Pade´ approximants in order to
perform a numerical Borel resummation. In fact, we know the exact Borel transform associated
to the perturbative sector, earlier computed in (2.24). Focusing on the ray just above the real
axis, with θ = 0+, we have computed the corresponding Borel resummation for a sample of
values |x| = 119 , · · · , 10. This is depicted by the dots in figure 40 (where the real part of the
resummation is plotted in blue, while the imaginary part is plotted in green). These values are
then compared against the (blue and green) solid lines, which correspond to the analytical value
of Z∞(x). The resulting perfect match170 is very clear in the figure. Effectively, this exercise
also shows how to perform a strong-weak coupling (numerical) interpolation, along a particular
direction θ, starting only from data associated to the asymptotic expansion at weak coupling.
One may next ask what will happen were we to consider θ outside of the range (0, pi)? The
answer is again quite straightforward: all one has to do is to properly take Stokes phenomena
into account on the transseries side, and then compare against the strong-coupling result Z∞(x).
In order to illustrate how this works, consider for example the ray just below the positive real
line, θ = 0−. Computing the Borel resummations S0−Φ0(x) and S0Φ1(x) is again quite easy
to implement (recall that we have previously computed the exact Borel transforms of both
perturbative and one-instanton sectors, in equations (2.24) and (2.25)), and we have done so for
the same sample of values of the coupling as above, |x| = 119 , · · · , 10. One finds
Z∞(x) = S0−Φ0(x)− 2S0Φ1(x), (C.12)
as expected from the Stokes transition at θ = 0. This agreement is shown in figure 41, where
we have plotted171 both numerical resummations, −i (Z∞(x)− S0−Φ0(x)) and 2iS0Φ1(x), for
different values of the coupling in the ranges 0 < x 1 and x ? 1. The match is spot on.
In this appendix we discussed the strong-coupling analysis for the partition function of
section 2. Doing the same analysis for the free energy, i.e., for a nonlinear problem, would be
much more involved: in nonlinear problems it is much harder to have direct access to the strong-
coupling region. We have also shown how resummation may interpolate from weak to strong
coupling, and such resurgence methods have recently been used in many different problems in
order to explicitly connect weak to strong coupling regimes; see, e.g., [176, 135, 62, 80, 12, 79, 66].
170Note that were we to plot the difference between this Borel resummation and the corresponding value of
Z∞(x), we would obtain an identically vanishing result up to the error of the numerical calculation. It so happens
that in this case this error is extremely small, of order ∼ 10−200. In general, for nonlinear problems, this will not
be the case as such a difference can then become of the order of higher, exponentially suppressed contributions.
171Once again, given the simplicity of this linear problem, the difference between the analytic result and the
resummed one will vanish up to the extremely small error of the numerical calculation, of order ∼ 10−200.
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Figure 40. Strong-weak coupling interpolation out from the weak-coupling asymptotic series Φ0, herein
Borel resummed along the θ = 0+ direction. The numerical Borel resummation is depicted by the blue
(real part) and green dots (imaginary part). As is clearly seen in the plot, this matches to great accuracy
against the corresponding analytic value (solid lines) determined from the strong-coupling result Z∞(x).
Figure 41. Comparison of the resummation −i (Z∞(x)− S0−Φ0(x)), Borel resummed along θ = 0−,
against the Borel resummation 2iS0Φ1(x) along θ = 0. The former is plotted as the large purple circles,
while the latter is plotted as the (inner) small red dots. As usual, they show perfect agreement.
D Recurrence Relations for Free Energies
In the main text we dealt with a few nonlinear differential equations, and transseries ansa¨tze
were used in order to solve them recursively, i.e., incorporating both (perturbative) analytical and
(nonperturbative) non-analytical contributions. This led to intricate recurrence equations for the
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multi-loop multi-instanton coefficients in the asymptotic expansions building up the transseries,
and we present such recursive relations in this appendix. The set-up was already discussed in
the main text, herein we shall restrict ourselves to presenting the recurrence relations.
Recurrence Relations for the Quartic Free Energies
The one-parameter transseries (2.59),
F (x, σ) =
+∞∑
`=0
σ` e−
`A
x Φ`(x), (D.1)
is built out of asymptotic expansions (2.60),
Φ`(x) '
+∞∑
n=0
F (`)n x
n, (D.2)
with multi-loop multi-instanton coefficients F
(`)
n . If one is to plug-in this transseries ansatz (2.59)
into the quartic nonlinear differential equation (2.53), while keeping track of equal powers of e−
nA
x
and xk (recall that A = 32), one immediately obtains a set of nonlinear, coupled recursive relations
for these multi-loop multi-instanton coefficients F
(`)
n . The nonlinearity of the original equation
implies that there will be an infinite number of both multi-loop and multi-instanton coefficients.
For n = 0 and k ≥ 1,
F
(0)
1 =
1
8
, (D.3)
F
(0)
2 =
1
12
, (D.4)
F
(0)
k+1 =
2
3
(
k F
(0)
k +
1
k + 1
k−1∑
`=1
(k − `) ` F (0)k−` F (0)`
)
, k ≥ 2. (D.5)
For n = 1 and k ≥ 1,
F
(1)
1 = −
1
4
F
(1)
0 , (D.6)
F
(1)
2 =
1
32
F
(1)
0 , (D.7)
F
(1)
k+1 = −
1
(k + 1)A
(
k (k + 1)F
(1)
k + 2
k−1∑
`=1
(k − `) ` F (1)k−` F (0)` + 2A
k∑
`=0
(k − `+ 1)F (0)k−`+1 F (1)`
)
.
(D.8)
For n ≥ 2 and k ≥ 0,
F
(n)
k = −
1
n (n− 1)
n−1∑
m=1
(n−m)m
k∑
`=0
F
(n−m)
k−` F
(m)
` , k = 0, 1, (D.9)
F
(n)
k = −
1
n (n− 1)A2
(
A2
n−1∑
m=1
(n−m)m
k∑
`=0
F
(n−m)
k−` F
(m)
` + (2n− 1) (k − 1)AF (n)k−1+
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+ (k − 2) (k − 1)F (n)k−2 + 2A
n∑
m=1
k−2∑
`=0
m (k − `− 1)F (n−m)k−`−1 F (m)` +
+
n∑
m=0
k−3∑
`=1
` (k − `− 2)F (n−m)k−`−2 F (m)`
)
, k ≥ 2. (D.10)
Do note that the coefficients F
(0)
0 and F
(1)
0 are not fixed by any recurrence relations; they are un-
known integration constants. Further recall that throughout this paper, we are using conventions
where if the upper limit of a sum is less than its lower limit, that sum has no contribution.
Recurrence Relations for the Elliptic Free Energies
For the case of the elliptic nonlinear differential equation (6.68) one deals with a “two-and-
a-half” transseries (6.73). This may be turned into an effective two-parameter transseries by
simply incorporating the sectors Φ˜(0,0) ≡ Φ(1,0,0) and Φ(0,0,0) into a new, perturbative sector
which, with some abuse of notation, we shall denote in this appendix by Φ(0,0). As such, this
effective two-parameter transseries is written as
F (x,σ) =
∑
n∈N20
σn e−
n·A
x Φn(x), (D.11)
where we are using the usual notation from sections 5 and 6, and it is built out of the asymptotic
expansions
Φ(0,0)(x) = σ0 Φ(1,0,0) + Φ(0,0,0) '
+∞∑
k=0
F
(0,0)
k x
k, (D.12)
Φn(x) = Φ(0,n) '
+∞∑
k=0
F
(n)
k x
k, n 6= (0, 0). (D.13)
Just as in the quartic case, if one is to plug-in the above transseries ansatz into the elliptic
nonlinear differential equation (6.68), while keeping track of equal powers of e−
n·A
x and xk (recall
that A =
(
1
1−m ,− 1m
)
), one immediately obtains a set of nonlinear, coupled recursive relations
for the multi-loop multi-instanton coefficients F
(n)
k . The nonlinearity of the original equation
implies that there will be an infinite number of both multi-loop and multi-instanton coefficients.
Let us start by analyzing the non-resonant case. Define the useful combination:
c
(n)
k ≡ (n ·A)F (n)k + (k − 1)F (n)k−1, (D.14)
where we are assuming, as usual, that F
(n)
k = 0 when k < 0. Then, these recursion relations may
be written in a more-or-less compact form as
0 = − (m−m′) δk,2 δn,0 + 3mm′ δk,3 δn,0 + 4(mm′ (n ·A)2 − (m−m′) (n ·A)− 1) c(n)k +
+4 (k − 1) (2mm′ (n ·A)− (m−m′)) c(n)k−1 +mm′ (3 + 4 (k − 1) (k − 2)) c(n)k−2 −
−4 (m−m′) n1∑
n′1=0
n2∑
n′2=0
k∑
k′=0
c
(n−n′)
k−k′ c
(n′)
k′ +
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+12mm′
n1∑
n′1=0
n2∑
n′2=0
k∑
k′=0
((
n′ ·A) c(n′)k′ + (k′ − 1) c(n′)k′−1) c(n−n′)k−k′ +
+4mm′
 n1∑
n′1=0
n′1∑
n′′1 =0
n2∑
n′2=0
n′2∑
n′′2 =0
k∑
k′=0
k′∑
k′′=0
c
(n−n′)
k−k′ c
(n′−n′′)
k′−k′′ c
(n′′)
k′′
 , (D.15)
where we set k ≥ 0 and used n − n′ = (n1 − n′1, n2 − n′2). Note that for n = 0 the coefficients
are c
(0)
k = 0 for k = 0, 1, which means that F
(0)
0 remains indeterminate from the recursion. Fur-
thermore, the coefficients c
(1,0)
0 and c
(0,1)
0 also cannot be determined from the recursion relations.
In the resonant case, there are some extra subtleties. As discussed at length in section 6,
resonance implies that different sectors n will end-up leading to the same exponential factor
e−
n·A
x . For instance, when m = 1/3 the exponential depends only on an element ρ ∈ N2/ kerP.
In this case, defining n = (n1, n2) ≡ ρα + κn0, where n0 = (2, 1), will result in the same
exponential factor for any κ ∈ N. This sort of effects may naturally change the above recursion
relations. One example where this phenomenon of resonance is particularly visible is when one
tries to write the recursion relations for the sector n = (2, 2) ≡ ρα + n0 (or any other sectors
with κ 6= 0). Let us illustrate what happens by considering the equations for c(2,2)0 and c(2,2)1 , as
a function of the parameter m. They are:
0 = 4 (9 (m− 1)m+ 2) c(2,2)0 + 12 (2m− 1) (3m− 2) (3m− 1) , (D.16)
0 = 4 (9 (m− 1)m+ 2) c(2,2)1 + 18 (9 (m− 1)m+ 2) (2m− 1)2 . (D.17)
Setting m = 1/3 in both these equations makes their right-hand side identically vanish, and we
cannot solve for the unknown coefficients. An analogous situation may be found in the realm
of Painleve´ equations, e.g., the analysis of resonance for the Painleve´ I [130, 16] and Painleve´ II
equations [210]. In those cases, resonance implied that the transseries itself needed to be modified
in order to include logarithmic sectors (which lifted the indeterminacy created by the resonant
behaviour). In the present case this is not necessary: one can study solutions to the elliptic
nonlinear ODE as functions172 of the free parameter m. In this way, the solutions to the above
(apparently indetermined) equations are simply c
(2,2)
0 = −3 (m−m′) and c(2,2)1 = −92 (m−m′)2,
both of which have well-defined limits when m = 1/3. In this way it is possible to determine
every resonant sector, simply from the recursion relations for arbitrary m.
E Further Details on Borel Transforms
This appendix presents a formal derivation of the relation between Borel transforms within the
same resurgence class; equation (4.57) in the main text. Let us consider a family of asymptotic
series in the same resurgence class—with the class specified by the constants α and β (different
sets yielding different classes) and the family {Φ[γ]} parameterized by γ—which is given by
Φ[γ](λ) = λ
γ Φ[0](λ) '
+∞∑
k=0
Φk λ
αk+β+γ , (E.1)
172This is not an option in the Painleve´ cases, where resonance is not “tunable” as in the present example.
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and where we are taking Φ[0] to be the standard representative. This essentially means that the
coefficients Φk have the precise (large-order) factorial growth of
Φk ∼ (αk + β − 1)!, (E.2)
and that the Borel transform B[Φ[0]](s) will have the singular structure (4.53). All other Borel
transforms, associated with each other element in this family of functions, will be defined as
B[Φ̂[γ]](s) =
+∞∑
k=n0(γ)
Φk
sαk+β+γ−1
Γ (αk + β + γ)
. (E.3)
Let us explain the notation. In order to obtain the Borel transform of the generic element Φ[γ](λ),
one first needs to remove the first k < n0(γ) terms within its asymptotic expansion, in such a
way that αn0(γ) + β + γ > 0 and the Borel transform is thus well-defined. This “truncated”
asymptotic series is then denoted by Φ̂[γ](λ). As to the terms which get removed, they are
handled separately, and can be added back-in at the very end, once we have Borel resummed and
obtained SθΦ̂[γ] following the standard procedures. In order to simplify our present discussion,
we will not consider these terms as they are always straightforward to add at any stage.
For integer values of γ, the straightforward relation (with n,m ∈ N+)
sn
Γ (n+ 1)
=
dm
dsm
sn+m
Γ (n+m+ 1)
(E.4)
directly implies the relation between Borel transforms173
B[Φ̂[γ′]](s) = Dγ−γ
′
s B[Φ̂[γ]](s). (E.5)
Assuming that γ − γ′ is an integer and that γ > γ′, the operator Dns is herein defined as the nth
derivative with respect to s. The relation (E.5) also holds if γ < γ′, in which case one simply
defines Dns as the nth primitive
174 with respect to s. If γ = γ′ then D0s is simply the identity.
The assumption that γ − γ′ is an integer may be lifted, allowing (E.5) to be valid for a
continuous parameter γ ∈ R. Let us show how this is done when175 γ > γ′. In this case we have
to deal with a fractional derivative, where Dαs is defined, when 0 < α < 1, as (see, e.g., [167])
Dαs f(s) =
1
Γ (1− α)
d
ds
∫ s
0
dt
f(t)
(s− t)α . (E.6)
This definition naturally extends to any real order γ by setting γ = α+m, with γ ∈ R, m ∈ N+,
and α as above, in which case
Dγs f(s) = D
α
sD
m
s f(s) = D
α
s
dmf
dsm
(s). (E.7)
173As an historical aside, note that this sort of relations was probably first noticed in [24], but, unfortunately, the
role of the standard representative—with its (simple) logarithmic ramified structure, and where resurgent analysis
becomes most straightforward—was not emphasized enough to spark subsequent further analysis.
174Each primitive yields an integration constant, and upon multiple primitivation one obtains a polynomial in s
with maximum degree γ′−γ. This polynomial is directly related to the first n0(γ) coefficients which were removed
from the original asymptotic series Φ[γ](λ) in order to obtain the “Borel transformable” asymptotic series Φ̂[γ](λ).
175The case where γ < γ′ follows in complete analogy by simply inverting (E.5) and having the operator Dγ
′−γ
s ,
which is now a derivative, acting on B[Φ̂[γ′]](s).
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Applying the fractional derivative to each term in the definition of a Borel transform is straight-
forward; one only needs to know that, for f(s) = sρ, ρ > −1, one has
Dαs s
ρ =
Γ (ρ+ 1)
Γ (ρ+ 1− α) s
ρ−α. (E.8)
The action of the fractional derivative Dγ−γ
′
s on the Borel transform B[Φ̂[γ]](s) in (E.5) can then
be easily computed making use of the above expression order-by-order in the series definition of
B[Φ̂[γ]](s). One obtains
Dγ−γ
′
s B[Φ̂[γ]](s) =
+∞∑
k=n0(γ)
Φk
sαk+β+γ
′−1
Γ (αk + β + γ′)
≈ B[Φ̂[γ′]](s). (E.9)
We have used the symbol ≈ as a reminder that this equality only holds up to the removal/addition
of γ − γ′ initial terms in the expansions (residual coefficients et al).
This shows how to relate Borel transforms of asymptotic series within the same resurgence
class. Note that the derivation above was done at the level of the series expansions of the
respective Borel transforms, around s ∼ 0. One natural question is whether such relation still
holds should we instead expand the Borel transforms around their singularities—and thus if
generic resurgence structures may always be mapped back to those associated to the standard
representative. In the main text we have illustrated how this holds in the example of the quartic
partition-function, where this relation is upheld by a semi-derivative, D
1/2
s . This should be a
generic feature, with the relation (E.5) holding around singularities of Borel transforms.
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