I. INTRODUCTION
Many current online services are deployed over geographically distributed sites (i.e., datacenters). Such distributed services call for geo-replicated storage, that is, storage distributed and replicated among many sites. Geographic distribution and replication can improve locality and availability of a service. Locality is achieved by moving the data closer to the users and is important because it improves userperceived latency. High availability is attained by deploying the service in multiple replicas; it can be configured to tolerate the crash of a few nodes within a datacenter or the crash of multiple sites, possibly placed in different geographical locations.
We consider a class of scalable replicated storage systems based on deferred update replication. The idea behind a scalable deferred update replication (SDUR) protocol is conceptually simple: the database is divided into partitions and each partition is fully replicated by a group of servers. SDUR distinguishes between local transactions, those that access data in a single partition, and global transactions, those that access data in multiple partitions. Scalable deferred update replication offers very good performance, which under certain workloads grows proportionally with the number of database partitions, but it is oblivious to the geographical location of clients and servers. While the actual location of clients and servers is irrelevant for the correctness of SDUR, it has important consequences on the latency perceived by the clients. Intuitively, a local transaction will experience lower latency than a global transaction since it does not require the two-phase commit-like termination needed by global transactions. Moreover, in a geographically distributed environment, the latency gap between local and global transactions is likely wider since the termination of global transactions may involve servers in remote regions, subject to longer communication delays. This is not the case for local transactions whose partition servers are within the same region. Applications can exploit these tradeoffs by distributing and replicating data to improve locality and maximize the use of local transactions. This extended abstract is based on publications [1] and [2] . This work was supported in part by the Swiss National Science Foundation under grant number 127352.
Although local transactions are "cheaper" than global transactions when considered individually, in mixed workloads global transactions may hinder the latency advantage of local transactions. This happens because within a partition, the termination of transactions is serialized to ensure determinism, a property without which replicas' state would diverge. As a consequence, a local transaction delivered after a global transaction will experience a longer delay than if executed in isolation. We have assessed this phenomenon in a geographically distributed environment and found that even a fairly low number of global transactions in the workload is enough to increase the average latency of local transactions by up to 10 times. In the following, we recall scalable deferred update replication, discuss its deployment in geographically distributed systems, and present two optimizations that address its limitations geo-distributed environments.
II. SCALABLE DEFERRED UPDATE REPLICATION
In SDUR, the lifetime of a transaction is divided in two phases: (1) the execution phase and (2) the termination phase. During the execution phase of a transaction t, client c submits each read operation of t to a server s in the partition p that contains the item read. This assumes that clients are aware of the partitioning scheme. When s receives a read command for x from c, it returns the value of x and its corresponding version. The first read determines the database snapshot at partition p the client will see upon executing other read operations for t. Therefore, reads within a single partition see a consistent view of the database. Transactions that read from multiple partitions must either be certified at termination to check the consistency of snapshots or request a globally-consistent snapshot upon start; globally-consistent snapshots, however, may observe an outdated database since they are built asynchronously by servers. Write operations are locally buffered by c and only propagated to the servers during transaction termination.
Read-only transactions execute against a globallyconsistent snapshot and commit without certification. Update transactions must pass through the termination phase to commit: To request the commit of t, c atomically broadcasts to each partition p accessed by t the subset of t's readset and writeset related to p, denoted readset(t) p and writset(t) p . Client c uses one broadcast operation per partition-running a system-wide atomic broadcast would result in a nonscalable architecture. Upon delivering t's readset(t) p and writeset(t) p , a server s in p certifies t against transactions delivered before t in p-since certification within a partition is deterministic, every server in p will reach the same outcome for t. If t passes certification, it becomes a pending transaction in s; otherwise s aborts t. If t is a local transaction, it will be committed after s applies its changes to the database. If t is a global transaction, s will send the outcome of certification, the partition's vote, to the servers in partitions(t) and wait for the votes from partitions(t). If each partition votes to commit t, s applies t's updates to the database (i.e., commit); otherwise s aborts t.
The
. This relatively simple certification test is possible thanks of the totally ordered delivery of transactions within a partition, implemented by atomic broadcast.
The certification of global transactions is more complex due to the absence of total order across partitions. If t i and t j are concurrent global transactions that read from partitions p x and p y , it may happen that t i is delivered before t j at p x and t j is delivered before t i at p y . Simply certifying that t j does not read any item updated by t i at p x and t i does not read any item updated by t j at p y does not ensure serializability. To enforce serializable executions without system-wide total order, SDUR uses a more strict certification test for global transactions: If global transaction t i executed concurrently with transaction t j in partition p, and t j is delivered before t i , t i will pass certification with respect to t j if readset(t j ) p ∩ writeset(t i ) p = ∅ and readset(t i ) p ∩ writeset(t j ) p = ∅. (Note that we assume transactions do not issue "blind writes", that is, before writing an item x, the transaction reads x.)
III. SDUR IN GEO-REPLICATED ENVIRONMENTS
We assume client and server processes grouped within datacenters (i.e., sites) geographically distributed over different regions. Processes within the same datacenter and within different datacenters in the same region experience low-latency communication. Messages exchanged between processes located in different regions are subject to larger latencies. A partition replicated entirely in a datacenter can tolerate the crash of some of its replicas. If replicas are located in multiple datacenters within the same region, then the partition can tolerate the crash of a whole site. Finally, catastrophic failures (i.e., the failure of all datacenters within a region) can be addressed with inter-region replication.
Replication across regions is mostly used for locality, since storing data close to the clients avoids large delays due to inter-region communication. We account for clientdata proximity by assuming that each database partition p has a preferred server among the servers that contain replicas of p. Partition p can be accessed by clients running at any region, but applications can reduce transaction latency by carefully placing the preferred server of a partition in the same region as the partition's main clients.
We now consider two deployments of SDUR in a geographically distributed system. The first deployment ("WAN 1" in Figure 1 ) places a majority of the servers that replicate a partition in the same region, possibly in different datacenters. The second deployment ("WAN 2") distributes the servers of a partition across regions. This deployment can tolerate catastrophic failures, as we discuss next.
In SDUR, terminating transactions are totally ordered within a partition. If t i is delivered before t j in partition p, t i will be certified before t j . If t i and t j pass certification (in all concerned partitions), t i 's updates will be applied to the database before t j 's. While this mechanism guarantees deterministic transaction termination, it has the undesirable effect that t j may have its termination delayed by t i . This is particularly problematic in SDUR if t i is a global transaction and t j is a local transaction since global transactions may take much longer to terminate than local transactions.
The consequences of global transactions on the latency of local transactions depend on the difference between the expected latency of local and global transactions. For example, in WAN 1 local transactions are expected to terminate much more quickly than global transactions, which is not the case in WAN 2. Thus, global transactions can have a more negative impact on local transactions in WAN 1 than in WAN 2. We have assessed this phenomenon experimentally (details in [2] ) and found that in WAN 1, global transactions can increase the latency of local transactions by up to 10 times. In the next section, we discuss two techniques that reduce the effects of global transactions on the latency of local transactions in SDUR.
IV. GEO-DUR: DEFERRED UPDATE GEO-REPLICATION
In our example above, if t j is a local transaction delivered after a global transaction t i at server s, t j will only terminate after s has received votes from all partitions in partitions(t i ) and completed t i . We can reduce t i 's effects on t j by delaying transactions: When s receives t i 's termination request (message 1 in Figure 1) , s forwards t i to the other partitions (message 2) but delays the broadcast of t i at p by Δ time units. Delaying the broadcast of t i in p increases the chances that t j is delivered before t i but does not guarantee that t j will not be delivered after t i . Note that if Δ is approximately the time needed to reach a remote partition (message 2 in Figure 1) , then delaying the broadcast of t i at p by Δ will not increase t i 's overall latency. 0%, 1%, 10% and 50% of global transactions. We assess different reordering thresholds in configurations subject to a similar throughput. Reordering has a positive impact on both local and global transactions for all three workload mixes. For example, for 1% global transactions, a reordering threshold of 320 reduces the 99-th percentile latency of local transactions from 321 ms (in baseline) to 168 ms, a 48% improvement. For mixes with 10% and 50% of global transactions the improvement is 58% and 69% respectively. The 99-th percentile of the corresponding global transactions experience a decrease in latency of 28%, 15% and 12%, respectively.
V. FINAL REMARKS
This extended abstract discusses scalable deferred update replication in geographically distributed settings. SDUR scales deferred update replication, a well-established approach used in several database replicated systems, by means of data partitioning. SDUR distinguishes between fast local transactions and slower global transactions. Although local transactions scale linearly with the number of partitions (under certain workloads), when deployed in a geographically distributed environment they may be significantly delayed by the much slower global transactions-in some settings global transactions can slow down local transactions by a factor of 10. We presented two techniques that account for this limitation: Transaction delaying is simple, however, produces limited improvements; reordering, a more sophisticated approach, provides considerable reduction in the latency of local transactions, mainly in deployments where global transactions harm local transactions the most. Our claims are substantiated with a series of microbenchmarks and a Twitter-like social network application. More details about this work can be found in [1] and [2] .
