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Abstract 
This dissertation details the development of a new scientific tool for the thermal 
characterization of freestanding micro/nano-scale materials, with specific application to thin films. 
The tool consists of a custom-designed and calibrated opto-electric system with superior spatial 
and temporal resolutions in thermal measurement. The tool, termed as Suspended 
ThermoReflectance (STR), can successfully perform thermal mappings at the submicron level and 
is able to produce unconstrained thermal conductivity unlike other optical measurement techniques 
where independent conductivity measurement is not possible due to their reliance on heat capacity. 
STR works by changing the temperature of a material and collecting the associated change in light 
reflection from multiple points on the sample surface. The reflection is a function of the material 
being tested, the wavelength of the probe light and the composition of the specimen for transparent 
and quasi-transparent materials. Coupling the change in reflection, along the sample’s length, with 
the knowledge of heat conduction allows for the determination of the thermal properties of interest. 
A thermal analytical model is developed and incorporated with optical equations to characterize 
the conductivity of thin films. The analytical model is compared with a finite element model to 
check its applicability in the STR experiment and data analysis. Ultimately, thermal conductivity 
of 2 µm and 3 µm thick Si samples were determined using STR at a temperature range of 20K – 
350K and compared to literature as a validation of the technique.   
The system was automated using a novel LabView-based program. This program allowed 
the user to control the equipment including electronics, optics and optical cryostat. Moreover, data 
acquisition and real-time monitoring of the system are also accomplished through this computer 
application.   
   
A description of the development, fabrication and characterization of the freestanding thin 
films is detailed in this dissertation. For the most part, the thin films were fabricated using standard 
microfabrication techniques. However, different dry and wet etching techniques were compared 
for minimum surface roughness to reduce light scattering. The best etching technique was used to 
trim the Si films for the desired thicknesses. Besides, vapor HF was used to avoid stiction-failure 
during the release of suspended films.       
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 1 
Chapter 1 - Introduction 
Integrated circuits (ICs) and electronic and optoelectronic devices generate heat and 
increase temperature under various operating conditions. Poor thermal management, however, can 
result in decreased reliability or catastrophic failure of these devices.[1], [2] Additionally, thermal 
characterization of these devices has become difficult due to their size reduction and monolithic 
integration of sub-micrometer devices on a chip.[3] Therefore, more efficient thermal management 
and temperature distribution is essential for improved performance such as less heat generation 
and faster functionality.[4] Thin films, or membranes, with thicknesses ranging from one atomic 
layer to hundreds of micrometers have been extensively used to improve the electrical, optical, 
and thermal functionalities in engineering systems such as the gate electrode of MOS devices,[5] 
solar cells,[6] polysilicon resistive temperature sensors,[7] and thermoelectrics.[8], [9] Thermal 
conductivity of the film differs significantly from its bulk counterpart, with millimeter or above 
dimensions,  due to the geometric constraints and scattering of phonons (dominant energy carriers 
in silicon) of the film.[10] Studies of silicon films have found that room-temperature thermal 
conductivity decreases by more than 10% for approximately 1 μm of thin film[11] and up to 50% 
for films of 100 nm[12], [13] compared to bulk silicon. The size effect becomes more pronounced 
at lower temperatures as the mean free path of the bulk counterpart increases.[14], [15]  
 Since the 1950s, extensive efforts have been made to characterize thermal conductivity and 
thermal contact resistance in bulk materials.[16]–[24] However, most conventional thermal 
conductivity measurement techniques lack the spatial resolution to measure the temperature 
gradient/difference or heat flux across a length scale below tens of micrometers.[25], [26] Thus, 
research interest has increased to identify techniques to determine submicron temperature 
distributions. This study explored experimental techniques to measure in-plane thermal 
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conductivity of thin films. To obtain meaningful results, this research sought to understand the 
suitability and limitations of various techniques that depend on film thickness, expected thermal 
conductivity relative to the substrate or supporting measurement structure, and sample preparation 
restrictions related to microstructural defects or device simulation requirements.[10] 
 
 1.1 Contact Temperature Measurement Techniques 
In contact methods, current is passed through a metal bridge machined on a sample film to 
generate Joule heat and facilitate precise local heating and temperature measurement 
simultaneously. This section briefly describes two common types of contact temperature 
measurement techniques. More details about these techniques can be found in the literature.[10], 
[26]–[28] 
 
 1.1.1 Steady-state Measurement Techniques 
Several studies have used steady-state electrical techniques to measure in-plane thermal 
conductivity of single-crystal silicon films,[29]–[32] polycrystalline silicon microcantilevers, 
[33]–[37] microbridges,[38], [39] suspended membranes,[10], [40], [41] and cross-plane thermal 
conductivity of amorphous-silicon.[42]–[44]  
The thin film, whose temperature will be measured, is sandwiched between two metal 
plates, which act as heater and sensor for measuring cross-plane thermal conductivity. The entire 
device is fabricated on a large substrate or metal plate to increase its usability and allow it to 
operate as a heat sink (Figure 1.1a). Two heaters/sensors are placed on the thin film for the in-
plane thermal conductivity measurement, as shown in Figure 1.1(b).  
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Figure 1.1 Steady-state methods for measuring a) cross-plane and b) in-plane thermal 
conductivity of thin films. In cross-plane measurement, the metal strip serves as both heater and 
temperature sensor, but in-plane measurement requires a separate temperature sensor.[45] 
 
 1.1.2 Transient Measurement Techniques 
Cahill et al. first introduced the 3ω method, a transient electrical technique, to measure out-
of-plan thermal conductivity for disordered film, such as amorphous silicon dioxide, which has 
low thermal conductivity.[46] Due to high thermal conductivity of the Si film, heat spread in all 
directions, proving that the 3ω method can be used to measure in-plane and out-of-plane thermal 
conductivity.[10], [47]   
The studies grew or deposited a passivation oxide layer on the thin film and measured the 
thermal conductivity (Figure 1.2). Low thermal conductivity of the passivation layer ensured 
lateral heat conduction in the thin film (Si layer). An Al heater line was deposited on the oxide 
layer. Out-of-plan thermal conductivity can be measured when the heater line is wider than the Si 
layer, but heat dissipated in lateral and perpendicular directions when the heater line was thin, 
allowing both in-plane and out-plan thermal conductivity measurement.[48], [49] A current of 1ω 
frequency was sent to the heater wire, causing temperature and resistance to fluctuate at 2ω due to 
Joule heating. When multiplied by the sinusoidal current, this temperature fluctuation resulted in 
a 3ω voltage component, which was measured by a lock-in amplifier.[50], [51]  
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Although this method requires a complex and rigorous data analysis procedure, sample 
fabrication is relatively easier than the steady-state contact method due to the use of simple 
aluminum heater line.     
 
Figure 1.2 Schematic diagram of a typical 3ω method for thermal characterization of thin films, 
measuring thermal conductivity of the device layer of a silicon-on-insulator (SOI) wafer.[12] 
 
 1.2 Non-Contact or Thermoreflectance Techniques 
The thermoreflectance (TR) technique is a cost-effective, non-contact, non-destructive, 
ultra-fast optical approach for probing steady-state, transient, and periodic surface temperatures. 
Moreover, this technique provides accurate results for submicron features with excellent spatial, 
temporal, and thermal resolutions.[52] 
 In the TR technique, a pump laser heats the sample and, as the temperature of the sample 
rises, a probe laser registers the change in reflectivity. Based on the position of the lasers, this 
technique can work in two ways, as shown in Figure 1.3. A common technique[13], [53], [54] uses 
both pump and probe lasers on the same side of the sample (Figure 1.3a), while a novel technique, 
described in this dissertation, applies pump and probe lasers on the opposite side of a suspended 
thin film (Figure 1.3b).[55] As described in the following sections, existing TR techniques can be 
divided into three main categories.  
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Figure 1.3 Basic thermoreflectance measurement principle. a) Pump & probe are on the same 
side and Si layer is attached to a substrate[53], [56], b) Pump & probe are on the opposite side 
and Si layer is suspended from the substrate. 
 
 1.2.1 Transient Thermoreflectance 
Transient thermoreflectance (TTR) is a pump-probe measurement to produce a sample’s 
transient heating or cooling time, which is then correlated to the thermal properties of the material 
using heat transfer models. In this technique, the pump and probe lasers are focused at the same 
point on the sample from the same side. The pump laser power is pulsed with a duration of pico-
nanosecond to femtosecond and a repetition period of millisecond. The temperature difference 
induced by the pump laser changes the reflectivity, which is measured with a second weaker laser 
that can be variably delayed with respect to the heating pulse. Due to the very short heating period, 
thermal penetration depth into the substrate is very small ( ~20 nm for visible light), and heat 
diffusion out of this region is monitored by the TR signal as a function of time delay.[57]  
Hopkins et al. showed the relationship between pump-probe time delay and TTR signal for 
gold film on glass substrate (Figure 1.4a).[58] As  shown in the figure, the heating cycle is the 
negative delay time, whereas the cooling cycle is the positive delay time. Each point at the cooling 
curve was collected by moving the delay stage on the probe side by 30 µm from the previous 
position. Figure 1.4b presents a typical TTR setup used by Goodson et al.[53] As shown in the 
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figure, the continuous wave (CW) probe beam coupled with a high-power optical microscope 
could be focused on the smallest spot limited by diffraction, while the pulsed pump beam had a 
diameter of approximately 1 mm at the sample surface to ensure one-dimensional (1D) heat 
conduction at measurement timescales. Another variation of this technique replaces CW laser with 
pulsed laser, but signal is analyzed in a similar way from the time constant.  
 
Figure 1.4 a) Relation between pump-probe delay and TTR signal for 20 nm Au film evaporated 
on a glass substrate.[58] b) Laser path and electrical signals in TTR experiment.[53] 
 
By attributing 1D nature to heat conduction, the TTR signal is analyzed by the conduction 
equation using the finite difference method and curve fitting. The heat conduction equation 
correlates thermal diffusivity with the time constant measured in the experiment. Thermal 
diffusivity is a function of heat capacity and thermal conductivity. A value of heat capacity is 
assumed, using the bulk material, considering it does not change with length-scale reduction. The 
curve is then fitted with the experimental data by varying thermal conductivity until the best fit is 
obtained.[57], [59]   
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 1.2.2 Time Domain Thermoreflectance 
Time domain thermoreflectance (TDTR), a sophisticated variation of the TTR method, 
splits a pulsed laser into two distinct routes: the pump path is modulated at a frequency, and the 
probe course is pulsed signal similar to TTR method. The most common implementation of TDTR 
uses an Al-coated sample (CTR = 10-4 K-1)[60], [61] and a mode-locked Ti:sapphire laser as the 
light source.[62], [63] The laser produces a train of sub-picosecond optical pulses at a high 
repetition rate of approximately 80 MHz.[64] Although typical laser wavelengths for TDTR are 
approximately 800 nm,[65] researchers also have used wavelengths of 632 nm[66] and 1030 
nm.[61] Pump and probe paths are focused on the sample via a single microscope objective after 
the pump laser passes through an electro-optic modulator (EOM) and the probe laser travels 
through a mechanical delay stage.[67], [68] Smaller probe to pump beam profile on the sample is 
needed to assess lateral thermal conduction. The beam profile is generated by expanding the laser 
beam before the delay stage and later focusing by objective lens. This expansion also decreases 
beam divergence in the long propagation range. Because the pump and probe laser have identical 
wavelengths, the photodetector detects both types of reflected laser, thereby affecting the 
experimental outcome. This effect is prevented by a polarizing beam splitter (PBS), which is 
effective for the cross polarization of the reflected laser beams, or by a spatial separation of the 
reflected pump and probe beam for an optically smooth (< 15 nm RMS surface roughness[64]) 
sample. Detailed discussions of various TDTR setups are presented in the literature.[69]–[75]  
The TDTR measurement process is presented graphically in Figure 1.5. Figure 1.5a depicts 
heat input to the sample using a pump laser (modulation frequency <10 MHz).[64] Each impulse 
of heat generates a temperature response in the sample (Figure 1.5b), which generally does not 
abate before the next pulse arrives. Figure 1.5c shows that the probe pulses arrive at the sample 
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delayed from the pump pulses by time τ, determined by the position of the delay stage, and Figure 
1.5d depicts the probe pulses as they sample the surface temperature.[73] Probe excitation does 
not affect the measurement because it has no frequency component at the modulation frequency 
and is not captured by the lock-in amplifier. 
 
 
Figure 1.5 TDTR measurement technique: (a) modulated pump beam input; (b) surface 
temperature of the sample in response to the pump input; (c) probe pulses at the sample delayed 
by a time τ; and (d) measured probe and reference signal.[76] 
 
TDTR signal is analyzed by transfer function 𝑍𝑍(𝜔𝜔), where 𝜔𝜔 is the thermal input 
frequency. The transfer function is shown in Figure 1.6. Amplitude A and phase 𝜙𝜙 of the lock-in 
output, 𝐴𝐴𝑒𝑒𝑡𝑡(𝜔𝜔0𝑡𝑡 + 𝜙𝜙), are functions of the delay between the pump and probe pulses and the physical 
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properties of the sample. Reference frequency 𝜔𝜔0 is set by the EOM modulation of the pump 
beam.[73], [77] 
 
Figure 1.6 Transfer function, 𝑍𝑍(𝜔𝜔), with the thermal response of the system (analytical  model) 
and the properties of the pump and probe beams.[73] 
 
 1.2.3 Frequency Domain Thermoreflectance 
 The frequency domain thermoreflectance (FDTR) method utilizes the advantageous spot 
geometry and analysis approach of TDTR while incorporating experimental simplicity by making 
frequency, not time delay, the independent parameter.[13] FDTR can therefore be easily 
accomplished using the same TDTR method by setting the delay stage at a certain location and by 
adjusting the frequency of modulation. Moreover, the FDTR method can eliminate the difficulty 
of the beam walk-off and the divergence involved with the mechanical delay stage owing to the 
fixation of the probe period. The FDTR system can also be implemented using cost-effective CW 
lasers (shown in Figure 1.7b), which achieve similar accuracy to TDTR measurement for thermal 
conductivity of many thin film materials.[45], [69], [78], [79]  
 Two experimental FDTR setups are shown in Figure 1.7, with Figure 1.7a showing the use 
of two CW lasers and Figure 1.7b demonstrating the use of one pulsed laser, as in the TDTR 
method.[13], [80] The probe beam is pointed directly on the sample without going through a 
mechanical stage of delay. To ensure surface heat deposition and adequate thermoreflectance, the 
samples are coated with a gold transducer layer with high pump wavelength absorptivity and high 
probe wavelength thermoreflectance coefficient.[81], [82] Using a photodetector and a lock-in 
 10 
amplifier, the thermoreflectance change incorporated in the reflected probe beam is also extracted. 
[45] 
 
 
Figure 1.7 Two experimental arrangements for FDTR: (a) system based on CW lasers; (b) 
system based on pulsed laser.[13] 
 
 As mentioned, FDTR data is analyzed in a similar way to TDTR with the exclusion of 
delta function (defines pulses) for CW lasers. Schmidt et al. and Malen et al. describe the 
complete data analysis process.[13],[83] 
 
 1.3 Previous Measurement of Thermal Conductivity  
Table 1.1 and Table 1.2 summarize experimental data from contact and non-contact 
methods. Since crystalline silicon and poly-silicon demonstrate different trends in thermal 
conductivity, they are presented separately in Table 1.2 and Table 1.2, respectively. TR 
measurements are plotted in Figure 1.8, with contact method measurements for comparison. It can 
be readily noticed that most of the silicon thermal conductivity measurements are done using 
steady-state joule heating method since it is a very old and established technique.  On the other 
hand, though optical methods have gained much popularity in recent times, few measurements on 
silicon are conducted using these methods. 
 11 
Table 1.1 Previous studies on thermal conductivity measurement of single-crystal silicon films 
Article Year 
Film 
Thickness 
Doping Measurement Method 
Temperature 
Range (K) 
κ (W/mK) @ 
300 K 
Yu et al.[84] 1996 4 µm Intrinsic Thermal wave technique 300 128 
Zheng et al.[32] 1996 155 nm Intrinsic 
Steady-state Joule heating and 
electrical resistance 
thermometry 
300 2.2 
Asheghi et 
al.[29] 
1998 
0.42 - 1.6 
µm 
Intrinsic 
Steady-state Joule heating and 
electrical resistance 
thermometry 
20 - 300 88 - 138 
Ju et al.[12] 1999 
74 – 240 
nm 
Intrinsic Periodic Joule heating 300 74.7 - 101 
Völklein et 
al.[34] 
2000 174 nm 
As/B 
Doped 
Steady-state Joule heating and 
electrical resistance 
thermometry 
100 – 350 
82 – 67.1/ 
61.9 – 56.2 
Sverdrup et 
al.[85] 
2001 5 µm N-type Steady-state Joule heating 100 – 200 -  
Asheghi et 
al.[30] 
2002 3 µm P/B Doped 
Steady-state Joule heating and 
electrical resistance 
thermometry 
20 – 300 
133 – 113/ 
128 - 107 
Aubain et 
al.[86] 
2010 
68 – 258 
nm 
B Doped 
Scanning thermoreflectance 
with electrical heating 
300 70 - 125 
Aubain et 
al.[87] 
2011 
68 – 258 
nm 
B Doped 
Scanning thermoreflectance 
with electrical heating 
300 50 – 110 
Anufriev et 
al.[88] 
2016 80 nm Intrinsic TDTR 300 180 
Wang et al.[89] 2016 Bulk Intrinsic FDTR 300 120 
Li et al.[90] 2018 Bulk Intrinsic TDTR 300 118 
 
Table 1.2 Previous thermal conductivity measurements of poly/amorphous-silicon films 
Article Year 
Film 
Thickness 
Doping Measurement Method 
Temperature 
Range (K) 
κ (W/mK) @ 
300 K 
Mastrangelo et 
al.[91] 
1988 1.3 µm P-type AC heating microbridge  300 27.9  
Tai et al.[39]  1988 1.5 µm P-type 
Steady-state current-voltage 
characteristics 
300 – 425  32 
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Völklein et 
al.[34] 
1992 370 nm P-type  Steady-state Joule heating 80 – 400 29 
Henager et 
al.[92] 
1993 
2.2 – 9.9 
µm 
Intrinsic  Thermal comparator technique 300 0.97 
Paul et al.[36] 1994 340 nm P-type Steady-state Joule heating 100 – 420  15 - 18 
Wei et al.[56] 1995 
0.7 – 1.6 
µm 
Intrinsic Thermal wave technique 300 15 - 23 
Irace el al.[41]  1999 300 nm B doped Steady-state Joule heating 300 34.5 
McConnel et 
al.[40] 
2001 1 µm  P doped Steady-state Joule heating 20 – 320 57.5 – 49.1  
Graham et 
al.[93]  
2003 2 – 4 µm Intrinsic Steady-state Joule heating 200 – 320 59.2 – 51.4  
Shiga et al.[94]  2018 
20, 58, 109 
nm 
Intrinsic TDTR 50 – 300 
1 – 9, 2 – 11, 
10 - 48 
 
 
 1.4 Suspended Thermoreflectance (STR)  
The new Suspended Thermoreflectance (STR) technique combines the advantages of 
steady-state measurement and TTR technique. In fact, it not only has the ability to conduct 
measurement on completely suspended films, but it can also independently measure thermal 
conductivity without assuming any heat capability value from the bulk material.  
In STR, a pump laser heats the sample from one side, and a probe laser scans through the 
other side to detect the change in the reflectivity. The sample is so thin that there is negligible 
temperature gradient along the thickness. Therefore, backside probing represents the actual 
temperature of the structure. Figure 1.8 is a simplified representation of the measurement 
technique. The pump laser beam goes through a beam expander, which expands the beam into a 
1:8 ratio. The laser train then passes through beam splitter and is split into two equal parts. One of 
which falls onto the sample after being focused by the lens, and the other goes to a Photodiode 2 
where incident laser power on the beam is determined. Photodiode 1 captures any light which is 
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reflected from the sample and this reflection is subtracted from the measured power of photodiode 
2 to calculate the actual incident laser power. The same sequence is repeated on the probe side, 
except that photodiode 4 reports the reflection from the structure associated with the temperature 
change. In addition, the probe laser beam has a high divergence which is reduced by the use of two 
collimating lenses.     
Probe laser is excited with a sinusoidal signal from signal generator. This is so that the 
reflected signal from photodiode 4 can be measured against the reference signal in lock-in 
amplifier, which allows the detection of very small changes in reflection even if buried in external 
noise. Photodiode 3 helps normalizing the probe side reflected signal to exclude the noise of probe 
laser itself. A detailed description and function of each component is provided in Chapter 4. 
 
 
Figure 1.8 STR setup to measure temperature along the sample. Samples are inside a cryostat to 
ensure ultra-high vacuum and low-temperature environment.[95] 
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 1.4.1 Significance of STR Over Other Techniques  
Compared to contact methods, the advantages of TR methods include no observer effect in 
the measurement and significantly higher spatial and temporal resolution. Likewise, compared to 
other optical methods, STR can advantageously obtain measurements on a completely suspended 
film. Because the TTR, TDTR, and FDTR methods have the assumption of a semi-infinite 
substrate and no influence from subsequent layers in the multilayered structure, these systems do 
not have the spatial constraints of many semiconductor devices.[13]  Therefore, this new 
Suspended Thermoreflectance (STR) method is developed.[95], [96]  A freely suspended µ-
cantilever beam is thermally characterized using the method.   
A time constant is determined in the transient techniques by measuring the heating or 
cooling time of the sample. Heat transfer models yield thermal diffusivity from the time constant. 
But thermal diffusivity is a function of thermal conductivity (TC) and heat capacity. Therefore, 
thermal conductivity of thin films is determined by assuming that heat capacity of the bulk material 
does not change with a change in dimension. However, recent studies suggest that heat capacity is 
also a function of sample thickness and temperature.[97]–[99] This characteristic of heat capacity 
makes reliable thermal conductivity measurement difficult in transient techniques. On the other 
hand, direct thermal conductivity is determined in STR by measuring the temperature gradient 
along the length of the cantilever. Thus, TC does not depend on heat capacity.  
Most of the TDTR and FDTR techniques require a metal film (Aluminum/Platinum etc.) 
on top of the sample for higher light absorbance and to increase thermoreflective coefficient. In 
some cases, such as GaN deposited on top of Si or SiC [100], metal to sample thermal boundary 
conductance (TBC) is low, but the sample has a very high thermal conductivity (TC). As a result, 
very little amount of heat is transferred to the sample and the heat will dissipate to the substrate as 
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soon as it reaches the sample due to its high TC. This makes the measurement very difficult. 
Application of only the thin film (with no metal absorber) helps STR avoid such issues.  
Moreover, TDTR and FDTR use femtosecond to picosecond laser pulses for the 
measurement. Short pulses help to achieve good temporal resolution and higher precision for high 
thermally conductive materials. But they cannot penetrate deep into the substrate (normally <20 
nm) due to their short duration. [101] As a result, measurements are not carried out uniformly over 
the entire depth of the sample, but only on the top few nanometers. Because of the use of 
continuous wave (CW) lasers, STR does not have this problem.  
Unlike previously used least-square techniques, where analytical solutions are fitted to the 
experimental data by varying an independent variable like thermal conductivity to find its best 
value[53], [59], [63], [102], thermal conductivity can be obtained independently in STR if the 
temperature of two or more points along the length of the cantilever is known. 
To summarize, STR measures thermal conductivity independently without using any metal 
absorber. This technique characterizes TC uniformly over the entire depth of the sample with the 
help of CW lasers and a simple analytical model.  
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Chapter 2 - Theory: Thermoreflectance and Heat Transfer 
This chapter presents the theory for STR measurement. The first section describes the 
relationship between surface temperature change and associated changes in reflection, and the 
second section derives a 1D heat transfer model to analyze thermal properties, such as thermal 
conductivity, of a suspended cantilever when temperatures of two or more points along the length 
of cantilever are known. The third section of the chapter verifies the 1D model using FEM 
simulation, and last section describes phase change along the cantilever when sample absorbs the 
probe beam.  
 
 2.1 Correlation Between Temperature and Reflection 
A rise in temperature triggers a change in the energy gap and extends the associated critical 
point. The energy gap occurs due to thermal expansion and the electron and phonon interaction. 
For most critical points, the change in thermal expansion has the same sign (i.e. direction) with 
magnitude similar to the phonon shift; broadening, which is only due to the electron–phonon 
interaction, is small compared to the total shift.[4], [103] 
For non-magnetic, isotropic, homogeneous media, in which optical constants can be treated 
as scalars, the phenomenological basis of TR spectroscopy[104] can be understood by studying 
the change in the complex dielectric function.[4] The TR technique primarily measures the change 
of the complex dielectric function. 
 
 𝜀𝜀̂ = 𝜀𝜀1 + 𝑖𝑖𝜀𝜀2 (1) 
where 𝜀𝜀1and 𝜀𝜀2 are the real and imaginary parts of the dielectric function, respectively. The 
complex refractive index is related to the dielectric function 𝜀𝜀 by:[105] 
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 𝜀𝜀 = (𝑛𝑛�)2 (2) 
 𝜀𝜀1 = 𝑛𝑛2 − 𝑘𝑘2 (3) 
 𝜀𝜀2 = 2𝑛𝑛𝑘𝑘 (4) 
where n is the index of refraction and k is the extinction coefficient. In general, change induced by 
external or internal perturbation can be observed in transmission or reflection measurements. 
When changes in the reflection spectrum caused by thermal excitation are observed, the method is 
classified as TR thermometry.  
The relationship between reflectance change and corresponding change of dielectric 
function can be presented with the Seraphine coefficients 𝛼𝛼𝑠𝑠 and 𝛽𝛽𝑠𝑠.[105] 
 ∆𝑅𝑅
𝑅𝑅
= 𝛼𝛼𝑠𝑠∆𝜀𝜀1 + 𝛽𝛽𝑠𝑠∆𝜀𝜀2 (5) 
where 
 𝛼𝛼𝑠𝑠 = 2𝐴𝐴𝐴𝐴2 + 𝐵𝐵2 (6) 
 𝛽𝛽𝑠𝑠 = 2𝐵𝐵𝐴𝐴2 + 𝐵𝐵2 (7) 
and 
 𝐴𝐴 = 𝑛𝑛 (𝑛𝑛2 − 3𝑘𝑘2 − 1) (8) 
 𝐵𝐵 = 𝑘𝑘 (3𝑛𝑛2 − 𝑘𝑘2 − 1) (9) 
In general, n and k are the real and imaginary parts, respectively, of the complex refractive 
index n�  =  n +  ik and can be expressed through the real and imaginary parts of the dielectric 
function.[106] 
 𝑛𝑛 = �( 𝜀𝜀12 + 𝜀𝜀12 )12 + 𝜀𝜀12 �
1
2
 (10) 
 18 
 𝑘𝑘 = �( 𝜀𝜀12 + 𝜀𝜀12 )12  −  𝜀𝜀12 �
1
2
 (11) 
Finally, the change in reflection can be calculated as  
 ∆𝑅𝑅
𝑅𝑅
= 4(𝑛𝑛2 − 3𝑘𝑘2 − 1)∆𝑛𝑛 + 8𝑛𝑛𝑘𝑘∆𝑘𝑘[(𝑛𝑛 + 1)2 + 𝑘𝑘2][(𝑛𝑛 + 1)2 − 𝑘𝑘2] (12) 
where ∆𝑛𝑛 and ∆𝑘𝑘 are the change in n and k resulting from the temperature change. The temperature 
increase causes a shift in the energy gap (𝐸𝐸𝑔𝑔) and broadens the critical parameter (𝛤𝛤) involved. 
Combining these two effects, one can write 
 ∆𝜀𝜀 = 𝜕𝜕𝜀𝜀
𝜕𝜕𝐸𝐸𝑔𝑔
𝑑𝑑𝐸𝐸𝑔𝑔
𝑑𝑑𝑇𝑇
∆𝑇𝑇 + 𝜕𝜕𝜀𝜀
𝜕𝜕Γ
𝑑𝑑Γ
𝑑𝑑𝑇𝑇
∆𝑇𝑇 (13) 
When the broadening parameter is assumed to be constant, the relationship between 
dielectric function and temperature is obtained.[4]  
 ∆𝜀𝜀 = 𝜕𝜕𝜀𝜀
𝜕𝜕𝑇𝑇
∆𝑇𝑇 (14) 
Likewise, the equation for the TR coefficient can be obtained by taking a first-order 
approximation of the relationship between surface temperature change and reflectivity change. 
[60], [105] 
 ∆𝑅𝑅
𝑅𝑅
= 1
𝑅𝑅
𝜕𝜕𝑅𝑅
𝜕𝜕𝑇𝑇
∆𝑇𝑇 = 𝐶𝐶𝑇𝑇𝑇𝑇∆𝑇𝑇 (15) 
Relative change in the optical reflectance per unit temperature change is termed the 
thermoreflectance coefficient (CTR). This coefficient depends on probed material[107] and on the 
wavelength of probe light[108] due to the association of these properties with the dielectric 
function.  
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 2.2 One-Dimensional Heat Transfer Model 
Due to the simplicity of calculation, 1D heat transfer models are commonly utilized for 
thin films in non-contact methods such as TTR, TDTR, and FDTR. Moreover, in order to attribute 
a 1D model to TTR and TDTR, heat conduction in the lateral direction is typically assumed to be 
several orders of magnitude larger than the penetration depth into the substrate.[53], [59], [76], 
[77] In FDTR, application of a 1D model includes the assumption that heat flows in the planar 
direction of thin films.[83], [102] All these models assume a semi-infinite substrate and require a 
complex heat transfer model to analyze thermal property in a multilayered structure.[13]  Thus, by 
definition, these systems do not contain the spatial constraints that many semiconductor devices 
utilize.[7]–[9] Therefore, a new method was recently developed termed Suspended 
Thermoreflectance (STR).[55], [96]   
Heat carriers for conduction (electrons and phonons) have characteristic lengths and time 
constants, and when a system’s geometry or conditions are comparable to these characteristic 
values, the material’s thermal conductivity, κ, change.[109]–[116] Figure 2.1 shows the thermal 
conductivity of bulk silicon with geometry significantly longer than its characteristic length[117] 
and silicon thin films with geometries on the order of characteristic length.[29], [40], [118]  As 
shown in the figure, thermal conductivity decreased by a factor of 10 when bulk transitioned to 
thin film. However, these bulk and thin films are two extreme cases in which dimensional ratios 
are not comparable. Therefore, the equations in this paper use a continuum-based model that does 
not consider quantum, atomic, or ballistic effects. This equation will provide a fair comparison 
between bulk material and microns size films [119]. Because the heat equation is a diffusive model, 
deviation from this model indicated the potential presence of the aforementioned effects. 
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Figure 2.1 Thermal conductivity of Si: Variation with temperature change for bulk silicon and 
thin films of silicon of different doping and crystallinity. (Adapted from Ref. [29] - [32]) 
 
The steady-state part of the 1D heat transfer model presented in this dissertation is directly 
applicable to measure thermal conductivity using the Suspended Thermoreflectance (STR) 
technique.[55], [96] Transient and harmonic parts are for better understanding of heat flow in the 
cantilever. The model in this research was developed based on assumptions from experimental 
conditions. The first assumption was that the beam is under vacuum to the extent that convection 
becomes negligible. The second assumption presumed that the sample experiences a small increase 
in temperature, ∆T≤10K, making radiative effects negligible.[83] Thirdly, when temperature 
changes are small, temperature-dependent physical properties of the material were assumed to 
remain constant. The fourth assumption supposed heat carriers to be in local thermal equilibrium, 
and are explained adequately by a diffusive transport model .[120], [121]  
 
 21 
The heat transfer behavior of micro/nano-cantilevers examined in this work is theoretically 
divided into three regimes. In the first regime, the beam has been heated by a constant heat flux at 
the free end and is operating at steady-state conditions. Analysis of this regime reveals the thermal 
conductivity of the material.   In the second regime, the cantilever is initially at the same 
temperature as the fixed end and is then instantaneously heated at its tip. As its temperature 
increases, it exists in a transient state until enough time has passed, after which it is identical to the 
steady-state regime.  In the third regime, the heat flux has a sinusoidal oscillation superimposed at 
its tip and the system reacts harmonically.  Analysis of transient and harmonic regimes provides 
more in-depth comparison with finite element simulation when checking the heat diffusion 
equation’s applicability to analyze thermal conductivity in the experiment. A schematic of a 
cantilever beam with heat flux at the tip is shown in Figure 2.2. 
 
 
Figure 2.2 1D solid bar with heat flux at the tip and constant temperature at the opposite end. 
Steady-State and transient heat flux have a constant flux component, but harmonic heat flux has 
frequency. 
 
As shown in the figure, the physically fixed end of the beam is set as the origin, and the 
beam extends in the positive 𝑥𝑥-direction to its full length (𝐿𝐿). The governing equation for 1D heat 
diffusion in this beam is 
 𝜌𝜌𝐶𝐶
𝜕𝜕𝜕𝜕
𝜕𝜕𝑡𝑡
(𝑥𝑥, 𝑡𝑡) = Κ𝜕𝜕2𝜕𝜕
𝜕𝜕𝑥𝑥2
(𝑥𝑥, 𝑡𝑡)   (16) 
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where the temperature (𝜕𝜕) is a function of both time (𝑡𝑡) and position (𝑥𝑥), and it represents the 
absolute temperature at any position on the cantilever, at any given time. The other variables are 
taken from the material properties of the cantilever/sample: density (𝜌𝜌), heat capacity (𝐶𝐶), and the 
coefficient of thermal conductivity (κ). The three material constants are combined to form the 
thermal diffusivity (𝛼𝛼), and the heat transfer equation is rewritten. 
 𝛼𝛼 = 𝜅𝜅
𝜌𝜌𝐶𝐶
  (17) 
 𝜕𝜕𝜕𝜕
𝜕𝜕𝑡𝑡
= 𝛼𝛼 𝜕𝜕2𝜕𝜕
𝜕𝜕𝑥𝑥2
, 0 ≤ 𝑥𝑥 ≤ 𝐿𝐿, 0 ≤ 𝑡𝑡 ≤ ∞ (18) 
Initial and boundary conditions mimics conditions in STR experiment.[96] Therefore, the fixed 
end is permanently set to the temperature of the substrate (𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠). 
 𝜕𝜕(0, 𝑡𝑡) = 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 , 0 ≤ 𝑡𝑡 ≤ ∞ (19) 
The other end of the cantilever is excited with constant intensity or heat flux (𝐼𝐼) and harmonic flux. 
The harmonic flux contains amplitude (𝐴𝐴) and frequency (𝜔𝜔). For the modeled system, the 
oscillation amplitude cannot exceed the constant intensity. 
 𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥
(𝐿𝐿, 𝑡𝑡) = 𝐼𝐼
𝜅𝜅
+ 𝐴𝐴
𝜅𝜅
sin(𝜔𝜔𝑡𝑡) , 0 ≤ 𝑡𝑡 ≤ ∞ (20) 
 𝐴𝐴 ≤ 𝐼𝐼 (21) 
The initial condition specifies that the entire cantilever is initially all at the substrate temperature. 
 𝜕𝜕(𝑥𝑥, 0) = 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 , 0 ≤ 𝑥𝑥 ≤ 𝐿𝐿 (22) 
Taken together, the partial differential equation, boundary conditions, and initial condition are 
written as 
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⎩
⎪⎪
⎨
⎪⎪
⎧
𝜕𝜕𝜕𝜕
𝜕𝜕𝑡𝑡
= 𝛼𝛼 𝜕𝜕2𝜕𝜕
𝜕𝜕𝑥𝑥2
, 0 ≤ 𝑥𝑥 ≤ 𝐿𝐿, 0 ≤ 𝑡𝑡 ≤ ∞
𝜕𝜕(0, 𝑡𝑡) = 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 , 0 ≤ 𝑡𝑡 ≤ ∞                          
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥
(𝐿𝐿, 𝑡𝑡) = 𝐼𝐼
𝜅𝜅
+ 𝐴𝐴
𝜅𝜅
sin(𝜔𝜔𝑡𝑡) , 0 ≤ 𝑡𝑡 ≤ ∞    
𝜕𝜕(𝑥𝑥, 0) = 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 , 0 ≤ 𝑥𝑥 ≤ 𝐿𝐿                          
 (23) 
Through the process of nondimensionalization, the system becomes generalized and easier 
to solve. The 𝑥𝑥 interval is divided by length to generate dimensionless distance (𝑥𝑥�): 
 0 ≤ 𝑥𝑥 ≤ 𝐿𝐿
𝐿𝐿
= 0 ≤ 𝑥𝑥
𝐿𝐿
≤ 1   (24) 
 𝑥𝑥� = 𝑥𝑥
𝐿𝐿
  (25) 
Utilizing the chain rule, the spatial partial derivatives with respect to the dimensionless distance 
become: 
 𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥
=  𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥�
𝑑𝑑𝑥𝑥�
𝑑𝑑𝑥𝑥
=  1
𝐿𝐿
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥�
 (26) 
 𝜕𝜕2𝜕𝜕
𝜕𝜕𝑥𝑥2
=  𝜕𝜕
𝜕𝜕𝑥𝑥
�
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥
� =  𝜕𝜕
𝜕𝜕𝑥𝑥
�
1
𝐿𝐿
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥�
� = 1
𝐿𝐿2
𝜕𝜕2𝜕𝜕
𝜕𝜕𝑥𝑥�2
 (27) 
To nondimensionalize time, dimensionless time (?̂?𝑡) becomes a function of time, and the chain rule 
is used again to take the partial derivative with respect to time. Then the partial time and spatial 
derivatives are equated using Eqn. (18). 
 ?̂?𝑡 = ?̂?𝑡(𝑡𝑡) (28) 
 𝜕𝜕𝜕𝜕
𝜕𝜕𝑡𝑡
=  𝜕𝜕𝜕𝜕
𝜕𝜕?̂?𝑡
𝑑𝑑?̂?𝑡
𝑑𝑑𝑡𝑡
 (29) 
 𝜕𝜕𝜕𝜕
𝜕𝜕?̂?𝑡
𝑑𝑑?̂?𝑡
𝑑𝑑𝑡𝑡
= 𝛼𝛼
𝐿𝐿2
𝜕𝜕2𝜕𝜕
𝜕𝜕𝑥𝑥�2
   (30) 
 𝑑𝑑?̂?𝑡
𝑑𝑑𝑡𝑡
= 𝛼𝛼
𝐿𝐿2
 (31) 
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?̂?𝑡 = 𝛼𝛼𝑡𝑡
𝐿𝐿2
 (32) 
Because dimensionless temperature (𝜃𝜃) is a function of temperature, after taking derivatives again, 
the final dimensionless form of the heat transfer equation is 
 
𝜃𝜃(𝜕𝜕) =  𝜕𝜕 − 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠
𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠
 (33) 
 𝜕𝜕𝜃𝜃
𝜕𝜕?̂?𝑡
= 𝑑𝑑𝜃𝜃
𝑑𝑑𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕?̂?𝑡
=  1
𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠
𝜕𝜕𝜕𝜕
𝜕𝜕?̂?𝑡
 (34) 
 𝜕𝜕𝜃𝜃
𝜕𝜕𝑥𝑥�
= 𝑑𝑑𝜃𝜃
𝑑𝑑𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥�
= 1
𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥�
 (35) 
 
 𝜕𝜕2𝜃𝜃
𝜕𝜕𝑥𝑥�2
= 𝜕𝜕
𝜕𝜕𝑥𝑥�
�
𝜕𝜕𝜃𝜃
𝜕𝜕𝑥𝑥�
� = 1
𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠
𝜕𝜕2𝜕𝜕
𝜕𝜕𝑥𝑥�2
 (36) 
 
∴
𝜕𝜕𝜃𝜃
𝜕𝜕?̂?𝑡
= 𝜕𝜕2𝜃𝜃
𝜕𝜕𝑥𝑥�2
, 0 ≤ 𝑥𝑥� ≤ 1, 0 ≤ ?̂?𝑡 ≤ ∞ (37) 
Boundary and initial conditions are written in terms of the dimensionless parameters as  
 𝜕𝜕(0, ?̂?𝑡) = 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 , 0 ≤ ?̂?𝑡 ≤ ∞  (38) 
 𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥
(𝐿𝐿, 𝑡𝑡) =  𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥� (1, ?̂?𝑡) ∗  𝑑𝑑𝑥𝑥�𝑑𝑑𝑥𝑥 (𝐿𝐿) (39) 
 𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥� (1, ?̂?𝑡) = 𝐿𝐿𝜅𝜅 �𝐼𝐼 + 𝐴𝐴 sin(𝜔𝜔𝐿𝐿2𝛼𝛼 ?̂?𝑡)� , 0 ≤ ?̂?𝑡 ≤ ∞  (40) 
 𝜕𝜕(𝑥𝑥�, 0) = 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 , 0 ≤ 𝑥𝑥 ≤ 𝐿𝐿 (41) 
Dimensionless boundary and initial conditions are then generated by applying Eqn. (33) to them. 
 
∴ 𝜃𝜃(0, ?̂?𝑡) =  𝜕𝜕(0, ?̂?𝑡) − 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠
𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠
= 0, 0 ≤ ?̂?𝑡 ≤ ∞  (42) 
 𝜕𝜕𝜃𝜃
𝜕𝜕𝑥𝑥�
(1, ?̂?𝑡) = 𝜕𝜕
𝜕𝜕𝑥𝑥�
�
𝜕𝜕(1, ?̂?𝑡) − 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠
𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠
� =  𝐿𝐿
𝜅𝜅𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠
�𝐼𝐼 + 𝐴𝐴 sin(𝜔𝜔𝐿𝐿2
𝛼𝛼
?̂?𝑡)� (43) 
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∴ 𝜃𝜃(𝑥𝑥�, 0) = 𝜕𝜕(𝑥𝑥�, 0) − 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠
𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠
= 0, 0 ≤ 𝑥𝑥� ≤ 1 (44) 
Dimensionless intensity (𝐼𝐼), amplitude (?̂?𝐴), and frequency (𝜔𝜔�) are defined from the coefficients in 
Eqn. (43), and the boundary condition is rewritten as 
 
𝐼𝐼 =  𝐿𝐿𝐼𝐼
𝜅𝜅𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠
 (45) 
 
?̂?𝐴 = 𝐿𝐿𝐴𝐴
𝜅𝜅𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠
 (46) 
 
𝜔𝜔� = 𝜔𝜔𝐿𝐿2
𝛼𝛼
 (47) 
 
∴
𝜕𝜕𝜃𝜃
𝜕𝜕𝑥𝑥�
(1, ?̂?𝑡) = 𝐼𝐼 + ?̂?𝐴 sin(𝜔𝜔�?̂?𝑡) , 0 ≤ ?̂?𝑡 ≤ ∞  (48) 
Dimensionless partial differential equation and dimensionless boundary and initial conditions form 
the dimensionless initial boundary value problem shown in Eqn. (49).  
 
⎩
⎪⎪
⎨
⎪⎪
⎧
𝜕𝜕𝜃𝜃
𝜕𝜕?̂?𝑡
= 𝜕𝜕2𝜃𝜃
𝜕𝜕𝑥𝑥�2
, 0 ≤ 𝑥𝑥� ≤ 1, 0 ≤ ?̂?𝑡 ≤ ∞
𝜃𝜃(0, ?̂?𝑡) = 0, 0 ≤ ?̂?𝑡 ≤ ∞                           
𝜕𝜕𝜃𝜃
𝜕𝜕𝑥𝑥�
(1, ?̂?𝑡) = 𝐼𝐼 + ?̂?𝐴 sin(𝜔𝜔�?̂?𝑡) , 0 ≤ ?̂?𝑡 ≤ ∞
𝜃𝜃(𝑥𝑥�, 0) = 0, 0 ≤ 𝑥𝑥� ≤ 1                           
 (49) 
In order to solve the dimensionless initial boundary value problem, the boundary conditions 
has to be homogenized. Therefore, the dimensionless temperature function is rewritten as the sum 
of two functions (Θ and 𝑆𝑆). The first function will be used to solve the system, while the second 
function must satisfy the boundary conditions. 
 𝜃𝜃(𝑥𝑥�, ?̂?𝑡) = Θ(𝑥𝑥�, ?̂?𝑡) + 𝑆𝑆(𝑥𝑥�, ?̂?𝑡) (50) 
 𝜕𝜕𝜃𝜃
𝜕𝜕?̂?𝑡
=  𝜕𝜕Θ
𝜕𝜕?̂?𝑡
+ 𝜕𝜕𝑆𝑆
𝜕𝜕?̂?𝑡
 (51) 
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 𝜕𝜕2𝜃𝜃
𝜕𝜕𝑥𝑥�2
= 𝜕𝜕2Θ
𝜕𝜕𝑥𝑥�2
+ 𝜕𝜕2𝑆𝑆
𝜕𝜕𝑥𝑥�2
 (52) 
Integration of the flux boundary condition and application of the first boundary condition to the 
constant of integration resultes in the homogenizing function. 
 𝜕𝜕𝑆𝑆
𝜕𝜕𝑥𝑥�
= 𝜕𝜕𝜃𝜃
𝜕𝜕𝑥𝑥�
(1, ?̂?𝑡) = 𝐼𝐼 + ?̂?𝐴 sin(𝜔𝜔�?̂?𝑡) (53) 
 𝑆𝑆(𝑥𝑥�, ?̂?𝑡) = 𝑥𝑥��𝐼𝐼 + ?̂?𝐴 sin(𝜔𝜔�?̂?𝑡)� + 𝑠𝑠0 (54) 
 𝑆𝑆(0, ?̂?𝑡) =  𝜃𝜃(0, ?̂?𝑡) = 0 (55) 
 ∴ 𝑆𝑆(𝑥𝑥�, ?̂?𝑡) = 𝑥𝑥��𝐼𝐼 + ?̂?𝐴 sin(𝜔𝜔�?̂?𝑡)� (56) 
 𝜕𝜕𝑆𝑆
𝜕𝜕?̂?𝑡
= 𝑥𝑥�𝜔𝜔�?̂?𝐴 cos(𝜔𝜔�?̂?𝑡)   (57) 
 𝜕𝜕2𝑆𝑆
𝜕𝜕𝑥𝑥�2
= 0 (58) 
 𝑆𝑆(𝑥𝑥�, 0) = 𝑥𝑥�𝐼𝐼 (59) 
The forcing term in the partial differential equation and the initial condition value are defined with 
new functions, which are useful in subsequent steps.  
 𝜕𝜕Θ
𝜕𝜕?̂?𝑡
= 𝜕𝜕2Θ
𝜕𝜕𝑥𝑥�2
−
𝜕𝜕𝑆𝑆
𝜕𝜕?̂?𝑡
 (60) 
 
𝐹𝐹(𝑥𝑥�, ?̂?𝑡) =  −𝜕𝜕𝑆𝑆
𝜕𝜕?̂?𝑡
= −𝑥𝑥�𝜔𝜔�?̂?𝐴 cos(𝜔𝜔�?̂?𝑡) (61) 
 Θ(0, ?̂?𝑡) =  𝜃𝜃(0, ?̂?𝑡) − 𝑆𝑆(0, ?̂?𝑡) =  0 (62) 
 
 𝜕𝜕Θ
𝜕𝜕𝑥𝑥�
(1, ?̂?𝑡) = 𝜕𝜕𝜃𝜃
𝜕𝜕𝑥𝑥�
(1, ?̂?𝑡) − 𝜕𝜕𝑆𝑆
𝜕𝜕𝑥𝑥�
(1, ?̂?𝑡) = 0 (63) 
 Θ(𝑥𝑥�, 0) = 𝜃𝜃(𝑥𝑥�, 0) − 𝑆𝑆(𝑥𝑥�, 0) = −𝑆𝑆(𝑥𝑥�, 0) (64) 
 𝐺𝐺(𝑥𝑥�) = −𝑆𝑆(𝑥𝑥�, 0) = −𝑥𝑥�𝐼𝐼  (65) 
 27 
Taking the partial derivatives of 𝑆𝑆 and rewriting the partial differential equation and the boundary 
and initial conditions in terms of Θ results in the homogenized initial boundary value problem in 
Eqn. (66). 
 
⎩
⎪⎪
⎨
⎪⎪
⎧
𝜕𝜕Θ
𝜕𝜕?̂?𝑡
= 𝜕𝜕2Θ
𝜕𝜕𝑥𝑥�2
+ 𝐹𝐹(𝑥𝑥�, ?̂?𝑡), 0 ≤ 𝑥𝑥� ≤ 1, 0 ≤ ?̂?𝑡 ≤ ∞
Θ(0, ?̂?𝑡) = 0, 0 ≤ ?̂?𝑡 ≤ ∞                                             
𝜕𝜕Θ
𝜕𝜕𝑥𝑥�
(1, ?̂?𝑡) = 0, 0 ≤ ?̂?𝑡 ≤ ∞                                          
𝜃𝜃(𝑥𝑥�, 0) = 𝐺𝐺(𝑥𝑥�), 0 ≤ 𝑥𝑥� ≤ 1                                       
 (66) 
When the boundary conditions were homogenized, a forcing term was added to the partial 
differential equation to make it inhomogeneous.  
 This type of partial differential equation is solved via eigenfunction expansion. The first 
step in eigenfunction expansion is to solve for the eigenvalues and eigenfunctions of the related 
homogenous partial differential equation, shown in Eqn. (67). 
 𝜕𝜕Θ
𝜕𝜕?̂?𝑡
= 𝜕𝜕2Θ
𝜕𝜕𝑥𝑥�2
 (67) 
Using the method of separation of variables, Θ(x�, ?̂?𝑡) is a product of two functions (𝑋𝑋 and 𝑇𝑇), which 
are each functions of a single variable. 
 Θ(x�, ?̂?𝑡) = 𝑋𝑋(𝑥𝑥�)𝑇𝑇(?̂?𝑡) (68) 
 𝜕𝜕Θ
𝜕𝜕?̂?𝑡
= 𝜕𝜕
𝜕𝜕?̂?𝑡
(𝑋𝑋(𝑥𝑥�)𝑇𝑇(?̂?𝑡)) = 𝑋𝑋 𝑑𝑑𝑇𝑇
𝑑𝑑?̂?𝑡
 (69) 
 𝜕𝜕2Θ
𝜕𝜕𝑥𝑥�2
= 𝜕𝜕2
𝜕𝜕𝑥𝑥�2
(𝑋𝑋(𝑥𝑥�)𝑇𝑇(?̂?𝑡)) = 𝑇𝑇 𝑑𝑑2𝑋𝑋
𝑑𝑑𝑥𝑥�2
 (70) 
The substitution of Eqn. (69) and (70) into Eqn. (67) and rearranging, reveals that both sides are 
functions of a single variable. Each side must be equal to a constant (𝜆𝜆) with values of ?̂?𝑡 and 𝑥𝑥�. 
 1
𝑇𝑇
𝑑𝑑𝑇𝑇
𝑑𝑑?̂?𝑡
= 1
𝑋𝑋
 𝑑𝑑2𝑋𝑋
𝑑𝑑𝑥𝑥�2
= 𝜆𝜆 (71) 
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∴
𝑑𝑑2𝑋𝑋
𝑑𝑑𝑥𝑥�2
= 𝜆𝜆𝑋𝑋, 0 ≤ 𝑥𝑥� ≤ 1 (72) 
Application of the product of functions to the boundary conditions results in 
 Θ(0, ?̂?𝑡) = 𝑋𝑋(0)𝑇𝑇(?̂?𝑡) = 0 (73) 
 ∴ 𝑋𝑋(0) = 0 (74) 
 𝜕𝜕Θ
𝜕𝜕𝑥𝑥�
(1, ?̂?𝑡) = 𝑑𝑑𝑋𝑋
𝑑𝑑𝑥𝑥�
(1)𝑇𝑇(?̂?𝑡) = 0 (75) 
 
∴
𝑑𝑑𝑋𝑋
𝑑𝑑𝑥𝑥�
(1) = 0 (76) 
Eqn. (72), (75), and (76) together form the eigenvalue problem shown in Eqn. (77): 
 
⎩
⎪
⎨
⎪
⎧
𝑑𝑑2𝑋𝑋
𝑑𝑑𝑥𝑥�2
= 𝜆𝜆𝑋𝑋, 0 ≤ 𝑥𝑥� ≤ 1 
𝑋𝑋(0) = 0                               
𝑑𝑑𝑋𝑋
𝑑𝑑𝑥𝑥�
(1) = 0                             (77) 
This eigenvalue problem has potential solutions for three cases. In the first case, 𝜆𝜆 is greater 
than zero:  
 𝜆𝜆 =  𝑘𝑘2, 𝑘𝑘 > 0 (78) 
 
⎩
⎪
⎨
⎪
⎧
𝑑𝑑2𝑋𝑋
𝑑𝑑𝑥𝑥�2
= 𝑘𝑘2𝑋𝑋, 0 ≤ 𝑥𝑥� ≤ 1
𝑋𝑋(0) = 0                                  
𝑑𝑑𝑋𝑋
𝑑𝑑𝑥𝑥�
(1) = 0                               (79) 
 𝑋𝑋(𝑥𝑥�) = 𝑎𝑎0 cosh(𝑘𝑘𝑥𝑥�) + 𝑏𝑏0 sinh(𝑥𝑥�) (80) 
 𝑋𝑋(0) = [𝑎𝑎0 cosh(𝑘𝑘𝑥𝑥�) + 𝑏𝑏0 sinh(𝑘𝑘𝑥𝑥�)]𝑥𝑥�=0 = 𝑎𝑎0 = 0 (81) 
 𝑑𝑑𝑋𝑋
𝑑𝑑𝑥𝑥�
(1) = [𝑎𝑎0𝑘𝑘 sinh(𝑘𝑘𝑥𝑥�) + 𝑏𝑏0𝑘𝑘 cosh(𝑘𝑘𝑥𝑥�)]𝑥𝑥�=1 = 𝑏𝑏0𝑘𝑘 cosh(𝑘𝑘) = 0  (82) 
Since the hyperbolic cosine function is never zero, and 𝑘𝑘 is greater than zero, the only solution to 
the first case is the trivial solution. 
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 ∴ 𝑋𝑋(𝑥𝑥�) ≡ 0 (83) 
In the second case, 𝜆𝜆 is equal to zero:  
 𝜆𝜆 = 0 (84) 
 
⎩
⎪
⎨
⎪
⎧
𝑑𝑑2𝑋𝑋
𝑑𝑑𝑥𝑥�2
= 0, 0 ≤ 𝑥𝑥� ≤ 1
𝑋𝑋(0) = 0                            
𝑑𝑑𝑋𝑋
𝑑𝑑𝑥𝑥�
(1) = 0                         (85) 
 𝑋𝑋(𝑥𝑥�) = 𝑎𝑎0𝑥𝑥� + 𝑏𝑏0 (86) 
 𝑋𝑋(0) = 𝑏𝑏0 = 0 (87) 
 𝑑𝑑𝑋𝑋
𝑑𝑑𝑥𝑥�
(1) = 𝑎𝑎0 = 0  (88) 
The only solution to the second case is also the trivial solution. 
 ∴ 𝑋𝑋(𝑥𝑥�) ≡ 0 (89) 
In the third case, 𝜆𝜆 is less than zero: 
 𝜆𝜆 =  −𝑘𝑘2, 𝑘𝑘 > 0 (90) 
 
⎩
⎪
⎨
⎪
⎧
𝑑𝑑2𝑋𝑋
𝑑𝑑𝑥𝑥�2
= −𝑘𝑘2𝑋𝑋, 0 ≤ 𝑥𝑥� ≤ 1
𝑋𝑋(0) = 0                                  
𝑑𝑑𝑋𝑋
𝑑𝑑𝑥𝑥�
(1) = 0                               (91) 
 𝑋𝑋(𝑥𝑥�) = 𝑎𝑎0 cos(𝑘𝑘𝑥𝑥�) + 𝑏𝑏0 sin(𝑘𝑘𝑥𝑥�) (92) 
 𝑋𝑋(0) = [𝑎𝑎0 cos(𝑘𝑘𝑥𝑥�) + 𝑏𝑏0 sin(𝑘𝑘𝑥𝑥�)]𝑥𝑥�=0 = 𝑎𝑎0 = 0 (93) 
 𝑑𝑑𝑋𝑋
𝑑𝑑𝑥𝑥�
(1) = [−𝑎𝑎0𝑘𝑘 sin(𝑘𝑘𝑥𝑥�) + 𝑏𝑏0𝑘𝑘 cos(𝑘𝑘𝑥𝑥�)]𝑥𝑥�=1 = 𝑏𝑏0𝑘𝑘 cos(𝑘𝑘) = 0  (94) 
Since 𝑘𝑘 is greater than zero, the only non-trivial solution to the third case is required cosine 
function to be zero: 
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 Cos(𝑘𝑘) = 0 (95) 
 
𝑘𝑘𝑛𝑛 =  cos−1(0) = �𝑛𝑛 −  12� 𝜋𝜋, 𝑛𝑛 = 1,2,3 … (96) 
Therefore, when the constant 𝑏𝑏0 is unity, the eigenfunction and eigenvalues are: 
 
∴ 𝑋𝑋𝑛𝑛(𝑥𝑥�) = sin(𝑘𝑘𝑛𝑛𝑥𝑥�) = sin��𝑛𝑛 −  12� 𝜋𝜋𝑥𝑥�� , 𝑛𝑛 = 1,2,3 … (97) 
 
∴ 𝜆𝜆𝑛𝑛 = −𝑘𝑘𝑛𝑛2 = −��𝑛𝑛 −  12� 𝜋𝜋�2 , 𝑛𝑛 = 1,2,3 … (98) 
The next step of eigenfunction expansion is to expand the partial differential equation and 
the initial condition using Fourier series. 
 𝜕𝜕Θ
𝜕𝜕?̂?𝑡
= �𝑑𝑑𝑇𝑇𝑛𝑛
𝑑𝑑?̂?𝑡
𝑋𝑋𝑛𝑛(𝑥𝑥�)∞
𝑛𝑛=1
 (99) 
 𝜕𝜕2Θ
𝜕𝜕𝑥𝑥�2
= �𝑇𝑇𝑛𝑛(?̂?𝑡)𝑑𝑑2𝑋𝑋𝑛𝑛(𝑥𝑥�)𝑑𝑑𝑥𝑥�2∞
𝑛𝑛=1
= �−𝑘𝑘𝑛𝑛2𝑇𝑇𝑛𝑛(?̂?𝑡)𝑋𝑋𝑛𝑛(𝑥𝑥�)∞
𝑛𝑛=1
 (100) 
 
𝜃𝜃(𝑥𝑥�, 0) = �𝑇𝑇𝑛𝑛(0)𝑋𝑋𝑛𝑛(𝑥𝑥�)∞
𝑛𝑛=1
  (101) 
The redefined forcing function 𝐹𝐹(𝑥𝑥�, ?̂?𝑡) and initial condition value 𝐺𝐺(𝑥𝑥�) are also expanded as 
Fourier series. 
 
𝐹𝐹(𝑥𝑥�, ?̂?𝑡) = �𝑓𝑓𝑛𝑛(?̂?𝑡)𝑋𝑋𝑛𝑛(𝑥𝑥�)∞
𝑛𝑛=1
  (102) 
 
𝐺𝐺(𝑥𝑥�) = �𝑔𝑔𝑛𝑛𝑋𝑋𝑛𝑛(𝑥𝑥�)∞
𝑛𝑛=1
  (103) 
The coefficients of the forcing function’s Fourier series are found using integration by parts. 
 
𝑓𝑓𝑛𝑛(?̂?𝑡) = 21� 𝐹𝐹(𝑥𝑥�, ?̂?𝑡)𝑋𝑋𝑛𝑛(𝑥𝑥�)𝑑𝑑𝑥𝑥� = 2� −𝑥𝑥�𝜔𝜔�?̂?𝐴 cos(𝜔𝜔�?̂?𝑡) sin(𝑘𝑘𝑛𝑛𝑥𝑥�)𝑑𝑑𝑥𝑥�1010  (104) 
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𝑓𝑓𝑛𝑛(?̂?𝑡) = −2𝜔𝜔�?̂?𝐴 cos(𝜔𝜔�?̂?𝑡)� 𝑥𝑥� sin(𝑘𝑘𝑛𝑛𝑥𝑥�)𝑑𝑑𝑥𝑥�1
0
 (105) 
 
� 𝑥𝑥� sin(𝑘𝑘𝑛𝑛𝑥𝑥�)𝑑𝑑𝑥𝑥�1
0
= �(𝑥𝑥�)�− cos(𝑘𝑘𝑛𝑛𝑥𝑥�)
𝑘𝑘𝑛𝑛
� − (1)�− sin(𝑘𝑘𝑛𝑛𝑥𝑥�)
𝑘𝑘𝑛𝑛2
��
𝑥𝑥�=0
𝑥𝑥�=1
 (106) 
 cos(𝑘𝑘𝑛𝑛𝑥𝑥�) = cos��𝑛𝑛 −  12� 𝜋𝜋� = 0 (107) 
 sin(𝑘𝑘𝑛𝑛𝑥𝑥�) = sin��𝑛𝑛 −  12� 𝜋𝜋� = (−1)𝑛𝑛−1 (108) 
 
∴ 𝑓𝑓𝑛𝑛(?̂?𝑡) = 2𝜔𝜔�?̂?𝐴 cos(𝜔𝜔�?̂?𝑡) (−1)𝑛𝑛
��𝑛𝑛 −  12� 𝜋𝜋�2 , 𝑛𝑛 = 1,2,3 … (109) 
Coefficients of the value of the initial condition Fourier series are found the same way: 
 
𝑔𝑔𝑛𝑛 = 21� 𝐺𝐺(𝑥𝑥�)𝑋𝑋𝑛𝑛(𝑥𝑥�)𝑑𝑑𝑥𝑥� = 2� −𝑥𝑥�𝐼𝐼 sin(𝑘𝑘𝑛𝑛𝑥𝑥�)𝑑𝑑𝑥𝑥�1010  (110) 
 
𝑔𝑔𝑛𝑛 = −2𝐼𝐼 � 𝑥𝑥� sin(𝑘𝑘𝑛𝑛𝑥𝑥�) 𝑑𝑑𝑥𝑥�1
0
 (111) 
 
 
∴ 𝑔𝑔𝑛𝑛 = 2𝐼𝐼(−1)𝑛𝑛
��𝑛𝑛 −  12�𝜋𝜋�2 , 𝑛𝑛 = 1,2,3 … (112) 
Combining the expanded forms of the terms in the homogenized initial boundary value 
problem converts the problem from a single partial differential equation to infinite number of 
ordinary differential equations, each with an initial condition.  
 𝜕𝜕Θ
𝜕𝜕?̂?𝑡
−
𝜕𝜕2Θ
𝜕𝜕𝑥𝑥�2
− 𝐹𝐹(𝑥𝑥�, ?̂?𝑡) = 0 (113) 
 
��
𝑑𝑑𝑇𝑇𝑛𝑛
𝑑𝑑?̂?𝑡
+ 𝑘𝑘𝑛𝑛2𝑇𝑇𝑛𝑛(?̂?𝑡) − 𝑓𝑓𝑛𝑛(?̂?𝑡)� 𝑋𝑋𝑛𝑛(𝑥𝑥�)∞
𝑛𝑛=1
= 0 (114) 
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∴
𝑑𝑑𝑇𝑇𝑛𝑛
𝑑𝑑?̂?𝑡
= −𝑘𝑘𝑛𝑛2𝑇𝑇(?̂?𝑡) + 𝑓𝑓𝑛𝑛(?̂?𝑡), 𝑛𝑛 = 1,2,3 … (115) 
 𝜃𝜃(𝑥𝑥�, 0) − 𝐺𝐺(𝑥𝑥�) = 0 (116) 
 
�{𝑇𝑇𝑛𝑛(0) − 𝑔𝑔𝑛𝑛}𝑋𝑋𝑛𝑛(𝑥𝑥�)∞
𝑛𝑛=1
= 0 (117) 
 ∴ 𝑇𝑇𝑛𝑛(0) = 𝑔𝑔𝑛𝑛, 𝑛𝑛 = 1,2,3 … (118) 
The infinite ordinary differential equations and their initial conditions combine to create infinite 
number of initial value problems, as shown in Eqn. (119). 
 
�
𝑑𝑑𝑇𝑇𝑛𝑛
𝑑𝑑?̂?𝑡
= −𝑘𝑘𝑛𝑛2𝑇𝑇(?̂?𝑡) + 𝑓𝑓𝑛𝑛(?̂?𝑡), 0 ≤ ?̂?𝑡 ≤ ∞
𝑇𝑇𝑛𝑛(0) = 𝑔𝑔𝑛𝑛                                                           , 𝑛𝑛 = 1,2,3 … (119) 
 
To simultaneously solve the infinite initial value problems requires the solution had to be derived 
to the related initial value problem in Eqn. (120). 
 
�
𝑑𝑑𝑑𝑑
𝑑𝑑?̂?𝑡
= 𝑎𝑎1𝑑𝑑(?̂?𝑡) + 𝑎𝑎2 cos(𝑤𝑤�?̂?𝑡) + 𝑎𝑎3 sin(𝜔𝜔�?̂?𝑡) , 0 ≤ ?̂?𝑡 ≤ ∞
𝑑𝑑(0) = 𝑎𝑎0                                                                                        (120) 
The general solution to the related homogenous ordinary differential equation is shown in Eqn. 
(123). 
 𝑑𝑑𝑑𝑑ℎ
𝑑𝑑?̂?𝑡
= 𝑎𝑎1𝑑𝑑ℎ (121) 
 𝑑𝑑ℎ(?̂?𝑡) = 𝑐𝑐1𝑒𝑒𝑡𝑡1?̂?𝑡 (122) 
The particular solution to the initial value problem is derived as follows: 
 𝑑𝑑𝑝𝑝(?̂?𝑡) = 𝑐𝑐2 cos(𝑤𝑤�?̂?𝑡) + 𝑐𝑐3 sin(𝜔𝜔�?̂?𝑡) (123) 
 𝑑𝑑𝑑𝑑𝑝𝑝
𝑑𝑑?̂?𝑡
= −𝑐𝑐2𝜔𝜔� sin(𝜔𝜔�?̂?𝑡) + 𝑐𝑐3𝜔𝜔� cos(𝑤𝑤�?̂?𝑡) =  𝑎𝑎1𝑑𝑑𝑝𝑝 + 𝑎𝑎2 cos(𝑤𝑤�?̂?𝑡) + 𝑎𝑎3 sin(𝜔𝜔�?̂?𝑡) (124) 
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 −𝑐𝑐2𝜔𝜔� sin(𝜔𝜔�?̂?𝑡) + 𝑐𝑐3𝜔𝜔� cos(𝑤𝑤�?̂?𝑡)= 𝑎𝑎1[𝑐𝑐2 cos(𝑤𝑤�?̂?𝑡) + 𝑐𝑐3 sin(𝜔𝜔�?̂?𝑡)] + 𝑎𝑎2 cos(𝑤𝑤�?̂?𝑡) + 𝑎𝑎3 sin(𝜔𝜔�?̂?𝑡) (125) 
 
�
−𝑐𝑐2𝜔𝜔� = 𝑎𝑎1𝑐𝑐3 + 𝑎𝑎3
𝑐𝑐3𝜔𝜔� = 𝑎𝑎1𝑐𝑐2 + 𝑎𝑎2   (126) 
 
𝑐𝑐2 =  −𝑎𝑎1𝑎𝑎2 + 𝑎𝑎3𝜔𝜔�𝑎𝑎12 + 𝜔𝜔�2  (127) 
 
 
𝑐𝑐3 =  −𝑎𝑎1𝑎𝑎3 − 𝑎𝑎2𝜔𝜔�𝑎𝑎12 + 𝜔𝜔�2  (128) 
When the homogenous and particular solution are combined and applied, the initial condition 
generates the solution to the initial value problem. 
 𝑑𝑑(?̂?𝑡) = 𝑑𝑑ℎ(?̂?𝑡) + 𝑑𝑑𝑝𝑝(?̂?𝑡) = 𝑐𝑐1𝑒𝑒𝑡𝑡1?̂?𝑡 + 𝑐𝑐2 cos(𝑤𝑤�?̂?𝑡) + 𝑐𝑐3 sin(𝜔𝜔�?̂?𝑡) (129) 
 𝑑𝑑(0) = 𝑐𝑐1 +  𝑐𝑐2 =  𝑎𝑎0  (130) 
 
𝑐𝑐1 = 𝑎𝑎0 − 𝑐𝑐2 = 𝑎𝑎0 + 𝑎𝑎1𝑎𝑎2 + 𝑎𝑎3𝜔𝜔�𝑎𝑎12 + 𝜔𝜔�2   (131) 
 
∴ 𝑑𝑑(?̂?𝑡) = �𝑎𝑎0 + 𝑎𝑎1𝑎𝑎2 + 𝑎𝑎3𝜔𝜔�𝑎𝑎12 + 𝜔𝜔�2 � 𝑒𝑒𝑡𝑡1?̂?𝑡 − 𝑎𝑎1𝑎𝑎2 + 𝑎𝑎3𝜔𝜔�𝑎𝑎12 + 𝜔𝜔�2 cos(𝑤𝑤�?̂?𝑡)
−
𝑎𝑎1𝑎𝑎3 − 𝑎𝑎2𝜔𝜔�
𝑎𝑎1
2 + 𝜔𝜔�2 sin(𝜔𝜔�?̂?𝑡) (132) 
When the coefficient of Eqn. (119) and (120) are combined and applied to the solution derived in 
Eqn. (132), the solutions to the infinitely many initial value problems are 
 𝑎𝑎1 =  −𝑘𝑘𝑛𝑛2 (133) 
  
𝑎𝑎2 = 2𝜔𝜔�?̂?𝐴(−1)𝑛𝑛𝑘𝑘𝑛𝑛2  (134) 
 𝑎𝑎3 = 0 (135) 
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𝑎𝑎0 = 2𝐼𝐼 (−1)𝑛𝑛𝑘𝑘𝑛𝑛2  (136) 
 
∴ 𝑇𝑇𝑛𝑛(?̂?𝑡) = 2(−1)𝑛𝑛𝑘𝑘𝑛𝑛2(𝑘𝑘𝑛𝑛4 + 𝜔𝜔�2) ��𝐼𝐼(𝑘𝑘𝑛𝑛4 + 𝜔𝜔�2) − 𝑘𝑘𝑛𝑛2𝜔𝜔�?̂?𝐴�𝑒𝑒−𝑘𝑘𝑛𝑛2?̂?𝑡 +  𝑘𝑘𝑛𝑛2𝜔𝜔�?̂?𝐴 cos(𝑤𝑤�?̂?𝑡)+ 𝜔𝜔�2?̂?𝐴 sin(𝜔𝜔�?̂?𝑡)�, 𝑛𝑛 = 1,2,3 … (137) 
The solution to the initial boundary value problem is built from the solutions derived in the Eqn. 
(68). First, the solution to Θ(x�, ?̂?𝑡) is built from Eqn. (97) and (138). 
 
Θ(x�, ?̂?𝑡) = �𝑇𝑇𝑛𝑛(?̂?𝑡)𝑋𝑋𝑛𝑛(𝑥𝑥�)∞
𝑛𝑛=1
 (138) 
 
Θ(x�, ?̂?𝑡) = �� 2(−1)𝑛𝑛
𝑘𝑘𝑛𝑛2(𝑘𝑘𝑛𝑛4 + 𝜔𝜔�2) ��𝐼𝐼(𝑘𝑘𝑛𝑛4 + 𝜔𝜔�2) − 𝑘𝑘𝑛𝑛2𝜔𝜔�?̂?𝐴�𝑒𝑒−𝑘𝑘𝑛𝑛2?̂?𝑡 +  𝑘𝑘𝑛𝑛2𝜔𝜔�?̂?𝐴 cos(𝑤𝑤�?̂?𝑡)∞
𝑛𝑛=1
+ 𝜔𝜔�2?̂?𝐴 sin(𝜔𝜔�?̂?𝑡)� sin(𝑘𝑘𝑛𝑛𝑥𝑥�)� (139) 
The solution to 𝜃𝜃(x�, ?̂?𝑡), which was taken from Eqn. (56) and (140), was the solution to the 
dimensionless initial boundary value problem, including steady-state, transient, and harmonic 
terms, as expected 
 𝜃𝜃(𝑥𝑥�, ?̂?𝑡) = 𝑥𝑥��𝐼𝐼 + ?̂?𝐴 sin(𝜔𝜔�?̂?𝑡)�
+ �� 2(−1)𝑛𝑛
𝑘𝑘𝑛𝑛2(𝑘𝑘𝑛𝑛4 + 𝜔𝜔�2) ��𝐼𝐼(𝑘𝑘𝑛𝑛4 + 𝜔𝜔�2) − 𝑘𝑘𝑛𝑛2𝜔𝜔�?̂?𝐴�𝑒𝑒−𝑘𝑘𝑛𝑛2?̂?𝑡∞
𝑛𝑛=1
+ 𝑘𝑘𝑛𝑛2𝜔𝜔�?̂?𝐴 cos(𝑤𝑤�?̂?𝑡) + 𝜔𝜔�2?̂?𝐴 sin(𝜔𝜔�?̂?𝑡)� sin(𝑘𝑘𝑛𝑛𝑥𝑥�)� 
(140) 
 2.2.1 Steady-State Regime 
The steady-state solution is obtained by having the harmonic amplitude and frequency be 
zero and time be infinity.  
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 𝜃𝜃𝑠𝑠𝑠𝑠(𝑥𝑥�) = lim
?̂?𝑡→∞
𝜃𝜃(𝑥𝑥�, ?̂?𝑡) = 𝑥𝑥�𝐼𝐼 (141) 
Applying 𝑥𝑥� and 𝐼𝐼 from eqn.(25) and (45) into eqn. (141), the dimensionless steady-state 
temperature is obtained. 
 
𝜃𝜃𝑠𝑠𝑠𝑠(𝑥𝑥�) = 𝑥𝑥𝐼𝐼𝜅𝜅𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 (142) 
Instead of using single point measurement, slope of 3 points is used to find 𝜅𝜅 for better accuracy. 
 
 2.2.2 Transient Regime 
Although the operating conditions for the transient regime include constant intensity, but 
the amplitude of the harmonic intensity has to be zero, in Eqn. (140). 
 
∴ 𝜃𝜃𝑡𝑡𝑡𝑡𝑡𝑡𝑛𝑛𝑠𝑠𝑡𝑡𝑡𝑡𝑛𝑛𝑡𝑡 =  𝑥𝑥�𝐼𝐼 +  ��2(−1)𝑛𝑛𝑘𝑘𝑛𝑛2 �𝐼𝐼𝑒𝑒−𝑘𝑘𝑛𝑛2?̂?𝑡� sin(𝑘𝑘𝑛𝑛𝑥𝑥�)�∞
𝑛𝑛=1
  (143) 
Time constant (𝜏𝜏) defines the two-third duration of the transient response. For this system, with an 
infinite number of decaying exponentials, the time constant was based on the slowest rate of decay: 
 
𝜏𝜏 = 1min (𝑟𝑟𝑎𝑎𝑡𝑡𝑒𝑒 𝑜𝑜𝑓𝑓 𝑑𝑑𝑒𝑒𝑐𝑐𝑎𝑎𝑑𝑑) (144) 
The dimensionless time constant (?̂?𝜏) is based on the slowest rate of decay for the 
dimensionless time. In many engineering systems, the transient response is considered to be 
negligible after 5𝜏𝜏. 
 
?̂?𝜏 = 1min(𝑘𝑘𝑛𝑛2, 𝑛𝑛 = 1,2,3 … ) = 1��1 −  12� 𝜋𝜋�2 =  4𝜋𝜋2 (145) 
 
𝑒𝑒−𝑘𝑘𝑛𝑛
2?̂?𝑡�?̂?𝑡=5𝜏𝜏�
𝑛𝑛=1
= 𝑒𝑒−𝜋𝜋24 �5 4𝜋𝜋2� = 𝑒𝑒−5 ≈ 0.674  (146) 
The relationship between dimensionless time constant and time constant is shown in Eqn. 
(147). The relationship between time constant, thermal diffusivity (𝛼𝛼) and length (𝐿𝐿) is shown in 
Eqn. (148). 
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 𝑡𝑡
𝜏𝜏
= ?̂?𝑡
?̂?𝜏
 (147) 
 
∴ 𝜏𝜏 = ?̂?𝜏 𝑡𝑡
?̂?𝑡
= 4
𝜋𝜋2
𝐿𝐿2
𝛼𝛼
 (148) 
 2.2.3 Harmonic Regime 
Dynamic operation in the harmonic regime means sufficient time has passed for the 
transient response to die out, meaning sinusoidal oscillations as the sole time-dependent effect. 
 ∴ 𝜃𝜃ℎ𝑡𝑡𝑡𝑡𝑎𝑎𝑎𝑎𝑛𝑛𝑡𝑡𝑎𝑎 =  𝑥𝑥��𝐼𝐼 + ?̂?𝐴 sin(𝜔𝜔�?̂?𝑡)�
+   �� 2(−1)𝑛𝑛
𝑘𝑘𝑛𝑛2(𝑘𝑘𝑛𝑛4 + 𝜔𝜔�2) �𝑘𝑘𝑛𝑛2𝜔𝜔�?̂?𝐴 cos(𝜔𝜔�?̂?𝑡)∞
𝑛𝑛=1
+ 𝜔𝜔�2?̂?𝐴 sin(𝜔𝜔�?̂?𝑡)� sin(𝑘𝑘𝑛𝑛𝑥𝑥�)� 
(149) 
The first term of Eqn. (149) represents the steady oscillation of temperature along the cantilever 
while the summation term contributes to the gradual change of temperature. Coupling frequency 
with the time constant yields an equation for thermal penetration depth �𝐿𝐿𝑝𝑝�, which researchers 
have used to interpret results.[73], [122] 
 𝐿𝐿𝑝𝑝 = 2𝜋𝜋�𝛼𝛼𝜔𝜔   (150) 
 
 2.3 Comparison of 1D Model with FEM 
Steady-state, transient and harmonic solutions from the previous section are compared to a 
three dimensional (3D) Finite Element Model (FEM) with identical geometry, boundary and initial 
conditions to verify their temperature measurement accuracy in 3D object. Silicon cantilevers with 
width of 50 µm, thickness of 50 µm and length to width ratios (L/w) of 5-100 are considered in 
order to advantageously utilize symmetry and avoid unnecessary width/thickness and 
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length/thickness ratios. For steady-state and transient heat transfer analyses 0.705 mW heat is 
applied at 𝑥𝑥� = 1, and 𝑥𝑥� = 0  is at a constant temperature of 300K. For harmonic analysis 0.58 mW 
of heat is modulated as a sine wave on top of 0.705 mW. The material properties for both the 1D 
and 3D models are: thermal conductivity[117] is 147 W/m-K, specific heat[123] is 679 J/kg-K and 
density[124] is 2.328 g/cm3.  
Figure 2.3 shows how heat is applied at the tip of the cantilever of the FEM model to match 
the 1D model.   
 
Figure 2.3 Direction of applied heat in FEM  
 
Comparison results for the 1D and 3D models are shown in Figure 2.4 - 2.6. Dimensionless 
length, time, and temperature were calculated from Eqn. (25), (32), and (33), respectively. 300 K 
is used as the reference temperature to find dimensionless temperature. Although no differences 
were found between the two methods for the steady-state regime (Figure 2.4), differences between 
the analytical solution and the FEM varied from 0.003% to 0.2% when L/w varied from 5 to 100 
in the transient regime (Figure 2.5). The harmonic mode (Figure 2.6) had a constant difference of 
approximately 0.6% for all L/w ratios. Comparison results revealed the accuracy of the analytical 
solution.[125]   
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Figure 2.4 Comparison of 1D model and FEM for steady-state heat conduction, including three 
L/w ratios (5, 50, and 100).    
 
 
Figure 2.5 Comparison of 1D model and FEM for transient heat conduction, including three L/w 
ratios (5, 50, and 100). 
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Figure 2.6 Comparison of 1D model and FEM for harmonic heat conduction, including three 
L/w ratios (5, 50, and 100). 
 
 2.4 Phase Shift Along the Cantilever 
As the thermal wave propagates through the beam, a phase shift occurs due to time delay 
of thermal energy transport. The phase shift is calculated from the lag time between dimensionless 
position 1 and corresponding other positions along the beam by dividing the time delay with the 
period of a single wave and multiplying by the total phase of that wave. Figure 2.7 shows the 
expected occurs of a larger phase shifts for longer cantilever. For example, for the beam with L/w 
of 10, the phase shift was almost 0, indicating that heat propagated through the beam 
instantaneously.  
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Figure 2.7  Phase shift from Eqn. (149) for the temperature profile along the cantilever of 
various L/w. 
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Chapter 3 - Experimental Consideration 
This chapter discusses 1D model applicability for real experiments in which laser heat is 
introduced perpendicularly to the tip of the cantilever. The chapter also describes the testing of 
temperature homogeneity in a plane (i.e., homogeneous isotherm) for backside probing and 
validates the cantilever's base temperature condition by accounting for aspects such as maximum 
applicable heat and minimum measurable thermal conductivity. The final section of this chapter 
quantifies the cantilever’s temperature due to probe laser absorption, including a technique to 
eliminate probe absorption impact while evaluating thermal properties via STR.  
 
 3.1 Comparison Between 1D Analytical Model and 3D FEM with Application 
of Heat Perpendicular to Tip  
 After verifying the 1D analytical model, this research seeks to determine its applicability 
in analyzing thermal properties in an STR experiment in which heat is applied perpendicularly to 
the tip of the cantilever. All material properties mentioned in the previous chapter, such as density, 
thermal conductivity, specific heat etc., are also used in the analysis. Figure 3.1 shows a 3D 
representation of the cantilever and respective isotherm diagrams. Figure 3.1a and 3.1b represent 
a system in which the fixed end of the cantilever is attached to a substrate. As shown in Figure 
3.1a, the heat flux (laser heating) is applied laterally to the cantilever. However, since STR requires 
the use of two lasers to thermally characterize a suspended cantilever, Figure 3.1b shows the use 
of a pump laser to heat the cantilever perpendicularly at the tip from one side while a probe laser 
scans the temperature from the other side of the cantilever. The mobile probe laser can be focused 
at any point along the length of the cantilever, and a photodetector registers the change in probe 
reflectivity, which is correlated to the temperature of those points using a TR coefficient.[55], [96]  
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Challenges of this technique include laser selection since most of the pump and probe 
power has to be absorbed and reflected, respectively. In addition, similar to other TR techniques, 
the sample surface must be optically smooth to avoid unwanted scattering of light. The associated 
surface temperature and contour plots in Figure 3.1c and 3.1d, respectively, show how heat was 
transferred along the beam, demonstrating that, for Si with this geometry, the isotherms quickly, 
within one thickness of the cantilever, became perpendicular to the heat flow. Further analysis of 
the isotherm and homogeneity of temperature is presented in section 3.4.  
 
 
Figure 3.1 a) Cantilever beam with fixed end attached to the substrate with L/w of 10; b) STR 
experimental setup, laser heating of the sample, and backside probing along the length; c) 
surface temperature and heat flow direction only for the cantilever beam; d) isotherm contour 
plot for the cantilever (Kelvin).[125] 
 
Figure 3.2 shows steady-state temperature distribution along the length of the cantilever 
with 5–100 L/w. Dimensionless length and temperature were calculated using Eqn. (25) and (33), 
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respectively. Application of identical conditions to the FEM model revealed that the temperature 
difference, at a given point along the cantilever’s length, between the two models decreased with 
increased L/w ratios: 4.8% for L/w of 5 to 0.05% for L/w of 100. The difference is illustrated in 
detail in Figure 3.5.  
 
Figure 3.2 Temperature along the beam via 1D steady state heat equation (line) and FEM 
(points) 
 
Figure 3.3 depicts the transient response of heat at a dimensionless position near the tip of 
the cantilever. The response of each L/w ratio was plotted to 15τ, while the figure inset shows the 
plot for 1.5 sec. Results in the figure show that deviation between the temperature of the analytical 
model and the FEM increased as the L/w ratio decreased. For example, the maximum deviation 
between the two models was 12.7% with L/w of 5, whereas the maximum deviation was only 
0.85% for L/w of 100. 
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Figure 3.3 Temperature-time relationship for transient heat transfer in the cantilever beam at a 
dimensionless position of 0.995 obtained via heat equation (line) and FEM (points). 
 
In harmonic analysis, heat is applied as a sinusoidal wave form with constant intensity and 
amplitude so that each point along the cantilever experiences periodic increase and decrease in 
temperature over time. Figure 3.4 shows good agreement between 1D and FEM models, with a 
difference of 4.8% at a L/w ratio of 5 but only 1% at L/w of 100. As shown in the figure, the 
cantilever temperature at one dimensionless point increases with increased cantilever length. A 
careful inspection of the position of the temperature peaks reveals that peaks are shifting to the 
right side on x-axis. This phenomenon indicates that, due to traveling longer distances, temperature 
is slowly reaching peaks with an increase in the L / w ratio.  
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Figure 3.4 Periodic change of temperature in the cantilever beam at a dimensionless position of 
0.995 obtained via heat equation (line) and FEM (points).  Diffusivity of the silicon changed the 
phase of harmonic temperature distribution along the beam. 
 
Figure 3.5 illustrates the temperature differences between 1D and FEM models at one 
dimensionless point or time for all three heat conduction modes. The maximum temperature 
difference is calculated for the same dimensionless position at any given time using the 3D model 
as the base. For the steady-state mode, the difference between the models decreases from 4.8% to 
0.05% as the L/w ratio increased from 5 to 100. The difference for transient heat transfer is 12.7% 
for L/w of 5; as the L/w ratio increases, the difference became 3.7%, 1.6%, and 0.85% at L/w of 
20, 50, and 100, respectively. As in the steady-state mode, the largest difference for harmonic heat 
transfer is 4.8% at L/w ratio of 5, decreasing to 1% at L/w of 100. 
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Figure 3.5 Difference in temperature between developed 1D model and 3D FEM model with 
respect to L/w ratio of cantilever beam. 
 
Because silicon is the most important material in the semiconductor industry, the analytical 
solution is compared to a 3D FEM for silicon. The temperature difference between the models is 
high for smaller L/w ratios for all three regimes, indicating that a micro/nano-cantilever beam, 
with length comparable to width, acts like a 3D object, thereby preventing a 1D model from 
accurately predicting its properties. However, as the L/w ratio increases, specifically L/w > 20, the 
difference decreased to less than 4%, and at L/w of 100, the 3D beam demonstrates behavior 
similar to a 1D object (less than 1% difference). These results are significant for analyzing thermal 
properties of micro-nano electronics. Instead of using complex 3D models and finite element 
simulation, the closed-form temperature equations presented in this research can be used to analyze 
thermal conductivity of the micro-nano devices.  
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 3.2 Backside Probing Validation 
Since backside probing in STR measurement reports only one temperature at a point on the 
surface of the cantilever (Figure 3.1b), temperatures along a given y-z plane must be equivalent, 
that is, the isotherms must be perpendicular to the heat flux (1D heat flow). This study modified 
the FEM to heat the tip of the cantilever, as shown in Figure 3.1a, and then 13 points in a y-z plane 
were compared, as presented in the insets of Figure 3.6 and 3.7. Temperature differences of various 
L/w ratios reveales that isotherms became homogeneous at the same distance for both 10 and 100 
L/w, thereby proving that homogeneity does not depend on the L/w ratio (Figure 3.6).  
 
 
Figure 3.6 Temperature distribution in 13 points along the length of the cantilever for a) L/w 
ratio of 10, b) L/w ratio of 100. Length equal to one width is shown in the x-axis. Insets show 
points considered in y-z plane and the color of each points represent the same color line in the 
graph. 
 
This study then investigates the dependency of a homogeneous isotherm on the width-to-
thickness ratio. As shown in Figure 3.7, the temperature of different points in a plane becomes 
identical at the very beginning of the tip when the width was double the thickness. However, 
temperatures of the 13 points do not become equivalent until the distance equaled twice the width 
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when width/thickness was 0.5, thereby proving that homogeneity certainly depends on the width-
to-thickness ratio.  
 
 
Figure 3.7 Temperature distribution in 13 points along the length of the cantilever for a) width 
to thickness ratio of 2, b) width to thickness ratio of 0.5. Length equal to two width is shown in 
the x-axis. Inset shows the points considered in y-z plane and color of each points represent the 
same color line in the graph. 
 
Several simulations like those in Figure 3.7 are conducted for different width to thickness 
ratios and results are summarized in Figure 3.8 shows how far from the cantilever tip the difference 
among the points became negligible (i.e., the temperature profile became 1D). Temperature 
differences in the figure are shown as 1% and 0.5% standard deviation from the mean. As shown, 
when the thickness is greater than the width, the temperature profile does not become 1D until the 
distance from the tip equaled several widths. However, as the thickness becomes less than the 
width, both differences become zero within the distance from the cantilever tip equivalent to 50% 
of cantilever’s width. The sample used in current study has width to thickness ratio of around 60. 
Thus, back side probing will yield homogenous temperature and thermal conductivity of the 
material.   
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Figure 3.8 Distance from the tip, shown as the percentage of width, when temperature difference 
of all points in the y-z plane become 1% and 0.5%. Inset shows the points considered in the y-z 
plane to compare temperatures. 
 
 3.3 Cantilever’s Base Temperature Validation 
 As a cantilever beam is heated at one end, heat propagates through to the fixed end. The 
1D heat transfer model assumes that the fixed end (interface between cantilever beam and 
substrate) is always at room/environment temperature, meaning that this model provides optimal 
results for the thermal conductivity of the material when this boundary condition is satisfied. 
During the experiment, however, various factors may affect the base temperature and shift it from 
ideal condition. In order to verify the fixed-end boundary condition is correct, the following factors 
must be analyzed to determine how they affect the base temperature. 
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(i) Applied heat at the tip of the cantilever 
 When heat was applied at the tip of the cantilever, the temperature of the beam increased. 
In a 1D model, however, the base temperature remains constant no matter how much heat is applied 
at the tip; applied heat only changes the steepness of the ∆T versus x graph. In the experiment, the 
SOI substrate is clamped with a sample holder and attached to the cryostat head which keeps the 
base temperature at a constant value. Study results shows that if too much heat is applied at the 
tip, the base cannot dissipate all the heat to the substrate of the SOI wafer, resulting in increased 
temperature of the base.   
(ii) Length/width (L/w) ratio of the Si cantilever 
 For a fixed width, a small L/w ratio means a shorter cantilever, and a large L/w ratio means 
a long cantilever. Diffusion may have caused the short and long cantilevers to have the same 
increase in base temperature for the same heat flux applied at the tip. However, overall temperature 
rise along the length is relatively small for a shorter cantilever, the base temperature for a short 
cantilever demonstrates high impact on the stiffness of the ∆T versus x graph by reducing the 
difference between tip and base temperature, but this rise has minimal impact on the long cantilever 
due to the small base-to-tip temperature ratio. 
(iii)Thermal conductivity of the sample 
 Low thermal conductivity means low heat diffusivity (α ∝ κ), which can increase base 
temperature and temperature along the length of the cantilever, thereby limiting how low thermal 
conductivity can be analyzed by the 1D model. Moreover, very low thermal conductivity appears 
in two cases in this research: a very thin sample ( < 100 nm)[126] and a very low initial temperature 
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(< 10 K).[10] Ballistic transport dominated in both of cases, and 1D diffusive model cannot analyze 
thermal property of these cantilevers.[121], [127] 
(iv) Substrate to cantilever volume ratio 
 If the substrate volume is comparable to the volume of the cantilever, the heat dissipated 
by the cantilever increases the temperature of the substrate, thereby increasing the cantilever’s base 
temperature. But if substrate volume is few times greater than the cantilever’s volume, the base 
temperature is not affected. In the FEM analysis for this research, the substrate was chosen such 
that the ratio between the two volumes was at least 2000. 
 
 
Figure 3.9 Geometric considerations for FEM analysis of the sample; the Si bar is attached to 
the SOI substrate like a cantilever. 
 
 The effects of the aforementioned factors on the base temperature are tested using FEM. 
Unlike sections 3.1 and 3.2, FEM model is modified to have all the SOI wafer properties. As shown 
in Figure 3.9, the SOI wafer consists of three layers: handle layer, buried oxide (BOX) layer, and 
device layer. Device and handle layers are made of silicon, while the BOX layer is made of silicon 
dioxide. The cantilever is fabricated from the device layer and suspended from the edge, as shown 
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in the figure. Fabrication is described in detail in chapter 5. The heat flux is applied at the tip of 
the cantilever, and the fixed-temperature boundary condition is applied either on the bottom 
surface of the BOX layer or the handle layer. Simulations are carried out for both cases, and 
minimal difference is observed in the cantilever’s base temperature. Only the handle layer’s fixed-
boundary condition results are shown to minimize clutter in the figures.  
 
 Figure 3.10 shows the FEM simulation of heat flow in the Si cantilever beam (L/w of 5) 
with applied heat of 15 mW, to see best effect at base temperature, at its tip. The initial temperature 
of the beam and the substrate was 100 K. The color bar on the right side of the figure shows how 
much heat diffused into the surface. 
 
 
Figure 3.10 Isothermal contours on the surface of the cantilever and substrate. 
 
 Three L/w ratios (5, 50, and 100) are considered by maintaining widths and thickness at 
100µm to observe the effects of the L/w ratio on base temperature. Similarly, a pump laser applies 
a minimum power of 1 mW and a maximum power of 15 mW. Figure 3.11 shows that base 
temperature rose with increased applied power. Although the base temperature appears to be nearly 
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identical in all the L/w ratios, the short beam (L/w of 5) has a base-to-tip temperature ratio 
�
∆𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏
∆𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏
%� as high as 13%, while the large beams (L/w of 50 and 100) has 1.5%–0.7% ratios. All 
analyses are done for 100 K initial temperature in order to obtain the maximum effect of thermal 
conductivity. The x-axis is made dimensionless by dividing x-coordinates by the cantilever lengths. 
 
Figure 3.11 1 mW and 15 mW laser power applied to several Si cantilevers with L/w ratios of 5, 
50 and 100. Inset shows the base temperature of the cantilevers. 
 
 Figure 3.12 depicts the effects of thermal conductivity on the base temperature. As shown 
in the figure, as thermal conductivity decreases, the base temperature increases exponentially, 
suggesting that the 1D model may not provide the best result in thermal conductivity 
characterization for the sample of low κ. Results also showed that L/w of 5 and 100 demonstrates 
the same trend in base temperature decrease with the increase of 𝜅𝜅. 
 Although L/w ratios of 5 and 100 shows the same change in base temperature, Figure 3.13 
shows that, in both cases, the base-to-tip temperature ratio increases when thermal conductivity 
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increased. However, at 10 W/mK, the ratio is approximately 10% for L/w of 5, while the ratio is 
only 0.5% for L/w of 100. Moreover, when thermal conductivity is maximized for Si (3000 
W/mK[10], [40]), the ratio increases to 16% for L/w of 5 but remains under 1% for L/w of 100. 
 
Figure 3.12 Base temperature rise of Si cantilevers at different thermal conductivity. 
 
 
Figure 3.13 Base and tip temperature ratio of Si cantilever for L/w = 5 (left y-axis) and L/w = 
100 (right y-axis) with respect to the change in thermal conductivity. 
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 In summary, if the pump laser power stays within 1–5 mW, then for any L/w ratio of 20–
100, the base temperature of the cantilever beam does not rise more than 0.9% compared to the 
rise in tip temperature. Because maximum temperature rise at any position of the cantilever beam 
does not exceed 10K, the base temperature rise is limited to 0–0.05 K, and the fixed-end boundary 
condition is justified for STR 
 
 3.4 Probe Heating and Its Application 
 In the STR experiment, the probe laser is expected to reflect away from the sample without 
being absorbed. If the sample absorbs the probe laser power, the laser will supply additional heat 
to the sample, a process called probe heating. As shown in Chapter 4, the lasers are carefully 
selected to avoid this process to happen. Probe heating, which is not considered in the 1D thermal 
model, results in erroneous calculated thermal conductivity because the probe laser acts as a 
second heat source for the sample. In addition, temperature distribution along the sample length 
will not have an appropriate slope, which will create challenges for calculating thermal 
conductivity. However, STR is not limited to only evaluating a sample's thermal conductivity with 
specific thicknesses that have negligible laser wavelength absorbance. Although most TR 
techniques are wavelength dependent, in STR, CW laser diodes can be changed to the required 
wavelength via universal diode mounting. 
 This study introduces a technique to eliminate the impact of probe heating to increase 
versatility of the STR method and evaluate thermal properties of samples with considerable probe 
absorptivity, such as thermal characterization of thicknesses outside the probe wavelength 
spectrum described in section 4.3 or implementation of visible wavelength as a probe laser. 
 Probe heating was simulated using FEM to understand its effect on the cantilever beam. 
The same material properties, such as κ, C, ρ etc., are used from the last chapter. A heat source of 
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0.7 mW was applied at various positions along the length of the cantilever, where position 1 
represented the tip and 0 represented the base, as shown in Figure 3.14. The probe laser beam 
radius was considered as 22.5 µm.  
As shown in the figure, the temperature of the cantilever from the probe heating point to 
the tip is constant, while the rest of the cantilever experiences a temperature gradient. The 
temperature at the probing point is the essential feature during the experiment because the 
temperature is measured at one point at a specific time. Therefore, the temperature of the probing 
point from each curve shown in Figure 3.14 are separated and plotted against the cantilever’s 
length in Figure 3.16. As noted in the legend, this line is termed as probe heating. 
 
 
Figure 3.14 Temperature rise along the cantilever beam with only probe heating. The probe heat 
source is moved to various positions along the length of the cantilever of 100 L/w ratio.  
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FEM was also used to observe the effect of simultaneous pump and probe heating when a 
0.7 mW heat source was added to the front side of the cantilever and another heat source of the 
same power was added to the back side of the cantilever. The backside (probe) heat source was 
moved along the cantilever’s length, while the frontside (pump) heat source was fixed at the tip. 
The results are presented in Figure 3.15. Instead of one temperature gradient along the cantilever, 
as shown in Figure 3.2, several slopes are evident, indicating the effect of probe heating. As 
mentioned, however, only the points from which probe laser beam was reflected were of interest 
during the experiment, and those temperatures are plotted in Figure 3.16. The pump-probe heating 
line represents those points in the figure.  
 
 
Figure 3.15 Temperature rise along the cantilever of 100 L/w ratio. Both pump and probe lasers 
are heating the cantilever while pump is fixed at the tip, but probe moves along the points shown 
in the legend where x represents the dimensionless length of the cantilever.  
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 The temperature at the points of interest for probe heating and pump-probe heating from 
the above two figures are summarized in Figure 3.16. The effect of only pump heating along the 
cantilever, obtained using FEM, is also presented in the figure where the pump power is same as 
the probe power. The equations for fitted curve through those points are also presented. The 
equations show that subtracting the probe-heating equation from the combined-heating equation 
resulted in the pump-heating equation. Experimentally, these results mean that the temperature 
curve along the cantilever must be initially generated using only the probe laser (i.e., with pump 
laser off) in case of high absorbance of probe power. The same curve must be generated when both 
lasers are active. Then the equation of the former curve must be subtracted from the both laser 
equation to obtain the true temperature rise equation due to pump heating.  
 
 
Figure 3.16 Temperature rise by pump, probe and pump & probe heating along the cantilever. 
Temperature of probing points are shown where probe heating is applicable and temperatures at 
every 0.1 dimensionless length are shown for only pump heating.   
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 This research also seeks to determine how much probe laser power should be used in the 
case of high absorbance. Figure 3.17 shows the temperature rise along the cantilever for various 
probe laser powers. For ease of comparison, the probe powers are presented with respect to pump 
laser power, and dots represent probing point temperatures. The linearly fitted curves are made 
using the following equation: 
 
 𝑇𝑇 = 𝑎𝑎𝑥𝑥 + 𝑏𝑏 (151) 
 
where a and b are constants, T is the temperature difference, and x is the dimensionless position 
along the length. The value of these constants and the coefficient of determination (R2) for all the 
lines are presented in Table 3.1. The R2 values in the table shows that the data deviates from the 
fitted regression line as the probe laser power decreases. Hence, the thermal conductivity 
calculated from the slope of the line will be erroneous and described method to eliminate the probe-
heating effect cannot be followed. Therefore, probe power levels equal to or more than half the 
pump power are suggested for use in the measurement where samples tend to absorb probe laser 
power. Results also reveals that probe power should not exceed pump power since the elevated 
energy will trigger a large temperature increase and alter the sample's temperature-dependent 
material characteristics along the length of the cantilever. 
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Figure 3.17 Effect of probe power on the temperature measurement along the cantilever.  
 
Table 3.1 Constants of fitted curves in Figure 3.17 and their determination coefficient value. 
Probe power a b R2 
QProbe = QPump 9.071 0.0190 0.9979 
QProbe = QPump/2 4.539 0.0159 0.9958 
QProbe = QPump/4 2.280 0.0144 0.9893 
QProbe = QPump/8 1.240 0.0014 0.9727 
QProbe = QPump/16 0.703 0.0133 0.9243 
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Chapter 4 - Experimental Setup 
 Some of the previous works on the pump-probe based thermal transport measurements in 
thin films and across interface were reviewed briefly in Chapter 1. Most of these methods are either 
transient or time or frequency dependent. This dissertation research takes a different approach of 
using continuous wave (CW) lasers to characterize thermal properties of suspended films. This 
technique provides a less complicated measurement process.  
 It was hard to achieve reliable and consistent results at the early stages of building and tes
-ting the Suspended Thermoreflectance technique. This, in retrospect, was not due to a single 
experimental or analysis mistake, but the product of many small factors each leading to the final 
result with uncertainty and error. These include effects due to improper laser diode selection, 
natural frequency of the suspended films, various sources of electronic and optical noise, variation 
in sample quality and preparation, and false assumptions in the data interpretation. 
 In this chapter, the design and implementation of our pump-probe system is described. All 
the details necessary to obtain an accurate measurement are included. The chapter begins with an 
overview of the optical system and its major components, moves on to some small but essential 
details of the instrumentation, and then finally discusses the various sources of noise that can affect 
the measurement. 
 
 4.1 Optics 
 A schematic containing the essential features of our pump-probe system is shown in Figure 
4.1. As mentioned before, two different laser diodes are used as pump and probe lasers. Selection 
of these laser diodes is detailed in section 4.3 Laser Selection.  
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Figure 4.1 Schematic of the Suspended ThermoReflectance (STR) setup. BS: beam splitter, OL: 
objective lens, PD: photodetector, HV System: high vacuum system. Solid green line: pump laser 
train, Dotted green line: reflected pump laser train, Solid red line: probe laser train, Dotted red 
line: reflected probe laser train, Solid yellow line: control signal to the device either from 
computer or from another device, Dotted yellow line: high frequency signal from the signal 
generator, Solid blue line: data collection from the sensors to the devices and the computer. 
 
 The 3 pin Ø5.6 mm laser diode is placed in the laser mount (Thorlabs TCLDM9)[128]. 
The mount can control the laser diode and monitor photodiode independently. Installation process 
is as simple as inserting the laser diode into the socket according to the imprinted pin assignment 
and fastening the clamp ring with two screws. The diode socket is located very close to the front 
making the short lead devices connection easier. The laser mount is connected to a benchtop laser 
controller (Thorlabs LDC 220C) via a 9-pin D-SUB jack. The output for the laser diode and the 
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input for the photodiode are bipolar, thus any combination of the polarities can be set in the 
controller based on the diode requirements. The laser diode current, or its proportional output 
voltage, can be controlled using the controller. The laser mount is also connected to a Thorlabs 
TED200C thermoelectric temperature controller for precise temperature control of the diodes. 
Together with the laser diode controller, this provides a stable laser signal.   
 To simplify the laser alignment process, two mirrors, mounted on the kinetic mounts, are 
used in the ‘Number-4’ configuration, also known as perpendicular configuration.  The mirrors are 
mounted at 67.5° angles which creates a ‘4’ shape with the laser beam (Figure 4.1). This setup 
allows mirror 2 to be placed away from the source laser beam path. The laser beam is aligned at 
two reference points, with the first reference point being at mirror 2, and the second at the target. 
The first kinematic mount should be used to move the laser spot to the desired XY position on the 
surface of the second mirror. The second kinematic mount should then be used to compensate for 
the angular displacement and fine tune the alignment on the target.[129] 
 The pump laser is a well collimated laser with the beam diameter around 1mm. The bigger 
the beam diameter, the smaller will be the final spot size on the sample. Thus, a beam expander is 
used to increase the pump beam diameter. The beam expander consists of two plano-convex lenses 
of 12 mm and 100 mm focal length, respectively. The lenses provide an expansion of around 8 
times of the original size. On the other hand, the probe laser beam has the divergence of 13o and 
30o in lateral and longitudinal direction, respectively. This divergence makes it difficult to focus 
on the object and hence an aspheric lens of 8 mm focal length is used as the collimator. Though 
the collimating lens is placed in between the mirror and the beam splitter in Figure 4.1, it actually 
sits on the laser diode mount because of its smaller focal length. The adjustment is made on the 
figure for better visual representation.     
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 The beam splitter divides the laser beams into 50/50 portion. Half of the beam goes toward 
the sample which is inside the cryostat, while the other half is transmitted through the splitter and 
captured by photodetector 2 and 3 in pump and probe side, respectively. The beams pass through 
a 10x objective lens and an achromatic doublet before arriving at PD2 and PD3, respectively. The 
objective lens helps focusing down the beam into a smaller photodetector area. The portion of the 
beams which go toward the sample, also pass through two achromatic doublets of 75 mm focal 
length. It is important to use achromatic doublets instead of objective lenses due to their high focal 
lengths, since the sample will be inside the cryostat expander and will be at least 66 mm away 
from the cryostat window on either side. The reflected beams from the sample passes through the 
beam splitter and get divided as before. The portion which is transmitted through the splitter 
reaches photodetector 1 and 4 in pump and probe side, respectively. Again, they pass through 10x 
objective lens and achromatic doublet in pump and probe side before arriving at the photodetector.  
 Two types of photodetectors are used in the experiment. Pump side photodetectors are 
Thorlabs DET10A and probe side detectors are Thorlabs DET100A. Both kinds have the same Si 
detector and working principle. The only deference is that DET10A photodetectors have smaller 
area (1 mm2) than DET100A photodetectors (10 mm2). PD2 works as a reference for pump laser 
power and helps determining how much power is sent to the sample, while PD1 registers the 
reflected power from the sample. On the other hand, PD3 captures the probe reference signal and 
helps normalize the probe reflected signal measured by PD4.   
 The actual experimental setup is presented in Figure 4.2.  The pump and probe laser mount 
are labeled as pump and probe lasers, respectively, in the figure. Pump side optics, probe side 
optics and the sample can move in x, y and z directions independently.  
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Figure 4.2 Optical components of the experimental setup. The cryostat sits on a plate which can 
be adjusted on x, y, z and θ direction independently from rest of the setup. The full pump and 
probe side sit on separate x, y and z plate.   
 
 4.2 Electronics 
 A good optical setup is necessary but not sufficient to obtain a good measurement; the right 
electronics and an understanding of their limits are also required. The core electronic components 
have already been mentioned: the PIN photodiode, the nano-voltmeter, and the lock-in amplifier. 
However, there are some additional components that play important nodes as well. 
 One of the key challenges in thermoreflectance measurement is that reflection change 
with temperature is small – on the order of 10-4 and below. The large DC background component 
of reflection obscures the change in signal due to temperature. The standard technique to overcome 
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this issue is to use a lock-in amplifier, which employs phase-sensitive detection to extract the signal 
at a specified reference frequency from the background.[73] A good summary of the principle of 
lock-in detection is provided in the user manual of Stanford Research Systems model SR830 lock-
in amplifier [130]. In this section lock-in detection is briefly discussed for understanding of the 
signal processing.  
 The SR830 multiplies the signal by a pure sine wave at the reference frequency. All 
components of the input signal are multiplied by the reference simultaneously. Mathematically 
speaking, sine waves of differing frequencies are orthogonal, i.e. the average of the product of two 
sine waves is zero unless the frequencies are exactly the same. In the SR830, the product of this 
multiplication yields a DC output signal proportional to the component of the signal whose 
frequency is exactly locked to the reference frequency. The low pass filter which follows the 
multiplier provides the average which removes the products of the reference with components at 
all other frequencies.[130] 
 The reference frequency needs to be very clean and hence this signal directly comes from 
the function generator to the lock-in amplifiers. The same signal goes to the RF input of the laser 
mount. The laser can be modulated up to 500 MHz using this RF input. This is a 50 Ω input that 
is AC-coupled directly to the laser through a bias-Tee network. The modulation amplitude does 
not matter for the lock-in amplifier since it works in the frequency domain, but too high of an 
amplitude may damage the laser. The desired RF power to modulate the laser is determined using 
the amount of modulating current from the laser manufacturer’s data sheets and Eqn. (152).[131]  
 𝑉𝑉𝑇𝑇𝑅𝑅 = (50 Ω)𝐼𝐼𝐿𝐿𝐿𝐿 (152) 
Where VRF is the modulating voltage and ILD is the laser diode modulating current. 
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 The ability to modulate the laser diode directly has the advantage of excluding the electro-
optic modulator (EOM) from the system. As a result, the signal does not contain any odd harmonics 
contributions of the reference frequency when mixed in the lock-in amplifier. This eliminates the 
use of inductor or resonant filters in between the photodetector and lock-in amplifier.   
 The full power in the incident wave is absorbed by the load when the impedances of the 
signal source, the transmission medium, and the load or termination system are equal. When there 
is impedance mismatch, i.e., the impedance of the load and/or the transmission medium isn’t the 
same, some or all of the power in the incident wave is reflected back toward the photodetector. 
The magnitude of the reflection depends upon the severity of the impedance mismatch. The 
reflected signal will interfere with the incoming signal and give rise to noise like components. A 
50 Ω BNC terminator is used near the photodetector to overcome this type of mismatch. [132] The 
terminator is connected to a BNC-‘T’ junction and other two sides of this junction are connected 
to the signal cable and the photodetector. The terminators absorb the electrical energy of the signal 
or current as it reaches the end of the cable, thus avoiding reflection of the signal and preventing 
noise. This ensures smooth flow of current from photodetector to the lock-in amplifier or nano-
voltmeter. The photodetector and its connections are shown in Figure 4.3a and the signal from the 
photodetector is depicted in Figure 4.3b. The output signal from both the lock-in amplifier and the 
nano-voltmeter is in voltage. The lock-in signal doesn’t need to be converted into power since 
lock-ins are only used on the probe side. Furthermore, only the change of reflectivity is of interest 
which is a normalized function. But, voltage measured by the nano-voltmeter needs to be 
converted to power to determine the absorbed power by the sample. The conversion can be done 
using Eqn. (153) and Eqn. (154). [133] 
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𝑃𝑃 = 𝐼𝐼𝑃𝑃𝐿𝐿
𝑅𝑅(λ) (153) 
 
𝐼𝐼𝑃𝑃𝐿𝐿 = 𝑉𝑉𝑃𝑃𝐿𝐿𝑅𝑅𝐿𝐿  (154) 
 Where P is the power, R(λ) is the responsivity of the diode, and IPD and VPD are the current 
and voltage of the detector, respectively. The responsivity depends on the wavelength of incident 
light and can be found from the detector manual[133]. 
 
Figure 4.3 a) Simplified circuit of the photodetector and its connection. The dashed line contains 
circuit within the detector. b) A clean output signal from photodetector. The signal is measured 
with oscilloscope for visual representation.   
 
 The room temperature and dark current do not influence the photodetector on probe side 
because of the use of the lock-in amplifier and normalization of the signal. The room temperature 
does not affect the pump photodetectors as well, since it is constant during the whole experiment. 
But it is important to consider the effect of dark current and ambient light when the absorbed power 
is calculated using the pump side photodetectors. As shown in Figure 4.4, the full experimental 
setup is covered with anti-static polyester black fabric. Windows and doors are also covered with 
black curtain and lights are kept off during the experiment. However, it is still impossible to get 
rid of ambient light completely. Hence, the effect of ambient light and dark current will be termed 
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as dark voltage in this dissertation and is found by measuring the voltage from the photodetector 
in the dark room with no laser on. The average dark voltage is measured to be 150 nV, which is 
subtracted from the final measurement to determine absolute absorbed power by the sample.  
 
Figure 4.4 Anti-static polyester black fabric covers the full experimental setup. It restricts 
ambient light entering measurement area and keeps the setup dust free.  
  
 4.3 Laser Selection 
 The primary thermoreflectance criterion for laser selection is that the sample will absorb 
most of the pump laser power while reflecting the majority of the probe laser power. Reflected 
pump power is not utilized in the experiment and hence it is minimized. On the other hand, probe 
laser power will increase the local heat of the probing area if it is absorbed by the sample, that is 
it will introduce a second heat source to the sample. This probe effect will change the slope of the 
∆T vs x curve and will ultimately produce an error in thermal conductivity measurement.   
 Light has to pass through two Si-air/vacuum interfaces when interacting with a suspended 
silicon film on air/vacuum. The presence of two (or more) interfaces means that several light beams 
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will be produced by successive reflections and the properties of the film will be determined by the 
summation of these beams. A film is termed thin when full interference effects can be detected in 
the reflected or transmitted light. This case is described as coherent. When no interference effects 
can be detected, the film is described as thick and the case is described as incoherent. The coherent 
and incoherent cases depend on the presence or absence of a constant phase relationship between 
the various beams, and this will depend on the nature of the light and the receiver, and on the 
quality of the film. Due to the interference effects in thin films, absorption and reflection from any 
surface greatly depends on the thickness of the sample and wavelength of the lasers. The detailed 
explanation about this interference effect is provided in the literature[134]–[136]. Here only 
essential elements are repeated which are necessary to understand the results in this section.   
 
Figure 4.5 Light interaction with the layers of materials. Secondary reflection and transmission 
within the layers are omitted for simplicity.[134] 
 
 Figure 4.5 represents a simple thin layer system with incident, transmitted and reflected 
light. By assuming normal incidence of light onto the surface, equal permeabilities for all materials 
and smooth planer layers, equations for transmissivity, reflectivity and absorptivity of any thin 
film are obtained bellow.  
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Transmissivity: 𝑇𝑇𝑡𝑡 = � 𝑡𝑡1,𝑛𝑛−1𝑡𝑡𝑛𝑛−1,𝑛𝑛𝑒𝑒𝑡𝑡𝑖𝑖1 + 𝑟𝑟1,𝑛𝑛−1𝑟𝑟𝑛𝑛−1,𝑛𝑛𝑒𝑒 −𝑡𝑡2𝑖𝑖�2 �𝑛𝑛𝑛𝑛𝑛𝑛1� (155) 
Reflectivity: 𝑅𝑅 = � 𝑟𝑟1,𝑛𝑛−1 + 𝑟𝑟𝑛𝑛−1,𝑛𝑛𝑒𝑒𝑡𝑡𝑖𝑖1 + 𝑟𝑟1,𝑛𝑛−1𝑟𝑟𝑛𝑛−1,𝑛𝑛𝑒𝑒 −𝑡𝑡2𝑖𝑖�2 (156) 
Absorptivity: 𝐴𝐴𝑝𝑝 = 1 − 𝑇𝑇𝑡𝑡 − 𝑅𝑅 (157) 
 
𝛽𝛽 = 2𝜋𝜋𝑛𝑛�ℎ
𝜆𝜆
 (158) 
 ?̃?𝑡𝑡𝑡𝑖𝑖 = 2𝑛𝑛�𝑡𝑡𝑛𝑛�𝑖𝑖 + 𝑛𝑛�𝑡𝑡   , ?̃?𝑟𝑡𝑡𝑖𝑖 = 𝑛𝑛�𝑖𝑖 − 𝑛𝑛�𝑡𝑡𝑛𝑛�𝑖𝑖 + 𝑛𝑛�𝑡𝑡  (159) 
 
𝑛𝑛� = 𝑛𝑛 − 𝑖𝑖𝑘𝑘 (160) 
where h is the thickness of the sample, λ is the wavelength, ?̃?𝑡𝑡𝑡𝑖𝑖 and ?̃?𝑟𝑡𝑡𝑖𝑖 are the complex transmission 
coefficient and reflective coefficient, respectively, for an electromagnetic wave encountering the 
interface between material i and material j. To model the optical properties of Si cantilever it is 
assumed that there is air on either side of the film and that the thickness of the membrane is the 
free parameter. A MATLAB algorithm was then used to determine R, T, A of the Si film. The 
algorithm is in the appendix B, and the result is demonstrated in Figure 4.6. Refractive index values 
for this algorithm were obtained from literature.[137]–[139]  
 Figure 4.6 shows the reflectivity, absorptivity and transmittivity of a 2 µm silicon film 
which is exposed to vacuum on both front and back sides. The laser incident is perpendicular to 
the surface of the film. This particular film thickness was considered since the primary intension 
of this experiment is to characterize the thermal properties of the films on the order of microns in 
thickness. Pump and probe lasers were selected at this step, and their applicability at different 
thicknesses were observed later. It can be observed from Figure 4.6 that the sample absorbs a major 
portion of light at the wavelength of 450 nm – 550 nm but cannot absorb more than 3% for 
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wavelength above 950 nm. Hence a good pump laser wavelength is in between 450 nm and 550 
nm. Whereas, initially it seems like any wavelength larger than 950 nm will be good for probe 
laser due to low absorptivity, but reflectivity is seen to vary a lot in this range of wavelength. The 
proper wavelengths of probe laser are 970 nm – 1005 nm and 1035 nm – 1075 nm etc. These 
ranges of both pump and probe lasers were checked against the inventories of the common optics 
suppliers such as Thorlabs, Edmund Optics and Newport. The best pump laser wavelength was 
found to be 532 nm and best probe laser was found to be 980 nm taking divergence, laser stability 
and cost into consideration. The part number for pump laser diode is DJ532-10, and the probe laser 
diode part number is L980p010. Both didoes were purchased from Thorlabs.[140]      
 
Figure 4.6 Reflectivity, absorptivity and transmittivity of a 2 µm silicon film at different laser 
wavelength.  
 
 Both of the laser diodes are single mode. Being equipped with a single mode diode not 
only has the advantage of providing flexibility in transferring the light produced by the diode to 
the optics and aligning it properly, it also removes extra modes present in the light coming off the 
 73 
diode. This eliminates interference from different modes of light.[141] Though a good amount of 
pump power is transmitted through the sample, it is captured by the probe side photodetectors due 
to the use of lock-in-amplifier which does not capture dc pump signal. Beside the desired outcome 
of this experiment is the net change in the reflectivity subjected to temperature change, which is 
not affected by the transmitted power. Similarly, reflected pump power will not affect the 
measurement, rather will help determining the absorbed pump power experimentally.  
 It is important to find out what other sample thicknesses can be tested using the lasers to 
characterize their thermal properties. This step proves the versatile applicability of the experiment. 
Another MATLAB algorithm was developed to vary the reflectivity, transmittivity and 
absorptivity with the sample thickness. The result is shown in the Figure 4.7 and the algorithm is 
provided in the appendix C. The sample should have higher absorptivity and lower reflectivity of 
the pump laser power, but lower absorptivity and higher reflectivity of the probe laser power. 
Thicknesses corresponding to all the peaks of R 980 nm line in Figure 4.7(a) have these properties 
and hence can be characterized using STR.  
 The shaded region from Figure 4.7(a) is illustrated in Figure 4.7(b) to demonstrate how to 
select a reasonable sample thickness. The ideal thicknesses are 2940 nm – 3010 nm as shown in 
the highlighted area of Figure 4.7(b). These thicknesses have less than 3% absorptivity and more 
than 70% reflectivity at probe laser wavelength, while pump laser absorption is also good (>60%). 
A thickness range is selected because a particular thickness is almost impossible to obtain in 
microfabrication. The device layer thickness always varies in a certain range owing to the 
curvature effect, thicker in the center but thinner near the edge, of the wafer surface.[134]   
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Figure 4.7 (a) Reflectivity and Absorptivity of pump and probe lasers at different thicknesses of 
the silicon films, (b) The shadowed area from ‘figure a’ is zoomed to show the proper sample 
thickness for the experiment. 
 
 4.4 Sample Holder 
 A sample holder is a major part of the experimental setup. It plays the important role of 
conducting heat from the sample to the cryostat expander and helps the sample to cool down. The 
sample holder is mounted on the second stage heat station in the cryostat expander, as shown in 
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Figure 4.8. It is fitted in between the heat station and radiation shield, keeping a few centimeters 
distance from the latter to avoid radiation heat gain from the outside.   
 
Figure 4.8 Schematic diagram of the optical cryostat head (model: ARS DMX-20)[142]. The 
sample holder position is depicted in highlighted area.  
 
 Design of a sample holder demands special consideration since it houses the ultra-thin 
fragile films during the experiment. The following aspects were considered during the design of 
the sample holder:  
(i) The sample holder must be made of high thermally conductive material to transfer the heat 
from the sample quickly to the expander. 
(ii)  It must be made or coated with shiny metal to avoid absorption of radiated heat that comes 
through the window. 
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(iii) The sample substrate should be in proper contact with the holder to aid the heat 
conduction. 
(iv) It should also be in good contact with the second stage heat station of the cryostat. 
(v) The sample holder should provide sufficient space to mount a temperature sensor on it 
which will provide real time substrate temperature. 
 Figure 4.9 presents the sample holders. Two types of holders were made. The first one has 
a plain top plate and this plate is pressed against the sample substrate which sits in the base plate 
grooves (Figure 4.9a). The second kind of holder has pogo-pin holes in the top plate and one side 
of the pogo-pins is pressed against the sample. The sample sits in the base plate grooves as before, 
but the top plate never comes in contact with the sample (Figure 4.9b). The first type of sample 
holder is mainly used for the experiments mentioned in this dissertation. The second kind will be 
useful where both optical and contact resistance measurements are necessary. Both sample holders 
are made of pure copper because of its high thermal conductivity (19600 W/mK – 398 
W/mK)[143], [144] at cryogenic and room temperature. The holders are 3.5 cm long and 2.2 cm 
width. Thickness of the base plate is 0.38 cm and top plate is 0.25 cm. The base plate has 5-40 
UNC thread to mount it on the cryostat. The sample holders are plated with nickel and chrome to 
reflect the radiation coming through the cryostat window. The holders before and after the chrome 
plating are shown in Figure 4.9e and Figure 4.9f, respectively. The sample is mounted to the holder 
following these steps. 
(i) The base plate is placed on the sample installer as shown in Figure 4.9d and Figure 4.9f. 
(ii) The substrate, from which the cantilevers are hanging, is put on the groove of the base 
plate. This substrate has the same dimensions as the groove to allow a better fit. 
(iii) The temperature sensor is placed at the predetermined spot in the base plate. 
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(iv) The top plate is put on top of the sample and sensor. 
(v) Top and base plates are clamped together using screws. 
(vi) Finally, the sample holder is attached to the cryostat expander using the thread.  
 
 
 
Figure 4.9 Solidworks drawing of a) Plain sample holder with base plate and top plate together, 
b) Pogo-pin sample holder with base and top plate, c) Only base plate of the sample holder, d) 
sample installer, Actual e) Plain and pogo-pin sample holder before chrome plating, e) pogo-pin 
sample holder sitting on the sample installer after chrome plating.  
 
 4.5 High Vacuum System 
 High vacuum is needed to run a cryostat properly. The presence of air molecule between 
the heat station and vacuum shroud works as a medium for convective transfer heat from outside 
to the sample. The amount of air is reduced by evacuating the system.  In addition, the vacuum 
helps to keep the cryo-chamber dry and contamination free.   
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Figure 4.10 a) Schematic of the high vacuum system used to reduce the cryostat pressure, b) 
Actual vacuum system. 
 
 The high vacuum system consists of a scroll pump, a turbo pump, an ion gauge, a pressure 
gauge and 4 different valves, as shown in Figure 4.10. The cryostat expander is indicated as the 
system in the figure. The turbo pump can take the system to 10-5 Torr. But it cannot start pumping 
from the atmospheric pressure because high pressure will damage its blades. The scroll pump first 
reduces the system pressure to 10-3 Torr. Then the turbo pump takes it down further. Moreover, 
the scroll pump helps in removing the exhaust from the turbo and increases its functionality. The 
thermocouple-based pressure gauge indicates the initial pressure when the system is medium 
vacuum (10-1 Torr– 10-3 Torr)[145]. The ion gauge displays the system’s pressure at high vacuum 
(10-4 Torr – 10-8 Torr)[145]. All the components of the vacuum system, including bellows, hoses 
and valves, are made of 300 series stainless steel. Plain iron or steel is undesirable because it rusts. 
Besides, 300 series stainless steel is not magnetic and is a poor conductor of heat and electricity. 
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Hence there is less chance of interference with electronic signals and cryostat temperature. This 
type of steel also does not have the outgassing problem with the temperature change as well. 
 
 
Figure 4.11  a) Scroll pump is on but turbo pump is off. The system is under medium vacuum. b) 
Both scroll and turbo pumps are on. The system is under high vacuum. 
 
 The operating principle of the vacuum system is represented in Figure 4.11. Green indicates 
the medium vacuum, blue means high vacuum and red denotes closed valve or path. The operation 
can be divided into two stages; the first stage is roughing the system (the term used for the initial 
pump down from atmospheric pressure) by the scroll pump and the second stage is the reduction 
of the pressure to high vacuum using the turbo pump. In the first stage, as shown in Figure 4.11a, 
the scroll pump is turned on and the valves V1, V2 and V3 are open creating a path to pump down 
the system. The pressure is monitored using the pressure gauge mounted below the valve V3. This 
gauge can report pressure from atmospheric to mTorr. Normally it takes the scroll pump around 
an hour to bring the system under 20 mTorr. The second stage starts with turning on the turbo 
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pump (presented in Figure 4.11b). The valve V2 is turned off immediately while V4 is still off, 
otherwise the exhaust of the turbo will increase the system pressure. Besides, V2 has to be turned 
off before turning on V4. If this condition is not satisfied, the turbo will pump its own exhaust. 
Valve 4 is a pneumatic valve which opens at a pressure of 40 psi. A gast pump (not shown in the 
schematic) provides this pressure using air. This valve opens and closes within a second, which 
exposes the turbo to the system at once. If a hand-controlled valve like  three others is used in this 
case, some portions of the turbo pump will be exposed to the high system pressure while other 
portion will still be under low pressure during the opening process. This pressure difference will 
cause an imbalance in the turbo blades and could cause pump failure. Finally, after opening the 
valve V4, the system comes under high vacuum. The ion gauge counts the number of ions in the 
system by measuring ion current and provides gas density which is converted to the system 
pressure in the controller.   
 
 4.6 Cryogenic Setup 
 The major components of the closed cycle cryostat are the expander, compressor, vacuum 
shroud, and radiation shield. The expander, commonly referred to as the cold head or cold finger, 
is where the Gifford-McMahon refrigeration cycle takes pace. It is connected to a compressor by 
two gas lines and an electrical power cable (Figure 4.12). One of the gas lines supplies high 
pressure helium gas to the expander, while the other gas line returns low pressure helium gas from 
the expander. The compressor provides the necessary helium gas flow rate at the high and low 
pressure for the expander to convert into the desired refrigeration capacity. The vacuum shroud 
surrounds the cold end of the expander in vacuum limiting the heat load on the expander caused 
by conduction and convection. The radiation shield is actively cooled by the first stage of the 
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expander and insulates the second stage from the room temperature thermal radiation being emitted 
from the vacuum shroud. 
 In addition to these major components the closed cycle cryocooler is accompanied by 
several support systems such as an instrumentation skirt, which provides a vacuum port and 
electrical feedthroughs, as well as a temperature controller to measure and adjust the sample 
temperature. The system also requires electricity, cooling water for the compressor, and a vacuum 
pump for the sample space. [146] Appendix D provides the complete program for STR, which 
controls the cryostat, the lock-in amplifier, the function generator, the nanovoltmeter. The same 
program also collects the readings from all these devices.   
 
Figure 4.12 Basic schematic of the closed cycle optical cryostat. The cooling water pipes are 
connected to the cooler and vacuum valve is attached to the high vacuum system.[146] 
 
 4.6.1 The Gifford-McMahon refrigeration cycle 
 The closed cycle cryocoolers operate on a pneumatically driven Gifford-McMahon 
refrigeration cycle, often shortened to GM Cycle or GM cooler as shown in Figure 4.13. The 
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pneumatically driven GM cooler is different from mechanically driven GM coolers in that it uses 
an internal pressure differential to move the displacer instead of a mechanical piston. This results 
in smaller vibrations. 
 The refrigeration cycle of the closed cycle cryostat starts with the rotation of the valve disk 
that opens the high-pressure path. This allows the high-pressure helium gas to pass through the 
regenerating material and into the expansion space. Second, the pressure differential drives the 
displacer "up", allowing the gas at the bottom to expand and cool. Third, the rotation of the valve 
disk next opens the low-pressure path, allowing the cold gas to flow through the regenerating 
material which removes heat from the system. Finally, the pressure differential returns the 
displacer to its original position, and the cycle is completed. [146] 
 
 
Figure 4.13 Schematic of the expander demonstrating the Gifford-McMahon refrigeration 
cycle.[146] a)High pressure helium enters the expander from the compressor, b) Low pressure 
helium goes out of the expander.  
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Chapter 5 - Sample Fabrication 
 The STR method relies primarily on the change in light reflection from the surface 
correlated with the temperature change. The change of reflection is larger for the greater 
temperature difference between the base and the tip, and vice versa. Nevertheless, if the difference 
in temperature reaches 10 K, it affects the physical property of the specimen. Therefore, the highest 
temperature difference is restricted to 10 K in most thermoreflectance methods. The reflectivity 
from the surface changes in the range 10-3 to 10-4 per degree Kelvin of temperature, depending on 
the thermoreflective coefficient.  Consider 5 mW of laser energy is shining on a surface with 50% 
reflectivity. The surface reflects 2.5 mW of laser power. The change in reflected power is achieved 
by multiplying the reflected power by the coefficient of thermoreflectance. In this case, the 
reflected laser power varies between 2.5 μW and 0.25 μW. These powers correspond to 88 μV and 
8.8 μV for the probe side photodetector signal, respectively. The photodetector signals are 
calculated using the eqn. 153 and 154 from last chapter. Due to such a small quantity, it is desirable 
to catch the full change in the reflectivity during the experiment. If the sample surface is rough, it 
will scatter light in various directions making it difficult for a photodetector to capture the total 
reflection. As a result, only a fraction of the above-mentioned signal will be detected by the 
photodetector. As can be seen, it is important that the probe laser beam falls and reflects 
perpendicularly from the surface without scattering. This makes surface roughness of the sample 
very significant for thermoreflectance measurement. The sample should therefore always be 
fabricated in a manner that produces a smoother surface.  
 The primary purpose of the STR experiment is to measure thermal properties of the thin 
films. There are several techniques including plasma-enhanced chemical vapor deposition 
(PECVD)[147], chemical bonding[148], and spin etching[149] to fabricate silicon thin films. 
 84 
Fabrication from silicon on insulator (SOI) wafers is particularly popular because of process 
simplicity. The SOI wafers have two layers of silicon, the thinner layer known as the device layer 
and the thicker layer known as the handle layer. There is a buried layer of silicon dioxide between 
the two parts of silicon called the BOX layer. Samples are fabricated from the device layer. The 
schematic of different layers of a SOI wafer is depicted in Figure 5.1.  
 The sample thickness is very important since laser selection depends on it. It is very 
difficult to purchase an exact device thickness according to the experiment requirements. Besides, 
getting a customized order is time consuming. As a result, a SOI wafer is purchased mostly with 
a device thickness close to the desired sample thickness. Then the device layer is etched to obtain 
the required thickness. The finished sample's surface roughness is much dependent on the etching 
method used to produce the sample. It is therefore important to find surface roughness in these 
techniques at different etch depth. Popular etching techniques are Tetramethylammonium 
Hydroxide (TMAH), Potassium Hydroxide (KOH), Xenon Difluoride (XeF2) and deep reactive 
ion etching (DRIE). The surface roughness of thin films produced using these etching techniques 
and their associated light scattering at different sample thicknesses, are compared in the following 
section. Thicknesses between 100 nm and 50 μm are considered for comparison. 
 
Figure 5.1 Schematic of silicon on insulator (SOI) wafer with {100} crystal orientation. a) The 
500 µm thick silicon layer is termed as handle layer, b) 1 µm buried silicon dioxide or BOX 
layer sits on top of the handle layer, c) 2 µm device layer rests on top of the BOX layer, d) Final 
SOI wafer contains all the three layers. 
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 5.1 Thinning Processes for Silicon Film 
The applicability of popular etching techniques for thinning of silicon film is discussed below.  
 
 5.1.1 Tetramethylammonium Hydroxide (TMAH) Etch 
 TMAH has become a popular etching technique in semiconductor industries because of its 
high compatibility with the CMOS process, easy handling and low toxicity. TMAH is a kind of 
quaternary ammonium hydroxide (QAH) solution that first was proposed by Asano[150] in 1979 
as an etching and cleaning solution for silicon and silicon-dioxide surfaces.[151], [152] The 
process in which TMAH removes silicon atoms is well described in the literature. Etch rates vary 
with different crystallographic orientations due to the atomic bonds formed at the surface silicon 
atoms. Wafers with a {100} orientation present superficial atoms with two backbonds, connecting 
to two underlying silicon atoms, and two dangling bonds, capable of suffering a nucleophilic 
reaction with OH radicals, as shown in Figure 5.2a. Through the thermal excitation and injection 
of electrons from the backbond into the conduction band, energy is applied in breaking these bonds 
and releasing the silicon–hydroxide complex[153], [154].  
 
Figure 5.2 Schematic diagram representing the chemical structure of: surface and respective 
binding of hydroxide ions during a wet etch process for (a) {100} and (b) {111} silicon wafers. 
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 Anisotropy is achieved in different crystalline orientations since structural variations are 
present at the superficial atoms. For a {111} oriented plane, as depicted in Figure 1b, only one 
dangling bond exists for each superficial atom, thus making it harder to be etched compared to a 
{100} oriented plane, as in Figure 1a.[153], [154] As a consequence, the etch rate of silicon 
depends on the concentration of OH⁻. That is to say, the PH value of the solution can be adjusted 
to change the etch rate.[155] A lower concentration of pure TMAH exhibits a higher etch rate, low 
corner undercutting, and low surface smoothness compared to a higher concentration of 
TMAH.[156]–[162] The effect of TMAH concentration on the sample surface roughness is shown 
in Figure 5.3. The effect of temperature on the roughness can also be observed from the figure. 
The surface is smoother at the lower temperature and vice versa.  
 
 5.1.2 Potassium Hydroxide (KOH) Etch 
 KOH is preferred where high etch rate and high etch selectivity between {111} and 
{110}/{100} planes are required. KOH reacts with silicon in a way similar to as TMAH, since the 
main reactant in KOH is also the OH radicals. When silicon is etched with KOH, it generally 
produces higher surface roughness due to the pseudomasking effect (on a macroscopic and/or 
microscopic scale). There are several reasons for this effect such as (1) stoichiometry and 
topography of the native oxide, (2) residues on the surface left from a cleaning process, (3) defects 
in the crystalline Si, (4) hydrogen bubbles growing on the surface, (5) diffusion of H2O and OH⁻ 
to the surface and diffusion of silicates away from the surface, (6) Si-H and Si-F bonds left on the 
surface from the HF rinse and H2O wash. But the pseudomasking by bubbles and perhaps silicates 
are the primary cause of roughness.[163]–[165] Shinmo et al. measured the surface ruggedness of 
silicone etched with KOH as shown in Figure 5.3. 
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 5.1.3 Xenon Difluoride (XeF2) Etch 
 XeF2 is employed as a dry-chemical (plasmaless) etchant capable of isotropically etching 
Si.  It  was initially proposed as an etchant of Si in the late 1970’s.[166], [167] XeF2 in its vapor 
phase spontaneously etches Si at room temperature.  The primary chemical reaction of XeF2 with 
Si is given in Eq. (5.1):[168]–[171] 
 2𝑋𝑋𝑒𝑒𝐹𝐹2(𝑔𝑔) + 𝑆𝑆𝑖𝑖(𝑠𝑠) → 𝑆𝑆𝑖𝑖𝐹𝐹4(𝑔𝑔) + 2𝑋𝑋𝑒𝑒(𝑔𝑔) (161) 
 In the case of a clean Si surface, a Fluorine (F) atom is abstracted from the XeF2 molecule 
by a reactive site, i.e., dangling bond, without energy barrier, whereby the complementary XeF 
scatters off the surface.[172] As a result, the surface layer Si {100} and Si {111} surfaces with 
possibly some SiF2 at step edges. Once dangling bonds are passivated, the next reaction step 
requires breaking of Si–Si backbonds which is an activated process with a much smaller reaction 
probability. Since F is known to be very electronegative, bond charges will reside preferentially 
close to the F atom, leading to an effective charge separation between the Si (δ⁺) and F (δ⁻).[173] 
The backbonds are weakened by this phenomenon and, hence, backbonds are susceptible to 
subsequent F-atom insertion, which is supplied by physisorbed XeF2 molecules, or as proposed by 
Morikawa et al.[174] and Winters et al.[175], by F⁻ atoms already interstitially present in between 
the Si lattice atoms. Subsequent steps of F-atom attachment to SiFx surface species leads eventually 
to the formation of SiF4 molecules, which are volatile and can desorb from the surface as the main 
etch product at room temperature.[176], [177]  
 The silicon fluoride reaction layer thickness remains this way typically 1.5 ML 
(monolayers)[178], composed of a surface layer of SiF and SiF2 species (partially) covered by a 
layer of SiF2 /SiF3 species. Lo et al. showed that it takes about 103 ML of XeF2 dose to reach an 
intermediate, steady-state reaction layer consisting of primarily SiF followed by SiF3 and a minor 
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amount of SiF2.[179] Due to the removal of Si in the etch process, the surface is believed to 
roughen and hence, the total amount of SiFx species increases.[176] Surface roughness 
measurements by Chu et al.[180] and Sugano et al.[181] are presented in Figure 5.3. 
 
 5.1.4 Plasma Etch 
 A plasma is a (partially) ionized gas.[182] In low-pressure gas, plasma is produced by the 
dissipation of electrical power to the medium Atoms, radicals and ion species, which are produced 
in this way, are at the origin of further reactions and, therefore, the plasma phase is generally a 
very complex mixture of chemical species.[183] Ultimately, the plasma species interact with the 
walls and the sample surface. Adsorption of species will occur depending on the chemical affinity 
and surface temperature. Adsorbed species may react with the surface to form a product or desorb 
without or before reaction. If the product is volatile, it will desorb into the plasma phase and, thus, 
cause etching of the material.[183] 
 There are several theories regarding how surface roughness occurs during plasma etching. 
Two popular theories are: shadowing mechanism[184] and re-emission reaction[185]. The basic 
principle of shadowing is that the crest of the surface receives a higher flux of reactant radicals 
than the valley of the surface because the crest sees the plasma with a wider solid angle than in the 
valley. Therefore, in a sputter deposition process, the deposition rate at the peak is higher than at 
the valley, leading to growth instability and the surface buildup into a mountain landscape, which 
coarsens in time.[184], [186], [187] On the other hand, re-emission theory suggests that the etchant 
species have a surface reaction probability of zero when they collide with the surface for the first 
time but are re-emitted and react with the silicon surface with a high probability after this first re-
emission. The result of this assumption is obvious: because the reactivity of the etchant is 
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significant only after the second collision with the surface, they react much less on the crest than 
on the valley—the latter receiving the re-emitted flux from the peaks. Hence, the etch rate of the 
valleys is higher than the etch rate of the hills, leading to the roughness growth.[185], [187], [188] 
The common perception is that these two theories combined contribute to the roughening of the 
sample surface. Roughness measurement for Cl2 and SF6 plasmas is illustrated in Figure 5.3. 
  
 5.1.5 Oxide Growth and Removal 
 Another trimming process for silicon film is oxidation and removal of the oxide layer. In 
this process 100nm-1000nm oxide is grown at the top layer of the silicon film and then this oxide 
layer is etched away using a buffered oxide etch (BOE). This is a very slow and time-consuming 
process since oxidation takes several hours depending on the desired thickness. Besides, this is a 
diffusion limited problem which means maximum 1µm oxide can be grown at a time in the 
oxidation furnace. Hence if the thinning process requires the removal of several microns of silicon, 
there need to be several oxidation and removal cycles.   
 The positive side of this method is the smoother surface it provides. Every polished wafer 
has 0-2nm native oxide layer at the top.[189]–[191] During the thermal oxidation process, oxygen 
atoms diffuse into the native oxide layer and react with the silicon at the Si-SiO2 interface.[192] 
Since the reaction occurs deep into the silicon, the surface morphology at the top does not change. 
As a result, there is little to no difference in the roughness of the surface before and after the 
oxidation and the surface can retain its smoothness upon the removal of the oxide layer. Iacona et 
al. report of surface roughness, as shown in Figure 5.3, which supports this claim since the silicon 
dioxide removal process produces a smoother surface than any other process shown in the figure. 
Moreover, it is easy to control the etch depth. The desired silicon dioxide thickness can easily be 
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calculated using the Deal-grove model[193]. BOE has a very low etch rate for silicon. So, the etch 
stops after the removal of the oxide layer.  
 There are some mechanical thinning processes as well, such as grinding[194], chemical 
mechanical planarization (CMP)[195], and dicing[196]. But grinding leaves a backside damage 
that extends 5–15 µm deep into the substrate. For thin wafer applications, backside damage 
enhances the risk of wafer breakage.[196] CMP also develop defects in the thin layers and these 
defects become critical for sub-0.25µm feature sizes. Besides, it is difficult to control features size 
in CMP and the process is costly as well.[197] All the mechanical thinning processes develop 
some residual stress[194] in the film which is difficult to get rid of and can yield some 
unintentional properties in the film. Considering all the facts, mechanical processes are not a good 
choice for sub-micron thinning of wafers. 
 
Figure 5.3 Relation between etch depth and surface roughness of the sample for different etching 
techniques. Samples are etched with # 25% TMAH at 65oC [198], ## 25% and 20 % TMAH at 
70oC -80oC [199], $ 5.6% to 57% KOH at 25oC [200], * XeF2 gas by Chu et al.[180], ** XeF2 
gas by Sugano et al.[181], & Cl2 and SF6 plasma[187], ξ removal of thermally grown SiO2 at 
1100oC and 920oC [201]. 
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 5.2 Relation Between Light Scattering and Surface Roughness 
 Little attention has been given to the surface roughness in thermoreflectance studies. It is 
typically assumed that the effect of the scattering will be very small when the surface roughness 
is less than the probing light wavelength. But, thermoreflectance signal quality, and hence the 
accuracy of the measurement, can be improved by reducing the roughness. The relation between 
roughness of different thinning techniques and light scattering is explored in this section and the 
best thinning technique is reported.  
 First, the amount of scattered light is calculated from the surface roughness and then the 
scattering is corelated to the etch depth. The relation between light scattering and surface 
roughness is formed based on a few assumptions, such as the material has good electrical 
conductivity and the distribution height of the surface irregularities are Gaussian about the mean. 
Moreover, light wavelength and frequency remain unchanged (or only that frequency is considered 
which is the same as the incoming frequency) and hence inelastic scattering doesn’t play a role for 
thermoreflectance. The diffusive reflection alone contributes to the light scattering from the 
surface and the intensity loss for specular reflection is negligible for a perpendicularly incident 
light beam.[202]–[204] 
 The power Spectral Density (PSD) function defines the power of different roughness 
components in terms of the lateral surface spatial frequencies fx and fy. It contains all the statistical 
information of the random-rough surfaces. PSD is defined as the squared modulus of the Fourier 
transform of the interface topography, as given in Eqn. (162). 
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where L is the length of the scanned profile and z(x,y) is the vertical distance from the mean.  
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Stochastic surfaces often exhibit isotropic roughness corresponding to a PSD with a polar 
symmetry. The 2D isotropic PSD is calculated by averaging the 2D PSD over all azimuthal 
directions. 
 𝑃𝑃𝑆𝑆𝑃𝑃(𝑓𝑓) = 12𝜋𝜋� 𝑃𝑃𝑆𝑆𝑃𝑃(𝑓𝑓,𝜓𝜓)𝑑𝑑𝜓𝜓2𝜋𝜋
0
 (163) 
Using the transformation 𝑓𝑓 = �𝑓𝑓𝑥𝑥2 + 𝑓𝑓𝑦𝑦2 and 𝜓𝜓 = tan−1 �𝑓𝑓𝑦𝑦𝑓𝑓𝑥𝑥� 
 Every real profile or roughness measurement technique is confined to a certain spatial 
frequency range, which is limited, for instance, by the investigated surface area and the instrument 
resolution.[205], [206] Therefore, it is useful to define the roughness as the square root of the 
surface height standard deviation of z(x,y) from its mean value also known as the rms roughness. 
The rms roughness is calculated by integrating the 2D isotropic PSD. 
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The following equation describes the diffusive reflectance at an angle from 0 to θ.  
 𝑅𝑅 =  �𝑅𝑅02𝜋𝜋4 �𝑎𝑎𝜆𝜆�2 �𝜎𝜎𝜆𝜆�2 (𝑐𝑐𝑜𝑜𝑠𝑠𝜃𝜃 + 1)4𝑠𝑠𝑖𝑖𝑛𝑛𝜃𝜃 × 𝑒𝑒�−(𝜋𝜋𝑡𝑡 𝑠𝑠𝑡𝑡𝑛𝑛𝑠𝑠)2𝜆𝜆2 �𝑑𝑑𝜃𝜃𝑠𝑠
0
 (165) 
After applying the value of the autocovariance length 𝑎𝑎 = √2𝜎𝜎
𝑎𝑎
 and doing the integration, the 
contribution from diffusive reflectance becomes 
 𝑅𝑅 = 𝑅𝑅0 �𝑒𝑒−(4𝜋𝜋𝜎𝜎𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠)2𝜆𝜆2 + �25𝜋𝜋4𝑚𝑚2 � �𝜎𝜎𝜆𝜆�4 𝜃𝜃2� (166) 
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where 𝑅𝑅0 is the specular reflection from a perfectly smooth surface, σ is the root mean square 
roughness, and λ is the wavelength of the light. If the wavelength is sufficiently larger than the 
rms roughness, the total integrated scatter (TIS) light can be found using eqn. 5.7. [207]–[211]   
 𝑇𝑇𝐼𝐼𝑆𝑆 = 𝑅𝑅0 �1 − 𝑒𝑒−(4𝜋𝜋𝜎𝜎𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠)2𝜆𝜆2 � (167) 
 This equation is used to find the light scattering in Figure 5.4. The smooth surface reflection 
(R0) is taken as 0.72 from Figure 4.7 and light incident is considered as normal to the surface.  
It is evident from Figure 5.4 that oxidation and removal is the best thinning process for silicon 
film. This process is used to thin the silicon cantilever, used in the experiment, to the desired 
thickness. KOH etched surface scatters almost hundred percent of the light since the surface 
irregularities size is comparable to the probe wavelength. SF6 plasma etch can also be used for 
thinning. But due to its complexity, plasma etch is not utilized in the fabrication process for silicon 
cantilevers.  
 
Figure 5.4 Relation between scattered light and etch depth of different etching technique. The 
scattered light percentage is calculated as the ration of scattered and incident light. 
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 5.3 Photomask Design 
 A photomask is used to transfer patterns from a glass plate to the wafer using standard 
photolithographic techniques. The photomask was designed to pattern a 4″ wafer. The light-field 
mask was printed on a 5″ quartz plate with a chrome coating. As shown in Figure 5.5a, this mask 
has 28 dies where upper half dies are the mirror of the lower half. Since this mask was designed 
before characterizing the pump and probe laser spots, there are cantilevers with different widths 
varying from 50 µm to 200 µm. Similarly, there are several L/w ratios corresponding to each width. 
These L/w ratios vary from 10 to 100.   
 Each die has its unique number in the left corner which helps in identifying wafer pieces 
after dicing. The dicing lines are 20 µm wide. These lines assist the dicing saw to cut in straight 
lines and keep the die intact. There are two clipping marks on either side of the cantilevers in each 
die. These marks start from the dicing line and face perpendicular to the cantilevers’ length. Their 
direction guides the crack propagation after clipping with the diamond scribe while chopping the 
handle layer off. Alignment marks help aligning the photomask with the primary and secondary 
flat of the wafer. The blossom-like patterns on the mask are called wagon-wheel and are used for 
qualitative guidance of the etching rates. The wagon-wheel pattern technique has been used to 
obtain detailed experimental data on the crystal orientation dependence of etch rates.[212] Another 
important feature is the scale bar between two adjacent cantilevers. The scale bar is a narrow 
cantilever which has marker like patterns on both sides which guide the probe laser along the 
cantilevers’ length during measurement. The area between dicing line and cantilever’s base 
matches exactly the grooves of the sample holder to ensure better thermal contact between them.   
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Figure 5.5 (a) Photomask containing cantilever’s patterns, (b) Die D13, D11, D1 and D7 is 
enlarged.  
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 5.4 The Suspended Cantilevers 
 This section details the silicon cantilever fabrication from the SOI wafer. The wafer is 
cleaned before the fabrication and the cantilever beams are geometrically characterized after the 
fabrication.  
 
 5.4.1 Cleaning Procedure 
 Any contamination, such as metal, organic or inorganic material, present in the thin film 
can alter the thermal property measured using STR. So, the SOI wafer is cleaned properly before 
the fabrication process.  
 The silicon on insulator wafer cleaning process in itself is not that easy. This is because, 
apart from being easily contaminated, SOI wafers are also very fragile. They need to be handled 
with the utmost care to ensure that there is no damage done to their surface. The issue is that 
smaller particles are physically more difficult to remove, because it is harder to deliver the 
necessary force to minuscule dimensions. Thus, more energy is required to remove smaller 
particles. Types and source of contamination are discussed briefly below.[213]    
Particles - dust, pollen, clothing particles, bacteria, etc. Particles with diameter more than 20 
micron will settle down readily. Particles of diameter from 0.1 to 20 micron are the main problem.  
Inorganic contaminants - salts, positive and negative ions in solution, heavy metal atoms. 
Inorganics are removed by cleaning the wafer in water recirculation systems and using special 
solutions.  
Organic contaminants - smog, skin oil, fluxes, lubricants, solvent vapors, monomers from plastic 
tubing and storage boxes that can condense on substrate. They usually are removed using strong 
oxidizers, gaseous or liquid.  
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Impurities - incorporated during the formation of substrates or overlayer films. Generally, they 
cannot be removed. 
 There are several steps associated with the cleaning process. These steps are discussed 
sequentially. The process starts with dipping the SOI wafers in the piranha bath for 20 minutes. 
Piranha is a chemical mixture of water, hydrogen peroxide and sulfuric acid. All of these chemicals 
are mixed in equal volume. Because it is a strong oxidant solution, it removes metals and organic 
contaminants, and will hydroxylate most surfaces (add OH groups) rendering them 
hydrophilic[214]. The wafers are then dipped into the buffered oxide etch (BOE) for 3 minutes. 
BOE is mixture of buffering agents like ammonium fluoride (NH4F) and hydrofluoric acid (HF). 
The volume of NH4F is six times more than HF in the mixture. This step helps removing OH 
groups from previous step and any oxide, ionic, and metal particles from the surface. Next, the 
wafers are cleaned in a mixture of water and hydrogen peroxide for 20 minutes. Any particulate 
and metal contamination present in the wafer reacts with the hydroxide group and is eliminated. 
 The wafers are then dipped in BOE again for 3 minutes. Finally, the wafers are cleaned in 
a solution called RCA-2 clean which is a mixture of water, hydrogen peroxide and hydrochloric 
acid.  This process removes any ionic and metal surface contaminations. The wafers are cleaned 
in de-ionized (DI) water in between every step to clean the residue associated with the previous 
step. The cleaning and rinsing steps are performed by using the so-called Marangoni 
technique[215]. The Marangoni principle involves the slow withdrawal of wafers from a DI water 
bath to an environment of isopropyl alcohol (IPA) and nitrogen such that only the portion of the 
surface that is at the interface of the liquid and vapor phases is "drying" at any one time. In this 
way, uncontrolled evaporative drying on the wafer is prevented.  
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 5.4.2 Cantilever Fabrication 
 A multi-stage process was utilized to fabricate the free-standing Si cantilever, beginning 
with a Silicon on Insulator (SOI) wafer with {100} crystal orientation, around a 5 μm thick device 
layer and 1013 cm-3 - 1015 cm-3 doping concentration (p-type). The full fabrication process is 
illustrated in Figure 5.6.  
 As shown in the previous chapter, the desired cantilever’s thickness is around 3 μm. Hence 
two cycles of 1 μm thick SiO2 growth and removal was performed.  The device layer thickness 
became 3.03±0.057 μm after the SiO2 removal step. Then, another 100nm silicon dioxide was 
grown in the device layer by placing the wafer in a tube furnace. The oxide was grown using only 
oxygen, known as dry oxidation, at 1000oC for 3 hours. The patterns from the photomask is then 
transferred to the device layer of the wafer through standard photolithographic techniques. After 
this step, some area of the oxide layer was covered with the photoresist and some area was exposed 
as shown in Figure 5.6(c). Buffered oxide etch (BOE) removes the oxide from exposed area. A 
Tetramethylammonium hydroxide (TMAH) bath was then applied to anisotropically etch the 
silicon.[216] TMAH also reacts with photoresist and dissolves it immediately into the solution. 
The silicon dioxide was used as the masking material in this step. TMAH etching leaves nearly 
atomically smooth sidewalls in order to avoid scattering of thermal energy carriers during 
experiments.  As depicted in Figure 5.6(e) the cantilevers were formed after this step. But they are 
still attached to the SiO2 underneath them.  Though, commonly, BOE is used to etch the SiO2 layer, 
it was not usable in this case due to the stiction failure upon taking out the cantilevers from the 
BOE bath.[171] Therefore, vapor HF was used to remove the oxide under the cantilevers. The 
process takes around 7-8 hours at 30oC due to the low etch rate of vapor HF. But the cantilevers 
were still not accessible from the backside due to the handle layer. Finally, the handle layer was 
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removed from under the cantilever beams by clipping it off using a diamond scribe but the handle 
layer remains under the fixed support point.  
 
Figure 5.6 Fabrication steps for the free-standing Si cantilever: a) Beginning SOI wafer, b) Dry 
oxide is grown on the device layer, c) The pattern from the mask is transferred using photo-
lithographic, d) BOE etches away the exposed oxide, e) TMAH etches the silicon, f) Cantilevers 
are released using a vapor HF. 
  
 Though one sample is enough to check the effectiveness of the STR technique to measure 
the thermal conductivity of the materials, another sample of around 2 μm thick silicon film was 
fabricated to further confirm the versatility of the STR application. This second sample had three 
cycles of oxide growth and removal resulting in a device layer of about 2 μm. 
 Figure 5.7 shows the actual cantilever beams after step (f) of Figure 5.6 for 3 μm sample. 
Upon scraping the handle layer from underneath the cantilevers, it is extremely difficult to take 
SEM images since cantilevers at that level are very vulnerable and will be destroyed in handling. 
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Figure 5.7 SEM image of 200 µm wide freestanding silicon cantilever beams, (a) larger area, (b) 
zoomed at the tip. Cantilevers with different lengths were fabricated but only 7.5 mm long 
cantilevers are used as their L/w ratio is above 30.    
 
 5.4.3 Cantilever Beam Geometry Characterization 
 Final sample dimensions were measured using a profilometer (Dektak 150) and SEM. The 
samples are 7.5 mm long, 194 μm wide and 2.93±0.06 μm thick. Figure 5.8 depicts the 
profilometer measurement of the cantilever’s thickness. Thicknesses of the other samples were 
2.03±0.09 μm. The surface roughness was also measured using the profilometer and it was around 
4 nm.  
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Figure 5.8 A profilometer scan of the step from silicon dioxide to ~3µm thick silicon cantilever.  
 
 Sometimes residual stress may develop in the cantilevers during the fabrication. In that 
case, the beams will be bent outward with the handle layer showing a radius of curvature. This 
indicates that the SiO2 underneath the cantilevers was not completely removed and the sample 
should be kept in the vapor HF for a longer period. The cantilevers presented here do not have any 
residual stress and are completely flat.   
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Chapter 6 - Experimental Results 
 The first part of this chapter provides information on the characteristics of the laser beam 
when focused on the sample. Probe frequency is selected in the second part based on the stability 
of the signal, whereas, temperature and thermal conductivity of the suspended films are analyzed 
in the last segment. 
 
 6.1 Laser Beam profile 
 Light propagates as an electromagnetic wave through a medium. In the transverse 
direction, the amplitude of this wave field has a Gaussian pattern.[217] In addition to longitudinal 
or axial oscillation modes, which are associated with standing waves set up along the cavity or z-
axis, transverse modes are also retained. The single mode laser used in the experiment corresponds 
to the lowest order of these transverse modes. As a result, the flux distribution over the cross 
section of the laser spot is preferably Gaussian and there are no electrical phase changes across the 
laser beam.[218]  
 The width of the laser spot can be defined in several possible ways. Some of these methods 
are D4σ, 10/90 or 20/80 knife-edge, 1/e2, FWHM, and D86. [219], [220] D4σ measures four-
standard deviations from the peak value. 10/90 or 20/80 knife-edge calculates the transverse knife 
edge widths between 10%-90% or 20%-80% integrated intensities. The 1/e2 width is equal to the 
distance between the two points on the marginal distribution that are 1/e2 = 0.135 times the 
maximum value. FWHM defines the horizontal distance at half of the laser’s maximum intensity. 
The 'D86" diameter contains 86% of the total beam energy. These definitions when applied to 
different beam profiles can give very different width values. Out of these, the D4σ is the ISO 
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international standard definition for beam width[221] and is used here to report the laser spot 
diameter when focused on the sample.  
 Figure 6.1 shows the pump and probe laser profiles which are measured using a DataRay 
XHR scanning slit profiler. The normalized intensity of the lasers, termed as the ADC value, is 
plotted against a horizontal distance. X and Y-profiles describe the distance in x and y-axis of the 
2D laser spots. The 4 standard deviation range shown in the figure is known as the beam profile in 
both directions under the Gaussian curves. X and Y-profiles of the pump laser spot are 109.8 μm 
and 96.9 μm wide, respectively. The probe laser spot widths are 151.8 μm and 169.6 μm. These 
profiles indicate that both pump and probe spots are of elliptical shape.  
 
 
Figure 6.1 Pump and probe laser spot size on the sample. X and Y profile represents the major 
and minor axis of the elliptical spot.  
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 6.2 Suspended ThermoReflectance Data 
 First step of the measurement process is determination of thermoreflectance coefficient 
(CTR) using the probe laser beam and the internal temperature controller of the cryostat.[95] Eqn. 
(168) is applied for the CTR calculation.[222], [223] 
 𝐶𝐶𝑇𝑇𝑇𝑇(𝜆𝜆) = 1𝑅𝑅𝑇𝑇(𝜆𝜆)  𝑅𝑅𝑇𝑇+Δ𝑇𝑇(𝜆𝜆) − 𝑅𝑅𝑇𝑇(𝜆𝜆)Δ𝑇𝑇  (168) 
here 𝑅𝑅𝑇𝑇  is the probe laser reflectance from the cantilever at temperature T. As soon as the cryostat 
temperature is increased by Δ𝑇𝑇 using its own PID controller, the reflectance of the probe laser 
changes to 𝑅𝑅𝑇𝑇+Δ𝑇𝑇. ∆T is kept around 5 K during the CTR measurement to keep the temperature 
dependent thermal properties constant. The PID takes around 5 mins to increase the cryostat 
temperature and reach a stable point. The cantilever’s temperature is monitored by the sensor 
mounted in the sample holder. It is very important for the full cantilever beam to be at the same 
temperature. Though the time constant for the cantilever is very small, its temperature keeps 
changing when the PID adjusts the cryostat condition. As a result, each measurement is done at a 
10 mins interval. The measurement procedure is repeated several times and the CTR is obtained 
over a temperature range of 20 K to 300 K. The thermoreflectance coefficient varies in a narrow 
range with an average value of 3.53 × 10−4 K−1 and standard deviation of 9.09 × 10−5 K−1. This 
value of CTR shows a good agreement with the value reported by Kim et al.[223] which is 2 ×10−4 K−1 for 800nm wavelength. Change in the CTR due to the change in sample thickness is very 
small and falls within the average value mentioned above. According to Eqn. (168), the CTR value 
does not depend on the thickness; it rather depends on the wavelength at which the measurement 
was made.  
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 6.2.1 Probe Frequency Selection 
 To assist in signal detection using the lock-in amplifier, the probe laser is modulated with 
an external frequency. Several experiments are carried out to find out the optimal modulation 
frequency for the probe laser. It was observed that the signal was noisy at the lower frequency and 
as the frequency increases, the signal to noise ratio also increases (Figure 6.2). Change in 
temperature does not alter the signal to noise ratio behavior indicating that the cryostat temperature 
does not affect the noisiness of the signal.  
  Several factors contribute to the noisy signal at the lower frequency. These includes low 
frequency vibration from the laboratory environment, instability of laser and electronics, and 
natural frequency vibration of the cantilever. The probe laser exerts a radiation pressure on the 
sample which is calculated by following equation.  
  𝑃𝑃 = 𝑞𝑞
𝐴𝐴𝑐𝑐
+    R 𝑞𝑞
𝐴𝐴𝑐𝑐
  (169) 
where P is the radiation pressure, R is the reflectivity of the surface, and q is the laser power 
incident on an area A. This pressure is around 0.3mPA for 5 mW laser power. Since the laser has 
a sinusoidal frequency, the amplitude of radiation pressure changes within every wave period and 
hence causes positive and negative deflection in the sample. The period decreases at the higher 
frequency, but the response time of cantilever tip deflection remains unchanged which mitigates 
the effect of sample vibration in the signal.  
 Around 200 data points are collected at each frequency and the average of these data is 
shown as the signal while the standard deviation is considered as the noise. It is evident from 
Figure 6.2 that the signal to noise ratio becomes approximately 30 dB at and above 10 kHz and 
does not change much after that. Therefore, 10 kHz is considered as the optimum frequency and 
all the experiments described in this chapter were conducted at this frequency.  
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Figure 6.2 Signal to noise ratio relation with the probe laser frequency. Experiments are 
conducted at 15 K, 100 K, 200 K and 300 K temperatures.  
 
 6.2.2 Temperature and Thermal Conductivity Measurement 
 A separate set of experiments were conducted to find the temperature along the cantilever’s 
length. All experiments were conducted at 3.8 × 10−5 Torr. In the first experiment, probe 
reflection from the sample was captured at 7 different cryostat temperatures from 20 K to 300 K. 
The pump laser was inactive during this experiment. A second experiment was run in a similar 
way as the first one, but with the presence of pump heating at the tip. The sample absorbed 4.8 
mW pump laser power which was measured using photodetectors 1 and 2. The same experiment 
was repeated at 3 different points, each 1 mm apart, along the length of the 2.03±0.09 μm thick 
sample. The result is presented in Figure 6.3.  
 Instead of presenting the temperature at each point, the difference (∆T) from the 
atmospheric or cryostat temperature (Tsub) is presented in the figure. This helps to provide better 
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representation of the temperature change along the length. 7.5 mm points represent the tip of the 
cantilever and temperature rise at this point is around 4 K for all the Tsub. In contrast, thermal 
conductivity dictates the temperature of the following points. Most of the heat is transmitted 
through the cantilever at higher thermal conductivity and thus the temperature difference between 
two subsequent points is small and vice versa. For this reason, the lowest and highest ∆T at 5.5 
mm are 1.56 K and 3.52 K, which occurred at 20 K and 100 K, respectively. The experiments were 
repeated at least 5 times, and each experiment contained 200 readings at each point. The average 
of 5 experiments are shown as the square markers in Figure 6.3 while the standard deviation is 
shown as the error bar. The maximum deviation is within ±8% of the average reading. 
 
Figure 6.3 Experimentally measured temperature along 2.03±0.09 μm thick cantilever. Dots 
represent the measured value while dashed line are the fitted curve. Experiments are done at 7 
different temperatures from 20 K to 300 K. 
 
 The inverse slope of the curves, in Figure 6.3, indicates the thermal conductivity of the 
sample. Hence, steeper slope denotes a lower thermal conductivity and vice versa. This can be 
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observed from Figure 6.4. The sharpest slope at 20 K corresponds to 115.4 W/mK thermal 
conductivity while the relatively flat slope at 50 K corresponds to a thermal conductivity of 471.5 
W/mK.  The thermal conductivity gradually decreases from 437 W/mK to 121 W/mk with the 
change of temperature from 100 K to 300 K, respectively. Since, the standard deviation propagates 
from the temperature readings to the thermal conductivity, error bars here are within ±8% as well.   
 
Figure 6.4 The thermal conductivity of 2μm sample changes with the temperature. Reference 
data is adopted from literature for 1.6 µm silicon film[29] and 3 µm silicon film[30]. 
 
 The measured thermal conductivity of the silicon film is compared with the value reported 
by Asheghi et al. [29], [30] for {100} single crystal sample. These are two of the very first and 
highly cited reports of single crystal silicon film’s thermal conductivity, and has been used as the 
reference for new technique development ever since [224]–[232]. Measured values notably agree 
with the reference. It is well known that heat conduction in the solid is phonon dominant even in 
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the presence of free charge carriers.[29] More phonons scatter from the boundary with the 
reduction of size in thin films. Therefore, thermal conductivity reduces in the thinner films and can 
be noticed readily from Figure 6.4. In addition, the mean free path  (MFP) of phonons varies with 
temperature change, and phonons with large MFP scatter more than smaller MFP phonons [233]. 
The shift of thermal conductivity with temperature is regulated by this phonon characteristic.  
 Similar experiments were done for a 2.93±0.06 μm thick silicon sample, and temperatures 
were measured at 3 points along the length of the cantilever. Results are presented in Figure 6.5. 
Temperature at the tip was around 3.1 K and varied according to the thermal conductivity in the 
subsequent points.  
 
Figure 6.5 Change of temperature along cantilever’s length for 2.93±0.06 μm thick silicon 
sample. Measurement are done in the temperature range of 20 K to 300 K.  
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 As mentioned above, the slope of the curves in Figure 6.5 represents thermal conductivity. 
The sample is p-type doped with doping concentration varying from 1013-1015 cm-3. Results 
obtained from this work compare with the data similar from the literature. It is important to 
mention that doping changes the thermal conductivity of silicon since the scattering of phonons on 
the dopant atoms in the lattice decreases the effective conductivity of the phonon. In addition, the 
scattering on free electrons associated with dopant atoms can significantly reduce the conductivity 
of phonons at low temperatures below the normal thermal conductivity [10], [234]. For this reason, 
the thermal conductivity of heavily doped (>1017 cm−3) silicon film is lower than lightly doped 
silicon film (present work) values for all temperatures below 300 K. Thermal conductivity of the 
bulk silicon, on the other hand, is much higher at below 100 K temperature, attribute to the high 
phonon MFP and low scattering.   
  
Figure 6.6 Thermal conductivity change of 3 μm sample with temperature. Reference data are 
for {100} single crystal and comes from literature for 3 µm doped Si [30] and bulk Si [14]. 
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Chapter 7 - Conclusion and Future Work 
 
 A new thermoreflectance technique is presented in this dissertation which is used to 
analyze the thermal conductivity of suspended thin films. This technique, termed Suspended 
ThermoReflectance (STR), is a significant improvement over other pump-probe based 
thermoreflectance techniques. The limiting characteristics of most of these techniques are that they 
can probe the temperature at only one spot on the sample, assume a value for either heat capacity 
or thermal conductivity to find the other, require a metal layer to absorb the laser flux and can 
report thermal properties of only the top few nanometers of the surface due to low penetration 
depth of pulsed lasers. On the contrary, STR reports thermal conductivity of the full sample 
without assuming heat capacity and without using any absorber metal layer. Measurements are 
conducted by probing multiple points along the length of a suspended micro/nano-scale sample. 
This technique involves a pump laser for heating the tip of a suspended Si μ-cantilever and a probe 
laser to scan the temperature along the μ-cantilever’s length. Thermal conductivity is obtained by 
applying the heat diffusion equation for the temperature gradient along the cantilever length. 
Thermal conductivity of 2 μm and 3 μm thin silicon film is measured using the technique. The 
cantilever’s tip temperature was around 3 K and 4 K for these two samples. The temperature 
gradient changes based on the thermal conductivity. For both samples, thermal conductivity was 
high for the temperature range of 50 K -100 K and decreased gradually after 100 K till reaching 
room temperature. Measured thermal conductivity concurs remarkably with the literature values. 
The experimentally measured thermoreflectance coefficient of silicon at 980 nm wavelength was 
reported for the first time. The coefficient is ~10-4 K-1 over the temperature range mentioned in 
this dissertation.    
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 An analytical model was developed to check the diffusion equation’s applicability and 
analyze the experimental data of STR. The analytical solution was compared with a 3D Finite 
Element Model for Si. Temperature difference between the models is higher for the lower length 
to width ratios. This indicates that a micro/nano-cantilever beam, with length comparable to width, 
acts like a three-dimensional object and 1D model cannot predict its properties properly. However, 
as the length to width ratio increases, specifically for L/w>20, the difference becomes smaller than 
4%. Beyond L/w of 30 a three-dimensional cantilever acts like a one-dimensional object (around 
2% difference). This finding is highly important as it allows analysis of the thermal conductivity 
of material using the simple closed form temperature equation instead of requiring the use of 
complex 3D models and finite element simulation.   
 
 7.1 Suggestions for Future work 
 The Suspended ThermoReflectance (STR) is a versatile measurement technique. This 
technique can be applied to several thermal studies including the following.  
 
1. Thermal boundary conductance Measurement 
 Application of bare silicon in the semiconductor industry is very rare. Often silicon is 
coated with metals in microprocessors, transistors and semiconductor detectors [235]. Thermal 
boundary conductance (TBC) between the metal and silicon is, therefore, of tremendous interest 
in the MEMS industry. TBC is measured currently using pulsed laser in frequency domain 
thermoreflectance (FDTR) and time domain thermoreflectance (TDTR). Sometimes thermal 
boundary conductance between metal and silicon is very low in comparison to the thermal 
conductivity of the silicon. As a result, a very small amount of heat is transferred from the metal 
film to the silicon and the heat dissipates as soon as it reaches the silicon due to its high thermal 
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conductivity and small pulse duration. This makes the measurement very difficult. Besides, TBC 
measurement for a thick metal layer is complicated because of low penetration depth.   
 On the other hand, STR uses continuous wave lasers which allows the full sample to be 
hetated uniformly. Besides, pump and probe lasers are applied from opposite sides of the sample. 
This helps with the detection of any small amount of heat in the silicon layer transferred via low 
TBC. The measurement can be done in three simple steps as shown in Figure 7.1. 
 
 
Figure 7.1 Thermal boundary conductance measurement steps. Temperature measured a) only 
on Si, b) only on metal film, c) on Si + metal film 
 
 Thermal conductivity of silicon and metal films will be measured in the first and second 
steps, respectively. In the third step, a metal film of same thickness will be deposited on the silicon 
film and thermal conductivity will be measured. Finally, It is necessary to develop an analytical 
model to extract Si and metal film conductivity from the final measurement to provide TBC.  
 
2. Thermal conductivity of thin film with phononic crystals 
 Thin film thermal conductivity decreases with reduced thickness due to 
phonon scattering from the boundary. In the thin film, defects can also be rendered to scatter more 
phonons and reduce thermal conductivity to a very low level. The defects can be square or circular 
holes or an array of the holes in thin film. This type of structure is interpreted as phononic crystals 
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(PNCs). The dimension of these structure is less than the phonon mean free path. As a result, PNCs 
work as phonon scatterers in the membrane. Such decrease in conductivity is particularly useful 
for thermoelectric applications where higher thermal to electrical conversion efficiency can be 
achieved by reducing thermal conductance. Figure 7.2 shows the PNCs fabricated in silicon.  
 
 
Figure 7.2 Scanning electron microscope image of Phononic crystals fabricated in silicon.  
 
 It is understandable that the probe laser will not be reflected if it is focused on PNCs. 
Therefore, PNCs will be fabricated in certain areas of the cantilever (10% - 50% area) instead of 
over the full cantilever and the solid region of cantilever will reflect the probe laser. Analytical 
models need to be developed based on first principles to analyze the thermal conductivity. Fourier 
equation-based models will not be applicable because heat does not transport continuously in these 
structures.  
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Appendix A - 1D Heat Diffusion Model 
 
%This MATLAB program calculates temperature for one-dimensional heat transfer 
%in solid. The code is able to analyze heat in three different regimes of 
%heat conduction; steady-state, transient and harmonic. 
%In steady-state a constant heat flux is given as input and defined as 
%I in the code. 
%In transient analysis constant heat flux is needed a time as well has to 
%be defined over which transient response will be observed. 
%For harmonic analysis, a modulation amplitude A is provided on top of 
%constant heat flux. Here the frequency is needed to be mentioned. 
%Again, there are three options of heat analysis in transient and 
%harmonic. First option will provide temperature vs time graph for 
%different point along the length of the solid. The second option will 
%provide temperature vs time graph only at the mentioned position of the 
%solid. Third option will look at temperature at any given time along the 
%length of the solid and provide temperature vs length graph. 
 
clear; 
clc; 
%Define States 
s = menu('Steady State or Transient or Harmonic:', 'Steady State', 
'Transient', 'Harmonic'); 
%Define Parameters 
width = 100.000e-6;         %{m} 
thickness = 100.000e-6;     %{m} 
Area = width*thickness;     %{m^2} 
I = 8e-4/Area;              %{Watt/m^2} 
A = 8e-4/Area;              %{Watt/m^2} 
L_in = input('Length of the cantilever beam in micron:');      
%{micron}{Actual Length of the beam} 
L = (L_in)/1e6;             %{m}{Length of the beam after subtracting Al pad 
length+5 micron clearence border} 
C = 679.0;                  %{J/kg.K} 
p = 2328.0;                 %{kg/m^3} 
K = 897.03;                 %{Watt/m.K} 
T = 50;                     %{K} 
diff =K/(p*C);              %{m^2/s} 
Tao = (4/(pi^2)*((L^2)/diff)); 
iteration=0; 
if s == 3 
    delete Harmonic.xlsx; 
    %Define Data Points 
    m = menu('Do you want data on all points along the length?', 'Yes', 
'No','Del_T vs x graph'); 
    if m==1 
        f = input('Frequency in HZ:');      %{HZ} 
        w = 2*pi*f;                         %{rad/s} 
        t_i=input('Initial time(s):');      %{s} 
        t_o = input('Final time(s):');      %{s} 
        all_T=zeros(length(t_i:(t_o-t_i)/1000:t_o),10); 
        RT=zeros(length(t_i:(t_o-t_i)/1000:t_o),1); 
        time=zeros(length(t_i:(t_o-t_i)/1000:t_o),1); 
        for x =1:10 
 135 
            d_x=x/10; 
            iteration=0; 
            for t=t_i:((t_o-t_i)/1000):t_o 
                iteration=iteration+1; 
                %Demensionless 
                d_w = w*(L^2)/diff; 
                d_i=(L*I)/(T*K); 
                d_a=(A*L)/(T*K); 
                d_t=diff*t/(L^2); 
                %Equation 
                fun0 = d_x*(d_i+(d_a*sin(d_w*d_t))); 
                total = 0; 
                for n = 1:10000 
                    kn=(n-1/2)*pi; 
                    fun1=2.0*((-1)^n)/((kn^2)*((kn^4)+(d_w^2))); 
                    fun2=((d_i*((kn^4)+(d_w^2))-((kn^2)*d_w*d_a))*exp(-
(kn^2)*d_t)); 
                    
fun3=(kn^2)*d_w*d_a*cos(d_w*d_t)+(d_w^2)*(d_a*sin(d_w*d_t)); 
                    fun4=(fun3)*sin(kn*d_x); 
                    fun6=fun1*fun4; 
                    total=total + fun6; 
                end 
                d_T = total + fun0; 
                RT(iteration,1) = d_T*T; 
                all_T(iteration,x)=d_T*T; 
                fprintf('Temperature: %f k \n', RT); 
                time(iteration,1) = t; 
            end 
            hold on; 
            h(x)=plot(time,RT,'linewidth',2); 
            legendInfo{x} = ['X = ' num2str(d_x)]; 
            legend(legendInfo); 
        end 
        xlabel('Time (s)'); 
        ylabel('Temperature Difference (K)'); 
        set(findall(gcf,'-property','FontSize'),'FontSize',14); 
        hold off; 
        filename = 'Harmonic.xlsx'; 
        xlswrite(filename,all_T,'Sheet1','B2'); 
        xlswrite(filename,time,'Sheet1','A2'); 
        q = {'Temperature(k)'}; 
        r = {'Time(sec)'}; 
        xlswrite(filename,q,'Sheet1','B1:K1'); 
        xlswrite(filename,r,'Sheet1','A1'); 
    elseif m==2 
        x_1 = input('Position in micron:');     %{µm} 
        x = x_1/1e6;                            %{m} 
        f = input('Frequency in HZ:');          %{HZ} 
        w = 2*pi*f;                             %{rad/s} 
        t_i=input('Initial time(s):');          %{s} 
        t_o = input('Final time(s):');          %{s} 
        iteration=0; 
        RT=zeros(length(t_i:(t_o-t_i)/100:t_o),1); 
        time=zeros(length(t_i:(t_o-t_i)/100:t_o),1); 
        for t=t_i:((t_o-t_i)/100):t_o 
            iteration=iteration+1; 
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            %Demensionless 
            d_w = w*(L^2)/diff; 
            d_i=(L*I)/(T*K); 
            d_a=(A*L)/(T*K); 
            d_x=x/L; 
            d_t=diff*t/(L^2); 
            %Equation 
            fun0 = d_x*(d_i+(d_a*sin(d_w*d_t))); 
            total = 0; 
            for n = 1:10000 
                kn=(n-1/2)*pi; 
                fun1=2.0*((-1)^n)/((kn^2)*((kn^4)+(d_w^2))); 
                fun2=((d_i*((kn^4)+(d_w^2))-((kn^2)*d_w*d_a))*exp(-
(kn^2)*d_t)); 
                fun3=(kn^2)*d_w*d_a*cos(d_w*d_t)+(d_w^2)*(d_a*sin(d_w*d_t)); 
                fun4=(fun3)*sin(kn*d_x); 
                fun6=fun1*fun4; 
                total=total + fun6; 
            end 
            d_T = total + fun0; 
            RT(iteration,1) = d_T*T; 
            fprintf('Temperature: %f k \n', RT); 
            time(iteration,1) = t; 
        end 
        filename = 'Harmonic.xlsx'; 
        xlswrite(filename,RT,'Sheet1','B2'); 
        xlswrite(filename,time,'Sheet1','A2'); 
        q = {'Temperature(k)'}; 
        r = {'Time(sec)'}; 
        xlswrite(filename,q,'Sheet1','B1'); 
        xlswrite(filename,r,'Sheet1','A1'); 
        num = xlsread('Harmonic.xlsx'); 
        plot(num(:,1),num(:,2)); 
        saveas(gcf,'Harmonic.fig'); 
    elseif m==3 
        %Define Frequency Mode 
        u=menu('What type of frequency do you want?','Single 
Frequency','Multiple Frequency'); 
        if u==1 
            f = input('Frequency in HZ:');          %{HZ} 
            t = input('Time (s):');                 %{s} 
            iteration =0; 
            w = 2*pi*f; 
            for x =1:1000 
                d_x=x/1000; 
                %Demensionless 
                d_w = w*(L^2)/diff; 
                d_i=(L*I)/(T*K); 
                d_a=(A*L)/(T*K); 
                d_t=diff*t/(L^2); 
                %Equation 
                fun0 = d_x*(d_i+(d_a*sin(d_w*d_t))); 
                total = 0; 
                for n = 1:10000 
                    kn=(n-1/2)*pi; 
                    fun1=2.0*((-1)^n)/((kn^2)*((kn^4)+(d_w^2))); 
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                    fun2=((d_i*((kn^4)+(d_w^2))-((kn^2)*d_w*d_a))*exp(-
(kn^2)*d_t)); 
                    
fun3=(kn^2)*d_w*d_a*cos(d_w*d_t)+(d_w^2)*(d_a*sin(d_w*d_t)); 
                    fun4=(fun2+fun3)*sin(kn*d_x); 
                    fun6=fun1*fun4; 
                    total=total + fun6; 
                end 
                d_T = total + fun0; 
                RT(x,1) = d_T*T; 
                fprintf('Temperature: %f k \n', RT); 
                len(x,1) = d_x; 
            end 
            plot(len,RT); 
        elseif u==2 
            f = input('Frequency in HZ:');          %{HZ} 
            t = input('Time (s):');                 %{s} 
            iteration =0; 
            for feq =1:f/10:f 
                iteration = iteration +1; 
                w = 2*pi*feq; 
                for x =1:10 
                    d_x=x/10; 
                    %Demensionless 
                    d_w = w*(L^2)/diff; 
                    d_i=(L*I)/(T*K); 
                    d_a=(A*L)/(T*K); 
                    d_t=diff*t/(L^2); 
                    %Equation 
                    fun0 = d_x*(d_i+(d_a*sin(d_w*d_t))); 
                    total = 0; 
                    for n = 1:10000 
                        kn=(n-1/2)*pi; 
                        fun1=2.0*((-1)^n)/((kn^2)*((kn^4)+(d_w^2))); 
                        fun2=((d_i*((kn^4)+(d_w^2))-((kn^2)*d_w*d_a))*exp(-
(kn^2)*d_t)); 
                        
fun3=(kn^2)*d_w*d_a*cos(d_w*d_t)+(d_w^2)*(d_a*sin(d_w*d_t)); 
                        fun4=(fun2+fun3)*sin(kn*d_x); 
                        fun6=fun1*fun4; 
                        total=total + fun6; 
                    end 
                    d_T = total + fun0; 
                    RT(x,1) = d_T*T; 
                    fprintf('Temperature: %f k \n', RT); 
                    len(x,1) = d_x; 
                end 
                hold on; 
                h(iteration)=plot(len,RT,'linewidth',2); 
                legendInfo{iteration} = ['f = ' num2str(feq)]; 
                legend(legendInfo); 
            end 
        end 
    end 
elseif s == 2 
    delete Transient.xlsx; 
    %Define Data Points 
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    m = menu('Do you want data on all points along the length?', 'Yes', 
'No','Del_T vs x graph'); 
    if m==1 
        t_i=input('Initial time(s):');          %{s} 
        t_o = input('Final time(s):');          %{s} 
        RT=zeros(length(t_i:(t_o-t_i)/100:t_o),1); 
        time=zeros(length(t_i:(t_o-t_i)/100:t_o),1); 
        for x =1:10 
            d_x=x/10; 
            iteration=0; 
            for t=t_i:((t_o-t_i)/100):t_o 
                iteration=iteration+1; 
                %Demensionless 
                d_w = 0; 
                d_a= 0; 
                d_i=(L*I)/(T*K); 
                d_t=diff*t/(L^2); 
                %Equation 
                fun0 = d_x*(d_i+(d_a*sin(d_w*d_t))); 
                total = 0; 
                for n = 1:10000 
                    kn=(n-1/2)*pi; 
                    fun1=2.0*((-1)^n)/(kn^2); 
                    fun2=d_i*exp(-(kn^2)*d_t); 
                    fun3=sin(kn*d_x); 
                    fun4=d_x*kn*(cos(kn)-1)/((-1)^n); 
                    fun5=fun1*fun2*fun3; 
                    total=total + fun5; 
                end 
                d_T = total + fun0; 
                RT(iteration,1) = d_T*T; 
                all_T(iteration,x)=d_T*T; 
                fprintf('Temperature: %f k \n', RT); 
                time(iteration,1) = t; 
            end 
            hold on; 
            h(x)=plot(time,RT,'linewidth',2); 
            legendInfo{x} = ['X = ' num2str(d_x)]; 
            legend(legendInfo); 
        end 
        xlabel('Time (s)'); 
        ylabel('Temperature Difference (K)'); 
        set(findall(gcf,'-property','FontSize'),'FontSize',14); 
        hold off; 
        filename = 'Transient.xlsx'; 
        xlswrite(filename,all_T,'Sheet1','B2'); 
        xlswrite(filename,time,'Sheet1','A2'); 
        q = {'Temperature(k)'}; 
        r = {'Time(sec)'}; 
        xlswrite(filename,q,'Sheet1','B1:K1'); 
        xlswrite(filename,r,'Sheet1','A1'); 
    elseif m==2 
        x_1 = input('Position in micron:'); 
        x = x_1/1e6; 
        t_i=input('Initial time(s):');          %{s} 
        t_o = input('Final time(s):');          %{s} 
        iteration=0; 
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        RT=zeros(length(t_i:(t_o-t_i)/100:t_o),1); 
        time=zeros(length(t_i:(t_o-t_i)/100:t_o),1); 
        for t=t_i:((t_o-t_i)/100):t_o 
            iteration=iteration+1; 
            %Demensionless 
            d_w = 0; 
            d_a= 0; 
            d_i=(L*I)/(T*K); 
            d_x=x/L; 
            d_t=diff*t/(L^2); 
            %Equation 
            fun0 = d_x*(d_i+(d_a*sin(d_w*d_t))); 
            total = 0; 
            for n = 1:10000 
                kn=(n-1/2)*pi; 
                fun1=2.0*((-1)^n)/(kn^2); 
                fun2=d_i*exp(-(kn^2)*d_t); 
                fun3=sin(kn*d_x); 
                fun4=d_x*kn*(cos(kn)-1)/((-1)^n); 
                fun5=fun1*fun2*fun3; 
                total=total + fun5; 
            end 
            d_T = total + fun0; 
            RT(iteration,1) = d_T*T; 
            fprintf('Temperature: %f k \n', RT); 
            time(iteration,1) = t; 
        end 
        filename = 'Transient.xlsx'; 
        xlswrite(filename,RT,'Sheet1','B2'); 
        xlswrite(filename,time,'Sheet1','A2'); 
        q = {'Temperature(k)'}; 
        r = {'Time(sec)'}; 
        xlswrite(filename,q,'Sheet1','B1'); 
        xlswrite(filename,r,'Sheet1','A1'); 
        num = xlsread('Transient.xlsx'); 
        plot(num(:,1),num(:,2)); 
        saveas(gcf,'Transient.fig'); 
        xlabel('Time (s)'); 
        ylabel('Temperature Difference (K)'); 
        set(findall(gcf,'-property','FontSize'),'FontSize',14); 
    elseif m==3 
        t = input('Time (s):'); 
        iteration =0; 
        for x =1:10 
            d_x=x/10; 
            %Demensionless 
            d_w = 0; 
            d_a= 0; 
            d_i=(L*I)/(T*K); 
            d_t=diff*t/(L^2); 
            %Equation 
            fun0 = d_x*(d_i+(d_a*sin(d_w*d_t))); 
            total = 0; 
            for n = 1:10000 
                kn=(n-1/2)*pi; 
                fun1=2.0*((-1)^n)/(kn^2); 
                fun2=d_i*exp(-(kn^2)*d_t); 
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                fun3=sin(kn*d_x); 
                fun4=d_x*kn*(cos(kn)-1)/((-1)^n); 
                fun5=fun1*fun2*fun3; 
                total=total + fun5; 
            end 
            d_T = total + fun0; 
            RT(x,1) = d_T*T; 
            fprintf('Temperature: %f k \n', RT); 
            len(x,1) = d_x; 
        end 
        plot(len,RT); 
        xlabel('Length'); 
        ylabel('Temperature Difference (K)'); 
        set(findall(gcf,'-property','FontSize'),'FontSize',14); 
        hold off; 
    end 
elseif s == 1 
    delete Steady_State.xlsx; 
    %Demensionless 
    d_i=(L*I)/(T*K); 
    Position=zeros(length(0:0.1:1),1); 
    RT=zeros(length(0:0.1:1),1); 
    iteration=0; 
    for x= 0:L/10:L 
        d_x=x/L; 
        iteration=iteration+1; 
        %Equation 
        d_T = d_x*d_i; 
        RT(iteration,1) = d_T*T; 
        fprintf('Temperature: %f k \n', RT); 
        Position(iteration,1) = d_x*L*100; 
    end 
    filename = 'Steady_State.xlsx'; 
    xlswrite(filename,RT,'Sheet1','B2'); 
    xlswrite(filename,Position,'Sheet1','A2'); 
    q = {'Temperature(k)'}; 
    r = {'Dimensional Distance'}; 
    xlswrite(filename,q,'Sheet1','B1'); 
    xlswrite(filename,r,'Sheet1','A1'); 
    num = xlsread('Steady_State.xlsx'); 
    plot(num(:,1),num(:,2)); 
    saveas(gcf,'Steady_State.fig'); 
end 
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Appendix B – Wavelength Dependence of Optical Properties  
 
%This MATLAB program calculates reflectivity, 
%transmittivity, and absorptivity as a function of the wavelength. 
%This is done for a perfectly smooth surface considering interference 
%effects. Coherence length must be determined by the user to see if this 
%is and appropriate assumption or not. 
% 
%input files: lambda is in nm 
%All the input files contain n and k values for 300nm to 1600nm wavelength 
%with an interval of 1nm. If new materials need to be added please follow 
%the format. n and k for most of the materials are taken from 
https://refractiveindex.info 
% 
%Variables used in this program 
%INDEXING VARIABLES:  A, B, C, D, E, F, G 
%numlay = number of material layers in the problem 
%matlbylayer = a column vector, the row number is the material layer number 
%   and the number in that position is the material 
%props = is the master materials' properties matrix containing: 
%   lambda first, then n1 / k1 / n2 / k2 / etc 
%r = amplitude reflection coefficient as calculated from the Fresnel 
Equations 
%t = amplitude transmission coefficient as calculated from the Fresnel 
%Equations 
%h = is the thicknesses of the layers 
%beta = is a named variable containing h and lambda (among other things) 
%rembed = is the embedded amp refl coeff 
%tembed = is the embedded amp trans coeff 
%reflectivity = as advertised 
%transmissivity = as advertised 
%absorptivity = as advertised 
  
clear all; 
clc; 
  
%Define inputs 
  
answer = inputdlg('How many layers are in the problem? >','Number of 
layers',[1 20],{'3'}); 
numlay = str2num( answer{:} ); 
  
prompt = {'Please list the layers, using their material number listed below, 
from the first layer that is encounter by the EM wave to the last layer it 
encounters, in this format [1;5;23;etc...]. The materials that you have to 
choose from are:  1-Al  2-Au  3-Sn  4-Pb  5-Cr  6-Pt  7-In  8-Ge  9-ZnSe  10-
SiO  11-SiO2  12-Ag  13-H20  14-Air  15-Vacuum  16-Si  '}; 
title = 'Select Layers'; 
dims = [1 100]; 
definput = {'[14;16;14]'}; 
% opts.Interpreter = 'tex' 
answer = inputdlg(prompt,title,dims,definput); 
matlbylayer = str2num( answer{:} ); 
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%Read in the material data 
  
for a = 1 : numlay 
    if matlbylayer(a,1) == 1 
        al = xlsread('Al_data.xlsx'); 
    elseif matlbylayer(a,1) == 2 
        au = xlsread('Au_data'); 
    elseif matlbylayer(a,1) == 3 
        sn = xlsread('Tin_data.xlsx'); 
    elseif matlbylayer(a,1) == 4 
        pb = xlsread('Pb_data.xlsx'); 
    elseif matlbylayer(a,1) == 5 
        cr = xlsread('Cr_data.xlsx'); 
    elseif matlbylayer(a,1) == 6 
        pt = xlsread('Pt_data.xlsx'); 
    elseif matlbylayer(a,1) == 7 
        in = fopen('Indium.xlsx'); 
    elseif matlbylayer(a,1) == 8 
        ge = xlsread('Germanium.xlsx'); 
    elseif matlbylayer(a,1) == 9 
        znse = fopen('ZnSe_data.xlsx'); 
    elseif matlbylayer(a,1) == 10 
        sio = xlsread('SiO_data.xlsx'); 
    elseif matlbylayer(a,1) == 11 
        sio2 = xlsread('SiO2_data.xlsx'); 
    elseif matlbylayer(a,1) == 12 
        ag = xlsread('Ag_data.xlsx'); 
   elseif matlbylayer(a,1) == 13 
        h2o = xlsread('H2O_data.xlsx'); 
    elseif matlbylayer(a,1) == 14 
        air = xlsread('Air_data.xlsx'); 
    elseif matlbylayer(a,1) == 15 
        vac = xlsread('Vacuum_data.xlsx'); 
    elseif matlbylayer(a,1) == 16 
        si = xlsread('Si_data.xlsx'); 
    end 
end         
  
%construct the master materials' properties matrix 
  
%first read in the first 3 columns of props which will consist of lambda 
%then n and then k 
  
props = zeros(1301,2*numlay+1); 
  
if matlbylayer(1,1) == 1 
    for a = 1 : length(al) 
        props(a,1) = al(a,1); %lambda 
        props(a,2) = al(a,2); %n value 
        props(a,3) = al(a,3); %k value 
    end 
elseif matlbylayer(1,1) == 2 
    for a = 1 : length(au) 
        props(a,1) = au(a,1); %lambda 
        props(a,2) = au(a,2); %n value 
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        props(a,3) = au(a,3); %k value 
    end 
elseif matlbylayer(1,1) == 3 
    for a = 1 : length(sn) 
        props(a,1) = sn(a,1); %lambda 
        props(a,2) = sn(a,2); %n value 
        props(a,3) = sn(a,3); %k value 
    end 
elseif matlbylayer(1,1) == 4 
    for a = 1 : length(pb) 
        props(a,1) = pb(a,1); %lambda 
        props(a,2) = pb(a,2); %n value 
        props(a,3) = pb(a,3); %k value 
    end 
elseif matlbylayer(1,1) == 5 
    for a = 1 : length(cr) 
        props(a,1) = cr(a,1); %lambda 
        props(a,2) = cr(a,2); %n value 
        props(a,3) = cr(a,3); %k value 
    end 
elseif matlbylayer(1,1) == 6 
    for a = 1 : length(pt) 
        props(a,1) = pt(a,1); %lambda 
        props(a,2) = pt(a,2); %n value 
        props(a,3) = pt(a,3); %k value 
    end 
elseif matlbylayer(1,1) == 7 
    for a = 1 : length(in) 
        props(a,1) = in(a,1); %lambda 
        props(a,2) = in(a,2); %n value 
        props(a,3) = in(a,3); %k value 
    end 
elseif matlbylayer(1,1) == 8 
    for a = 1 : length(ge) 
        props(a,1) = ge(a,1); %lambda 
        props(a,2) = ge(a,2); %n value 
        props(a,3) = ge(a,3); %k value 
    end 
elseif matlbylayer(1,1) == 9 
    for a = 1 : length(znse) 
        props(a,1) = znse(a,1); %lambda 
        props(a,2) = znse(a,2); %n value 
        props(a,3) = znse(a,3); %k value 
    end 
elseif matlbylayer(1,1) == 10 
    for a = 1 : length(sio) 
        props(a,1) = sio(a,1); %lambda 
        props(a,2) = sio(a,2); %n value 
        props(a,3) = sio(a,3); %k value 
    end 
elseif matlbylayer(1,1) == 11 
    for a = 1 : length(sio2) 
        props(a,1) = sio2(a,1); %lambda 
        props(a,2) = sio2(a,2); %n value 
        props(a,3) = sio2(a,3); %k value 
    end 
elseif matlbylayer(1,1) == 12 
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    for a = 1 : length(ag) 
        props(a,1) = ag(a,1); %lambda 
        props(a,2) = ag(a,2); %n value 
        props(a,3) = ag(a,3); %k value 
    end 
elseif matlbylayer(1,1) == 13 
    for a = 1 : length(h2o) 
        props(a,1) = h2o(a,1); %lambda 
        props(a,2) = h2o(a,2); %n value 
        props(a,3) = h2o(a,3); %k value 
    end 
elseif matlbylayer(1,1) == 14 
    for a = 1 : length(air) 
        props(a,1) = air(a,1); %lambda 
        props(a,2) = air(a,2); %n value 
        props(a,3) = air(a,3); %k value 
    end 
elseif matlbylayer(1,1) == 15 
%again, we will incorporate the constant properties for a vacuum later     
    if matlbylayer(2,1) == 1 
        for a = 1 : length(al) 
        props(a,1) = al(a,1); %lambda 
        props(a,2) = al(a,2); %n value 
        props(a,3) = al(a,3); %k value 
        end 
    elseif matlbylayer(2,1) == 2 
        for a = 1 : length(au) 
            props(a,1) = au(a,1); %lambda 
            props(a,2) = au(a,2); %n value 
            props(a,3) = au(a,3); %k value 
        end 
    elseif matlbylayer(2,1) == 3 
        for a = 1 : length(sn) 
            props(a,1) = sn(a,1); %lambda 
            props(a,2) = sn(a,2); %n value 
            props(a,3) = sn(a,3); %k value 
        end 
    elseif matlbylayer(2,1) == 4 
        for a = 1 : length(pb) 
            props(a,1) = pb(a,1); %lambda 
            props(a,2) = pb(a,2); %n value 
            props(a,3) = pb(a,3); %k value 
        end 
    elseif matlbylayer(2,1) == 5 
        for a = 1 : length(cr) 
            props(a,1) = cr(a,1); %lambda 
            props(a,2) = cr(a,2); %n value 
            props(a,3) = cr(a,3); %k value 
        end 
    elseif matlbylayer(2,1) == 6 
        for a = 1 : length(pt) 
            props(a,1) = pt(a,1); %lambda 
            props(a,2) = pt(a,2); %n value 
            props(a,3) = pt(a,3); %k value 
        end 
    elseif matlbylayer(2,1) == 7 
        for a = 1 : length(in) 
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            props(a,1) = in(a,1); %lambda 
            props(a,2) = in(a,2); %n value 
            props(a,3) = in(a,3); %k value 
        end 
    elseif matlbylayer(2,1) == 8 
        for a = 1 : length(ge) 
            props(a,1) = ge(a,1); %lambda 
            props(a,2) = ge(a,2); %n value 
            props(a,3) = ge(a,3); %k value 
        end 
    elseif matlbylayer(2,1) == 9 
        for a = 1 : length(znse) 
            props(a,1) = znse(a,1); %lambda 
            props(a,2) = znse(a,2); %n value 
            props(a,3) = znse(a,3); %k value 
        end 
    elseif matlbylayer(2,1) == 10 
        for a = 1 : length(sio) 
            props(a,1) = sio(a,1); %lambda 
            props(a,2) = sio(a,2); %n value 
            props(a,3) = sio(a,3); %k value 
        end 
    elseif matlbylayer(2,1) == 11 
        for a = 1 : length(sio2) 
            props(a,1) = sio2(a,1); %lambda 
            props(a,2) = sio2(a,2); %n value 
            props(a,3) = sio2(a,3); %k value 
        end 
    elseif matlbylayer(2,1) == 12 
        for a = 1 : length(ag) 
            props(a,1) = ag(a,1); %lambda 
            props(a,2) = ag(a,2); %n value 
            props(a,3) = ag(a,3); %k value 
        end 
    elseif matlbylayer(2,1) == 13 
        for a = 1 : length(h2o) 
            props(a,1) = h2o(a,1); %lambda 
            props(a,2) = h2o(a,2); %n value 
            props(a,3) = h2o(a,3); %k value 
        end 
    elseif matlbylayer(2,1) == 14 
        for a = 1 : length(air) 
            props(a,1) = air(a,1); %lambda 
            props(a,2) = air(a,2); %n value 
            props(a,3) = air(a,3); %k value 
        end     
    elseif matlbylayer(2,1) == 16 
        for a = 1 : length(si) 
            props(a,1) = si(a,1); %lambda 
            props(a,2) = si(a,2); %n value 
            props(a,3) = si(a,3); %k value 
        end 
    end  
%back to the original (non-vacuum) if statement     
elseif matlbylayer(1,1) == 16 
    for a = 1 : length(si) 
        props(a,1) = si(a,1); %lambda 
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        props(a,2) = si(a,2); %n value 
        props(a,3) = si(a,3); %k value 
    end 
end  
%This section sorts the data according to the available wavelengths for 
%each material. Here we first keep all values of lambda for material one. 
%Then we inspect material two's wavelengths if there isn't a match with 
%material one then it puts a zero in props(x,1). Then later we will remove 
%that row. If there is data for that wavelength for material 2 then we 
%write data into the corresponding columns of that wavelength (row). 
for a = 2 : numlay 
    if matlbylayer(a,1) == 1 
        for b = 1 : length(props) 
            c = 0; 
            for d = 1 : length(al) 
                if props(b,1) == al(d,1) 
                    props(b,2*a) = al(d,2); 
                    props(b,2*a+1) = al(d,3); 
                    g = 0; 
                else 
                    c = c + 1; 
                end     
                if c == length(al) 
                    props(b,1) = 0; %Here we set the lambda = 0 and remember 
we must go back and remove all values associated with that lambda 
                end 
            end     
        end 
    end     
    if matlbylayer(a,1) == 2 
        for b = 1 : length(props) 
            c = 0; 
            for d = 1 : length(au) 
                if props(b,1) == au(d,1) 
                    props(b,2*a) = au(d,2); 
                    props(b,2*a+1) = au(d,3); 
                    c = 0; 
                else 
                    c = c + 1; 
                end     
                if c == length(au) 
                    props(b,1) = 0; %Here we set the lambda = 0 and remember 
we must go back and remove all values associated with that lambda 
                end 
            end     
        end 
    end 
    if matlbylayer(a,1) == 3 
        for b = 1 : length(props) 
            c = 0; 
            for d = 1 : length(sn) 
                if props(b,1) == sn(d,1) 
                    props(b,2*a) = sn(d,2); 
                    props(b,2*a+1) = sn(d,3); 
                    c = 0; 
                else 
                    c = c + 1; 
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                end     
                if c == length(sn) 
                    props(b,1) = 0; %Here we set the lambda = 0 and remember 
we must go back and remove all values associated with that lambda 
                end 
            end     
        end 
    end 
    if matlbylayer(a,1) == 4 
        for b = 1 : length(props) 
            c = 0; 
            for d = 1 : length(pb) 
                if props(b,1) == pb(d,1) 
                    props(b,2*a) = pb(d,2); 
                    props(b,2*a+1) = pb(d,3); 
                    c = 0; 
                else 
                    c = c + 1; 
                end     
                if c == length(pb) 
                    props(b,1) = 0; %Here we set the lambda = 0 and remember 
we must go back and remove all values associated with that lambda 
                end 
            end     
        end 
    end 
    if matlbylayer(a,1) == 5 
        for b = 1 : length(props) 
            c = 0; 
            for d = 1 : length(cr) 
                if props(b,1) == cr(d,1) 
                    props(b,2*a) = cr(d,2); 
                    props(b,2*a+1) = cr(d,3); 
                    c = 0; 
                else 
                    c = c + 1; 
                end     
                if c == length(cr) 
                    props(b,1) = 0; %Here we set the lambda = 0 and remember 
we must go back and remove all values associated with that lambda 
                end 
            end     
        end 
    end 
    if matlbylayer(a,1) == 6 
        for b = 1 : length(props) 
            c = 0; 
            for d = 1 : length(pt) 
                if props(b,1) == pt(d,1) 
                    props(b,2*a) = pt(d,2); 
                    props(b,2*a+1) = pt(d,3); 
                    c = 0; 
                else 
                    c = c + 1; 
                end     
                if c == length(pt) 
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                    props(b,1) = 0; %Here we set the lambda = 0 and remember 
we must go back and remove all values associated with that lambda 
                end 
            end     
        end 
    end 
    if matlbylayer(a,1) == 7 
        for b = 1 : length(props) 
            c = 0; 
            for d = 1 : length(in) 
                if props(b,1) == in(d,1) 
                    props(b,2*a) = in(d,2); 
                    props(b,2*a+1) = in(d,3); 
                    c = 0; 
                else 
                    c = c + 1; 
                end     
                if c == length(in) 
                    props(b,1) = 0; %Here we set the lambda = 0 and remember 
we must go back and remove all values associated with that lambda 
                end 
            end     
        end 
    end 
    if matlbylayer(a,1) == 8 
        for b = 1 : length(props) 
            c = 0; 
            for d = 1 : length(ge) 
                if props(b,1) == ge(d,1) 
                    props(b,2*a) = ge(d,2); 
                    props(b,2*a+1) = ge(d,3); 
                    c = 0; 
                else 
                    c = c + 1; 
                end     
                if c == length(ge) 
                    props(b,1) = 0; %Here we set the lambda = 0 and remember 
we must go back and remove all values associated with that lambda 
                end 
            end     
        end 
    end 
    if matlbylayer(a,1) == 9 
        for b = 1 : length(props) 
            c = 0; 
            for d = 1 : length(znse) 
                if props(b,1) == znse(d,1) 
                    props(b,2*a) = znse(d,2); 
                    props(b,2*a+1) = znse(d,3); 
                    c = 0; 
                else 
                    c = c + 1; 
                end     
                if c == length(znse) 
                    props(b,1) = 0; %Here we set the lambda = 0 and remember 
we must go back and remove all values associated with that lambda 
                end 
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            end     
        end 
    end 
    if matlbylayer(a,1) == 10 
        for b = 1 : length(props) 
            c = 0; 
            for d = 1 : length(sio) 
                if props(b,1) == sio(d,1) 
                    props(b,2*a) = sio(d,2); 
                    props(b,2*a+1) = sio(d,3); 
                    c = 0; 
                else 
                    c = c + 1; 
                end     
                if c == length(sio) 
                    props(b,1) = 0; %Here we set the lambda = 0 and remember 
we must go back and remove all values associated with that lambda 
                end 
            end     
        end 
    end 
    if matlbylayer(a,1) == 11 
        for b = 1 : length(props) 
            c = 0; 
            for d = 1 : length(sio2) 
                if props(b,1) == sio2(d,1) 
                    props(b,2*a) = sio2(d,2); 
                    props(b,2*a+1) = sio2(d,3); 
                    c = 0; 
                else 
                    c = c + 1; 
                end     
                if c == length(sio2) 
                    props(b,1) = 0; %Here we set the lambda = 0 and remember 
we must go back and remove all values associated with that lambda 
                end 
            end     
        end 
    end 
    if matlbylayer(a,1) == 12 
        for b = 1 : length(props) 
            c = 0; 
            for d = 1 : length(ag) 
                if props(b,1) == ag(d,1) 
                    props(b,2*a) = ag(d,2); 
                    props(b,2*a+1) = ag(d,3); 
                    c = 0; 
                else 
                    c = c + 1; 
                end     
                if c == length(ag) 
                    props(b,1) = 0; %Here we set the lambda = 0 and remember 
we must go back and remove all values associated with that lambda 
                end 
            end     
        end 
    end 
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    if matlbylayer(a,1) == 13 
        for b = 1 : length(props) 
            c = 0; 
            for d = 1 : length(h2o) 
                if props(b,1) == h2o(d,1) 
                    props(b,2*a) = h2o(d,2); 
                    props(b,2*a+1) = h2o(d,3); 
                    c = 0; 
                else 
                    c = c + 1; 
                end     
                if c == length(h2o) 
                    props(b,1) = 0; %Here we set the lambda = 0 and remember 
we must go back and remove all values associated with that lambda 
                end 
            end     
        end 
    end 
    if matlbylayer(a,1) == 14 
        for b = 1 : length(props) 
            c = 0; 
            for d = 1 : length(air) 
                if props(b,1) == air(d,1) 
                    props(b,2*a) = air(d,2); 
                    props(b,2*a+1) = air(d,3); 
                    c = 0; 
                else 
                    c = c + 1; 
                end     
                if c == length(air) 
                    props(b,1) = 0; %Here we set the lambda = 0 and remember 
we must go back and remove all values associated with that lambda 
                end 
            end     
        end 
    end 
    if matlbylayer(a,1) == 16 
        for b = 1 : length(props) 
            c = 0; 
            for d = 1 : length(si) 
                if props(b,1) == si(d,1) 
                    props(b,2*a) = si(d,2); 
                    props(b,2*a+1) = si(d,3); 
                    c = 0; 
                else 
                    c = c + 1; 
                end     
                if c == length(si) 
                    props(b,1) = 0; %Here we set the lambda = 0 and remember 
we must go back and remove all values associated with that lambda 
                end 
            end     
        end 
    end   
end        
  
%Gets rid of zero element rows and rows where lambda is zero 
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%********************************************** 
  
%Shifts the rows, overwriting the rows with 0 for lambda 
  
[a,b] = size(props); 
f = 1; 
for d = 1 : a 
    if props(d,1) > 0 
        for e = 1 : numlay*2+1 
            props(f,e) = props(d,e); 
        end 
        f = 1 + f; 
    end     
end   
  
%takes out the bottom rows with 0 for lambda 
  
[a,b] = size(props); 
for c = 1 : a 
    [a,b] = size(props); 
    if props(a,1) == 0 
        props(a,:) = []; 
    end     
end     
  
%trims the repeat columns from line 556-565 
  
a = f-1; 
[b,c] = size(props); 
for d = 1 : b-a 
    [e,g] = size(props); 
    props(e,:) = []; 
 end 
  
%adds in the lines for a vacuum 
  
 [a,b] = size(props); 
 props4model = zeros(a,b); 
 for c = 1 : a 
    d = 1;  
    for e = 1 : numlay 
        if matlbylayer(e,1) == 15 
            props4model(c,2*e) = 1; 
            props4model(c,2*e+1) = 0; 
        else 
            props4model(c,2*e) = props(c,2*d); 
            props4model(c,2*e+1) = props(c,2*d+1); 
            d = d + 1; 
        end 
    end 
end          
 props4model = [props(1:a,1) props4model(1:a,2:numlay*2+1)]; 
 props = props4model;           
 clear props4model 
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 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%Data ALL read in 
  
 [a,b] = size(props); 
 disp('The range of wavelengths available is (nm) :'); 
 display(props(1,1)); 
 disp('to'); 
 display(props(a,1)); 
  
 %Define layer thicknesses 
  
 answer = inputdlg('What is the thickness of each layer? (Express in 
Angstroms and this form [1;2;3;4;etc])','Thickness of each layers',[1 
35],{'[1000;1000;1000]'}); 
 h = str2num( answer{:} ); 
  
%define reflactances and transmittances for normal incidence 
%eg  r = [r12;r23;r34;r45;etc] 
  
r = zeros(a,numlay-1); 
t = zeros(a,numlay-1); 
clear i 
for c = 1 : a 
    for f = 1 : numlay-1 
    r(c,f) = ( (props(c,2*f+2) - (props(c,2*f+3)*1i)) - (props(c,2*f) - 
(props(c,2*f+1)*1i)) ) / ( (props(c,2*f+2) - (props(c,2*f+3)*1i)) + 
(props(c,2*f) - (props(c,2*f+1)*1i)) ); 
    t(c,f) = ( 2 * (props(c,2*f)-(props(c,2*f+1)*1i)) ) / ( (props(c,2*f+2) - 
(props(c,2*f+3)*1i)) + (props(c,2*f) - (props(c,2*f+1)*1i)) ); 
    end 
end     
  
%define beta 
%eg  beta = [beta1=0, beta2, beta3, etc, betan=0      all at lambda1 
%           [beta1=0, beta2, beta3, etc, betan=0      all at lamda2 
%           [beta1=0, beta2, beta3, etc, betan=0]     etc 
  
beta = zeros(a,numlay); 
  
for d = 1 : a 
    for e = 2 : numlay-1 
        beta(d,e) = ( 2 * pi * ( props(d,2*e) - (props(d,2*e+1)*1i)) * 
h(e,1)) / (props(d,1) * 10); %the lambda * 10 is to convert to angstroms 
    end 
end     
  
%embedding of r and t 
% rembed = [r13,r14,r15,r16,etc...r1n] 
  
%gotta do the rembed13 and tembed13 first and then can set up a loop to 
finish out 
%rembed 
  
rembed = zeros(a,numlay-2); 
tembed = zeros(a,numlay-2); 
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for g = 1 : a 
        rembed(g,1) = (r(g,1) + r(g,2) * exp(-1i*2*beta(g,2))) / (1 + 
((r(g,1) * r(g,2) * exp(-1i*2*beta(g,2))))); 
        tembed(g,1) = (t(g,1) * t(g,2) * exp(-1i * beta(g,2))) / (1 + 
((r(g,1) * r(g,2) * exp(-1i*2*beta(g,2))))); 
end 
  
%now do the loop 
  
for c = 1 : a 
    for d = 2 : numlay-2 
        rembed(c,d) = (rembed(c,d-1) + (r(c,d+1) * exp(-1i*2*beta(c,d+1)))) / 
(1 + (rembed(c,d-1) * (r(c,d+1) * exp(-1i*2*beta(c,d+1))))); 
        tembed(c,d) = (tembed(c,d-1) * (t(c,d+1) * exp(-1i * beta(c,d+1)))) / 
(1 + (rembed(c,d-1) * (r(c,d+1) * exp(-1i*2*beta(c,d+1))))); 
    end 
end 
  
%calculate reflectivity and transmissivity and absorptivity (note though i 
%have all data for R, T, and A at every layer increment I am choosing to 
%calculate R, T, and A for the whole system only 
  
reflectivity = zeros(a,1); 
transmissivity = zeros(a,1); 
absorptivity = zeros(a,1); 
  
for c = 1 : a 
            reflectivity(c,1) = (abs(rembed(c,numlay-2)))^2; 
            transmissivity(c,1) = (props(c,b-1) / props(c,2)) * 
(abs(tembed(c,numlay-2)))^2; 
            absorptivity(c,1) = 1 - reflectivity(c,1) - transmissivity(c,1); 
end 
plot(props(:,1),reflectivity,props(:,1),transmissivity,props(:,1),absorptivit
y); 
legend('R','T','A'); 
xlabel('Wavelength (nm)'); 
ylabel('R, T, A'); 
set(findall(gcf,'-property','FontSize'),'FontSize',14); 
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Appendix C – Thickness Dependence of Optical Properties  
 
%This MATLAB code is written as a part of 'suspended thermoreflectance (STR)' 
%calculation. 
%This calculates reflectance, absorbance and transmittance for a range of 
%thicknesses once refractive index and extinction coefficient (can also be    
% found using the code) for all the layers are given. 
% All the equations in this code are taken from 'Thin-film optical filters 
% (4th edition)' by H Angus Macleod 
clear all; 
clc; 
f = menu('Do you need to understand how this code works?', 'Yes', 'No'); 
if f == 1 
    fprintf('Proceeding to the main program\n'); 
elseif f == 2 
    figure=imshow('Explaination.JPG');   
end 
numint=input('How many interfaces are in the problem? > ');  
deltathick = input('Which layers thickness will change? >'); 
%Creating Material Properties 
nummedia = numint + 1;                                                  
%Number of media light will travel through 
s = menu('Is the first and last layers are same?', 'Yes', 'No');        %If 
they are same, no need to give same input twice 
n = zeros(nummedia,1); 
k = zeros(nummedia,1); 
m_pros = input('For how many materials you need to know refractive index and 
extinction coefficient?'); 
for x = 1:m_pros 
    m_pros2 = menu('Which material property you need to find?', 'Silver', 
'Aluminum', 'Aluminum Oxide', 'Gold', 'Chromium', 'Lead', 'Platinum', 
'Silicon', 'Silicon mono-oxide', 'Silicon di-oxide', 'Tin'); 
    if m_pros2 == 1 
        figure=openfig('Ag_n_k.fig'); 
    elseif m_pros2 == 2 
        figure=openfig('Al_n_k.fig'); 
    elseif m_pros2 == 3 
        figure=openfig('Al2O3_n_k.fig'); 
    elseif m_pros2 == 4 
        figure=openfig('Au_n_k.fig'); 
    elseif m_pros2 == 5 
        figure=openfig('Cr_n_k.fig'); 
    elseif m_pros2 == 6 
        figure=openfig('Pb_n_k.fig'); 
    elseif m_pros2 == 7 
        figure=openfig('Pt_n_k.fig'); 
    elseif m_pros2 == 8 
        figure=openfig('Si_n_k.fig'); 
    elseif m_pros2 == 9 
        figure=openfig('SiO_n_k.fig'); 
    elseif m_pros2 == 10 
        figure=openfig('SiO2_n_k.fig'); 
    elseif m_pros2 == 11 
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        figure=openfig('Sn_n_k.fig'); 
    end 
end 
if s == 1 
    for z = 1:nummedia-1 
        if z == deltathick 
            n(z,1) = input(['What is the value of n(',num2str(z),')? >']); 
            k(z,1) = input(['What is the value of k(',num2str(z),')? >']); 
        else 
            fprintf('n = 1 and k = 0 for air and Vacuum \n');  
            n(z,1) = input(['What is the value of n(',num2str(z),')? >']); 
            k(z,1) = input(['What is the value of k(',num2str(z),')? >']); 
        end    
    end 
    n(nummedia,1) = n(1,1); 
    k(nummedia,1)= k(1,1); 
elseif s == 2 
    for z = 1:nummedia 
        if z == deltathick 
            figure=openfig('Si_n_k.fig'); 
            n(z,1) = input(['What is the value of n(',num2str(z),')? >']); 
            k(z,1) = input(['What is the value of k(',num2str(z),')? >']); 
        else 
            fprintf('n = 1 and k = 0 for air and Vacuum'); 
            n(z,1) = input(['What is the value of n(',num2str(z),')? >']); 
            k(z,1) = input(['What is the value of k(',num2str(z),')? >']); 
        end 
    end 
end 
%Declaring the change of thickness of the layer whose thickness will change 
thicknessinitial = input('What thickness will the layer whose thickness 
changes start at? (nanometer) >'); 
thicknessfinal = input('What thickness will the layer whose thickness changes 
end at? (nanometer) >'); 
steps = input('How many increments, between these thicknesses, do want to 
take? > '); 
thicknesses = zeros(steps+1,1);                                                                             
%thicknesses the problem will be solved for 
thicknesses(1,1) = thicknessinitial; 
for x = 2:steps 
    thicknesses(x,1) = ((thicknessfinal-thicknessinitial)/steps) + 
thicknesses(x-1,1); 
end 
thicknesses(steps+1,1) = thicknessfinal; 
thick = zeros(nummedia,1); 
for u = 2:nummedia-1 
    if u == deltathick 
        thick(u,1) = thicknessinitial; 
    end 
end     
%Define the optical admittance of free space Y 
Y = 2.6544*10^-3;                                                                                              
%Macleod Book - Symbols and Abbreviations 
%Turn n's and k's into imaginary indexes of refraction and define etas 
m = zeros(nummedia,1); 
eta = zeros(nummedia,1); 
for y = 1:nummedia 
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    clear i 
    m(y,1) = n(y,1) - k(y,1)*1i;                                                                               
%Macleod Book - Symbols and Abbreviations - Complex refractive index  
    eta(y,1) = Y * m(y,1);                                                                                     
%Macleod Book - equation 2.103 (Considering perpendicular incident) 
end 
%Define the wavelength of light in the experiment 
lambda = input('What is the wavelength of light in this experiment 
(nanometer)? > '); 
%Begin solution for characteristic matrices 
deltas = zeros(nummedia,1); 
charamatrix = 1; 
for a = 2 : nummedia - 1 
    deltas(a,1) = (2*pi*m(a,1)*thick(a,1))/lambda;                                                              
%Macleod Book - Symbols and Abbreviations - Phase thickness of a coating 
    matrix = 
[cos(deltas(a,1)),(1i*sin(deltas(a,1)))/eta(a,1);1i*eta(a,1)*sin(deltas(a,1))
,cos(deltas(a,1))];   %Macleod Book - equation 2.103 
    charamatrix = charamatrix*matrix; 
    if a == deltathick - 1 
        unxmatrix = charamatrix;     
    elseif a == 2 
        unxmatrix = charamatrix; 
    end 
end 
BC = zeros(2,steps+1); 
BC(1:2,1) = charamatrix*[1;eta(nummedia,1)]; 
for b = 2 : steps + 1 
    delta = (2*pi*(m(deltathick,1))*thicknesses(b,1))/lambda;                                                     
%Macleod Book - Symbols and Abbreviations - Phase thickness of a coating 
    matrix = 
[cos(delta),(1i*sin(delta))/eta(deltathick,1);1i*eta(deltathick,1)*sin(delta)
,cos(delta)];           %Macleod Book - equation 2.103 
    charamatrix = unxmatrix*matrix; 
    for c = deltathick + 1 : nummedia 
        matrix = 
[cos(deltas(c,1)),(1i*sin(deltas(c,1)))/eta(c,1);1i*eta(c,1)*sin(deltas(c,1))
,cos(deltas(c,1))]; %Macleod Book - equation 2.103 
        charamatrix = charamatrix * matrix; 
    end 
    BC(1:2,b) = charamatrix * [1;eta(nummedia,1)]; 
end 
%Determine R, T, A 
R =  zeros(steps + 1,1); 
T =  zeros(steps + 1,1); 
A =  zeros(steps + 1,1); 
for d = 1 : steps + 1 
    R(d,1) = ((eta(1,1)*BC(1,d)-BC(2,d))/(eta(1,1)*BC(1,d)+BC(2,d))) * 
conj(((eta(1,1)*BC(1,d)-BC(2,d))/(eta(1,1)*BC(1,d)+BC(2,d))));       %Macleod 
Book - equation 2.113 
    T(d,1) = 
(4*eta(1,1)*real(eta(nummedia,1)))/((eta(1,1)*BC(1,d)+BC(2,d))*conj(eta(1,1)*
BC(1,d)+BC(2,d)));                                %Macleod Book - equation 
2.115 
    A(d,1) = 1 - R(d,1) - T(d,1);  
end 
plot(thicknesses,R,thicknesses,T,thicknesses,A); 
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legend('R','T','A'); 
xlabel('Thickness (nanometer)'); 
ylabel('R, T, A'); 
set(findall(gcf,'-property','FontSize'),'FontSize',14); 
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Appendix D – STR Control and Data Collection Program 
 
 A LabView program was written to collect data and control electronics during the STR 
experiment. Only the user interface is provided in this dissertation. The full program can be divided 
into five major sections (shown in Figure D.1): cryostat temperature control (Figure D.2), cryostat 
data collection (Figure D.3), data collection from both lock-in amplifiers (Figure D.4), function 
generator control (Figure D.5) and data collection from both nanovoltmeters (Figure D.6). 
 Heater, heater range, gain, mode, input current, polarity and end state are selected for the 
PID controller using the cryostat temperature control section. The cryostat data collection section 
shows the real-time temperature of the cryo-head and sample. The temperature ramp rate for 
multipoint measurement is also defined through this section. The lock-in data collection section 
not only shows real-time lock-in data, but it also allows control of parameters such as signal and 
reference type, sensitivity, filter type, and time interval. On the other hand, the function generator 
section assists in setting up the modulation frequency, amplitude, function type and dc offset. The 
nanovolt meter section presents the pump data collected using the meters.  
 Time-dependent data like cryostat temperature, lock-in amplifier signals, and nanovolt 
meter readings are stored in the same Excel file with time-independent data, including modulated 
frequency and amplitude. This allows all data to be obtained in one file and analyzed later using 
short MATLAB scripts.  
 The cryostat is first turned on manually. The program is usually started when the cryostat 
temperature reaches its minimum level. The ramp rate, which is stated in the program, then raises 
the temperature to the desired value, and waits for the full measurement to be completed. 
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Figure D.1 Full user interface for STR data collection and control. Five sections are (upper left 
to right) cryostat temperature control, cryostat temperature collection, lock-in amplifiers data 
collection, (lower left to right) function generator control, nanovolt meters data collection.  
 
 
Figure D.2 This section controls the cryostat temperature by setting values for PID controller.  
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Figure D.3 This section measures the cryostat and sample temperature. It also sets the 
temperature ramp rate for cryostat.  
 
 
Figure D.4 Lock-in amplifiers data is collected using this section of the program. Parameters 
like signal and reference type, sensitivity, filter type, time interval etc. are set here. 
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Figure D.5 Function generator parameters are controlled through this section. 
 
 
Figure D.6 This section sets the parameters for nanovoltmeter data collection.  
 
