ABSTRACT In many real-world applications, labeled instances are generally limited and expensively collected, while the most instances are unlabeled and the amount is often sufficient. Therefore, semisupervised learning (SSL) has attracted much attention, since it is an effective tool to discover the unlabeled instances. However, how to safely make use of the unlabeled instances is an emerging and interesting problem in SSL. Hence, we propose DuAL Learning-based sAfe Semi-supervised learning (DALLAS), which employs dual learning to estimate the safety or risk of the unlabeled instances. To realize the safe exploitation of the unlabeled instances, our basic idea is to use supervised learning (SL) to analyze the risk of the unlabeled instances. First, DALLAS utilizes a primal model obtained by dual learning to classify each unlabeled instance and then uses a dual model to reconstruct the unlabeled instances according to the obtained classification results. The risk can be measured by analyzing the reconstruction error and predictions of the original and reconstructed unlabeled instances. If the error is small and the predictions are equal, the unlabeled instance may be safe. Otherwise, the instance may be risky and its output should be approach to be that obtained by SL. Finally, we embed a risk-based regularization term into SSL. Hence, the outputs of our algorithm are a tradeoff between those of SL and SSL. In particular, we utilize respectively regularized least squares (RLS) and Laplacian RLS for SL and SSL. To verify the effectiveness of the proposed safe mechanism in DALLAS, we carry out a series of experiments on several data sets by the comparison with the state-of-the-art supervised, semi-supervised, and safe semi-supervised learning methods and the results demonstrate that DALLAS can effectively reduce the risk of the unlabeled instances.
I. INTRODUCTION
Recently, the interest of Machine Learning (ML) has increased in artificial intelligence (AI) [1] , including the theoretical and practical aspects. The performance of most ML algorithms heavily depends on the scale of labeled instances, such as deep learning [2] . As we know, labeled instances are generally limited and expensively collected in some scenarios, such as medical diagnosis [3] . While most instances are unlabeled and the amount is often sufficient. Therefore, how to discover the unlabeled instances for the performance improvement becomes an interesting topic in the ML field. Up to now, there are generally four approaches to address the problem, including Semi-Supervised Learning (SSL), Active Learning (AL), Transfer Learning (TL) and Dual Learning (DL). SSL mainly introduced various assumptions to exploit the unlabeled information, such as smoothness, cluster, manifold, and so on. Many methods [4] - [9] have been proposed and achieved the encouraging performance by using one or more assumptions in many tasks. The related survey can be found in [10] . Unlike SSL which did not manually label the unlabeled instances, AL [11] , [12] attempted to detect the most informative unlabeled instances and select them to be labeled by the user. It was expected to improve the learning performance by finding and labeling the minimal amount of the required unlabeled instances through the interaction with the user. DL [13] was a recently proposed method which was originally designed for machine translation. DL assumed there were two dual learning tasks and constructed primal and dual classifiers to teach each other, such as English-toFrench translation (i.e., primal task) and French-to-English translation (i.e., dual task). DL tried to boost the performance of the primal task from the feedback of the dual task over the unlabeled instances. Different from the above three approaches where the training and testing instances were generated from the same feature domain (i.e., target domain), TL [14] , [15] tried to make use of the labeled and unlabeled instances from the source domain which was different from the target domain. TL discovered the common features and trustable instances shared by the two domains and transferred the valuable knowledge from the source domain to the target domain.
In the above-mentioned learning approaches, SSL is one of the most active topics in machine learning field. Past decades have witnessed the success of SSL in the various tasks, such as object detection and tracking [16] , [17] , image classification [18] , [19] , etc. Traditional SSL methods assume the unlabeled instances are always beneficial to the performance improvement. However, the unlabeled ones may lead to the performance degeneration of SSL in some scenarios. Some researchers [20] , [21] have analyzed the negative impact of the unlabeled instances on SSL through theoretical and empirical analysis. The negative effect of the unlabeled instances will limit the application scope of SSL. Therefore, it is meaningful to design Safe Semi-Supervised Learning (S3L) which never performs worse than SL.
To this day, the researchers have proposed different S3L methods to safely exploit the unlabeled instances. Li and Zhou [22] presented an S3VM_us method which utilized a hierarchical clustering method to select the helpful unlabeled instances. The selected helpful unlabeled ones were then exploited by SSL and the remaining were exploited by SL. Hence, it was expected to reduce the the probability of performance degeneration. At the same time, Li and Zhou [23] also proposed safe semi-supervised SVMs (S4VMs). Unlike S3VM_us which only found one optimal low-density separator, S4VMs constructed multiple candidates simultaneously to reduce the risk of the unlabeled instances. The results showed the performance of S4VMs was never significantly inferior to that of SVM. Based on S4VMs, Covoes et al. [24] proposed a hierarchical bottom-up tree scheme to deal with multi-class problems. After that, Wang and Chen [25] developed a safety-aware SSCCM (SA-SSCCM) which was extended from semisupervised classification method based on class membership (SSCCM). The safe mechanism was implemented through a tradeoff between least-square SVM (LS-SVM) and SSCCM. Based on the assumption that different instances should have different risk, Gan et al. [26] , [27] proposed two risk-based S3L methods, respectively. They tried to assign different risk degrees to different unlabeled instances by analyzing the characteristics in SL and SSL. A risk-based regularization term was then embedded into SSL to reduce the risk. Wang et al. [28] developed safe LS_S3VM based on Adjusted Cluster Assumption (ACA-S3VM) which discussed the negative effect of the inappropriate model assumption (e.g., cluster assumption). Li et al. [29] proposed SAFE semisupervised Regression (SAFER) which was designed for semi-supervised regression. SAFER aimed to learn a safe prediction from multiple semi-supervised regressors and yielded the desired performance.
Though the above-mentioned S3L methods considered the risk of the unlabeled instances, the estimated risk partially depended on the performance of SSL. Specifically, Gan et al. [26] , [27] attempted to estimate the risk through both SL and SSL. Since the unlabeled instances may be risky, SSL should be unreliable. Therefore, it is not optimal to estimate the risk through both SL and SSL. In this paper, we propose DuAL Learning-based sAfe Semi-supervised learning (DALLAS) which employs dual learning to estimate the safety or risk of the unlabeled instances. To realize the safe exploitation of the unlabeled instances, our basic idea is to use supervised learning (SL) to analyze the risk of the unlabeled instances. Firstly, DALLAS utilizes a primal model obtained by dual learning to classify each unlabeled instance and then uses a dual model to reconstruct the unlabeled instances according to the obtained classification results. The risk can be measured by analyzing the reconstruction error and predictions of the original and reconstructed unlabeled instances. If the error is small and the predictions are equal, the unlabeled instance may be safe. Otherwise, the instance may be risky and its output should be approach to be that obtained by SL for reducing the risk. Finally, we embed a risk-based regularization term into SSL. Hence, the outputs of our algorithm are a tradeoff between those of SL and SSL. In particular, we utilize respectively Regularized Least Squares (RLS) and Laplacian RLS (LapRLS) for SL and SSL. The main contribution of DALLAS is to construct primal and dual classifiers using SL not SSL to analyze the risk of the unlabeled instances as illustrated in Figure 1 . The rest of the paper is organized as follows: Section 2 mainly reviews the background knowledge (i.e., RLS and LapRLS). In Section 3, we will give the formulation and solution of our algorithm. Section 4 reports the classification results on several datasets. Finally, we will conclude the paper in Section 5.
II. BACKGROUND KNOWLEDGE A. REGULARIZED LEAST SQUARES (RLS)
Given a labeled dataset X l = {(x 1 , y 1 ), · · · , (x l , y l )} with size l, x i ∈ R D and y i ∈ {−1, 1}. The objective function of RLS can be written as:
where γ is a regularization parameter.
· K is the norm defined in H K which is a Reproducing Kernel Hilbert Space (RKHS) associated with a Mercer kernel
By minimizing Eq. (1), we can obtain a decision function f (x) [30] as:
Based on Eq. (2), we can rewrite Eq. (1) as:
where
and K is the Gram matrix with size l × l whose entry
By taking the derivative of Eq.(3) with respect to α and setting it to zero, we can achieve the optimal decision coefficients:
where I l is an identity matrix with size l × l.
B. LAPLACIAN REGULARIZED LEAST SQUARES (LapRLS)
Except the labeled subset X l as in II-A, we have an unlabeled subset X u = {x l+1 , · · · , x n } in LapRLS. In order to exploit the labeled and unlabeled instances, LapRLS [30] introduced a graph-based regularization term and incorporated it into the objective function of RLS.
Firstly, LapRLS constructed a graph W to model the intrinsic geometrical structure of the unlabeled instances. The edge weight in the graph W was computed as:
where N p (x i ) denotes the sets of p nearest neighbors of x i . LapRLS then defined the graph-based regularization term as:
where 
where γ A and γ I are the regularization parameters. γ A controls the complexity of the predication function f in ambient space and γ I controls the complexity of the intrinsic geometrical structure. According to the Representer Theorem, the solution f (x) can be given as:
Based on Eq. (8), we can rewrite Eq. (7) as:
where G is an n × n diagonal matrix where the first l diagonal entries are 1 and the remaining 0,
By taking the derivative of Eq.(9) with respect to α and setting it to zero, the optimal solution can be yielded as:
where I n is an identity matrix with size n × n.
III. DUAL LEARNING-BASED SAFE SEMI-SUPERVISED LEARNING
In this section, we will give the formulation and solution of our algorithm in detail.
A. MOTIVATION
Up to now, some proposed S3L methods mainly tries to safely exploit the unlabeled instances by selecting the helpful unlabeled ones through SL and SSL. As we know, since the performance of SSL is not guaranteed to be better than that of SL, it has certain limitations for these methods. To address the problem, we attempt to analyze the risk of the unlabeled instances using dual learning which contains primal and dual SL classifiers. For convenience, the primal and dual classifiers in the dual learning are respectively denoted as C p and C d . Through dual learning, one can use C d and the output of C p to reconstruct the unlabeled instance x k and obtain the reconstructed onex k . If the reconstruction error (e.g., the distance between x k andx k ) is small and the predictions of x k andx k obtained by C p are equal, we have a reason to believe the instance x k is safe. Otherwise, the instance x k may be risky. When the risk is large, the instance should be exploited in the form of SL to reduce the risk and we restrict the prediction to that of SL. Otherwise, the instance should be exploited in the form of SSL and the prediction should approach to that of SSL. Therefore, our basic idea is to safely exploit the unlabeled instances by balancing a tradeoff between SL and SSL.
B. RISK ESTIMATION
In this paper, we use RLS and Collaborative Representationbased Classification (CRC) as C p and C d , respectively. In order to estimate the risk of the unlabeled instances, we firstly learn a RLS classifier using the labeled instances X l and predict the output y u k of the unlabeled instance x k . Then we reconstruct the unlabeled instance through the VOLUME 6, 2018 labeled ones X l y u k in the y u k th class using CRC. The objective function of CRC is written as:
where β is a regularization parameter. The closed-form solution can be obtained by linear algebra as:
where I is an identity matrix with size n y u k × n y u k . n y u k denotes the instance number in the y u k th class. When we achieve the optimal coefficientsα k , we can calculate the reconstructed instancex k throughx k = X l y u kα k . And we can use the learned classifier C p to classify the instancex k and obtain the predicted labelŷ u k . Based on the analysis in III-A, we define the risk s k of the unlabeled instance x k as:
2σ 2 otherwise (13) From the equation, if the predictions are equal, the instance may be safe and s k should be smaller as the error becomes larger. Otherwise, the instance may be risky and s k should be larger as the error becomes larger.
C. DALLAS
Now that the risk s k for each unlabeled instance is obtained, the unlabeled subset can be represented as:
Next we will give the formulation of our algorithm, called DALLAS. In this paper, we utilize respectively RLS and LapRLS as SL and SSL. Hereafter we denote the supervised classifier obtained by RLS as g (x) . DALLAS implements the safe exploitation through a tradeoff term between SL and SSL. Hence, we can write the objective function of DAL-LAS as:
where λ is a regularization parameter andS
Based on Eq. (8), we can rewrite the objective function as:
where S is a diagonal matrix whose entry S ii =s i .
By taking the derivative of Eq. (15) with respect to α, we have the following equation:
By setting Eq.(16) to zero, we can yield the optimal solution as:
The iterative process of our algorithm are summarized in Algorithm 1.
Algorithm 1 DALLAS
Input: A labeled subset X l = {(x 1 , y 1 ), · · · , (x l , y l )} and an unlabeled subset X u = {x l+1 , · · · , x n }, the parameters γ A , γ I , and λ. Output: The optimal decision coefficients of α * .
1: Learn the primal classifier C p using Eq. (4); 2: Predict the output y u k of the unlabeled instance x k using C p ; 3: Learn the dual classifier C d using Eq. (12); 4: Calculatex k throughx k = X l y u kα k . 5: Compute the risk s k using Eq. (13); 6: Compute the optimal coefficients of α * using Eq.(17).
IV. EXPERIMENTAL ANALYSIS
In this section, a series of experiments is carried out to evaluate our algorithm on several UCI [31] and benchmark datasets [32] by comparing to SL (i.e., RLS, SVM and LS-SVM), SSL (i.e., LapRLS, TSVM, SSCCM), and S3L (i.e., S3VM_us [22] , S4VMs [23] , SA-SSCCM [25] ). Each dataset is randomly divided into two subsets: 10 or 100 labeled instances for the labeled subset and the remaining for the unlabeled subset. This process is repeated 12 times. The average accuracies are used to measure the performance of each method. We summarize the details of the datasets in Table 1 . For UCI datasets, the parameters C 1 and C 2 in S4VMs are respectively set to 1 and 0.1. λ 1 , λ 2 and η in SA-SSCCM are set to 100, 1 and 1, respectively. For benchmark datasets, the parameters C 1 and C 2 in S4VMs are respectively set to 100 and 0.1. λ 1 , λ 2 and η in SA-SSCCM are set to 100, 0.1 and 1, respectively. For all the datasets, in S3VM_us is set to 0. Table 2 and 3. For each dataset and method, we use the average accuracy and standard deviation to indicate the performance from the 2th to 9th row. The third-tolast row reports the average accuracies of each method on the whole datasets. The second-to-last row reports the win/tie/ loss (W/T/L) counts where SSL performs better/comparable/ worse than SL with 95% significant difference level by t-test as in [23] . The last row reports the W/T/L counts where S3L performs better/comparable/worse than SSL with 95% significant difference level by t-test.
From the two tables, we can yield the following conclusions:
1) According to the average accuracy, DALLAS obtains the best performance by comparison to SL and SSL in the case of 10 instances. DALLAS outperforms SL and achieves the comparable performance with SSL in the case of 100 instances. They show that DALLAS can be designed for SSL. 2) RLS performs better than LapRLS on 3 and 4 out of 8 cases for 10 and 100 instances, respectively. This confirms that the unlabeled instances may be risky for SSL. Meanwhile, DALLAS never performs significantly worse than RLS and LapRLS. It explains that DALLAS can reduce the risk of the unlabeled instances. 3) Compared to S3L, DALLAS obtains the best average accuracy in the case of 10 instances and the comparable accuracy in the case of 100 instances. Meanwhile, in terms of the standard deviation, DALLAS also achieves the comparable performance to S3L in most cases. The two findings verify the effectiveness of the safe mechanism in DALLAS. Additionally, it is meaningful to analyze the impact of λ on the performance of our algorithm. The parameter λ decides the degree of tradeoff between SL and SSL and the value is selected among {10 −6 , 10 −5 , 10 −4 , 10 −3 , 10 −2 , 0.1, 0.3, 0.5, 0.7, 0.9, 1, 3, 5, 7, 9}. We give the plots in Figure 2 -5. From these figures, one can see that the best performance is generally obtained when λ locates in the interval [10 −3 , 10 −2 ]. The finding will contribute to the practical applications of our algorithm.
V. CONCLUSION
In this paper, we propose a novel S3L method called DALLAS which employs dual learning to analyze the risk of the unlabeled instances. The primal and dual classifiers in dual learning are used to predict and reconstruct the unlabeled instances. The reconstruction error and predictions decide the risk of the unlabeled instances. To verify the effectiveness of the proposed safe mechanism, we conduct a series of experiments on several datasets and the results show our algorithm can reduce the risk of the unlabeled instances. Certainly, there are some research directions to be worthily studied. For instance, our algorithm can be also designed to deal with the other forms of prior knowledge, such as mustlink and cannot-link constraints. Additionally, it is worthy to study the safe version of the other semi-supervised learning, such as clustering and regression.
