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Abstract – Daily feed intake data of 1 279 French Landrace (FL, 1 039 boars and 240 castrates)
and 2 417 Large White (LW, 2 032 boars and 385 castrates) growing pigs were recorded with
electronic feed dispensers in three French central testing stations from 1992–1994. Male (35
to 95 kg live body weight) or castrated (100 kg live body weight) group housed, ad libitum fed
pigs were performance tested. A quadratic polynomial in days on test with ﬁxed regressions
for sex and batch, random regressions for additive genetic, pen, litter and individual permanent
environmental effects was used, with two different models for the residual variance: constant in
model 1 and modelled with a quadratic polynomial depending on the day on test dm as follows
in model 2: σ2ε = exp
(
γ0 + γ1dm + γ2d 2m
)
. Variance components were estimated fromweekly
means of daily feed intake by means of a Bayesian analysis using Gibbs sampling. Posterior
means of (co)variances were calculated using 800 000 samples from four chains (200 000 each).
Heritability estimates of regression coefﬁcients were 0.30 (FL model 1), 0.21 (FL model 2),
0.14 (LW1) and 0.14 (LW2) for the intercept, 0.04 (FL1), 0.04 (FL2), 0.11 (LW1) and 0.06
(LW2) for the linear, 0.03 (FL1), 0.04 (FL2) 0.11 (LW1) and 0.06 (LW2) for the quadratic term.
Heritability estimates for weekly means of daily feed intake were the lowest in week 4 (FL1:
0.11, FL2: 0.11) and week 1 (LW1: 0.09, LW2: 0.10), and the highest in week 11 (FL1: 0.25,
FL2: 0.24) and week 8 (LW1: 0.19, LW2: 0.18), respectively. Genetic eigenfunctions revealed
that altering the shape of the feed intake curve by selection is difﬁcult.
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Table II. Lower diagonal elements of symmetric scale matrix S for inverse Wishart
prior distributions of additive genetic (G0) and permanent environmental (P0, L0, E0)
covariance matrices of random regression coefﬁcients.
Element S(1, 1) S(2, 1) S(2, 2) S(3, 1) S(3, 2) S(3, 3)
Value 3.075 e 2 −4.900 e 4 1.440 e 5 0.0 0.0 2.500 e 9
Informative priors with low numbers of degrees of freedom were used for
the variance components. For the 3 × 3 (co)variance matrices of regression
coefﬁcients G0, P0, L0 and E0, inverse Wishart distributions with ﬁve degrees
of freedom were used. Prior scale matrices were equal for all four covariance
matrices. Elements of scale matrices corresponding to intercept and linear
regression coefﬁcientswere chosen such that their expected value corresponded
to one fourth of the phenotypic (co)variances derived from Andersen and Ped-
ersen [1]. Expected values for phenotypic (co)variances of the quadratic regres-
sion coefﬁcient were arbitrarily set to 1.0 e 8 (variance) and zero (covariances),
as Andersen and Pedersen [1] included random effects for intercept, linear and
quadratic regression coefﬁcients only, when ﬁtting a cubic polynomial in days
on test for cumulated feed intake. The resulting elements of scale matrices for
covariance matrices of random regression coefﬁcients are shown in Table II.
For the constant residual variance σ2ε a scaled inverse Chi-square distribution
with ﬁve degrees of freedom and scale parameter s2ε = 0.015 was used. Priors
for parameters γ0, γ1 and γ2, that describe the course of the residual variance
σ2εm in the secondmodel, were assumed independent of each other and normally
distributed with standard deviations of 1.5 (γ0), 0.1 (γ1) and 0.01 (γ2).
2.3. Variance component estimation
For the estimation of (co)variance components our own programs were
used, applying Bayesian methodology using Gibbs sampling [9]. The joint
posterior distribution of the parameters given the data is the product of the
likelihood and the prior distributions of all parameters [8]. From there,
marginal distributions are derived easily, as they only have to be known up
to proportionality. This results in normal distributions for ﬁxed and random
regressions and in inverse Wishart distributions for the (co)variance matrices
for additive genetic and permanent environmental effects. For model 1, with a
constant residual variance, the marginal distribution of σ2ε is a scaled inverted
Chi-square distribution. The parameters γ0, γ1 and γ2, that describe the course
of the residual variance σ2εm in the second model, had to be sampled via a
Metropolis-Hastings algorithm [12,19], as their distribution is not a standard
one. In each round of Gibbs sampling, a new set of parameters γi was sampled
with a random-walk Metropolis algorithm [21]. Deviations from the current
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2.5. Eigenfunctions and eigenvalues
In order to assess the potential for genetic changes of the feed intake curve,
genetic eigenfunctions and eigenvalues were calculated from additive genetic
(co)variance matrices G0. In order to allow for meaningful comparisons
between the eigenvalues, eigenfunctions have to be adjusted to a norm of
unity [15]. Therefore, estimates of genetic (co)variance matrices G0 of regres-
sion coefﬁcients were transformed into (co)variance matrices of regression
coefﬁcients based on normalised orthogonal polynomials. For this purpose
normalised Legendre polynomials were used [15]:








C is a matrix containing genetic (co)variances between daily measurements
of feed intake of dimension n × n, where n is the number of days with
measurements; G0 is the genetic (co)variance matrix between random regres-
sion coefﬁcients using quadratic polynomials; K is the genetic (co)variance
matrix between random regression coefﬁcients using normalised second order
Legendre polynomials; Φ is a matrix of n rows by three columns contain-
ing covariables for quadratic polynomials and Φ1 is a matrix of n rows by
three columns containing covariables for normalised second order Legendre
polynomials.
After transformation of G0 into K, eigenvalues and eigenvectors were
calculated from K with S-Plus [18]. The three resulting eigenvectors were
multiplied with Φ1 in order to obtain the three eigenfunctions evaluated for
the n corresponding days with measurements. The corresponding eigenvalues
indicate how much of the genetic variance of a population is explained by a
given eigenfunction [15]. Therefore, eigenvalueswere transformed to a percent
scale, with their sum equal to 100%.
3. RESULTS AND DISCUSSION
3.1. Behaviour of Gibbs chains
The coupled chains with identical pseudo random number sequence [13], to
determine burn-in with model 1, resulted for both data sets in identical samples
within 40 000 rounds of Gibbs sampling. In order to be on the safe side for
model 2, another 10 000 samples were discarded.
When graphically checking whether Gibbs chains had converged to a sta-
tionary distribution within the 50 000 rounds of burn-in chosen, an irregular
pattern was discovered for both breeds in one of the four chains run under
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