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Abstract: This paper aims to achieve highly accurate mapping results and real time pose estimation of autonomous
vehicle by using the normal distribution transform (NDT) algoritm. A factor graph optimization algorithm (FGO-NDT)
is proposed to address the poor real-time performance and pose drift errors of the NDT algorithm. Smooth point cloud
data are obtained by multisensor calibration and data preprocessing. NDT registration is then used for lidar odometry
and feature matching. The global navigation satellite system (GNSS) data and loop detection results are added to the
factor graph framework as the pose constraint factors to optimize the pose trajectory and eliminate the pose drift error
generated during mapping. In addition, a sliding window method is used for map registration to extract a local map to
shorten the map loading time. Thus, the real-time performance of creating point cloud maps of large scenes is significantly
improved. Several experiments are conducted in different environments to verify the accuracy and performance of the
FGO-NDT. The experimental results demonstrate that the proposed method can eliminate the pose estimation error
caused by drift, improve the local structure, and reduce and root mean square error.
Key words: NDT, factor graph optimization, sliding window, point cloud map

1. Introduction
Simultaneous localization and mapping (SLAM) provide information on an a priori map for autonomous vehicles
and play an important role in high-precision localization and navigation. Vision-based SLAM uses a camera to
perceive the environment; however, the camera is susceptible to environmental factors, such as illumination and
texture. Lidar-based SLAM is less affected by environmental factors and has high reliability and high precision;
thus, it has been widely used for autonomous vehicle positioning and navigation.
In recent years, researchers have proposed many improvements of positioning and navigation methods
based on normal distributions transform (NDT) and lidar odometry and mapping (LOAM). NDT determines
the constraint relationship between the voxels by approximating the normal distribution of the target point
cloud. References [1–4] described the main steps, i.e. voxelization and scan registration. The latter step uses
probability information of the point distribution in the voxel grid. In [5], multilayer NDT images with different
resolutions were used for scan matching. This method has low eﬀiciency because of the high computational
complexity associated with the Jacobian matrix and Hessian matrix. In addition, it requires considerable time
to insert points into multilayer NDT images. Ref. [6] transformed the proposed NDT registration function into
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a least-squares problem to reduce the computational complexity of NDT. The author proposed a global loop
detection method based on NDT registration, which was solved by robust numerical and analytical nonlinear
methods, substantially improving the computational eﬀiciency. Ref. [7] proposed a deep learning method
that used semantic information for NDT point cloud registration. This method extended the loop detection
method and provided higher accuracy than the nonsemantic NDT method. Improved methods based on NDT,
including the NDT-Transformer localization method [8], map fusion [9], and the skyplot map [10], showed similar
performance as the methods described in [11–13]. LOAM is a framework based on feature extraction and was
proposed in Ref. [11]. Positioning and mapping are performed using high-frequency odometry combined with a
low-precision motion estimation algorithm and a low-frequency registration mapping algorithm to achieve highprecision and real-time lidar odometry. However, the performance of LOAM decreases significantly in scenes
with many dynamic objects. Therefore, LOAM was improved, and Refs. [12] and [13] proposed lightweight
and ground-optimized LOAM (LeGO-LOAM) and lidar inertial odometry via smoothing and mapping (LIOSAM), respectively. Loop detection was added to optimize the pose and eliminate the cumulative error of the
global pose. Regarding other direction optimization methods, dynamic and static object feature extraction was
proposed in [14], and the Kullback–Leibler (KL) divergence was used to measure the difference between the
distance and the distribution of points [15]. Both algorithms have high calculation eﬀiciency and accuracy.
The Fast-SLAM framework, a filter-based method, was proposed in [16]. It uses the Rao–Blackwellized
particle filter to estimate a robot’s position. The disadvantage is that the loss of particles in the resampling
stage causes the accuracy to degrade over time. Therefore, an adaptive resampling strategy was proposed in
[17]. It uses a genetic algorithm to increase the diversity of particles and combines fractional differential theory
and chaos optimization to improve the estimation accuracy. An extended Kalman filter formulation for SLAM
(EKF-SLAM) was proposed in [18]. The uncertainty estimation was significantly improved in this method.
However, in large scenes, a cumulative error occurred in the pose estimation. Therefore, the values obtained
from other reliable sensors were integrated to eliminate the cumulative error. A loosely coupled fusion method
was introduced in [19–21]. This method uses the EKF to fuse the inertial measurement unit (IMU) and lidar
frames, improving the accuracy of pose estimation. However, tightly coupled fusion methods provide higher
accuracy and are the primary focus of current research [22, 23]. Many new results have emerged in the direction
of tight coupling. Two-step optimization was performed on the front sliding window and the back loop detection
to eliminate the pose drift in [24]. In Ref. [25], lidar features, camera features, and IMU measurements were
eﬀiciently fused for online spatiotemporal multisensor calibration. Zuo and Geneva proposed a sliding window
plane feature tracking method in [26] that effectively handled lidar point clouds. Similarly, in [27], sparse
lightweight features were extracted for scan matching, and the information from multiple sensors was optimized
by a factor graph.
This paper provides two contributions regarding the accuracy and performance of SLAM. First, a sliding
window method is used. Mapping is an incremental process. As vehicles are moving, the scale of the point
cloud increases, and the computational eﬀiciency of the algorithm decreases. The sliding window method only
considers the registration of the current frame of the point cloud and the local map, reducing the data volume
and improving the computational eﬀiciency. Second, a factor graph is utilized for back-end optimization, and
multiple factors are used to enhance the correlation with the vehicle pose. The proposed method provides a
more accurate pose, and the consistency of the map is improved by optimizing the global map.
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2. System framework
In this paper, an improved NDT matching algorithm based on factor graph optimization (FGO) is proposed
to obtain high-precision point cloud maps using laser SLAM. The FGO-NDT method uses loop information
and precise global navigation satellite system (GNSS) location information as correction factors to eliminate
cumulative errors during map construction in large scenes. The system framework of the proposed FGO-NDT
method is shown in Figure 1. It consists of three parts: sensor data preprocessing, map construction, and factor
graph trajectory optimization. In the sensor data preprocessing module, the data is processed after the joint
calibration of the GNSS data, the multidimensional lidar data, and the IMU sensor data to obtain smooth point
cloud data and accurate motion estimation. In the mapping module, a sliding window method is used in the
NDT algorithm to register the local map to the scan, significantly reducing the mapping time. In the factor
graph trajectory optimization module, the historical trajectory is optimized using the loop factor and the GNSS
factor, and the global map is optimized.

Figure 1. The proposed system framework.

3. Graph-based optimization normal distributions transform and mapping
3.1. Sensor preprocessing
The NDT algorithm relies heavily on the precision of the initial pose and the smooth lidar point cloud data.
When an autonomous vehicle begins the NDT mapping process, the distortion of the lidar point cloud results
in inaccuracies of the initial pose or failure of mapping. Thus, sensor preprocessing requires two steps: sensor
calibration and lidar point cloud registration.
The autonomous vehicle can obtain pose information using the positioning information obtained from the
lidar and GNSS data. Under ideal conditions, the poses obtained from the two sources can be used in the same
coordinate system. However, in practical applications, a deviation exists between the data due to the imprecise
alignment of the two sensors. The error can be eliminated by linear calibration of the lidar and GNSS data and
the lidar and IMU data. Therefore, the point cloud is calibrated using the precise measurements of the IMU
and the accurate initial pose obtained from the NDT.
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In the world coordinate system, the measurement model of the IMU is expressed as (1) and (2).
Gyro measurement model:
w
e = ω (t) + bg (t) + ηg (t) ,

(1)

where bg is the bias that changes slowly over time, and ηg is white noise.
Accelerometer measurement model:
e
a (t) = R(a − g) + ba + ηa ,

(2)

where ba is the bias that changes slowly over time, and ηa is white noise. R is the rotation matrix from
the world coordinate system to the autonomous vehicle’s coordinate system. w(t)
e
and e
a (t) are the raw IMU
measurements. g is the gravity in the world coordinate system.
The motion model of the IMU is defined as (3)–(5). Assuming that the sampling frequency is ∆t , the
rotation, speed, and pose of the autonomous vehicle can be obtained by the motion model at timestamp k .
Rk+1 = Rk Exp(w
ek · ∆t)

(3)

vk+1 = vk + Rk (f
ak − bak − nak )∆t + g · ∆t

(4)

1
1
Pk+1 = Pk + vk · ∆t + g · ∆t2 + Rk (f
ak − bak − ηka )
2
2

(5)

The IMU measurements provide an accurate pose that is combined with the previous registration pose
to improve the accuracy of the initial pose during NDT mapping. A detailed description of the lidar frame
registration can be found in [11].
3.2. Map creation using NDT registration
The NDT mapping period is the time from the initial pose to the completion of the global map. At the beginning
of the NDT mapping process, the first frame of the point cloud data from the lidar scan is considered the initial
pose of the global map and is defined as [0, 0, 0, 0, 0, 0]. Subsequently, the global map is updated in each time
step based on the initial pose. As a result, the NDT mapping quality is affected by the accuracy of the initial
pose.
The error of the current pose represents the cumulative error. Some lidar frames, e.g., data acquired in
long and narrow tunnels, can result in missing point-cloud data, reducing the constraints of NDT registration.
Moreover, there are multiple optimal solutions within a range of the pose estimation, which may result in
registration failure. Therefore, the FGO-NDT uses the IMU measurements and the pose in the previous time
steps to improve the mapping accuracy.
Before the scan matching, the input data is the smooth point cloud data after registration. The operating
principle of scan matching is shown in Figure 2, where the first frame f0 consists of the initial pose of the global
map. Similarly, each subsequent frame is also registered to the global map using the sliding window in the local
map.
In Figure 2, we use timestamp i as an example. The sliding window is a local map {fi−k · · · fi−1 }, which
′

is extracted from the global map. Throughout this paper, the index k is set to 50. When the lidar frames fi is
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Figure 2. The sliding window method.

obtained, it is divided into voxels; we calculate the mean and variance. Based on the multidimensional normal
P
→
distribution, the mean −
µ and covariance
in each voxel are calculated using (6) and (7), respectively:
1 X−
→
−
→
yk
µ =
m
m

(6)

k=1

X

1 X −
→)(−
→ −
→T
(→
yk − −
µ
=
k yk − µ k ) ,
m−1
m

(7)

k=1

→
where −
yk represents all the points in the LiDAR frame.
′

′

Subsequently, fi is registered to the local map {fi−k · · · fi−1 } using the transformation function xi =
′

T (xi , p) , where xi is the transformed pose, xi is the change, and p is defined as:
T

p = [tx , ty , tz , ϕx , ϕy , ϕz ] ,

(8)

where (tx , ty , tz ) represents the initial coordinates, and (ϕx , ϕy , ϕz ) represents the initial pose.
In summary, the transformation function can be rewritten as:


−cy sz
cx cz − sx sy sz
cx sy sz + sx cz

cy cz
T (p, x) =  cx sz + sx sy cz
sx sz − cx sy sz




sy
tx
−sx cy  x +  ty  ,
cx cy
tz

(9)

where sk = sin ϕk and ck = cos ϕk .

→ is calculated from the mean and covariance Equation (10).
The likelihood of the measured −
x
k
→) =
pe (−
x
k

(2π)

1
p

3
2

|Σ|

e−

→
− T ∑−1 (−
→
−
(−
x→
x→
k− µ )
k− µ )
2

(10)

→
The NDT registration cost function s (−
p ) is the sum of the probability density of all voxels. The gradient
−
→
and Hessian matrix of the cost function s ( p ) is obtained by the Newton optimization algorithm. The scan
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fi has the best match with the local map when the rotation transformation T results in the largest value of
′
→
→
s (−
p ) . The scan fi is accumulated to the global map fi . If the value of s (−
p ) is not optimal, the rotation
transformation T is updated until the optimal value is found.
The FGO-NDT substantially shortens the time to create the map using local map registration. We found
in the experiment that the pose drift error increased without the optimization module. In other words, this
method improves the real-time performance of map creation but reduces the map accuracy. The reason is
that the accuracy of local map registration is lower than that of global map registration. We use factor graph
optimization to eliminate the drift error caused by the sliding window.
3.3. Factor graph optimization
A factor graph is a probability graph based on nonlinear least-squares optimization that can be used for fusing
data from multiple input sources. When the state quantity has to be considered, multiple factors can be added
to the original graph. If the reliability of the measured value is low or unknown, the number of factors can be
reduced since the factor graph contains the observation information of multiple sensors. Therefore, the factor
graph can be described as a constraint problem between the current pose and the historical pose during SLAM
mapping, i.e. the constraint relationship between the nodes and edges.
As shown in Figure 3, x0 is the initial pose of the autonomous vehicle, and the remaining poses xi are
obtained by NDT registration during mapping. The relationship between two adjacent poses is used to create a
trajectory of historical poses. In this paper, the GNSS factor and loop closure factor are the constraint factors.
Those two factors are used to optimize and calibrate the historical pose trajectory. Moreover, the factor graph
module is an independent process and has a low-frequency operation (once per second).

Figure 3. Factor graph.

3.3.1. GNSS factor
The GNSS is the most accurate positioning device when the signal reliability is high. Therefore, the FGO-NDT
method uses the GNSS data as a constraint factor of the factor graph to eliminate the cumulative error for
large-distance mapping of an autonomous vehicle. After the vehicle receives the GNSS data, they have to be
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converted into the lidar coordinate system, i.e. the universal transverse mercator grid system (UTM) [28]. The
reliability of the GNSS measurements is determined by the residual value of the pose. If the data are reliable,
the GNSS factor is added to the factor graph and associated with the current vehicle pose. Furthermore, CAN
time synchronization is used to synchronize the time of multiple sensors.

3.3.2. Loop closure factor
In some cases, the drift error can be optimized using IMU and GNSS measurements. However, the pose drift
error still exists for occluded locations, such as buildings and tunnels or large-distance incremental mapping.
Loop detection is selected as another constraint factor in this study. The loop closure factor is obtained
by iterative closest point (ICP) loopback detection to reduce the drift error and broaden the application of
autonomous vehicles. The initial pose of the ICP loop detection can be obtained from the pose obtained during
map creation, as shown in Figure 1. The new pose estimation is derived from the NDT registration and FGO.
If the new pose estimation accuracy is high, it can be added to the historical trajectory. If there is a large error
in the pose estimation, it is added to the historical trajectory after optimization by the factor graph. As shown
in Figure 3, the corresponding historical value of pose xk is xk−m . The global map fk−m corresponding to the
pose xk−m is used as the center to extract a 2 m scan. Subsequently, these scans are regarded as a local map
and stored in the sliding window. Finally, the local map is registered with the real-time scan fk using the ICP
method. The condition of the loop closure is not met at this time. At pose xn , its corresponding historical pose
is xk+1 . The fk+1 corresponding to the pose xk+1 is used as the center, and the local map {fk−m+1 , fk+m+1 }
is extracted and registered to the real-time scan fn . The index m is set to 25. At this time, the loop closure
is satisfied, and the loop closure factor is added to the factor graph. The loop closure factor is associated with
the pose xk+1 and the pose xn . Two poses are obtained at the same position by loopback detection, and their
coordinates are used to determine the trajectory drift error. The loop closure factor is added to the factor graph
to optimize the drift error. In the experiment, the trigger condition for the optimization of the factor graph is
that the autonomous vehicle moves a distance of 20 m to ensure the acquisition of the initial pose of the ICP.

4. Experimental results and discussion
The cyclone autonomous vehicle is used as the experimental platform, as shown in Figure 4. The platform
consists of a wired-controlled chassis, a Lianshi navigation R60S-U GNSS receiver, a VLP-16 lidar, and an
HWT905 IMU. The FGO-NDT algorithm is run on a laptop with Inteli7-9750 CPU, 8GB memory, and a robot
operating system (ROS) [29]. Beijing Union University (BUU) campus and Shanghai Jinmin Industrial Park
are selected as the two test scenarios, as shown in Table 1. In addition, we also tested the accuracy on KITTI
data.

Figure 4. Experimental platform.
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Table 1. Dataset details.

Dataset
Campus
Park

Scan frame number
6080
21870

Trajectory length (m)
1031
2678

4.1. Campus dataset
The movement of the vehicle has to be manually controlled during testing to verify the mapping quality of
different methods in the campus scenes. The vehicle operates on a flat road during the test with an average
speed of 1.5 m/s. The test scene is an unstructured road on the campus, as shown in Figure 5a, and building
occlusion affects the GNSS signal in some sections. Figures 5b–5d show the mapping results of the FGONDT method, the original NDT algorithm, and the LeGO-LOAM algorithm for the test scenario in Figure 5a.
Figure 5c and 5d show a high degree of consistency with Figure 5a, but drift errors occur at multiple positions in
Figure 5b. More details on Figure 5 will be provided below when we compare the advantages and disadvantages
of the three algorithms.

(a) Campus test scenario.

(c) LeGO-LOAM.

(b) NDT.

(d) FGO-NDT.

Figure 5. The mapping results of scene (a) obtained from (b) NDT, (c) LeGO-LOAM, and (d) FGO-NDT.

(1) Heading angle comparison: Figure 6 shows the heading angle performance of the three methods. In
the beginning, the change in the heading angle is similar, but the cumulative error increases as the autonomous
vehicle moves. When the vehicle reaches the end, the heading error between the FGO-NDT and the LeGOLOAM is 2.1◦ , and the error between FGO-NDT and NDT is 5.3◦ .
(2) Trajectory comparison: The trajectories of the vehicle for the NDT, LeGO-LOAM, and FGO-NDT
are shown in Figure 7. Near the starting position, the pose trajectory is similar for the three algorithms. With
the passage of time, the vehicle trajectory for the NDT shows drift, and there is a slight deviation between
the vehicle trajectory of the FGO-NDT and LeGO-LOAM. When the closed loop is detected, the difference in
the pose trajectory between the FGO-NDT method and the LeGO-LOAM algorithm is reduced. The results
indicate a slight drift for the trajectories of the FGO-NDT and LeGO-LOAM, whereas that of the NDT has a
larger drift. The main reason is that the NDT does not have a loop closure optimization module.
1134

ZHONG et al./Turk J Elec Eng & Comp Sci

(3) Local accuracy comparison: The drift error and the local accuracy for the two scenarios are shown
in Figures 8 and 9. Figure 8a shows the front view of the test scene. Figures 8b–8d show the maps obtained
from the different methods. Figure 8d indicates significant drift of the NDT algorithm, resulting in inaccuracies
of the building, which has two walls due to the drift error. The LeGO-LOAM and FGO-NDT algorithms have
higher accuracy than the NDT algorithm, as shown in Figures 8c and 8d. Similar results are observed for test
scenario Figure 9.

Figure 6. Heading angle changes.

(a) Reality image.

(c) LeGO-LOAM.

Figure 7. Trajectory comparison.

(b) NDT.

(d) FGO-NDT.

Figure 8. Building 1 in the campus test scenario and the mapping result for different methods.
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We focus on the outline of the building to evaluate the local structure obtained from the algorithms. The
results for mapping building 3 are shown in Figure 10; the walls and windows of the building are of interest. The
maps obtained from the NDT and LeGO-LOAM are shown in Figures 10b and 10c, respectively. The structure
of the building is not well defined by the NDT algorithm. The result of LeGO-LOAM is better than that of the
NDT, and the FGO-NDT outperforms the other two algorithms. Furthermore, the FGO-NDT preserves more
structural details of the building than the NDT and LeGO-LOAM.

(a) Reality image.

(c) LeGO-LOAM.

(b) NDT.

(d) FGO-NDT.

Figure 9. Building 2 in the campus test scenario and the mapping result for different methods.

4.2. Park dataset
The park dataset was obtained in Shanghai Jinmin Garden Park. During data collection, the cyclone autonomous vehicle was driven at an average speed of 1.4 m/s, and the length of the route was 2.6 km. The
scenario is shown in Figure 11a, and the map obtained from the FGO-NDT algorithm is shown in Figure 11b.
(1) Quantitative comparison: The root mean square error (RMSE) of the absolute trajectory error (ATE)
was used to evaluate the algorithm performance in the part data. The ground truth was obtained from the
GNSS data. The RMSE of the ATE is listed in Table 2, indicating that the FGO-NDT provides the lowest ATE
in the park data. The FGO-NDT has the lowest translation RMSE, followed by the LeGO-LOAM and NDT.
The runtime of the modules of different methods for matching one scan is shown in Table 3. For the odometry
module, the runtime of NDT is 524.5 ms, and that of FGO-NDT is 30.3 ms, showing a significant improvement.
For the mapping module, the runtimes of NDT and LeGO-LOAM are about 103 ms, and that of FGO-NDT is
85.3 ms, an increase of 17.6%.
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(a) Reality image.

(b) NDT.

(c) LeGO-LOAM.

(d) FGO-NDT.

Figure 10. Building 3 in the campus test scenario and a comparison of the structure of the building for different
methods.

(a) Test scenario.

(b) FGO-NDT.
Figure 11. Park test scene and mapping.
Table 2. RMSE of the absolute trajectory error.

Dataset
Park

NDT
0.84

LeGO-LOAM
1.21

FGO-NDT
0.57

Table 3. Runtime of modules for processing one scan (ms).

Scenario
NDT
LeGO-LOAM
FGO-NDT

Preprocessing
10.3
20.7
25.2

Odometry
524.5
6.8
30.3

Mapping
103.5
102.5
85.3

(2) Trajectory comparison: In this scenario, the GNSS measurement is considered the ground truth to
evaluate the trajectory drift of different methods. In Figure 12, area A is an enlargement of area B. In area
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Figure 12. Trajectory comparison.

A, the trajectories of the algorithms and the ground truth are shown in different colors. The trajectory drift
distance of the NDT algorithm is the largest, and the trajectory of the FGO-NDT is similar to that of the
LeGO-LOAM. Moreover, the trajectory of the FGO-NDT is most similar to the ground truth, indicating that
this method has the highest accuracy of the autonomous vehicle pose.
4.3. KITTI dataset
The quantitative evaluations were performed on the KITTI Odometry/SLAM dataset shown in Figure 13, which
contains point clouds captured by an airborne Velodyne HDL-64e S2 lidar system in a variety of environments.
KITTI covers various outdoor scenarios, such as urban roads, country roads, and highways. Therefore, it is
suitable to evaluate trajectories obtained from various SLAM methods. Following the odometry evaluation
criterion in [30], the average translation error and average rotation error (ATE & ARE) are used to evaluate
the localization accuracy. The performance of the proposed FGO-NDT and the other methods based on LOAM
LiDAR SLAM (the results were obtained from the original papers or other published papers), are reported in
Table 4. We selected 4 urban road sequences (00, 06, 07, 08), 1 highway sequence (01), and 3 country road
sequences (02, 09, 10) for the evaluation. The FGO-NDT achieved the lowest ATE (0.41%) and the lowest ARE
(0.76 deg/100 m).

Figure 13. Sample results using the KITTI benchmark datasets.
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Table 4. Quantitative evaluation results of different methods on the KITTI dataset.

Data no
Seq.00
Seq.01
Seq.02
Seq.06
Seq.07
Seq.08
Seq.09
Seq.10
mean

LOAM
-/0.78
-/1.43
-/0.92
-/0.65
-/0.63
-/1.12
-/0.77
-/0.79
-/0.88

FLOAM
0.43/0.92
0.60/2.80
0.52/1.56
0.39/0.72
0.39/0.54
0.46/1.11
0.55/1.28
0.58/1.77
0.49/1.34

LeGO-LOAM
1.05/2.17
1.02/13.4
1.01/2.17
0.63/1.06
0.81/1.12
0.94/1.99
0.98/1.97
0.92/2.21
0.92/3.26

FGO-NDT
0.39/0.75
0.43/0.89
0.41/0.80
0.33/0.65
0.54/0.56
0.42/0.98
0.40/0.69
0.43/0.81
0.41/0.76

Note that: All errors are represented as ATE [%]/ARE [deg/100 m] (the smaller the better).

5. Conclusion
This paper proposed the FGO-NDT algorithm for real-time pose estimation and map creation in unstructured
road scenes. The core part of the method consists of two modules: a high-frequency mapping module and a
low-frequency FGO module. The two modules are combined to improve the real-time performance and pose
accuracy during mapping. In the high-frequency mapping module, a sliding window method is used for global
map registration to improve the real-time performance of the FGO-NDT. The loop closure factor and GNSS
factor are added to the factor graph in the FGO module. The pose trajectory is optimized to eliminate the
pose estimation error due to trajectory drift. The FGO-NDT was evaluated on datasets obtained in different
real environments. The experimental results showed that the FGO-NDT outperformed the NDT regarding
pose estimation accuracy and local structure and provided similar pose estimation accuracy and better local
structure than the LeGO-LOAM. In a future study, we will continue to optimize the algorithm using different
datasets and improve the real-time performance and accuracy.
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