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Ilmakehässä tapahtuva hiukkasmuodostus on tärkeä tutkimuskohde, sillä muodostuvat 
sekundäärihiukkaset vaikuttavat ihmisten terveyteen ja maapallon säteilytasapainoon. 
Hiukkasmuodostuksen ensiaskeleista ei ole toistaiseksi tarkkaa tietoa, mutta laskennallisten ja 
kokeellisten tutkimusten avulla on selvitetty, että rikkihappo on keskeisessä roolissa uusien 
hiukkasten muodostumisessa. Se ei kuitenkaan yksin tai edes veden kanssa riitä selittämään 
kaikkia havaittuja muodostumistapahtumia. 
       Ilmakehässä on useita erilaisia tiivistymiskykyisiä molekyylejä, joista tässä tutkielmassa 
keskityttiin ammoniakkiin ja dimetyyliamiiniin. Tutkimuksessa laskettiin kvanttikemiallisin 
menetelmin erilaisten rikkihappoa ja emästä sisältävien klustereiden Gibbsin vapaat 
muodostumisenergiat, joiden avulla muodostettiin klustereiden kokojakaumat ilmakehän 
klusteridynamiikkakoodilla (ACDC). Saatuja kokojakaumia verrattiin alemmalla 
kvanttikemiallisella menetelmällä laskettuihin tuloksiin ja havaittiin, että ACDC on herkkä 
käytetylle laskennalliselle tasolle. 
       Tutkielmassa on esitelty myös kattavasti erilaiset likimääräismenetelmät Schrödingerin 
yhtälön ratkaisuun ja pohdittu, kuinka tutkittavalle ongelmalle valitaan sopiva menetelmän ja 
kantajoukon yhdistelmä. Tutkielman on tarkoitus tukea samankaltaisten laskennallisten 
systeemien ratkaisemista. 
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Ympäristöongelmien ratkaisemiseksi tarvitaan muun muassa kemian, fysiikan, bio-
logian, meteorologian, geofysiikan ja metsäekologian syvällistä poikkitieteellistä
osaamista. Ilmakehässä tapahtuvat muutokset kytkeytyvät kahteen vielä ratkaise-
mattomaan ympäristöongelmaan; ilmansaasteiden aiheuttamiin terveysvaikutuksiin
ja ilmastonmuutokseen sekä jo osittain ratkaistuun otsonikatoon. Tällaisia moni-
mutkaisia ongelmia lähestyttäessä tarvitaan laaja kokonaisvaltainen kuva, mutta
samalla tulee hallita yksityiskohdat hyvin.
Tässä tutkimuksessa on pyritty selvittämään laskennallisin keinoin ammoniakin
ja dimetyyliamiinin vaikutusta rikkihappoa sisältävien molekyyliryppäiden eli
klustereiden muodostumiseen. Laskennallisten tulosten pohjalta voidaan ennustaa,
millaisissa olosuhteissa klustereita muodostuu ja millaiset yhdisteet vakauttavat
muodostuvaa klusteria. Toisaalta arvioihin käytetyt menetelmät voivat olla hyvinkin
herkkiä erilaisten parametrien muutoksille. Tällöin on tärkeää pystyä arvioimaan
suurimpia virhelähteitä ja valitsemaan sellaiset työkalut, joilla virheet saadaan
mahdollisimman pieniksi.
Tässä tutkielmassa on käsitelty kattavasti erilaisia laskennallisia menetelmiä ja
kantajoukkoja sekä pohdittu keinoja sopivan yhdistelmän valintaan eri systeemeille.
Tutkielman tarkoituksena on – tehdyn tutkimuksen esittelemisen lisäksi – tarjota
apukeinoja samankaltaisille laskennallisille ongelmille.
1.1 Ilmakehän aerosolit
Ilmakehän aerosolit ovat yksi kiinnostavimmista ja haastavimmista tutkimuskoh-
teista useasta syystä. Koostumuksesta riippuen ne voivat aiheuttaa haitallisia ter-
veysvaikutuksia, kuten sydän- ja hengityselinsairauksia.1–3 Huonon ilmanlaadun on
tutkittu olevan yksi suurimmista kuolinsyistä maailmanlaajuisesti.2,4 Aerosolihiuk-
kasilla on myös merkittävä vaikutus maapallon säteilytasapainoon sekä suoraan
sirottamalla ja absorboimalla auringon säteilyä että välillisesti toimimalla pilvien
tiivistymisytiminä (Cloud Condensation Nuclei, CCN).5 Ilmakehän rajakerroksissa
ei olisi pilviä ilman aerosolihiukkasia, sillä vettä ei riittäisi tiivistymään pilviksi
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ilman tiivistymisytimiä.6
Aerosolihiukkaset ovat kiinteitä, nestemäisiä tai amorfisia molekyyliryppäitä,
jotka voidaan erottaa kantajakaasusta.7,8 Aerosolihiukkasten koko vaihtelee useita
kertaluokkia, usein sen halkaisijan määritellään olevan nanometristä sataan mikro-
metriin. Pienimmät aerosolihiukkaset ovat muutamista molekyyleistä koostuvia
klustereita ja suurimmat voidaan havaita silmämääräisesti. Kokoalueen alarajan
määrittää hiukkasmuodostukseen osallistuvien molekyylien koko ja ylärajan puo-
lestaan hiukkasten hyvin lyhyeksi käyvä viipymäaika ilmakehässä niiden pudotessa
alas maan vetovoiman vaikutuksesta.7
Ilmakehän höyrystä tapahtuvan aerosolihiukkasten muodostumisen uskotaan
tarjoavan jopa puolet pilvien tiivistymisytimistä.9 Suurempi aerosolihiukkasten
määrä kasvattaa pilvipisaroiden lukumäärää, mutta pienentää niiden kokoa. Aero-
solihiukkasten ominaisuudet ja pitoisuus vaikuttavat pilvien elinikään sekä optisiin
ominaisuuksiin ja näin ollen pilvistä heijastuvan säteilyn määrään.6 Hallitusten-
välisen ilmastonmuutospaneelin eli IPCC:n (Intergovermental Panel on Climate
Change) mukaan ihmisten toiminnasta peräisin olevilla aerosoleilla on ilmastoa
jäähdyttävä säteilypakote.10 Tämän pakotteen suuruutta ei kuitenkaan tiedetä ja
aerosolien epäsuora vaikutus onkin suurin yksittäinen epävarmuustekijä säteilypa-
kotetta mallinnettaessa.10–13
Ilmakehän aerosolihiukkaset voivat syntyä tiivistyvien kaasumaisten aineiden
hiukkasmuodostuksen kautta tai ne voivat tulla ilmakehään valmiina hiukkasi-
na.9 Merkittävä osuus kaikista ilmakehän aerosolihiukkasista muodostuu kaasu-
hiukkasmuuntumalla, joka alkaa yksittäisten kaasumolekyylien rypäytymisenä
eli klusteroitumisella ja etenee klustereiden törmätessä kaasumolekyyleihin tai
toisiinsa.9,14,15 Sekundäärihiukkaset voivat muodostua ydintymällä eli nukleoitu-
malla. Nukleaatio määritellään ensimmäisen kertaluvun faasitransitioksi, jossa
ensimmäisellä kertaluvulla tarkoitetaan, että jokin systeemin parametreistä käy
läpi epäjatkuvan muutoksen transitiossa.7 Tällöin tietyissä olosuhteissa faasimuu-
toksella on olemassa energiavalli, joka täytyy ylittää, jotta olomuodon muutos voi
tapahtua.16 Nukleaatioon sisällytetään tässä tutkielmassa myös sellaisia hiukkas-
muodostusprosesseja, joissa ei ole energiavallia.
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1.2 Dimetyyliamiinin ja ammoniakin rooli hiukkasmuodostuk-
sessa
Sekä kokeellisissa että teoreettisissa tutkimuksissa on osoitettu, että rikkihappo on
keskeinen yhdiste ilmakehän uusien hiukkasten muodostumiselle.17 Se ei kuiten-
kaan voi yksin tai edes veden läsnäollessa selittää havaittuja hiukkasmuodostusta-
pahtumia, sillä rikkihappoa on ilmakehässä aivan liian vähän.18–21 Ammoniakki ja
dimetyyliamiini vaikuttavat lupaavilta ehdokkailta selittämään havaitut muodostu-
misnopeudet, sillä niiden on teoreettisesti osoitettu vakauttavan rikkihappokluste-
reita.22–24
Ilmakehän hiukkasmuodostukseen liittyvien kokeellisten ja teoreettisten mal-
lien vertaileminen on hankalaa, sillä monien hiukkasmuodostukseen osallistuvien
kaasujen pitoisuudet ovat liian matalia mitattavaksi.25 Esimerkiksi amiinien us-
kotaan vaikuttavan klusteroitumiseen jo hyvin pieninä määrinä, joten on mah-
dollista, että niitä on ollut läsnä laboratoriomittauksissa, joissa on pyritty tutki-
maan puhdasta rikkihapon ja veden seosta. Tämä ongelma on ratkaistu CERN-
tutkimuskeskuksessa (Conseil Européen pour la Recherche Nucléaire) tehdyissä
CLOUD-kokeissa (Cosmics Leaving OUtdoors Droplets), joissa hiukkasmuodos-
tukseen osallistuvien kaasujen pitoisuuksia sekä klustereiden koostumusta mitattiin
koko ajan ja kaikki käytetyt kaasut olivat mahdollisimman puhtaita.26
Ilmakehän klusteridynamiikkakoodilla eli ACDC:lla (Atmospheric Cluster
Dynamics Code) voidaan mallintaa CLOUD-kokeissa tapahtuvaa hiukkasmuodos-
tusta.27 Hiukkasten muodostumisnopeus on kuitenkin hyvin herkkä parametrien
muuttamiselle. Laskennallisten klustereiden sidosenergioiden epätarkkuus saat-
taa aiheuttaa useiden kertalukujen virheen rikkihappo–ammoniakki-klustereiden
muodostumisnopeuteen. Rikkihappo–dimetyyliamiini-klusterit ovat vakaampia,
jolloin pienillä virheillä ei ole niin suurta vaikutusta haihtumistodennäköisyyksiin.
Toisaalta klustereiden muodostumisnopeuksiin voi vaikuttaa se, että dimetyyliamii-
nin metyyliryhmät eivät muodosta sidoksia rikkihapon kanssa, joten rikkihapon ja
dimetyyliamiinin törmäyksen täytyy tapahtua juuri oikeassa asennossa. On esitet-
ty, että ACDC:n tällä hetkellä käyttämässä kvanttikemiadatassa on nimenomaan
rikkihappo–dimetyyliamiini-klustereiden suhteen suuria systemaattisia virheitä
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energioissa.28 Tässä työssä on suoritettu rikkihappoa sisältävien klustereiden kvant-
tikemialaskuja aikaisempaa tarkemmalla laskennallisella tasolla ja tutkittu sen
vaikutusta ACDC:sta saatuihin klustereiden kokojakaumiin.
2 Ilmakehän reaktioiden ymmärtäminen
Kaasu-hiukkasmuuntumista on tutkittu teoreettisesti 1800-luvun loppupuolelta läh-
tien, kun John Aitken osoitti, että sopivissa ilmakehän olosuhteissa voi muodostua
uusia hiukkasia.29,30 Aiemmin ajateltiin, että nukleaatio on harvinainen ilmiö ja
valtaosa kaikista ilmakehän hiukkasista on peräisin muista lähteistä. Yhä parem-
pien mittausvälineiden kehittämisen myötä tämä kuva muuttui 90-luvun aikana
täysin. Uusien hiukkasten muodostumista on havaittu kaikkialla ilmakehässä An-
tarktiksesta suurkaupunkeihin.31 Valtamerten rajakerroksissa nukleaatio vaikuttaa
olevan harvinainen ilmiö, mutta mannerten rajakerroksissa sitä tapahtuu sekä maa-
seuduilla että kaupunkialueilla ja sen on arvioitu selittävän noin kolmanneksen
kaikista aerosolihiukkasista mantereilla.14,31
Suuri haaste klusteroitumisen ensiaskelia tutkittaessa on sellaisten kokeellisten
menetelmien puute, jotka kykenevät mittaamaan pienimpiä klustereita ja määrit-
tämään niiden kemialliset koostumukset.25,31 Nykyisillä mittalaiteilla neutraaleja
hiukkasia voidaan havaita vasta, kun niiden halkaisija on pari nanometriä, jolloin
ne sisältävät jo satoja molekyylejä.32 Kemiallisen koostumuksen mittaaminen on-
nistuu halkaisijaltaan yli kymmenen nanometrin hiukkasille, jotka sisältävät useita
tuhansia molekyylejä. Tällöin pääosa molekyyleistä on liittynyt hiukkaseen kasvu-
prosessissa ja mitattu koostumus ei anna tietoa varsinaisesta nukleaatioprosessista.
Neutraalit klusterit on mahdollista varata massaspektrometritutkimusta varten, mut-
ta tällöin klustereista haihtuu osa molekyyleistä, eikä alkuperäistä koostumusta
voida selvittää tarkasti.33
Ilmakehän hiukkasmuodostus voi edetä rajakerroksessa pääosin neutraaleja
reaktiopolkuja, jolloin teoreettisia menetelmiä tarvitaan kytkemään mittalaitteiden
antamat, varattuja hiukkasia koskevat, tulokset alkuperäisiin klusterijakaumiin.34,35
Hiukkasmuodostuksen alkuaskeleita voidaan tutkia erilaisilla laskennallisilla me-
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netelmillä.36 Nykyään tarkin menetelmä pienten klustereiden ominaisuuksia tut-
kittaessa on kvanttikemia, missä Schrödingerin yhtälö ratkaistaan atomiytimis-
tä ja elektroneista koostuvalle systeemille erilaisia likimääräisoletuksia käyttäen.
Kvanttikemiallisilla menetelmillä pystytään mallintamaan nukleoituvien systee-
mien kemiallista luonnetta ja laskuilla voidaan ratkaista esimerkiksi elektroniset
energiat ja termokemialliset parametrit, mutta rajoittuneen laskentatehon vuoksi
monia dynaamisia ilmiöitä ei voida simuloida tarkasti.37 Eri kvanttikemialliset
menetelmät voivat antaa kvantitatiivisesti eri tuloksia, mutta ennustukset ovat
yleensä kvalitatiivisesti samankaltaisia koskien esimerkiksi vakaimman klusterin
koostumusta.38,39
2.1 Ilmakehärelevantit yhdisteet
Useissa tutkimuksissa on osoitettu, että rikkihappo on usein keskeisessä roolissa
uusien hiukkasten muodostuksessa.17,40 Tärkein rikkihapon esiaste ilmakehässä
on rikkidioksidi, jota tulee muun muassa fossiilisista polttoaineista, metsäpalois-
ta ja tulivuoren purkauksista. Ilmakehässä kaasufaasinen rikkidioksidi hapettuu
rikkihapoksi seuraavalla reaktiosarjalla41
SO2 + OH · + M −−→ HSO3 · + M (R1)
HSO3 · + O2 + M −−→ SO3 + HO2 · + M (R2)
SO3 + H2O −−→ H2SO4, (R3)
missä M on kolmas kappale (usein N2), joka poistaa ylimääräisen energian.
Stratosfäärissä ja ylemmässä troposfäärissä rikkihapon ja veden kaksikompo-
nenttinen nukleaatio voi saada aikaan sekundääristen hiukkasten muodostumisen,
mutta muitakin yhdisteitä kuin rikkihappoa ja vettä tarvitaan selittämään ilmake-
hän havainnot.11,31,42 Ilmakehässä on lukuisia muita tiivistymiskykyisiä yhdisteitä
ja näyttää siltä, että ainakin osa näistä yhdisteistä osallistuu aerosolihiukkasten
muodostusprosesseihin.11 Alemmassa troposfäärissä myös muiden ilmakehärele-
vanttien yhdisteiden, kuten erilaisten emästen, ionien ja orgaanisten yhdisteiden,
etenkin erittäin heikosti haihtuvien orgaanisten yhdisteiden eli ELVOC:ien
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(Extremely Low-Volatility Organic Compounds),43 arvellaan osallistuvan nukle-
aatioprosesseihin.44,45 Jodipitoisilla molekyyleillä uskotaan olevan rooli nukle-
aatiossa rannikkoalueilla sekä rikkihapon kanssa että ilman sitä.46 Ammoniakin
ja dimetyyliamiinin on teoreettisesti osoitettu stabiloivan rikkihappoklustereita
ja molekyylitason klusterianalyysi paljastaa, että nopeampi nukleaatio selittyy
happo-emäsparilla, joka vähentää voimakkaasti haihtumista.22,47,48
Aiemmin huomio on kiinnitetty vain ammoniakin rooliin ja kolmekomponent-
tisella rikkihappo–ammoniakki–vesi-mekanismilla on pyritty selittämään ilmake-
hän hiukkasmuodostusta.49–52 Sekä ammoniakki että ammoniumioni parantavat
hiukkasmuodostusta rikkihappo–vesi-systeemiin verrattuna,26,53 mutta parannus
ei kuitenkaan ole niin suuri, että sen avulla voitaisiin selittää useimpia havaittuja
hiukkasmuodostusnopeuksia.24,26,54
Tässä työssä käsitellään dimetyyliamiinin vaikutusta hiukkasmuodostukseen.
Se on ammoniakin tavoin emäs, joten sen oletetaan sitoutuvan herkästi rikkihap-
poon. Laskennalliset tulokset viittaavat siihen, että dimetyyliamiini auttaa ilmake-
hän nukleaatiossa huomattavasti ammoniakkia tehokkaammin.48 Myös CLOUD-
kokeiden tarkoissa mittauksissa on osoitettu, että dimetyyliamiini auttaa rikki-
happoa sisältävien klustereiden muodostumista merkittävästi jo silloin, kun sen
pitoisuus ilmassa on biljoonasosan luokkaa.54 Amiineja tiedetään olevan ilmakehäs-
sä antropogeenisista (kaatopaikoilta, viemäreistä, maataloudesta ja teollisuudesta)
sekä luonnollisista lähteistä (valtameristä ja maaperästä) peräisin.55
2.2 Nukleaatio
Nukleaatiota voi tapahtua, kun yhdisteen höyrynpaine kaasufaasissa ylittää kylläi-
sen höyrynpaineen ympäristön olosuhteissa. Ympäristön olosuhteisiin vaikuttaa
lämpötilan ja paineen lisäksi myös yhdisteen pitoisuus sekä muiden aineiden läsnä-
olo. Tämä siis tarkoittaa, että syntyvän klusterin sidosenergian on oltava riittävän
suuri, että se kompensoi klusterin muodostumisesta aiheutuvan entropian laskun
eli lisääntyvän järjestyksen.37
Nukleaatio voidaan jakaa homogeeniseen ja heterogeeniseen nukleaatioon.56
Homogeenisessä nukleaatiossa pisara muodostuu suoraan kaasufaasista. Hetero-
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geeninen nukleaatio tapahtuu olemassa olevalle pinnalle, esimerkiksi aerosolihiuk-
kasen pintaan. Homogeenisen ja heterogeenisen nukleaation periaate on esitetty
kuvassa 1. Kummassakin tapauksessa nukleaatio voi sisältää yhtä tai useampaa eri
hiukkaslajia.56 Homogeeninen nukleaatio vaatii tapahtuakseen homomolekulaari-
sessa tapauksessa huomattavan supersaturaation. Heteromolekulaarisessa tapauk-
sessa kyllästyssuhteet ovat paljon pienempiä. Tästä syystä ilmakehän nukleaatio
on lähes aina monikomponenttinen tapahtuma, jossa erilaiset molekyylit vetävät
toisiaan voimakkaammin puoleensa kuin samanlaiset.23 Tällaisia vastinpareja ovat
esimerkiksi vetysidoksen donori ja akseptori, happo ja emäs sekä kationi ja anioni.
(a) Homogeeninen nukleaatio (b) Heterogeeninen nukleaatio
Kuva 1: (a) Homogeeninen nukleaatio tarkoittaa hiukkasmuodostusta suoraan
höyrystä ilman valmista pintaa. (b) Heterogeenisessa nukleaatiossa uusi faasi
syntyy olemassa olevalle pinnalle.
2.3 Kriittinen klusteri ja potentiaalivalli
Nukleaatiotutkimuksen keskeiset kysymykset liittyvät kriittisen klusterin kokoon ja
koostumukseen sekä muodostumisenergian ja nukleaationopeuden määrittämiseen.
Ilmakehän nukleaatioprosesseille potentiaalivalli määritellään yleensä klusterin
muodostumiseen tarvittavana vapaana energiana. Vallitsevista olosuhteista riippuen
käytettävä vapaa energia voi olla joko Gibbsin tai Helmholzin vapaa energia tai
suuri potentiaali.57
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Termodynaamiset kylvyt ovat klusteria paljon suurempia tasapainojärjestelmiä,
jotka kuvaavat klusterin kytkentää ympäristöön. Kylpy voi vaihtaa systeemin kans-
sa ekstensiivisiä ominaisuuksia kylvyn intensiivisten ominaisuuksien muuttumatta.
Jokaista termodynaamista kylpyä vastaa jokin vapaa energia, joka minimoituu
systeemin tasapainotilassa. Useissa ilmakehän nukleaatiotutkimuksissa paineen,
lämpötilan sekä hiukkasmäärän oletetaan pysyvän vakioina klusteroitumisessa, jol-
loin Gibbsin vapaa energia on nukleaatiotutkimuksiin soveltuva termodynaaminen
potentiaali.16
Potentiaalivalli on seurausta kahden eri faasin välisen pinnan muodostumiseen
vaaditusta energiasta.58 Kriittiseksi klusteriksi kutsutaan sellaista, joka vastaa
energiavallin huippua eli sillä on yhtä suuri todennäköisyys kasvaa tai hajota.
Kriittistä kokoa pienemmillä klustereilla on taipumus pienentyä haihtumalla ja
suuremmilla kasvaa tiivistymällä. Kuvassa 2 on kuvattu klusterin muodostumisen
Gibbsin vapaata energiaa kasvun funktiona. Klusteri voi kasvaa makroskooppiseen
kokoon ainoastaan ylittämällä potentiaalivallin.
Kuva 2: Klusterin kasvaminen vaatii nukleaatiovallin ylittämisen. Kriittisellä klus-
terilla on yhtä suuri todennäköisyys hajota ja kasvaa.
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Aiemmassa tutkimuksessa on simulaatioiden avulla osoitettu, että rikkihappo–
ammoniakki-systeemissä on energiavalli sekä sähköisesti neutraaleissa että ionisis-
sa reaktioissa.59 Rikkihappo–dimetyyliamiini-systeemin kasvaminen merkittäviä
reittejä pitkin on puolestaan esteetön ja tapahtuu sähköisesti neutraalien klusterei-
den kautta, vaikka ioneja olisi läsnä.39,59
2.3.1 Gibbsin vapaa energia
Kvanttikemiallisia laskuja voidaan käyttää elektronisten energioiden ja termoke-
miallisen parametrien, kuten klustereiden vapaan muodostumisenergian, selvittä-
miseksi.24,48,60 Teoreettisesti hiukkasten muodostumisprosessi voidaan selvittää
laskemalla klustereille muodostumisen Gibbsin vapaan energian muutos suhteessa
monomeereihin.59 Vapaiden energioiden avulla voidaan arvioida kvalitatiivisesti
klusterin vakautta sekä laskea klusterin haihtumis- ja kasvunopeudet.38 Klusteri-
jakaumasimulaatioilla saadaan tämän jälkeen laskettua klustereiden suhteelliset
pitoisuudet. Elektronirakennelaskujen tärkein päämäärä onkin laskea muodostu-
misen vapaat energiat. Laskuista saadaan kuitenkin vain perustilan elektroninen
energia absoluuttisessa nollapisteessä. Termokemiallisten parametrien laskemiseksi
täytyy elektronisen rakenteen lisäksi mallintaa myös atomiydinten liikettä käyttäen
tilastollista fysiikkaa sekä paljon muita approksimaatioita.37
Gibbsin vapaa energia voidaan laskea määrittämällä systeemin tilasumma.61
Kokonaistilasumman laskemiseksi on tiedettävä systeemin kaikki mahdolliset
kvanttiluvut. Periaatteessa se voidaan laskea ratkaisemalla ytimien Schrödinge-
rin yhtälö, kun sopiva potentiaalienergiapinta on saatavilla. Tämä ei kuitenkaan
ole mahdollista klustereille. Eristetylle moniatomiselle molekyylille yksittäisen
konformaation energiatasot voidaan laskea jäykän pyörijän ja harmonisen oskil-
laattorin approksimaatiolla (Rigid-Rotor Harmonic-Oscillator, RRHO), missä eri
energiaosien oletetaan olevan kytkeytymättömiä, jollon ne voidaan erottaa toisis-
taan.37 Jos oletetaan, että kokonaisenergia (kok) voidaan kirjoittaa elektronisen-
(el), etenemis- (tr), värähdys- (vib) ja pyörimisenergioiden (rot) summana
kok = el + tr + vib + rot, (1)
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systeemin kokonaistilasumma qkok voidaan rakentaa näiden yksittäisten tilasum-
mien tulona
qkok = qelqtrqvibqrot. (2)
Jokaiselle vapausasteelle on tehty likimääräisoletuksia.62 Elektroninen tilasum-
ma sisältää kaikki elektronisen Schrödingerin yhtälön ratkaisut eli perustilan ja
kaikki mahdolliset viritystilat. Lähes kaikille molekyyleille perustilan ja viritystilo-





missä kB on Boltzmannin vakio, T on lämpötila,E0 on perustilan elektroninen ener-
gia ja g0 vastaa perustilan degeneraatiota. Vakaille molekyyleille sekä ilmakehän
klustereille voidaan yleensä olettaa, että g0 = 1, mikä johtuu ei-degeneroituneesta
singlettiperustilan aaltofunktiosta.
Sallitut kvanttitilat etenemisliikkeelle määritellään asettamalla klusteri laatik-
koon, jolloin sen potentiaali on nolla laatikossa ja ääretön sen ulkopuolella.62












missä h on Plancin vakio, p on klusterin osapaine ja M on massa. Ideaalikaasulle
tilavuus V = kBT
p
.
Värähdysliikkeen approksimaation mukaan klusteri on harmoninen oskillaatto-
ri. Tällöin värähtelyvapausasteet ovat kytkeytymättömiä normaalissa koordinaatti-












missä N on atomien lukumäärä ja νi on normaalimoodia i vastaava taajuus.
Pyörimisliikkeen suhteen klusterilla on jäykkä rakenne ja pyörimisen oletetaan
olevan riippumaton pyörimis- ja värähdyskvanttiluvuista. Moniatomiselle kluste-
rille pyörimisenergiatasoja ei voida kirjoittaa yksinkertaisessa muodossa, mutta
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missä s on symmetriaindeksi ja In on hitausmomentti pääakselin suhteen.
Kun kaikki tilasummat tiedetään, voidaan laskea monomeerien i ja j muodos-
taman klusterin i+ j Gibbsin vapaa energia
∆G(i+ j) =∆E0(i+ j)−
kBT ln
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missä ∆E0(i+ j) vastaa klusterin i+ j ja sen monomeerien perustilojen elektro-
nisten energioiden erotusta.
Klustereita käsitellään ideaalikaasuhiukkasina, joiden rakenne värähtelee läm-
pötilan vaikutuksesta harmonisesti tasapainorakenteen ympäri ja jotka pyörivät
yhtenä kokonaisuutena. Vapaa energia saadaan ratkaistua analyyttisesti, kun väräh-
dystaajuudet ja pyörimisvakiot on ensin laskettu.37 Tällainen malli ei kuitenkaan
kuvaa vahvasti vetysitoutuneiden molekyyliklustereiden värähtely- ja pyörimis-
liikkeitä oikein. Vaikka vapaat energiat eivät ole kvantitatiivisesti tarkkoja, niitä
voidaan kuitenkin käyttää melko luotettavasti esimerkiksi eri nukleaatioreittien
kvalitatiiviseen vertailuun. Tarkkojen muodostumisentropioiden ja -entalpioiden
laskemiseen tarvitaan monimutkaisia sisäisen pyörimisliikkeen ja epäharmonis-
ten värähdysten mallintamista.63 Tämä on kuitenkin laskennallisesti liian raskasta
sovellettavaksi useamman molekyylin sisältäville klustereille. Fysikaaliset epä-
harmonisuudet voidaan ottaa huomioon skaalamalla värähdystaajuudet, mutta eri
termodynaamiset lähestymistavat johtavat erilaisiin skaalauskertoimiin.64,65
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2.3.2 Klassinen nukleaatioteoria
Vaikka nukleaatiota on havaittu kaikkialla maapallolla, ei ilmiötä ymmärretä täysin.
Molekyylitason mekanismeista ja eri yhdisteiden osallistumisesta prosessin alkuas-
keleisiin ei ole vielä tarkkaa tietoa.11 Yleisimmin käytetty teoreettinen kuvaus
on edelleen klassinen nukleaatioteoria (Classical Nucleation Theory, CNT).66–69
Klassinen nukleaatioteoria on termodynamiikkaan perustuva makroskooppisen ai-
neen teoria, jossa aineen pienimpiäkin osia käsitellään nestemäisinä pisaroina. Tätä
kuvitteellista bulkkiainetta voidaan kuvata makroskooppisen aineen parametrien,
kuten tiheyden, kylläisen höyrynpaineen ja pintajännityksen, avulla.16,70
Klassisen nukleaatioteorian keskeisin oletus on kapillaariapproksimaatio, jonka
mukaan klusterin pintajännitys on sama kuin makroskooppisen tasomaisen pinnan.
Klassisessa nukleaatioteoriassa oletetaan myös, että klustereita voidaan mallintaa
pallomaisina pisaroina, neste on kokoonpuristumatonta ja kaasu käyttäytyy ideaali-
kaasun tavoin.16,71 Kapillaariapproksimaatio ei toimi pienille nanoklustereille.72
Esimerkiksi argonklustereiden tapauksessa kapillaariapproksimaatiota voidaan
käyttää yli 150 atomia sisältäville systeemeille, mutta sitä pienemmille tarvitaan
molekyylitason mallinnusta.73,74
Klassisessa nukleaatioteoriassa Gibbsin vapaa energia muodostumiselle sisältää
kaksi termiä, joista ensimmäinen on vapaan energian ero neste- ja kaasufaasin
välillä ja toinen on faasien välisen rajapinnan muodostumisenergia. Klusteria
käsitellään kokoonpuristumattomana yhtenäisenä pallomaisena nestepisarana. Kun
tarkastellaan yksikomponenttista klusteria, jossa on n molekyyliä, molekyylien
lukumäärätiheys nesteessä on ρl. Tällöin molekyylien kokonaismäärä klusterissa
on n = ρlV , missä klusterin tilavuus on V = 43pir
3. Homogeenisessa nukleaatiossa
muodostumisen vapaa energia yksikomponenttiselle pisaralle on75
∆G = Aσ + n∆µ, (8)
missä r-säteisen pisaran ala on A = 4pir2, σ on pintajännitys ja kemiallisen poten-
tiaalin ero nesteen ja höyryn välillä on ∆µ = −kBT lnS. Käyttämällä ideaalikaa-
sulakia muodostumisen vapaalle energialle saadaan










Muodostumisen vapaa energia ∆G voidaan esittää säteen funktiona, jolloin






missä r∗ on kriittisen klusterin säde. Monikomponenttiselle systeemille voidaan
esittää muodostumisen vapaa energia, kun huomioidaan kaikkien komponenttien
vaikutus pintajännitykseen76,77












missä i vastaa kaikkia erilaisia molekyylejä klusterissa ja xi,l on komponentin i





Energiavalli on keskeinen käsite nukleaatiotutkimuksessa, sillä esimerkiksi













≈ ∆n∗i , (15)
missä ∆n∗i on molekyylien i määrä kriittisessä klusterissa ja ai,g on kaasufaasiak-
tiivisuus vastaavalle monomeerikaasulle. Vaikka nukleaatiolauseet lasketaan usein
käyttämällä klassista nukleaatioteoriaa, ne ovat riippumattomia oletuksia, jotka
voidaan johtaan suoraan tilastollisesta mekaniikasta.16
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Yksinkertaistettu nukleaatiokinetiikkamalli sisältää ainoastaan monomeerin
törmäykset klusteriin ja monomeerin haihtumisen klusterista. Jos ilmakehässä
on pieniä vakaita klustereita, myös niiden törmäykset voivat olla tärkeitä.78,79
Kehittyneemmät kineettiset mallit sisältävät myös klustereiden välisiä törmäyksiä
sekä klusterin hajoamisen kahdeksi pienemmäksi klusteriksi.27
2.4 Ilmakehän klusteridynamiikkakoodi
Ilmakehän klusteridynamiikkakoodi eli ACDC on luotu simuloimaan uusien hiuk-
kasten muodostumisen ensiaskelia, kun klusterit muodostuvat ilmakehärelevan-
teista molekyyleistä.27 ACDC kuvaa klustereiden kokojakauman kehitystä, kun
molekyylit törmäilevät toisiinsa muodostaen klustereita ja klusterit hajoavat haih-
tumalla. Klustereiden hajoamistodennäköisyydet saadaan kvanttikemiasta ja niitä
käyttämällä voidaan tutkia eri parametrien muuttamisen vaikutusta klustereiden ko-
kojakaumiin. Erityisesti lämpötilalla on havaittu olevan merkittävä vaikutus vakaan
tilan klustereiden kokojakaumiin.27
Syntymä-kuolemayhtälöt (Birth-Death Equations, BDE) voidaan ratkaista ai-
noastaan kinetiikkaa tutkimalla.39 Klustereiden kinetiikkaa on mallinnettu useissa
ilmakehän uusien hiukkasten muodostumisen tutkimuksissa. Törmäys- ja haihtu-
miskertoimia määrittämään on käytetty lukuisia erilaisia lähestymistapoja, mutta
yleensä niiden oletetaan olevan yhteydessä toisiinsa klustereiden tasapainojakau-
man kautta, joka puolestaan määräytyy Gibbsin vapaasta energiasta muodostumisel-
le. Syntymä-kuolemayhtälöiden ratkaisemiseksi on kehitetty erilaisia menetelmiä
jo useita vuosikymmeniä.
Courtney ratkaisi BDE:itä jopa sadan vesimolekyylin kokoisille klustereille.80
Nishioka ja Fujita tarkastelivat veden ja rikkihapon muodostamaa systeemiä ja
ratkaisivat BDE:itä Eulerin menetelmällä.81 Vehkamäki tutkimusryhmineen tar-
kasteli kahta binääristä järjestelmää ja ratkaisi matriisimenetelmää käyttäen ajas-
ta riippumattoman tilan pitoisuudet.82 McGraw tutki vesi–rikkihappo-systeemiä
samankaltaisin menetelmin ja selitti, että koska happohydraatti on vakain kluste-
ri, niin hydraatin törmäykset ovat tärkeämpiä kuin pelkän happomonomeerin.83
Muissa tutkimuksissa oletettiin, että vain monomeerit voivat törmäillä. Useissa
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tutkimuksissa on tarkasteltu hiukkasten muodostumista suljetussa systeemissä,
missä monomeerien pitoisuus laskee ajan myötä.84,85 Kulmala esitteli vuonna 2010
dynaamisen ilmakehän klusterimallin, joka arvioi klusterin pitoisuuteen vaikuttavia
tekijöitä ja tutki niiden alkuperää.86
Vuonna 2012 esiteltiin ACDC, jolla voidaan tutkia molekyyliklusterijakaumien
aikakehitystä tarkoilla BDE:iden ratkaisuilla.27,59 Syntymä-kuolemayhtälöt sisältä-
vät sekä klusteria i muodostavia että hajottavia termejä. Klusteri i voi muodostua
pienempien klustereiden törmäysten seurauksena tai suurempien klustereiden ha-
joamistuotteena. Se voi puolestaan kadota törmätessään muihin klustereihin tai
hajotessaan pienemmiksi klustereiksi. Myös muut mekanismit ovat mahdollisia ja




















γi→jci +Qi − Si,
(16)
missä i on klusteri, jonka konsentraatio on annettu tässä yhtälössä, j on toinen
systeemin klustereista, ci on klusterin i lukumäärätiheys, βij on klustreiden i ja j
välinen törmäyskerroin, γi→j on haihtumiskerroin klusterille i, Qi on i:n ulkopuo-
linen lähdetermi ja Si sisältää muut mahdolliset klusterin i vähenemismekanismit.
Positiiviset termit liittyvät klusterin i muodostumiseen ja negatiiviset hajoamiseen.
Ilmakehän klusteridynamiikkakoodissa BDE:t ratkaistaan käytten MATLAB-
ohjelman ode15s:a, joka on tehokas differentiaaliyhtälöiden numeerinen ratkaisu-
menetelmä.87 Kaikkien aineiden pitoisuudet tunnetaan ajan funktiona, sillä ACDC
ratkaisee BDE:t eksplisiittisesti. Monet aiemmat tutkimukset ovat rajoittuneet
pelkästään monomeereihin, mutta ACDC:n BDE:t sisältävät kaikki mahdolliset
haihtumiset ja törmäykset. Monomeereihin rajoittuminen on perusteltua, jos niiden
konsentraatiot ovat huomattavasti suurempia kuin klustereiden.19 Ilmassa olevat
pienet stabiilit klusterit viittaavat kuitenkin siihen, että niiden törmäykset voivat
olla tärkeitä.78,79 Lisäksi pienen vakaan klusterin haihtuminen saattaa tulla merkit-
täväksi suuria klustereita tutkittaessa, sillä sen haihtuminen voi olla energeettisesti
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edullisempaa kuin monomeerin.19
Törmäyskertoimet otetaan yleensä kineettisestä kaasuteoriasta ja ne kertovat,





















missä klusterin i massa on mi ja tilavuus Vi. Klusterin tilavuus määritellään
ACDC:ssa olettaen, että klusterin yhdisteet ovat nestemäisessä olomuodossa. Puh-
taan nesteen molekyylitilavuus on laskettu molekyylimassasta ja kyllästetyn nes-
teen tiheydestä. Klusterin tilavuus saadaan kaikkien molekyylien tilavuuksien
summana.
Haihtumiskertoimet voidaan laskea törmäyskertoimista ja muodostumisen va-










missä i ja j ovat tytärklustereita, cei on klusterin i tasapainokonsentraatio, ∆Gi on
muodostumisen vapaa energia ja viitekonsentraatio cref = pkBT vastaa olosuhteita,
jossa vapaat energiat on laskettu. Haihtumiskertoimien avulla voidaan arvioida kva-
litatiivisesti klustereiden suhteellisia pitoisuuksia. Teoreettisten klusterijakaumien
määrittämisksi haihtumiskertoimet sisällytetään klusteripitoisuuksia kuvaavaan
kineettiseen ACDC-malliin.27 Teoreettisia simulaatiosta saatuja klusterijakaumia
voidaan verrata kokeellisiin tuloksiin, jolloin saadaan arvio mallin todellisuudesta
ja voidaan ymmärtää paremmin ilmakehän hiukkasmuodostuksen ensiaskeleita.88
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3 Kvanttikemia
Kemiassa, fysiikassa sekä muissa luonnontieteissä käytetään tietokonemallinnusta
muun muassa reaktioiden mekanismien selvittämiseen, uusien yhdisteiden etsi-
miseen sekä luonnonilmiöiden ennustamiseen.89–91 Klusterisimulaatioiden suurin
haaste on alkurakenteen arvaaminen, sillä mahdollisten rakenneisomeerien määrä
kasvaa voimakkaasti, kun atomien lukumäärä lisääntyy. Tietokonemallinnuksen
rajoitukseksi asettuu menetelmien ja kantajoukkojen tarkkuus sekä tietokoneiden
tehokkuus muun muassa laskenta-ajan ja muistin suhteen.37,92 Erilaisille systee-
meille sopivat eri menetelmän ja kantajoukon yhdistelmät. Sopivan kombinaation
löytäminen on oleellinen prosessi, sillä sen vaikutus tarkkuuteen ja laskenta-aikaan
on merkittävä.
Laskennallisen kemian yksi keskeisistä tehtävistä on selvittää, millainen approk-
simaation taso aaltoyhtälön ratkaisuun tarvitaan, jotta saavutetaan tietty tarkkuus
suhteessa kokeellisiin havaintoihin. Jos mitään aiempia virhearvioita ei ole saa-
tavilla, laskennallisen kemian keinoin on mahdollista arvioida teoreettisen tason
tarkkuutta suhteessa aiempiin menetelmiin.93 Huolelliset konvergenssitutkimukset,
joissa parannetaan systemaattisesti laskennallista tasoa, ovat tärkeässä roolissa
arvioitaessa kvanttikemiallisen menetelmän virhettä, jota voidaan hyödyntää mene-
telmän soveltamiseen ja kehittämiseen.94
3.1 Schrödingerin yhtälö
Laskennalliset menetelmät perustuvat kvanttimekaniikkaan. Kvanttimekaniikka on
laaja fysiikan teoria, joka kuvaa ilmiöitä atomaarisessa mittakaavassa, jossa klassi-
nen mekaniikka ei toimi.58 Kemian ilmiöt tapahtuvat yleensä atomien uloimpien
elektronikuorten elektronien välityksellä ja näitä ilmiöitä voidaan tutkia kvantti-
mekaniikan keinoin.37 Schrödingerin yhtälön avulla voidaan ratkaista systeemin
elektroninen rakenne.62 Ajasta riippumaton Schrödingerin yhtälö on muotoa
HˆΨ = EΨ, (19)
missä Hˆ on systeemin Hamiltonin operaattori, E on kokonaisenergia ja Ψ on aal-
tofunktio, joka sisältää tiedon hiukkasen kaikista dynaamisista ominaisuuksista.58
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missä elektroneja kuvaavat i ja j, ytimiä kuvaavat n ja m, Z on järjestysluku, r
kuvaa etäisyyttä hiukkasten välillä, me on elektronin massa, e on alkeisvaraus, M
on ytimen massa ja∇2 on Laplacen operaattori. Hamiltonin operaattorin ensimmäi-
nen ja toinen termi kuvaavat elektronin ja ytimen liike-energiaa, kolmas elektronin
ja ytimen välistä attraktiivista vuorovaikutusta ja neljäs sekä viides elektronien ja
ytimien keskinäistä repulsiivista vuorovaikutusta. Schrödingerin yhtälöä ei voida
ratkaista tarkasti muille kuin vedynkaltaisille atomeille, joten sen ratkaisemiseen
on kehitelty useita likimääräisoletuksia.95
3.1.1 Bornin ja Oppenheimerin likimääräisoletus
Bornin ja Oppenheimerin (BO) approksimaatio perustuu elektronien ja ytimien
väliseen suureen massaeroon. Keveiden elektronien voidaan ajatella seuraavan hi-
taammin liikkuvia ytimiä lähes viiveettä eli ytimien liikkeen voidaan olettaa olevan
mitätöntä elektronien liikkeen aikaskaalassa. Tällöin kokonaisaaltofunktio voidaan
jakaa elektronin Ψelektroni(r) ja ytimen Ψydin(R) aaltofunktioihin.96 Ytimien hetkel-
linen konformaatio luo potentiaalin, jossa elektronit liikkuvat ja jossa elektronien
Schrödingerin yhtälö voidaan ratkaista.92,97
Erilaiset konformaatiot ja niitä vastaavat molekyylin kokonaisenergiat muodos-
tavat potentiaalienergiapinnan, joka on likimäärin se potentiaalifunktio, jossa elekt-
ronien liiketiloja voidaan tarkastella.37 Potentiaalienergiapinnan minimit vastaavat
vakaimpia ja maksimit epävakaimpia konformaatioita. Yleisesti molekyylikluste-
rilla on useita paikallisia minimejä potentiaalienergiapinnalla, ja siten on olemassa
monia vakaita rakenteita. Tällöin tehtävä on löytää pinnan globaaliminimi, joka
on klusterin vakain rakenne.98 Globaalia minimiä voidaan pienille systeemeille
arvoida kemiallisen intuition avulla, mutta jo muutaman molekyylin sisältäville
klustereille kaikkien mahdollisten rakenteiden läpikäyminen on mahdotonta.38,99
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3.1.2 Alkugeometrian määrittäminen
Yksi tapa käydä läpi klustereiden alkurakenteita on käyttää laskennallisesti melko
edullista molekyylidynamiikkaa (Molecular Dynamics, MD), jolla voidaan tuottaa
muutamasta käsintehdystä alkuarvauksesta erilaisia rakenneisomeerejä. Molekyy-
lisimulaatioita voidaan tehdä esimerkiksi rinnakkaisella MD-simulointipaketilla
DL_POLY_2100 ja Newtonin mekaniikkaan perustuvilla voimakentillä.
Yksinkertainen jäähdytyssimulaatio (Simulated Annealing, SA) on hyvä ap-
proksimaatio globaaliin optimointiongelmaan. Kolmivaiheisessa menetelmässä
kaikki klusterit simuloidaan korkeassa lämpötilassa aloittaen satunnaisesta alkukon-
figuraatioista, jotta konfiguraatioavaruus voidaan tutkia mahdollisimman perusteel-
lisesti. Sitten molekyylit jäähdytetään simulaatiossa alempaan lämpötilaan, jotta
saadaan todellisia sitoutuneita klustereita. Lopuksi klusterit simuloidaan lähellä
absoluuttista nollapistettä, jotta saavutettaan energiaminimi. Simulaation lopputuo-
te valitaan kyseisen konformeerin alkurakenteeksi elektronirakennemenetelmien
geometrian optimointia varten.98
Voimakentissä ei voida mallintaa protoninsiirtoreaktioita dynaamisesti, joten
eri protolyysivaiheet on otettava huomioon manuaalisesti tekemällä simulaatioita
eri protonoitumisvaiheisille rakenteille. Jäähdytyssimulaatiomenetelmä on tehokas,
kun tavoitteena on löytää tietyssä ajassa vain hyväksyttävä mutta ei välttämättä
paras mahdollinen ratkaisu.101 Menetelmällä saadut rakenteet ovat usein, mutta
eivät aina, parempia kuin käsinrakennetut.
Kun muutama sopiva alkuarvaus jokaiselle eri rakenteelle on luotu, saadut
alkurakenteet optimoidaan tiheysfunktionaaliteoriaan perustuvalla menetelmällä.
Vaikka tiheysfunktionaaliteoria kuvaa yleensä huonosti heikkoja vuorovaikutuksia,
värähdystaajuudet ja rakenteet ovat kvalitatiivisesti luotettavia. Myös voimat saa-
daan laskettua tehokkaasti ja tarkasti, mikä mahdollistaa rakenteelliset relaksaatiot
ja MD-simulaatiot. Parhaille rakenteille lasketaan vielä korkeatasoisemmilla kvant-
tikemian menetelmällä yksöispiste-energiat (Single Point Energy, SPE). Alimman
energian saanut rakenne on vakain geometria molekyyliklusterille.
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3.1.3 Variaatioperiaate
Variaatioteoriassa antisymmetrisestä N :n elektronin yriteaaltofunktiota paranne-
taan variaatioteoreeman avulla
E0 ≤ Eψ = 〈ψ| Hˆ |ψ〉〈ψ|ψ〉 . (21)
Hamiltonin operaattoriin Hˆ liityvä energiafunktionaali on sama kuin oikea perusti-
lan energia E0 ainoastaan, jos yriteaaltofunktio on oikea perustilan aaltofunktio.
Koska laskettu energia Eψ perustilan energian yläraja, pyritään etsimään energian
minimiä. Mitä pienempi saatu energia on, sitä paremmin se vastaa oikeaa perustilan
energiaa ja yriteaaltofunktio lähestyy oikeaa perustilan aaltofunktiota.102 Yriteaal-











φ1(r1) φ2(r1) . . . φN(r1)
φ1(r2) φ2(r2) . . . φN(r2)
...
... . . .
...
φ1(rN) φ2(rN) . . . φN(rN)
∣∣∣∣∣∣∣∣∣∣∣
. (23)
Yksielektroniaaltofunktioita φN kutsutaan usein spinorbitaaleiksi. Konfiguraatioti-
lafunktio saadaan siis muodostettua tekemällä spinadaptoitu lineaarikombinaatio
Slaterin determinantista. Determinantille pätee yleisesti, että kahden rivin tai sarak-
keen vaihto muuttaa determinantin merkin. Tämä tarkoittaa, että aaltofunktio on
antisymmetrinen hiukkasten vaihdon suhteen. Lisäksi jos kaksi riviä tai saraketta
ovat samat, determinantti saa arvon nolla. Tämä kvanttikenttäteoriasta saatava ehto
tunnetaan Paulin kieltosääntönä ja sen mukaan kaksi elektronia ei voi miehittää
samaa spinorbitaalia.102
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3.1.4 Hartreen ja Fockin approksimaatio
Hartreen ja Fockin (HF) menetelmässä oletetaan, että elektronit ovat muiden elekt-
ronien aiheuttamassa keskimääräisessä potentiaalissa.103,104 Menetelmässä optimoi-
daan jokaisen atomin orbitaalit, jolloin saadun aaltofunktion odotusarvo on pienin
mahdollinen energia yksideterminanttiselle aaltofunktiolle tietyllä kantajoukolla.95
Käytännössä spinorbitaalit rakennetaan lineaarikombinaationa atomiorbitaaleista
(Linear Combination of Atomic Orbitals, LCAO), jotka muodostavat laskuissa
käytettävän kantajoukon. Hartree–Fock-yhtälöt ovat spinorbitaalien ominaisarvo-
yhtälöitä
fˆφN = NφN , (24)
missä fˆ on Fock-operaattori ja N on spinorbitaalin ominaisenergia. Fock-operaat-
tori kirjoitetaan jokaiselle orbitaalille erikseen ja se on muotoa
fˆ = hˆ+ Jˆ − Kˆ, (25)
missä hˆ on yksielektronioperaattori, Jˆ on elektronien välisen sähköstaattisen
vuorovaikutuksen huomioiva Coulomb-operaattori ja Kˆ on kvanttimekaaninen
vaihto-operaattori, joka on seurausta fermionisysteemin aaltofunktion antisym-
metrisyydestä. Coulomb-operaattorissa on vajaa elektronikorrelaatio, mikä johtuu
Slaterin determinantin separoituvasta luonteesta.37
Hartreen ja Fockin yhtälöt ratkaistaan itseytyvän kentän menetelmällä (Self-
Consistent Field, SCF) numeerisesti iteroimalla, sillä Fock-operaattori riippuu
omista ratkaisuistaan.102 Perustilan energian ratkaisua varten tarvitaan alkuarvaus,
joka yleensä luodaan LCAO-menetelmällä. Hartree–Fock-yhtälöt voidaan nyt rat-
kaista käyttäen alkuarvausta, jolloin ratkaisuna saadaan uusi aaltofunktio. Yhtälöt
ratkaistaan uutta aaltofunktiota käyttämällä ja iteraatiota jatketaan, kunnes ratkai-
su on supennut määritellylle rajalle.95 Itseytyvän kentän menetelmällä saadaan
energia, jonka ero tarkkaan energiaan on elektronikorrelaatioenergia.105 Korrelaa-
tioenergiaksi Ekorr kutsutaan sitä energiaa, joka saadaan eksaktin energian Eeks ja
HF-menetelmän tuottaman energian EHF erotuksena
Ekorr = Eeks − EHF. (26)
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Jos oletetaan jokaisen elektroniparin elektronien spinosien olevan samanlaisia
ja integroidaan spinien yli, saadaan ainoastaan avaruusosan sisältäviä rajoitettuja
Hartree–Fock-orbitaaleja (Restricted Hartree–Fock, RHF). Rajoittamattomassa
HF-menetelmässä (Unresticred Hartree–Fock, UHF) puolestaan kaikille spinor-
bitaaleille lasketaan omat avaruudelliset orbitaaliosat. Hartree–Fock-menetelmä
on kokoekstensiivinen eli systeemin energia sekä muut ominaisuudet skaalautuvat
lineaarisesti alisysteemien lukumäärän mukaan. Menetelmä on myös kokokonsis-
tentti, mikä tarkoittaa, että kahden toisistaan äärettömän kaukana olevan hiukkasen
energia on kaksinkertainen yhteen hiukkaseen verrattuna.37
3.2 Elektronikorrelaatio
Hartreen ja Fockin menetelmällä voidaan saavuttaa noin 99 %:a elektronisesta
energiasta.37 Se ei kuitenkaan huomioi elektronien välistä korrelaatiota, jolla on
suuri vaikutus kemiallista sidosta kuvattaessa, etenkin heikosti sitoutuvien mole-
kyyliklustereiden tapauksessa. Kvanttimekaanisen systeemin korrelaatio aiheutuu
elektronien välisestä hylkivästä Coulombin vuorovaikutuksesta ja vaihtovuorovai-
kutuksesta, joka on seurausta Paulin periaatteesta.106 Kahden samanmerkkisesti
varautuneen hiukkasen välillä vaikuttaa repulsiivinen Coulombin vuorovaikutus,
joka on kääntäen verrannollinen hiukkasten etäisyyteen toisistaan. Tätä Coulom-
bin koloa ei voida kuvata oikein HF-teorialla. Vaihtovuorovaikutus huomioidaan
Slaterin determinantissa antisymmetrisoimalla systeemin aaltofunktio elektronien
vaihdon suhteen. Paulin kieltosäännön mukaan saman spinin omaavat elektronit
eivät voi olla samassa paikassa. Tätä kutsutaan Fermin koloksi.95
Elektronikorrelaatio voidaan karkeasti jakaa dynaamiseen ja staattiseen korre-
laatioon.106 Dynaamiseksi korrelaatioksi kutsutaan lähellä toisiaan olevien elektro-
nien välistä korrelaatiota, kun ne vaikuttavat toistensa dynamiikkaan Coulombin
vuorovaikutuksella. Sillä kuvataan jokaisen elektronin korreloitunutta liikettä suh-
teessa muihin elektroneihin. Lyhyen kantaman dynaamisen korrelaation huomioi-
minen riippuu aaltofunktion tarkkuudesta pienillä etäisyyksillä. Van der Waalsin
vuorovaikutus (vdW) on dynaaminen korrelaatiovuorovaikutus, jossa elektronit
ovat toisistaan etäällä. Se syntyy dynaamisesta dipoli-dipolikorrelaatiosta. Vuoro-
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vaikutus esiintyy kaikkien atomien ja molekyylien välillä, mutta se on niin heikko,
ettei sitä havaita merkittävästi kuin poolittomien systeemien välillä. Korrelaation
sanotaan olevan staattista, jos elektronit ovat kaukana toisistaan, esimerkiksi eri
atomeissa. Staattinen korrelaatio tarkoittaa tilannetta, jossa elektronikonfiguraa-
tiota ei voida kuvata ainoastaan yhden Slaterin determinantin avulla. Se huomioi
systeemin käyttäytymisen dissosiaatiorajalla, esimerkiksi sigmasidoksen katkea-
misessa. Se on pitkän kantaman korrelaatioefekti, joka saa elektronit pysymään
atomiorbitaaleilla molekyylin dissosioituessa.102,106
Elektronirakennemenetelmät perustuvat joko ab initio -aaltofunktioteoriaan
(Wave Function Theory, WFT) tai tiheysfunktionaaliteoriaan (Density Functio-
nal Theory, DFT) riippuen siitä, kuinka elektronikorrelaatiota käsitellään. Aalto-
funktioteoriaan perustuvissa menetelmissä aaltofunktio approksimoidaan Slaterin
determinanttien kehitelmänä. Menetelmien etuna on, että niitä voidaan parantaa
systemaattisesti.37,107
3.2.1 Konfiguraatiovuorovaikutus
Konfiguraatiovuorovaikutus (Configuration Interaction, CI)108 on tapa lisätä elekt-
ronikorrelaatiota aaltofunktioon. Yriteaaltofunktio voidaan kirjoittaa useiden Slate-
rin determinanttien lineaarikombinaationa










missä alaindeksi i kertoo virityksen kertaluvun suhteessa HF-konfiguraatioon. Kun
kantafunktiojoukko lähestyy ääretöntä ja kaikki mahdolliset viritystilat huomioi-
daan, lähestytään Schrödingerin yhtälön tarkkaa ratkaisua. Eksakti yritefunktio
huomioi HF-mallista puuttuvan elektronien välisen korrelaation erilaisten elektro-
nikonfiguraatioiden ja viritystilojen keskinäisellä vuorovaikutuksella. Alin determi-
nantti kuvaa HF-menetelmällä ratkaistua perustilan aaltofunktiota ja korkeammat
viritystiloja.109
Tarkinta mahdollista Schrödingerin yhtälön ratkaisua tietyllä kantajoukolla kut-
sutaan täydeksi konfiguraatiovuorovaikutukseksi (Full Configuration Interaction,
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FCI). FCI-menetelmä on variationaalinen eli se antaa energian ylärajan. FCI on ko-
koekstensiivinen ja kokokonsistentti. Mahdollisten viritystilojen lukumäärä kasvaa
rajusti systeemin koon kasvaessa. Usein CI-menetelmässä otetaan huomioon vain
rajallinen määrä viritystiloja. Esimerkiksi pelkät singletti- ja duplettiviritykset (S
ja D) huomioiva konfiguraatiovuorovaikutusmenetelmä on CISD. Katkaistut konfi-
guraatiovuorovaikutusmenetelmät eivät ole kokoekstensiivisiä eivätkä kokokonsis-
tentteja.95 Kvadraalinen konfiguraatiovuorovaikutus (Quadratic Configuration Inte-
raction, QCI) on CI-menetelmän laajennus, joka korjaa kokokonsistenssivirhettä
kaikille yksin- ja kaksinkertaisille virityksille.37
Tulosten tarkkuutta voidaan parantaa systemaattisesti sisällyttämällä laskuun
mahdollisimman paljon viritystiloja. Katkaistujen CI-menetelmien viritysenergiat
ovat usein liian korkeat, sillä viritystilat eivät ole niin korreloituneita kuin perusti-
la.110 Davidsonin korjauksella voidaan arvioida FCI-energian osuutta katkaistun
CI-energian ratkaisusta. Konfiguraatiovuorovaikutusmenetelmä on laskennallisesti
hyvin raskas ja huonosti skaalautuva.37
3.2.2 Møllerin ja Plessetin häiriöteoria
Yleisesti häiriöteoreettisten menetelmien idea on, että käsiteltävä ongelma on sa-
mankaltainen kuin joku jo ratkaistu ongelma.37 Menetelmää voidaan käyttää kvant-
timekaniikassa lisäämällä yksinkertaistettuun systeemiä kuvaavaan operaattoriin
häiriö, jolla ratkaisua voidaan parantaa systemaattisesti.95 Møllerin ja Plessetin n:n
kertaluvun (MPn)111 häiriöteoriassa referenssitilana käytetään HF-konfiguraatiota
ja siihen kohdistetaan n:n kertaluvun häiriöitä. MP-menetelmä on kokoekstensiivi-
nen ja kokokonsistentti. Menetelmän haittapuolia ovat, että se ei ole variationaali-
nen eikä se välttämättä suppene.
Møllerin ja Plessetin menetelmässä korjataan Hartreen ja Fockin teoriaa muok-
kaamalla Hamiltonin operaattoria Hˆ0 pienellä häiriöllä Vˆ , jolloin uudeksi operaat-
toriksi saadaan
Hˆ = Hˆ0 + λVˆ , (28)
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Ψn = EnΨn. (29)
Perustilan aaltofunktio ja ominaisarvot voidaan kirjoittaa parametrin λ suhteen

























































Tästä saadaan, että ensimmäisen kertaluvun korjaus energiassa on häiriön odotusar-
vo, kun systemi on häiriöttömässä tilassa
E
(1)
0 = 〈Ψ(0)0 | Vˆ |Ψ(0)0 〉 = 0. (34)
Ensimmäisen kertaluvun häiriö on mukana HF-ratkaisussa keskimääräistettynä
elektronien välisenä vuorovaikutuksena, jolloin tulos on sama kuin HF-perustilan
energia.37
Kun kerrotaan yhtälö 31 puolittain vasemmalta Ψ(0)m :n kompleksikonjugaatilla













|Ψ(0)m 〉 , (35)
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missä ai on painokerroin. Toisen kertaluvun approksimaatiota varten tarvitaan en-










Toisen kertaluvun häiriöillä aiheutetaan kaksoisvirityksiä miehitetyiltä orbitaaleilta
miehittämättömille. Korjattu energia on eri kertalukujen korjausten summa, ja
koska toisen kertaluvun korjaus on aina negatiivinen, se alentaa HF-tuloksen





0 = EMP2 < EHF. (37)
Laskennallisten energioiden ja värähdystaajuuksien on havaittu eroavan HF- ja
MP2-tasoilla huomattavasti, mutta MP3-tasolla saadut tulokset siirtyvät takaisin
kohti HF-tuloksia ja MP4-tulokset vastaavasti kauemmas. Vaikka MP2-taso tyypil-
lisesti yliarvioi korrelaation vaikutuksen, se antaa usein paremman tuloksen kuin
MP3. Käytännössä klustereita laskettaessa vain MP2-taso on merkittävä, sillä se
on laskennallisesti melko kevyt ja sillä voidaan määritellä suurin osa korrelaatio-
energiasta.95
3.2.3 Kytketty ryväs -menetelmä
Kytketty ryväs -teorian (Coupled Cluster, CC)112 on osoitettu tarjoavan numeeris-
testi parhaiten ennustavat ja laajimmin sovellettavat tulokset.113,114 Menetelmä on
kokoekstensiivinen ja kokokonsistentti. Kytketty ryväs -menetelmä on laskennalli-
sesti tarkka mutta erittäin raskas, joten sillä ei voida mallintaa suuria systeemejä.
Toinen haittapuoli on, että CC-menetelmä ei ole variationaalinen.37




jossa eksponentti koostuu eri virityksiä aiheuttavista operaattoreista
Tˆ = Tˆ1 + Tˆ2 + Tˆ3 + . . . , (39)
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missä Tˆn on n-kertaisia virityksiä aiheuttava operaattori. Yhtälössä 38 oleva ekspo-
nenttitermi voidaan kirjoittaa muotoon












Schrödingerin yhtälö on kytketty ryväs -menetelmässä
HˆeTˆΦ0 = Ee
TˆΦ0. (41)
Käytännössä Tˆ :n sarjakehitelmä päätetään toiseen tai hieman korkeampaan viri-
tykseen. Tarkkaa laskentatyötä vaativissa tapauksissa CCSD-menetelmä ei yleensä
ole riittävä, mutta CCSDT-menetelmä on puolestaan turhan raskas. Kytketty ry-
väs -menetelmälle voidaan käyttää likimääräistä menetelmää, jossa yksinkertaiset
ja kaksinkertaiset viritysoperaattorit huomioivaa menetelmää merkitään CC2 ja
myös kolmoisviritykset sisällyttävää CC3.115,116 CC2-menetelmän kokonaisenergia
vastaa MP2-tasoa. Kytketty ryväs -menetelmien tarkkuusjärjestys on CCS, CC2,
CCSD, CC3, CCSDT ja menetelmät skaalautuvat vastaavassa järjestyksessä K4,
K5, K6, K7, K8, missä K on systeemin kantafunktioiden lukumäärä.115
Hybridimenetelmällä CCSD(T) on havaittu olevan hyvä laskenta-ajan ja tark-
kuuden välinen suhde.117 Kolminkertainen häiriöteoreettinen korjaus aiheuttaa K7
skaalautuvuuden. Menetelmässä yksin- ja kaksinkertaiset viritysoperaattorit on
sisällytetty laskuihin täysin ja kolminkertaiset viritykset on laskettu häiriöteoreet-
tisesti. CCSD(T)-menetelmää kutsutaan kvanttikemian kultaiseksi standardiksi
ja sillä saavutetaan usein niin kutsuttu kemiallinen tarkkuus (1 kcal/mol).37 Va-
litettavasti CCSD(T)-menetelmä on useita molekyylejä sisältävien klustereiden
kuvaamiseen laskennallisesti liian raskas. Rutiinisovellukset CCSD(T)-laskuille
ovat hankalia useiden satojen kantafunktioiden systeemeille.107 Tämä on inspi-
roinut tutkijoita kehittämään sellaisia approksimaatioita CCSD(T)-menetelmälle,
jotka vähentävät sen laskennallista skaalautuvuutta säilyttäen tarkkuuden.118
Suurin osa laskentatyöstä kuluu integraalien väliseen suppenevuuteen ja vir-
tuaalisten orbitaalien laskemiseen yli klustereiden amplitudien. Yksi mahdolli-
suus säästää laskenta-aikaa on pienentää virtuaalista tilaa. Tämä voidaan toteut-
taa esimerkiksi käyttämällä jäädytettyjä luonnollisia orbitaaleja (Frozen Natural
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Orbital, FNO)119,120 tai tuottamalla optimoituja virtuaalisia orbitaalitiloja (Opti-
mized Virtual Orbital Space, OVOS).121,122 Tällaiset lähestymistavat laajentavat
CCSD(T)-mallin soveltuvuusaluetta hieman, mutta ne ovat edelleen laskennallisesti
kalliita.123
Kytketty ryväs -laskut ovat erittäin kantajoukkoherkkiä eli ne konvergoituvat
huonosti eksaksia ratkaisua kohti ja tästä syystä ne vaativat ekstrapolaatiomenetel-
miä tai suuren kantajoukon. Eksplisiittisesti korreloitujen CC-F12-menetelmien
kehitys on tullut käyttökelpoiseksi tavaksi nopeuttaa suppenemista tarkkaa ratkai-
sua kohti,124,125 mutta CC-menetelmien suurin ongelma on edelleen huono skaa-
lautuvuus eli laskenta-aika kasvaa huomattavasti lineaarista nopeammin systeemin
koon kasvaessa.
3.3 Paikalliset korrelaatiomenetelmät
Kytketty ryväs -menetelmiin kuuluva dynaaminen elektronikorrelaatio on peräisin
lyhyestä kantamasta, jolloin on mahdollista hyödyntää lokaaleja elektronikorre-
laatiomenetelmiä, joilla voidaan tuottaa tarkkoja tuloksia isoille systeemeille il-
man tiheysfunktionaaliteorian ongelmia.126 Tällaiset lähestymistavat edellyttävät
vähemmän laskennallisia resursseja kuin vanhemmat korrelaatiomenetelmät ja
ne saattavat korvata DFT:n laskettaessa keskisuurten systeemien ominaisuuksia
lähitulevaisuudessa.126
Nykyiset paikalliset korrelaatiomenetelmät voidaan jakaa yleisesti kahteen pää-
tyyppiin. Ensimmäisen kategorian korrelaatiomenetelmät hajottavat järjestelmän
hallittavan kokoisiksi paloiksi ja korrelaatioenergia lasketaan näiden fragmenttien
summana yksittäisille osille ja niiden vuorovaikutuksille.127,128 Fragmenttipoh-
jaisia menetelmiä ovat muun muassa hajota ja hallitse -menetelmä (Divide-and-
Conquer, DC),129,130 fragmenttimolekyyliorbitaaliteoria (Fragment Molecular Orbi-
tal, FMO),131 luonnollisen lineaarisen skaalauksen -malli (Natural Linear Scaling,
NLS)132 sekä klusteri molekyylissä -malli (Cluster-In-Molecule, CIM).133 CIM-
approksimaatioon perustuvassa paikallisessa CC-mallissa jokaiselle miehitetylle
lokalisoidulle molekyyliorbitaalille (Localized Molecular Orbital, LMO) miehi-
tettyjen ja virtuaalisten orbitaalien tila on rakennettu käyttäen likimääräisiä MP2-
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teoriasta saatuja luonnollisia orbitaaleja.134 Kytketty ryväs -yhtälöt ratkaistaan
ja korrelaatioenergia lasketaan paikallisten vuorovaikutusaliavaruuksien (Local
Interacting Subspace, LIS) jokaiselle miehitetylle molekyyliorbitaalille ja koko kor-
relaatioenergia arvioidaan yksittäisten osien summana.126 LNO-CIM-menetelmän
laskenta-aika skaalautuu lineaarisesti systeemin koon mukaan. Haittapuolena frag-
menttipohjaisissa malleissa on osasten peitosta johtuva ylimääräinen laskenta. Toi-
saalta etuna on, että osaset voidaan käsitellä erikseen, jolloin muistin ja levytilan
vaatimukset ovat riippumattomia systeemin koosta.126
Toisen kategorian menetelmät voivat joko välttää systeemin hajanaisuutta ja
ratkaista vastaavat yhtälöt tai laskea häiriölliset korjaukset koko systeemille sa-
manaikaisesti. Menetelmissä voidaan tuottaa miehitettyjä LMO:ita ja projisoituja
atomiorbitaaleja (Projected Atomic Orbital, PAO) kuvaamaan virtuaalista tilaa.
Tällöin jokaiselle miehitetylle orbitaaliparialueelle, avaruudellisesti lähelle vir-
tuaaliorbitaalia, rakennetaan ja valitaan sallittu aaltofunktio. Pulayn ja Saebøn
kehittämässä lokaalin korrelaation menetelmässä voidaan hyödyntää paikallisia
korrelaatioalueita.135,136 Menetelmä perustuu PAO:ihin, jotka kattavat virtuaali-
sen tilan pysyen kuitenkin paikallisina.137 Yleisesti jokainen miehitetty orbitaali
liitetään korrelaatioalueeseen ja alueiden yhtenemistä kuvaamaan käytetään kor-
keampia virityksiä.137 Schütz ja Werner kehittivät useita lineaarisen skaalauksen
menetelmiä, esimerkiksi paikallisen kytketty ryväs -menetelmän yksin-, kaksin-
ja häiriöllisesti kolminkertaisilla virityksillä (LCCSD(T)) sekä paikallisen Møl-
lerin ja Plessetin toisen kertaluvun häiriöteoreettisen menetelmän (LMP2).138–140
Paikallisille CC- sekä MP2-menetelmille on kehitetty yhdistelmiä eksplisiittisen
korrelaation ja tiheyssovitustekniikan kanssa, mikä on parantanut merkittävästi
kantajoukon suppenevuutta korrelaatioenergiaan ja nopeuttanut laskuja.141–144
Kytketty ryväs -menetelmille lupaavaa kehitystä ovat tuoneet myös OSV-
approksimaatio (Orbital-Spesific Virtual),145–147 mikä perustuu ideaan tarjota kor-
reloitu joukko virtuaaliorbitaaleja kullekin miehitetylle molekyyliorbitaalille sekä
PNO-approksimaatio (Pair Natural Orbital), missä rakennetaan jokaiselle elektroni-
parille ominaiset likimääräiset luonnolliset orbitaalit.148–150 PNO-approksimaatioon
perustuvilla korrelaatiolaskuilla on useita houkuttelevia ominaisuuksia, kuten mah-
29
dollisuus yhdistää se paikallisen korrelaatiomenetelmän kanssa sekä sen hyvä
käyttäytyminen kantajoukon laajenemisen suhteen.150
Näiden ominaisuuksien perusteella on syntynyt LPNO-CEPA-menetelmä (Local
Pair Natural Orbital Coupled-Electron Pair Approximation).148 Testilaskut ovat
osoittaneet, että LPNO-CEPA-menetelmä toimii parhaiten suuren ja joustavan kan-
tajoukon kanssa, sillä saadaan noin 99,8 %:a kanonisesta korrelaatioenergiasta ja
sitä voidaan käyttää siinä missä kanonista CEPA-menetelmääkin.148 Menetelmää
on laajennettu myös muun muassa avokuorisiin systeemeihin,149 parametrisoitui-
hin menetelmiin151 ja eksplisiittisesti korreloituihin MP-menetelmiin.152,153 Me-
netelmä on yleistetty myös kytketty ryväs -menetelmien kanssa ja testilaskuilla
LPNO-CCSD:n sekä LPNO-CCSD(T):n on osoitettu käyttäytyvän LPNO-CEPA:n
tavoin.154
Korrelaatiomenetelmien, jotka perustuvat LPNO-likimääräismenetelmään, on
osoitettu olevan tarkkoja ja tehokkaita. LPNO-CCSD-menetelmällä voidaan las-
kea noin 50–70 atomia sisältäviä molekyylejä ja sen kuluttama aika on noin 2–
4-kertainen HF-laskuihin verrattuna.150 Suuremmille systeemeille on esiintynyt
kuitenkin ongelmia, sillä PNO:t laajenevat kanonisten virtuaaliorbitaalien suhteen
ja useat integraalit on laskettava kanonisen kannan suhteen ja muutettava PNO-
kannaksi. Tämä johtaa menetelmän viidennen asteen skaalautuvuteen ja rajoittaa
sen käyttöä.150
Riplinger ja Neese kehittivät vuonna 2013 lähes lineaarisesti skaalautuvan,
aluepohjaisen LPNO-CCSD:n eli DLPNO-CCSD-menetelmän,150 jossa PNO:t laa-
jennettiin joukoksi virtuaalisen tilan kattavia paikallisia orbitaaleja. Tällöin saatiin
suurin hyöty lokaalisuudesta kuitenkaan menettämättä LPNO-aaltofunktion tiivistä
muotoa. PAO:t valittiin paikallisiksi virtuaaliorbitaaleiksi, sillä tällöin korrelaatio-
alueet joihin PAO:t on liitetty, voidaan valita niin suuriksi, että korrelaatioenergiasta
saadaan yli 99,9 %:a talteen. DLPNO-menetelmässä säilyy LPNO:n erinomainen
käyttäytyminen suhteessa kantajoukon laajenemiseen. Testilaskut ovat osoittaneet,
että DLPNO:n lisäapproksimaatiosta johtuva korrelaatioenergian menetys on keski-
määrin vain alle 0,05 %:a. Keskikokoisille ja suurille molekyyleille DLPNO-CCSD
on huomattavasti nopeampi kuin LPNO-CCSD. Koska levytila, muisti ja laskenta-
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aika ovat joko täysin tai lähes lineaarisesti skaalautuneita, laskuja voidaan suorittaa
jopa muutaman sadan atomin ja tuhansien kantafunktioiden systeemeille.150 Ku-
vassa 3 on esitetty CCSD:n, LPNO-CCSD:n ja DLPNO-CCSD:n skaalautuminen
alkaaniketjun CH3(CH2)nCH3 kasvaessa.
Kuva 3: Testilaskuissa lineaarisille alkaaniketjuille nähdään CCSD:n, LPNO-
CCSD:n ja DLPNO-CCSD:n skaalautuminen systeemin koon kasvaessa. Alkupe-
räinen kuva: Riplinger ja Neese.150
Riplinger tutkimusryhmineen laajensi DLPNO-menetelmän häiriöllisesti kol-
minkertaisille virityksille, jolloin saatiin DLPNO-CCSD(T).155 Kolminkertaisten
viritysten sisällyttämisen tiedetään olevan ratkaisevan tärkeää CC-menetelmässä tu-
losten tarkkuuden kannalta. DLPNO-CCSD(T)-approksimaation tarkkuus suhtees-
sa semikanoniseen CCSD(T0):hen on verrattavissa DLPNO-CCSD:n tarkkuuteen
kanoniseen CCSD-menetelmään verrattuna. Merkintä (T0) tarkoittaa semikanonista
kolminkertaista korjausta kanonisten virtuaaliorbitaalien ja lokalisoitujen sisäisten
orbitaalien kanssa.138 Luontaista absoluuttista kanonisen CCSD(T):n tarkkuutta ei
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voida saavuttaa tämän hetkisillä lähestymistavoilla menettämättä resurssietua.155
Keskisuurten orgaanisten molekyylien testilaskuissa suhteellisille energioille
osoitettiin keskimääräiseksi virheeksi noin 0,5 kcal/mol. Kuvasta 4 nähdään, että
kolminkertainen korjaus lisää tyypillisesti vain 30–50 %:a kokonaislaskenta-aikaa,
mikä mahdollistaa molekyyliklustereiden mallintamisen.155
Kuva 4: CCSD(T):n ja DLPNO-CCSD(T):n skaalautuminen lineaarisen alkaani-
ketjun kasvun suhteen. Kolminkertaiseen korjaukseen tarvittava aika on osana
DLPNO-CCSD(T):n kokonaislaskenta-aikaa. Käytetty kantajoukko oli def2-SVP.
Alkuperäinen kuva: Riplinger ja muut.155
DLPNO-CCSD(T)-menetelmällä on saatu lupaavia tuloksia laskettaessa muun
muassa siirtymämetallikompleksien termokemiallisia ominaisuuksia.156 Menetel-
mällä on myös mallinnettu olefiinin asymmetrisen hydraamisen reaktiomekanis-
mia157 sekä steerisesti estyneiden kaksoisfullereenien isomeerien stabilisuuksia.158




Tiheysfunktionaaliteorian perustana ovat Hohenbergin ja Kohnin (HK) teoree-
mat.159,160 Ensimmäisen HK-teoreeman mukaan perustilan elektroninen energia ja
muut fysikaaliset ominaisuudet voidaan määritellä elektronitiheyden avulla yksikä-
sitteisesti.161 Hohenbergin ja Kohnin teoreeman merkitys voidaan kuvata vertaa-
malla sitä WFT-lähestymistapaan, jossa aaltofunktio N :n elektronin systeemille
sisältää 4N -muuttujaa, joista jokaisella elektronilla on kolme paikasta riippuvaa ja
yksi spinkoordinaateista riippuva muuttuja.95
Elektronitiheys ρ(r) on aaltofunktion neliö integroituna yli N − 1-elektronin
koordinaatin ja jokainen spintiheys riippuu ainoastaan kolmesta paikkakoordi-
naatista, ei siis elektronien määrästä.159 Aaltofunktion muuttujien lukumäärä on
verrannollinen elektronien määrään, mutta elektronitiheydellä on saman verran
muuttujia systeemin koosta riippumatta.160 Tiheysfunktionaaliteoria skaalautuu
kantafunktioiden määrän suhteen kolmanteen potenssiin. Elektronitiheys antaa
elektronien kokonaismäärän, kun se integroidaan yli avaruuden∫ ∞
−∞
ρ(r)dr = N (42)
ja se lähestyy eksponentiaalisesti nollaa suurilla etäisyyksillä atomeista
ρ(r→∞) = 0. (43)
Hohenbergin ja Kohnin toisen teoreeman mukaan energialle voidaan määri-
tellä elektronitiheyden funktionaali, jolle pätee variaatioperiaate eli funktionaali
saa minimiarvonsa, kun elektronitiheys on eksakti perustilan elektronitiheys.161
Ongelma on, että Hamiltonin operaattorin tai sitä vastaavan energiafunktionaalin
eksaktia muotoa ei tunneta. Tiheysfunktionaaliteorian tavoitteena onkin löytää
elektronitiheyden ja energian toisiinsa yhdistävä funktionaali. Koska tiettyä elekt-
ronitiheyttä vastaa tietty energia, elektronista energiaa kutsutaan elektronitiheyden
funktionaaliksi.92
Ensimmäiset DFT-mallit yrittivät esittää kaikki energiakomponentit elektroni-
tiheyden funktionaalina, mutta menetelmät toimivat heikosti.162 Modernin DFT-
mallin menestys perustuu Kohnin ja Shamin (KS) teoriaan,163 jonka mukaan
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elektronin kineettinen energia voidaan laskea siten, että systeemin elektronitiheys
mallinnetaan hypoteettisten vuorovaikuttamattomien KS-orbitaalien summana.
Vaihto-korrelaatioenergia, joka on pieni osa kokonaisenergiasta, on ainoa tunte-
maton funktionaali ja jopa karkea approksimaatio sille antaa suhteellisen tarkkoja
laskennallisia malleja.37
Tiheysfunktionaaliteoria on samankaltainen kuin Hartreen ja Fockin teoria,
mutta se ottaa huomioon elektronikorrelaation ja laskut voidaan suorittaa helpom-
min, joten siitä on tullut suosittu laskentamenetelmä.160 Tiheysfunktionaaliteori-
aan perustuvat menetelmät tarjoavat usein sopivan kompromissin tarkkuuden ja
laskenta-ajan suhteen. Yksi DFT-menetelmien heikkouksista on se, ettei niiden
tarkkuutta voida parantaa systemaattisesti. Myös viritysten kuvaaminen on han-
kalaa, sillä DFT on perustilan teoria. Viritysten kuvaamiseen tarvitaankin ajasta
riippuvaa DFT:tä (Time-Dependent Density Functional Theory, TDDFT), sillä
viritykset ovat ajasta riippuvia ilmiöitä.164
3.4.1 Kohnin ja Shamin menetelmä
Kohnin ja Shamin teoreeman mukaan vuorovaikutuksellisen systeemin perustilan
elektronitiheys on sama kuin sellaisen vuorovaikutuksettoman systeemin elektroni-
tiheys, jossa elektronit kokevat efektiivisen potentiaalin.163 Kohn ja Sham kehittivät
likimääräismenetelmän liike-energian funktionaalin esittämiseen. Energiafunktio-
naalin yleinen lauseke on muotoa
EDFT[ρ(r)] = Te[ρ(r)] + Vext[ρ(r)] + Vee[ρ(r)] + EXC[ρ(r)], (44)
missä Te[ρ(r)] on vuorovaikuttamattomien elektronien liike-energia, Vext[ρ(r)]
elektronin ja ytimen välinen attraktiivinen vuorovaikutus, Vee[ρ(r)] on Coulombin
repulsiivinen vuorovaikutus elektronien välillä ja EXC[ρ(r)] on vaihto-korrelaatio-
termi, joka sisältää elektronien välisen vuorovaikutuksen ja epäklassiset korjaukset
elektronien väliseen repulsiiviseen vuorovaikutukseen.159






missä summa lasketaan kaikkien miehitettyjen KS-orbitaalien αi(r) yli. KS-orbi-
taalit voidaan ratkaista joko numeerisesti tai ne voidaan ilmaista kantafunktioiden
avulla. Energia voidaan ratkaista, kun vaihto-korrelaatiofunktionaali valitaan ja
funktiot αi(r) ovat tunnettuja.37 Kohn–Sham-orbitaalit saadaan iteratiivisesti rat-








′ + Vext[ρ(r)] + XC(r)
)
αi(r) = Eiαi(r), (46)
missä Ei on KS-orbitaalia vastaava ominaisenergia ja XC on vaihto-korrelaatiopo-





Vaihto- ja korrelaatioenergia EXC[ρ(r)] koostuu sekä hypoteettisen vuorovaikutta-
mattoman ja todellisen systeemin välisen kineettisen energian erosta TC[ρ(r)] että
klassisen ja kvanttimekaanisen elektronien välisen poistovoiman erosta WXC[ρ(r)]
EXC[ρ(r)] = TC[ρ(r)] +WXC[ρ(r)]. (48)
3.4.2 Funktionaalit
Aaltofunktiomenetelmissä pyritään parantamaan aaltofunktion tarkkuutta, jolloin
voidaan systemaattisesti lähestyä oikeaa Schrödingerin yhtälön ratkaisua. Tiheys-
funktionaalimenetelmät puolestaan pyrkivät approksimoimaan kokonaisenergia-
funktionaalia.160 Tämä energia voidaan laskea pääosin tarkasti, kun ulkoisen po-
tentiaalienergian, vuorovaikutuksettoman liike-energian ja HF-energian lausekkeet
tunnetaan. Jos vaihto- ja korrelaatiofunktionaali tunnettaisiin, saataisiin Schrödin-
gerin yhtälön eksakti ratkaisu. Tiheysfunktionaaliteorian haasteena onkin kehittää
mahdollisimman hyviä vaihto- ja korrelaatiofunktionaaleja, sillä tulosten suurin vir-
he aiheutuu vaihto-korrelaatioenergian approksimaatiosta. Funktionaalin valinta on
usein suurin ongelma, sillä sen määrittämiseen ei ole systemaattista menetelmää.92
Paikallistiheysapproksimaatiossa (Local-Density Approximation, LDA) ole-
tetaan, että elektronitiheys ei muutu merkittävästi systeemissä, jolloin vaihto-
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korrelaatioenergia voidaan laskea käyttämällä elektronitiheydelle johdettuja kaa-
voja.159 LDA:ssa vaihto- ja korrelaatioenergian epälokaalit efektit jätetään huo-





missä XC[ρ(r)] on homogeenisen elektronikaasun vaihto- ja korrelaatioenergia
elektronia kohti. LDA soveltuu ainoastaan systeemeille, joiden elektronitiheys
muuttuu hitaasti, sillä sen perusteena on elektronitiheyden homogeenisyys (Homo-
geneous Electron Gas, HEG). Todellisissa kemiallisissa systeemeissä, esimerkiksi
molekyyliklusteissa, elektronitiheys ei ole tasaisesti jakautunut, jolloin LDA tuottaa
energiaan suuren virheen.95
Paikallistiheysapproksimaation ongelmaa voidaan korjata lisäämällä yhtälöön
49 elektronitiheyden gradientti. Yleisessä gradienttiapproksimaatiossa (Generalized
Gradient Approximation, GGA) ensimmäinen tiheyden derivaatta on sisällytetty
muuttujaan165
GGAXC [ρ(r)] = 
LDA





GGA-funktionaalit ovat suosittuja, sillä ne ovat melko yksinkertainen tapa saavuttaa
kohtuullisen hyvä tarkkuus.
Tarkkuutta voidaan lisätä mahdollistamalla vaihto- ja korrelaatiofunktioiden
riippuvuus elektronitiheyden korkeammista derivaatoista. Tällaisia funktionaaleja
kutsutaan meta-GGA-funktionaaleiksi.166 Gradienttikorjattu funktionaali voidaan
kirjoittaa redusoidun tiheysgradientin avulla, joka kuvaa paikallista epähomogeeni-
syyttä. Gradienttikorjaus parantaa yleensä tiheysfunktionaalimenetelmällä saatuja
energioita, mutta joskus epähomogeenisyyden huomioiminen korjaa LDA:ta liikaa,
jolloin tulokset vääristyvät.37
Hybridifunktionaaleissa, joita kutsutaan myös hyper-GGA-funktionaaleiksi,
sekoitetaan keskenään tiheysfunktionaaliteorian korrelaatio- ja vaihtofunktionaa-
leja Hartreen ja Fockin korjauksiin. Tällainen suosittu funktionaali on esimer-
kiksi B3LYP, joka yhdistää Becke-3-parametrian Leen, Yangin ja Parrin korre-
laatiofunktionaaliin.167,168 Kaksoishybridifunktionaalit, kuten B2PLYP, sisältävät
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HF-menetelmän vaihtokomponentin sekä MP2-menetelmän korrelaatio-osan.169
Eksaktin HF-vaihtovuorovaikutusenergian lisäämisen on havaittu parantavan las-
kennallisia tuloksia useissa tapauksissa. Poikkeuksena ovat muun muassa jotkut
transitiometallikompleksit, joille HF-menetelmä ei anna mielekkäitä tuloksia.159
DFT:n huomattavin etu on, että sitä voidaan soveltaa isoille systeemeille. Täl-
laisissa systeemeissä, kuten biomolekyyleissä, materiaaleissa, pinnoissa ja nanora-
kenteissa, kuitenkin Londonin vuorovaikutukset ovat ratkaisevassa asemassa.162
Tavanomaiset LDA-, GGA- tai hybridifunktionaalit kuvaavat heikosti dispersio-
vuorovaikutusta. Dispersiokorjauksia sisältävien DFT-menetelmien kehitys on
aktiivista.170
Dispersiovuorovaikutuksen käsittelyyn on erilaisia lähestymistapoja.170 Yk-
si mahdollisuus on ei-paikallinen korrelaatiofunktionaali vdW-DF, jossa vaihto-
korrelaatiofunktionaaliin on sisällytetty pitkän kantaman korrelaatiovuorovaikutuk-
set.171,172 Sen avulla voidaan laskea dispersioenergia mielivaltaiselle systeemille
pelkkään elektronitiheyteen perustuen. Toinen vaihtoehto on käsitellä dispersiovuo-
rovaikutusta semiklassisesti ja yhdistää tuloksena saatu potentiaali kvanttikemialli-
seen lähestymistapaan.173 Näitä semiklassisia paripotentiaalikorjauksia merkitään
yleensä DFT-D. Kolmas mahdollinen käsittelytapa dispersiovuorovaikutukselle
on niin kutsuttu yksielektronikorjaus (1ePOT). Yksielektronikorjausmenetelmät
ovat empiirisiä, sillä jokainen atomityyppi vaatii sovittamisen vähintään kahteen
potentiaaliparametriin viitevuorovaikutusenergian saamiseksi.170 Lisäksi joissain
korkeasti parametrisoiduissa meta-GGA-funktionaaleissa dispersiokorjaukset on
sisällytetty kvantitatiivisesti liike-energiatiheyteen.174,175 Tällainen funktionaali on
esimerkiksi pääryhmiä ja kinetiikkaa hyvin kuvaava M06-2X, joka on Minnesota-
perheeseen kuuluva hybridi meta-GGA-funktionaali.176,177 Se antaa melko hyviä
tuloksia päällekkäisille aromaattisille rakenteille.178 Ongelmana on, että se voi
johtaa keinotekoiseen vdW-minimiin ja potentiaalienergiakäyrän kohinaan.179
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3.5 Kantajoukot
Yhteistä WFT- ja DFT-menetelmien elektronirakennelaskuille on, että systeemiä






missä cni on painokerroin. Laskennallinen ongelma on nyt kantafunktioiden paino-
kertoimien määrittäminen. Mitä paremmin kantajoukko kuvaa todellista aaltofunk-
tiota tai elektronitiheyttä, sitä tarkempia tuloksia saadaan.58,96 Tulosten laatua voi-
daan tarkastella variaatioperiaatteen avulla; alimman energian tuottava kantajoukko
on paras.104 Myös laskenta-aika on voimakkaasti riippuvainen kantafunktioiden
määrästä. Parhaassa tapauksessa kantafunktiot suppenevat lähelle oikeaa ratkaisua
nopeasti ja ovat analyyttiseltä muodoltaan helposti käsiteltäviä.62
3.5.1 Slaterin ja Gaussin orbitaalit
Elektronirakennelaskuissa on yleisesti käytössä kahden tyyppisiä kantafunktioi-
ta: Slater-tyyppisiä orbitaaleja (Slater-type orbital, STO) ja Gaussin-tyyppisiä
orbitaaleja (Gaussian-type orbital, GTO).102 Slater-tyyppiset orbitaalit muistutta-
vat vedyn orbitaaleja, mutta niissä eksponenttifunktion argumentissa esiintyvän
ydinvarauksen annetaan muuttua tehden efektiivisestä ydinvarauksesta parametrin
kokonaisenergian variointiin.103
Slaterin orbitaalit ovat muotoa
χSTOζ,n,l,m(r, θ, φ) = NYl,m(θ, φ)r
n−1e−ζr, (52)
missä N on normitusvakio, Yl,m on palloharmoninen funktio, l on sivukvanttiluku,
m on magneettinen kvanttiluku, r on säde, n on pääkvanttiluku ja ζ on variaa-
tioperiaatteella optimoitava parametri. Slaterin orbitaalien etu on, että niillä on
suora fysikaalinen tulkinta, jolloin ne muodostavat luonnollisen pohjan molekyy-
liorbitaaleille. Ongelmana on se, että Slaterin orbitaaleja käytettäessä HF-yhtälöitä
ei voida ratkaista analyyttisesti, vaan SCF:n aikana tarvittavat integraalit täytyy
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laskea numeerisesti. Tällöin laskenta-aika kasvaa, mikä rajoittaa niiden käyttöä
monielektronisissa systeemeissä.37
Gaussin-tyyppiset orbitaalit ovat toinen yleinen valinta kantafunktioiksi ja niitä
käytettäessä HF-yhtälöt ratkeavat analyyttisesti. Gaussin kantafunktiot ovat muotoa




Gaussin orbitaalit vähenevät huomattavasti Slaterin orbitaaleja nopeammin, mikä
johtuu e−r2-riippuvuudesta. Gaussin orbitaaleista rakennettuja orbitaaleja verrataan
usein Slaterin orbitaaleihin. Gaussin orbitaalit eivät ole todellisia orbitaaleja ja ne
antavat vääristyneen kuvan säteen suuntaisesta muodosta lyhyillä etäisyyksillä.58
Niistä täytyy tehdä usean funktion lineaarikombinaatio, jotta profiili olisi tyydyt-
tävä. Gaussin orbitaalit ovat suosittuja niiden laskennallisen tehokkuuden vuoksi,
sillä integraalit voidaan laskea nopeasti rekursiorelaatioiden avulla.104
Kuvassa 5 on esitetty vedyn 1s-orbitaalille radiaalinen Slaterin orbitaali sekä
kolmesta primitiivifunktiosta rakennettu Gaussin orbitaali. Slaterin orbitaali on
vedyn 1s-orbitaalin Schrödingerin yhtälön eksakti ratkaisu.37
Kuva 5: Vedyn radiaalinen Slaterin orbitaali 1s-STO ja kolmella Gaussin funktiolla
approksimoitu STO-3G. Gaussin funktiot vähenevät nopemmin kuin Slaterin orbi-
taali, eikä niillä havaita piikkiä origossa kuten Slaterin orbitaalilla. Alkuperäinen
kuva: Jensen.37
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3.5.2 Polarisaatio- ja diffuusiofunktiot
Jotta molekyyliorbitaalit kuvaisivat systeemiä tarkasti, ne tarvitsevat enemmän
joustavuutta kuin atomiorbitaalit. Tällöin kantaa voidaan täydentää polarisaatio- ja
diffuusiofunktioilla.102
Polarisaatiofunktiot mahdollistavat molekyyliorbitaalin antisymmetrisyyden
ytimen suhteen, mikä on tärkeää kemiallisen sidoksen muodostumista kuvattaessa,
sillä toisen atomin läheisyys vääristää elektronista rakennetta ja vähentää pallo-
maista symmetriaa. Ne mahdollistavat myös osittaiset varaukset molekyylin sisällä
ja molekyylien välillä. Polarisaatiofunktioilla on suurempi liikemäärämomentin
kvanttiluku kuin muilla funktioilla, jolloin kantaan saadaan lisää joustavuutta. Po-
larisaatiofunktiot tulisi sisällyttää kaikkiin laskuihin, joissa elektronikorrelaatio
on tärkeässä asemassa, vaikka niiden lisääminen onkin laskennallisesti melko
kallista.95
Diffuusiofunktiot ovat ytimestä kauaksi ulottuvia kantafunktioita. Ne ovat tär-
keitä kuvattaessa molekyylien välisiä sidoksia, sillä niiden avulla orbitaalit saadaan
kuvattua tarkemmin ja elektroneilla on enemmän liikkumatilaa systeemissä. Dif-
fuusiofunktioita tarvitaan, kun halutaan kuvata systeemiä, jossa on mukana heikosti
sidottuja elektroneja tai kun kiinnostavat ominaisuudet riippuvat aaltofunktion hän-
nästä.95 Erityisesti anioneita, happamuutta tai elektroniaffiniteettia kuvattaessa
diffuusiofunktiot ovat välttämättömiä. Diffuusiofunktioiden liikemäärämomentin
kvanttiluku on usein matala, mutta eksponentti on paljon pienempi, jolloin ne
levittyvät ohuemmin avaruuden yli.97 Diffuusiofunktiot lisäävät laskenta-aikaa
enemmän kuin polarisaatiofunktiot.
3.5.3 Korrelaatio- ja polarisaatiokonsistentit kantajoukot
Korrelaatiokonsistentit (correlation consistent, cc) kantajoukot rakennetaan lisää-
mällä valenssifunktioita atomin HF-funktioiden ydinosaan. Funktiot, joiden osuus
korrelaatioenergiaan on sama, sisällytetään laskuun samassa vaiheessa riippumatta
funktion tyypistä. Jokainen funktio valenssiorbitaalissa vaikuttaa saman verran kor-
relaatioenergiaan atomilaskuissa. Korrelaatiokonsistentit kantajoukot on optimoitu
elektronikorrelaatiomenetelmille.102
40
Kantajoukon suppeneminen elektronikorrelaatiomenetelmissä on kääntäen ver-
rannollinen kantajoukossa olevan polynomin korkeimpaan liikemäärämomentin
kvanttilukuun, vaikka suppeneminen on riippumattomille hiukkasille HF- ja DFT-
menetelmissä eksponentiaalista. Tällöin optimaalisen kantajoukon tulisi olla mo-
lemmissa tapauksissa erilainen. Polarisaatiokonsistentteja (polarization consistent,
pc) kantajoukkoja kehitetään analogisesti cc-kantajoukkojen kanssa, paitsi että
optimointi on suoritettu DFT:lle.37 Tärkein etu korrelaatio- ja polarisaatiokon-
sistenssissa on, että ne tuottavat systemaattisesti suppenevan kantajoukon, joka
mahdollistaa tehokkaan ekstrapoloinnin.
3.5.4 Efektiivinen ydinpotentiaali
Atomin ydinelektronit eivät yleensä osallistu kemiallisen sidoksen muodostami-
seen, mutta ne kuitenkin lisäävät kantafunktioiden määrää. Kun huomioidaan
kaikki atomin elektronit, valenssielektronien aaltofunktiot oskilloivat ytimen lä-
heisyydessä voimakkaasti, jolloin tarvitaan suuri määrä kantafunktioita.96 Ytimen
massan kasvaessa elektronit saavuttavat ytimen läheisyydessä hyvin suuria no-
peuksia ja niiden kuvaamiseen tarvitaan suhteellisuusteoreettista käsittelyä. Nämä
ydinelektronien ongelmat voidaan ratkaista efektiivisellä ydinpotentiaalilla (Effec-
tive Core Potential, ECP) eli mallintamalla ydinelektroneja sopivalla funktiolla ja
käsittelemällä ainoastaan valenssielektroneja laskennallisesti aktiivisina.37
Oletuksena ECP:tä käytettäessä on, että ydin- ja valenssielektroneilla ei ole
merkittävää peittoa.95 ECP kuvaa tietyn säteen ulkopuolella todellisen, kaikki elekt-
ronit sisältävän aaltofunktion, mutta ydinten läheisyydessä pseudovalenssiorbitaalit
eivät kuvaa oikeita valenssiorbitaaleja, vaan aaltofunktio on oikeaa aaltofunktiota
sileämpi.96 Pseudopotentiaalin etuna on, että se vähentää laskennallisesti aktiivisten
elektronien määrää ja kantajoukon kokoa sekä voi huomioida suhteellisuusteo-
reettiset vaikutukset. Haittapuolena ECP:ssä on, että ytimen läheisyydessä kaikki
tieto elektronitiheydestä ja aaltofunktiosta menetetään. Pseudopotentiaalia ei voi-
da käyttää sisäelektroneista voimakkaasti riippuvien ominaisuuksien, esimerkiksi
NMR-siirtymien (Nuclear Magnetic Resonance), laskemiseen.96
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3.5.5 Yleisiä valintoja kantajoukoiksi
Gaussin orbitaaleista muodostuvia kantajoukkoja on olemassa useita. Pople-tyyp-
piseksi minimikantajoukoksi kutsutaan sellaista, joka koostuu vähimmäismäärästä
kantafunktioita, mikä tarvitaan kuvaamaan atomin kaikki elektronit. Minimikanta-
joukossa käytetään yhtä kantafunktiota jokaista elektroniparia (tai avokuoriselle
systeemille elektronia) kohti. Yleisin minimikantajoukko on STO-nG, jossa n ker-
too, kuinka monen Gaussin orbitaalin lineaarikombinatiota on käytetty kuvaamaan
yhtä Slaterin orbitaalia.
Toinen Pople-tyyppinen kantajoukko on jaettu valenssikantajoukko, joka on
muotoa i-jklG, missä i kertoo, kuinka monta Gaussin orbitaalia käytetään lineaa-
rikombinaatiossa sisäkuorille ja jälkimmäiset kirjaimet kertovat, kuinka moneen
funktioon valenssiorbitaalit on jaettu ja niitä kuvaavien Gaussin orbitaalien mää-
rän. Kaksi arvoa (jk) osoittavat jaetun valenssin ja kolme arvoa (jkl) puolestaan
kolminkertaisen jaetun valenssin.62
Jaetun valenssin kantajoukkoihin kuuluvat myös laskennallisesti vaativam-
mat Dunning-tyyppiset kantajoukot aug-cc-pV(T+d)Z ja aug-cc-pV(Q+d)Z.180
Lyhenne aug kertoo, että kannassa on diffuusiofunktioita ja p kertoo, että kan-
taan on lisätty polarisaatiofunktioita. Lyhenne cc ilmoittaa, että kantajoukko on
korrelaatiokonsistentti. Kantajoukkojen V(T+d)Z ja V(Q+d)Z tarkoittavat, että
ydinelektroneja kuvataan minimikannalla, mutta jokaista valenssielektronia käy-
tetään kuvaamaan kolminkertainen (T) tai nelinkertainen (Q) määrä funktioita ja
kolmannen jakson p-lohkon alkuaineille on lisätty tiukkoja d-funktioita.95
Truhlar on muokannut Pople-tyyppisiä kantajoukkoja G3-ekstrapolaatiojärjes-
telmällä. Tällaista kantajoukkoa ilmaistaan MG3181 ja se vastaa 6-311++G(2df,2p)-
kantaa alkuaineille H–Ne sekä 6-311+G(3d2f)-kantaa alkuaineille Na–Si ja on hy-
vin samanlainen myös fosforille, rikille ja kloorille. Kantajoukko MG3S182 on muu-
ten identtinen MG3-kantajoukon kanssa, mutta se on semidiffuusi eli siinä ei ole
sisällytetty vetyatomin diffuusiofunktioita. MG3S vastaa 6-311+G(3d2f,2df,2p)-
kantaa alkuaineille H–Si ja sitä on paranneltu fosforille, rikille, kloorille ja ar-
gonille.183 Kantajoukko MG3S on laskennallisesti huomattavasti kevyempi kuin
MG3.182
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Ahlrichs-tyyppisiä kantajoukoja ovat muun muassa jaettu valenssi (SV), kol-
minkertainen- (TZV) ja nelinkertainen-ζ-valenssi (QZV).184,185 Ahlrichs-tyyppiset
kantajoukot ovat rakennettu Stuttgart–Köln-pseudopotentiaalin varaan viidennelle
ja kuudennelle jaksolle ja muut alkuaineet H–Rn on uudelleenoptimoitu kanta-
joukkoon. Kantajoukko def2-QZVPP186 sisältää nelinkertaisen zeetavalenssikan-
tajoukon, joka kertoo, että jokaista valenssiorbitaalia kuvataan neljällä funktiolla.
Kannassa on mukana laajennettu polarisaatiokantafunktiojoukko, mikä ilmaistaan
lyhenteellä PP.
3.6 Laskennallisen tason valitseminen
Kun huomioidaan kaikki mahdolliset Slaterin determinantit elektronikorrelaatiolle
täydellisellä kantajoukolla, saadaan Schrödingerin yhtälölle mahdollisimman tark-
ka ratkaisu approksimaatioiden rajoissa. Tulos ei ole kuitenkaan täysin tarkka, sillä
ytimet ovat Bornin ja Oppenheimerin oletuksen mukaisesti äärettömän raskaita ja
suhteellisuusteoreettisia vaikutuksia ei huomioida.95
Kantafunktioiden lukumäärää lisäämällä voidaan kasvattaa tarkkuutta vain
tiettyyn rajaan saakka, sillä Hartreen ja Fockin teoria kuvaa elektronien välis-
tä korrelaatiota epätäydellisesti. Tätä rajaa kutsutaan Hartree–Fock-rajaksi.187,188
Toisaalta jos kasvatetaan elektronikorrelaatio täydeksi konfiguraatiovuorovaiku-
tukseksi kantajoukon ollessa äärellinen, kantajoukko rajoittaa ratkaisun tarkkuutta
ja tällöin puhutaan täyden konfiguraatiovuorovaikutuksen rajasta. Kuvassa 6 on
esitetty ratkaisun tarkkuuden riippuvuus kantajoukosta ja elektronikorrelaatiosta.
Paras laskenta-ajan ja tarkkuuden suhde saadaan yleensä lisäämällä sopivasti sekä
kantafunktioiden että Slaterin determinanttien lukumäärää.37
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Kuva 6: Schrödingerin yhtälön ratkaisun tarkkuus riippuu käytetyn kantajoukon
suuruudesta sekä viritystilojen lukumäärästä.
Elektronirakennelaskuihin tarvittavan teorian taso riippuu siitä, millaisesta sys-
teemistä on kyse, mitä ominaisuuksia halutaan kuvata ja kuinka tarkkoja ratkaisuja
vaaditaan.37 Laskennallisessa tutkimuksessa nouseekin usein esiin kysymys siitä,
mitä kvanttikemian tasoa tulisi käyttää. Valitettavasti siihen ei löydy yksiselitteistä
vastausta. Laskennalliselle ongelmalle voidaan yrittää löytää sopiva lähestymistapa
kirjallisuuden ja testilaskujen avulla, mutta mitään oikopolkua tähän ei ole.
Kvalitatiivisesti luotettavia molekyylirakenteita voidaan saavuttaa Hartreen ja
Fockin menetelmällä pienelläkin kantajoukolla. Tiheysfunktionaaliteorialla voi-
daan kuvata kovalenttisesti sitoutunutta systeemiä hyvin, mutta heikosti sitoutu-
neiden molekyyliklustereiden kuvaamiseen tarvitaan yleensä aaltofunktioteoriaan
pohjautuvia elektronikorrelaatiomenetelmiä. Laskennallisten tulosten luonnetta ja
sovellettavuutta on tärkeä ymmärtää. On esimerkiksi syytä muistaa, että kluste-
reiden Schrödingerin yhtälön ratkaisuun tarvitaan useita approksimaatioita, eikä
tietyn menetelmän paras tulos tarkoita absoluuttisesti oikeaa vastausta.95 Tarkoi-
tuksena onkin saada fysikaalisesti mielekkäitä ratkaisuja, joka tarkoittaa usein vain
suhteellisia tuloksia tai ongelman suuruusluokan määrittämistä.
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Laskennallisessa tutkimuksessa on tavoitteena saada mahdollisimman pienellä
laskentatyöllä tarkimpia mahdollisia tuloksia halutuille ominaisuuksille. Minimie-
nergiarakenteet ja värähdystaajuudet eivät ole niin herkkiä käytetylle teorian tasolle
kuin energiat, mutta ne ovat laskennallisesti vaativimmat ominaisuudet.92 Tästä
syystä tässä työssä on laskettu rakenteet ja taajuudet alemmalla teorian tasolla ja
yksöispiste-energiat tarkemmilla kvanttikemian menetelmillä. Tulokset esitetään
yleisen käytännön mukaisesti M(1)/K(1)//M(2)/K(2), jossa M on menetelmä, K on
kantajoukko, (1) viittaa energiakorjauslaskuun ja (2) rakenteen optimointiin.
4 Tulokset ja keskustelu
Tutkimuksessa pyrittiin saamaan kvantitatiivisesti luotettavia Gibbsin vapaita
muodostumisenergioita rikkihappo–ammoniakki- ja rikkihappo–dimetyyliamiini-
klustereille. Tutkimuksessa laskettiin klustereiden energiat aiempaa korkeammalla
teorian tasolla. Kvanttikemiasta saatuja energioita käytettiin termokemiallisten
parametrien saamiseksi, joita puolestaan sovellettiin ACDC-malliin. Klustereiden
kokojakaumat ratkaistiin ACDC:n avulla. Tuloksia verrattiin Ortegan ja tutkimus-
ryhmän aiempaan tutkimukseen,19 jossa klustereiden geometriat oli optimoitu
tasolla B3LYP/CBSB7189,190 ja SPE-laskuihin käytettiin tasoa RICC2191/aug-cc-
pV(T+d)Z.
Tässä tutkielmassa esiintyvät monomeerit on esitelty kuvassa 7. Monomeereistä
käytetään seuraavia lyhenteitä: A=rikkihappo, D=dimetyyliamiini, N=ammoniakki
ja W=vesi. Klustereita kirjoitettaessa monomeerin edessä oleva luku kertoo, kuinka
monta kyseistä monomeeria klusteri sisältää. Kaikissa tutkielman kuvissa esiinty-
vien molekyylien rakenteet on optimoitu tasolla M06-2X/MG3S ja kuvien visuali-
sointiin on käytetty Molden-ohjelmaa.192
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(a) Dimetyyliamiini (b) Ammoniakki
(c) Rikkihappo (d) Vesi
Kuva 7: Tutkielmassa esiintyvien monomeerien molekyylirakenteet. Rikkiha-
pon vakain konformeeri on trans-muoto. Molekyyleissä valkoinen vastaa vetyä,
punainen happea, sininen typpeä ja keltainen rikkiä.
4.1 Testilaskut
Kantajoukoksi valittiin kirjallisuuden viitearvolaskujen38 perusteella MG3S ja sen
soveltuvuus tähän tutkimukseen todettiin testaamalla muutamaa eri kantajoukkoa
pienelle joukolle klustereita. Vaikka varsinaisen tutkimuksen klusterit eivät sisältä-
neet vettä, vesimolekyylin sisältävät klusterit sisällytettiin kuitenkin testilaskuihin.
Tällä varmistettiin, että käytetty kantajoukko soveltuu myös jatkossa tutkittaville
vesi–rikkihappo–emäs-systeemeille.
Normaaleilla optimointikriteereillä optimoitua MG3S-kantaa verrattiin tiukoil-
la kriteereillä optimoituun MG3S-kantaan sekä kantajoukkoihin aug-cc-pV(T+d)Z
ja aug-cc-pV(Q+d)Z. Tiukoilla kriteereillä optimoitaessa tehtiin useampia askelia
kuin normaaleilla kriteereillä, mikä voi olla joskus tarpeen varmistamaan riittävä
suppeneminen. Tällöin myös käytettiin ultrahienoa integraatiohilaa. Kaikki kanta-
joukot haettiin EMSL-kantajoukkokirjastosta (Environmental Molecular Science
Laboratory).193,194
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Kirjallisuuden perusteella menetelmäksi valittiin M06-2X-tiheysfunktionaali,
koska sillä on osoitettu olevan hyvä suorituskyky useisiin samankaltaisiin on-
gelmiin.20,38,195,196 Kaikki tiheysfunktionaaliteoriaan perustuvat laskut suoritet-
tiin Gaussian09-ohjelmalla.197 Tutkimuksessa havaittiin, että suurin kantajoukko
aug-cc-pV(Q+d)Z on laskennallisesti liian raskas muille kuin monomeereille ja
pienimmälle klusterille 1A1N. Muut kantajoukot suoriutuivat kaikista testilaskuis-
ta, vaikka aug-cc-pV(T+d)Z vaati paljon laskentaresursseja ja laskuja jouduttiin
uudelleenkäynnistämään suurimmille klustereille.
Optimoiduille rakenteille laskettiin ORCA-ohjelmalla198 SPE:t tasolla DLPNO-
CCSD(T)/def2-QZVPP. Niille rakenteille, jotka oli optimoitu normaaleilla kritee-
reillä MG3S-kantajoukon kanssa, laskenta-aika oli monissa tapauksissa huomatta-
vasti pienempi kuin muille. Tiukoilla kriteereillä MG3S-kannalla optimoidut ra-
kenteet vaativat hieman vähemmän laskenta-aikaa kuin aug-cc-pV(T+d)Z-kannalla
optimoidut. Tämä saattaa johtua siitä, että suuremmalla kantajoukolla optimoitujen
rakenteiden orbitaalit peittävät enemmän toisiaan, jolloin elektronikorrelaation
käsittelyyn kuluu enemmän laskenta-aikaa.
Klustereiden sidosenergiat on laskettu vähentämällä klusterin energiasta kaik-
kien sen monomeerien energiat




Taulukosta 1 nähdään, että eri kantajoukoilla optimoiduille rakenteille ei ole suuria
eroja DLPNO-CCSD(T)/def2-QZVPP-tasolla lasketuissa klustereiden sidosener-
gioissa. Tämän perusteella voidaan todeta, että normaaleilla kriteereillä optimoitu
MG3S-kantajoukko soveltuu käytettäväksi tässä tutkimuksessa.
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Taulukko 1: Laskennalliset sidosenergiat klustereille (kcal/mol). Laskuissa käytetty
taso oli DLPNO-CCSD(T)/def2-QZVPP//M06-2X/K, missä K tarkoittaa rakenteen
optimointiin käytettyä kantajoukkoa. Kantajoukon vaihtaminen ei aiheuta kovin





1A1D -22,90 -22,86 -22,95
1A1N -15,90 -15,89 -15,90
2A1D -54,96 -54,98 -55,02
2A1N -43,54 -43,54 -43,49
2A2D -82,90 -83,03 -83,57
2A2N -62,20 -62,25 -62,39
1A1D1W -37,83 -37,84 -37,90
1A1N1W -27,29 -27,29 -27,59
4.2 Klustereiden elektronirakennelaskut
Työssä käytettiin aiemmasta tutkimuksesta19 saatuja alkurakenteita taulukossa 2
esitetyille rikkihappo–ammoniakki- ja rikkihappo–dimetyyliamiini-klusterille.
Taulukko 2: Lasketut klusterit sisälsivät 0–5 happoa ja 0–5 emästä. Taulukossa A
tarkoittaa rikkihappoa ja B emäksiä eli ammoniakkia tai dimetyyliamiinia. Merkillä
x on ilmoitettu, mitkä klusterit on sisällytetty tutkimukseen.
0B 1B 2B 3B 4B 5B
0A x x x x
1A x x x x x
2A x x x x x
3A x x x x x
4A x x x x x x
5A x
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4.2.1 Rakenteen optimoiminen ja värähdystaajuuksien laskeminen
Klustereille optimoitiin rakenteet ja laskettiin värähdystaajuudet Gaussian09-ohjel-
malla M06-2X/MG3S-tasolla. Kaikilla tutkituilla klustereilla on neutraali koko-
naisvaraus, vaikka monissa klustereissa onkin tapahtunut protoninsiirtoreaktioita,
jolloin klusterit voivat sisältää myös ionipareja. Tämä on esitetty kuvassa 8.
(a) 2A2N (b) 2A2D
Kuva 8: Rikkihapot ovat luovuttaneet protonit emäksille, jolloin klusterit muo-
dostuvat (a) ammonium- ja bisulfaatti-ioneista tai (b) dimetyyliammonium- ja
bisulfaatti-ioneista.
Laskut osoittivat, että dimetyyliamiinilla on suurempi taipumus protonoitua
kuin ammoniakilla, sillä metyyliryhmät kasvattavat typen elektronitiheyttä. Täs-
tä syystä dimetyyliamiini on ammoniakkia vahvempi emäs. Kuvasta 9 nähdään,
että klusterissa 1A1D rikkihappo on luovuttanut protonin dimetyyliamiinille, mut-
ta klusterissa 1A1N ei ole tapahtunut protoninsiirtoa. Protolyysi vakauttaa klus-
teria, mikä saattaa johtua (HSO4)
–((CH3)2NH)
+-resonanssirakenteen osuudesta
AD-systeemin aaltofunktioon. Resonanssirakenteen osuus on AN-systeemille
pienempi. Vetysitoutuneelle O–H-venytysvärähdykselle ja ionisidoksen N–H-
venytysvärähdykselle on ominaista hyvin suuri (2000–3000 km/mol) intensiteet-
ti. Laskennallisia absorptiospektrejä tarkastellessa huomataan, että rikkihappo–
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dimetyyliamiini-klusterilla on pienempi hapen ja typen välisen vedyn venytys-
värähdyksen aaltoluku ν˜−2237,3 cm–1 kuin rikkihappo–ammoniakki-klusterilla
ν˜−2253,5 cm–1, mikä osoittaa dimetyyliamiinin stabiloivan klusteria ammoniak-
kia tehokkaammin.199 Kuvassa 9 on esitetty 1A1N- ja 1A1D-klustereiden hapen
ja vedyn sekä typen ja vedyn väliset sidospituudet. Vetysidoksen ja ionisidoksen
sidospituudet ovat suurempia kuin kovalenttisten sidosten.
(a) 1A1N (b) 1A1D
Kuva 9: 1A1N- ja 1A1D-klustereiden laskennalliset rakenteet. Sidospituudet on
annettu yksikössä ångström (1 Å= 10−10 m). (a) Rikkihappo ja ammoniakki ovat
poolisia molekyylejä, joiden välille on muodostunut vetysidos. (b) Rikkihappo on
luovuttanut protonin dimetyyliamiinille, jolloin erimerkkiset ionit vetävät toisiaan
puoleensa.
Vaikka poolisten molekyylien välisiä sidoksia kutsutaan dipoli-dipolisidoksiksi
ja ionien välisiä ionisidoksiksi, kemiallisella sidoksella on molempien sidoksien
ominaisuuksia.200 Mitä suurempi on atomien elektronegatiivisuuksien välinen ero,
sitä enemmän yhdisteellä on ionista luonnetta. Ionisidos voi muodostua positiivises-
ti ja negatiivisesti varautuneen ionin välille.201 Klusterissa 1A1D dimetyyliamiini
vetää rikkihapon protonia niin voimakkaasti puoleensa, että protonin voidaan kat-
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soa kuuluvan kokonaan sille. Tällöin sidoselektronit jäävät happiatomille ja syntyy
negatiivisesti varautunut anioni ja positiivisesti varautunut kationi, joiden välinen
sähköinen voima pitää systeemiä koossa. Klusterissa 1A1N rikkihapon hapen ja
vedyn välisen sidoksen sidoselektronit kuuluvat molemmille atomeille, jolloin
muodostuu poolinen kovalenttinen sidos.
Dipoli-dipolisidoksen erikoistapaus on vetysidos, jossa kaksi elektronegatiivis-
ta atomia (esimerkiksi happi ja typpi) jakavat vedyn.201 Rikkihappomonomeerin
O–H-sidospituus on 0,97 Å ja klusterissa 1A1N se on 1,05 Å eli ammoniakki
vetää vetyä puoleensa niin paljon, että O–H-sidospituus kasvaa 0,08 Å. Vetydo-
nori on voimakkaasti elektronegatiivinen atomi, joka muodostaa vedyn kanssa
dipolin, jossa vety on positiivisesti varautunut. Vetyakseptorilla on negatiivinen
osittaisvaraus ja vapaa elektronipari. Vetysidoksen voimakkuus riippuu sidossuun-
nasta ja atomien muodostama lineaarinen kulma on yleensä suotuisa rakenne, sillä
tällöin vety on kahden elektronegatiivisen atomin välissä.201 Klusterille 1A1N
typpi–vety–happi-kulma on 172◦ ja klusterille 1A1D se on 165◦.
Sidospituuksien ja värähdystaajuuksien muutoksia havaitaan myös vapaalle
hydroksyyliryhmälle. Sekä ammoniakin että dimetyyliamiinin läsnäolo lyhentää
vapaan hydroksyyliryhmän O–H-sidospituutta. Tämä havaitaan absorptiospekt-
rissä sinisiirtymänä eli venytysvärähdyksen aaltoluvun kasvuna.199,202 Dimetyy-
liamiinilla on suurempi vaikutus sinisiirtymään kuin ammoniakilla. Laskennalli-
set tulokset on esitetty taulukossa 3. Kokeellinen kaasutilaisen rikkihapon O–H-
venähdysvärähdyksen aaltoluku on 3610 cm–1.202
Taulukko 3: Laskennalliset vapaan hydroksyyliryhmän sidospituudet ja venytysvä-
rähdyksen aaltoluvut. Rikkihapon O–H-venytysvärähdys voi olla symmetrinen (s)
tai epäsymmetrinen (as).
rOH/Å ν˜OH/cm–1




Klusterissa, joka sisältää yhden rikkihapon ja neljä dimetyyliamiinia, rikki-
happo on luovuttanut molemmat protonit ja klusteri muodostuu sulfaatti-ionista,
kahdesta dimetyyliammonium-ionista ja kahdesta dimetyyliamiinista. Jos klusteri
muodostuu yhden rikkihappomolekyylin lisäksi neljästä ammoniakkimolekyylistä,
rikkihappo on luovuttanut vain toisen protonin ja jäljellä oleva hydroksyyliryhmä
muodostaa vetysidoksen akseptorina toimivan ammoniakkimolekyylin typen kans-
sa. Myös ammoniumioni muodostaa vetysidoksia ammoniakkien kanssa (kuva 10).
(a) 1A4D (b) 1A4N
Kuva 10: (a) Klusterissa 1A4D rikkihappo on luovuttanut molemmat protonit ja
SO2–4 on muodostunut. (b) Klusterissa 1A4N rikkihappo on luovuttanut vain toisen
protonin ja HSO–4 toimii sekä akseptorina että donorina vetysidoksia muodostet-
taessa.
Klusterit 4A4D ja 4A4N poikkeavat toisistaan rikkihappojen deprotonoitumisen
suhteen. Klusterissa 4A4D kaikki rikkihapot ovat luovuttaneet yhden protonin di-
metyyliamiinille. Vetysidoksia voi muodostua joko kahden bisulfaatti-ionin välille
tai bisulfaatti- ja dimetyyliammoniumionin välille, jolloin bisulfaatti-ionit toimivat
akseptoreina. Klusterissa 4A4N puolestaan yksi rikkihappo ei ole deprotonoitunut
ollenkaan, kaksi ovat luovuttaneet yhden protonin ja yksi on luovuttanut molemmat
protonit. Vetysidoksia muodostuu rikkihappo-osasten ja ammoniumionien välille,
jolloin ammoniumionit toimivat donoreina (kuva 11).
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(a) 4A4D (b) 4A4N
Kuva 11: Klusterissa 4A4D kaikki rikkihapot ovat deprotonoituneet bisulfaatti-
ioneiksi, mutta klusterissa 4A4N esiintyy kaikkia kolmea protonaatioastetta.
4.2.2 Energiakorjauslaskut
Optimoiduille rakenteille laskettiin yksöispiste-energiat DLPNO-CCSD(T)/def2-
QZVPP-tasolla käyttäen ORCA-ohjelmaa. Korkealla teorian tasolla suoritetut
laskut veivät paljon laskentaresursseja. Integraalien laskemiseen tarvittu levytila
oli suurimmilla klustereilla sadan gigatavun luokkaa. Suuren laskenta-ajan vuoksi
monille klustereille jouduttiin ensin laskemaan orbitaalit ja lukemaan ne laskuun
mukaan toisessa osassa. Tällöin saatiin selville myös integraalien laskemiseen
tarvittava levytila, mikä helpotti arvioimaan, kuinka paljon levytilaa vaaditaan yhtä
laskentaydintä kohden.
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4.3 Klustereiden Gibbsin vapaat muodostumisenergiat
Gibbsin vapaat energiat muodostumiselle laskettiin käyttämällä monivaiheista
kvanttikemiallista menetelmää,19 mikä yhdistää tiheysfunktionaaliteorialla opti-
moidun rakenteen ja lasketut värähdystaajuudet kytketty ryväs -menetelmän SPE-
laskuihin. Terminen osuus vapaaseen energiaan laskettiin saaduista värähdystaa-
juuksista ja pyörimisvakioista.
4.3.1 Heteromolekulaariset klusterit
Kaikkien klustereiden vapaat energiat muodostumiselle laskettiin lämpötiloissa 278
K ja 298,15 K. Mitä pienempi Gibbsin vapaa muodostumisenergia on, sitä vakaam-
pi muodostunut klusteri on. Laskennalliset vapaat energiat on esitetty taulukossa
4. Taulukosta nähdään, että AD-klusterin muodostumisessa vapautuu enemmän
energiaa kuin vastaavan AN-klusterin. Taulukko kertoo myös, että matalammassa
lämpötilassa T=278 K muodostuvat klusterit ovat vakaampia kuin korkeammassa
lämpötilassa T=298,15 K. Tämä johtuu siitä, että klusterin muodostuminen pienen-
tää entropiaa eli kasvattaa systeemin järjestystä. Entropian pienenemisen vaikutus
vapaaseen energiaan vähenee, kun reaktio tapahtuu matalammassa lämpötilassa.
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Taulukko 4: Laskennalliset Gibbsin vapaat energiat muodostumiselle (kcal/mol)
lämpötiloissa T=298,15 K (∆GT1) ja T=278 K (∆GT2). Käytetty laskennallinen
taso oli DLPNO-CCSD(T)/def2-QZVPP//M06-2X/MG3S.
∆GT1 ∆GT2 ∆GT1 ∆GT2
1A1N -6,31 -6,88 1A1D -10,83 -11,51
2A1N -19,11 -20,55 2A1D -28,80 -30,31
3A1N -26,19 -28,40 3A1D -37,84 -40,15
4A1N -29,64 -32,78 4A1D -44,29 -47,28
1A2N -10,24 -11,40 1A2D -12,08 -13,55
2A2N -26,02 -28,12 2A2D -42,07 -44,36
3A2N -38,15 -41,07 3A2D -51,43 -54,61
4A2N -46,88 -50,59 4A2D -63,24 -67,31
1A3N -9,12 -10,98 1A3D -15,21 -17,41
2A3N -29,04 -31,85 2A3D -44,50 -47,65
3A3N -48,42 -52,09 3A3D -69,03 -72,93
4A3N -58,71 -63,21 4A3D -79,58 -84,31
1A4N -9,34 -11,85 1A4D -13,72 -16,69
2A4N -29,45 -32,88 2A4D -48,87 -52,71
3A4N -50,11 -54,53 3A4D -76,89 -81,72
4A4N -70,65 -75,69 4A4D -90,81 -96,46
4A5N -73,87 -79,83 4A5D -107,07 -113,51
Tässä tutkimuksessa laskettuja Gibbsin vapaita muodostumisenergioita läm-
pötilassa T=298,15 K verrattiin aiemmassa tutkimuksessa19 laskettuihin Gibbsin
vapaisiin muodostumisenergioihin. Kuvassa 12 on esitetty AN-klustereiden ja AD-
klustereiden Gibbsin vapaat muodostumisenergiat lämpötilassa 298,15 K. Vastaa-
vasti kuvassa 13 on klustereiden Gibbsin vapaat muodostumisenergiat lämpötilassa
278 K. Kuvista huomataan, että aiemman tutkimuksen vapaat energiat ennusta-





Kuva 12: (a) Rikkihappo–ammoniakki-klustereiden ja (b) rikkihappo–
dimetyyliamiini-klustereiden Gibbsin vapaat muodostumisenergiat (kcal/mol)
lämpötilassa 298,15 K. Aiempi laskennallinen taso RICC2/aug-cc-
pV(T+d)Z//B3LYP/CBSB7 ennustaa klustereiden olevan vakaampia kuin
tässä työssä käytetty DLPNO-CCSD(T)/def2-QZVPP//M06-2X/MG3S.
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(a) AN-klusterit (b) AD-klusterit
Kuva 13: (a) AN- ja (b) AD-klustereiden Gibbsin vapaat muodostumisenergiat
(kcal/mol) lämpötilassa 278 K. Klustereiden laskennallinen vakaus noudattaa
samaa linjaa kuin lämpötilassa 298,15 K (katso kuva 12).
4.3.2 Homomolekulaariset klusterit
Pelkkien rikkihappoa tai yhtä emästyyppiä sisältävien klustereiden Gibbsin vapaat
muodostumisenergiat on esitetty taulukossa 5. Laskennallisten vapaiden energioi-
den mukaan dimetyyliamiiniklustereiden muodostumiseen tarvitaan enemmän
energiaa kuin ammoniakkiklustereiden. Taulukko 5 osoittaa myös, että kaikkien A-,
N- ja D-klustereiden vapaat energiat ovat pienempiä matalammassa lämpötilassa,
sillä entropian osuus vapaaseen energiaan vähenee.
Taulukko 5: Laskennalliset vapaat energiat (kcal/mol) vain rikkihappoa, ammo-
niakkia tai dimetyyliamiinia sisältäville klustereille lämpötiloissa T1=298,15 K ja
T2=278 K. Laskentataso oli DLPNO-CCSD(T)/def2-QZVPP//M06-2X/MG3S.
∆GT1 ∆GT2 ∆GT1 ∆GT2 ∆GT1 ∆GT2
2A -7,89 -8,48 2N 4,01 3,63 2D 4,48 4,00
3A -10,21 -11,69 3N 8,56 7,49 3D 10,48 9,18
4A -18,01 -20,11 4N 11,36 9,82 4D 16,18 14,09
5A -24,05 -26,83 - - - - - -
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Verrattaessa laskennallisia Gibbsin vapaita muodostumisenergioita aiemman
tutkimuksen laskennallisella tasolla RICC2/aug-cc-pV(T+d)Z//B3LYP/CBSB7
saatuihin tuloksiin huomataan, että tulokset poikkeavat toisistaan kvalitatiivisesti.
Tässä tutkimuksessa lasketut vapaat energiat ennustavat N-klustereiden olevan
aina alemmalla energialla kuin vastaavan D-klusterin, mutta tasolla RICC2/aug-cc-
pV(T+d)Z//B3LYP/CBSB7 laskettujen vapaiden energioiden mukaan D-klusterit
ovat vakaampia. Dimetyyliamiiniklusterin Gibbsin vapaa muodostumisenergia
laskee RICC2/aug-cc-pV(T+d)Z//B3LYP/CBSB7-tason tulosten mukaan, kun 3D-
klusteriin lisätään yksi dimetyyliamiinimolekyyli, jolloin muodostuu 4D-klusteri.
Vastaavaa tulosta ei havaita DLPNO-CCSD(T)/def2-QZVPP//M06-2X/MG3S-
tasolla lasketuille vapaille energioille. Kuvasta nähdään lisäksi, että DLPNO-
CCSD(T)/def2-QZVPP//M06-2X/MG3S-taso ennustaa N-klustereille hieman suu-
rempaa vakautta kuin RICC2/aug-cc-pV(T+d)Z//B3LYP/CBSB7. Tämä on poik-
keavaa verrattuna muihin laskettuihin klustereihin. Tulokset on havainnollistettu
kuvassa 14.
(a) T=298,15 K (b) T=278 K
Kuva 14: Yksikomponenttisten ammoniakki- ja dimetyyliamiiniklustereiden ja
Gibbsin vapaat muodostumisenergiat (kcal/mol), kun (a) T=298,15 K ja (b) T=278
K. Laskennallinen taso RICC2/aug-cc-pV(T+d)Z//B3LYP/CBSB7 ennustaa D-
klustereiden olevan vakaampia kuin N-klusterit, mutta DLPNO-CCSD(T)/def2-
QZVPP//M06-2X/MG3S-tasolla lasketut vapaat energiat ennustavat päinvastaista
käytöstä.
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Rikkihappoklustereiden Gibbsin vapaat muodostumisenergiat puolestaan ovat
kvalitatiivisesti samankaltaisia eri teorian tasoilla laskettuna. Kuvasta 15 huoma-
taan, että tasolla RICC2/aug-cc-pV(T+d)Z//B3LYP/CBSB7 lasketut vapaat energiat
pienenevät nopeammin kuin DLPNO-CCSD(T)/def2-QZVPP//M06-2X/MG3S-
tason vapaat energiat eli klustereiden ennustetaan stabiloituvan enemmän, kun
rikkihappomolekyylejä lisätään A-klusteriin.
(a) T=298,15 K (b) T=278 K
Kuva 15: Rikkihappoklustereiden Gibbsin vapaat muodostumisenergiat (kcal/mol),
kun (a) T=298,15 K ja (b) T=278 K. Rikkihappoklustereiden vapaat energiat
pienenevät nopeammin RICC2/aug-cc-pV(T+d)Z//B3LYP/CBSB7-tasolla kuin
DLPNO-CCSD(T)/def2-QZVPP//M06-2X/MG3S-tasolla.
4.3.3 Laskennallisten tulosten vertaileminen
Kaksikomponenttisten klustereiden vapaiden energioiden erotukset eri teorian
tasoilla laskettuna on esitetty taulukossa 6. Tulokset eroavat pääsääntöisesti si-
tä enemmän, mitä suuremmasta klusterista on kyse. Tämä voi johtua siitä, että
RICC2-menetelmä kuvaa elektronikorrelaatiota pienille klustereille melko hyvin,
mutta klusterin koon kasvaessa kolminkertaiset korjaukset tulevat yhä tärkeäm-
miksi. Dimetyyliamiinia sisältävissä klustereissa laskennallisten tulosten ero on
paljon suurempi kuin ammoniakkia sisältävissä klustereissa. Suurimmalle 4A5D-
klusterille eri laskennallisten tasojen tulosten välinen ero on jopa yli 35 kcal/mol.
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Taulukko 6: Laskennallisen tason DLPNO-CCSD(T)/def2-QZVPP//M06-
2X/MG3S ja RICC2/aug-cc-pV(T+d)Z//B3LYP/CBSB7 vapaiden energioiden ero






1A1N 1,30 1A1D 4,58
2A1N 4,71 2A1D 6,07
3A1N 7,75 3A1D 9,96
4A1N 12,68 4A1D 11,12
1A2N 2,19 1A2D 8,20
2A2N 7,30 2A2D 12,18
3A2N 11,25 3A2D 15,83
4A2N 13,58 4A2D 19,54
1A3N 3,85 1A3D 9,87
2A3N 9,21 2A3D 18,19
3A3N 15,11 3A3D 20,91
4A3N 20,17 4A3D 25,51
1A4N 5,71 1A4D 14,74
2A4N 11,71 2A4D 19,85
3A4N 19,32 3A4D 28,82
4A4N 18,86 4A4D 33,24
4A5N 24,20 4A5D 35,79
Yksikomponenttisille klustereille RICC2-menetelmällä saatiin pienten kluste-
reiden tapauksessa lähes yhtäläisiä tuloksia DLPNO-CCSD(T)-menetelmän kanssa.
Ammoniakkiklustereilla kaikkien tulosten ero oli hyvin pieni, mutta yksikompo-
nenttisilla rikkihappo- ja dimetyyliamiiniklustereilla virhe kasvoi molekyylien
lisäämisen myötä. Tulokset on esitetty taulukossa 7.
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Taulukko 7: Laskennallisen tason DLPNO-CCSD(T)/def2-QZVPP//M06-
2X/MG3S ja RICC2/aug-cc-pV(T+d)Z//B3LYP/CBSB7 vapaiden energioiden ero
(kcal/mol) lämpötilassa T=298,15 K.
∆∆G ∆∆G ∆∆G
2A -0,01 2N -0,18 2D 0,94
3A 4,09 3N -0,14 3D 4,89
4A 4,77 4N -0,65 4D 10,79
5A 5,86 - - - -
Näiden tulosten perusteella voidaan sanoa, että RICC2-menetelmä on riittävä
kuvaamaan hyvin pieniä tai vain ammoniakkia sisältäviä klustereita, mutta suu-
remmille klustereille tarvitaan kolminkertaiset korjaukset ja suurempi kantajouk-
ko. Etenkin dimetyyliamiiniklustereiden tapauksessa eri menetelmillä lasketuissa
Gibbsin vapaissa energioissa oli hyvin suuria eroja.
Kolminkertaisten korjausten vaikutusta voidaan tutkia vertaamalla laskennalli-
sella tasolla DLPNO-CCSD(T)/def2-QZVPP//M06-2X/MG3S laskettuja vapaita
energioita tasoon DLPNO-CCSD/def2-QZVPP//M06-2X/MG3S eli vastaavaan
menetelmään ilman kolminkertaisia korjauksia. Taulukossa 8 on heteromolekulaa-
risten klustereiden ∆∆G-arvot. Taulukosta nähdään, että pienimmille klustereille
kolminkertaisten korjausten vaikutus on noin 1 kcal/mol ja suurimmille 5 kcal/mol.
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Taulukko 8: Laskennallisen tason DLPNO-CCSD(T)/def2-QZVPP//M06-
2X/MG3S ja DLPNO-CCSD/def2-QZVPP//M06-2X/MG3S vapaiden energioiden






1A1N -0,81 1A1D -0,98
2A1N -1,15 2A1D -0,83
3A1N -1,27 3A1D -1,10
4A1N -2,09 4A1D -1,10
1A2N -1,40 1A2D -1,96
2A2N -2,20 2A2D -1,87
3A2N -2,28 3A2D -2,47
4A2N -2,69 4A2D -2,61
1A3N -1,84 1A3D -2,42
2A3N -2,63 2A3D -3,39
3A3N -3,11 3A3D -2,90
4A3N -3,96 4A3D -3,33
1A4N -2,48 1A4D -3,57
2A4N -3,05 2A4D -3,98
3A4N -4,39 3A4D -4,36
4A4N -4,58 4A4D -3,88
4A5N -5,87 4A5D -4,89
Homomolekulaaristen klustereiden ∆∆G-arvot on esitetty taulukossa 9. Taulu-
kosta nähdään, että erot ovat pienimpiä rikkihappoklustereille ja suurimpia dime-
tyyliamiiniklustereille. Pelkkien kolminkertaisten korjausten vaikutus ei kuitenkaan
ole kovin suuri homomolekulaaristen klustereiden tapauksessa.
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Taulukko 9: Laskennallisen tason DLPNO-CCSD(T)/def2-QZVPP//M06-
2X/MG3S ja DLPNO-CCSD/def2-QZVPP//M06-2X/MG3S vapaiden energioiden
ero (kcal/mol) lämpötilassa T=298,15 K.
∆∆G ∆∆G ∆∆G
2A -0,09 2N -0,22 2D -0,34
3A -0,45 3N -0,69 3D -1,01
4A -0,42 4N -1,05 4D -1,68
5A -0,41 - - - -
4.4 Laskennalliset kokojakaumat
Laskettuja Gibbsin vapaita energioita muodostumiselle käytettiin ilmakehän klus-
teridynamiikkakoodiin ja laskettiin eri klustereiden kokojakaumat. Dimetyylia-
miinin havaittiin muodostavan klustereita rikkihapon kanssa matalammilla pitoi-
suuksilla kuin ammoniakin. Aiemmin käytetty laskennallinen taso RICC2/aug-cc-
pV(T+d)Z//B3LYP/CBSB7 ennusti molekyylien klusteroitumisen alkavan mata-
lammilla pitoisuuksilla kuin tässä työssä käytetty taso DLPNO-CCSD(T)/def2-
QZVPP//M06-2X/MG3S.
Tyypillinen ilmakehän rikkihappopitoisuus on 10 6 cm–3.27,35 Kun se asetet-
tiin rikkihappopitoisuudeksi, RICC2/aug-cc-pV(T+d)Z//B3LYP/CBSB7-tason mu-
kaan 1A1N-klustereita muodostui, kun ammoniakin pitoisuus oli 10 13 cm–3 ja
DLPNO-CCSD(T)/def2-QZVPP//M06-2X/MG3S-tason mukaan muodostuminen
alkoi, kun ammoniakin pitoisuus oli 10 14 cm–3, jolloin molempien teorian tasojen
mukaan muodostui myös 2N-klustereita. DLPNO-CCSD(T)-menetelmä ennusti
enemmän 2N- kuin 1A1N-klusterin muodostumista, mutta RICC2 ennusti päinvas-
toin. RICC2-menetelmä ennusti myös 2A2N-klusterin muodostumista (kuva 16).
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Kuva 16: AN-klustereiden kokojakaumat 3A3N-klusteriin saakka. Rikkihapon pi-
toisuus on 10 6 cm–3 ja ammoniakin pitoisuus on 10 13 cm–3 ylemmässä ja 10 14 cm–3
alemmassa kuvassa. Lämpötila on 278 K.
Kun rikkihappopitoisuudeksi asetettiin 10 6 cm–3, RICC2-menetelmän mu-
kaan 1A1D-klustereita muodostui, kun dimetyyliamiinin pitoisuus oli 10 7 cm–3.
DLPNO-CCSD(T)-menetelmä ennusti, että 1A1D-klustereita syntyi vasta, kun
dimetyyliamiinin pitoisuus oli 10 10 cm–3. Tällöin RICC2-menetelmän mukaan
muodostui myös 2A2D-klustereita (kuva 17).
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Kuva 17: AD-klustereiden kokojakaumat 3A3D-klusteriin saakka, kun rikkihappo-
pitoisuus on 10 6 cm–3 ja lämpötila on 278 K. Ammoniakin pitoisuus on 10 7 cm–3
ylemmässä ja 10 10 cm–3 alemmassa kuvassa.
Kun rikkihappopitoisuus oli 10 6 cm–3 ja ammoniakkipitoisuus 10 14 cm–3, AN-
klustereiden kokojakaumissa ei havaittu eroja lämpötilojen T=278 K ja T=298,15
K välillä. Tämä on esitetty kuvassa 18.
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Kuva 18: Kaikkien laskettujen AN-klustereiden kokojakaumat, kun rikkihappopi-
toisuus on 10 6 cm–3 ja lämpötila on ylemmässä kuvassa 298,15 K ja alemmassa
278 K. Ammoniakin pitoisuus on 10 14 cm–3.
Kun rikkihappopitoisuus oli 10 6 cm–3 ja dimetyyliamiinipitoisuus 10 12 cm–3,
klustereiden kokojakaumissa ei ollut eroja lämpötilojen T=278 K ja T=298,15 K
välillä. Tällöin molemmat menetelmät ennustivat, että 1A1D-klustereita muodos-
tui eniten. Myös 2A2D-klustereiden syntymistä ennustettiin. DLPNO-CCSD(T)-
menetelmä ennusti, että osa rikkihaposta esiintyy monomeerina. Tämä on havain-
nollistettu kuvassa 19.
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Kuva 19: Kaikkien laskettujen AD-klustereiden kokojakaumat, kun rikkihappopi-
toisuus on 10 6 cm–3 ja lämpötila on ylemmässä kuvassa 298,15 K ja alemmassa
278 K. Dimetyyliamiinin pitoisuus on 10 12 cm–3.
Kun rikkihappopitoisuudeksi asetettiin ilmakehän olosuhteissa korkea 10 8 cm–3
ja ammoniakkipitoisuudeksi 10 15 cm–3 havaittiin, että RICC2-menetelmä en-
nusti eniten 1A1N- ja toiseksi eniten 4A5N-klustereiden syntymistä. DLPNO-
CCSD(T) ennusti myös eniten 1A1N-klustereiden muodostumista, mutta sen mu-
kaan 4A5N-klustereita ei muodostunut. Toiseksi eniten DLPNO-CCSD(T) ennus-
ti 2N-klustereita. RICC2-menetelmän mukaan 2N-klustereiden lisäksi muodos-
tui muun muassa 1A2N-,2A2N-, 2A3N-, 3A3N- ja 3A4N-klustereita. DLPNO-
CCSD(T)-menetelmä ennusti vain hyvin vähäistä 1A2N-klustereiden muodostu-
mista. Klustereiden kokojakaumissa ei havaittu eroja lämpötilojen T=278 K ja
T=298,15 K välillä (kuva 20).
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Kuva 20: Kaikkien laskettujen AN-klustereiden kokojakaumat, kun rikkihappopi-
toisuus on 10 8 cm–3 ja lämpötila on ylemmässä kuvassa 298,15 K ja alemmassa
278 K. Ammoniakin pitoisuus on 10 15 cm–3.
Kun rikkihappopitoisuudeksi asetettiin 10 8 cm–3 ja dimetyyliamiinipitoisuudek-
si 10 10 cm–3, RICC2-menetelmän mukaan 1A1N-klustereita syntyi hyvin paljon
ja 2A2D-, 3A4D- sekä 4A5D-klustereita myös jonkin verran. DLPNO-CCSD(T)-
menetelmä puolestaan ei ennustanut kovin paljoa 1A1D-klustereiden muodostu-
mista, vaan sen mukaan suurin osa rikkihaposta oli monomeerina ja muodostuvia
klustereita olivat 2A1D ja 2A2D. Lämpötilojen T=278 K ja T=298,15 K välillä ei
havaittu eroja klustereiden kokojakaumissa (kuva 21).
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Kuva 21: Kaikkien laskettujen AD-klustereiden kokojakaumat, kun rikkihappopi-
toisuus on 10 8 cm–3 ja lämpötila on ylemmässä kuvassa 298,15 K ja alemmassa
278 K. Dimetyyliamiinin pitoisuus on 10 10 cm–3.
Tässä tutkimuksessa klustereiden kokojakaumilla ei havaittu olevan eroja läm-
pötilojen T=278 K ja T=298,15 K välillä. McGrathin ja tutkijatovereiden aiem-
massa tutkimuksessa27 havaittiin sekä AN- että AD-klusterijakaumissa eroja läm-
pötilasta riippuen. Tutkimuksessa lämpötilan laskiessa 298 kelvinistä 248 kelviniin
lähes kaikkien klustereiden pitoisuudet lisääntyivät. Klusterijakauman käyttäyty-
mistä pyrittiin selittämään erilaisilla törmäys- ja haihtumiskertoimilla.27
Tutkimuksessa havaittiin, että sellaisia kaksikomponenttisia klustereita, jois-
sa on suunnilleen yhtä monta happoa ja emästä muodostuu todennäköisimmin.
Ortegan ja tutkimusryhmän mukaan klusterit joissa on enemmän emästä kuin hap-
poa, eivät ole yleensä vakaita.19 Tässä tutkimuksessa RICC2-menetelmä ennusti
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usein sellaisten klustereiden muodostumista, missä oli molekyyli enemmän emästä
kuin rikkihappoa. Kun rikkihappopitoisuus oli korkea, DLPNO-CCSD(T) ennusti
2A1D-klusterin muodostumista. Muissa tapauksissa enemmän rikkihappoa kuin
emästä sisältäväviä klustereita ei muodostunut. Emäspitoisuuden ollessa korkea
muodostui myös homomolekulaarisia 2N-klustereita.
5 Johtopäätökset
Tässä tutkimuksessa osoitettiin, että rikkihappo–dimetyyliamiini-klustereita syntyy
pienemmillä monomeerien pitoisuuksilla kuin rikkihappo–ammoniakki-klustereita.
Tämä johtuu siitä, että dimetyyliamiini on vahvempi emäs kuin ammoniakki,
jolloin dimetyyliamiini stabiloi rikkihappoa sisältäviä klustereita ammoniakkia
tehokkaammin. Tämän perusteella voisi olla hyödyllistä tarkastella tulevaisuu-
dessa myös muita mahdollisesti ilmakehässä syntyviä vahvoja emäksiä. Tällaisia
kiinnostavia tutkimuskohteita voisivat olla esimerkiksi dimetyyliamiinioksidi ja
trimetyyliamiinioksidi, jotka saattavat vakauttaa rikkihappoa sisältäviä klustereita
dimetyyliamiinia pienempinä pitoisuuksina.
Laskennallisille Gibbsin vapaille muodostumisenergioille havaittiin kvalitatiivi-
sesti suuria eroja teorian tasosta riippuen dimetyyliamiinia sisältäville klustereille.
Tämä saattaa johtua siitä, että RICC2-menetelmä ei kuvaa riittävän hyvin elektro-
nikorrelaatiota, jos tutkittava systeemi on suuri. Tämän perusteella suuremmille
klustereille tulisi käyttää riittävän suurta kantajoukkoa ja kolminkertaiset korjauk-
set sisältävää menetelmää.
Ilmakehän klusteridynamiikkakoodin osoitettiin olevan herkkä käytetylle las-
kennalliselle tasolle. Tässä tutkimuksessa käytetty laskennallinen taso DLPNO-
CCSD(T)/def2-QZVPP//M06-2X/MG3S ennusti klusterijakaumaan vähemmän
molekyyliklustereiden muodostumista kuin aiemmassa työssä käytetty RICC2/aug-
cc-pV(T+d)Z//B3LYP/CBSB7. Tämä johtui klustereiden muodostumisen Gibb-
sin vapaan energian arvoista, jotka olivat heteromolekulaarisille klustereille suu-
rempia tässä työssä käytetyllä laskennallisella tasolla DLPNO-CCSD(T)/def2-
QZVPP//M06-2X/MG3S. Tutkimus osoittaa, että ACDC:n herkkyyttä tulisi tar-
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kastella entistä kattavammin. Esimerkiksi epäharmonisuuden ja sidosenergiaan
liittyvien systemaattisten virheiden vaikutusta tulisi arvioida laajemmin.
Toisaalta laskuja tulisi tehdä lisää myös erilaisille geometrioille, sillä alkura-
kenteesta riippuen saadaan eri energia. Tästä syystä klusterirakenteen globaalin
minimin etsimiseen tulisi kehittää entistä luotettavampia menetelmiä. On syytä
muistaa, että heikosti sitoutuneille ja useita molekyylejä sisältäville klustereille
jäykän pyörijän ja harmonisen värähtelijän approksimaatio voi aiheuttaa laskui-
hin suuriakin virheitä. Kenties tulevaisuuden tutkimuksissa tulisi pyrkiä yhdistä-
mään kvanttikemiallisin menetelmin lasketut sidosenergiat molekyylidynamisiin ja
Monte Carlo -menetelmiin klustereiden konfiguraatioavaruuden systemaattiseksi
läpikäymiseksi.
Laskennallisilla menetelmillä on suuri vaikutus simuloituihin tuloksiin. Sellai-
sia laskennallisia menetelmiä tulisi kehittää yhä enemmän, joilla on mahdollista
saada kohtuullisilla laskentaresursseilla tarkkoja tuloksia suurille systeemeille. Täs-
sä tutkimuksessa käytetty DLPNO-CCSD(T) on lähes lineaarisesti skaalautuva
menetelmä, mutta suurella kantajoukolla, def2-QZVPP, laskentaresurssit kasvoi-
vat silti liian raskaiksi. Laskennallisten menetelmien kehittäminen palvelee myös
muunlaisissa ongelmissa, ja hyvät menetelmät mahdollistavat esimerkiksi tutkit-
tavan reaktion mallintamisen ennen varsinaisen kokeellisen työn suorittamista,
jolloin on mahdollista säästää sekä aikaa, rahaa että ympäristöä.
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