Abstract-Intelligent systems are increasingly being deployed in medicine and healthcare, but there is a need for a robust and objective methodology for evaluating such systems. Potentially, receiver operating characteristic (ROC) analysis could form a basis for the objective evaluation of intelligent medical systems. However, it has several weaknesses when applied to the types of data used to evaluate intelligent medical systems. First, small data sets are often used, which are unsatisfactory with existing methods. Second, many existing ROC methods use parametric assumptions which may not always be valid for the test cases selected. Third, system evaluations are often more concerned with particular, clinically meaningful, points on the curve, rather than on global indexes such as the more commonly used area under the curve.
I. INTRODUCTION

I
NTELLIGENT systems are increasingly being deployed in medicine and healthcare, to practically aid the busy clinician and to improve the quality of patient care [1] - [7] . The need for an objective methodology for evaluating such systems is widely recognized [2] , [4] , [8] - [12] . In medicine and healthcare, where safety is critical, this is important if techniques such as medical expert systems and neural systems are to be widely accepted in clinical practice.
The work described here, arose from a critical investigation into the potential role of receiver operating characteristic (ROC) analysis as a basis for objective evaluation of intelligent medical systems. The work forms part of an initiative to develop a theoretical framework for an objective methodology in evaluating intelligent systems in this safety critical area.
ROC analysis is now common in medicine and healthcare [4] , [13] , [14] , particularly in radiology [8] , [10] , [15] , where it is used to quantify the accuracy of diagnostic tests [10] , [16] , [17] . The performance of an "expert," human or machine, can be represented objectively by ROC curves [10] , [18] . Such curves show, for example, the tradeoff between a diagnostic test correctly identifying diseased patients as diseased, rather than healthy, versus correctly identifying healthy patients as healthy, rather than diseased. Many intelligent medical systems carry out this type of task, whether actually classified as "diagnostic" [19] , or not, e.g., "prognostic" [20] .
To serve as a basis for objective evaluation of intelligent medical systems, ROC analysis will need to be extended to address a number of limitations. In practice, ROC analysis can be either parametric or nonparametric. In parametric analysis, the underlying population distributions of the diseased and healthy patients are often assumed to be normal. However, other types of distributions, such as gamma and negative exponential, are sometimes used. In contrast, nonparametric analysis does not make any assumptions about the form of the underlying population distributions. When an intelligent medical system is tested against human experts, a small number of cases are picked, often by an independent expert. If the underlying population distributions of diseased and healthy patients are normal, a random sample of patients from the population would preserve these distributions. However, if the cases are picked by an independent expert, particularly one who is deliberately biased in favor of picking difficult cases, the distribution may not be preserved. Thus, nonparametric methods may be more appropriate for intelligent medical system testing.
0018-9294/00$10.00 © 2000 IEEE ROC curves are a complex representation of performance, and for convenience, the area under the ROC curve (AUC) is used as a single index of accuracy. Intuitively, the area under the ROC curve gives the probability of correctly identifying a healthy patient from a pair where one is known to be diseased and the other one is known to be healthy [21] . However, an intelligent medical system is more likely to be required to make a decision about the disease status of a single patient of unknown health, which makes the AUC of limited practical value in the clinical situation.
As human experts are available for a limited time, the number of cases used for evaluation is often small. Existing methods of ROC analysis are often unsatisfactory with small numbers of cases, especially if the AUC is high. Under these circumstances their confidence intervals can be erroneous, or the algorithms can even fail to produce any result. Obuchowski and Lieber [22] compared 11 methods of parametric and nonparametric analysis and were unable to find a single best alternative for constructing the confidence interval, when the sample size was small.
The aim of the work reported here was to find a nonparametric method of ROC analysis that would be robust and accurate over any sample size, particularly small samples, and could be applied to particular points on the ROC curve of clinical interest. To achieve this, the underlying probability theory was re-examined, and a novel method of producing a probability density function (pdf) over the whole ROC graph, for each point on the curve, was derived. The theoretical work has been validated by Monte Carlo simulations, and it has also been applied to two real-world examples taken from the literature. While many Monte Carlo simulations assume a fixed population ROC curve and examine the distribution of samples generated randomly from the fixed population, our simulation generated random samples from random population ROC curves.
II. ROC CURVES
Taking the situation where there are two types of events, signal (diseased), and noise (healthy), it is hoped to distinguish between them by measuring a characteristic property of these events, on an ordinal, interval or ratio scale. Fig. 1 gives a hypothetical example of the relative frequency with which two types of events give different values of the measured property. To distinguish between the types of event, a threshold is chosen so that events with a measurement lower than the threshold are labeled as noise, and events with a measurement greater than the threshold are labeled as signal. Since the two distributions overlap, no threshold value will completely separate them. Table I shows the 2 2 contingency table of the actual type of an  event, against its test classification according to the threshold.   TABLE I  SINGLE THRESHOLD CONTINGENCY   TABLE II   THREE THRESHOLD CONTINGENCY, WHERE IS THE MEASUREMENT   This table assumes False Alarm Rate (along the axis) for each threshold gives a ROC curve. A typically shaped curve for a multi threshold plot is given in Fig. 2 .
The curve thus shows the tradeoff between correctly detecting a signal, and mistaking noise for a signal. If the two underlying population distributions are well separated, the curve will immediately rise to the top left corner (0.0, 1.0), and then proceed horizontally. If the distributions tend to overlap, so that noise and signal cannot be distinguished by the measurement, the curve will approach the diagonal (0.0, 0.0 to 1.0, 1.0).
If a ROC curve is plotted for a sample of cases, the curve will only be an estimate of the actual ROC curve of the population. Confidence intervals, therefore, need to be given. Many methods of producing confidence intervals for the AUC, both parametrically [23] and nonparametrically [17] , [18] , [21] , [22] , [24] , [25] , and for each individual point on a nonparametric curve [26] - [28] have been given. However, for small samples sizes, typical in intelligent medical system testing, none of these methods is ideal [22] . In the case of binormal parametric models, the methods can fail to produce any results at all when the signal (diseased) and noise (healthy) samples do not overlap. This can happen particularly with small samples, when the population AUC approaches 1.0 [29] .
III. A NEW APPROACH TO ROC ANALYSIS
The method proposed here, assumes a nonparametric model and is robust and accurate over all data sets. It returns to the underlying probability theory, to construct a pdf over the entire ROC graph for each point of the curve. The method is based upon asking the following question for every possible point on the surface of the ROC graph: If that question can be answered for every point on the graph, and normalized so that the total probability of every point on the surface sums to one, a pdf for the true Hit Rate and False Alarm Rate can be generated. By dividing the surface into a fine grid, and integrating the expression for the probability of every point over each square of the grid, the surface can then be presented as a three-dimensional mesh, or contour lines can be drawn to enclose an arbitrary percentage of the probability, e.g., 95% of the probability, which gives the 95% confidence interval for the location of the true Hit Rate and False Alarm Rate.
Consider the full situation where: is the Hit Rate of the population, given as a probability; is the False Alarm Rate of the population, given as a probability; is the frequency of disease events in the population, given as a probability; is the number of true positives in the sample; is the number of false positives in the sample; is the number of false negatives in the sample; is the number of true negatives in the sample. Then, , the probability of a ROC point being at the location ( ), is given by the product of three terms. The first term, is the probability of obtaining diseased cases in cases when the probability of disease is . The second term, is the probability of obtaining False Alarms in healthy cases when the probability of a False Alarm is ; and the third term, is the probability of obtaining Hits in diseased cases when the probability of a Hit is In order to normalize the probability at each point ( ), to sum to 1.0 when integrated across the whole surface, the probability is divided by the integral over the surface as shown in (1) at the bottom of the page.
PointProbability (1)
Using the Beta function to substitute for the integrals (see Appendix for details) PointProbability (2) To represent the surface, it is divided into a fine grid and the probability of each quantized grid square is calculated by integrating the probability at a point, over the area of each grid square. The integral over the area is equal to the product of two one-dimensional (1-D) integrals along the Hit Rate and False Alarm Rate axes. Therefore, two vectors, and , each with elements, are defined to hold the 1-D integrals (3) and For all from to (4)
The pdf, quantized as a fine grid, is therefore the product of the two vectors Surface (
Integrating (3) and (4) (see Appendix for details) gives (6) and (7), shown at the bottom of the page.
IV. MULTIPLE POINTS
The analysis can now be expanded to the general case of multiple ROC points. Since it has been shown above, that the surface can be treated as a product of two probability density vectors, one for Hit Rate and the other for False Alarm Rate, this discussion will examine only one vector, the , or False Alarm Rate vector, the identical method being applicable to the , or Hit Rate Vector.
For a ROC curve of points, there are classifications of events (threshold ranges). Let there be occurrences of event , where (see Table II ). Let the true probability of event be . Now, an extension of the hypothesis stated above can be applied, by asking the following question, for every point:
"If this point, , represents the true probability of events, , in the population, what would be the probability of getting the actual results obtained?" If that question can be answered for every point, and normalized such that the total probability of every point in the hyper-volume sums to 1, the pdf in -dimensional ( -D) space could be calculated.
By multinomial from the numerator of (1) for the single ROC point case, the probability , of a point lying on a hyperplane in -D space can be written as where To represent the pdf on a two-dimensional (2-D) ROC graph, the -D pdf must be mapped into one dimension, i.e., to a vector for the False Alarm Rate, or a vector for the Hit Rate, and the 2-D ROC surface formed as the product of the and vectors. Note that each point on the ROC curve represents a different combination of events. The first point represents events only, but the second point represents the plus the events, the third point plus events, and so on. This adds a subtlety to the way the hyperplane is mapped to the linear pdf for each point, which is shown for a four-point ROC curve below. (6) For all from to
Let be the actual probability of the first ROC point. The first point represents only the true probability of the events. As varies from zero to one, it is directly related to by the relationship . The hyperplane is mapped into the line by integrating across slices at right angles to the axis. Let be the actual probability of the second ROC point. The second point is the combined probability of the events, plus events, in the population. If does not matter what the individual probability of events is, or what the individual probability of events is, only the combined probability matters. As varies from zero to one, and are constrained by the relation . The hyperplane is mapped into the line by integrating across 2-D diagonal slices at right angles to the line . Similarly, let be the actual probability of the third ROC point. The third point is the combined probabilities of and events. As varies from zero to one, and are constrained by the relationship . The hyperplane is mapped into the line by integrating across the 3-D diagonal slices at right angles to the line . By way of example, the integrals for a four point ROC curve are as follows.
A. Four ROC Points, First Point
The variable ranges from 0-1 across the pdf. In this case is equivalent to . Since the function is constrained to the hyperplane is thus confined to the range , which are therefore the limits of the outer integral. Similarly, is then confined to the range 0 to , the limits of the middle integral, and is confined to the range 0 to , the limits of the inner integral. The expression is kept on the hyperplane by substituting , in the last term. Integrating (8) (see Appendix for details) gives:
B. Four ROC Points, Second Point
Again, the variable ranges from zero to one across the pdf. In this case, , and therefore is confined to the range zero to , which are therefore the limits of the outer integral. In the second term is substituted for , and, in the last term, is substituted for . The range of is then confined to the range zero to , the limits of the middle integral, and is confined to the range zero to , the limits of the inner integral.
C. Four ROC Points, Third Point
Here,
. This is used in the third and fifth term. The outer and middle integrals are limited by this expression. The inner integral is constrained by the hyperplane
D. Four ROC Points, Fourth Point
Here, . This is used in the fourth and fifth term. All the integrals are limited by this expression. The hyperplane constraint is only evident in the last term
E. The General Result for Multiple ROC Points
When any is normalized by dividing it by its integral, as shown for the one ROC point example in (1), the factorial terms cancel out. Integration of the expressions for each point of one, two, three, and four point ROC curves reveals a pattern, which by induction generalizes to where is the number of the point, and the total number of points in the curve.
If and
The multipoint ROC equations are in exactly the same form as the numerator of the single-point ROC equation (1) and since the denominator is the intergal over the whole hyper-volume used to normalize the distribution to sum to 1.0, the same method can be applied to calculate the pdf. It should be noted that the pdf of ROC points actually exists in -dimensional ( -D) space. The mapping to 2-D probability surfaces, overlaid on one ROC curve, is merely a convenient representation of this single multidimensional pdf.
V. PLOTTING THE SURFACE
A computer program was written in C , to perform the calculation, and plot the 95% confidence interval contour. The surface was quantized to 256 256 elements for the graphical presentation. The actual code optimized the mathematical expression (6) [and (7)] by only calculating, and storing in a vector, the boundary values
Boundary Value
Each element was then calculated as the difference between two boundary values. Because of the range of the exponent required in the calculation, the excess exponent was held in a long integer as each value was calculated. Many terms in the expression were precalculated and accessed from look-up tables.
The surface was then calculated by a product of the two vectors. The "tiles" of the surface were then sorted by probability, largest first, and marked in order, from the largest, as being inside the confidence boundary until the sum of the marked "tiles" equaled % of the sum of all the tiles. A boundary drawing algorithm was then applied, to draw around the marked area to give the % confidence boundary.
VI. SIMULATION STUDY
To validate the method and the algorithm, a Monte Carlo simulation was performed. The L'Ecuyer [30] pseudorandom number generator, with a period in excess of , incorporating a Bays-Durham shuffle with added safeguards was used. Samples with cases were simulated. Each sample size was simulated with a different set of frequencies of disease in the population. Samples with one case, were simulated with a frequency of disease of 1/2, samples with two cases with frequencies of disease 1/2 and 1/4, through to samples with 1024 cases being simulated with frequencies of . It was not considered worthwhile simulating situations where the frequency of disease, in relation to the number of cases, would often result in no diseased cases at all. For each sample size, at each frequency of disease, ROC curves with 1, 2, 4, 8, and 16 points were simulated. Each point of the multi point ROC curves were simulated independently of the other points. This was to avoid correlation effects, as each 2-D pdf is a different view of the same multidimensional pdf of all the ROC points combined. For each test, a population Hit Rate and False Alarm Rate were generated for all points, whatever the actual point under test. Then each event within the sample, was randomly assigned to the diseased or healthy groups, according to the frequency of disease in the population, and categorized according to the previously generated population Hit Rates and False Alarm Rates. For instance, a four-point ROC curve has five categories. This synthesized data was used to generate the pdf of each sample, for the chosen point. The position of the actual population ROC point, within the pdf was then recorded, and used to produce a histogram of 20 bins, giving the number of times the points fell in the 5%, 10%, , 95%, 100% confidence interval. Each test was run 2000 times, with the expectation that about 100 points would be found in each of the 20 confidence intervals. A chi-squared ( ) measure was taken of the 2000 tests, and the experiment repeated 200 times to obtain a histogram of the chi-squared values. The total simulation thus generated chi-squared histograms of simulated ROC curves, and ran for over a month on a powerful Unix workstation. If the experiment was working, each histogram of chi-squares would approximate the chi-squared distribution for 19 degrees of freedom. The results of the Monte Carlo simulation are discussed in Section VII.
The population Hit Rate and False Alarm Rate for multi point ROC curves were produced by generating a uniformly distributed random number between zero and one for the population Hit Rate of each point and sorting them into ascending order. The same was done for the False Alarm Rate. The Hit Rates and False Alarm Rates were then paired together in the sorted order. This produced data compatible with the ROC curve format, but without parametric assumptions.
It should be noted that the simulation study is unusual in the method of picking the population ROC curves. Many studies [17] , [23] , [31] use the following procedure:
• fix the parameters of the curve, e.g., to a binormal curve with an AUC of 0.8; • generate random data samples from that population curve; • generate sample ROC curves from the data; • verify that the confidence limits (e.g., 95%) of the sample curves, contains the population curve, the correct percentage of the time. The current study used the following procedure:
• simulate population ROC points occurring anywhere on the surface; • generate data samples from the point; • plot the pdf from the data sample; • verify that the point was within given percentiles of the pdf the correct percentage of the time.
The method used for this study will not work when the parameters of the curve are fixed. This can be explained by considering the following Gedankenexperiment. Fig. 3 shows the pdf of a ROC point as a contour map, with the 33%, 66%, and 100% contour marked. The 100% contour covers the whole graph. The interpretation of the contours, is that 33% of the population points that might have produced this sample, are inside the 33% contour, 33% of the points are between the 33% and the 66% contour, and 34% are between the 66% and 100% contour. For the sake of the Gedankenexperiment, the contours should be regarded as steps with uniform density within each contour. Now consider running a Monte Carlo experiment, where the sample that produced this pdf happens to be generated 100 times. If the contours are correct, about 33, 33, and 34 population points will land within each contour respectively. Now consider only drawing the test population ROC points from the grey area which shows a region of hypothetical ROC curves. The easiest way to do this, is to regard the grey area as a mask. If we repeat the experiment with the mask, only generated population points that happen to lie in the grey area are used. Since the whole of the 33% contour is grey, we will again get about 33 population points in the 33% contour. However, the 66% contour is only about 40% grey, so 60% of the cases that would fall in this area are masked out, leaving about 13 population points in the contour. Similarly, the 100% contour is only about 10% grey, so 90% of the population points will get masked out, leaving about three population points. A chi-squared test against the expected result of 33, 33, 34 will, therefore, fail. In other words, there is no point in a confidence interval including any area that cannot have produced a population point, or conversely, all points on the surface have to be able to produce a population point. The Gedankenexperiment can be extended to the situation where there are multiple "grey" regions with various probabilities of masking population points, and any number of step contours. At the limit, the mask becomes an arbitrary pdf, and the step contour approximation becomes a smooth pdf. It can be seen that the experiment is unlikely to work, if the distribution of population points is uneven. The method used in the experiment preserves the uniform distribution along the hit rate and false alarm axis, though the sorting to give a valid ROC curve produces a nonuniform, but still valid, distribution across the ROC graph surface.
VII. SIMULATION RESULTS
The simulation run produced 2046 histograms in total, of which only 21 are shown here. Fig. 4 gives the histograms for the third point of four-point ROC curves over six sample sizes, and six frequencies of disease. The theoretical chi-squared distribution is plotted as a curve on each histogram so that a visual comparison can be made between the results expected in theory, and those obtained in practice. As illustrated by the diagrams, the experimental results show the expected chi-squared distributions. Given the number of cases simulated, 400 000 in each histogram, this indicates that the method is working within the 
VIII. APPLICATION
The method detailed above was applied to two examples of ROC analysis, published in the literature, in order to investigate the confidence boundaries produced on real data, and to illustrate how the proposed method could enhance the analysis.
The first example is taken from Swets [10] . Swets recommended the use of ROC analysis for measuring the accuracy of many types of diagnostic systems. A radiological example was presented to illustrate the use of ROC analysis, and the AUC, as the preferred single-valued measure of accuracy. A study had previously been carried out, in which six radiologists were asked to examine 118 mammograms (58 malignant, 60 benign), and classify them into one of five categories, according to likelihood that the lesion was malignant. The radiologists first diagnosed the mammograms unaided (denoted as "standard"), and then used two diagnostic aids (denoted as "enhanced"). The raw data for the pooled categorizations were given in the paper, allowing the ROC graph for the standard and enhanced diagnoses to be reproduced here as Fig. 5 . From the raw data, the 95% confidence boundary of each point was calculated by the program described in Section V and these confidence boundaries are shown in Fig. 6 . The entire process of calculating the ROC pdf's, and determining the 95% boundaries took approximately 5 s on a 100-MHz Pentium PC.
It should be noted that each confidence boundary is a different 2-D view of the same eight-dimensional (8-D) pdf. Each coordinate in the 8-D space represents the probability of the population ROC curve passing through the four pairs of Hit Rate and False Alarm Rate that describe that 8-D coordinate. A 95% confidence boundary can thus be described in the 8-D hyper volume, which is the actual 95% confidence interval for the ROC curve joining the four points. This can be approximated by joining line segments through tangents to the 95% confidence boundaries of each ROC point such that the maximum and minimum areas are enclosed. It should also be noted that use of a smooth curve, or straight-line segments to join points, is an arbitrary choice outside the theory of the method. An example using straight-line segments for Swets' [10] "standard" ROC data, is shown in Fig. 7 . In order to give a comparison with ROC curves in the literature, this approximation has been used to estimate the confidence interval for the AUC.
Calculating the AUC from straight line segments (Fig. 5 ) and the 95% CI's (Fig. 7) , as described above gives nonparametric values for the AUC (with 95% CI) of 0.79 (0.739-0.839) for the "standard" points of Swets [10] . Similarly, values for the AUC of 0.86 (0.815-0.898) are obtained for the "enhanced" points. Swets used a parametric method to estimate a "maximum-likelihood" curve through the points, and a corresponding parametric estimate of the AUC and its standard error. The values Swets obtained were 0.81 and 0.87, with standard errors of 0.017 and 0.014 for the "standard" and "enhanced" diagnoses respectively. Parametrically, the 95% CI is given by the mean value standard error, which leads to values for the AUC (with 95% CI) of 0.81 (0.776-0.844) and 0.87 (0.842-0.898). It can be seen that the nonparametric estimates obtained here, agree well with Swets' parametric estimates, albeit with slightly lower AUC's and fractionally larger confidence intervals.
The second example is taken from Adlassnig and Scheithauer [4] , in which an expert system, known as CADIAG-2/PAN-CREAS, for the differential diagnosis of ten different types of pancreatic disease, is described. The performance of the system was compared to an histologically or clinically confirmed "gold-standard" diagnosis. Forty-seven patient records were available in which one or more of a subset of six pancreatic diseases had been diagnosed. Four patients had dual diagnoses, giving a total of fifty one diagnoses of one of six diseases. A series of ROC graphs were presented, illustrating the performance of the CADIAG-2 system in the differential diagnosis of specific diseases, both using what was described as a limited set of patient data and with the full set of available patient data. Two of Adlassnig and Scheithauer's ROC curves [4, Figures 9 and 10] illustrate the evaluations of eight diagnoses of acute pancreatitis from the 51 cases compared to the "gold-standard," using limited patient data and full patient data respectively. Although the raw data were not given, they can be accurately reconstructed from the ROC graphs, because the number of cases was small. The data are combined here and reproduced as Fig. 8 . The 95% confidence boundaries calculated from the data are shown in Fig. 9 . In this case, the process took only 3 s on a 100-MHz Pentium PC. Although Adlassnig and Scheithauer [4] described the use of the AUC, including testing AUC differences statistically in order to compare ROC curves, no results were given for the curves obtained. From Fig. 9 , it is obvious that there is considerable uncertainty in the results due to the limited number of cases used. Using the method described above, gives an AUC of 0.79 (0.476-0.936) for the diagnoses based on "limited" patient data and 0.94 (0.617-0.981) for the diagnoses based on "full" patient data. In their analysis, Adlassnig and Scheithauer state that accuracy was always increased by adding the "full" patient data, in accordance with anticipation. While the ROC curves presented in Fig. 8 appear to support this common-sense conclusion, the large confidence boundaries in Fig. 9 suggest that this conclusion was probably premature given the data. Further, given that a random classifier has an AUC of 0.5 and a perfect classifier has an AUC of 1.0, the fact that the 95% confidence intervals of the AUC for both sets of data are so close to these extremes, illustrates how much caution should be placed in a study of such limited numbers.
Figs. 6 and 9 clearly illustrate the difference that sample size makes to the confidence that can be placed in the location of each point. While the ROC curve of the mammogram diagnoses in Fig. 5 do not look as accurate as the ROC curve for the diagnosis of acute pancreatitis in Fig. 8 , examination of the confidence boundaries in Figs. 6 and 9 shows that the 708 (six opinions of 118) mammograph cases are sufficient to give good confidence of the location of the ROC points and, hence, in the curve, while the 51 pancreatic cases give a much larger confidence boundary. In particular, it can be seen by consideration of pairwise points in Fig. 6 , that the points are outside of each others' confidence boundaries in all cases, and that the confidence boundaries are mutually exclusive in one case. In contrast, in Fig. 9 , there is a high degree of overlap in confidence boundaries in all cases. In particular, the points with False Alarm Rate of 0.093 lie within each other's confidence boundaries, and the "limited" data point with False Alarm Rate of 0.638 lies well within the confidence boundary of the "full" point.
IX. DISCUSSION
ROC analysis is being used with increasing popularity, in the evaluation of intelligent medical systems. If ROC curves are to be of real benefit, rather than simply being attractive drawings, the errors must be properly calculated and represented. This work establishes an important new method for generating probability distributions for all such studies.
The theoretical analysis indicates that the method derived above, is robust and accurate over any sample size, for any frequency of disease, and for any number of points. The method would appear to overcome the limitation stated by Zou et al. [31] , that all nonparametric models are unreliable for corners of the curve since there is limited information at the extreme points. At the limit, with samples consisting of (an impractical) zero cases, the method is robust and accurate in producing a flat probability distribution over the whole surface. In other words, each point on the ROC surface is regarded as equally likely for the population a priori. The method is also robust with samples that do not have any false-positive or false-negative cases. Other methods [29] fail on these samples, which occur with increasing frequency, the more the diseased and healthy distributions are separated, and the few the number of cases in the sample.
This work has a further, potentially very important, application to the evaluation of intelligent medical systems. For ROC analysis to be valid, and in particular, for the AUC to be a meaningful measure, successive points on a ROC curve must be generated by altering the perceived cutoff value in the single (multivalued) output. However, in intelligent systems such as expert systems, fuzzy logic models, and artificial neural networks, internal model parameters are frequently varied or "tuned" in order to alter performance. Such alterations produce alternative outputs, which can be plotted as points on a ROC chart, but the points are not related to each other as points on a single curve. Another example would be different expert opinions of a single fixed diagnostic test. The method presented here, allows a probability distribution to be calculated for each such point independently and hence could allow meaningful comparisons between points.
In future, extensions of the method to other aspects of ROC analysis will be investigated. First, the method will be extended to ROC curves produced by different diagnostic tests, either using paired, unpaired or partially paired data. Second, it will be extended to compare ROC curves produced by intelligent medical systems, with ROC curves produced by experts, when examining the same cases [23] . It is conjectured that it is possible to use the pdf's of ROC curves to give the exact probability that one "expert" is better than another "expert." This will improve on the present situation, where only a qualitative comparison can be made. This would be very significant, because exact risks can then be calculated for the deployment of an intelligent medical system in clinical use.
APPENDIX
To Derive (2) from (1) Substitute (10) into (1) to give (2) . To Derive (6) from (3) and (7) from (4): The numerators of the vectors and [(3), (4) ] are given in terms of an expression of the following form:
Numerator (11) where is the probability at the lower boundary of the element, and is the probability at the upper boundary of the element.
Numerator (12) Dealing with one partial beta function at a time, where either or can be substituted for Applying the binomial expansion (13) Change the limits on the integral from zero to , to zero to one, by letting , which implies , and letting
Substituting the modified Beta function as given by (10)
Substituting (14) into (13) 
Substituting (15) into (12) and then substituting into (11) and simplifying Numerator (16) Substituting (16) into (3) gives the expression for each element of the vector, as shown in the equation at the top of the next of the page, which simplifies to (6) . Similarly, for [by substituting (16) into (4) and simplifying to give (7)].
To Derive (9) From (8): Substituting (8) into (14), where is, in turn, , and
Simplifying, gives (9 
