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We study the superconducting order in a two-dimensional square lattice Hubbard model with weak repul-
sive interactions, subject to a Zeeman field and weak Rashba spin-orbit interactions. Diagonalizing the non-
interacting Hamiltonian leads to two separate bands, and by deriving an effective low-energy interaction we find
the mean field gap equations for the superconducting order parameter on the bands. Solving the gap equations
just below the critical temperature, we find that superconductivity is caused by Kohn-Luttinger type interaction,
while the pairing symmetry of the bands are indirectly affected by the spin-orbit coupling. The dominating
attractive momentum channel of the Kohn-Luttinger term depends on the filling fraction n of the system, and it
is therefore possible to change the momentum dependence of the order parameter by tuning n. Moreover, n also
determines which band has the highest critical temperature. Rotating the magnetic field changes the momentum
dependence from states that for small momenta reduce to a chiral px± ipy type state for out-of-plane fields, to
a nodal p-wave type state for purely in-plane fields.
I. INTRODUCTION
Much attention has been paid to the possibiblity of un-
conventional superconductivity due to weak repulsive inter-
actions, as first pointed out by Kohn and Luttinger in 1967.1
They found that due to oscillations in long range interactions,
a p-wave superconducting state could be formed in a three di-
mensional electron gas at O(U2) in the interaction strengthU .
In two dimensions, no such state can be formed at O(U2),2 it
is only present at O(U3) and zero temperature.3 However, by
applying a magnetic field the effect is present on the majority
band also at second order in U .2,4
In systems with broken inversion symmetry, either due to
crystal structure or an applied electric field, one has to include
the effects of spin-orbit interactions by including a Rashba
spin-orbit coupling (SOC) term.5,6 A Rashba term in the sys-
tem Hamiltonian will lead to a coupling between the spin-up
and -down Fermi surfaces, and hence opens up the possibil-
ity of proximity-induced superconductivity on the minority
band.4,7 Ref. 8 provides a recent review on superconductiv-
ity in systems with broken inversion symmetry. The effects
of magnetic fields and spin-orbit coupling in two-dimensional
systems has been studied in various cases, in limiting cases of
e.g. the strength of the SOC or the direction of the magnetic
field.4,9–14 Recently Lake et al.7 studied a weakly spin-orbit
coupled 2DEG with a magnetic field which could be rotated in
and out of the plane. They reported that topological p+ ip su-
perconductivity is realized when the field is perpendicular to
the plane, while an in-plane magnetic field in the x-direction
leads to a py momentum dependence of the order parameter.
In either case, only the majority band was found to be super-
conducting.
In this paper, we perform an analysis similar to that of
Ref. 7 to study the superconducting order in a weakly re-
pulsive, spin-polarized Hubbard model on a 2D square lattice
with weak SOC. Such systems can be realized e.g. at the inter-
face between LaAlO3 and SrTiO3, which has been shown to
exibit a 2D superconducting state,15–17 a magnetic state,18 and
coexistence of superconductivity and magnetism.19–22 More-
over, it has been shown that the SOC at the interface can be
tuned by a gate voltage or an applied electric field.23,24
By finding the superconducting state that emerges at the
critical temperature Tc, we study the dominating pairing sym-
metries on the two bands for different filling fractions and
magnetic field orientations. We find that superconductivity
can be induced on both bands, depending on the filling frac-
tion. We also find that two different pairing symmetries are
realized, one for nearly empty or nearly filled bands, and one
close to half filling. However, the small-momentum limit of
the order parameters are the same in both regions, a chiral
px± ipy symmetry for purely out-of-plane fields, and p-wave
state state for purely in-plane fields. We also find that the
Cooper pairs have a finite center-of-mass momentum7,14,25,
i.e. a Fulde-Ferrell-Larkin-Ovchinnikov state (FFLO),26,27
whenever the magnetic field has an in-plane component.
The remainder of the paper is organized as follows: The
model system is presented in Sec. II together with the deriva-
tion of the effective Hamiltonian and self-consistent equations
for the mean field superconducting gap. The numerical so-
lution strategy is discussed in Sec. III, the results of which
are presented in Sec. IV. Finally, we summarize our results in
Sec. V.
II. MODEL
Our starting point is a two-dimensional lattice in the pres-
ence of an external magnetic field, and with broken inversion
symmetry such that SOC is present. A sketch of the geom-
etry is shown in Fig. 1. We use the Hubbard model aug-
mented by SOC to describe the fermions on the lattice, with a
spin-diagonal hopping integral between nearest-neighbor lat-
tice sites given by t, and the electrons interact via a on-site
repulsion Uni↑ni↓, U > 0. We will assume that the interac-
tion is weak, i.e. the energy scale of the Hubbard-interaction is
small compared to the kinetic energy,U/t 1. Time-reversal
ar
X
iv
:1
71
1.
11
04
7v
2 
 [c
on
d-
ma
t.s
up
r-c
on
]  
24
 Ja
n 2
01
8
2x
y
z
B
δ
θ
FIG. 1: Sketch of system geometry, where the 2D lattice is
located in the xy-plane and the magnetic field B can point in
any direction.
symmetry is broken by applying an external magnetic field
B, which couples to the electrons via the Zeeman coupling
−gµBB ·σ/2, where g is the g-factor, and µB is the Bohr mag-
neton. This lifts the degeneracy between the spin directions.
The effect of SOC is included via a Rashba term with spin-
orbit axis normal to the lattice plane, αR(p×σ) · zˆ, where αR
is the strength of the spin-orbit coupling. We thus obtain the
total system Hamiltonian H = Ht +HB+HR+HI = H0+HI ,
with
Ht =∑
σ,k
εkc†kσckσ, (1a)
HR = αR∑
k
∑
σ,σ′
(σyσσ′ sinkx−σxσσ′ sinky)c†kσckσ′ , (1b)
HB =−H ·∑
k
∑
σ,σ′
σσσ′c
†
kσckσ′ , (1c)
HI =
U
V ∑k1,k2,k3
c†k1↑c
†
k2↓ck3↓ck1+k2−k3,↑, (1d)
where εk ≡−2t(coskx+cosky)−µ is the square-lattice tight-
binding dispersion relative the chemical potential µ, σ =↑
,↓ denotes spin-up and -down electrons respectively, H =
gµBB/2 = h(cosθsinδxˆ+ sinθsinδyˆ+ cosδzˆ), and V is the
volume of the system. For notational simplicity we have set h¯
and the lattice constant a to 1 throughout the paper.
A. Diagonalization of non-interacting Hamiltonian
Following Ref. 7, we will treat the SOC as a perturbation,
assuming that αR/h 1. Hence, we expect that when diago-
nalizing the non-interacting Hamiltonian H0, the lowest order
expression will simply be that of a tight-binding system with
spins polarized along the direction of H. We therefore rotate
the spin quantization axis to point along the magnetic field
using the unitary rotation operator Rn(α) = exp(−iασ · nˆ/2),
where α is the angle of rotation about an axis nˆ: we first rotate
an angle θ about nˆ= zˆ, and then an angle δ about nˆ= yˆ. This
yields
H0 =∑
k
∑
σ,σ′
Eσσ′(k)c
†
kσckσ′ , (2)
where
E(k) = εkσ0−hσz+αR
[
(sinkx sinθ− sinky cosθ)cosδσx
+(sinkx cosθ+ sinky sinθ)σy
+(sinky sinθ− sinky cosθ)sinδσz
]
.
(3)
Diagonalizing H0 leads to two bands with eigenenergies
ελ(k) = εk−ζλ
√
h2−2hαR(sinkx sinθ− sinky cosθ)sinδ+α2R(sin2 kx+ sin2 ky)
≈ εk−ζλ
[
h−αR(sinkx sinθ− sinky cosθ)sinδ+ α
2
R
2h
(sinkx cosθ+ sinky sinθ)2+
α2R
2h
(sinkx sinθ− sinky cosθ)2 cos2 δ
]
,
(4)
where ζλ=1(2) = +(−)1 for the majority (minority) band. In
the last line we have kept terms only up to first order in αR/h.
In the limit |k|  1 and θ = 0, this result agrees with Ref. 7.
When the magnetic field has an in-plane component, the mo-
mentum q corresponding the minima of the band dispersions
will shift away from the origin according to
qx ≈−ζλαR2t sinδsinθ, (5a)
qy ≈+ζλαR2t sinδcosθ. (5b)
This shift is illustrated in Fig. 2.
Using the eigenvalues in Eq. (4), we also find relations be-
tween the spin and band creation and annihilation operators,
which to second order in αR/h are given by
ck↑ =
[
1− α
2
R
8h2
|γ(k,δ,θ)|2
]
ak1+
αR
2h
γ(k,δ,θ)ak2, (6a)
ck↓ =−αR2h γ
†(k,δ,θ)ak1+
[
1− α
2
R
8h2
|γ(k,δ,θ)|2
]
ak2,(6b)
where we have defined the function
γ(k,δ,θ) =(sinkx sinθ− sinky cosθ)cosδ
− i(sinkx cosθ+ sinky sinθ)
and a†kλ and akλ are the creation and annihilation operators for
band λ respectively. Using these relations we find that the ex-
pectation value of the z-component of the spin is 1/2 for the
majority λ = 1 band, and −1/2 for the minority λ = 2 band,
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FIG. 2: Plot of the Fermi levels for an in-plane magnetic field
(δ= pi/2) with angle θ= pi/4 relative to the x-axis, for filling
fraction n= 0.3, magnetic field strenght h/t = 1, and SOC
strength αR/t = 0.2. The momenta corresponding to the
minima of the band dispersions are shifted away from the
origin according to Eq. (5). Note that the shift is exaggerated
compared to what will be considered throughout the paper.
with the corrections being second order in αR/h. Hence, to
lowest order, the majority and minority bands consist of spin-
up and -down particles, respectively. This has consequences
for the momentum dependence of any intra-band interaction
which could lead to superconductivity. In the next section we
will transform the interaction Hamiltonian using the above op-
erator relations and obtain an effective low-energy theory us-
ing a Schrieffer-Wolff transformation.28
B. Transformation of the interaction Hamiltonian
Since the interaction Hamiltonian HI is proportional to U ,
where we have assumed that the interaction is weak,U/t 1,
we have to consider what powers of U and αR/h to keep
when transforming the Hamiltonian to the eigenbasis accord-
ing to Eq. (6). Following Ref. 7, we keep terms of O(U2/t2)
and O(Uα2R/th2), while disregarding terms of O(U2αR/t2h),
i.e. we assume αR/hU/t.
Transforming the creation and annihilation operators in
HI , we get 4 main types of terms: intra-band and pair-
hopping terms a†k1λa
†
k2λ
ak3µak4µ of O(Uα2R/h2), inter-band
terms a†k1λa
†
k2λ¯
ak3λ¯ak4λ of O(U), and mixed terms such as
a†k1λa
†
k2λ
ak3λak4λ¯ of O(UαR/h) and higher. The notation λ¯
denotes the opposite band of λ. We collect the intra-band and
pair-hopping terms in H1 and the remaining terms in H2:
H1 = ∑
k,k′,q
∑
λ,µ
Uα2R
4Vh2
Γλ
(
k+
q
2
)
Γ†µ
(
k′+
q
2
)
×a†−k+ q2 ,λa
†
k+ q2 ,λ
ak′+ q2 ,µa−k′+ q2 ,µ,
(7)
where
Γλ(k) = ζλ
[
sinkx cosθ+ sinky sinθ
+ iζλ(sinkx sinθ− sinky cosθ)cosδ
]
,
(8)
and
H2 =
U
2V ∑k1,k2,k3
∑
λ
a†k1λa
†
k2λ¯
ak3λ¯ak1+k2−k3,λ+O
(
UαR
h
)
.
(9)
The terms in H2 correspond to processes where the resulting
quasiparticles are on different bands, and including such inter-
actions in a mean-field treatment would require order param-
eters with mixed band indices. In order to get a form of the
interaction suitable for analysis within a mean-field theory, we
perform a Schrieffer-Wolff transformation, see e.g. Ref. 29 for
a review. This enables us to get rid of the lowest order pro-
cesses in H2 while still including the effects of H2 to higher
order, such as an intra-band process at O(U2). This is ob-
tained by the unitary transformation
H ′ = e−SHeS = H0+H1+H2+[H0+H1+H2,S]
+
1
2
[[H0+H1+H2,S],S]+ ...
(10)
where S is an anti-unitary operator chosen such that
[H0,S] = −H2. The lowest order term in S is neces-
sarily of O(U/t), and this is the only contributing term
to the order we are working. Using as an ansatz S =
∑k1,k2,k3 ∑λCλ(k1,k2,k3,k4)a
†
k1λ
a†k2λ¯
ak3λ¯ak4λ, where k4 =
k1+k2−k3, we find
S=
U
2V ∑k1,k2,k3,k4
∑
λ
a†k1λa
†
k2λ¯
ak3λ¯ak4λδ(k1+k2−k3−k4)
ελ(k4)+ ελ¯(k3)− ελ¯(k2)− ελ(k1)
.
(11)
Since S comes with a factor U , we can neglect most of the
terms in the transformed Hamiltonian, leaving us with H ′ =
H0+H1+[H2,S]/2. Hence, the contributing higher order pro-
cesses due to H2 are found by calculating the commutator be-
tween H2 and S.
The commutator leads to two kinds of terms of relevant or-
der: a 4-operator inter-band term proportional to a†λa
†
λ¯aλ¯aλ
and 6-operator terms a†λa
†
λaλaλa
†
λ¯aλ¯, both of O(U
2/t2). How-
ever, since the interactions must conserve momentum, and the
interacting particles lie close to the Fermi level, the phase-
space of the inter-band interaction is severely limited, as il-
lustrated in Fig. 3. Although the figure does not include the
shifts in the minima of the dispersions away from the origin,
Eq. (5), these shifts are small when αR/h 1, and the argu-
ment should still hold. Hence we will neglect this term, and
include only the 6-operator terms.
An effective intra-band process on band λ is obtained from
the 6-operator terms a†λa
†
λaλaλa
†
λ¯aλ¯ by projecting the opera-
tors a†λ¯aλ¯ to the non-interacting λ¯ band, which results in a re-
placement a†λ¯kaλ¯k′ → δ(k−k′) f (ελ¯(k)),4,7. Here, f (ε) is the
Fermi-Dirac distribution function. Since the shifts in center-
of-mass momenta are small, including them in the interaction
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FIG. 3: The figures illustrate that the inter-band scattering
from k+q/2 and −k+q/2 to k′+q/2 and −k′+q/2 has a
very limited phase-space for both low (top) and high
(bottom) filling fractions n. Here we have not included the
shifts in center-of-mass momenta, since the shifts are small
when αR/h 1.
terms leads to a correction of higher order than we are con-
sidering. We therefore specialize to the case where the total
momentum of the particles interacting is zero, which yields
the result for the commutator
1
2
[H2,S] =
U2
2V ∑k,k′∑λ
χλ¯(k−k′)a†−k′,λa†k′,λak,λa−k,λ, (12)
where we have defined the susceptibility
χλ(q) =
1
V ∑p
f (ελ(p+q))− f (ελ(p))
ελ(p+q)− ελ(p)
. (13)
In contrast to the 2DEG case,4,7 we have not been able to
calculate the susceptibility analytically for the lattice model.
However, a numerical calculation is possible, the results of
which will be discussed in Sec. III A.
Setting the total momentum of an interacting pair of parti-
cles to zero also in H1, and collecting all terms, we arrive at
the effective low-energy Hamiltonian
H ′ = H0+∑
k,k′
∑
λ,µ
gλµ(k,k′)a
†
−k,λa
†
k,λak′,µa−k′,µ, (14)
where we have defined the interaction matrix
gλµ(k,k′) =
U2
2V
δλµχλ¯(k
′−k)+ Uα
2
R
4Vh2
Γλ(k)Γ†µ(k
′), (15)
where Γλ(k) is defined in Eq. (8). The first term in Eq. (15)
is an intra-band interaction due to the Kohn-Luttinger mech-
anism. The second term, which is caused by the SOC, con-
tains both intra-band and pair-hopping terms, with opposite
signs due to the factors ζλζµ. We thus expect the two terms in
Eq. (15) to give rise to different superconducting states. The
first term gives rise to uncoupled ordered states on the two
bands with different Tc, while the second term couples the
order parameters and should lead to simultaneous supercon-
ductivity on both bands.
C. Mean field treatment
Defining the mean-field order parameters (gap-functions)
∆λ(k) =−∑
k′,µ
2gλµ(k,k′)
〈
ak′µa−k′µ
〉
, (16)
∆†µ(k) =−∑
k′,λ
2gλµ(k′,k)
〈
a†−k′λa
†
k′λ
〉
, (17)
we rewrite the Hamiltonian in the standard way
H ′ =∑
k,λ
1
2
[
(ελ(−k)−µ)+∆λ(k)
〈
a†−kλa
†
kλ
〉]
+
1
2∑k,λ
ψ†kλEλ(k)ψkλ. (18)
Here, we have defined the Nambu spinors ψkλ =
(akλ a
†
−kλ)
T and the matrix
Eλ(k) =
(
ελ(k)−µ ∆λ(k)
∆†λ(k) −ελ(−k)+µ
)
. (19)
Performing a Bogoliuobov transformation yields
H ′ = E0+∑
k,λ
[
ελ(k)− ελ(−k)
2
+Eλ(k)
]
nkλ (20)
where nkλ is the number operator of the Bogoliubov quasipar-
tices in the rotated basis
Eλ(k) =
√
ξ2λ(k)+ |∆λ(k)|2, (21)
is the approximate quasiparticle dispersion with ξλ(k) ≡
(ελ(k)+ ελ(−k))/2. Moreover
E0 =
1
2∑k,λ
[ξλ(k)−Eλ(k)+∆λ(k)
〈
a†−kλa
†
kλ
〉
]. (22)
Since the SOC term in the system Hamiltonian is the only
term which breaks inversion symmetry, we have (ελ(k)−
ελ(−k))/2∼ αR. The (ελ(k)−ελ(−k)) term in the diagonal-
ized Hamiltonian thus leads to higher order corrections, and
5FIG. 4: Plot of numerically calculated susceptibilities for the majority band at filling fraction (a) n= 0.02, (b) n= 0.2 and (c)
n= 0.45, which is close to half-filling of the band. The spikes at q = 0 are numerical divergences that do not contribute to the
results when expanding in square lattice harmonics. The susceptibility in the 2DEG case with Zeeman splitting treated in
Refs. 4 and 7, χ(q) ∝−1+Re
√
q2− (2kF)2/q, is shown in (d) with kF/pi= 0.2 for comparison.
will therefore be neglected. Minimizing the free energy with
respect to ∆†λ(k) yields the gap equations
∆λ(k) =−∑
k′,µ
gλµ(k,k′)∆µ(k′)
Eµ(k′)
tanh
(
βEµ(k′)
2
)
, (23)
where β = 1/kBT . Note that we have set αR = 0 in Eλ(k),
since including the effects of the SOC in the dispersion give
rise to terms of higher order than what we are considering.
III. NUMERICAL SOLUTION STRATEGY
A. Calculation of the susceptibility
The susceptibility is obtained numerically from Eq. (13) in
the zero temperature limit. Since the susceptibility enters the
gap equations Eq. (23) with a prefactor proportional toU2, we
can neglect the effects of SOC and thus set αR = 0 in the cal-
culations. The results for the majority band for three different
n are shown in Fig. 4, together with the analytical result for
the 2DEG with Zeeman splitting treated in Refs. 4 and 7. For
low n the susceptibility is isotropic, and resembles the 2DEG
result. Closer to half-filling the susceptibility becomes more
anisotropic due to the anisotropy of the dispersion.
In order to find the dominating attractive pairing channels
due to the Kohn-Luttinger term in the gap equations, we ex-
pand the results for the susceptibility in square lattice harmon-
ics, see the Appendix for details. Considering only the domi-
nant attractive pairing channels, we find that the susceptibility
to good approximation can be written
χλ(k−k′) = χ1λ
[
gx+iy(k)gx−iy(k′)+gx−iy(k)gx+iy(k′)
]
+χ2λ
[
gx(k)gx(k′)+gy(k)gy(k′)
]
+χ3λ
[
gx(kx,2ky)gx(k′x,2k
′
y)+gy(kx,2ky)gy(k
′
x,2k
′
y)
+gx(2kx,ky)gx(2k′x,k
′
y)+gy(2kx,ky)gy(2k
′
x,k
′
y)
]
,
(24)
where we have defined the functions
2pigx+iy(k) = sinkx+ isinky, (25a)
2pigx−iy(k) = sinkx− isinky, (25b)
2pigx(k) = 2pigx(kx,ky) = 2sinkx cosky, (25c)
2pigy(k) = 2pigy(kx,ky) = 2coskx sinky. (25d)
These functions are orthonormal, i.e.
∫
1BZ dk gi(k)g
†
j(k) =
δi j.
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FIG. 5: Plot of expansion coefficients χiλ in Eq. (24) as a
function of filling fraction n for h= 0.2t at zero temperature.
Filling fraction n= 0 corresponds to a completely empty
system, and n= 1 to two completely filled bands. The gray
regions indicate where keeping only the first two terms in the
expansion in Eq. (24) is not sufficient due to dominant
contributions to attractive pairing from other square lattice
harmonics, such as the χ3λ-term in Eq. (24).
The values for the expansion coefficients χiλ for different
filling fractions n are shown in Fig. 5 for h= 0.2t at zero tem-
perature. Notice that χiλ(n) = χ
i
λ¯(1− n). We will in the fol-
lowing focus on filling fractions where the first two terms in
Eq. (24) suffice to describe the most attractive pairing channel,
i.e. the channel with the most negative coefficient χiλ. Regions
where this does not simultaneously hold for both susceptibil-
ities, because of significant or dominant contributions from
other channels, are indicated by the gray regions in the figure.
The coefficients χiλ should, strictly speaking, be calculated at
the temperature of the system, but we expect the supercon-
ducting transition temperature to be sufficiently low for this to
be a good approximation.
The plots of the coefficients χiλ in Fig. 5 illustrate two im-
portant points. Firstly, the dominant attractive Kohn-Luttinger
pairing channel depends strongly on the filling fraction. For
instance the dominant attractive channel for intermediate fill-
ing fractions differs from low and high filling fractions. This
is related to the shape of the Fermi surfaces in these regions,
and could lead to significantly different k-dependences of the
order parameters in these regions. Secondly, the plots also
show that the majority and minority bands have the most neg-
ative expansion coefficient in different filling fraction inter-
vals. Therefore, there exists a possibility that there can be a
switching between bands with the highest Tc.
B. Momentum dependence of the order parameter
From the preceding subsection, we found that the poten-
tially dominating momentum dependence of the supercon-
ducting gap due to the Kohn-Luttinger term in the interaction
Eq. (15) could be any of the four functions in Eq. (25). If how-
ever, the solution were to be determined by the second term
in Eq. (15), the solution should be proportional to Γλ(k) in
Eq. (8), which can be rewritten in terms of gx±iy(k),
Γλ(k) = pigx+iy(k)(ξλ− cosδ)(cosθ− isinθ)
+pigx−iy(k)(ξλ+ cosδ)(cosθ+ isinθ).
(26)
Therefore, keeping only the dominant terms, the supercon-
ducting gap can be expanded using the four functions in
Eq. (25),
∆λ(k) = ∆
x+iy
λ gx+iy(k)+∆
x−iy
λ gx−iy(k)+∆
x
λgx(k)+∆
y
λgy(k).
(27)
C. Solutions close to the critical temperature Tc
The physically realizable solution of the gap equations is
the solution which corresponds to a global minimum of the
free energy. However, when solving the gap equations numer-
ically using e.g. a root solver, the solution might just as well
correspond to a local minimum of the free energy. These so-
lutions will have a lower Tc, and will therefore not be realized
when cooling down the system. In order to circumvent this
problem, we instead calculate Tc and find the corresponding
solution.
Close to and below Tc, we linearize the gap equations,
∆λ(k,T−c ) =−∑
k′,µ
gλµ(k,k′)∆µ(k′,T−c )
|ξµ(k′)| tanh
(
βc|ξµ(k′)|
2
)
.
(28)
By multiplying this equation by (2pi)2g†j(k)/V , where j =
{x+ iy,x− iy,x,y}, and summing over the first Brillouin zone,
we get a system of linear equations
∆iλ =∑
j
∑
µ
M i jλµ(Tc)∆
j
µ, (29)
where
M i jλµ(Tc) =−
(2pi)2
V ∑k′
[(
∑
k
gλµ(k,k′)g
†
j(k)
)
× gi(k
′)
|ξµ(k′)| tanh
(
βc|ξµ(k′)|
2
)]
.
(30)
which may conveniently be written on the form
~∆=M (Tc)~∆. (31)
Here,~∆= (∆x+iy1 ∆
x−iy
1 . . . ∆
y
2)
T . Thus, for a non-trivial
solution to exist we require that det(M (Tc))= 0, which allows
for a computation of Tc. In cases where this holds for multiple
temperatures, the highest Tc corresponds to the channel where
superconductivity actually occurs. When Tc is determined, ~∆
is found by calculating the eigenvector of M (Tc) correspond-
ing to eigenvalue 1. The eigenvector only gives information
70.00 0.25 0.50
δ/pi
0.0
0.5
1.0
|∆
|[a
.u
]
(a)
∆x+iy1
∆x−iy1
∆x1
∆y1
0.00 0.25 0.50
δ/pi
−0.5
0.0
0.5
1.0
R
e
∆
[a
.u
]
(b)
0.00 0.25 0.50
δ/pi
0.00
0.02
0.04
0.06
Im
∆
[a
.u
]
(c)
FIG. 6: Plot of the (a) absolute value, (b) real and (c) imaginary part of the dominant elements of the eigenvector of M (Tc)
corresponding to eigenvalue 1 as a function of δ for n= 0.1 and θ= 0. The terms proportional to the function gx±iy(k) are the
dominant terms in ∆1(k). ∆2(k) = 0, not shown in the plot.
about the relative size of the coefficients in Eq. (27), not the
absolute scale. This is nonetheless enough information to de-
termine the dominant momentum dependence of the order pa-
rameter close to Tc, and hence in which channel superconduc-
tivity first appears upon cooling.
IV. RESULTS AND DISCUSSION
Using the procedure described in the previous section, we
have calculated the eigenvector of M (Tc), focusing on filling
fractions n = 0.1 and n = 0.45. These values are indicated
in Fig. 5. All results are obtained with h = 0.2t. For n =
0.1, the results as a function of tilt angle δ at θ = 0 is shown
in Fig. 6. We see that for a pure out-of-plane field, δ = 0,
∆1(k)∝ sinkx+ isinky, which for small momenta corresponds
to a chiral kx+ iky order parameter. For a pure in-plane field
in the x-direction, ∆1(k) ∝ sinky which corresponds to a ky-
dependence in the low |k| limit. This is in agreement with
the results of Lake et al.7 It is important to note that when
calculating the eigenvectors at Tc, we do not get information
about the absolute value of the gaps, nor the relative size of
the gap coefficients between e.g. δ= 0 and δ= pi.
Rotating the magnetic field in the xy-plane, the k-
dependence of the gap also changes accordingly, from a
pure sinky-dependence for θ= 0, to a pure sinkx-dependence
for θ = pi/2, as seen from the values of the coefficients in
Fig. 7(a). This change coincides with the rotation of the center
momentum q in Eq. (5). The reason for this might be that the
superconducting state is of FFLO kind whenever there is an
in-plane component of the field. In the above calculations, we
neglected the shift in the center momentum of the Fermi lev-
els, Eq. (5), since they lead to higher order corrections. How-
ever, since the Fermi levels in fact are shifted, the Cooper pairs
have a finite center momentum 2q and thus are FFLO Cooper
pairs. This is in agreement with Ref. 7.
Though the majority band has the highest Tc here, we see
from Fig. 5 that also the minority band is attractive in the gx±iy
channel for low filling fractions, in contrast to what has been
found in other studies with quadratic dispersions.4,7 Instead of
being completely flat for |k−k′|< 2|kFλ|, as in the quadratic
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FIG. 7: Plot of dominating terms of the eigenvector as a
function of θ for pure in-plane magnetic field and filling
fraction (a) n= 0.1 and (b) n= 0.45. In the small-|k| limit
the k-dependence is changed from pure ky to a pure kx as the
field is rotated. The overall phase is chosen such that the
dominating contribution at θ= 0 is real.
case, the susceptibility developes a dome in this region when
increasing the filling fraction. In this way, the susceptibil-
ity on the majority band also becomes k-dependent for inter-
actions between particles close to the Fermi surface on the
80.00 0.25 0.50
δ/pi
0.0
0.5
1.0
|∆
|[a
.u
]
(a)
0.00 0.25 0.50
δ/pi
0.0
0.5
1.0
R
e
∆
[a
.u
]
(b)
0.00 0.25 0.50
δ/pi
0.00
0.35
0.70
Im
∆
[a
.u
]
(c)
∆x+iy2
∆x−iy2
∆x2
∆y2
FIG. 8: Plot of the (a) absolute value, (b) real and (c) imaginary part of the dominant elements of the eigenvector of M (Tc)
corresponding to eigenvalue 1 as a function of δ for n= 0.45 and θ= 0. The terms proportional to the functions gx(k) and
gy(k) are the dominant terms in ∆2(k), which differs from the n= 0.1 case in Fig. 6. ∆1(k) = 0, not shown in the plot.
minority band, leading to the possibility of attractive interac-
tions. We therefore expect that the minority band becomes
superconducting at some finite temperature lower than Tc on
the majority band.
Performing similar calculations close to half-filling, with
n = 0.45, we find that the momentum dependence for the or-
der parameter is dominated by the functions gx(k) and gy(k).
Moreover, superconductivity is now induced on the minority
band at Tc, as shown in Fig. 8. The value n= 0.45 is close to
the filling fraction for which the majority band is half-filled,
which corresponds to a van Hove-singularity in the density of
states of the majority band. The fact that the minority band
has the highest Tc can thus be explained by the vast num-
ber of particles on the majority band which can mediate an
effective intra-band interaction. Again the functional form
of the gap is changed by rotating the magnetic field: when
δ= 0, ∆2(k)∝ sinkx cosky− icoskx sinky, which in the small-
|k| limit corresponds to kx − iky, and thus has the opposite
chirality compared to the n = 0.1 case. For a pure in-plane
field we get ∆2(k) ∝ coskx sinky, which for small momenta
corresponds to a pure ky-dependence. As for n = 0.1, rotat-
ing the field in-plane changes the k-dependence, as shown in
Fig. 7(b).
Since the coefficients χiλ have the symmetry χ
i
λ(n)= χ
i
λ¯(1−
n), we have also performed the above analysis for n = 0.9
and n= 0.55. In both cases, superconductivity is now present
on the opposite band compared to the n = 0.1 and n = 0.45
cases, again with helicity kx+ iky for λ = 1, and kx− iky for
λ= 2. Therefore, it appears that a superconducting state with
the same helicity as the band is favoured.7
In both the previous cases, only one band is superconduct-
ing at Tc. This indicates that the second term in Eq. (15) does
not contribute significantly to the superconducting pairing, as
this would lead to simultaneous superconductivity on both
bands. Moreover, from the form of Γλ(k), we see that this
term should lead to superconductivity of opposite chirality of
what was found here, kx∓ iky on the majority/minority band.7
Notice also that it is in principle possible to read off the dom-
inating functional form of the superconducting gap directly
from Fig. 5.
Finally, we have found that the value of αR/h has no impact
on Tc, while it depends strongly on the value ofU/t. These are
indications that the Kohn-Luttinger term in the interaction is
responsible for the physically realizable superconducting or-
der, and thus due to pure intra-band interactions. This allows
to make some predictions regarding parts of the gray regions
in Fig. 5, where the χ3λ term is the dominating attractive term.
From the above results it is reasonable to assume that the solu-
tion in these regions is of the form ∆λ(k) = ∆
x,2y
λ gx(kx,2ky)+
∆y,2yλ gy(kx,2ky) + ∆
x,2x
λ gx(2kx,ky) + ∆
y,2x
λ gy(2kx,ky), with the
same small-|k| functional form as found above. This has how-
ever not been checked explicitly.
The fact that superconductivity is not proximity-induced on
the opposite band by the second term in Eq. (15), requires that
∆λ(k) satisfies
∑
k
Γ†λ(k)∆λ(k)
|ξλ(k)|
tanh
(
β|ξλ(k)|
2
)
= 0. (32)
Using this requirement we derive an ansatz for the functional
form of the superconducting gaps,
∆1(k) = ∆11
[
1+ cosδ√
2(1+ cos2 δ)
(cosθ− isinθ)gx+iy(k)
− 1− cosδ√
2(1+ cos2 δ)
(cosθ+ isinθ)gx−iy(k)
]
+∆21
[
cosθ− icosδsinθ√
1+ cos2 δ
gy(k)
− sinθ+ icosδcosθ√
1+ cos2 δ
gx(k)
]
,
(33a)
9∆2(k) = ∆12
[
1+ cosδ√
2(1+ cos2 δ)
(cosθ+ isinθ)gx−iy(k)
− 1− cosδ√
2(1+ cos2 δ)
(cosθ− isinθ)gx+iy(k)
]
+∆22
[
cosθ+ icosδsinθ√
1+ cos2 δ
gy(k)
− sinθ− icosδcosθ√
1+ cos2 δ
gx(k)
]
,
(33b)
where ∆iλ in general can depend on the field alignment an-
gle. Using this ansatz to find Tc and the solution eigenvec-
tors, we find the same results as presented above. Hence, we
see that even though the results do not depend directly on the
SOC strength, the fact that SOC is present affects the realized
pairing symmetry.7 The results of Ref. 14 indicate that this
conclusion might not hold for all values of αR/h, and an in-
teresting development would therefore be to study this system
for general SOC strengths.
The Tc quickly decreases with decreasing U/t, and for val-
ues in the regime set by the derivation of the gap equations, a
numerical solution is impossible. Hence, we have performed
the above analysis for a range of values of U/t and αR/h, and
found that the results were qualitatively unchanged. The fact
that the results agree with Ref. 7 for small filling fractions,
and that Tc depends only on U/t indicate that the results pre-
sented above should be valid also for realistic values of U/t
and αR/h.
There could in principle exist a transition to a magnetic
state, such as the antiferromagnetic phase found for the 2D
repulsive Hubbard model at half-filling in the weak-coupling
limit.30 However, applying a Zeeman field splits the degen-
erate spin bands, and we therefore expect that no antiferro-
magnetic ordering can exist as long as h > U . Though the
application of a Zeeman field could favor a ferromagnetic
phase, other studies have indicated that ferromagnetic order-
ing does not appear in the weak-coupling limit of the 2D Hub-
bard model,30,31 a result we expect to hold also in the present
case.
V. CONCLUSION
We have investigated the role of a weak spin-orbit coupling
on a spin-polarized weakly repulsive Hubbard system on a
square lattice. Performing an analysis along the same lines as
done by Lake et al.7 for the 2D electron gas, we found that the
superconducting order was caused by the SOC-independent
Kohn-Luttinger term in the interaction. The pairing symmetry
was, however, indirectly determined by the SOC: the realized
superconducting gap has the same chirality as the band. We
also found that the momentum dependence of the supercon-
ducting gap could be tuned by rotating the magnetic field and
changing the filling fraction. The filling fraction also deter-
mines which band has the highest Tc.
ACKNOWLEDGMENTS
H.G.H. would like to thank F. N. Krohg for useful discus-
sions. This work was supported by the Research Council
of Norway through Grant Number 250985 Fundamentals of
Low-dissipative Topological Matter, and Center of Excellence
Grant Number 262633, Center for Quantum Spintronics.
Appendix: Expansion of susceptibility in square lattice
harmonics
To the order we are working, we can set αR = 0 when cal-
culating the susceptibility, Eq. (13). In this case, the disper-
sion in Eq. (4), has the symmetries of the C4v group, and is
invariant under spatial inverision, k→ −k, 4-fold rotations,
(kx,ky) → (ky,−kx), mirror operations, (kx,ky) → (−kx,ky)
etc. Since we in Eq. (13) sum over the 1BZ, it can be shown
that the susceptibility has the same symmetries. The expan-
sion of the susceptibility thus has to be invariant under the
same operations, which greatly reduces the possible terms in
the expansion. Since the susceptibility is even under inver-
sions (only the SOC term breaks inversion symmetry, which is
neglected here), the expansion must contain only even terms,
which we write in a general form32
χ(q) =∑
m,n
amn cos(mqx+nqy), (A1)
where m and n are integers, and the band index has been
dropped for notational simplicity. From the requirement
χ(qx,qy) = χ(−qx,qy)we find amn = am,−n = a−m,n, and simi-
larily from χ(qx,qy) = χ(qy,−qx) we find amn = a−n,m = anm.
Using these relations, we simplify the above equation:
χ(q) = a00+ ∑
(m,n)>0
2amn[cos(mqx+nqy)+ cos(mqx−nqy)].
(A2)
Seperating the terms according to if m= n or not, we get
χ(q) = D00G00+ ∑
m>n>0
DmnGmn(q)
+ ∑
m>0
[D0mG0m(q)+DmmGmm(q)],
(A3)
where we have redefined the expansion coefficients amn and
defined the orthonormal functions
G00 =
1
2pi
, (A4a)
G0m(q) =
cosmqx+ cosmqy
2pi
, (A4b)
Gmm(q) =
cosmqx cosmqy
pi
, (A4c)
Gmn(q) =
cosmqx cosnqy+ cosnqx cosmqy√
2pi
. (A4d)
We now insert q = k−k′ and rewrite the above functions in
terms of products of functions of k or k′ separately,
4piG0m(k−k′) = [(sinmkx+ isinmky)(sinmk′x− isinmk′y)
+ h.c.]+ [sin→ cos],
10
piGmm(k−k′) = [(cosmkx cosmky)(cosmk′x cosmk′y)
+ (cosmkx sinmky)(cosmk′x sinmk
′
y)]
+ [sin↔ cos],
√
2piGmn(k−k′) = [(cosmkx cosnky)(cosmk′x cosnk′y)
+ (cosmkx sinnky)(cosmk′x sinnk
′
y)
+ (sinmkx cosnky)(sinmk′x cosnk
′
y)
+ (sinmkx sinnky)(sinmk′x sinnk
′
y)]
+ [n↔ m].
Since the SOC is weak, the interaction can be regarded to be
between particles of equal spin to the order we are working.
Hence, the interaction must be odd in k and k′. In this way
we can neglect most of the above terms, and are left with an
expansion of the form
χ(k−k′) =∑
m
χ0m[gx+iy(mk)gx−iy(mk′)+h.c.]
+∑
m
χmm[gx(mk)gx(mk′)+gy(mk)gy(mk′)]
+ ∑
m>n
χmn
[
gx(mkx,nky)gx(mk′x,nk
′
y)
+gy(mkx,nky)gy(mk′x,nk
′
y)+m↔ n
]
, (A5)
where m,n > 0 and we have used the functions defined in
Eq. (25). The leading order terms included in Eq. (24) cor-
respond to the χ01, χ11 and χ21 terms in the above equation.
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