Abstract-Due to the development of video understanding and big data analysis research field using deep learning technique, intelligent machines have replaced the tasks that people performed in the past in various fields such as traffic, surveillance, and security area. In the sports field, especially in soccer games, it is also attempting quantitative analysis of players and games through deep learning or big data analysis technique. However, because of the nature of soccer analysis, it is still difficult to make sophisticated automatic analysis due to technical limitations. In this paper, we propose a deep learning based motion recognition technique which is the basis of high level automatic soccer analysis. For sophisticated motion recognition, we maximize recognition accuracy by sequentially processing the data in three steps: data acquisition, data augmentation, and 3D CNN based motion classifier learning. As can be seen from the experimental results, the proposed method guarantees real-time speed performance and satisfactory accuracy performance.
I. INTRODUCTION
I N the past, professional sports field was a human-oriented area. The training of the player has been done through the subjective guidance based on the know-how and experience of the manager and the coaching staff. Even in the case of a game judgement, it is judged through the intuition and observation of the referee, and the occasional misjudgement by the referee is accepted as part of sports. In addition, sports audiences were able to enjoy sports through unilateral delivery of sports contents. However, in recent years, many changes have been made in the field of professional sports as a result of quantitative analysis of sports through sports science and ICT technology. The manager and coaching staff can use data and video-based match analysis tools (eg, dartfish video analysis tool [1] ) to check the objective player performance or conditions in detail, and to enable player training method or tactical changes. It also uses technology to help referee judges such as high-speed camera readings (eg, hawk-eye technology [2] ) and produces interesting content using brilliant visualization tools (eg, freeD technology in NFL [3] ) to give a sense of sports immersion. These sports analytic technologies are being developed to reflect the needs of people in many directions, thus the sports analysis market size was $4.7 Billions in 2017 [4] .
This trend has also affected the professional soccer market. Germany World Cup is to take advantage of big data analytics company, SAP's Match Insights technology to improve the home team performance and analyze the strengths and weaknesses of the away teams to win the 2014 World Cup [5] . In addition to SAP, many international companies such as Chyronhego, OPTA, Deltatre, GPSports, and StatSport have technologies and services to perform quantitative analyzes on soccer matches and players.
In general, quantitative analysis of soccer game is consist of three steps: multi-object tracking, event analysis, and tactical analysis. Multi-object tracking can be automatically performed due to technological advances. However, in the cases of event analysis and tactical analysis, which require understanding of high level semantic from a given match, data is still extracted depending on the manual work of the expert group, and only the big data extracted by hand is secondarily processed and visualized. There are many reasons why these steps are not automated, but one of the biggest reasons is that the soccer event can be recognized only by the motion information of the player or referee. For example, it is necessary to be able to recognize a tackle motion of the player, a movement of the head referee's hand, and a flag motion of the assistant referee so that the tackle event, the foul event, and the offside event can be recognized. To solve this problem, this paper proposes a soccer object motion recognition technique. This paper is composed as follows. In Sec. II, we describe the related researches. In Sec. III, we propose a soccer object motion recognition pipeline based on 3D convolutional neural networks (CNN). Sec. IV shows the experimental results of the proposed method. Finally, Sec. V discusses the concluding remarks.
II. RELATED WORKS
Motion recognition is a kind of computer vision field that recognizes human pose or action. The general process of motion recognition is as follows: 1) extracting feature points necessary for motion recognition in a given input source; 2) analyzing pattern of obtained feature points; 3) calculating similarity with predefined motion list; and 4) determining the final motion that has the highest similarity for the given input source. It is a kind of image classification technology in that the purpose of video-based motion recognition technology is to determine the final motion based on the similarity with predefined motion list. Conventional motion recognition technologies are divided into several subdivisions according to several criteria. As a first criterion, it can be classified into two-dimensional(2D) motion recognition and three-dimensional(3D) motion recognition according to the dimension of the input source. 2D motion recognition technique performs motion recognition from 2D video sources taken from a general camera equipment [6] , [7] , [8] . 3D motion recognition technique performs motion recognition with stereoscopic video sources taken using special equipment such as MicroSoft's Kinect [9] , [10] . As s second criterion, it can be classified as recognizing human action according to the human pose recognition and recognizing a gesture of a specific part of the human body. Motion recognition technique based on human pose tries to recognize motions such as human arm movements, arm extension, waist bending, and jumping motion based on video sources of human action [6] , [7] , [8] , [9] , [10] . Motion recognition technique for a specific gesture recognizes a partial movement of a specific part of the human body (hands, legs, etc.) [11] , [12] . The third criterion is feature extraction method for motion recognition, and it is divided into hand-crafted feature extraction method and data-driven feature extraction method. A feature point is a clue that is used to distinguish different labels when performing motion classification. The accuracy of motion classification depends on the quality of the feature points. The hand-crafted feature extraction method is a method in which the user manually designs and extracts feature points according to a given classification purpose [6] , [7] , [8] , [9] , [10] , [11] , [12] . The hand-crafted feature extraction method are advantageous in that direct design of the user is easy and the patterns of motions to be classified are monotonous, but they have a disadvantage in that the performance is significantly lowered for motions with complex patterns. Recently, datadriven feature extraction method automatically learns feature points necessary for classification based on given information (video clip and label) [13] . Although this feature extraction method requires a large amount of computation and huge input data for learning, it performs much better than the hand-crafted feature extraction method in terms of accuracy and execution speed.
According to the above classification criteria, we can specify the category of motion recognition technique needed to solve the problem defined in this paper. In this paper, we use 2D video sources taken from camera equipment installed in the stadium. The target area of the field player and referees in the game is tracked, and the goal is to recognize the motion based on the tracking data. In addition, it is possible to construct large-sized learning data, which is suitable for data-driven feature learning and extraction. According to this analysis, the motion recognition technology proposed in this paper can be specified as 1) 2D video source based, 2) data-driven feature extraction, and 3) technology to recognize human pose.
III. PROPOSED METHOD
In this Section, a method of performing motion recognition by inputting object regions tracked from a soccer game video will be described in detail. Figure 1 depicts the system outline of the proposed method. For the motion recognition specialized for the soccer object, we constructed the motion recognition system through three steps of data acquisition, data processing, and motion classifier learning [14] . A detailed description of each is given in the subsection.
A. Data Acquisition
The data acquisition is performed first to recognize the motion. To do this, we need to define motion classification criteria. We classify motions of each soccer object and generate learning data based on the following principles:
• The object is categorized into field player, head referee and assistant referee.
• All the motions that each object can take on the field must be included in the motion list.
• The body direction of the object with respect to the same motion secures data of at least four directions. • Motion with a duration of less than one second is excluded. The motion classification list based on the above principles is shown in Table I .
After that, we acquired match videos through four cameras installed on a soccer stadium as shown in Fig. 2 . In the figure, the first and fourth cameras shot the right half and the left half of the stadium respectively, and the second and third cameras shot the whole stadium. Here, the reason why the video was taken at various angles is to increase the recognition rate of the flag motion of the assistant referee. Then, the data necessary for motion classifier learning are acquired based on the object position extracted through the multi-object tracker [15] .
B. Data Augmentation
After acquiring initial motion learning data, we extend the scale of learning data through data augmentation [16] . Motion data augmentation is closely related to the stability of the motion classifier. In general, the input to the motion classifier is a bounding box image including a soccer object which is an output of the multi-object tracker. Due to the nature of the tracking algorithm, the size and position of the bounding box fluctuate irregularly. Such trembling may cause performance degradation of motion recognition results. Therefore, a technique for effectively processing and extending motion learning data is needed for robust motion classifier that are robust to changes in bounding box size and position. We design a data processing algorithm suitable for this problem and incorporate it into motion classifier learning.
The designed data processing scheme is shown in Fig. 3 , and its operation is as follows. First, a given image is normalized to an image of 140 pixels in width and in height. Then, a random cropping is performed at a size of 112 pixels in the horizontal and vertical directions. This process is introduced to imitate the phenomenon that the position of the bounding box shakes irregularly in the tracker output. Then, image up-scaling is performed in the following three ways for the image obtained through the random cropping. The first of the Fig. 3 . Designed data augmentation scheme three ways is to use the original image, and the second and third are to perform up-scaling of the pre-processed image by 1.25 times and 1.5 times, respectively, and then random cropping (with a size of 112 pixels in the horizontal and vertical directions). As shown in Fig. 3 , as a result of this process, the relative sizes of the objects existing in the preprocessing image are divided into three, and three images are obtained from one original image. This process is called scale augmentation, which imitates that the size of the bounding box changes irregularly in the tracker output. We have learned to diversify the relative size of the object to be recognized through the scale augmentation so that the classifier can be robust to the perspective of the tracked object. In order to secure the robustness against trembling phenomenon of the tracking result, randomly cropped data was learned through random cropping. The learning data that has been processed through data augmentation process is finally used as input to the motion classifier after normalization process with a size of 120×120 pixels.
C. Motion Classifier Learning
Finally, we have learned a deep learning based motion classifier based on acquired and augmented learning data. A motion classifier performs learning according to a predetermined number of labels at the training part and maps a given input image to one of the learned motion labels at the testing part. In this paper, we propose a 3D CNN-based motion classifier, which is a deep learning architecture that can understand the correlation between adjacent frames in order to take advantage of this feature, were used [17] , [18] . Figure 4 shows a comparison of the 2D convolution and the 3D convolution. In the case of 2D convolution, a feature map is extracted using only spatial information for a single image, whereas a 3D convolution extracts not only spatial information but also temporal information for a plurality of continuous images to extract a feature map. Based on these features, the 3D CNN structure can be used to learn spatiotemporal information and contribute to performance enhancement and stabilization of the motion classifier. Figure 5 shows the network structure of a proposed motion classifier designed with a 3D CNN structure. The inputs to the network are F b consecutive frame bundles (the frame bundle unit may vary depending on the applications), and a hierarchical feature map is extracted over a total of five layers for a given input video. In each feature map extraction step, 3D convolution is applied. A kernel having a differential depth (denoted by d in Fig. 5 ) is applied according to a layer of the feature map. The last three layers apply a fully connected network structure and apply a sof tmax function to finally output the similarity for N motions. Here, the sof tmax function is a generalization of the logistic function that normalizes a K-dimensional vector z having an arbitrary real values to a K-dimensional vector σ (z) having real values in the range [0, 1] with a sum of 1. The function is given by
IV. EXPERIMENTAL RESULTS
In order to verify the performance of the proposed motion classifier, we took 4K-sized videos at four different locations in the soccer stadium (see Fig. 2 ) for 9 K-league classic from 2016 to 2017. The captured video then proceeded to object tracking and divided the tracked data into field player, head referee, and assistant referee to generate learning data. A total of 170,000 pieces of initial learning data were generated, and about 600,000 pieces of final learning data were constructed after data augmentation process. Example screenshots of test videos and the generated learning data we have used are shown in Fig. 6 and Fig. 7 , respectively. In the case of soccer game, 3D CNN based motion classifiers are designed to enable parallel processing using tensorflow [19] , since the number of objects appearing in one frame is large at the same time. In order to improve the accuracy of motion classifier, we need to consider not only spatial clue but also temporal clue. Here, we provide different temporal clues according to the characteristics of object to be recognized. In more detail, since the motion of the field player occurs with a shorter duration than the motion of the referee, the field player classifies the motion into 4 frames by one unit(F b = 4), but in the case of the referee, 6 frames are grouped into one unit(F b = 6) to perform motion classification.
To evaluate the performance of the proposed motion classifier, we used the i7-6770 core processor, DDR3 64GB RAM, and three different GPUs. The performance of the motion classifier measured for each GPU is shown in Table II . Here, ops and f ps refer to objects per second and frames per second, respectively. Since the number of field players and referees in one frame are 22 and 3, respectively, so the f ps is calculated by dividing 25 from ops as shown in Table II . It means the proposed classifier has real-time motion recognition capability. The finally obtained confusion matrix of each motion classifier is shown in Table III , IV, V, and the output example of the motion classifier is depicted in Fig. 8 .
As can be seen from the experimental results, the average motion recognition accuracy of the field player, the head referee, and the assistant referee was 0.449, 0.851, and 0.872, respectively. It can be confirmed that the accuracy of the motion recognition of the field player is relatively low compared to the referee. In the case of the referees, it is easy to distinguish the motion because the number of motion to be recognized is small and the motion itself is stereotyped. However, in the case of the field player, the number of motions to be recognized is relatively large and the duration of occurred motion is also shorter than that of the referees (Recognition using only 66% frames compared to referees). In addition, the field player has a high degree of similarity between different motions, which is considered to have affected the accuracy.
V. CONCLUSION AND FUTURE DIRECTIONS
In this paper, we introduced data acquisition, data processing, and motion classifier learning method to recognize motion of soccer objects from soccer video. In particular, to design motion classifiers with high accuracy, we use 3DCN N , which is a structure that extracts spatio-temporal features well, and developed motion classifier considering real-time by using parallel processing technique. As can be seen from the experimental results, it can be seen that the proposed method satisfies the real-time speed performance and the high motion recognition accuracy of the referee. However, the accuracy of the recognition of field player motion is rather low, and further research is needed.
In the future, we will design a sophisticated motion classifier with high accuracy even for objects with ambiguous motion classification such as field player, and will try to incorporate the developed motion classifier into other sports fields such as basketball and figure skating.
