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Abstract This paper presents a monocular vision sys-
tem susceptible of being installed in unmanned small
and medium-sized aerial vehicles built to perform mis-
sions in forest environments (e.g., search and rescue).
The proposed system extends a previous monocular-
based technique for trail detection and tracking so as
to take into account volumetric data acquired from a
Visual SLAM algorithm and, as a result, to increase
its sturdiness upon challenging trails. The experimen-
tal results, obtained via a set of 12 videos recorded with
a camera installed in a tele-operated, unmanned small-
sized aerial vehicle, show the ability of the proposed
system to overcome some of the difficulties of the orig-
inal detector, attaining a success rate of 97.8%.
Keywords UAV · Path Detection · Visual SLAM
1 Introduction
Aerial platforms become particularly interesting for use
in environments where land-based platforms have more
difficulties to access, such as forests. Forests are often
populated with a dense and extensive network of trails.
These trails are, by definition, considered to be ground
communication routes that are usually free of obstacles
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Fig. 1 Typical trails.
and, thus, allow people and vehicles to traverse com-
plex environments more efficiently. In this sense, an
Unmanned Aerial Vehicle (UAV) able to follow these
trails should be able to reduce the computational cost
associated with trajectory (re)planning, as there are
fewer obstacles (e.g., trees) in the path of the vehi-
cle to avoid. The ability of following trails also allow
UAV to fly low so as to obtain ground-level detailed
imagery, which would be otherwise concealed to satel-
lite and high-altitude aerial vehicles.
Trails do not exhibit the typical markings of roads
nor are paved structures (see Fig. 1) and, thus, the
known techniques for road detection (e.g., [31,12,16])
cannot be applied to trail detection. These challenges
led to the development of a set of specific techniques for
path and trail navigation based on computer vision [1,
29,26,28,32,34,35], which respond to the needs of safe
navigation in natural environments where GPS naviga-
tion is insufficient [39], as it is often the case when fly-
ing below canopy level. When compared to alternative
sensory modalities (e.g., laser scanners), vision systems
have fewer requirements in terms of payload and ener-
getic capacity, which is key for small sized UAV with
small energetic autonomy.
This paper contributes to push forward vision-based
trail detection in forest environments in the context
of small UAV. To this end, this work extends a prior
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saliency-based monocular trail detection and tracking
technique [35] in order to increase its robustness in the
presence of more challenging trails. Although this pre-
vious technique showed to be robust in a diverse and
challenging dataset, it failed to deliver accurate results
in the presence of strong distractors in the environ-
ment. These distractors have a significant impact in this
previous technique as it relies on tracking by learning,
meaning that once it fails to track the trail (due to the
presence of a distractor) only hardly it will be able to
recover from the failure.
To reduce the chances of being mistakenly attracted
by distractors, this paper extends the previous tech-
nique [35] so as to take into account the volumetric
structure of the environment, using visual SLAM for
the purpose. The use of visual SLAM over the obvious
alternative stereo-vision aims at fostering future migra-
tion of the system to commercial platforms, which are
most equipped with monocular vision systems. Along-
side the extended detector and tracker, this paper pro-
poses a mechanism to determine in runtime whether
the detector is performing correctly or not. This is cru-
cial to help the navigation system to determine if the
detector is appropriate for the current context.
To allow an easy integration on existing platforms,
the proposed system was implemented on top of the
Robot Operating System (ROS) [25]. The system hereby
proposed was tested using a 12 videos dataset, com-
posed of 128870 frames, acquired on field runs using a
small commercial UAV. The obtained results show an
increase in robustness when compared to the original
system, obtaining an overall 97.8% success rate on the
tested dataset.
This article is organized as follows. Section 2 briefly
introduces the State of Art of current technologies re-
garding path following. Section 3 details the work devel-
oped during the implementation of the purposed system
in this article. Section 4 presents the results obtained
with the proposed system in comparison with the work
previously done by Santana et. al. [35]. Section 5 re-
sumes the results achieved throughout this work and
presents some future improvements to yield better re-
sults.
2 Related Work
Current path detection methods rely considerably on
work developed for ill-structured unpaved rural roads.
The typical solution in this case is to segment the road
region from its surroundings by considering a set of pix-
els whose the probability of belonging to the road sur-
face is above a given threshold calculated through mod-
els learned off-line [10,11] or on-line in a self-supervised
way [24,15]. Frequently, a simplified known model of
the road (e.g., trapezoidal) is fit to the segmented im-
ages. The Region Growing technique is an alternative
to the model fitting process for less structured roads
[16,13,10]. By enforcing a global shape constraint, the
model-based approach enables the substitution of the
road/non-road pixel classification process by an unsu-
pervised clustering mechanism [17].
The models referred in the previous paragraph are
the basis of most work on path detection. An exam-
ple is the use of a priori knowledge about the color
distributions of both the path and their surroundings
for segmentation [18]. The main direction of the path
can also be learned off-line in a supervised way [10].
The use of off-line learned models has the limitation
that the robot is only able to perceive environments
that have been covered by the training set. Robustness
can be increased if these a priori models are substi-
tuted by models learned on-line [19,20]. In contrast to
the road domain, the definition of the reference regions
from which it is possible to supervise the learning pro-
cess is challenging. With varying width and orientation,
it is difficult to assure that the robot is on the path,
and from that, which regions of the input image can
be used as reference. Moreover, paths and its surround-
ings often exhibit the same height, which hampers a
straightforward use of depth information to determine
a path reference patch.
The use of a global shape constraint (e.g., triangu-
lar) to avoid the learning process has also been tested in
the path detection domain [21]. This is done by over-
segmenting the image, creating sets of segments, and
then scoring them against the global shape constraint.
Accurate image over-segmentation is a computation-
ally demanding task and usually requires clear edges
segmenting the object from the background. Moreover,
global shape constraints limit the type of paths that
can be detected.
To overcome the previous work’s limitations, Ras-
mussen et al. [26] proposed the use of local appearance
contrast for path detection. Later, Santana et al. [35]
exploited the related concept of visual saliency to de-
tect paths. Visual saliency was exploited with a swarm-
based solution, inspired by the social insects metaphor
[2], capable of interpreting the input images without
the cost of explicitly over-segmenting the input im-
age and the brittleness of depending on accurate ap-
pearance and shape models. As mentioned before, this
method has shown to not exhibit sufficient robustness
in the presence of strong distractors in the environment.
This paper proposes an extension to the this previ-
ous method, based on 3-D data acquired from a visual
SLAM technique, to reduce the chances of the method
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to be mistakenly attracted by distractors in the envi-
ronment.
The use of three-dimensional information to improve
the targeting methods for detection of trails was ini-
tially explored by Rasmussen et al. [27,28]. More specif-
ically, Rasmussen et al. [28] used a binocular vision sys-
tem composed of two omni-directional cameras and a
laser scanner to map the vehicle’s surrounding area.
Thus, this previous method also presents itself as a
solid solution for trail segmentation but requires the
use of a laser scanner, which should be avoided if size,
weight, and energy constraints found in small UAV are
to be met. Fleischmann et al. [9] also proposed a system
based on binocular vision for detection and tracking of
paths in a forest environment. In this paper we offer a
solution that is based on monocular vision and, thus, is
more easily integrated in current commercial UAV solu-
tions. Moreover, the ability to solve the trail detection
problem with a single camera is key for robots equipped
with binocular systems when one of the camera fails or
when stereo calibration data becomes deprecated.
3 Proposed System
3.1 System overview
The proposed system, presented briefly in this section
and detailed in the following, is based on the path detec-
tor proposed by Santana et al. [35], hereinafter referred
to as original detector. The original detector is able to
exploit the fact that trails are salient in the images ac-
quired by the robot’s on-board camera to learn on-line
the appearance of the trail. This learned appearance
is used to adjust the detection process and a temporal
filter is employed to improve the detector’s robustness.
With these characteristics, the original detector is ro-
bust in the presence of a large set of poorly structured
trails. However, the presence of distracting elements in
their visual field, i.e., elements that exhibit an higher
visual saliency than the trail itself, such as tree trunks
and certain types of dense vegetation, may elude the
original detector, leading it to misidentify these regions
as belonging to the trail. For a robust operation, the
robot must be able to avoid these situations and, when
this is not possible, it must be able to identify the fault
occurrence so that its control system reacts appropri-
ately.
In order to reduce the original detector’s failure rate,
this work proposes the use of 3-D information to inform
the detector about the presence of objects that can
not be considered as belonging to the trail, like trees
and bushes. In this way, the original detector should be
able to avoid considering the regions of the image where
Fig. 2 System overview.
these objects lie, focusing its operation on the remain-
ing regions, thus reducing the probability of producing
erroneous results due to the presence of distractors in
the robot’s visual field. To keep the system compact
and flexible, i.e., to maintain the system’s ability to
be mounted on robots with weight constraints, such as
small unmanned aerial vehicles, a monocular vision sys-
tem is used for the acquisition of 3-D information.
The original detector depends on a set of parame-
ters that need empirical tuning. The system herein pro-
posed seeks to show that the effort required for this pa-
rameterization can be reduced by making one of these
parameters dependent on the camera’s orientation, as
estimated based on the environment’s 3-D reconstruc-
tion.
Fig. 2 presents a block diagram of the proposed sys-
tem, organized in four main modules. The first module
(detailed in Section 3.2) is responsible for the environ-
ment’s 3-D reconstruction, using a vision-based Simul-
taneous Localization and Mapping (SLAM) technique,
namely LSD-SLAM 1 [6]. With LSD-SLAM, the robot
is able to obtain a set of depth maps from the video
stream captured with its on-board monocular camera.
These depth maps are then used to obtain 3-D point
clouds whose coordinates are described in the camera’s
frame of reference.
The second module (detailed in Section 3.3) com-
prises a set of processes used to segment and analyze
the information contained in the obtained point clouds:
first, the ground surface is estimated assuming it can
1Large-Scale Direct Monocular SLAM
4 A. Silva, R. Mendonça, P. Santana
be locally modeled as a plane in the frontal region of
the robot; then, all points above the ground plane are
classified as possible obstacles, i.e., distracting elements
to the original trail detector (e.g., trees and high vege-
tation). The 3-D points of each obstacle are then pro-
jected into the camera plane to produce a 2-D mask
that signals the regions of the image that contain po-
tential distracting elements. As previously stated, the
detector also receives information concerning the cam-
era inclination, estimated from the relative inclination
of the ground plane.
The third module (detailed in Section 3.4) uses the
data calculated in the previous section, i.e., the 2-D
mask signaling the obstacle regions and the inclination
value of the plane in relation to the ground plane, to
influence the behavior of the original detector. Finally,
the fourth module (detailed in Section 3.5) describes the
validation process of the proposed system, where the re-
sults obtained by the trail detector are analyzed taking
into account the obstacle regions previously identified,
that is, the cases where there is an interception between
the region hypothesis of the trail and the regions char-
acterized as obstacle are verified. This information can
then be made available to the robot’s high-level control
system as a degree of certainty that the trail location
has been correctly identified.
3.1.1 Original Path Detector
As mentioned, paths are expected to appear in the
robot’s visual field as salient structures in the environ-
ment. Using this feature, Santana et al. [33,35] pro-
posed a method that exploits visual saliency models for
the purpose of path detection (see Fig. 3). The follow-
ing describes the method in a nutshell, focusing on the
relevant aspects influencing the extensions herein pro-
posed. A detailed description can be found elsewhere
[33,35].
The model operates on video streams of color im-
ages, producing an estimate of path location at each
frame. The model’s first step, in each frame, is to com-
pute feature-dependent conspicuity maps, based on the
well-known bio-inspired model of Itti et al. [15]. As a re-
sult, a color conspicuity map and an intensity conspicu-
ity map are created based on a set of center-surround
feature maps at various spatial scales. These maps iden-
tify the regions of the robot’s visual field that detach
more from the background on the visual feature in ques-
tion and, hopefully, most likely to belong to the path.
Both conspicuity maps are used as sensory input
for two sets of virtual agents (see Fig. 4) that collec-
tively create a color pheromone map and an intensity
pheromone map, based on the ant foraging metaphor
Fig. 3 Overview of the original detector [35]. Image adapted
from [35].
(a) (b)
Fig. 4 Original path detector in operation. Left: possible
trajectory produced by a virtual agent (black dashed line) up
to an empirically defined threshold hmax (red dashed line).
Right: a typical result obtained with the original detector
when operating correctly.
[5]. These pheromone maps represent the self-organized
consensus reached by the agents regarding the path’s
skeleton. Iterated several times, each agent moves on
the conspicuity map on which it was deployed and de-
posits a given amount of virtual pheromone along is
trajectory in the corresponding pheromone map. This
pheromone is intended to indirectly influence the be-
havior of the other agents towards a consensus.
Virtual agents are controlled by a set of behaviors
that vote for the next agents move (e.g., move one pixel
up, move one pixel to the right) according to local dis-
tribution of pheromone, on-line self-supervised learned
path appearance/saliency, and a priori knowledge re-
garding paths typical overall structure. The local dis-
tribution of pheromone aims at allowing agents to in-
directly interact and, as a result, self-organize. The on-
line learned appearance/saliency helps agents to focus
their activity in regions that are salient in the visual
field and best resemble the appearance of the path in
the previous frames. The a priori knowledge of path’s
structure aims at biasing agents to move along a tra-
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jectory that matches some expectations regarding the
path’s global shape without hampering them from ex-
ploiting the sensory/pheromone clues. Examples of these
biases include inertia under the assumption that paths’
orientation tend to be monotonous and tendency to
move towards zones equidistant to the edges in the con-
spicuity map closest to the agent. With these behav-
iors, agents move from the bottom region of the input
image up to a maximum number of steps or a given
maximum height (an image row) (see Fig. 4(a)). The
maximum height hmax is empirically defined in order
to avoid agents to analyze regions above the horizon
line.
Then, both pheromone maps are combined to pro-
duce a single saliency map. In order to improve ro-
bustness, pheromone is accumulated across frames by
feeding a dynamical neural field with the frame-wise
saliency maps, where Fi(x, y) ∈ [0, 1] provides the ac-
tivity level of the neural field at pixel (x, y) at frame i.
The dynamic of the neural field implements pheromone
evaporation and spatial competition, helping the sys-
tem to converge to a solution in a robust way. To reduce
the coupling between the dynamics of the neural field
and the dynamics of the robot, the homography matrix
that describes the projective transformation between
the current and the previous frames is estimated using
optical flow cues and used to motion compensate the
neural field. At each frame, the path location is given
by the biggest blob in the neural field that exhibits and
activity level above a given threshold (see Fig. 4(b)).
The original path detector showed to be robust and
able to identify a wide variety of paths under different
conditions (e.g., see Fig. 4). However, being primarily
based on visual saliency as a clue for path presence, the
presence of distractors, that is, elements that are them-
selves protruding in the environment, like shadows or
trees, may induce the system to fail in challenging con-
ditions. The following sections describe the extensions
herein proposed to the original path detector so as to
circumvent these limitations.
3.2 Point Cloud Acquisition
The 3D reconstruction of the environment is obtained
with a software package [6] that implements the LSD-
SLAMmethod [7], which is able to operate with monoc-
ular cameras. Other similar solutions are available for
the acquisition of 3D information based on SLAM tech-
niques, such as ORB-SLAM [22] and REMODE [23].
However, REMODE depends on the use of an Graph-
ics Processing Unit (GPU), which is not applicable to
most of commercial UAVs available and ORB-SLAM
provides only a sparse representation of the scene.
(a) (b)
Fig. 5 Typical point clouds acquired with the proposed sys-
tem. (a) A point cloud in the camera’s local frame. (b) A set
of ten point clouds accumulated in the world frame.
Handling every frame of a video feed at 50 frames
per second can be computational intensive. To circum-
vent this problem, LSD-SLAM uses frames spaced in
time, known as key-frames, containing the necessary in-
formation needed to infer the camera movement and the
3D reconstruction of the environment using a SLAM
technique. For each key-frame i, LSD-SLAM provides
a corresponding w × h RGB-D image, Ii, whose pix-
els include color and depth information, alongside the
camera’s pose in world coordinates, Si, represented as
an homogeneous rigid transformation matrix, where w
and h are the number of columns and rows, respectively.
The depth information and camera’s intrinsic param-
eters, estimated during an off-line calibration process
under the pinhole model assumption, are used to cre-
ate a colored 3D point cloud PLi , described in camera’s
local frame coordinates. A colored 3D point cloud is a
set of 3D points associated with color information in
the RGB color space.
The point cloud produced at each key-frame pro-
vides a representation of the environment that is sparse
and incomplete (see Fig. 5). To obtained a denser repre-
sentation of the environment, point clouds acquired in
the set of n previous key-frames are accumulated into
a single point cloud Ai described in world coordinates:
AWi = Pi−n ∪ · · · ∪ Pi (1)
where Pk corresponds to point cloud PLk transformed
to world coordinates with camera’s pose Sk,
Pk = {Skp : ∀p ∈ PLk }. (2)
3.3 Point Cloud Processing
This section describes the processes applied to the ac-
cumulated point cloud at a given key-frame i, AWi (see
Fig. 6). The first step consists of transforming point
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Fig. 6 Overview of the processes used to process the ac-
quired accumulated point clouds.
cloud from world coordinates to local camera coordi-
nates using the inverse of the camera’s estimated pose,
S−1i :
Ai = {S−1i p : ∀p ∈ AWi }. (3)
The accumulated point cloud Ai can be composed of
thousands of points, which makes its analysis an oner-
ous task. As a way of circumventing this problem, a
set of filters are applied to decrease its density without
disrupting its structure and also to remove outliers re-
sulting from noisy processes. Outliers are removed with
a statistical method [30] over a kd-tree computed from
the point cloud [36] for performance purposes. The set
of points in Ai not considered to be outliers is repre-
sented as A′i, A′i ⊆ Ai.
The following step concerns the detection of a dom-
inant ground plane, which is assumed to exist in the
frontal region of the robot. To reduce the chances of
failing in the detection of the ground plane, points lay-
ing on surfaces unlikely to be horizontal planes are dis-
carded (e.g., like the surface of a tree trunk). This is
done by using only the points from A′i that have nor-
mal orientations pointing up by a given minimum angle,
i.e., the normals perpendicular to the Y axis assumed
to contain the ground plane in front of the robot. To
achieve this, a technique know as Difference of Normals
(DoN) [14] is used, where the set of points in A′i exhibit-
ing unusual normal vectors are not taken into account
in the calculation of the ground plane, thus obtaining a
new set of point represented as A′′i , A′′i ⊆ A′i where the
points exhibiting unusual normal are excluded.
3.3.1 Ground Plane and Obstacles Segmentation
After applying the aforementioned filters, it is necessary
to detect the obstacles present in the local environment,
Fig. 7 Ground segmentation process based on normal vec-
tors, green and red represent on-plane points and (plane
inliers) off-plane points (plane outliers), respectively. The
white vectors represent normal vectors computed for on-plane
points.
assumed to be identifiable as disturbances in the envi-
ronment at the ground level. A RANSAC-based method
[8] is used to find the plane pii = (aix+ biy + ciz + di)
with highest number of inliers associated to normal vec-
tors (computed in the point’s neighborhood) that are
close to perpendicular with respect to pii [13]. The set
of inliers of pii, Ii, is the sub-set of A′′i , Ii ⊆ A′′i whose
points have a perpendicular distance to plane pii below
the average of the distances between the ground plane
and all the points belonging to Ii, γ (see Fig.7):
Ii = {p ∈ A′′i , d(p, pii) < γ}, (4)
d(p, pii) =
aixp + biyp + cizp + di√
a2i + b
2
i + c
2
i
,p = (xp, yp, zp). (5)
Once the ground plane pii is found, the next step is
to determine which points of A′′i are sufficiently above
the plane so that can be labeled as obstacles with confi-
dence. To the set of obstacle points we call Oi, Oi ⊆ A′′i
(see Fig. 6). To accommodate the point cloud’s un-
known noise level, a candidate point to Oi must exhibit
a perpendicular distance to the plane above the average
perpendicular distance between all plane inliers and the
plane itself, plus a safe margin υ:
Oi =
p ∈ A′′i , d(p, pii) < υ + 1|Ii| ∑∀q∈Ii d(q, pii)
 . (6)
3.3.2 Projection of obstacles in the camera plane
As described in Section 3.1.1, the original path detector
uses a set of virtual agents to determine the location
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(a) (b) (c) (d)
Fig. 8 (a) Projection of the 3D points in the plane of the
camera; (b) 3D points, in red, projected on the original image;
(c) Mask that indicates regions characterized as a greyscale
obstacle where the lighter regions indicate a higher concen-
tration of 3D points; (d) Binary mask indicating regions char-
acterized as black obstacle.
of the path on a stream of RGB images. The behav-
iors controlling these agents allow them to move from
pixel to pixel, attracted by visual saliency in input im-
ages, while laying virtual pheromone on their way. The
spatial distribution of accumulated virtual pheromone
is taken as the estimated path location. However, the
presence of visually salient obstacles may drive these
agents away from the path, resulting in a mis-detection
of the path.
To avoid being attracted by obstacles, agents need
to be aware of them. Hence, at each key-frame i, all 3D
obstacle points present in Oi are projected to the cam-
era’s plane, assuming the pinhole camera model param-
eterized according to the off-line calibration process.
The projection of all obstacle points produce a tempo-
rary w × h greyscale mask, where each pixel is graded
accordingly the estimated distance to the camera sen-
sor. Forthwith a binary mask is created,Mi, where each
pixel (x, y) isMi(x, y) = 1 if an obstacle point was pro-
jected on it and Mi(x, y) = 0 otherwise. The resulting
image (640x480) is resized (80x60), inflating obstacle
regions, and passed to the path detector module. Being
aware of these pixel-wise obstacle labels, virtual agents
are able to avoid these pixels and, therefore, focus on
locations of the image space more likely to belong to the
path. Fig. 8 illustrates the results obtained by the pro-
jection of 3D points in the camera’s plane (8(a)), where
it is possible to observe that the points drawn in the
original image (8(b)) describe the elements above the
ground plane (i.e., tall trees and shrubs), that is, the
system allows to obtain a mask (8(c) and 8(d)) where
are described the possible obstacles present in the path.
3.4 Integration with Path Detector
As previously stated, the binary mask Mi influences
the virtual agents’ behavior to avoid obstacle regions
in the image. This is attained by adjusting the virtual
pheromone deposited by each virtual agent a at each
step k as a function of the number of obstacle points
found across its whole path. Concretely, let us assume a
virtual agent a, deployed in the bottom row of a given
conspicuity image at keyframe i. Let us also assume
that this agent performed ma moves until it has been
removed from the system, i.e., when it has reached the
maximum number of moves or the maximum allowed
height (row) hmax. Finally, let us assume that the orig-
inal detector determined that the agent should deposit
a virtual pheromone of magnitude pa[k]∗ in the agent’s
position at move k, where k ≤ ma. To avoid obstacle
areas, it is necessary to determine how many projected
obstacle points in mask Mi have been crossed by the
agent for all k ∈ {1, . . . ,ma}:
oa =
ma∑
k=0
Mi(ca[k]) (7)
where ca[k] represents the pixel’s coordinates (position)
of agent a at step k.
Instead of depositing the amount of pheromone de-
fined by the original detector, fa[k]∗, the agent will
deposit a pheromone level whose magnitude is a non-
linear function of oa:
fa[k] = fa[k]
∗ +
(
1− oa
ma
) 1
2
. (8)
If the pheromone level calculated for the pixel vis-
ited by the virtual agent is below an empirically de-
fined threshold, fa[k] < , no pheromone is deposited
altogether. This threshold must be low enough to ac-
commodate the presence of noise in the binary mask
Mi.
Reducing pheromone deposition affects directly the
current frame, which indirectly affects the forthcoming
frames via the dynamics of the neural field, Fi. How-
ever, to magnify this influence, every pixels in the neu-
ral field have their activity reduced if the corresponding
pixels in the obstacle map are labeled as obstacle:
Fi(x, y)← γ · Fi(x, y),∀(x, y) :Mi(x, y) = 1. (9)
where γ is an empirically defined scalar stating how
much the neural field should be affected, Fi(x, y) ∈ [0, 1]
provides the activity level of the neural field at pixel
(x, y) and Mi(x, y) ∈ {0, 1} provides the mask value at
the same pixel.
This procedure makes it possible to decrease the
influence of the virtual pheromone in the regions classi-
fied as obstacles while maintaining the integrity of the
neural field, i.e., without fully clearing the deposited
pheromone. This is important to allow virtual agents
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Fig. 9 Process of influence on the behavior of virtual agents
in order to prevent the selection of regions identified as obsta-
cles. From left to right, obstacle mask, Mi, neural filter, Fi,
and estimated path’s region (highest activity blob in neural
field.
to recover from false obstacle detections (e.g., points
belonging to the ground identified as obstacles due to
mis-estimation of the ground plane).
In the original detector, virtual agents are allowed
to move up to the image’s row expected to match an
heuristically pre-determined horizon line. This aimed at
focusing the activity of virtual agents to the regions of
the image below the expected horizon line, where the
path is likely to appear. However, this actual horizon
line depends on the camera’s orientation, mostly the
pitch angle, and terrain inclination. To take this into ac-
count, in each key-frame, the camera’s pitch angle with
respect to the estimated ground plane is determined
and used to adjust the expected horizon line under a
ground planar assumption.
3.5 Validating Path Presence
Path detectors eventually fail. When that happens, the
robot should be able to fall back to an alternative safe
navigation strategy. Fig. 10 illustrates a possible archi-
tecture in which the path detector’s output is analyzed
by a validation module, whose responsibility is to in-
form the navigation system whenever the detector’s ac-
curacy is highly compromised.
Here we propose a validation strategy that simply
checks whether there are a significant number of pixels
in the input image signaled by the detector as being
part of the path that are also associated to the presence
of obstacles. A pixel (x, y) is said to be part of the path
if the the corresponding activity in the neural field is a
above a given threshold, Fi(x, y) > ν. The same pixel
is said to be part of an obstacle if Mi(x, y) = 1. A
bounding rectangle is then fit to the pixels that meet
both conditions. Fig. 10 illustrates a situation in which
the path detector is determined by this as unable to
produce an accurate result.
(a) (b) (c)
Fig. 10 Path detection validation system. (a) Detected path
region marked in red. (b) Obstacle map. (c) Interception be-
tween obstacles and path region marked in white and outlined
with a red rectangle.
The failure situations may occur when the path de-
tector estimates path regions that intersect estimated
obstacle regions. Hence, the validation system will be
able to signal a problem when either path or obstacles
are mis-detected. The latter may occur, for instance,
when the SLAM method fails to reconstruct the envi-
ronment or when the plane estimation procedure fails.
4 Experiment Results
4.1 Experimental Setup
The proposed system was developed and tested on a
portable computer with a 2.20GHz Intel Core i7-4700MQ
processor unit, with 16GB of RAM, running the oper-
ating system Ubuntu 14.04 LTS 64-bit (Trusty Tahr).
The entire development was done using the C++ pro-
gramming language on top of ROS [25], PCL [30], and
OpenCV [4]. Camera calibration was done with the cor-
responding ROS package, based on [38,3]. The UAV
used for data acquisition was a DJI Phantom 3 Ad-
vance platform 2 equipped with a HD camera used to
capture 720p images at 60 fps.
After the camera calibration process, the intrinsic
parameters obtained are used by LSD-SLAM in the
depth map estimation process. A set of parameters is
also defined in order to improve the results obtained by
the LSD-SLAM in the data set used for the system’s
validation. Specifically, the following values were empir-
ically defined: (a) Minimal absolute image gradient for
a pixel to be considered for depth map estimation was
set to 10; (b) the digital noise value in the image inten-
sity used in its analysis was set to 5; (c) the frequency
at which key-frames are obtained so as to improve the
2https://www.dji.com/phantom-3-adv
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depth map in relation to the key-frame reference was
set to 6; (d) the amount of new key-frames obtained in
relation to the distance to the last key-frame reference
was set to 16; and (e) the factor used to smooth the
depth map was set to 5, i.e., the blur filter applied to
the depth map to accommodate the presence of noise
from the computation of the depth map. For a more
detailed explanation of the values can be fount at [6].
The path detector uses almost the same values de-
fined by the original detector [35], except for the dy-
namically modified parameters in order to model the
behavior of the virtual agents (see Section 3.4). Specifi-
cally, the value that defines the maximum height in the
image which limits trajectories that the virtual agents
can describe, hmax, is defined according to the angle of
inclination of the camera relative to the ground plane,
θ, calculated over the execution of the system. The de-
posited virtual pheromone value, fi, is calculated ac-
cording to the number of pixels belonging to the obsta-
cles through which the virtual agents have passed, i.e.,
the higher the number of pixels belonging to obstacles
visited by the virtual agent, the lower the value of de-
posited virtual pheromone. Finally, the time filter Fi is
directly affected by the mask Mi as a way to inhibit
the virtual agents from to evaluate regions of the image
where obstacles were previously identified.
4.2 Data Set
As a way of validating the proposed system, a set of
12 videos (see Table 1) were captured on 5 different
routes at different times of the day (e.g., with the sun
at its highest point), by tele-operating the UAV. Af-
ter the data set of test videos has been acquired, all
the processing and analysis were done offline. Fig. 11
illustrates three of the routes made by the UAV during
the data set acquisition process. A total of ≈ 43 min-
utes of video were recorded, covering a total distance
of ≈ 3 kilometers, with an average distance of ≈ 300
meters and an average time of ≈ 3.5 minutes per video,
with a mean distance from the UAV to the ground of
≈ 2.5 meters and a speed of ≈ 1ms−1. All videos were
captured at a rate of 50 frames per second with a reso-
lution of 1280 × 720 pixels, and saved with h264 video
compression.
4.3 Results
4.3.1 Obstacle Detection
Figure 12 presents a typical result concerning the 3D
reconstruction obtained directly from the LSD-SLAM,
(a) (b)
(c) (d)
Fig. 11 UAV platform used in the acquisition of the test
videos used to validate the proposed system, and examples of
the paths realized by the UAV. (A) DJI Phantom 3 Advance
UAV platform (image taken from the official DJI website);
(B) Track taken to record Video 1; (C) Track taken to record
Video 2; (D) Track taken to record Video 5; TheH, represents
the starting point of the respective flight performed by the
UAV.
Video Number ofFrames
Number of
Keyframes
Time
(minutes)
1 15120 584 5.033
2 8150 283 2.72
3 13250 232 4.42
4 8100 509 2.70
5 7200 482 2.40
6 11300 509 3.77
7 13200 482 4.40
8 3650 187 1.22
9 12850 410 4.28
10 8550 337 2.85
11 10950 507 3.65
12 13550 510 4.52
Table 1 Date set statistics.
when applied to the data set used during tests. The
product of the 3D reconstruction is composed of a cloud
of accumulated points without any kind of treatment,
which may contain millions of points. After processing
the accumulated point cloud (see Section 3.3), a fil-
tered point cloud can be obtained. Figure 13 illustrates
the 3D reconstruction of the different elements that are
close to the robot properly segmented as obstacle and
ground points by the method described in Section 3.3.
These results show the ability of a monocular visual
SLAM system to produce adequate representations for
obstacle detection in the vicinities of the path.
Fig. 14 depicts typical results referring to the projec-
tion of detected obstacles onto the image plane of key-
frames to build a binary mask, i.e., an obstacle map.
The figure also shows the obstacle map overlaid on the
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Fig. 12 Example of three-dimensional reconstruction, in for-
est environment, obtained by LSD-SLAM without any type
of filtering. The different poses of the camera are represented
in blue and the path through straight segments.
Fig. 13 Sub-set of typical results obtained with the set of
test data, demonstrating the three-dimensional reconstruc-
tion of the environment described in front of the robot
(≈ 8m). Images with three-dimensional reconstruction, first
and third columns, illustrate the clouds of points obtained
where, the red dots describe the obstacles and the green dots
describe the ground plane.
RGB image of the corresponding key-frames. These re-
sults show that the obstacles are properly mapped to
the RGB image in which virtual agents operate, thus
be readily available as an additional sensory input for
them to avoid obstacle populated image regions.
Fig. 14 Sub-set typical results obtained with the set of test
data that demonstrates a correct identification of the near
obstacles of the robot, present in its field of vision. The results
are presented in pairs of images, where, on the left is the
projection of the points obtained by the three-dimensional
reconstruction, in the plane of the camera, and to the right
the obstacles described in the original image as red dots.
4.4 Path Detection and Tracking
Fig. 9 it is possible to observe the regions character-
ized as an obstacle in the data set and their influence
on the temporal filter used to identify the region of the
path hypothesis. Specifically, it is noted that virtual
agents tend to reject regions of the image identified as
obstacles, thereby helping to produce more correct de-
tections. Figure 15 compares the proposed system and
the original detector in the same situation of Video 6
under equal conditions, that is, where only the set of
keyframes available from LSD-SLAM were used. It can
be seen that the original detector is influenced by the
light conditions that make the region to the left of the
image (i.e., vegetation) more prominent than the path,
then being selected as the region of the path hypoth-
esis. On the other hand, the proposed system is able
to identify this same region as an obstacle (line 5 of
Figure 15) and thus prevent virtual pheromones being
deposited in this region (line four of Figure 15), avoid-
ing that it is chosen as the hypothesis region of the path.
In order to make a fair comparison to the original de-
tector, it was tested in the complete image sequence of
Video 12 (not only the keyframes), where it is possible
to observe, through Figure 16, a result similar to that
obtained previously, i.e., the original detector continues
to fail to identify the region of the image where the path
is located. Another example can be seen in Figure 17,
referring to the test performed with Video 3, where the
proposed system is able to determine that the region
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Fig. 15 Images taken from tests performed in Video 6. The
first line illustrates the result obtained by the original detec-
tor, the third line illustrates the result obtained by the pro-
posed system, the second and fourth lines illustrate the time
filter, NF, which shows activity of the virtual agents relative
to the virtual pheromone deposit through a red spot and line
five illustrates the detection of obstacles by the proposed sys-
tem. The set of results was obtained by running both systems
on the keyframes generated by the LSD-SLAM.
Fig. 16 Images of the result obtained by the original detec-
tor in a fault situation in the test performed on the complete
video sequence of Video 12. In the first line is the result ob-
tained by the original detector is shown, in the second line is
shown the result obtained by the proposed system.
identified by the original detector as belonging to the
path is much high that the actual path.
Since the result obtained by the proposed system,
like the original detector, consists of the identification
of a hypothesis region that must be contained in a part
of the path and not a complete segmentation of the
path, the chosen quantitative evaluation method fol-
lows a similar approach to the one used to evaluate the
original detector [35]. Specifically, the track is consid-
ered correctly identified if the red spot representing the
regions of the temporal filter (NF) which record inten-
sities above 80% of the maximum intensity, is located
within the limits of the path and its spatial distribution
is aligned with the direction of the path. In situations
(a) (b) (c) (d)
Fig. 17 (A) Image analyzed; (B) Three-dimensional infor-
mation where the green dots represent the ground plane and
the red dots represent the region to the right of the high-
est path; (C) Region of the path identified by the proposed
system; (D) Region hypothesis of the path identified by the
original detector.
Table 2 Percentage of correctly analyzed keyframes by the
original detector and by the herein proposed system. Mean
and respective standard deviation obtained in the five tests
performed by video.
Video
number
number of
Keyframes
Original
Detector [%]
Proposed
System [%]
1 585± 32 89.98± 1.19 98.35± 1.05
2 283± 27 99.33± 0.92 100.0± 0.00
3 470± 15 77.67± 7.06 97.77± 0.52
4 320± 20 95.79± 3.04 95.61± 1.02
5 235± 12 86.54± 5.96 96.00± 3.83
6 501± 25 59.19± 21.52 98.64± 1.07
7 482± 31 94.94± 0.78 97.91± 1.16
8 187± 19 94.05± 4.77 97.60± 2.94
9 411± 22 93.18± 2.04 96.52± 1.02
10 337± 23 99.81± 0.39 100.0± 0.00
11 507± 36 95.79± 2.02 97.41± 1.14
12 510± 11 96.96± 3.04 97.77± 2.23
Overall detection rate [%]: 90.30± 4.22 97.78± 1.09
where there is ambiguity generated by the occurrence
of two red spots in the resulting image, that is, when
two hypothesis regions are identified by the system for
the path at the same time, the result must be chosen
as the result produced by the system that has a higher
intensity in the filter temporal.
Analyzing the results obtained shows that the orig-
inal detector obtains a success rate of 90.30% with a
standard deviation of 4.22% in the data set used. It is
confirmed that the original detector shows to fail more
frequently when influenced by the presence of distrac-
tors in the regions surrounding the path, which is ag-
gravated by the fact that in these situations the detec-
tor learns the appearance of these distractors as being
the appearance of the path, causing it to propagate the
fault over and, inevitably, guide the robot to regions
potentially occupied by obstacles. On the other hand,
the proposed system has a smaller standard deviation
of 1.09%, with a success rate in the identification of
the path hypothesis of 97.78%. With a positive gain
of 7.86% success than the original detector, accompa-
nied by a lower standard deviation, the proposed system
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Fig. 18 Result obtained in the identification of the region
hypothesis of the path by video. Left to right and top to
bottom of Video 1 to Video 12.
proves the benefits of including 3D information in mod-
ulating the behavior of the virtual agents presented by
the original detector, thus validating the fourth hypoth-
esis (R4). Figure 18 illustrates a set of typical results
obtained by the proposed system, where it is possible
to observe the correct identification of the path hypoth-
esis.
4.5 Validation System
Although the path detector proposed in this disserta-
tion shows greater robustness relative to the original as
a result of the integration of three-dimensional informa-
tion, as discussed in Section 4.4, there are factors that
may cause it to fail. For example, sudden changes in the
level of illumination may lead to failures in the visual
projection method, abrupt movements of the camera in
poor lighting conditions can lead to optical flow calcu-
lation failures and abrupt changes in the appearance
of the path may lead to the system learns the wrong
appearance, leading it to deviate from the correct iden-
tification of the region’s path hypothesis. The use of
three-dimensional environmental information has been
shown to mitigate the occurrence of these situations;
however, in extreme situations as identified above, the
influence exerted by volumetric information on virtual
agents may not be sufficient to prevent regions of the
image occupied by obstacles being classified as a region
of the path. The validation module described in Sec-
tion 3.5 aims at informing the navigation system when
these situations occur, allowing it to disregard the de-
tector.
The first line of Figure 19 depicts a situation in
which there is an optical flow failure due to rapid cam-
era movement in conjunction with poor light conditions,
which leads to a spreading of field activity neuronal in-
teraction that induces the track detector to erroneously
Fig. 19 Sub-set of typical results that demonstrate the op-
eration of the Validator module. The first line illustrates the
identification of a fault caused by the calculation of the op-
tical flow. The second line illustrates the identification of a
fault caused by an erroneous signaling of obstacles in the re-
gion where the path is located. The first column illustrates the
projection of the obstacle presence information to the cam-
era plane, the second column illustrates the result of the track
detector, the third column illustrates the activity of the neu-
ronal field, NF , and the fourth column illustrates the result
obtained by the validator module.
classify a region occupied by obstacles. As a result, the
validator module signals the occurrence of a failure. In
poor 3D reconstruction situations, the plane estimation
algorithm may fail, causing the system to erroneously
report obstacles in the region where the path is located.
In this case, the validator module signals how the dis-
crepancy between the position of the obstacles detected
(wrongly above the path) and the position of the path
estimated by the path detector, as it is possible to ob-
serve in the second line of Figure 19.
4.6 Limitations
The proposed system demonstrated, through the results
obtained, to be able to identify regions potentially dan-
gerous to the robot and to successfully change the be-
havior of the original detector to produce a more robust
system for detection and tracking of paths. However,
the proposed system still presents some challenges that
can be solved in the sequence of the work carried out
in this article. One of the main challenges identified is
the computational cost required for the acquisition of
three-dimensional environmental information through a
monocular camera using the LSD-SLAM software pack-
age. Directly related to computational cost is the time
required by LSD-SLAM to generate depth maps, av-
eraging 1.154 ± 0.27 seconds. However, with the ad-
vancement of computing power and the emergence of
high-performance systems such as Nvidia TX23, which
allows a greater parallelism in the execution of tasks,
together with the improvement that has been observed
in the optimization of SLAM techniques could mitigate
3Nvidia TX2: http://www.nvidia.com/object/
embedded-systems-dev-kits-modules.html
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this issue in a short time. The proposed system was de-
signed to be modular, through the ROS architecture,
however this modularity also brings a computational
cost associated with the exchange of messages between
the different modules, thus as an alternative solution
the integration of all the code in a single software pack-
age more optimized would eliminate the cost associated
with the exchange of messages, to the detriment of the
modularity of the system.
In addition to the time required between acquisition
of depth maps, the proposed system requires sufficient
translation of the camera so that the LSD-SLAM can
estimate the three-dimensional structure of the envi-
ronment.
Thus, a correct estimation of the ground plane, where
the path is described, is extremely important, in order
to segment the obstacles that are close to the robot.
However, due to path irregularities, which are some-
times observed in forest environments, the assumption
of planar terrain may become fragile, sometimes result-
ing in false positives in the detection of obstacles. In
this way, the parameter that defines what is an obsta-
cle as a function of height to the ground plane becomes
very relevant in more irregular paths. Figure 20 illus-
trates two situations where the value set for the height
is not high enough, which promotes the identification
of regions belonging to the path as an obstacle. Conse-
quently, virtual agents are influenced by the presence of
an obstacle that does not actually exist, which causes
an interruption in the temporal filter (see the fourth
column of Figure 20). However, the proposed system
proved to be able to recover from such situations in the
following images, due to the exploitation capacity of the
virtual agents and to the way the time filter is affected
by the obstacle mask, mobs, as discussed in Section 3.4.
In Section 4.5 are identified fault situations, which
typically occur in extreme situations, where factors such
as sudden change of luminosity or rapid camera move-
ments do not allow the proposed system to correctly
identify the region of the path. The validator module
was able to mitigate these situations through its identi-
fication which allows, for example, to notify the naviga-
tion system when the degree of certainty of the correct
identification of the region of the path hypothesis. In
the absence of three-dimensional information the pro-
posed system behaves and fails in situations where the
original detector fails. However, as soon as the 3D in-
formation is retrieved, the detector tends to recover,
which is not the case for the original detector.
Fig. 20 Failure cases identified during testing, where first
column illustrates overlapping of three-dimensional informa-
tion in the original image, the second column illustrates the
projection of three-dimensional information in the camera
plane, the third column illustrates the overlap of the tem-
poral filter, NF, in the original image, and the fourth column
illustrates the temporal filter, NF.
5 Conclusions and Future Work
This paper presented an extension to a previous work
[35] for detection and tracking of tracks from monocu-
lar cameras. The main extension refers to the use small
sized unmanned aerial vehicles that compute volumet-
ric information obtained from a visual slam system, re-
ducing the sensitivity of the detector in the presence of
distractors.
The experimental results obtained show that the
proposed system is able to obtain better results than
the original detector in the used test dataset. Specifi-
cally, the proposed system obtains a success rate, in the
identification of the path hypothesis region, of 97.78%,
compared to the 90.30% obtained by the original de-
tector. The ability of the proposed system to estimate
the angle of inclination of the camera relative to the
ground (i.e., ground plane) was also evaluated, where
it is possible to conclude, through a qualitative analy-
sis of the results, that the obtained value shows a good
approximation in relation to the expected value, for the
observations made during the UAV flight. However, as
a way of validating these results a quantitative analysis
is necessary, which should be carried out in future work.
Another interesting result is that the 3D reconstruction
of the distracting elements present in the robot’s field
of vision, even though it is not complete (i.e., sparse
3D point cloud), allows to identify obstacles with some
resolution, which can also be explored in future work,
for example, to identify the type of elements present in
the path or surrounding regions through the analysis of
their volumetric signature.
However, despite the good results obtained, the pro-
posed system presents a considerable computational cost
due to the acquisition of the 3D information of the envi-
ronment, which consequently requires the control at low
speed of the UAV (e.g., less than 1ms−1). On the other
hand, the increase in the processing capacity of the cur-
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rent mobile devices, the emergence of high performance
integrated SOC systems and the great progress that has
been made in recent years in the development and op-
timization of SLAM techniques for monocular cameras
[37], can allow systems such as the one proposed in this
work to process a greater amount of information and
consequently allow the control of UAV at higher speeds
and also increase the robustness in the control at low
speeds. Another possible solution to this problem is the
optimization of the proposed detector to allow a com-
plete analysis of the sequence of images, instead of only
analyzing key-frames. This improvement should there-
fore be analyzed and developed in future work.
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