Abstract. This paper presents a method for detecting and measuring the vascular structures of retinal images. Features are modelled as a superposition of Gaussian functions in a local region. The parameters i.e. centroid, orientation, width of the feature are derived by a minimum mean square error (MMSE) type of spatial regression. We employ a penalised likelihood test, the Akakie Information Criteria, to select the best model and scale for vessel segments. A maximum-cost spanning tree (MST) algorithm is then used to perform the neighbourhood linking and infer the global vascular structure. We present results of evaluations on a set of twenty digital fundus retinal images 1 .
Introduction
The detection and measurement of blood vessels in fundus images has significant importance for many reasons. It allows a quantitative measurement of the geometrical changes of arteries, in diameter, tortuosity or lengths and can provide the localisation of landmark points (such as bifurcations) needed for image registration. Furthermore, it can be used to measure the size of the optic disc and fovea and estimate the leakage of blood into the retina (exudate) that can indicate retinal disease and diabetes [1] .
The collection of algorithmic tools developed for blood vessel detection can be, broadly speaking, classified into two major categories: tracking based approaches and template or model based approaches. Tracking based approaches work by first locating an initial point and then exploiting local image properties to trace the vascularture recursively [2] but require user intervention and appear to have a proclivity for termination near branch points. The 'matched filter response' method is a widely used template-based technique (e.g. [3] ) which uses a set of 2D Gaussian kernels with fixed length and orientation to enhance the vessels. A local threshold is then set to differentiate them from the retinal background. The method has some interesting features like handling bifurcations and obtaining fairly robust separation of vessels. However it is computationally intensive and the threshold selection may be critical.
We propose a model based estimation that operates directly on the image intensities. Regions of the image are modelled locally as a superposition of Gaussian functions and an iterative, ML estimation used to derive their parameters. A penalised likelihood information measure, the Akakie Information Criteria, is employed to choose the best model and scale for vessel segments. A Kruskal type of maximum-cost spanning tree algorithm is then used to perform the neighbourhood linking and infer the global vascular structure. After a description of the methodology, results are presented on a sample retinal fundus image. To provide a quantitative evaluation of the algorithm, in terms of sensitivity and specificity, a receiver-operating characteristic (ROC) curve is also produced by comparing the detection results of the entire data set (20 images) with handlabel 'gold-standard' images from two expert observers. The paper is concluded by a discussion of the results and some proposals for further work.
Feature Modelling and Estimation
The global shape of the retinal vessel structure ( figure 1(a) ), in general, cannot be modelled by a single primitive form, therefore the model can only represent the local shape of a vessel in a small region ( figure 1(b) , (e)). Here, we exploit the symmetry and translational invariance properties of the Fourier domain to model linear and branching structures. In the spatial frequency domain, a single linear feature (figure 1(b)) can be approximated by a 2-dimensional Gaussian function G(), whereas multiple linear features within the same region (figure 1(c)) are modelled as a superposition of Gaussian models and the spectrum is approximated as a sum of component spectra:
where G m () is the mth Gaussian feature and φ m () is the corresponding phase spectrum.
In particular, the phase-spectrum of a component exhibits a phase variation which is related to the feature centroid. We assume that this phase variation is independent for each of the M components of the model [4] :
According to the Fourier shift theorem, the centroid µ m can therefore be estimated within the block, B l , by taking the average pairwise correlations between neighbouring coefficients along each axes.
Feature components are estimated by first separating out the component centroids using K-means clustering. Using the M spatial frequency coordinate partitions, the orientations and the widths (as variances) of the Gaussian components can be estimated by performing PCA on the covariances matrix, C m , which is calculated from the inertia tensor of the spectral energy [5] .
From the initial estimation, Θ 0 which is obtained from the spectrum of the windowed data, f B (), using Eqn: 2, we calculate the sample statistics Θ weighted by w t (x) = f B (x)G m (x|Θ t ) using a set of iterative equations:
where t denotes iteration number. The spatial regression is a MMSE estimation and similar to an EM type approach (see [5] for details). Convergence is achieved rapidly in 3-5 iterations. 
Model/Scale Selection and Feature Linking
The goal of the feature estimation and local structure type classification is to produce a succinct global object representation. We firstly estimated the image (e.g. figure 1(a) ) using multiple feature models m = 1, 2 at different block sizes, B l . If the block sizes of each scales, l, are chosen to increase by a factor of two, B l 2 = 2 l , then each four 'child' blocks, c 0 = (2i, 2j, l), c 1 = (2i + 1, 2j, l), c 2 = (2i, 2j + 1, l), c 3 = (2i + 1, 2j + 1, l), will correspond to one 'parent' block p = {(i, j, l + 1)} at next level and forming a quad-tree feature representation of the data.
Once the parameters of each model at each scale have been estimated, the most fit model and 'natural' scale for the features is determined for a given image region. We use a penalised distance measure, the Akakie information criteria (AIC), to bias the residual fit error which is expected to fall with increasing m. In minimum mean-square estimation, AIC is calculated using residual sums of squares (RSS) [6] ,
where P is the number of parameters in the model. The recursive process to finding the optimal model m opt for each block at each scale is summarised below: According the quad-tree structure, the 'natural' scales of the features can also be determined by taking the smaller value of the AIC summations of child blocks across scales and comparing the information number with their parents.
For a complete segmentation of the image, a neighbourhood linking strategy is also been employed to extract the global vascular topology. The data are modelled as a tree-like structure and each node of the tree are associated with a Gaussian kernel G. Adjacent blocks are linked to form a region adjacency graph where each vertex is a feature from the scale selection using Eqn. 5. The probability that two adjacent blocks i and j are part of the same vessel is estimated by calculating a link weight W ij in an 8-neighbour system by integrating the product of the two Gaussian feature models along a line y(t) = µ i +(µ j −µ i )t, 0 ≤ t ≤ 1, joining their centroids.
where e
is a coefficient which is formed by a normal distribution of the difference of the amplitude and models the likelihood of changes in amplitude between features. σ 2 A is estimated from the data. The nodes can then be connected by using a modified Kruskal (mKruskal) method for finding an MST of a weighted graph, W ij , as the cost along arcs and which constrains the resulting tree to be binary i.e vertices can have degree 3 or less. The algorithm proceeds as follows 1. Pre-sort the edge set, E, into descending order of weight 2. Examine each edge and add to the tree T if it satisfy:
(a) It connects two vertices from different component.
(b) The degree of vertices at each end is currently less than 3. 3. Stop when the weight of the current edge is less than some user defined threshold.
Experiments and Evaluations
The results of the described method were tested by using twenty retinal fundus images (size 605 × 700) obtained from the website of STARE project 2 . Prior to analysis the images are converted to grey scale by simple taking and inverting the green channel of the original RGB images. Figure 2 illustrates results of the ML estimation and model/scale selection method. Overall, after the ML estimation, the the orientation, position and width of the features both along blood vessels and near bifurcations are accurately modelled. Based on the AIC model/scale selection scheme, we then attempted to select the best model and scale for each feature to represent the data. Figure 2(a) , (b) shows the reconstruction using different type of models, whereas a combined results is presented at figure 2(c) . The highlighted block edges indicates that the features were located at different scales. To infer global structure we have used a mKruskal linking strategy. The result in figure 3(a) shows the ability of the algorithm to successfully track and characterize much of the vessel topology, however, the deterministic linking approach is prone to becoming trapped in local maximum and unable to explore less certain, alternative explanations of the data. The binarised vascular structure reconstruction using the above method and a hand-labelled ground truth image is also presented at figure 3(b)-(c) . The binarisation is produced by thresholding each feature block at 2 standard deviation (t σ = 2) of the Gaussian model which approximates well the local width of the vessel. By varying this thresholding, we plotted a ROC curve, figure 4(a). The binarised vessel segmentation results of the whole data set (20 images) were also produced by using threshold value at t σ = 2 and compared to the hand-labelled 'gold-standard' images ( figure 4(b) ).
For these experiments, our algorithm yields an average sensitivity of approximately 84% and a specificity of approximately 93%. These figures compare well with the results of match-filter response based algorithms [3] .
Conclusions
In the paper, we have presented a vessel segmentation algorithm. The estimator can explicitly model bifurcations and is cheap to compute and robust in the presence of uncertainties in the image due to low signal to noise ratios. We have validated the approach against observer studies and shown it to have good accuracy and reliability. We are investigating the use of a randomised linking strategy in place of the mKruskal to improve the vascular structure inference.
