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A homotopy theory of weak ω-categories
Harry Gindi
Abstract. In this paper, we consider the model structure on the category of
cellular sets originally conjectured by Cisinski and Joyal to give a model for
the homotopy theory of weak ω-categories. We demonstrate first that any Θ-
localizer containing the spine inclusions ι : Sp[t] →֒ Θ[t] must also contain the
maps X×ι : X×Sp[t] →֒ X×Θ[t] for all objects [t] of Θ and all cellular sets X.
This implies in particular that a cellular set S is local with respect to the set of
spine inclusions if and only if it is Cartesian-local. However, we show that the
minimal localizer containing the spine inclusions is not stable under two-point
suspension, which implies that the equivalences between objects fibrant for
this model structure only depend on their height-0 and height-1 structure. We
then try to see if adopting an approach similar to Rezk’s, namely looking at all
of the suspensions of the inclusion of a point into a freestanding isomorphism.
We call the fibrant objects for this model structure isostable Joyal-fibrant
cellular sets. We understand the resulting model structure to be conjectured
by a few mathematicians to give a model structure for a category of weak ω-
categories. However, we make short work of this claim by producing an explicit
example of a nontrivial contractible cofibrant strict ω-category (with respect
to the folk model structure) and showing that it is, first, not trivially fibrant,
and second, proving that it is fibrant with respect to the isostable Joyal model
structure. We finally restart our approach from the beginning; bruised and
battered, but also older and wiser, we construct a conjectural model structure
which appears to have all of our desired properties.
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Introduction
Based on the earlier work of Boardman and Vogt, Joyal introduced the theory
of quasicategories as a way of dealing with constructions in homotopy theory that
were modeled by homotopy-coherent diagrams. Jacob Lurie then extended much
of ordinary category theory to these quasicategories, which he and others have
envisioned as a theory of (∞, 1)-categories. However, as the theory of (∞, 1)-
categories became more and more well-understood, it became clear that it was
perhaps less interesting than had been previously suspected, One major problem
with the theory is that much of the richness we would expect in a theory of higher
categories was simply not present. Limits and colimits are defined using cocones
and cones. Arrows that are equivalences are parameterized by maps out of the nerve
of a freestanding isomorphism. We have no notions of laxness, and we even have
the property that every weighted limit or colimit can be obtained as the conical
limit of an easily modified diagram.
Moreover, since the notion of an (∞, 2)-category is not a priori defined, we can’t
perform (homotopy coherent) 2-categorical operations on the category of (∞, 1)-
categories, which forces us to take the “local” view of important things like Kan
extensions, adjunctions, representability, and things that are generally understood
using strict 2-categories. Interesting and important higher-categorical algebraic
structures like monads, operads, monoidal products, braiding, symmetry, etc. are
shoehorned into what amounts to a “thickened” theory of 1-categories, and these
kinds of maneuvers make much of the theory unwieldy.
We give an example of this: To define the Grothendieck correspondence for
diagrams of spaces indexed by an (∞, 1)-category, Lurie first obtains a rather large
family of simplicial Quillen adjunctions
Stφ : (∆̂ ↓ X)Dex ⇄ (∆̂
X)Proj
indexed by triples (X,φ,X) consisting of a simplicial set X , a simplicially enriched
category X, and a map φ : C[X ] → X. Lurie shows in [Lur06] that when this
map is a weak equivalence of simplicially enriched categories, the image of the
simplicially enriched subjecategory of (∆̂X)Proj spanned by the cofibrant-fibrant
objects under the right adjoint (Stφ,Unφ) is weakly equivalent as a simplicially
enriched category to the simplicially-enriched subcategory of ∆̂ ↓ X)Dex spanned
by its fibrant objects. Then by a theorem regarding simplicial model categories,
this implies that the Quillen adjunction is a Quillen equivalence.
However, from the point of view of a theory of (∞, 2)-categories, we never re-
ally need to leave to an external theory in order to formulate the (∞, 1)-categorical
Grothendieck construction. In fact, we have a number of different ways that we can
do it. One way to do it is to find a fibrant object that models the (∞, 1)-category of
spaces and then either define the grothendieck construction by means of an oplax
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colimit or by means of the pullback of the generalized universal fibration, which
can easily be defined using an (op)lax version of the join construction. However,
this leaves us with the problem of how to deal with higher and higher dimensional
versions of (∞, n)-categories to be able to easily perform n + 1-dimensional oper-
ations on (∞, n)-categories. We should think about the grothendieck construction
as encoding n+ 1-dimensional data as n-dimensional data.
Then to be able to formalize everything in a single theory, we’re forced to
consider the case where n is infinite. In this paper, we will consider a number
of candidates for a homotopy theory that encodes these ideas. Ultirmately, we
will show that the model structure proposed by Cisinski and Joyal doesn’t quite
pass muster, since it does not satisfy the expected stability property (namely that
the two-point suspension of a Cisinski-Joyal weak equivalence need not be a weak
equivalence). However, we can use some of the tools developed in the first chapter to
obtain a “stabilized” form of this theory. Moreover, we show that both the original
form and its stabilized counterpart are cartesian-closed model structures. That is,
it is a theorem of Cisinski that the minimal Cisniski model structure on a presheaf
category is generated by choosing the cylinder functor to be the cartesian product
with the subobject classifier. This model structure is obviously cartesian-closed,
by construction. We then include the spine inclusion maps as weak equivalences,
which generate the Cisinski-Joyal model structure and show that these also generate
a cartesian model structure. Finally, the stabilization of this model structure under
the categorical two-point suspension functor is proven to be be cartesian closed.
However, both of these efforts are proven to fail, since we find that two strict
ω-categories that are equivalent in the sense of [LMW07] need not have weakly
equivalent nerves in either of these model structures. From these two failures, we see
what the ultimate model structure is forced to be and state its definition in terms of
generating maps, but our resulting set of generators is extremely unparsimonious.
We conjecture (2.4.0.4) that a smaller set of generators will suffice.
We recently became aware of independent work reaching similar conclusions
about the conjecture of Cisinski and Joyal through somewhat different methods by
Dimitri Ara [Ara]. While we provide a sequence of counterexamples in each higher
dimension, he proves very generally that the suspension of any map belonging to
a general class of weak equivalences in the ∞, n-case of the conjecture fails to a
weak equivalence, and to rectify this, echoing Rezk, he proposes a small family of
generating weak equivalences in order to rectify the problem.
The author would like to give special thanks to Denis-Charles Cisinski for his
invaluable guidance and mentorship, as well as for his help in formulating parts
of (1.3), to David Oury for his lively correspondence and his continued interest in
our work, and finally, to Richard Steiner, whose tireless work in the area of pasting
theory has given us a better understanding of the lax tensor product than we ever
even thought was reasonable.
CHAPTER 1
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2 1. BACKGROUND
1.1. Iterated wreath products and the category Θ
We will make use of two equivalent definitions of the category Θ of cell objects:
The first definition, covered in this section is due to Berger in [Ber07], where he
defines it to be the filtered union of wreath powers of the simplex category ∆ along
the inclusion maps ∆≀n ∼= ∆≀n ≀ ∗ →֒ ∆≀n+1. This section will give a quick review
of this theory. Some of the exposition in this section is based on [CM11], and the
author makes no claims of originality in this section.
1.1.1. The category Γ. Recall that Segal’s category, Γ, is defined as follows:
The objects are the (possibly empty) sets Γm = {x ∈ N : 1 ≤ x ≤ m} for each m ∈
N, and morphisms Γm → Γn are functions f : Γm → 2Γm such that f(a)∩ f(b) = ∅
if a < b). Given morphisms, f : Γm → Γn and g : Γp → Γm, we define the composite
f ◦ g : Γp → Γn by letting (f ◦ g)(s) =
⋃
t∈f(s) g(t). It is left as an exercise to the
reader to show that this law of composition is indeed associative.
1.1.1.1. Proposition. The category Γ is equivalent to the category (0 ↓ Fin)op,
where Fin is defined to be the category of finite sets, and where 0 denotes the set
with a single element.
Proof. It is immediate that (0 ↓ Fin) is equivalent to the subcategory of Set
whose objects are the sets n = {x ∈ N : 0 ≤ x ≤ n} and whose morphisms are
those functions f : n→ m such that f(0) = 0.
Given such a function, we define a map Γf : Γm → Γn by the rule x 7→ f−1(x).
Conversely, given a map f : Γm → Γn, we define the subset f(0) ⊆ Γn to be the
complement
f(0) = Γn −
⋃
s∈Γm
f(s).
Then we define the function [f ] : n → m by the rule [f ](s) = j where j is the
unique number 0 ≤ j ≤ m such that s ∈ f(j). It is clear that[Γf ] = f and Γ[g] = g,
so this determines an anti-equivalence of categories. 
1.1.2. The categorical wreath product. Let A be a category, and let
F : B → Γ be an object of (Cat ↓ Γ).
Then we define the wreath product B ≀ A as follows: The objects of B ≀ A
are pairs (b, {ai}i∈F (b)) comprising an object b of B and a family of objects of A
indexed by the elements of F (b).
A morphism (b, {ai}i∈F (b)) → (b
′, {a′i}i∈F (b′)) is given by the data of a pair
(f, {ηij}) comprising
(i) a morphism f : b→ b′ of B, and
(ii) a morphism ηij : ci → dj for each pair i, j such that i ∈ F (b) and j ∈
F (f)(i)
It is left as an easy exercise to show that the composition of two such maps
obtained in the obvious way is indeed associative.
If G : (B′, F ′)→ (B,F ) is a functor over Γ, and Ψ: A′ → A is any functor, we
obtain a functor G ≀ F : B′ ≀A′ → B ≀ A defined on objects by the rule
(b′, (a′i)i∈F ′(b′)) 7→ (G(b), (Ψ(a
′
i))i∈F (G(b′))
(which makes sense since F ◦G = F ′) and is defined on morphisms in the obvious
way.
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1.1.2.1. Definition. We say that a category C is semi-additive if it admits
finite products and a null object. A morphism between such categories is a finite-
limit preserving functor
1.1.2.2. Proposition. The category Γ ≀A is the free semi-additive category on
A, and there exists a canonical functor α : Γ ≀ Γ→ Γ sending an n-tuple of objects
Γn(Γi1 , . . .Γin) to their sum, Γi1+···+in .
Proof. Since Γ0 is a null object for Γ, we see that Γ ≀A has null object equal
to Γ0(). We also have for any two objects X = Γi(a1, . . . ai) and Y = Γj(b1, . . . bj)
an object Γi+j(a1, . . . , ai, b1, . . . bj), which, when equipped with the two projec-
tions Γi+j(a1, . . . , ai, b1, . . . bj) → Γi(a1, . . . , an and Γi+j(a1, . . . , ai, b1, . . . bj) →
Γj(b1, . . . , bj is easily checked to be a cartesian product of X and Y . It also admits
a unique embedding A →֒ Γ ≀ A defined on objects by the rule a 7→ Γ1(a), so every
nonzero object of Γ ≀ A is uniquely a product of objects of the form Γ1(a).
Since Γ ∼= Γ≀∗, and Γ≀∗ is semi-additive, there exists a unique finitely continuous
functor Γ ≀ Γ→ Γ ≀ ∗ ∼= Γ, which sends an object Γn(Γi1 , . . .Γin) =
∏n
j=1 Γ1(Γij ) to
the object
∏
j=1 Γij = Γ
∑
n
j=1 ij
. 
1.1.2.3. Proposition. The wreath product is a monoidal product for the cate-
gory (Cat ↓ Γ) with monoidal unit given by the functor classifying Γ1, eΓ1 : ∗ → Γ.
Proof. We see that (∗, eΓ1) ≀ (B, λB) → Γ ≀ Γ sends the objects ∗(b) to the
objects Γ1(λB(b)), which maps under α to the object ΓλB(b) of Γ. Similarly (B, λB)≀
(∗, eΓ1) sends the objects b(∗, ∗, . . . , ∗) to the objects λB(b)(∗, ∗, . . . , ∗), which map
under α to the objects Γ∑λB(b)
i=1 1
, which are precisely the objects ΓλB(b).
Let (A, fA), (B, fB), (C, fC) be categories over Γ (we will suppress the functors
fX unless otherwise noted) to. To prove the associativity of ≀, we see that there
is an isomorphism of categories, natural in A,B,C, αABC : (A ≀ B) ≀ C → A ≀ (B ≀
C) where the object (a, {bi}i∈fA(a))({cj : j ∈ Fb(fA(a))}) is sent to the object
(a, {bi, {cj}j∈fB(bi)}i∈fA(a)).
The definition on morphisms can be extracted from the definition on objects
by reindexing, and we leave an explicit description of this reindexing as an exercise.
Naturality in A,B,C follows from the functoriality of the wreath product. From
this, we obtain a commutative square in Cat
(A ≀B) ≀ C A ≀ (B ≀ C)
(Γ ≀ Γ) ≀ Γ Γ ≀ (Γ ≀ Γ)
,
from which it follows that αABC is indeed a morphism over Γ for all triples A,B,C
if and only if the isomorphism αΓΓΓ is a morphism over Γ. However, it is easy to
see that this holds, ultimately, by the generalized associativity of iterated addition
in N. 
1.1.3. Infinite wreath products. Iterating the wreath product construction
on a category FB : B → Γ over Γ, we obtain by recursion a definition of the nth
wreath power B≀n+1 = B ≀B≀n. Suppose further that B is equipped with a functor
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eb : ∗ → B classifying an object b of B. Then by iterating the wreath product
construction on eb : ∗ → B, we construct the following data by recursion:
(i) Let B0 = ∗, and let ι0 = eb.
(ii) Let Bi+1 = B ≀Bi, and let ιi+1 = idB ≀ιi : B ≀Bi → B ≀Bi+1.
Since B ≀∗ is canonically isomorphic to B, we obtain a diagram, TB,b,FB : N→ Cat:
B0 B1 B2 . . . Bn Bn+1 . . .
ι0 ι1 ι2 ιn−1 ιn ιn+1
We then define C(B, b, FB) = C(B, b) = lim−→
TB,b,FB as the colimit of this
system.
1.1.4. The simplex category ∆. Recall that the simplex category, ∆, is
defined to be the skeleton of the full subcategory of Cat spanned by the finite
nonempty linearly-ordered sets (regarded as categories). The objects of ∆ are
isomorphism classes of linearly ordered sets, where [n] denotes the class of the
linearly-ordered set {0 < · · · < n}. In fact, we may identify the skeleton with the
full subcategory spanned by such sets. In the sequel, we will make this identification
without timidity, justified by the fact that there is at most one isomorphism between
any two linearly-ordered sets.
Following Rezk in [Rez10a], we call a map f : [n]→ [m] in ∆ sequential if
f(i− 1) + 1 ≥ f(i), 1 ≤ i ≤ n.
We say that an object γ : [1] → [n] of ([1] ↓ ∆) is an interval if γ(0) = 0 and
γ(1) = n, and we say that an interval is strict if the map γ is also injective. Let D1
denote the full subcategory of ([1] ↓ ∆) spanned by the strict intervals. We denote
a strict interval whose underlying simplex is [n] by |n|, and we denote the image of
the inclusion γ by ∂|n|.
We have a functor q : D1 → (0 ↓ Fin) defined on objects by the formula
|n+ 1| 7→ |n+ 1|/∂|n+ 1| = n
and defined on morphisms by the universal property of quotients. This gives us a
functor qop : (D1)op → (0 ↓ Fin)op ∼= Γ. However, the category D1 is isomorphic
to ∆op by the functor [n] 7→ ∆([n], [1]) = |n+1|, the confirmation of which we leave
to the reader.
We write F∆ for the induced functor ∆ → Γ. We see that clearly, F∆([m]) =
Γm, and given f : [n] → [m], we compute F∆(f)(i) for i ∈ Γn. First, we obtain a
morphism
f∗ : |m+ 1| = ∆([m], [1])→ ∆([n], [1]) = |n+ 1|,
which descends to a morphism q(f∗) : n = q(|n + 1|) → q(|m + 1|) = m, so
F∆(f)(i) = Γq(f∗)(i) = (q(f
∗))−1(i), but q(f∗)(j) = i if and only if f∗(j) = i. Let
cj : [m]→ [1] be the unique morphism such that j = inf(c
−1
j ({1}). Then f
∗(j) = i
holds if and only if i = inf((cj ◦ f)−1(1)) if and only if f(i − 1) < j ≤ f(i). Then
F∆(f)(i) = {j : f(i − 1) < j ≤ f(i)}. This gives us an explicit description of the
functor F∆ : ∆→ Γ. Combining this with the definition of the wreath product, we
obtain:
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1.1.5. The category ∆ ≀ C. Let C be a category. Then applying the wreath
product construction with respect to the functor p : ∆ → Γ, we may describe the
category ∆ ≀C explicitly as follows: An object of ∆ ≀C is given by the data of a pair
(n, (c1, . . . cn)), written [n](c1, . . . , cn, where n ∈ N and (c1, . . . , cn) ∈ Ob(C×n).
A morphism [n](c1, . . . , cn) → [m](d1, . . . , dm) is given by the data of a pair
(f, {ηij}) comprising
(i) a morphism f : [n]→ [m] of ∆, and
(ii) a morphism ηij : ci → dj for each pair i, j such that f(i− 1) < j ≤ f(i)
In general, for any category C, we will call the category ∆≀C the ∆-suspension
of C. We will define Θ to be C(∆, [0]).
1.2. Strong generators and completions
We will find it extremely useful to sharpen Cisinski’s theory [Cis06, 1.4]with
respect to how localizers are generated with respect to simplicial completions and
how to deal with regularity [Cis06, 3.4] with these generators.
1.2.1. Simplicial generators for localizers. Let C be a small category. We
let W∞ denote the C×∆-localizer generated by the maps X ×∆n → X ×∆0 for
every presheaf X on C and every n ≥ 0.
1.2.1.1. Proposition ([Cis06, Corollary 2.3.7]). The C × ∆-localizer W∞ is
accessible.
Proof. See the proof in [Cis06]. 
1.2.1.2. Definition. We say that a class of maps S in Ĉ is a weak class of
irregular generators for a C-localizer W if W(S) = W.
We say that a class of maps S in Ĉ×∆ is a class of simplicial irregular
generators for a localizer W if the C×∆-localizer
W(S ×∆0 ∪W∞)
is exactly the simplicial completion of W.
We say that a class of maps S in Ĉ is a class of strong irregular generators
for W if the class S × ∆0 of maps of the form f × ∆0 where f ∈ S is a class of
simplicial irregular generators for a C-localizer W.
1.2.1.3. Proposition. If S is a class of strong irregular generators for a C-
localizer W, then W = W(S).
Proof. This follows immediately from [Cis06, Proposition 2.3.30]. 
There is a useful and na¨ıve way to strengthen classes of weak irregular genera-
tors to classes of strong irregular generators:
1.2.1.4. Proposition. If S is a class of weak irregular generators for a localizer
W, then S∪cart({ℓ : L→ e}) is a strong class of generators, where L is the subobject
classifier of C, and cart({ℓ}) is the class of all maps X × ℓ : X × L→ X where X
is a presheaf on C.
Proof. This again follows immediately from [Cis06, Proposition 2.3.30]. 
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1.2.2. Strong regular generators for regular localizers. To utilize this
notion of strong generation for a localizer in the context of regular localizers, the
following important proposition will be extremely useful:
1.2.2.1. Proposition. If S is a class of strong simplicial irregular generators
for a C-localizer W, then the simplicial completion of the regular completion R(W)
of W is the C×∆-localizer W(S ∪R(W∞)), where R(W∞) is the regular completion
of W∞, which is precisely the class of objectwise weak homotopy equivalences of
simplicial presheaves.
Proof. This follows easily from [Cis06, Corollary 3.4.47]. 
Based on this proposition, we can give a slightly weaker notion of strong gen-
eration:
1.2.2.2. Definition. We say that a class of maps S in Ĉ is a class of weak
regular generators for a regular localizer W if S is a class of weak irregular
generators for some C-localizer W′ whose regular completion R(W′) is exactly W.
We say that a class of maps S in Ĉ×∆ is a class of simplicial regular
generators for a regular localizerW if S is a class of simplicial irregular generators
for some C-localizer W′ whose regular completion R(W′) is exactly W.
We say that a class of maps S in Ĉ is a class of strong regular generators
for W if the class S × ∆0 of maps of the form f × ∆0 where f ∈ S is a class of
simplicial regular generators for a C-localizer W.
Unless otherwise noted, when W is a regular localizer, a class of strong gen-
erators for W will always mean a class of strong regular generators.
Then we easily obtain the following useful corollary:
1.2.2.3. Corollary. If S is a small set of strong generators for a regular
localizer W, then the simplicial completion of W is the class of weak equivalences
of the left Bousfield localization of Ĉ×∆inj at S.
1.2.2.4. Proposition. If S is a class of weak regular generators for a localizer
W, then S∪cart({ℓ : L→ e}) is a strong class of regular generators, where L is the
subobject classifier of C, and cart({ℓ}) is the class of all maps X × ℓ : X × L→ X
where X is a presheaf on C.
Proof. This again follows immediately from from [Cis06, Corollary 3.4.47].

1.3. A model structure on ∆̂ ≀ C
We thank Denis-Charles Cisinski for his invaluable help with the formulation
of this section. We will give a model structure whose fibrant objects are models for
categories weakly enriched in the homotopy theory of W-fibrant presheaves of sets
on C whenever (C,W) a pair comprising a small category C together with a fixed
accessible cartesian regular C-localizer, W. For now, we fix the small category C.
1.3.1. The intertwining functor VC. For any category A, we let YA : A →֒
Â denote the Yoneda embedding. Then we have an apparent pair of functors
Y∆≀C : ∆ ≀ C →֒ Ĉ,
1.3. A MODEL STRUCTURE ON ∆̂ ≀ C 7
the Yoneda embedding of ∆ ≀C, and by the functoriality of the wreath product, the
∆-suspended Yoneda embedding of C,
L = id∆ ≀YC : ∆ ≀ C →֒ ∆ ≀ Ĉ
.
We define the C-intertwiner VC : ∆ ≀ Ĉ → ∆̂ ≀ C to be the left Kan extension
L!(Y∆≀C) of YC along L. Unless there is a risk of confusion, we will typically suppress
the subscript C.
1.3.2. Mapping objects. For any Ĉ-enriched simplicial set X , equipped with
a pair of vertices (x0, x1) of X, we will construct a mapping object X(x0, x1) of Ĉ.
The following lemma is due to Rezk in [Rez10a]:
1.3.2.1. Lemma. Given any two families A1, . . . , Am and B1, . . . , Bn of
presheaves on C, the functor P : Ĉ→ ∆̂ ≀ C defined by the formula
X 7→ V [n+ 1 +m](A1, . . . , Am, X,B1, . . . , Bn)
is a parametric left adjoint, that is to say, the natural factorization
P0 : Ĉ→ (P (∅) ↓ ∆̂ ≀ C)
of P through the forgetful functor
U0 : (P (∅) ↓ ∆̂ ≀ C)→ ∆̂ ≀ C
admits a right adjoint. Further, we have that
P (∅) = V [m](A1, . . . , Am)
∐
V [n](B1, . . . , Bm)
.
Proof. Since we are taking the left Kan extension of the Yoneda embed-
ding along L = id∆ ≀YC, if we let hZ , for any object Z of ∆ ≀ Ĉ, be the functor
A 7→ Hom∆≀C(A,Z) representing Z, we obtain a simple formula for V Z as L∗(hX)
because the conical formula for the pointwise left Kan extension degenerates on the
Yoneda embedding.
To see why this is true, notice that in the conical formula for the left Kan
extension, we have that
V (Z) = lim
−→
((L ↓ Z)→ ∆ ≀ C→ ∆̂ ≀ C),
where (L ↓ Z) is the pullback ∆ ≀C→ ∆ ≀ Ĉ← (∆ ≀ Ĉ ↓ Z). However, by inspection,
the category (L ↓ Z) is precisely the category of elements of the ∆ ≀ C-presheaf
L∗(hZ), so composing this diagramwith the Yoneda embedding and taking a colimit
is precisely the colimit of the category of elements of the presheaf L∗(hZ), which
just so happens to be L∗(hZ) by Yoneda’s lemma.
Let a = [q](c1, . . . , cq be an object of ∆ ≀ C. Following Rezk in [Rez10a],
we see that the set of maps a → L(X) belongs, can be divided into partitions
corresponding to the partitions of Hom∆([q], [m + 1 + n]), parameterized by the
elements p ∈ Hom∆([q], [1]) = {p} 0 ≤ p ≤ q + 1 as follows:
G(p) =

{δ} δ(0) ≥ m+ 1 if p = 0
{δ} δ(p− 1) ≤ m, δ(p) ≥ m+ 1 if 1 ≤ p ≤ q
{δ} δ(q + 1) ≤ m if p = q + 1
,
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which decomposes the set HomΘ̂(a, L(X)) into the factors (S0, . . . , Sq+1), where
the factor S0 is∐
δ∈G(0)
q∏
i=1
δ(i)∏
j=δ(i−1)+1
Bj−(m+1)(ci) ≈ V [n](B1, . . . , Bn)(θ),
the factor Sq+1 is∐
δ∈G(q+1)
q∏
i=1
δ(i)∏
j=δ(i−1)+1
Aj(ci) ≈ V [m](A1, . . . , Am)(θ),
and the factor Sp for 1 ≤ p ≤ q is∐
δ∈G(p)
 p∏
i=1
min(δ(i),m)∏
j=δ(i−1)+1
Aj(ci)
×X(cp)×
 q∏
i=p
δ(i)∏
j=max(δ(i−1),m)+2
Bj−(m+1)(ci)
 .
It follows by inspection that the functor P0 preserves colimits and that
P (∅) = V [m](A1, . . . , Am)
∐
V [n](B1, . . . , Bn).

Since V [1](∅) = ∗
∐
∗, the preceding lemma in the case where m = n = 0
gives us our desired right adjoint R : (V [1](∅) ↓ ∆̂ ≀ C) → Ĉ. Given a Ĉ-enriched
simplicial set X together with a pair of vertices (x0, x1) of X, we can take these
data together to give a map (x0, x1) : V [1](∅)→ X , which give an object X, (x0, x1)
of (V [1](∅) ↓ ∆̂ ≀ C). Then we define X(x0, x1) = R(X, (x0, x1)). By functoriality,
for any map f : X → Y in ∆̂ ≀ C and any pair of vertices x0, x1, we obtain a natural
map fx0,x1 : X(x0, x1)→ Y (f(x0), f(x1)). Indeed, it is for this reason that we call
∆̂ ≀ C the category of Ĉ-enriched simplicial sets.
1.3.3. Simplicial mapping objects and A-simplices.
1.3.3.1. Definition. If S is a simplicial set equipped with a pair of vertices
(s0, s1) : ∆0
∐
∆0 → X, we define S(s0, s1) to be the pullback of the diagram
∆0
(s0,s1)
→ S∂∆1 ← S∆1 ,
and we call it the simplicial set of edges from s0 to s1. This association is
functorial in the category of bipointed simplicial sets and admits a right adjoint Σ,
the unreduced suspension functor,
K 7→
∂∆1 → K ×∆1 ∐
K×∂∆1
∆0 × ∂∆1

1.3.3.2. Lemma. For any Ĉ-enriched simplicial set X equipped with two vertices
(x0, x1), we may construct a simplicial presheaf MapX(x0, x1) on C, functorial in
bipointed objects of ∆̂ ≀ C, such that
X(x0, x1) = MapX(x0, x1)0
and
Hom(A,MapX(x0, x1)) = M(A,X)(x0, x1).
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Moreover, this functor arises from a cosimplicial enlargement of the functor A 7→
∆1[A].
Proof. We will show that ΣK[−] : Ĉ → ∆̂ ≀ C is a parametric left adjoint for
any simplicial set K. It suffices to prove this when K is a simplex or empty, since
Σ is well-known to be a parametric left adjoint. The case when K is empty is clear,
since Σ∅ = ∆0
∐
∆0, and (∆0
∐
∆0)[A] is just a coproduct of two vertices for every
presheaf A on C.
The case when K = ∆0 is simply the functor ∆1[−], which is a parametric
left adjoint by (1.3.2.1). For K = ∆n, we can decompose ΣK using the prism
decomposition for the product ∆n×∆1. The prism decomposition presents ∆n×∆1
as the colimit
lim−→
(
∆n+1
δn← ∆n
δn→ ∆n+1
δn−1
← . . .
δ1→ ∆n+1
)
.
When we take the pushout of the diagram
∆n ×∆1 ← ∆n × ∂∆1 → ∆0 × ∂∆1,
together with the prism decomposition, we find that Σ(∆n) can be identified with
the colimit of the diagram
Enn+1 ← E
n−1
n → E
n−1
n+1 ← E
n−2
n → · · · ← E
1
n → E
1
n+1,
where Ein is the colimit of the diagram
∆0
∐
∆0 ← ∆i−1
∐
∆n−i →֒ ∆n,
where the map ∆i−1 →֒ ∆n is the face spanned by the vertices [0, . . . , i − 1], and
∆n−i →֒ ∆n is the face spanned by the vertices [i, . . . , n]. Since (−)[A] preserves
colimits, it will suffice to show that Ein[−] is a parametric left adjoint for any pair
(n, i) such that 1 ≤ i ≤ n− 1.
By the cocontinuity of (−)[A], we may decompose Ein[−] as the pushout of the
diagram
∆0
∐
∆0 ← ∆i−1
∐
∆n−i[−]→ ∆n[−].
However, it is clear from this construction that we may replace ∆i−1
∐
∆n−i[−] by
V [(i − 1) + 1 + (n− i)](∗, . . . , ∗, ∅, ∗, . . . , ∗)
and ∆n[−] by
V [(i − 1) + 1 + (n− i)](∗, . . . , ∗,−, ∗, . . . , ∗),
since these are the parts of the functor that are killed in the pushout. However,
by (1.3.2.1), these functors are parametric left adjoints whose values on ∅ are all
exactly ∂∆1 = ∆1[∅].
It follows from this that we may define the aforementioned functor
Map : (∆1[∅] ↓ ∆̂ ≀ C)→ ∆̂× C
by the formula
MapX(x0, x1)n(c) = Hom(∂∆1↓∆̂≀C)
(
Σ(∆n)[c]
1
0, X
x1
x0
)
,
which is well-behaved since the functor Σ(K)[−] is a parametric left adjoint for
every simplicial set K. We can see that Hom(A,MapX(x0, x1)) = M(A,X)(x0, x1)
by unraveling the definitions. 
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1.3.4. The ∆ ≀ C-localizer WSc. We begin with a small warning regarding
notation:
1.3.4.1. Note. Given a family of objects c = (c1, . . . , cn) of C, we will denote
the presheaf Y∆≀C([n](c1, . . . , cn)) by ∆n[c]. Similarly, for a family of presheaves
(A1, . . . , An) on C, we will denote V [n](A1, dots, An) simply by ∆n[A]. We warn
the reader that when A is simply a presheaf on C, this notation is used to mean
V [n](A, . . . , A), but we are quite confident that the reader will be able to sort out
which means which from context. We just thought we’d let the reader know as a
matter of courtesy.
1.3.4.2. Definition. Given a family c = (c1, . . . , cn) of objects of C, we define
Segal core of the c-simplex ∆n[c] to be the Ĉ-enriched simplicial set
Scn[c] = lim−→
(
∆1[c1]
δ0← ∆0
δ1→ . . .
δ0← ∆0
δ1→ ∆1[cn]
)
.
1.3.4.3. Definition. We define WSc to be the regular completion of the ∆ ≀ C-
localizer generated by the class comprising the Segal core inclusions Scn[c] →֒ ∆n[c]
for any family of objects c = (c1, . . . , cn) of C.
1.3.4.4. Lemma. The Ĉ-enriched simplicial set J = J [e], where J is the sim-
plicial set obtained by taking the nerve of the strictly contractible groupoid G2 with
two objects, is an injective object in ∆̂ ≀ C.
Proof. The functor p : ∆ ≀ C → ∆ = ∆ ≀ ∗, induced by the terminal functor
C→ ∗, gives rise to an adjunction
p! : ∆̂ ≀ C⇆ ∆̂ : p
∗.
We can see easily that p∗(X) = X [e] for any simplicial set X, because the functor
p∗ itself admits a right adjoint, which is M(e,−). Then J [e] = p∗J = p∗N∆(G2),
so it will suffice to show that p∗N∆ sends trivial fibrations in the natural model
structure on Cat to trivial fibrations of Ĉ-enriched simplicial sets.
However, this is equivalent to asking that the left adjoint of this functor sends
monomorphisms of Ĉ-enriched simplicial sets to cofibrations between categories.
However, cofibrations in Cat are just functors that induce injections on sets of
objects. We leave the easy proof of this fact to the reader. 
1.3.4.5. Corollary. For every Ĉ-enriched simplicial set X, the canonical map
J ×X → X is a trivial fibration, and in particular, belongs to WSc.
Proof. Since J is an injective object, the map J → e is a trivial fibration,
which means that the map X×J → X is a trivial fibration as well, and therefore, it
follows that X×J → X belongs to W≀, since localizers contain all trivial fibrations.

1.3.4.6. Corollary. The functor (−)[e] : ∆̂ → ∆̂ ≀ C is a left Quillen functor
when ∆̂ is equipped with the Joyal model structure and when ∆̂ ≀ C is equipped with
the Cisinski model structure generated by WSc.
Proof. Since the functor (−)[e] = p∗ admits an exceptional left adjoint, it
necessarily preserves monomorphisms. For this functor to preserve weak equiv-
alences, we may equivalently show that the preimage of W≀ contains the Joyal
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weak equivalences. We can show that this is the case, then, by showing that the
preimage is itself a ∆-localizer containing the spine inclusions, which are known to
generate the Joyal weak equivalences. However, by [Cis06, Proposition 1.4.20], the
preimage forms a ∆-localizer provided that there exists some functorial cylinder
I = (I, ∂0, ∂1, σ) of ∆ such that σX [e] : (I ⊗ X)[e] → X [e] is belongs to W≀ for
every simplicial set X .
Since the functor (−)[e] preserves products, again, since it admits a left adjoint,
we see that the projection (X × J)[e]→ X [e] is exactly X [e]× J [e]→ X [e], which
belongs to W≀ by the previous corollary. This implies that the preimage of W≀
indeed forms a ∆-localizer, and this localizer clearly contains the spine inclusions,
since these are mapped to Segal cores. 
We need to make use of a technical but straightforward lemma in order to
obtain the upshot:
1.3.4.7. Lemma. If W is an accessible regular C-localizer for a small category
C, then W is cartesian if and only if its simplicial completionW∆ is cartesian.
Proof. Suppose W is cartesian. Then since the localizer is regular, its simpli-
cial completion W∆ is the class of weak equivalences obtained as the weak equiva-
lences of the left Bousfield localization of the injective model structure on simplicial
presheaves at the set S ×∆0 = {s×∆0 : s ∈ S} for some set of maps S generating
W. Since the class of weak equivalences of the injective model structure is cartesian,
it suffices to show that for any simplicial presheaf T on C and any map s : A→ B
in S, the map s × T : A × T → B × T belongs to W∆. By regularity, T is the
homotopy colimit of its category of elements, so s × T is the homotopy colimit of
maps of the form s × (c × ∆i), where the c × ∆i → T is a section of T for some
object (c, i) of C×∆. Then we have that
s× (c×∆i) = (s× c)×∆i,
and since s × c belongs to W for every c in C, all of these maps are objectwise
W-equivalences and therefore belong to W∆. Since s× T is the homotopy colimit
of a diagram of weak equivalences, it is itself a weak equivalence and therefore, W∆
is cartesian.
The converse follows immediately from [Cis06, Proposition 2.3.37]. 
1.3.4.8. Lemma. The regular ∆ ≀ C-localizer WSc generated by the Segal cores
is accessible and cartesian. Moreover, it is strongly generated by the set of maps
comprising the Segal core inclusions and the map j : J → e.
Proof. The first assertion is proven in two separate parts, since by (1.2.2.4),
we note thatWSc is strongly generated by the class Sc∪cart({j}), where Sc denotes
the set of Segal cores. Then we first show that Sc×∆0 generates a cartesian ∆≀C×∆-
localizer.
This is exactly the content of [Rez10a, Theorem 6.6] because we are looking
at the regular completion, which means that we are Bousfield localizing the class
of discrete Segal cores over the injective model structure.
However, the reader should beware that the proof depends on [Rez10a, Propo-
sition 6.4], which was left uncorrected in the most recent revision of the paper. The
proof stated there is based on an incorrect statement from the published revision,
and the author had forgotten to update it in the correction. However, the proof of
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(2.1.2.2) later in this paper can easily be modified to give a correct proof of that
assertion.
That the cartesian property holds for the whole simplicial completion is a corol-
lary of (1.3.4.7), since this implies that cart({j})×∆0 generates a cartesian ∆≀C×∆-
localizer, and by [Cis06, Corollary 1.4.19b],
W(Sc ×∆0 ∪ R(W∞)) ∪W(cart({j})×∆0 ∪ R(W∞))
generates a cartesian ∆ ≀ C × ∆-localizer, since each of the two parts generate
cartesian ∆≀C×∆-localizers. This implies by (1.3.4.7) thatWSc is indeed cartesian.
The second claim the real content of [Rez10a, Proposition 7.21], and we refer
the reader to the proof given there. 
1.3.4.9. Lemma. The functor Σ(−)[A] : ∆→ ∆̂ ≀ C is a functorial cosimplicial
resolution for the functor ∆1[A] C associated with the localizer WSc. Moreover, this
same cosimplicial resolution is also a cosimplicial resolution for (∆1)[A] viewed as
an object in the coslice category under ∆1[∅].
Proof. First, we can see that the map ∆[1] → Σ∆[n] is inner anodyne as
follows: First, we may form the pushout product of the spine inclusion ιn : Sp[n] →֒
∆[n] with the monomorphism b : ∂∆[1] →֒ ∆[1]. Since inner anodyne maps are
closed under pushout-products, this gives us an inner-anodyne map
ιn ∧ b : ∆[1]× Sp[n] ∪ ∂∆[1]×∆[n] →֒ ∆[n]×∆[1].
However, the source of this map admits another canonical map induced by the
commutativity of the square under projection to the suspension of the spine, which
is bipointed. That is to say, we are looking at the canonical map
m : ∆[1]× Sp[n] ∪ ∂∆[1]×∆[n]→ ΣSp[n].
Pushing out the pushout-product map along this map m, we obtain an inner ano-
dyne map from the suspension of the spine to the suspension of the n-simplex. To
see that the inclusion of any nontrivial edge into the suspension of the spine is inner
anodyne, suppose we’re given a lifting diagram with the inclusion of a nontrivial
edge into the suspension of the spine on the left together with an inner fibration
against which we must find a lift. However, since the suspension of the spine is just
a finite-length family of 2-disks glued together along their opposite edges, we may
continually extend the original edge along degenerate edges in front or behind and
thereby find a lift of each disk by induction.
Then in particular, the maps Σ∆[n] → ∆[1] are retracts of the inner anodyne
inclusions
∆[1] →֒ ΣSp[n] →֒ Σ∆[n]
, and therefore the functors (−)[A] must send them to weak equivalences, since those
functors necessarily preserve inner anodyne maps, as they send spine inclusions to
Segal core inclusions.
It suffices then to show that for any presheaf A on C, the cosimplicial object
defined by the functor Σ(−)[A] is Reedy cofibrant both as an ordinary resolution and
as a cosimplicial resolution in the coslice under ∆1[∅]. The second case is immediate,
since the coslice version of the cosimplicial resolution preserves monomorphisms and
colimits. Then we consider the other case.
However, this case is similarly trivial because the functor preserves connected
colimits of simplicial sets and monomorphisms, so, in particular, the image of the
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boundary of the n-simplex injects into the nth component, which gives that the
latching map is a monomorphism, and therefore that the object is a Reedy cofibrant
cosimplicial object. 
1.3.4.10. Corollary. For any WSc-fibrant Ĉ-enriched simplicial set X
equipped with two vertices x0, x1, the simplicial set MapX(x0, x1)(A) mod-
els the homotopy function complex whose set of connected components is
Ĉ[W−1Sc ]((∆1[A], 0, 1), (X, x0, x1)). Similarly, when X is WSc-fibrant, the simpli-
cial set E(A,X)n = Hom(Σ(∆n)[A], X) gives a model for the homotopy function
complex HWSc(∆1[A], X).
Proof. This follows immediately from the preceding lemma, since we have
merely constructed homotopy function complexes from the given resolutions. 
1.3.5. The ∆ ≀ C-localizer W≀. We fix an accessible cartesian regular C-
localizer W. We will give the definition of the ∆ ≀ C-localizer W≀, and using
[Rez10a, Theorem 8.1], we will show that it is cartesian. Moreover, we will show
that if S is a class of strong generators for W, then W≀ is strongly generated (over
WSc) by ∆1[S], the class comprising those maps ∆1[f ] : ∆1[A]→ ∆1[B] such that
f : A→ B belongs to S.
1.3.5.1. Definition. We define a suspended W-equivalence to be a map of
the form ∆1[f ] : ∆1[A]→ ∆1[B], where f : A→ B belongs to W.
1.3.5.2. Definition. We define W≀ to be the regular completion of the ∆ ≀ C-
localizer generated by the class comprising:
(i) The suspended W-equivalences.
(ii) The Segal core inclusions Scn[c] →֒ ∆n[c] for any family of objects c =
(c1, . . . , cn) of C.
Before we begin, we first fix some notation, to avoid confusion. We will denote
the regular ∆ ≀C×C-localizer generated by a class of maps S×∆0 with S a class of
maps in ̂∆ ≀ C×∆ byW(S∪W∞), which coincides with the localizerW(S∪R(W∞)).
If S is a class of maps in ∆̂ ≀ C, we will, by abuse of notation, letW(S) = W(S×∆0).
1.3.5.3. Theorem ([Rez10a, Proposition 8.5]). The regular ∆ ≀C×∆-localizer
W(Sc ∪∆1[W]) is cartesian. Moreover, if S is a class of strong regular generators
for W, then W(Sc ∪∆1[W]) = W(Sc ∪∆1[S])
Proof. See [Rez10a, Proposition 8.2-8.5]. 
This immediately gives us the corollary
1.3.5.4. Corollary. The localizer W≀ is cartesian, and if S is a class of strong
regular generators of W, then ∆1[S]∪Sc∪{j} is a class of strong regular generators
for W≀.
1.4. The theory of G-extensions and strict ω-categories
This section is mainly meant to be a quick review of the main results in the
second and third chapters of [Ara10], and the author makes no claims of originality
in this section.
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1.4.1. The globe category G. A good deal of this section is taken straight
from the first chapter of Dimitri Ara’s thesis, [Ara10].
Let Gn denote the category presented as the free category on
D0 D1 . . . Dn−1 Dn
σ1
τ1
σ2
τ2
σn−1
τn−1
σn
τn
modulo the the coglobular relations,
σi+1σi = τi+1σi and τi+1τi = σi+1τi
for 1 ≤ i ≤ n. There is an obvious inclusion map Gn →֒ Gn+1 for each n ∈ N. This
defines a directed system, and we denote its colimit in Cat by G.
For integers 0 ≤ i ≤ j, we define maps Di → Dj in G:
σji = σj . . . σi+1 and τ
j
i = τj . . . τi+1
It follows by induction and the coglobular relations that given Dn, Dm ∈ G, we
have that
HomG(Dn, Dm) =

{σmn , τ
m
n } if n < m
{idDn} if n = m
∅ otherwise
For any presheaf in X ∈ Ob Gˆ = Cat(Gop,Set), by abuse of notation, we let
sn = Xσn and tn = Xτn .
1.4.2. Globular patterns and G-extensions. For k ≥ 2, we define the
category Ik to be the category associated with the ordered set {(i, j) : 0 ≤ i ≤
1 ∧ 0 ≤ j ≤ k ∧ (i, j) 6= (0, k)} ordered by the relation that (i, j) ≤ (i′, j′) if and
only if i′ − i = 1 and 0 ≤ j′ − j ≤ 1. When k = 1, we let Ik = ∗.
1.4.2.1. Definition. A functor η : Ik → G for k ≥ 1 is called a globular
pattern when the following conditions are satisfied:
(i) Every morphism of the form α : (0, j)→ (1, j) in Ik, the map η(α) = σmn
for some m > n ≥ 0
(ii) Every morphism of the form β : (0, j)→ (1, j+1) in Ik, the map η(β) = τmn
for some m > n ≥ 0
If (C,F : G→ C) is a category under G, a functor η : Ik → C for some k ≥ 1
such that η factors as η∗0F = F ◦ η0 for some globular pattern η0 : Ik → G is called
a globular pattern in (C,F ).
If (C,F : Gop → C) is a category under Gop, we define a coglobular pattern
in (C,F ) to be a functor η : Iopk → C for some k ≥ 1 such that the corresponding
functor ηop : Ik → Cop is a globular pattern in (Cop, F op : G→ Cop).
We define globular sums (resp. globular products) in a category (C,F : G→ C)
under G (resp. in a category (C,F : Gop → C) under Gop), to be colimits (resp.
limits) of globular patterns (resp. coglobular pattern) η in (C,F ).
1.4.2.2. Definition. We say that a category (C,F : G → C) under G (resp.
in a category (C,F : Gop → C) under Gop) to be a globular G-extension (resp.
globular G-coextension) if it contains all globular sums (resp. globular prod-
ucts). A morphism of G-extensions is a functor under G that preserves all globular
sums. Unless otherwise noted, we will simply refer to these as G-extensions and
G-coextensions respectively.
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1.4.2.3.Definition. Given a G-extension (C,F ) and a categoryD, we define a
D-valued C-model to be a functor G : Cop → D such that (D,G◦F op : Gop → D)
is a G-coextension and such that the functor Gop : C → Dop is a morphism of G-
extensions. We define the category Mod(C,D) to be the full subcategory of DC
op
spanned by the D-valued C-models.
By abuse of notation, for any category D we denote the full subcategory of
DG
op
spanned by the G-coextensions by Mod(G, D). We call the objects of this
category globular sets taking values in D.
1.4.3. The initial G-extension Θ0.
1.4.3.1. Proposition. There exists a unique G-extension (Θ0, ι0G→ Θ0) such
that the induced transformation
ι∗0 : Mod(Θ0, ·)→ Mod(G, ·)
is an equivalence of 2-functors. Moreover, for any G-extension D,F , there exists a
unique (up to isomorphism) factorization of the structure map F as the composite
of the map ι0 : G→ Θ0 with some morphism of G-extensions F0 : Θ0 → D .
Proof. We take Θ0 to be the full subcategory of Ĝ spanned by the globular
sums. This gives a G-extension because Θ0 ⊆ Ĝ contains the image of the Yoneda
embedding, which gives us a factorization G →֒ Ĝ = G
ι0
→֒ Θ0
γ0
→֒ Ĝ.
Then we would like to construct an inverse for the transformation ι∗0. Let
Comp be the 2-subcategory of Cat spanned by the complete categories with limit-
preserving functors between them. By the universal property of the co-Yoneda em-
bedding, we have that for any complete categoryB,Cat(Gop, B) ≃ Comp(Ĝop, B),
naturally in B. Also, since every complete category B necessarily contains all
globular products for any functor Gop → B, and since every continuous functor
X : Ĝop → B necessarily preserves all globular products a fortiori, we have an
embedding Comp(Ĝop, B) →֒ Mod(Ĝ, B)
Then we see that we have a chain of transformations natural in C, the composite
of which we will call FC ,
Mod(G, C)
ι
→֒ Cat(Gop, Ĉ) ≃ Comp(Ĝop, Ĉ) →֒ Mod(Ĝ, Ĉ)
γ∗0→ Mod(Θ0, Ĉ),
but for each globular set X taking values in C, the object FX : Θ0 → Ĉ necessarily
factors uniquely (up to specified isomorphism) through the Yoneda embedding,
since the category C, i∗0FX : G → C under G contains all globular products, and
the Yoneda embedding C →֒ Ĉ necessarily preserves them.
This means, in particular, that FC factors through the inclusion
Mod(Θ0, C) →֒ Mod(Θ0, Ĉ).
We let HC denote the factor of FC going from Mod(G, C) to Mod(Θ0, C) (natu-
rally in C. Suppressing the C, we see that H clearly inverse to ι∗0 by way of the
factorization. The fact that Θ0 is initial in the category of G-extensions follows
from the earlier claim by letting C = Dop. 
We recall a proposition of Ross Street in [Str00]:
1.4.3.2. Proposition. There exists an order structure ◭A on (G ↓ A) for any
presheaf A on G such that maps A→ B of presheaves induce order preserving maps
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(G ↓ A)→ (G ↓ B) and such that the associated ordered sets ((G ↓ X),◭X) of the
objects X of Θ0 ⊂ Ĝ are finite and linearly ordered.
Proof. We construct a functorial order structure on El(A) = Ob((G ↓ A))
for a presheaf A on G following Street in [Str00] by taking the reflexive transitive
closure ◭X of the relation≺X defined such that given a map α : Dn → X ,
(1) α ≺X β if and only if α = sn+1(β) or tn(α) = β.
To show that this order structure is functorial, it suffices to show that the function
El(f) : El(A) → El(B)) preserves the order structure generated by the relation
above. However, this follows from the definition (1) and the commutativity of the
induced functor with the source and target maps.
We will show that given any globular pattern H : Ik → G with colimit X in
Ĝ, the ordered set (El(X),◭X) is linearly ordered. We proceed by induction as
follows: Assume that for every globular pattern Ij → G with j < k, the claim holds
for colimIj . Then we note that we may decompose X ∼= Y
∐
Di′
k−1
Dik , where Y
is the colimit of the globular pattern ι∗0H : Ik−1 → G, where ι0 : Ik−1 → Ik is the
obvious inclusion on the first k − 1 components. Note that this gives a canonical
factorization Di′
k−1
→ Y as Di′
k−1
→ Dik−1 → Y , where the first map is σ
ik−1
i′
k−1
.
Then if γ : Diγ → X,λ : Diλ → X are both maps factoring through either
αk : Dik → X or αY : Y → X , then γ ◭X λ reduces to γ ◭Dik λ or γ ◭Y λ. So
without loss of generality, since every element of El(X) factors through at least one
globular summand, we may assume that γ belongs to El(Dik)− im(El(τ
ik
i′
k−1
)) and
that λ belongs to El(Y )− im(El(σ
ik−1
i′
k−1
)).
First, notice that for j ≤ i′k−1, we have that s
i′k−1
j (α
′
k−1) = s
ik−1
j (αk−1) and
that t
i′k−1
j (α
′
1 = t
ik(αY ).
Since γ belongs to El(Dik) − im(El(τ
ik
i′
k−1
)), we have that γ lives in the strict
◭Dik
-interval (sik
i′
k−1
(αk), t
ik
i′
k−1
(αk))◭Di1
). Similarly, since λ belongs to El(Y ) −
im(El(σ
ik−1
i′
k−1
)), this in particular implies that s
ik−1
i′
k−1
(αk−1) ◭Y λ.
Since
γ ◭Dik t
ik
i′
k−1
(αk),
tik
i′
k−1
(αk) = α
′
k−1 = s
ik−1
i′
k−1
(αk−1),
and also
s
ik−1
i′
k−1
(αk−1) ◭Y λ,
we have that γ ◭ λ. It is clear that antisymmetry holds, since in a case such as the
one above, there is exactly one traversable path between components, and when
they are in the same component, antisymmetry is inherited from the lower-order
cases by induction. 
1.4.3.3. Proposition. The category Θ0 is the full subcategory of Ĝ spanned by
the objects X such that the ordered set
((G ↓ X),◭X)
is finite and linearly ordered.
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Proof. Since (G ↓ X) is finite, let i1, . . . in be the heights corresponding to
the elements of maximal height and ordered as a subset of the total order under
◭X . (Finish proof later) 
1.4.3.4. Proposition. Every morphism f : A→ B in Θ0 is monic.
Proof. It suffices to show that the natural transformation between presheaves
on G associated with the map f is objectwise injective. To see this, we give An the
structure of a linear digraph, where α ≺n β if and only if α ◭ β and (α, β)◭∩An =
∅, where (α, β) denotes the strict open interval between α and β. We see that fn
preserves precn, but precn is irreflexive, so in particular fn is injective.

1.4.4. The globular envelope of a category under Θ0. Let (C,DC) be
a G-extension. Then we say that a functor F : C → E is a globular (C,DC)-
extension if (D,D∗C(F )) is aG-extension and F is a morphism ofG-extensions. We
define the category of globular (C,DC)-extensions, denoted (C,DC)-Ext to
be the category whose objects are globular (C,DC)-extensions and whose arrows
are morphisms of G-extensions under (C,DC). Unless otherwise noted, we will
abuse notation and simply denote this category simply by C-Ext, with its objects
similarly called C-extensions.
1.4.4.1. Proposition. The category of Θ0-extensions is equivalent to the cat-
egory of G-extensions.
Proof. Immediate from the definitions. 
1.4.4.2. Proposition. If (C,DC) is a G-extension, any functor under C be-
tween C-extensions is a morphism of C-extensions.
Proof. Let
H : (X,FX)→ (Y, FY )
be a functor under C between C-extensions, and let
DX = D
∗
C(FX)
and
DY = D
∗
C(FY ).
Then any globular sum in (X,DX) is the image under FX of a globular sum in
(C,DC). Then since HFX = FY , and FY sends globular sums in (C,DC) to
globular sums in (Y,DY ), it follows that any globular sum in (X,DX) must map
under H to a globular sum in (Y,DY ). Therefore, H is a morphism of G-extensions
and belongs to (C,DC)-Ext. 
This immediately yields the corollary:
1.4.4.3. Corollary. For any G extension (C,DC), the category C-Ext is a
full subcategory of (C ↓ Cat)
.
Until the close of this subsection, we denote the forgetful functor Θ0-Ext →
(Θ0 ↓ Cat) by the letter U .
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1.4.4.4. Definition. Given a category C equipped with a functor Θ0 → C, we
say that a functor C → U(C′) under Θ0 exhibits C′ as a globular envelope of
C if the following property holds:
Given any solid arrow diagram
C
U(C′) U(D)
U(f) ,
there exists a unique arrow f : C′ → D in Θ0-Ext such that U(f) gives the desired
dotted arrow. In such a situation, we will call C′ a globular envelope for C. It
is clear from the definition that any two globular envelopes for C are unique up to
unique isomorphism.
1.4.4.5. Theorem ([Ara10, 2.6]). Every small category under Θ0 admits a
globular envelope.
Proof. See [Ara10, 2.6]. 
1.4.5. Categorical G-extensions. A categorical G-extension should, to a
first approximation, be a G-extension F : G → C together with the data of co-
composition and co-degeneracy morphisms endowing the corresponding globular
classified by the G-coextension
F op : Gop → Cop
with the structure of a strict ω-category internal to Cop. We write out what this
means explicitly:
1.4.5.1.Definition. For i ≥ j ≥ 0 A precategorical G-extension is specified
by the following data:
(i) A functor D : G → C equipping C with the structure of a G-extension.
We write D(Dn) simply as Dn, and for f ∈ G, simply write D(f) as f .
(ii) For each i > j ≥ 0, a morphism ∇ij : Di → Di
∐
Dj
Di
(iii) For each i ≥ 0, a morphism κi : Di+1 → Di
satisfying the following axioms:
(PC1) For each i > 0, we have that
κiσi+1 = idDi and κiτi+1 = idDi
(PC2) For each i > j ≥ 0, let ε1 and ε2 denote the two canonical maps Di →
Di
∐
Dj
Di, we have that:
∇ijσi =
{
ε2σi if j = i− 1
(σi
∐
Dj
σi)∇
i−1
j otherwise
and
∇ijτi =
{
ε1τi if j = i− 1
(τi
∐
Dj
τi)∇
i−1
j otherwise
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In keeping with Ara’s treatment, we will fix the notations
κji = κj . . . κi−2κi−1 and ∇k = ∇
k
k−1,
for i ≥ j ≥ 0 and k > 0, respectively.
1.4.5.2. Definition. Using the same notation as above, we say that a pre-
categorical G-extension is a categorical G-extension if it satisfies the following
axioms:
(CC1) Associativity:
For i > j ≥ 0, the diagram
Di Di
∐
Dj
Di
Di
∐
Dj
Di Di
∐
Dj
Di
∐
Dj
Di
∇
i
j
∇
i
j
idDi
∐
Dj
∇
i
j
∇
i
j
∐
Dj
idDi
commutes.
(CC2) Strict interchange:
For i > j > k ≥ 0, the diagram
Di
Di
∐
Dk
Di Di
∐
Dj
Di
(Di
∐
Dj
Di)
∐
Dk
(Di
∐
Dj
Di) (Di
∐
Dk
Di)
∐
Dj
∐
Dk
Dj
(Di
∐
Dk
Di)
∇
i
k
∇
i
j
∇
i
j
∐
Dk
∇
i
j
∇
i
k
∐
∇
j
k
∇
i
k
∼
Φ
commutes, where Φ is the unique isomorphism between the objects
(Di
∐
Dj
Di)
∐
Dk
(Di
∐
Dj
Di)
and
(Di
∐
Dk
Di)
∐
Dj
∐
Dk
Dj
(Di
∐
Dk
Di)
viewed as cones on the diagram
Di Dk Di
Dj Dk Dj
Di Dk Dj
σi
k
τi
k
σij
τij
σi
k
τi
k
σij
τij
σ
j
k
τ
j
k
idDk
idDk
,
arising from the fact that both cones are initial (that is, both objects are
colimits of the above diagram).
20 1. BACKGROUND
(c) Left and right unitality:
For i > j ≥ 0, the diagram
Di
Di
∐
Dj
Dj Di
∐
Dj
Di Dj
∐
Dj
Di
∇
i
j
∼
∼
idDi
∐
Dj
κ
j
i
κ
j
i
∐
Dj
idDi ,
commutes.
(d) Functoriality of units:
For i > j ≥ 0, the diagram
Di+1 Di+1
∐
Dj
di+1
Di Di+1
∐
Dj
∇
i+1
j
κi
∇
i
j
κi
∐
Dj
κi
1.4.5.3. Definition. A morphism of (pre)categorical G-extensions is defined
to be a morphism of the underlying G-extensions preserving the cocategorical op-
erations ∇ij and κi.
1.4.5.4. Definition. Given a category C, a strict ω-(pre)category internal
to C is defined to be a globular set Dop : Gop → C together with two specified fam-
ilies of operations (∇ij : Di → Di
∐
Dj
Di)i > j ≥ 0 and (kappai : Di → Di−1)i>0
on Cop such that the triple (D, (∇ij)i>j≥0, (κi)i>0) gives C
op the structure of a
(pre)categorical extension.
By abuse of notation, we will, when the meaning is clear, simply refer to such a
triple by its underlying globular set. A morphismX → Y of strict ω-(pre)categories
internal to C is defined to be a natural transformationX → Y such that the induced
map Y op → Xop respects the operations ∇ij and κi for all i > j ≥ 0. We denote
the category of strict ω-categories internal to C by ωCat(C), or when C = Set,
simply by ω-Cat.
1.4.6. Θ as the initial categorical extension. We will give a description
of Θ as a G-extension and show that the models for Θ are precisely the strict
ω-categories.
The first construction, due to Ara in [Ara10], uses his theory of globular
envelopes together with a two-step brute-force construction by presentation, which
we will recount here:
(1) Let Θpcat denote the globular envelope of the category obtained by for-
mally adjoining the operations ∇ij and κi and taking the quotient by the
relations (PC1) and (PC2).
(2) Let Θ denote the globular envelope of the category obtained from Θpcat by
formally identifying the legs of the commutative diagrams in (CC1-CC4).
Then we have the following result following immediately from the universal
properties of and the fact that Θ and Θpcat are, by construction, a categorical
extension and a precategorical extension respectively:
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1.4.6.1. Proposition. The canonical functor, natural in D,
Mod(Θ, D)→ ω-Cat(D)
(respectively,
Mod(Θpcat, D)→ ω-PCat(D),
also natural in D) is a natural equivalence of categories.
1.4.7. The combinatorial properties of Θ. We will obtain an explicit defi-
nition of the morphisms and objects in Θ using the definition from the last section.
First, notice that we have a canonical morphism of G-extensions Θ0 → Θ. We
would like to describe this functor using only the axioms for categorical extensions
and the globular extension property of Θ0. Then it suffices to describe the hom-sets
HomΘ(Dn, S) for n ≥ 0 and S any object of Θ. We will call a morphism f : S → T
in Θ a spinal monomorphism if it is the image of a morphism in Θ0.
Let T be the object of Θ0 (and Θ) defined by a globular pattern
Di1 ← Di′1 → · · · ← Di′k−1 → Dik ,
and let n ≥ ht(T ) = max1≤j≤k(ij). Then there exists a canonical map β
T
n : ηn(T ) →
T defined by the globular pattern
Dn ← Di′1 → · · · ← Di′k−1 → Dn
given by the iterated amalgamation of the appropriate maps κ
ij
n : Dn → Dij , which
we may depict schematically as
κi1n ← Di′1 → · · · ← Di′k−1 → κ
ik
n : .
Also, suppose we are given a family of nonnegative integers i′j : 0 ≤ j ≤ k − 1 and
a nonnegative integer n ≥ i′j for all 0 ≤ j ≤ k − 1 .
Then we define the cocomposition operation for an object defined by a globular
pattern of the form
Dn ← Di′1 → · · · ← Di′k−1 → Dn
by induction with respect to the special case where k = 3. That is, we define
∇ni′1,i′2
: Dn → Dn
∐
Di′
1
Dn
∐
Di′
2
Dn
to be the composite of either leg in the diagram
Dn Dn
∐
Di′
1
Dn
Dn
∐
Di′
2
Dn Dn
∐
Di′
1
Dn
∐
Di′
2
Dn
∇
n
i′
1
∇
n
i′
2
∇
n
i′
1
∐
D
i′
2
idDn
idDn
∐
D
i′
1
∇
n
i′
2
.
In fact, the diagram above does commute, which follows from the interchange and
unit axioms. This gives us maps ∇ni′1,...,i′k−1
for any choices of i′j such that i
′
j ≤ n
for each j. Given any object T of Θ0 with height at most n ≥ 0, we then define cTn
to be the composite map Dn → T given by the composite βTn ◦ ∇
n
i′1,...i
′
kT
: Dn →
ηn(T ) → T , and we call it an n-cospine of T . If n = ht(T ), we call the unique
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n-cospine the principal cospine of T . We will say that a morphism f : S → T in
Θ is cospinal if f ◦ cSn is a cospine for T .
Since the objects of Θ represent functors that are ω-categories internal to Set
(which follows from the fact that HomΘ(·, S) sends colimits to limits), we see
that the principal cospine of an object T gives the T -shaped composition map
HomΘ(T, S) → HomΘ(Dht(T ), S), which gives us the “total composite cell” of S
when T = S. Then the set of n-globes of the underlying Θ0-model of an object S
in Θ is precisely given by the set of pairs consisting of a cospine Dn → T together
with a spinal monomorphism T → S, since every globe of S is uniquely a composite
of a subspine T →֒ S. That is, HomΘ(Dn, S) =
∐
ht(T )≤nHomΘ0(T, S).
Since every object R of Θ is uniquely a globular sum of globes Dn, we find that
HomΘ(R,S) = lim←−
Ik
HomΘ(Dnj , S),
which gives us an explicit definition of the hom-sets in Θ.
The above discussion implies easily that the following proposition holds:
1.4.7.1. Proposition. Every morphism S → T in Θ admits a unique decom-
position into a cospinal map followed by a spinal monomorphism.
We introduce a few definitions that we will use later:
1.4.7.2. Definition. We call a map Dn → T in Θ a sector if it is a spinal
monomorphism. When such a map is maximal in the poset (Θ0 ↓ T ), we will call
it an input sector.
CHAPTER 2
A cartesian model structure for weak ω-categories
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2.1. Covers, spines, and anodynes
We will prove some important technical lemmas, which will be absolutely crit-
ical to constructing a cartesian-closed model category of weak ω-categories.
2.1.1. Rezk Covers. Ara’s theory proves that the objects of Θ are in canon-
ical bijection with globular patterns, and further, that the colimit of the globular
pattern associated with an object [t] ∈ Θ, when taken in Θ is [t]. There is an-
other way to form the colimit of the globular pattern, namely, in the category
of presheaves on Θ. Then given a globular pattern ηt associated with an object
[t] ∈ Θ, we define its spine to be the colimit of hηt , where h(·) is the Yoneda em-
bedding. By the universal property, the spine admits a unique map into the functor
ht represented by [t]. It is easy to see by induction that the map is injective. This
next definition gives a generalization of the notion of a “sequential map” between
objects of ∆.
2.1.1.1. Definition. We say that a map [s]→ [t] ∈ Θ is spinal if it sends the
spine of [s], written Sp[s] into the spine Sp[t] of [t]. The monic spinal maps are
precisely those maps arising from Θ0, so this agrees with our earlier definition.
2.1.1.2. Definition. We say that a subpresheaf T ⊆ Θ[t] (where Θ[t] denotes
the functor HomΘ(·, [t])) is a Rezk Cover provided that:
(i) We have Sp[t] ⊆ T , and
(ii) The inclusion map T →֒ Θ[t] has the right lifting property with respect
to the set of all cospinal maps.
2.1.1.3. Proposition. The following properties hold:
(i) Every epimorphism in Θ is spinal.
(ii) The pullback of a cover along a spinal map is a cover.
(iii) Given two objects [s] and [t], S → Θ[s] and T → Θ[t] two covers, and
a pair of spinal maps [p] → [s] and [p] → [t], the pullback of the map
S × T →֒ Θ[s]×Θ[t] along the map Θ[p]→ Θ[s]×Θ[t] is a cover of [p].
(iv) The inclusion of the spine is a cover
(v) The identity map is a cover
Proof. We leave the proof of these facts to the reader. 
2.1.2. Products of covers are anodyne. We quickly recall a proposition of
Cisinski regarding the behavior of pullbacks under the canonical homotopy colimits
with respect to a regular localizer W . We will state it without proof, and we
encourage any uneasy readers to check it in its original source:
2.1.2.1. Proposition ([Cis06, Prop. 3.4.46]). Let (A,W ) be a small category
equipped with a regular A-localizer. Then given a morphism S → T of presheaves
on A, we recall the canonical pullback functor
ρT : A ↓ T → Â, (a, ha → T ) 7→ S ×T ha.
Then the morphism hocolimW ρ→ S, induced by the projection maps S×T ha → S,
belongs to W .
2.1.2.2. Lemma. Any Θ-localizer containing the spine inclusions contains the
Rezk covers.
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Proof. Fix a localizer W of Θ containing the spine inclusions, and let S →֒
Θ[s] be a proper (S 6= Θ[s]) cover of an object [s] in Θ. By the 2-for-3 property of
localizers, it suffices to show that the inclusion Sp[s] →֒ S belongs to W .
Let PS denote the category whose objects are the injective spinal maps fp :
[p] →֒ [s] that factor through S, and whose morphisms ([p], fp) → ([p
′], fp′) are
maps g : [p]→ [p′] such that fp = fp′ ◦g. We see that this category is isomorphic to
the full subcategory of (Θ ↓ S) spanned by the monomorphisms fp : Θp →֒ S such
that the composite Θp →֒ S →֒ Θ[s] is a spinal monomorphism. To every object of
Ps, we assign a cartesian rectangle:
Pb2 Sp[s]
Pb1 S
Θ[p] Θ[s]
fp
However, since [p]→ [s] factors through S, we see that Pb1 = hp. We also see that
Pb2 is precisely Sp[p], since fp is spinal and injective. Therefore, we reduce the
rectangle above to a cartesian square X[p]:
Sp[p] Sp[s]
Θ[p] S
This square is clearly functorial in PS . Since Θ is regular squelettique, the localizer
W is necessarily regular, but since W is regular, (2.1.2.1) tells us that for the
canonical functor
ρS : (Θ ↓ S)→ Θ̂, (θ, hθ → S) 7→ Sp[s]×S hθ,
we have that the canonical map hocolimW ρS → Sp[s] belongs to W . However,
we know that that the inclusion Sd(S) →֒ (Θ ↓ S) of the full subcategory spanned
by the monomorphisms is homotopy cofinal, since Θ is skelettique regular, which
implies that the natural map hocolimW ρS
∣∣
Sd(S)
→ hocolimW ρS belongs to W .
Then we have reduced the problem of a weak equivalence hocolimW ρS
∣∣
PS
→ Sp[s]
to showing that hocolimW ρS
∣∣
PS
→ hocolimW ρS
∣∣
Sd(S)
belongs to W. This fact will
certainly follow if PS is indeed homotopy-cofinal in Sd(S). We will digress for a
few moments:
Since for each object [p] → [s] of PS , the lefthand map is a spine inclusion
and therefore a weak equivalence, we know by the universal property of homotopy
colimits that the canonical map hocolimW ρS
∣∣
PS
→ hocolimW πS
∣∣
PS
belongs to W,
where πS is the obvious forgetful functor (Θ ↓ S)→ Θ̂.
Then we would also like to show that the natural map hocolimW πS
∣∣
PS
→ S
belongs to W . Similar to the top part of the diagram, we may first reduce this by
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regularity to the statement that hocolimW piS
∣∣
PS
→ hocolimW πS belongs to W ,
and because Θ is skelettique regular, we can further reduce the problem using the
cofinality of Sd(S) in (Θ ↓ S), which implies that it suffices to prove that the natural
map hocolimW πS
∣∣
PS
→ hocolimW belongs to W . As with the top morphism in
the diagram, a proof that PS is homotopy cofinal in Sd(S) will imply that the map
in question belongs to W .
For any injective αq : [q] →֒ S, it follows from (1.4.7.1) that there exists a
unique factorization of [q] →֒ S →֒ [s] into a cospinal map followed by a spinal map
[q] →֒ [t] →֒ [s], which admits a unique monomorphic lifting [t] → S making the
whole diagram commute. However, the map [t] → S belongs to PS by inspection,
and it is initial in (([q], αq) ↓ PS). This implies that for all αq : [q] →֒ S in SdΘ(S),
(([q], αq) ↓ PS) has a contractible nerve, and therefore PS →֒ SdΘ(S) is homotopy
cofinal. 
The next lemma establishes our ability to write [t] as an object [nt](t1, . . . , tn),
of ∆ ≀Θ, where each ti has height strictly smaller than [t].
2.1.2.3. Proposition. There exists an isomorphism of categories ξ : ∆≀Θ ∼= Θ.
Proof. Recall that in (1.1.4) we defined a functor F∆ : ∆→ Γ, by applying the
general construction from (1.1.3) to ∆ equipped with this functor, we constructed
the functor T∆,[0],F∆ : N→ Cat given by the diagram
∆≀0 ∆≀1 ∆≀2 . . . ∆≀n ∆≀n+1 . . .
ι0 ι1 ι2 ιn−1 ιn ιn+1
,
where ι0 : ∆
≀0 = ∗ → ∆ is the functor [0] : ∗ → ∆ classifying the object [0] and
ιn+1 : ∆
≀n+1 → ∆≀n+2 is the functor id∆ ≀ιn. Taking the colimit of this diagram,
we obtain the category Θ = C(∆, [0], F∆). Let s : N → N be the functor sending
n 7→ n+1. This functor is clearly cofinal, so the diagrams T∆,[0],F∆ and s
∗T∆,[0],F∆
necessarily have isomorphic colimits. However, s∗T∆,[0],F∆ = ∆ ≀ T∆,[0],F∆ by con-
struction.
Then it suffices to show that the functor C 7→ ∆ ≀C preserves linear colimits. To
see this, note that given a functor Λ : N→ Cat, we may describe its colimit as the
category specified as follows: The set of objects is the quotient of the set of pairs
(x, n), where x is an object of Λ(n) by the equivalence relation (x, n) ∼ (y,m) if
and only if there exists a natural integer p ≥ max(n,m) such that Λpn(x) = Λ
p
m(y)
(where Λji : Λ(i) → Λ(j) is the image of the unique map i < j in N). We denote
the equivalence class of (x, n) by 〈x, n〉. The set of morphisms f : 〈x, n〉 → 〈y,m〉
is given by the quotient of the set∐
i∈N
∐
(a,i)∈〈x,n〉(b,i)∈〈y,m〉
HomΛ(i)(a, b)
modulo the equivalence relation (f, i) ∼ (g, j) exactly when there exists k ≥
max(i, j) such that Λki (f) = Λ
k
j .
Then an object of colim(∆ ≀ T∆,[0],F∆) is an equivalence class of pairs
〈[n](x1, . . . , xn), i〉
where each xi belongs to F (i), while an object of ∆ ≀ colim(T∆,[0],F∆) is of the form
[n](〈x1, i1〉, . . . , 〈xn, in〉).
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We see that for any two equivalent families that
[n]((x1, i1), . . . , (xn, in)) ∼ [n]((y1, j1), . . . , (yn, jn)),
since there exists an element [n]((z1, k1), . . . , (zn, kn) such that kℓ ≥ max(iℓ, jℓ) for
each 1 ≤ ℓ ≤ n and such that Λkℓiℓ (xℓ) = λ
kℓ
jℓ
(yℓ).
Then by letting k = max1≤ℓ≤n(kℓ), we see that
[n]((Λkk1(z1)), . . . , (Λ
k
kn
(zk)))
is also a representative.
So the map sending the set of pairs ([n](x1, . . . , xn), i) to the set of objects of
the form [n]((y1, j1), . . . , (yn, jn)) by the rule
([n](x1, . . . , xn), i) 7→ [n]((x1, i), . . . , (xn, i))
is compatible with the equivalence relation and also descends to a bijection on
equivalence classes. We leave it to the reader to show that the induced map on Hom-
sets is also bijective, since the proof is basically identical but notation-heavy. 
2.1.2.4. Theorem. Given a Θ-localizer W containing the spine inclusions, two
objects [s] and [t] of Θ, and two covers S → Θ[s] and T → Θ[t], the map S × T →
Θ[s]×Θ[t] belongs to W .
Proof. We define the category Rs,t to be the full subcategory of SdΘ(Θ[s]×
Θ[t]) spanned by those maps ιp : Θ[p] →֒ Θ[s] × Θ[t] such that the composites
[p]→ [s] and [p]→ [t] are both epimorphic. For each such ιp, we functorially assign
a cartesian square
c[p] S × T
Θ[p] Θ[s]×Θ[t]
.
It follows from (2.1.1.3) that c[p] → Θ[p] is a cover of [p] and therefore a W -
equivalence by the previous lemma. Then hocolimWRs,t c[p] → hocolim
W
Rs,t
Θ[p] is a
W -equivalence, so by the fact about pullbacks and regular localizers mentioned in
the proof of the previous lemma, it suffices to show that hocolimWRs,t Θ[p]→ Θ[s]×
Θ[t] is a W -equivalence. To prove this, it suffices to show that Rs,t is homotopy
cofinal in SdΘ(Θ[s]×Θ[t]). Given a monomorphism αq : Θ[q]→ Θ[s]×Θ[t], we let
Rs,t,αq = (([q], αq) ↓ Rs,t).
From the first description of the category Θ, we may write
[x] = [nx]([x1], . . . , [xnx ])
where the height of the [xi] for 1 ≤ i ≤ nx is strictly less than the height of [x].
Then for an object [x] in Θ, we will write [nx] for the corresponding object of ∆,
and call this the ∆-collapse of [x]. Conversely, given an object [m] of ∆, we write
[m]0 for the corresponding object of Θ. Both of these associations are functorial,
and the first is left adjoint to the second.
Then we write Qs,t to be the full subcategory of Sd∆(∆[ns] ×∆[nt]) spanned
by those maps γ : ∆[e] → ∆[ns] ×∆[nt] such that the composites [e] → [ns] and
[e]→ [nt] are both epimorphic. Similarly, given
αq : Θ[q]→ Θ[s]×Θ[t],
28 2. A CARTESIAN MODEL STRUCTURE FOR WEAK ω-CATEGORIES
we write
nαq : ∆[nq]→ ∆[ns]×∆[nt]
for the induced map, and we denote the coslice
(([nq], nαq ) ↓ Qs,t)
by
Qs,t,αq .
Consider the set K = {S,E, SE}, and define a graded set of southeasterly
paths, Q =
∐
i = 1
∞Ki with the obvious grading map ℓ : Q → N. We define
a relation on Q where, given a pair of elements a, b ∈ Q, we say that a ≺ b if
ℓ(a) = ℓ(b)− 1 and if there exists a natural number 1 ≤ i ≤ ℓ(a) such that:
(i) The element ai = SE
(ii) We have that bi 6= bi+1
(iii) The elements bi, bi+1 are in the subset {S,E} ⊂ K.
(iv) We have that aj = bj for all j > i+ 1 or j < i.
Taking the transitive, reflexive closure of this relation gives us a partial order
structure on Q, since it is clearly antisymmetric. We define a pair of functions
dS , dT : Q → N, where dS (respectively dE) counts the number of occurrences
of the letter S (respectively the letter E), including occurrences in SE. For any
element a of Q, we call the pair (dS(a), dE(a)) the terminus of a.
We can see that Qs,t is isomorphic as a poset to the full subposet ofQ consisting
of the southeasterly paths with terminus (ns, nt).
Let βp : Θ[p]→ Θ[s]×Θ[t] be an element of Rs,t lying, naturally, over the map
nβp : ∆[np] → ∆[ns] ×∆[nt] in Qs,t. By our identification of Qs,t with the poset
of southeasterly paths Qns,nt having terminus (ns, nt), we obtain a factorization
of any map in Qs,t into a unique sequence of primitive maps corresponding to the
≺ relation defined above. Consider the case of a morphism f : nβp → ξ of Qs,t
such that under the isomorphism with paths, this witnesses one of the generating
relations ≺ such that the path nβp is obtained by composing a corner of ξ to a
diagonal, that is to say, that f embeds ∆[np] as an inner facet of ∆[np + 1] (of
course such that ξ ◦ f = nβp).
Then we contend that there is a unique object βp′ : Θ[p
′]→ Θ[s]×Θ[y] living
over ξ together with a unique morphism φ : βp → βp′ lying over f .
As a map of simplices, f is the inclusion of an inner face, that is to say, an
inclusion δi : [np] → [np + 1]. Assume that S comes first. Let kS = fS([i −
1]([p1], . . . , [pi−1])) + 1 and kE = fE([i − 1]([p1], . . . , [pi−1])) + 1. Then depending
on the direction of the corner in ξ (that is, if we travel south first or east first) we
let [p′] be
[np + 1]([p1], . . . , [pi−1], [skS ], [tkE ], [pi+1], . . . , [pnp ])
or
[np + 1]([p1], . . . , [pi−1], [tkE ], [skS ], [pi+1], . . . , [pnp ])
respectively. We obtain totally determined epimorphic maps [p′]→ [s] and [p′]→ [t]
by collapsing the the [1]([tkE ]) and mapping the [1]([skS ]) on identically to the part
of [s] to which it corresponds (and vice versa). Moreover, it’s clear that the induced
map βp′ into the product is a monomorphism, and even moreover, we see that [p]
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embeds via φ into the ith simplicial face of [p′] in a way that respects βp and lives
over f .
Then we show that φ is opcartesian, but this is immediate since by construction,
[p′] and its structure map are initial with respect to lying over ξ and accepting a
map originating from βp. Moreover, the uniqueness of the construction shows that
it is preserved under composition.
Therefore we see that the collapse functor induces a Grothendieck opfibration
from Rs,t to Qs,t. In fact, the opfibration is stable under coslicing in a way such
that the same statement holds for the induced functor Rs,t,αq to Qs,t,αq . The proof
is a tedious check that we leave as an exercise for the reader.
It follows from [Mal05, 2.1.10] that if Qs,t,αq (resp. Qs,t) is weakly contractible,
and if Rs,t,αq → Qs,t,αq (resp. Rs,t → Qs,t) has weakly contractible fibres, then
Rs,t,α (resp. Rs,t) is weakly contractible. However, by [Rez10a, 6.12 and 6.13], we
see that Qs,t,αq (resp. Qs,t is weakly contractible.
In what follows, we will treat the case for Rs,t,αq . The proof in the case of Rs,t
is similar but easier, since it is merely considering the case without the additional
constraint of a map αq.
Then we would like to prove that the fibres are indeed weakly contractible. Let
αqs = πsαq and αqt = πtαq be the induced maps Θ[q] → Θ[s] and Θ[q] → Θ[t].
Then given an object an object
∆[nq]
η0
−→ ∆[e]
λns×λnt−−−−−−→ ∆[nt]×∆[ns]
in Qs,t,αq , we see that an object of the fibre is given by an object
Θ[q]
η
−→ Θ[p]
λs×λt−−−−→ Θ[s]×Θ[t]
factoring αq lying over the point in Qs,t,αq .
First, we note that αq is given by a pair of families of morphisms h
α
ij [qi]→ [sj ]
for pairs i, j with nαqs(i − 1) < j < nαqs(i) and k
α
il[qi] → [tl] for pairs i, l with
nαqt(i− 1) < l < nαqt(i) such that the induced maps
hαij × k
α
il : Θ[qi]→ Θ[sj ]×Θ[tl]
are monic for all appropriate i, j, l.
Then an object
Θ[q]
η
→֒ Θ[p]
λs×λt−−−−→ Θ[s]×Θ[t]
in the fiber over
∆[nq]
η0
→ ∆[e]
λns×λnt−−−−−−→ ∆[nt]×∆[ns]
is given by the data:
(i) A family of objects ([p1], . . . , [pe]) of Θ
(ii) A family of monomorphisms εii′ : [qi] → [pi′ ] for each pair i, i′ such that
η0(i− 1) < i′ ≤ η0(i)
(iii) A family of epimorphisms fi′j : [pi′ ] → [sj ] for each pair i
′, j such that
λns(i
′ − 1) < j ≤ λns(i
′) (resp. a family of epimorphisms gi′l : [pi′ ]→ [tl]
for each pair i′, l such that λnt(i
′ − 1) < l ≤ λnt(i
′)) .
satisfying the conditions:
(a) The product maps fij × gil : Θ[pi]→ Θ[sj ]×Θ[tl] are injective
(b) The triple (εii′ , fi′j , gi′l) gives a factorization (fi′j × gi′l) ◦ εii′ = h
α
ij × k
α
il
for η0(i− 1) < i′ ≤ η0(i).
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When i′ ≤ η0(0) or η0(nq) < j, the pair (fi′j , gi′l) specifies a unique object
of Rsj ,tl . When η0(i − 1) < i
′ ≤ η0(i), the triple (εii′ , fi′j , gi′l) specifies a unique
object of Rsj ,tl,hαij×kαil . Then we may identify the fibre with a product of categories
of the form Rsj ,tl and Rsj ,tl,hαij×kαil , which we call the product decomposition of the
fibre. In the case of Rs,t, the product decomposition of the fibre is simply expressed
as a product of categories of the form Rsl,tk .
We perform well-founded induction on the poset of pairs of natural numbers
by letting A ⊆ N × N be the subset of pairs a, b, such that for all pairs [s0]
and [t0] where ht([s0]) = a and ht([t0] = b, the category Rs0,t0 has a weakly
contractible nerve, and for all injective maps α : Θ[q0] →֒ Θ[s0] × Θ[t0], we have
that Rs0,t0,α has a weakly contractible nerve. Since N × N is well-founded, let
B = N×N− A, which by wellfoundedness has a minimal element a, b. Let [s], [t]
be a pair such that (ht([s]), ht([t]) is a minimal element of B and for which the
inductive hypothesis fails. Then the fibres of Rs,t,α (resp. Rs,t) over Qs,t,α (resp.
Qs,t) for some monomorphism α : Θ[q] → Θ[s] × Θ[t] admit the aforementioned
product decomposition, and since (ht([si]), ht([tj ])) < (ht([s]), ht([t])) for any i, j
we see that the fibres are products of categories with contractible nerves, and are
therefore themselves contractible by the continuity of the nerve functor. Then
this implies that Rs,t, αq is weakly contractible for all objects [s], [t] of Θ and all
appropriate maps αq. Then this implies that B = ∅, which proves the claim. 
This establishes Theorem (2.1.2.4). We immediately deduce a fortiori (since
the identity map is a cover) the following corollary:
2.1.2.5. Corollary. If W is a Θ-localizer containing the set of spine inclu-
sions, then for any spine inclusion f : Sp[t] →֒ Θ[t] and any object s of Θ, the map
Θ[s]× f : Θ[s]× Sp[t] →֒ Θ[s]×Θ[t] belongs to W .
This corollary may be sharpened using the fact that Θ is regular squelettique.
2.1.2.6. Proposition. If W is a Θ-localizer containing the set of spine inclu-
sions, then for any spine inclusion f : Sp[t] →֒ Θ[t] and any presheaf X on Θ, then
the map X × f : X × Sp[t] →֒ X ×Θ[t].
Proof. By [Cis06, Proposition 8.2.8], which states that any class of
presheaves on a regular squelettique category saturated by monomorphisms and
containing the representable presheaves is necessarily the class of all presheaves, it
suffices to show that the collection C of presheavesX such that X×f belongs toW
contains the representable functors and is saturated by monomorphisms. However,
the previous corollary implies the first claim, so it suffices to prove the second.
To prove that C is saturated by monomorphisms, notice that any pushout
square in which one leg is a monomorphism is a homotopy pushout for the minimal
localizer and therefore induces a weak equivalence between the pushouts. Sim-
ilarly, any transfinite composition of monomorphisms is a homotopy colimit for
the minimal localizer and therefore preserves weak equivalences. Lastly, closure
under retracts follows immediately from the fact that W is closed under retracts.
This establishes that every presheaf belongs to the aforementioned class C, which
establishes the proposition. 
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2.2. The spine-generated model structure
Joyal and Cisinski conjectured that a particular a model structure (see [Joy08])
on Θ̂, the category of cellular sets, is a model for the weak ω-category of weak ω-
categories, analogous to the Joyal model structure on the category of simplicial
sets. In the absence of a complete description of the “n-dimensional inner horns”,
they were able to construct the model structure using the technology of localizers
developed by Cisinski in [Cis06]. Their definition is as follows:
Let WSp = W(S) be the Θ-localizer generated by the set S of spine inclusions
Sp[t] →֒ Θ[t] for all [t] in Θ. It follows from (2.1.2.6) that W(S) contains
cart(S) = {X × f : f ∈ S ∧X ∈ Ob(Θ̂)},
and therefore, by [Cis06, Corollary 1.4.19], we have that WSp is a cartesian Θ-
localizer, that is to say, for any morphism f : X → Y belonging to WSp and any
presheaf Z on Θ, the induced map Z × f belongs to WSp.
By [Cis06, Theorem 1.4.3], we see that there exists a unique model structure
on Θ̂ where the weak equivalences are precisely the elements of WSp, and the
cofibrations are precisely the monomorphisms. Since WSp is cartesian, it follows
easily that the aforementioned model structure is cartesian-closed (in the sense that
the cartesian product is a left-Quillen bifunctor).
It follows from the cartesianness of WSp that WSp-fibrant objects are are
precisely those cellular sets X , which are fibrant in the minimal Cisinski model
structure, such that for every spine inclusion Sp[t] →֒ Θ[t], the induced map
XΘ[t] → XSp[t] is a trivial fibration.
2.2.1. A disproof of the Cisinski-Joyal conjecture. This isn’t the end of
the story. Cisnski and Joyal conjectured in [Joy08] that the fibrant objects in this
category model a higher category of weak ω-categories. In fact, this is not so. We
sketch below the following explicit counterexample:
2.2.1.1. Theorem. Let [1]→ [1](G2) be the map of strict ω-categories obtained
from the inclusion ∗ → G2. This map is a strict ω-equivalence of strict ω-categories.
However, the image of this map under the Θ-nerve does not belong to WSp.
Proof. We first note that N([1](X)) is necessarily WSpfibrant for any strict
ω-category X . To see this, we first notice that such an object is minimally fibrant,
since N([1](X))J ∼= N([1](X)G2), which follows from the fact that the category of
strict ω-categories is cartesian-closed and embeds fully and faithfully in Θ̂. However,
we notice that [1](X)G2 is isomorphic to [1](X), since a functor Z → [1](X)
G2
is given by precisely the data of a natural 1-isomorphisms between two functors
Z → [1](X). However, since the only 1-isomorphisms in this category are identities,
there is exactly one such functor for each functor Z → [1](X), which means that
they are isomorphic.
It is also easy to see that for any strict ω-categoryX , the map induced by a spine
inclusion Sp[t] →֒ Θ[t], that is, N(X)Θ[t] → N(X)Sp[t], is an isomorphism, which
again follows from the fact that the category of strict ω-categories is cartesian-
closed, together with the characterization of the nerves of strict ω-categories as
those presheaves sending the objects [t], which are globular sums in Θ, to globular
products in the category of sets.
Since N([1]) → N([1](G2)) is a map between fibrant-cofibrant objects, it is
necessarily a strong deformation retract, but we know that (−)× J is a functorial
32 2. A CARTESIAN MODEL STRUCTURE FOR WEAK ω-CATEGORIES
cylinder, since the map J → e is a trivial fibration. If the map is a strong defor-
mation retract, then this can be exhibited by means of a J-homotopy between the
maps in question.
However, such a homotopy N([1](G2)) × J → N([1](G2)) necessarily lies in
the image of the Θ-nerve, which means that it corresponds exactly to a natural
isomorphism between the functors maps. However, we know that such a map cannot
exist, because [1](G2) contains no nontrivial isomorphisms and is not isomorphic
to [1]. Therefore, the map on nerves cannot be a WSp-equivalence. 
In particular, this implies that the model structure generated by this localizer
cannot be repaired without adding new weak equivalences. That is to say, there is
absolutely no way to fix it by adjusting only the fibrations and cofibrations, which
answers Joyal’s original conjecture in the negative.
However, all hope is not lost. The question, then, is how to enlarge WSp. The
two obvious ways are to attempt to stabilize the localizer under suspension and find
a reasonable set of generators, or to find a new cylinder functor whose homotopy
relation encodes a weaker notion of equivalence than strict isomorphism. With
youthful na¨ıvete´, we run headlong into a trap by asking what happens if we simply
stabilize WSp under suspension.
2.3. Stable J-homotopy and Stably isofibrant cellular sets
In this section, we will give a stabilized model structure using the theory dis-
cussed in (1.3.5). Given its close relationship with Rezk’s theory of Θ-enrichment,
it will come as no surprise to the reader that the approach we take will be equiv-
alent to the limiting case (n = ∞)of the definition of a weak n-category discussed
by Rezk in [Rez10a]. We will also prove that, to end up with a definition of a
weak ω-category that extends the homotopy theory of strict ω-categories discussed
in [LMW07], we must localize still further.
2.3.1. The Θ-localizer WStabIso. We let W0 = WSp be the na¨ıve Cisinski-
Joyal Θ-localizer. Since Θ ∼= ∆ ≀Θ, we will show that W0 is strongly generated by
the set of spine inclusions Sp[t] →֒ Θ[t] together with the single map j : J → e.
2.3.1.1. Lemma. The Θ-localizer W0, viewed as a ∆ ≀Θ-localizer, contains the
Segal core inclusions.
Proof. First, we note that the maps of the form ∆1[Sp[s]] →֒ ∆1[Θ[s]] belong
to W0 by merit of the fact that ∆1[Sp[s]] is precisely the spine of ∆1[Θ[s]].
Then we notice that for any two objects s, t of Θ, we can show that the inclusion
∆1[Sp[s]]
∐
{0}
∆1[Sp[t]] →֒ ∆1[Θ[s]]
∐
{0}
∆1[Θ[t]
belongs to W0 by merit of the fact that it is a composite of pushouts of trivial
cofibrations.
By induction, this implies that for any family t = (t1, . . . , tn) of objects in Θ,
if we let Sp[t] = (Sp[t1], . . . , Sp[tn]), the canonical map
Scn[Sp[t]] →֒ Scn[t]
also belongs to W0. However, it is easy to see that Scn[Sp[t]] = Sp[∆n[t]], and
therefore that the composite of the two maps
Scn[Sp[t]] →֒ Scn[t] →֒ ∆n[t]
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is a spine inclusion, which also belongs to W0. Therefore, by 3-for-2, it follows that
Scn[t] →֒ ∆n[t] belongs to W0. 
Then by the second assertion in (1.3.4.8), we obtain the following corollary:
2.3.1.2. Corollary. The localizer W0 is strongly generated by the small set
Sp ∪ {j : J → e},
where Sp denotes the set of all spine inclusions Sp[t] →֒ Θ[t].
Then we define an increasing sequence of localizers using the isomorphisms
Θ ∼= ∆ ≀Θ ∼= . . . ∼= ∆≀n ≀Θ.
2.3.1.3. Definition. For n > 0, using the main theorem of (1.3.5), we define
Wn, the n-suspended Cisinski-Joyal localizer by the formula
Wn = (Wn−1)≀.
2.3.1.4. Note. We will denote the n-fold iterate of the suspension ∆1[−] by
(∆1)
n[−] (or sometimes also by Dn[−]), where (∆1)0[−] denotes the identity func-
tor. We make note of this, since the notation could also mean the suspension along
the n-fold cartesian power of the simplicial set ∆1. We will denote that functor
instead by (∆n1 )[−].
2.3.1.5. Lemma. For all n ≥ 0, Wn ⊆Wn+1.
Proof. We see from (1.3.5) that Wn+1 is strongly generated by
Sn+1 = Sc ∪ {j} ∪∆1[Sn],
so by running the proof of (2.3.1.1) in reverse, we see that Wn contains the full set
of spines Sp. Then the only strong generators in this class not belonging to Sp are
the maps of the form ∆k1 [j] : ∆
k
1 [J ]→ ∆
k
1 [e] for all 0 ≤ k ≤ n+ 1. This proves the
claim. 
2.3.1.6. Definition. We define a new Θ-localizer
WStabIso =
⋃
n≥0
Wn,
and we call the model structure it generates the isostable Joyal model structure
for cellular sets.
2.3.1.7. Proposition. The Θ-localizer WStabIso is cartesian and strongly gen-
erated by the set of maps
Sω = Sp ∪ {(∆1)
n[j] : n ≥ 0}.
Proof. This follows from the previous lemma together with (1.3.5). 
Then we obtain the following corollary:
2.3.1.8. Corollary. The Θ-localizer WStabIso is stable under the weak enrich-
ment process. That is, (WStabIso)≀ = WStabIso.
This gives WStabIso the following stability property:
2.3.1.9. Proposition. If f : A → B is an arrow belonging to WStabIso, then
we have that ∆1[f ] : ∆1[A]→ ∆1[B] also belongs to WStabIso.
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Proof. Since the functor ∆1[−] is a parametric left adjoint that preserves
cofibrations, the left-adjoint factor D1 : Θ̂→ (∆1[∅] ↓ Θ̂) is a cofibration-preserving
left-adjoint. It follows from the main theorem of (1.3.5) that ∆1[J ×X ]→ ∆1[X ]
belongs to WStabIso for every cellular set X .
Since ∆1[J × X ] → ∆1[X ] belongs to WStabIso for every cellular set X ,
the associated maps between bipointed objects D1[J × X ] → D1[X ] are weak
equivalences for the coslice model structure on (∆1[∅] ↓ Θ̂), which means that
D−11 ((∆1[∅] ↓WStabIso)) is a weakly saturated class of maps such that every object
admits a cylinder, so by [Cis06, Proposition 1.4.13], it is a Θ-localizer. Moreover, it
contains Sω, which is a set of strong generators for WStabIso, so it contains WStabIso,
which implies the proposition. 
2.3.2. Stable J-homotopy and its failure to model ω-equivalence. We
will now proceed to prove that WStabIso still fails to capture the full notion of ω-
equivalence of strict ω-categories. To do this, consider the following: Let Ji be the
unique contractible groupoid containing i+1 objects. This associaction determines
an obvious functor ∆→ Gpd, where [i] 7→ Ji. Embedding the Ji into the category
of strict ω-categories, we define Ei = Q(Ji), where Q is the functor sending a strict
ω-category X to its universal polygraph resolution. This gives a cosimplicial object
in the category of strict ω-categories.
2.3.2.1. Lemma. The presheaf P = NΘ(E1) is not trivially fibrant in the cate-
gory of cellular sets.
Proof. Since E1 is fibrant and contractible in the category of strict ω-
categories, we can choose two maps η0, η1 : ∂D1 → E1 such that s(η0) = t(η1),
and t(η0) = s(η1), where s(η0) 6= s(η1). Using its fibrancy and contractibility, we
extend these to maps D1 → P , and by merit of the conditions earlier imposed, we
obtain a map σ : Λ1[2] → P . However, this must lift to a map σ′ : ∆[2] → P
because P is nerve of a strict ω-category. Moreover, d1(σ
′) is the composite of
two non-identity maps in a strict ω-category freely generated by polygraph, and is
therefore a nondegenerate edge. Then consider the extension of σ to ∂∆[2] with
a degenerate edge at the face opposite the first vertex. However, this clearly does
not admit a lift to a full simplex, since it would contradict the uniqueness of the
original simplex we found. Then it is not trivially fibrant. 
If it is fibrant for the stabilized Cisinski-Joyal model structure, then it cannot
be weakly contractible, which implies that the model structure is still wrong and
needs to be localized still further.
2.3.2.2. Theorem. The cellular set P is not weakly contractible with respect to
WStabIso.
Proof. Because WStabIso is a cartesian localizer generated by a set of
monomorphisms S, showing that P is fibrant amounts to proving that P f is a
trivial fibration for all f ∈ S. If f ∈ S is a spine inclusion, we see that P f is an
isomorphism, since P is the nerve of a strict ω-category. We also know that the
map is a trivial fibration when f = j : Θ[0] →֒ J . It suffices, then, to prove the
cases where f = Dk[j] : Dk →֒ Dk[J ]. That is, it suffices to show that P has the
right lifting property with respect to all maps of the form
Dk[J ]× ∂Θ[t] ∪Dk ×Θ[t] →֒ Dk[J ]×Θ[t].
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If we consider what it means to give a map Dk[J ]×Θ[t]→ P , this involves giving a
map from each shuffle of Dk[J ] with Θ[t] and asking them to agree on intersections.
Explicitly, if [t] = [nt]([t1], . . . , [tnt ]), the shuffles are exactly the objects Ui =
[nt+1](. . . , [ti], Dk−1[J ], [ti+1], . . . ). However, since P contains no strictly invertible
non-identity cells (as it is obtained from an ω-polygraph), it follows that a map
Ui → P would factor through Vi = [nt + 1](. . . , [ti], Dk−1, [ti+1], . . . ). However,
these are precisely the shuffles of Dk with Θ[t]. Then we can simply choose the
lifting in the obvious way, by mapping each Ui back onto Vi and back through the
map Dk ×Θ[t]. This proves the theorem. 
2.4. A cartesian presentation for weak ω-categories
Consider the inclusion ι : Θ[0] → P of one of the vertices into P . Recall that
the category of simplicial presheaves on Θ is canonically simplicially enriched by
the formula H∆(X,Y ) = (X
Y )[0], and that this is well-behaved with respect to the
model structure.
2.4.0.3. Lemma. If X is stably Segal, and if H∆(ι×Dn, X) : H∆(P ×Dn, X)→
H∆(Θ[0]×Dn, X) is a trivial fibration for all n ≥ 0, then so too is Xι : XP → X.
Proof. To begin with, Xι is a trivial fibration if and only if H∆(Θ[s], X
ι) is
a trivial fibration for all discrete representables Θ[s], which is equivalent to asking
that H∆(ι,X
Θ[s]) is a trivial fibration for all choices of [s]. However, we have trivial
fibrations, H∆(I,X
Θ[s]) → H∆(I,XSp[s]) and H∆(Θ[0], XΘ[s]) → H∆(Θ[0], XSp[s])
becauseX is stably Segal. However, Sp[s] decomposes as the colimit over a globular
sum diagram whose maps are cofibrations between disks, so XSp[s] is isomorphic to
the limit over a coglobular product diagram, where the maps are fibrations between
objects of the form XDi . Then this limit is a homotopy limit of a globular product
diagram with entries XDi . Then H∆(p,X
Sp[s]) is a trivial fibration if and only if
H∆(ι,X
Di) for each appropriate Di. The result follows by adjunction. 
Using this, we may form the Θ-localizer W1 = W(Sp ∪ {ι×Dn}n∈N). The set
of arrows Sp ∪ {ι×Dn}n∈N ∪ {j} forms a set of strong regular generators for W1.
As before, we form the suspension stabilization of this localizer using the above
class of strong generators and call this localizer Wω. We see that Wω is cartesian
and suspension stable.
Ultimately, we do not end up with a presentation as nice as the one in [Rez10a]
or the equivalent one in [Ara] for n-categories with n finite. This stems from our
current inability to prove a version of Rezk’s theorem showing that J is a model
for a homotopy equivalence. This stalls us at the step where we reduce to showing
that an object local with respect to ι is local with respect to ι×Dn for each n ≥ 0.
We state a conjecture, which would give a nicer presentation:
2.4.0.4. Conjecture. If X is stably Segal, and if H∆(ι,X) : H∆(P,X) →
H∆(Θ[0], X) is a trivial fibration, then so too are X
ι : XP → X and Xj : XJ → X.
The resulting presentation would then only depend on suspending the strong
generators Sp ∪ {ι}, which would give a presentation that is as nice as the ones
described for (∞, n)-categories when n is finite.
However, we will now describe a completely different approach to the construc-
tion of a similar model structure, which may be equivalent. If it is, then it gives us
a powerful new way to deal with the theory.
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