Introduction
The title of this paper could equally well have been 'Fitness functions are metrics too' since the paper sets out to establish a one-to-one correspondence between fitness functions (used in optimisation and, in particular, in searchbased software engineering) and software metrics.
The advantage of establishing this correspondence is that techniques associated with search-based optimisation can be deployed in the analysis and validation of software metrics, while the wealth of research and development of software metrics can be used at the heart of search-based approaches to software engineering -as the fitness functions which guide the search.
The paper presents a brief overview of search-based approaches to software engineering (SBSE) and the metrics that have already been used in SBSE, before moving on to define the characteristics of a metric that would make it a good candidate for a search-based approach to optimizing a software engineering problem. The paper then gives several examples of the way in which techniques associated with search based optimisation can be used to assist in the analysis and validation of software metrics.
The principal contributions of this paper are as follows:
• The paper shows how concepts from the search based software engineering community can be useful in metrics research. Specifically, it is shown:
-How the combination of (possibly very different) metrics can be explored using multi objective fitness functions;
-How fitness landscape visualisation techniques can be used to analyse metrics;
-How a sequence of optimisation steps can be used as a metric validation technique;
-How optimisation can yield insight into anomalies, hidden assumptions and similar shortcomings in a putative metric definition.
• The paper also shows that metrics can be very useful in search based software engineering. The one-to-one correspondence between metrics and fitness functions means that many metrics can be used as the guiding force behind the search for optimal or near optimal solutions to many software engineering problems. The paper sets out the problem characteristics which are likely to lead to success in the application of a searchbased approach, with the metric as a fitness function.
The rest of the paper is organized as follows: Sections 2 and 3 summarize three popular search techniques and how they have already been combined with familiar software metrics in the goal of optimizing software engineering problems using search-based software engineering. Section 4 describes the properties of a problem and associated metric which make the metric suitable as a fitness function for search based software engineering. The Metrics As Fitness Functions approach is a two-way street. Metrics are invaluable in search based approaches to software engineering. This paper also shows how search-based software engineering can be useful for software metrics research and practice. Specifically, Sections 5 and 6 describe ways in which search based techniques can be used to analyse and validate software metrics. Section 7 concludes.
Search Techniques
Search techniques [16, 24, 25, 29, 38, 54, 62] are a set of generic algorithms concerned with searching for optimal or near optimal solutions to a problem within a large multimodal search space.
To make the paper self-contained, this section (briefly) reviews the three primary search techniques which have recently been used to optimise problems in search-based software engineering.
Search techniques have been applied to many different areas of engineering, including mechanical engineering [39, 56] , chemical engineering [7, 34] , medical and biomedical engineering [53, 55, 65] , civil engineering [3, 6, 21, 30] and electronic engineering [5, 14, 46] .
All of these techniques define a constrained, guided search, based upon some fitness function and, as such, metrics play a crucial role in all of these techniques. This section focuses on Hill Climbing, Simulated Annealing and Genetic Algorithms simply because these have been most closely associated with software engineering.
Hill Climbing
In hill climbing, the search proceeds from a randomly chosen point by considering the neighbours of the point. Once a fitter neighbour is found this becomes the 'current point' in the search space and the process is repeated. If there is no fitter neighbour, then the search terminates and a maximum has been found (by definition). The approach is called hill climbing, because when the fitness function is thought of as a landscape, with peaks representing points of higher fitness, the hill climbing algorithm selects a hill near to the randomly chosen start point and simply moves the current point to the top of this hill (climbing the hill).
Clearly, the problem with the hill climbing approach is that the hill located by the algorithm may be a local maximum, and may be far poorer, in terms of fitness, than the global maximum in the search space.
There are many variations of the hill climbing theme. For example, should the algorithm select the first neighbour it finds with better fitness than the current individual (first ascent hill climbing) or should it consider all of the neighbours and select that with the best fitness improvement (steepest ascent hill climbing)? Whichever variation is chosen, the important characteristic of hill climbing is the property that it will select a local peak, which may be a local optimum and once this local peak is found the algorithm terminates; fast, simple, but prone to sub-optimality. Simulated annealing and tabu search are local search techniques which also search a local neighbourhood within the search space, but each has a different approach to overcoming this tendency to become trapped by a local maximum.
Simulated Annealing
In simulated annealing, a value, x 1 , is chosen for the solution, x, and the fitness function function, E, is typically minimised. As such, the fitness function represents the 'unfitness' or cost of a solution, with a minimal value denoting the best individual. Clearly, this is just another kind of metric; one which measures undesirability rather than desirability of a candidate solution.
The simulated annealing algorithm then considers a neighboring value of x 1 and evaluates its cost function; what constitutes a neighboring value of x 1 may not be immediately obvious and a neighbour, x 1 , must be defined in an appropriate way. If the cost function for x 1 is reduced, the search moves to x 1 and the process is repeated. However, if the cost function increases, the move to x 1 is not necessarily rejected; there is a small probability, p, that the search will move to x 1 and continue. The probability, p, is a function of the change in cost function, ∆E, and a parameter, T :
This probability is of a similar form to the MaxwellBoltzmann distribution law for the statistical distribution of molecular energies in a classical gas, where ∆E and T are related to energy and temperature respectively.
When the change in cost function is negative (i.e. an improvement), the probability is set to one and the move is always accepted. When ∆E is positive (i.e. unfavourable), the move is accepted with the probability given in the equation above; the probability depends strongly on the values of the ∆E and T . At the start of the simulated annealing, T is high and the probability of accepting a very unfavourable move is correspondingly high. During the search, T is slowly reduced by some function, C, called the 'cooling' function because of its counterpart in the physical world. The effect of 'cooling' on the simulation of annealing is that the probability of following an unfavourable move is reduced. In practice, the temperature is decreased in stages, and at each stage the temperature is kept constant until thermal quasi-equilibrium is reached. The set of parameters that determine the temperature decrement (i.e. initial temperature, stop criterion, temperature decrement between successive stages, number of transitions for each temperature value) is called the cooling schedule. The cooling schedule is critical to the success of the optimisation.
The algorithm is described in Figure 1 .
Genetic Algorithms
Genetic algorithms (GAs) [4, 29] operate upon a 'population' of individuals. Each individual represents a possible solution to the problem in hand. These 'candidate solutions' are combined and mutated to evolve into a new generation of solutions which, because of fitness-based selection, tends to be a 'fitter generation'.
Crossover (an analog of the mating process in natural genetics) provides a mechanism for mixing genetic material within the population. Mutation introduces new genetic material thereby preventing the search from stagnating. The next population of solutions is chosen from the parent and offspring generations in accordance with a survival strategy that favours fit individuals.
In natural evolution the fitness function is determined by a complex set of properties of the individual, the real world in which it operates and possibly other members of its and other species and their behaviour. In artificial genetic al- A typical selection technique is tournament selection, in which two individuals, chosen at random from the population, fight a virtual tournament in order to determine which will go on to reproduce. The tournament is won, simply, by the individual with the best fitness. Therefore, the metric which determines fitness need only be an ordinal scale metric [58] , since all that is required is that the metric determines whether one individual is better than another. there is no requirement (for the application of a genetic algorithm0 for a metric to be interval, ratio or absolute, since there is no need to know how much better one individual is compared to another.
GAs operate on a population of individuals (often called chromosomes) each of which has an assigned fitness. Those individuals that either undergo recombination or survive are chosen with a probability which depends on fitness in some way.
A generic evolutionary algorithm is presented in Figure 
Existing MAFF Approaches
This section describes how existing work on searchbased software engineering has used fitness functions to guide the search. Some of these fitness functions, such as structural coverage in testing and cohesion and coupling in modularisation, are familiar from the study of metrics, while others, such as test input distance have been invented specifically for the software engineering problem concerned. This suggests that the MAFF association can be beneficial both as a way of providing new metrics to play the role of fitness functions and also as a way of formulating and validating new (and existing) metrics. As can be seen, the work covers a wide range of applications. We shall mix formal and informal descriptions of metrics.
Metrics in the Design of Process
The need to phase or schedule requirements typically occurs in projects which have a relatively short development time, a high level of user involvement, and often operate in a dynamic environment. This was recognised by Boehm and his co-workers some time ago and is the motivation behind the development of the spiral model into the WinWin spiral model [8] .
Clark et al. [11] have shown how this problem can be recase as one of search-based software engineering. Suppose that a customer's view is amalgamated into a single opinion. Assume also that all requirements are independent. At each iteration of the system build there is:
• A set of requirements, R, which have yet to be implemented:
• A development cost associated with each requirement.
• A resource (a limit on how much the customers wish to spend).
• A set of customers who might have different opinions of what is required in the next phase of the system.
A choice has to be made of which set of requirements is going to be incorporated into the next phase of development. The problem is how to select the set of requirements that is going to be acceptable to as many customers as possible.
A customer's opinion is expressed as a priority or weighting, p x , associated with each requirement. Suppose there are k customers and n potential requirements. A customer-priority matrix, CP can be defined, such that p j i ∈ CP represents the priority associated with customer
The values used for each p j i will depend upon the nature of the application. If all users are equal, then each could simply rank the requirements, with the most desirable being ranked n, through to the least desirable ranked 1. The value of the j th requirement is defined as
Having scored the requirements in some way, the problem is now to find the optimal set of requirements to build. However, this problem is an instance of the 0-1 knapsack problem [33] , which is known to be NP-hard [23] , which is known to be well-suited to search based techniques such as genetic algorithms.
Metrics in the Design of Architecture and Infrastructure
It is widely accepted that 'getting the architecture wrong' is very expensive. The architectural design space may be huge and ways need to be found to explore it efficiently. Below we indicate the use of simple metrics as fitness functions to guide heuristic searches. We have taken a flexible view architecture, viewing it loosely as aspects of the design of interacting components.
Distributed System Static Configuration. Many modern software systems are distributed. For critical software applications tasks may be replicated (to provide an element of redundancy) and run concurrently (to achieve real-time performance requirements). Important issues arise in the configuration of such systems. Are response times guaranteed to be within required bounds? The real-time systems community have developed analysis models that allow the worst case response times to be calculated. (These are typically called 'schedulability models'.) The response times depend on which processors particular tasks are hosted, what communications overheads are incurred as a consequence etc. It can be regarded as a form of architectural design.
The determination of particular configurations to achieve the required response time is known to be a computationally hard problem. The worst case response times provided by the schedulability analysis models allow a simple metric to be adopted as part of a heuristic search -the sum of the times by which the tasks in the system overrun their required bounds. A configuration with a value of 0 satisfies all response time requirements. Refinements of this idea, and the use of similar metrics for non-functional properties of critical software systems can be found in [48, 49] .
Module Clustering. Hill climbing, simulated annealing and genetic algorithms have also been applied to the problem of restructuring at the module level of abstraction, attempting to find good module decompositions and module hierarchies [26, 40, 41, 42, 45] .
As an example, consider the fitness function implemented in the Bunch [42] module clustering tool. The authors refer to their fitness function as Modularization Quality (MQ). MQ for a software structure graph G partitioned into k clusters is calculated by summing the Cluster Factor (CF) for each cluster of the partitioned graph. The Cluster Factor, CF i , for cluster i (1 ≤ i ≤ k) is defined as a normalized ratio between the total weight of the internal edges (edges within the cluster) and half of the total weight of external edges (edges that exit or enter the cluster). The weight of the external edges is split in half in order to apply an equal penalty to both clusters that are connected by an external edge. Internal edges of a cluster are referred to as intra-edges. The number of intra-edges for module i is de-noted by µ i . The edges between two distinct clusters i and j are the inter-edges.
The number of inter-edges between a module i and a module j is denoted as ε i,j . If edge weights are not provided by G, it is assumed that each edge has a weight of 1. Also, note that ε i,j = 0 and ε j,i = 0 when i = j. The formal definition of the MQ calculation is defined as follows:
otherwise.
Notice how MQ increases as the cohesiveness of the individual clusters increases and the coupling between all of the clusters decreases. Thus the goal of the search algorithms implemented in Bunch is to maximize MQ. In this way MQ captures the familiar software engineering design principle that we seek high cohesion and low coupling [13] . However, by using search-based software engineering the measurement of cohesion and coupling moves from a passive act of assessment of quality to an active means of automating the search for high quality.
Protocols. Many of the systems we currently rely upon are distributed and the development of reliable and efficient infra-structural frameworks and distributed OS APIs is of great importance. Search can be of benefit here too. Consider, for example, the development of communications protocols. Protocols define rigorously a series of message exchanges between agents. At the end of a protocol run we may require certain goals to have been achieved, e.g. that agents should possess certain data, or else hold certain 'beliefs' about other agents' states. If there are several such goals to be achieved then a simple metric can be defined over the space of feasible protocols to guide the searchsimply count the number of required goals achieved by the protocol. Thus, we use fitness functions for a protocol of the form:
where M is the number of messages, w i are weights and g i is the number of required goals achieved after message i. Refinements of this basic idea (in particular taking weighted sums of the numbers of goals achieved after each message) have been adopted to evolve provably secure communications protocols using both genetic algorithms and simulated annealing [12] .
Metrics in the Design of Test Data
Test data generation is basically a constraint problem: find an input vector v such that some property p is achieved.
The basic notion underpinning search based approaches to test data generation is that some test data are clearly better than others; good test data either achieve the stated aim, or else come 'close to' achieving the aim. The notion of 'close to' can generally be defined in a problem specific waywe can measure how 'far away' the current test input vector is from satisfying the aim, and seek to reduce this distance via the search algorithms indicated earlier. The 'distance' is of course a metric.
At heart the dynamic test data generation problem can be regarded as 'find an input vector that causes predicates p 1 , ..., p n to be true at some identified points in program execution. Thus, if we want a particular path to be followed, the appropriate branch predicates must be satisfied. (Various researchers have addressed such structural coverage issues [31, 32, 44, 47, 50, 61, 64] ). If we want to find data that breaks a specification then we would want the precondition and the negation of the post-condition to be satisfied. Statements have associated with them 'healthiness pre-conditions' which, if not met, might cause abnormal execution (such as underflow or overflow). But this condition is just another predicate to be broken.
We need some metric (fitness function) that can indicate how close we are to satisfying a predicate. The metric used varies between researchers, but the following example gives the common flavour. Suppose you want to cause the assertion X <= 20 to be true at some identified point in the program. Suppose you have three test data inputs v 1 , v 2 and v 3 . Execution with v 1 causes X to take the value 40, execution with v 2 causes X to take the value 22, and execution with v 3 causes X to take the value 15. v 3 satisfies the aim and so we would assign it zero cost. v 1 and v 2 do not satisfy the aim, but v 2 comes closer than does v 1 , and this should be reflected in the cost function metric. This can be captured for this predicate by a metric of the form:
where X v k is the value of X when v k is used as input. Where many predicates need to be satisfied, weighted sums of cost functions for each predicate can be used to guide the search.
The above metric is a simplification of what researchers have actually used, but it does capture the essence of what they do.
Evolution of Metrics Using Genetic Programming
Genetic Programming (GP) [38] is a form of evolutionary algorithm in which the individuals evolved are programs, rather than more simple data types. The programs are represented as abstract syntax trees [2] , requiring differ-ent forms of mutation and crossover operation, compared to the standard genetic algorithm model (see Section 2.3).
Typically, for a genetic program, this fitness function is a set of training data. That is, a set of input output pairs which the evolved program must compute correctly. The evolution effectively searches for a program which satisfies all (or almost all) input-output pairs.
The GP technique works very well for simple programs, such as simple purely functional characterisations of an input-output relationship between a set of scalar values [38] . Many metrics are precisely this: a simple functional relationship. Therefore it makes sense to consider ways in which the use of search-based software engineering could be used to innovate software metrics. This approach was pioneered by Jose Javier Dolado [17, 18] , but has also been developed my Lefley and Burgess [10] and Aguilar et al. [1] .
Dolado [17, 18] used GP to discover linear and nonlinear functions which capturing the software project cost in terms of dependent variables, such as size in function points. The fitness function was the mean squared error,
. There may be many other situations in which metrics can be evolved to explain data in a similar way, such as The advantage of these approaches is that, rather than adopting a 'standard conversion factor', the GP approach allows the organisation to tailor the conversion to their own particular data (which may, for instance, be atypical). Such approaches will be particularly effective (and certainly, by definition more effective than linear regression) where the relationship between the data is complex and/or non-linear.
Properties required for MAFF
For a metric to be useful as a fitness function it needs to have the following four properties:
Large search space
If the metric is only used to distinguish a few individuals from one another, then the value of the metric for each individual can be computed and the search space explored exhaustively. There would be no need to use a search-based technique to sample the search space. Of course, most search spaces are very large. That is, most metrics apply to large (conceptually infinite) search spaces, such as the space of all expressible programs in some language or the space of all expressible designs in some design notation.
Low computational complexity
Search Based algorithms sample a portion of a very large search space. The portion sampled is typically non-trivial, requiring many thousands (possibly hundreds of thousands) of fitness evaluations. Therefore the computational complexity of the fitness function (the metric) has a critical impact on the overall complexity of the search process. Fortunately, most metrics are relatively cheap to compute, since they are constructed in terms of the structural or syntactic properties of the programs, designs and systems which they assess.
Approximate continuity
It is not necessary for a function to be continuous to be useful as a fitness function, but too much discontinuity can mislead a search, because all search-based optimisation approaches rely upon the guidance given by the fitness function. Continuity ensures that this guidance is perfect; the less continuous is the fitness function, the less guidance it gives.
Absence of known optimal solutions
If there is a known optimal solution to a problem, then clearly there is no need to use a search-based approach to seek optimal (or near optimal) solutions.
These four properties can be seen to apply in many cases. Most source code level metrics are immediate candidates as they apply to a potentially infinite search space (of possible programs), typically have linear algorithmic complexity and usually measure intangible properties of programs which are highly conceptual and therefore have no known perfect solutions.
Design level metrics, also apply to large search spaces (of candidate designs) and are not typically expensive to compute for a particular design. There are also typically few known 'best design solutions' to a given problem.
Process metrics are less likely to fit this set of characteristics and therefore, it would appear that the MAFF approach is ideally targeted at product-oriented metrics rather than process oriented metrics. However, where such processes can be simulated, search techniques can be used to explore the search space of possible process attributes, configurations and parameters.
One of the appealing features of the search based approach is that many of the search techniques tend to be fairly robust. For many problems, it is possible to make good progress without a great deal of sophistication. Genetic algorithms, for example, have a strong reputation for obtaining good results across a whole range of problems.
For the would-be search-based software engineer, keen to apply a favourite metric to optimize a potential solution, this offers the possibility of rapid proof of concept. There is an armoury of sophisticated search techniques that can subsequently be brought to bear and several excellent toolsets are available. It is perfectly feasible to combine evolutionary and local based searches; indeed, this is often done. Evolutionary approaches often get good results which can then be improved by the addition of local search.
Fitness Landscape Analysis
It is common in the search-based algorithm community to attempt to visualize the 'fitness landscape' [28, 35, 36, 52, 66] . That is, to use the fitness function values as a measure of height (or vertical co-ordinate), in a landscape where each individual in the search space potentially occupies some location within the horizontal co-ordinates.
Most search problems involve individuals made up of more than two components (or genes in the case of genetic algorithms). Mapping an individual from the search space into a two dimensional plane is therefore non-trivial. There are two possible approaches:
1. Pick two elements from the many which make up an individual. Keep all other elements constant at some arbitrary value, while considering a range of values for each of the two chosen elements. These two element ranges form the values for the x and y axis of the projection of the search landscape, while the fitness at each point produces the associated value for the z axis. This approach can only represent a slice through the overall landscape, but it serves to give a feeling for the kinds of properties of its shape, at least for two chosen components of the individuals being optimized.
2. Map all elements from the search space onto a flat plane in such a manner that near neighbours in the N dimensional search space (those which are 'close to one another') lie near to one another on the 2D plane. This approach involves some necessary distortions of the landscape to squash N dimensions onto only two. Therefore, it can only give a feeling for the proximity of peaks of fitness and for the global properties of the landscape, but does not produce a 'landscape shape' in any conventional sense. For example consider the two landscapes, in Figures 3  and 4 produced from the application of the DaimlerChrysler Evolutionary testing system [64] to the problem of funding worst case execution time. The two landscapes are for projections of the search space of an array of 250 variables. The program under test is a simple sorting program which uses the familiar bubble sort algorithm to order the elements of the input array in ascending order.
In each case the x and y axis show the variation in two of the input array's elements (while the other elements are held constant); the z axis shows the fitness value obtained. In this way the graphs produce a projection (onto two of the 250) variables of the search space of the problem.
In this case the landscape projections reveal that the problem is complex and multi model, with discontinuities and plateaus (reflected by the jagged edges of Figure 3 and the large flat area of Figure 4) . From a search technique perspective, this suggests that this problem is one more suited to a genetic algorithm than a local search, such as a hill climber (or a quasi local search like simulated annealing). From a software metric point of view, the landscapes reveal something of the nature of the metric; small changes in individual input variables can, in some input subranges, produce dramatic changes in metric value, while in others, comparatively larger changes produce no change in metric value.
The examples in Figures 3 and 4 , were those of a projected landscape. The alternative approach, in which all N dimensions of the search space are reduced to two can also be used. For example consider the plot of peaks in a landscape depicted in Figure 5 . This is a visualisation of a landscape from a hill climbing approach to feature subset selection. The features in this instance are software project attributes used in a case-based software project cost estimation system [37, 60] . In this figure, peaks which occur in the best quartile of the hills are denoted by 'x' symbols, those which occur in the next best quartile are denoted by 'o' symbols, those in the third quartile by '+' symbols and those in the worst quartile by '.' symbols. The division of peaks in this way is suitably coarse-grained and approximate in nature, that the approximate nature forced by the requirement to squash the N dimensions (in this case N = 43) onto 2 is not misleading. The figure clearly shows that high peaks tend to cluster together (although the dimension squashing makes it impossible to say where this occurs on the original landscape).
MAFF Metric Validation
Some metrics are absolute representations of a precise measurable aspect of a software product or process. However, metrics are human artifacts, designed to give a concrete and measurable value to some more intuitive underlying notion. As such, it is important to validate the extent to which a proposed metric adequately captures the underlying concept it seeks to measure.
This section shows how approaches to search based software engineering can be used to validate metrics by optimisation (using the metric as a fitness function). This addresses the issue of selection bias when choosing individuals to rank as part of the representation condition and also provides additional insight by highlighting anomalies and implicit assumptions in the formulation of a metric.
The Representation Condition
The representation condition [58] states that a good metric is one which is truly representative of the property it Despite its simplicity, this condition is rather hard to test in practice. There is the obvious problem of agreeing what the order imposed by R is, when , typically R is a ill-defined conceptual level ordering capture in some intangible property of the software process or its products. A common approach is to suppose that there is a group of human experts who can provide the ordering [58] . However, for validation purposes this raises the thorny issue of selecting a group of experts. Furthermore, there is the additional problem of identifying a suitable set of objects to measure and order according to the metric. While the MAFF approach cannot help with the selection of experts, it can be a great assistance with the determination of a bias-free set of objects to use in validation.
Consider the situation where a program is to be measured for complexity. The measurement of software complexity is a well-known and controversial area of software metrics research and practice [22, 57, 59] . The controversy arises partly because of the the difficultly of agreeing upon whether a proposed complexity metric satisfies the repre-sentation condition. A difficultly here is in selecting a set of objects (in this case the set of programs to order according to a proposed metric). Different software tasks require different levels of complexity and so there is a problem of comparing 'apples and oranges'; we need to be sure that the inherent complexity of the problem is roughly equivalent, in order to avoid any bias which would force some of the programs to have some innately larger complexity.
To address this problem, search-based program transformation [11, 20, 27] can be used. Search-based transformation seeks to optimise a program by a sequence of transformations according to some fitness function which determines whether one program is better than another. The important point about the transformation process is that it is meaning preserving. As the program is optimised, according to the fitness function, each new version of the program produced in the sequence of optimisation steps, performs the same task as the original. However, each is expressed in a style that is rewarded by a higher score for the fitness function. The fitness function can be substituted for by the complexity metric under scrutiny.
The sequence of optimisation steps produced by searchbase transformation, thereby produces an ever increasing sequence of programs, each of which performs an identical tasks, but with increasingly attractive structure according to the metric. Because each member of the sequence of programs performs an identical task, there is no problem of comparing 'apples and oranges' when coming to assess whether the metric meets the representation condition.
Identifying False Assumptions
The application of the MAFF approach can provide similar insights into software metrics research. For example, consider again the application of search-based transformation 1 to the problem of validating a (source level) software metric. If the fitness function is the McCabe [43] complexity metric, then the optimizing sequence of transformations in Figure 6 might be produced.
It is not the goal of this paper to stray into the debate concerning the validity of certain complexity metrics, as the issues have been well-documented by previous authors [22, 57] . Rather we wish to show how the search-based transformation approach provides an objective way to validate such metrics. By definition, all traditional approaches to program transformation alter the syntax of a program without altering its semantics [15, 51, 63] . Suppose a program p can be obtained from a program p by a sequence of transformation steps. The meaning preserving nature of transformation means that p is nothing more than alterna- This observation suggests a property, transformation invariance, for a metric. This property, defined more formally, in Definition 3 below, provides a way of measuring the robustness, or 'resistance to noise' for a code-level metric. The search-based transformation technique provides an automated way of assessing compliance.
Definition 1 (Transformation)
A transformation rule, t, is a total function from programs to programs.
Definition 2 (Metric)
A metric, M , is a total function from programs to IR.
Definition 3 (Transformation Invariant Metric (TIM))
Let T be a set of transformation rules. Let Prog be the set of all programs. A metric M , is a Transformation Invariant Metric with respect to T iff ∀t ∈ T, p ∈ Prog.M (t(p)) = M (p).
We shall write T -Transformation Invariant Metric or simply T -TIM for a metric which is a Transformation Invariant Metric with respect to T according to Definition 3. For example, the four programs in Figure 6 obtain different values for McCabe complexity and so, McCabe is not a T -TIM for the set of transformations which includes the rule which absorbs two nested IF statements to produce a single IF with a conjunction of the two IF predicates. However, consider the two programs in Figure 7 . These two programs are produced by the 'associativity of nested IF transformation'. Suppose this transformation is denoted ass iff, then we can say, formally, that McCabe is a {ass iff}-TIM.
How does all this transformation theory help? Well, we are now able to define a metric together with a set of transformation rules under which the metric is invariant. The transformation rules capture the aspects of the program's structure, its syntax, which the metric does not care about. The metric thereby captures an equivalence class defined by a set of transformation rules.
Conclusion
This paper has as its title the bold thesis 'Metrics are Fitness Functions Too'. We believe this to be a radical statement, with far reaching implications for the development of IF A THEN   IF A THEN  IF A THEN  IF A AND B AND C AND D THEN S  IF B THEN  IF B THEN  IF B AND C AND D THEN S  ENDIF  IF C THEN  IF C AND D THEN S  ENDIF  IF D THEN S  ENDIF  ENDIF  ENDIF  ENDIF  ENDIF  ENDIF Yet, what we have said should have a direct intuitive appeal to the metrics community. After all, metrics act as projections of qualities of interest of software systems. If an engineer is not happy with what the metric is reporting, then corrective action will be taken; the system will be (manually) altered to improve it (as judged by the metric). But isn't this exactly what is proposed in this paper? Yes! But with the crucial the difference that the metric evaluation and system redesign are automated happen in milliseconds. Furthermore, through iteration the current 'system' (which may be any software development artifact, e.g. specification, design, code, estimate, test data) evolves towards an excellent solution.
In a sense, we are combining the blindingly obvious (software engineering is a search for high quality solutions), with a radical view: our claim that, for a great many software engineering problems, the search can be automated. All that is needed is a suitable fitness function and sufficient motivation.
The Search Based Software Engineering (SBSE) community has emerged rapidly over the past few years and does not lack motivation! Our observation that metrics are fitness functions, opens up a wealth of potential applications. For many years the metrics community, has effectively been working on the central component for each application of SBSE; the fitness functions which guide the search. Whether they be begged, stolen or borrowed, there is clearly a wealth of metrics research that can be mined to support automated, search-based software engineering. We believe also that the fusing of metrics research and heuristic search may spawn whole new areas of metric research, for example, concerning granularity of information, speed of calculation, how to achieve best tradeoffs between metrics and so on: Search is what you seek
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