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1. INTRODUCTION 
Let g be a Kac-Moody algebra defined by a (not necessarily sym- 
metrizable) generalized Cartan matrix, let b be its Cartan subalgebra, and 
let M be an integrable weight module over g in the category Co (cf. Sect. 2 
for the precise definitions). We determine Hi(g, M), and, perhaps more 
importantly, show that the relative cohomology H’(g, h, M) is zero. One 
problem for which the relative cohomology is significant is the question of 
the radical of g, as follows. In [8, Theorems 3.2 and 4.21, it is shown that 
for the radical of g to be zero, it would be sufficient that 
Extf,,,(L(1), M) = 0 for all dominant integral weights 5 where L(A) is the 
irreducible module of highest weight 1, and all integrable weight modules 
M in the category 0. The result in the present paper regarding relative 
cohomology is that Extig s,(K, M) = 0 for any such M. Note that KG L(O), 
so that this is just a special case of Ext&,(L(J), M). 
After giving the basic definitions and notation in Section 2, we give a 
fairly complete description of integrable category 8 modules in the sym- 
metrizable case in Section 3, and prove some properties of nonsym- 
metrizable generalized Cartan matrices in Section 4. These results are used 
together in Section 5 to prove the theorem on the first relative cohomology 
groups. In Section 6 we determine the first cohomology groups. 
2. KAC-MOODY TERMINOLOGY 
In this section, we give the basic definitions and notation associated with 
Kac-Moody algebras. 
Let A = (A,) be an Ix 1 generalized Cartan matrix (GCM), i.e., a matrix 
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with integer entries satisfying Aii= 2 for all i, A,<0 for i#j, and A,= 0 if 
and only if Ajj = 0. Let K be a field of characteristic zero, and let g = g(A) 
be any Lie algebra over K satisfying 
(1) g is generated by a finite-dimensional abelian subalgebra h, called 
the Cartan subalgebra, together with elements e,, . . . . e,, f,, . . . . fi, called 
simple root vectors and negative simple root vectors, respectively. 
(2) There are linearly independent sets {h,, . . . . h,) in h and 
{a,, . . . . cq} in h , h d * t e ua vector space of h, such that aj(hi) = A, for all i 1 
and j. The latter is called the set of simple roots and the former the set of 
simple coroots. 
(3) [ei, J;] = 6,hi for all i and j. 
(4) [h, ei] = a,(h) ei and [h, h] = -a,(h) f, for all i and for all h E I+ 
(5) (adei)‘PA~(e,)=O=(adfj)l-A~(fi)for all i#j. 
(6) There is an involutive antiautomorphism ‘I: g + g such that 
q(e,) = fi for all i and q(h) = h for all h E lj. 
Such an algebra g is called a GCM, or Kac-Moody, algebra defined by A. 
These objects were introduced in [3] and [6]. 
In case the matrix A is block diagonal, with A = A, 0 AZ, then g(A) is 
isomorphic to g(A,) x g(A,), where each g(Ai) is a Kac-Moody algebra 
defined by the GCM Aj. If there is no permutation of the rows and comuns 
such that A may be written A = A, @A,, then we say that A is indecom- 
posable. 
Another property of certain GCMs is symmetrizability. We say that A is 
symmetrizable if there is a nondegenerate diagonal matrix D with positive 
integers on the diagonal such that the matrix DA is symmetric. 
Note that in our definition of Kac-Moody algebras we do not fix the 
dimension of h, although the linear independence of the simple roots forces 
it to be at least 1+ corank(A). We remark that increasing the dimension of 
h only gives a trivial central extension of g, since we can find a complement 
in the kernel of all the c(,‘s. It is convenient, however, to allow this freedom 
in the dimension of h. 
Certain subalgebras of g will be needed in the sequel. Let n + (resp. n ~ ) 
denote the subalgebra of g generated by e,, . . . . e, (resp. fi, . . . . f,). Set b = 
h @ n + (vector space direct sum), called the Bore1 subalgebra. Also, for each 
i= 1, . . . . 1, we take ai= Kh,@ Kei@Kfi, which may be seen from the 
relations to be isomorphic to sl(2, K). 
IfMisan~-moduleand1~~*,wesetM,=(m~M~h~m=I(h)mforall 
h E h}, called the I-weight space of M. In case M = eIs h. M, with each 
M, finite dimensional, we call M a weight module. 
Suppose M is a weight module over g. If all ei and J act locally 
nilpotently on M, we say that A4 is an integrable weight module. It is easy 
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to show (cf., e.g., [4, Proposition 3.61) that in this case M is the direct sum 
of finite-dimensional h-stable irreducible a,-modules, for each i. 
We define the root lattice Q to be the free abelian group with basis 
{a I, . ..> LX,} oh*, and set Q+ = {Cf=,k,a,~Qlk~~Z+ for alli}, where B, 
is the set of nonnegative integers. We then define a partial order on h* by 
p<,? if I-pee+. The roots of g are defined to be those a~b*\(O} such 
that g, # 0 (where we consider the adjoint representation of g). Letting A 
be the set of roots, it is easy to see from the relations that A = A+ u A -, 
where A+ =AnQ+ and A- = -(A+). 
The lattice of integral weights is defined to be P= (2 E IJ* 1 l(hi) E Z for 
all i}. The subset P+ = (1 E h* 1 A.(hi) E Z + for all i} is called the set of 
dominant integral weights. 
Let A4 be a weight module over g, and suppose u E M, is a nonzero vec- 
tor, where A.eh*. If n+ . u = 0, we call u a maximal vector of weight A. If, in 
addition, M= U(g)u (where U( - ) denotes the universal enveloping 
algebra functor), we call u a highest weight vector and call M a highest 
weight module of weight A. Every highest weight module is a weight 
module. 
For each 1 E h*, let K(I) be the one-dimensional b-module whose 
underlying vector space is K, with b-module action defined by (h + x) k = 
A(h)k for all huh, xEn+, and k E K. Then the Verma module of highest 
weight i is the induced module M(A) = U(g) @ U(b) K(d). It is well known 
that M(1) is the universal highest weight module of weight A, and that 
M(1) has a unique irreducible quotient, which we denote by L(I). It is 
clear from the representation theory of sl(2, K) that L(A) is integrable if 
and only if AE Pt. 
Following [ 11, we define the category 0 to be the full subcategory of the 
category of g-modules A4 such that M is a weight module and A4 is locally 
U(n+)-finite. (It is customary to impose another finiteness condition on M, 
but we will not need this for purposes.) For example, any highest weight 
module is an object in 0. It is clear that 0 is an abelian category, since it is 
closed under submodules, quotients, and finite direct sums. 
For each i = 1, . . . . f, define a linear involution T, of h* by ri(A) = 
A- 1.(/z;) cli for all E,E~*. The Weyl group W is the subgroup of GL(h*) 
generated by (rl, . . . . r,}. Fix p E h* such that p(h,) = 1 for all i, and define 
w.A=w(A+p)-p for all AE~* and all WE W. 
3. COMPLETE REDUCIBILITY IN THE SYMMETRIZABLE CASE 
In this section we apply some known results for algebras defined by sym- 
metrizable GCMs to obtain a complete reducibility theorem for integrable 
weight modules in the category 0. Such algebras enjoy several nice proper- 
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ties, owing mainly to the existence of an invariant bilinear form on g, 
analogous to the Killing form. 
We will use the notation Extfg,h)( -, -) to denote the group of 
equivalence classes of extensions in the relative category of g-modules 
which are $-semisimple. Note that when the two arguments are weight 
modules, this simply means extensions in the category of weight modules. 
LEMMA 3.1. Let g be defined by a symmetrizable GCM. For any A, 
PEP+, Extf,,,W), W))=Q 
Proof: Suppose we have a short exact sequence 
O--+L(p)~ ML L(A)- 0 (1) 
in the category of weight modules. If ,H - A 4 Q, then C,, i + o M, is a com- 
plement to Im 4 in IV, and the sequence (1) splits. Thus, we may assume 
P-AEQ. 
We now can find some x E h* such that p < x and A< x. This implies that 
L(p) and L(1) are objects in C(x), the category of weight modules whose 
weights are all less than or equal to x. If the sequence (1) splits, we are 
done. Otherwise, it follows by [7, Proposition 3.21 that M(A) and M(p) 
have a common irreducible subquotient, say L(v). But now, by [S, 
Theorem 4.21 and [9, Lemma 8.21, this implies that v E We A and v E W-p, 
and hence p E W. 1. But R and ,D are both dominant integral, so we must 
have A = ,u. Choose u E M,\Im 4, and take L = U(g)v. Then L n Im 4 = 0 
since L, n (Im &), = 0 and Im 4 = L(p) is irreducible. Thus II/ maps L 
isomorphically onto L(A), and this is the complement which splits the 
sequence (1). 
THEOREM 3.2. Let A4 be an integrable weight module in the category 0 
over g, and suppose g is defined by a symmetrizable GCM. Then A4 is com- 
pletely reducible. More precisely, M is the direct sum of various L(A), with 
;1EP+. 
Proof: Let N be the sum of all submodules of M of the form L(p), with 
p E P +. Suppose N # M. Choose v E M\ N, v a weight vector, and let V = 
u + NE M/N. Since U(n +)v is finite dimensional, so is U(n+ )V, and hence 
there is a maximal weight, say 1, of U(n’)V. Choose x E MA with X = 
x+ NE U(n+)F\{O}. Then n+ .X=0. Set V= U(g)ZzM/N, so that Visa 
highest weight module of weight 1. Since M is integrable, so is V, and 
hence Vr L(A) with A E P+, by [2, Theorem 9.71. Setting W= U(g)x+ 
N s A4, we have an exact sequence 
O+N+ W-+L(I)+O. 
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Now N is the sum of irreducible g-modules, hence the direct sum of certain 
of them, and since Extf,JL(J), L(p)) = 0 for all p E P+ by Lemma 3.1, we 
have Extf,&L(J), N) = 0. Th us W has a submodule L z L(L) such that 
W= NO L. This contradicts our choice of ZV, so we must have N= M, and 
therefore M is completely reducible. 
4. DOMINANT INTEGRAL WEIGHTS IN THE NONSYMMETRIZABLE CASE 
The purpose of this section is to prove that if A is an indecomposable, 
nonsymmetrizable GCM, then no nonzero dominant integral weights lie 
in Q+. 
LEMMA 4.1. Let A be an indecomposable GCM, and let 2 =Ci=, k,u,E 
Q+ n P+. Ifsome ki=O, then all k;=O. 
Proof: Write { 1, . . . . I}=SuS’ as a disjoint union, with S= {i(k,=O} 
and S’ = {iI ki > O}. Suppose both S and S’ are nonempty. Since A is 
indecomposable, there is some ie S and Jo S’ with A, # 0. Now A(h;) = 
IX:=, k,Gi) =ILEs, k,cr,(hi) d kjocj(hi) = kjAq < 0, which contradicts the 
assumption that 1 E P+. Thus, if S # Da, then we must have S= { 1, . . . . f}. 
DEFINITION 4.2. Let A be a GCM. The Coxeter graph of A is the 
undirected graph whose vertex is { 1, . . . . f}, and with an edge of multiplicity 
A,A,, joining vertex i and vertex i for all i # j. 
LEMMA 4.3. Let A be a nonsymmetrizable GCM. Then the Coxeter 
graph of A has a cycle with at least one multiple edge. 
Proof: Suppose the graph has no cycle with multiple edges. We will 
show that A is symmetrizable in this case, using induction on 1. Consider 
the longest acyclic path in the Coxeter graph. Renumbering if necessary, we 
may assume that this path is i, i+ 1, . . . . 1. Of course, if i = 1, then A is 
diagonal, hence symmetrizable. This leaves us with two cases to consider. If 
vertex I is joined to any other vertex than vertex I- 1, our assumption on 
the longest path shows that this must be part of a cycle, and thus that 1 is 
joined only by single edges to other vertices in the graph. Letting A’ be the 
GCM obtained from A by deleting the Ith row and column, we have by 
induction that there is some diagonal matrix D’ = diag(d,, . . . . d,- ,), with 
all the di positive integral, such that D’A’ is symmetric. But now, setting 
d,=d,-, and D = diag(d,, . . . . d,), we see that DA is symmetric. The other 
case we must consider is where vertex I is joined only to vertex I- 1 
(possibly by a multiple edge). Let A’ and D’ be as above, so that D’A’ is 
symmetric, by induction. Now set d, = d,- , A,_ I,rjA,,r- 1 and D = 
diag(d,, . . . . d,). Again, we see that DA is symmetric. 
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PROPOSITION 4.4. Let A be an indecomposable, nonsymmetrizable GCM, 
andlet A=C:=, k;tl,EQ+ nP+. Then A=O. 
Proof Suppose A # 0. By Lemma 4.1, we must have that ki > 0 for all i. 
By Lemma 4.3, the Coxeter graph of A has a cycle with at least one mul- 
tiple edge. Renumbering if necessary, we assume that vertices 1, 2, . . . . n form 
the cycle, so that Al*, . . . . A,-,,,, A,,, d -1 and AI,,, A.,,-,, . . . . A,, < -1, 
and we assume that A , n < -2 to account for the multiple edge. Since 
1EP+, we have Cf=, k‘,cc,(h,) =Cf=, kiAji > 0 for each j= 1, . . . . 1. Since 
each kj> 0 and each A,,<0 for i#j, we may delete some of the terms to 
obtain 
k,A,,,+k,A,,+k,A,,~O 
k,Az,+k,A,,+k,A,,>O 
k A.,,-1 II ~ I +kJ.,,+k,A.,, 20 
But Ai;= 2 for all i, and since A , in < -2 and all other A, in the above 
inequalities are less than or equal to - 1, we have 
-2k,+2k, -k,>O 
-k,+2k,-k,>O 
-k ,-,+2k,-k,>O. 
Adding these gives -k, > 0, or k, < 0, contrary to the initial observation 
that all kj > 0. Thus we must have A= 0. 
5. RELATIVE COHOMOL~GY AND EXTENSIONS 
The main result of this section is that H’(g, h, M) = 0 for any integrable 
weight module M in the category 0, where g is any Kac-Moody algebra, 
symmetrizable or not. We first recall some basic facts about cohomology 
and extensions. These are well known, but as we will be computing 
cohomology using both the standard complex and the Ext groups, we 
discuss the relationship between these two points of view in order to avoid 
ambiguity. 
If M is any g-module, the cochain group Cq(g, M) is defined to be 
Hom,(Aq g, M), where A” denotes the qth exterior power over K. Then 
the cohomology group Hq(g, M) is the qth cohomology of the standard 
complex 
0 - CO(g, M) L C’(g, M) --% . . ., 
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where the coboundary d is defined by 
= c (-,)i+l Xi.C(X, A ..’ A Jci A ... A x,+1) 
,=I 
+ 1 (-l)i+j C([Xi, X,] A XI A ... A i, A ... ,2 ii A ... A Xy+l) 
Z<j 
for all c E Cy(g, M) and all x, , . . . . xy + , E g. In case M is a weight module, 
we define the relative cohomology as follows. Take C”(g, h, M) = 
{CEcY(g,M)IC(Xl A ... AX,)=O whenever x,EI) and h.c=O}, the 
relative cochain group, and observe that d( P(g, 6, M)) G CYt ‘(9, lj, M). 
Thus, by restriction, we obtain the standard complex 
and the relative cohomology group HY(g, h, M) is just the qth cohomology 
of this complex. 
For the case q = 1, it is easy to describe the natural isomorphism 
H’(g, h, M) z Ext(‘,,,(K, M), where M is a weight module and K is the one- 
dimensional trivial module. (Actually, one often takes Ext;I,,h,(K, M) to be 
the definition of H”(g, h, M) and then shows that this may be computed 
using the standard complex described above.) Indeed, let 
O--+MAE&K-O (2) 
be a short exact sequence of g-modules in which E is h-semisimple. This 
means that E is a weight module, and we may choose UE E, so that 
$(u) = 1. Identifying M with its image in E, we have x u E M for all x E g, 
since $(x . o) =x $(u) = x . 1 = 0. Writing c(x) for x . u, it is easy to see that 
c is a relative I-cocycle in C’(g, h, M), and that the cohomology class of c 
in H’(g, h, M) depends only on the equivalence class of the extension (2) in 
Ex&,)(K Ml. C onversely, if c E C’(g, lj, M) is a relative 1-cocycle, take 
E = M 8 K as a vector space direct sum, and define a g-module action on E 
by x.(m,k)=(x.m+kc(x),O) for all xEg, mgM, and kEK. The maps 
d(m) = (m, 0) and $(m, k) = k give a short exact sequence of g-modules 
in which E is b-semisimple, whose equivalence class in Extfs,h,(K, M) 
depends only on the cohomology class of c in H’(g, h, M). Of course, this 
same argument, without h-semisimplicity, gives a natural isomorphism 
H’(g, M) r Ext;(K, M). 
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THEOREM 5.1. Let M be an integrable weight module in the category 0 
over a Kac-Moody algebra g. Then H’(g, lj, M) = 0. 
Proof: Let A be the GCM of g. Renumbering if necessary, write A = 
A1 0 ... 0 A,, with each Ai indecomposable. Assume we have done this in 
such a way that A,, . . . . A, are symmetrizable and A,,,+ 1, . . . . A,, are not. 
Suppose that A, @ . . . @A, is of size k x k, so that A,,,+, 0 . . . 0 A, is of 
size (1- k) x (I - k). Let g, be the subalgebra of g generated by e, , . . . . ek, 
f,, . . . . fk, and all of h, so that g, is a Kac-Moody algebra defined by the 
symmetrizable GCM A, @ . . p 0 A,. 
By the discussion preceding the statement of the theorem, it suffices to 
show that Extf,,,, (K, M) = 0. Suppose we have a short exact sequence of 
h-semisimple g-modules 
O-+M+E+K+O. 
By Theorem 3.2, if we consider this as a sequence of g,-modules by restric- 
tion, the sequence splits over gs. Identifying M with its image in E, we may 
write E = MO V as a g,-module direct sum, where V is one dimensional 
and g, . V= 0. Let v E V be a nonzero vector. It suffices to show that 
g. v = 0, since then E = MO V would be a g-module direct sum, and the 
sequence would split. 
First, consider one of the generators ei, with k + 1 < i< 1. We have 
e, . v e Al,,. Suppose e,. v # 0. Since M is locally U(n+)-finite, there is a 
maximal weight I of U(n+) ei .v, with 1> cli. Since M is integrable, ;1 E P+. 
Write A = Fj=, kjuj with all kjE 22, and ki>O, which is possible since 
A > cli. If ei is one of the generators corresponding to the indecomposable, 
nonsymmetrizable block A, with m + 1 < t < n, and A, consists of the rows 
and columns i- p, . . . . i, . . . . i + q for some p, q E Z,, then for every r E 
{i-p, . . . . i, . . . . i + q} we have 0 < I(h,) = cj= 1 kj~j(h,) = C>+=T- p k,aj(h,). 
Thus, i’= c>+=r-, kjuj is a dominant integral weight for g(A,). By 
Proposition 4.4, A’= 0. This contradicts the fact that ki> 0, and hence 
ei. v = 0 for any i = k + 1, . . . . 1. 
Now M is integrable, hence is the direct sum of finite-dimensional 
a;modules, where aig sl(2, K) is generated by hi, ei, and fi. We have 
e, v = 0 and hi. v = 0, since hi E h E g, and gs. v = 0. Thus, by the theory of 
finite-dimensional representations of sl(2, K), we must have fi. v = 0 for any 
i = k + 1, . . . . 1. 
Note that g is generated by g, together with ek+ i, . . . . e,, fk+ 1, . . . . f,. 
Since all of these annihilate v, we have g . v = 0. 
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6. COHOMOLOGY 
Now that we have dealt with the relative case, we determine H’(g, M), 
where M is an integrable weight module in the category 0. 
THEOREM 6.1. Let g be any Kac-Moody algebra, and let M be an 
integrable weight module in the category 0. Let Ij’ be the span of {h,, . . . . h,}, 
and let IJ” be a vector space complement for Q’ in $. Then there is a vector 
space isomorphism H’(g, M) g Horn&“, M”), where M” is the g-invariant 
part of M. In particular, dim H’(g, M) = dim(M”) . (dim h - 1). 
Prooj Suppose c E C’(g, M) is a 1-cocycle, i.e., that c E Z’(g, M). Recall 
that C’(g, M) = Horn&j\ g, M) = Hom.(g, M), so that C’(g, M) has a 
g-module structure given by (x -4)(y) = x . d(y) - d( [x, y]) for all x, y E g 
and 4 E C’(g, M). Now, for any x E gcI with c1 E A u {0}, we may uniquely 
write C(X) = CAE h* Cj, (x), where each cI(x) E M, + j., and only finitely many 
cj.(x) are nonzero. Observe that C~.E C’(g, M), for each AE~*. 
We first show that each cj. is a 1-cocycle. If XE gz and YE gp for some 
IX, BE A u {0}, then 
0 = (dc)(x A y) 
=x~c(Y)-Y~c(x)-4[x, Yl) 
= j,~* X’Cj.(y)- j.~. Y “i.(x)- C ci([xv yl)’ 
j.Eh* 
Now, the component of the right-hand side in the (A + c( + /I)-weight space 
of M is x. cj.( y) - y. Cj.(X) - Cj.( [C, y]), which must be zero, since M is the 
direct sum of its weight spaces. Thus, (dcj.)(x A y) = 0, and we see that Cj, is 
a 1-cocycle. 
We next show that only finitely many of the cj, are nonzero. Observe that 
all but finitely many of the ci, vanish on the generators h, e,, . . . . el, f,, . . . . f,, 
since dim h < cc. But each Cj. is a 1-cocycle, so that if c;,(x) = 0 = cj.( y) then 
cJ [x, y]) = x.c,(y) - y .cI(x) = 0, and thus if cj. vanishes on the 
generators then cj. = 0. Thus c = xi. s cj, for some finite set S c h*. 
Now, if A# 0, then there is some h E h with 1(h) #O, and, setting c>, = 
W-‘c,i, we have that cl is a 1-cocycle and c2 = h. c;. But then, for any 
x E g, we have cl(x) = (h . c>)(x) = h . c>(x) - ci( [h, x]) = x . c>,(h), since c>. 
is a 1-cocycle. But this equation means that cA is a 1-coboundary. 
This shows that the cohomology class of c is equal to that of cO. Note 
that for any x E g and any h E I$, we have x . c,(h) = h . c,,(x) - cO( [h, x]) = 
(h .cO)(x) =O, so that c,,(h) E Mg. Thus, c0 restricts to a linear map 
C,: If + Mg. 
Define a linear map @: Z’(g, M) -+ Horn&j”, M) by D(c) = Co. We now 
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show that @(B’(g, M)) =O. If CE B’(g, M), then we also have CUE 
B’(g, M), since c and c0 have the same cohomology class. Thus, there is 
some m E M with x .rn = co(x) for all x E g. Since c0 E C’(g, M),, we may 
assume that m E M,. But then, if h E h”, we have c,(h) = c,(h) = h .rn = 0, so 
that Q(c) = 0. Thus, @ induces a linear map 6: H’(g, M) + Horn&“, M”) 
defined by $( [cl) = @p(c), where [c] is the cohomology class of 
c E Z’(g, M). 
We will show that G is an isomorphism. First, to see that 5 is injective, 
suppose that 8( [cl) = 0. Since [c] = [c,], we may as well assume that 
c=cg, i.e., that c = c,, i.e., that h . c = 0. Let in { 1, . . . . I}, and write M= 
@ jG J N, as a direct sum of finite-dimensional irreducible a,-modules, which 
is possible since A4 is integrable. Now cI.,EZ’(~~, M) and H’(a,, M)= 
GjtJH’(ai, N,)=O, so that cI.,EB’(ai, M). Thus, there is some rneM 
with x .rn = c(x) for all x E ai. Since c E C’(g, M),, we may assume that 
m E M,. Thus c(h;) = hi . m = 0, and we have c(l)‘) = 0, since h’ is spanned 
by {h,, . . . . h,}. But c(b”)=O, since $( [cl) = 0. This implies c(h) = 0, so 
that in fact c is a relative cocycle, i.e., c E Z’(g, h, M). By Theorem 5.1, c E 
B’(g, h, M), and hence c E B’(g, M), i.e., [c] = 0. Therefore, 6 is injective. 
For the surjectivity, let 4: h” -+ M” be a linear map. Define c: g -+ M 
extending 4 by c(h) =4(h) for all heh”, c($‘) =O, and c(g,) =0 for all 
CIE A. Clearly, it suffices to show that CE Z’(g, M), since in that case 
@[cl) = d. Note that c is an h-module homomorphism and that 
c([g, g])=O. If heh and xEg, then (dc)(h A x)=h,c(x)-x.c(h)- 
c([h, x])=(h.c)(x)-x.c(h)=O, since cam” and h.c=O. IfxEg, and 
YE9p for some a,p~A, we have (dc)(x A y)=x.c(y)- 
y . c(x) - c( [x, y]) = 0. Thus 8 is surjective, proving the theorem. 
Remark. In Theorem 5.1 we showed that Extfn,h,(K, M) = 0 for any 
integrable weight module A4 in the category Lo. The same proof as that of 
[S, Theorem 4.21, which uses the antiautomorphism r] to define a g-module 
structure on the h-finite part of M*, shows that this is equivalent to 
Ext,!,hJM, K) = 0 for all such M. Using this fact, we see that in the 
situation of Theorem 6.1, Mg is in fact a direct summand of M. 
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