In this paper, we consider a perturbed compound Poisson risk model with two-sided jumps. The downward jumps represent the claims following an arbitrary distribution, while the upward jumps are also allowed to represent the random gains. Assuming that the density function of the upward jumps has a rational Laplace transform, the Laplace transforms and defective renewal equations for the discounted penalty functions are derived, and the asymptotic estimate for the probability of ruin is also studied for heavy-tailed downward jumps. Finally, some explicit expressions for the discounted penalty functions, as well as numerical examples, are given.
Introduction
The classical compound Poisson risk model perturbed by a Brownian motion is given by:
where u ≥ 0 is the initial surplus, c > 0 is the constant premium rate. The claim number process {N (t)} t≥0 is a Poisson process with intensity λ > 0. The individual claims X 1 , X 2 , . . . are positive independent and identically distributed (i.i.d.) random variables. σ > 0 is the diffusion volatility and {B(t)} t≥0 is a standard Brownian motion starting from zero. Finally {N (t)} t≥0 , {X i } ∞ i=1 and {B(t)} t≥0 are assumed to be mutually independent.
Risk model (1.1) was first proposed by Gerber [5] to extend the classical compound Poisson risk model, in which the Browaian motion can be interpreted as random variability of the premiums income or the claims loss. Since then, many ruin problems associated with model (1.1) have been studied. For example, Dufresne and Gerber [2] studied the ruin probabilities by oscillation or by a claim. Gerber and Landry [6] examined the expected discounted penalty function of the deficit at ruin. Tsai [14] studied some discounted distributions for the surplus process perturbed by diffusion. For the same model, Tsai and Willmot [15] and [16] studied the discounted penalty functions and some (discounted) moments, respectively.
In this paper, we study a modified version of model (1.1). With all others being the same, the only change is to assume that the jumps are two-sided. The upward jumps can be explained to be the random gains of the company, while the downward jumps are interpreted as the random loss of the company. Denote the density of the jump X by f which is given by f (x) = pf + (x)I(x > 0) + qf − (−x)I(x < 0), (1.2) where p, q > 0, p + q = 1, I(A) is an indicator function of the event A, and f + , f − are two density functions on [0, ∞). Let F + , F − denote the distributions, and µ + , µ − denote the means of f + and f − . The risk model with two-sided jumps has been studied by many authors. Perry et al. [12] studied the joint distribution of the first exit time and overshoot (or undershoot) given that the distributions of the jumps were hyperexponential distribution or a special Coxian distribution. Kou and Wang [8] studied the Laplace transforms of the first passage time and the overshoot for a perturbed compound Poisson risk model where both the upward and downward jumps are exponentially distributed. Xing et al. [20] extended the results of Kou and Wang [8] to the case when the downward jumps are phase-type distributed and the upward jumps have an arbitrary distribution. Jacobsen [7] considered a more general risk model, the Markov-modulated diffusion risk model with two-sided jumps, and studied the Laplace transform of the time to ruin, the undershoot at ruin, as well as the probability of ruin. More recently, Yang and Zhang [22] studied a compound Poisson risk model with two-sided jumps by analyzing the discounted penalty function.
In this paper, we assume that the downward jumps have an arbitrary density function, while the density of the upward jumps has a rational Laplace transform
where m,
i . The rational family distributions, widely used in probability applications, include the Erlang, Coxian and phase-type distributions as special case, as well as mixture of them.
In what follows, U (t) denotes the modified version of (1.1) with two-sided jumps described as above. Let T = inf{t : U (t) ≤ 0} or ∞ otherwise, be the ruin time, and denote the ultimate ruin probability by
To guarantee that ruin is possible, we assume the following net profit condition holds, i.e., c + λqµ
Since ruin occurs immediately when u = 0, we have ψ(0) = 1. By observing the sample paths of U (t), we know that ruin can be caused either by the oscillation of the Brownian motion or by a downward jump. Similar to Dufresne and Gerber [2] and Wang [17] , we could decompose the probability of ruin as
where ψ s (u) is the ruin probability when ruin is caused by a downward jump, and ψ d (u) is the ruin probability when ruin is caused by oscillation. We have the following initial conditions
(1.5)
Now for δ ≥ 0, define the (Gerber-Shiu) discounted penalty function by
where w(x 1 , x 2 ), x 1 , x 2 ≥ 0, is a nonnegative function of the surplus before ruin U (T −), and the deficit at ruin |U (T )|. Similarly, φ(u) can also be decomposed as
where
is the discounted penalty function at ruin that is caused by a downward jump, and
is the discounted penalty function at ruin that is caused by oscillation. Without loss of generality, we set w(0, 0) = 1, then the following initial conditions hold
In this paper, we study the discounted penalty functions for the perturbed compound Poisson risk model with two-sided jumps. The rest of this paper is organized as follows: In Section 2, we introduce a generalized Lundberg equation and analyze its roots on the right-half complex plane. By using these roots, the Laplace transforms for φ s (u) and φ d (u) are derived in Section 3. The defective renewal equations satisfied by φ s (u) and φ d (u) are derived in Section 4, and accordingly, the analytic expression for the discounted penalty functions are obtained. In Section 5, the asymptotic behavior for the probability of ruin is studied when the downward jumps are heavy-tailed. Finally, assuming that the density f + also has a rational Laplace transform, the explicit expressions for the discounted penalty functions as well as numerical examples are given.
Analysis of a generalized Lundberg equation
In this section, we introduce a generalized version of the Lundberg equation for the perturbed compound Poisson model with two-sided jumps, and then analyze the number of its roots on the right-half complex plane. Hereafter, we denote the Laplace transform of a function by adding a hat on the corresponding letter.
We seek for a number s such that the process {e −δt+sU (t) } t≥0 is a martingale. Here the martingale condition is (5) of Gerber and Landry [6] , and it is shown that the Lundberg equation has exactly one positive root ρ > 0.
Lemma 1 When 0 < p, q < 1 and the Laplace transformf − (s) is given by (1.3), the generalized Lundberg equation (2.1) has exactly n+1 roots, ρ 1 (δ), ρ 2 (δ), . . . , ρ n+1 (δ), on the right-half complex plane.
Proof. It suffices to show that the following equation
has exactly n + 1 roots with positive real part. Let r > 0 be a sufficiently large number, and denote by C r the contour containing the imaginary axis running from −ir to ir and a semicircle with radius r running clockwise from ir to −ir. For s on the semicircle, we have |Ds
is a polynomial of degree n − 1 or less. For s on the imaginary axis, we have Ds
Thus, when r is sufficiently large, we have for
By Rouchés theorem, we know that equation (2.1) has the same number of roots as the following equation
Since the latter has n + 1 roots inside C r , so does the former. Finally, we complete the proof by letting r → ∞. 2
If we denote the root with the smallest real part by ρ n+1 (δ), then it is easy to see that ρ n+1 (δ) → 0 as δ → 0. The roots of the generalized Lundberg equation play an important role in the rest of this paper. In what follows, we denote them by ρ 1 , ρ 2 , . . . , ρ n+1 for simplicity, and only consider the case when they are all distinct since the analysis of the other case is more tedious.
Laplace transforms for φ s (u) and φ d (u)
In this section, we derive the Laplace transforms for the discounted penalty functions. To this end, we first derive integro-differential equations for φ s (u) and φ d (u). Furthermore, we assume that φ s (u) and φ d (u) are twice continuously differentiable in u over (0, ∞). The sufficient conditions for the continuous differentiability can be found in [10, 18] . Now we consider φ s (u). Let h be a small positive number. By a heuristic argument as in [15] , we have
By Taylor's expansion, we have
Plugging above formula into (3.1), applying some rearrangements, dividing both sides by h and letting h → 0, we obtain
Now we consider the integral
. Note that the Laplace transformf − (s) has the form of (1.3), then by partial fraction, we can rewrite it as followsf
Inverting (3.4) leads to
which is actually a density of a combination of Erlangs. Let
denote the density function of Erlang(j) with parameter ν i . Then
where Y i,j is a random variable with density
random variables exponentially distributed with mean 1/ν i . Then Y i,j has the same distribution as that of
A change of variables y = u + x brings above equation into
Differentiating both sides of above equation with respect to u leads to
It follows from above equation and successive substitution that
where D denotes the differentiation operator with respect to u.
and
Now let C + denote the set of complex numbers with nonnegative real parts, and let C 1 = {s : s ∈ C + , Re(s) < min 1≤i≤m ν i }. For s ∈ C 1 , we apply Laplace transforms to both sides of (3.2) and (3.6) to obtain
where l s,i,j−1 (s) is a polynomial of degree j − 1.
Substituting (3.10) into (3.9) and then multiplying both sides by τ (s), we obtain s ∈ C 1 τ (s) Ds
Similarly, by taking Laplace transforms in (3.3), (3.7) and (3.8), we can obtain
. (3.14)
Proof. Note thatφ s (s) and both sides of (3.11) are analytic for s ∈ C + . By the identity theorem for analytic functions, equation (3.11) holds for all s ∈ C + . Setting s = ρ i for i = 1, 2, . . . , n + 1 makes the left hand side of (3.11) vanish due to Lemma 1, and consequently, we have
Since l s (s) is a polynomial of degree n, it can be rewritten as
due to Lagrange interpolation formula. Plugging above formula into (3.11) yields (3.13). (3.14) can also be obtained analogously. 
Defective renewal equations for φ s (u) and φ d (u)
In this section, we derive defective renewal equations for φ s (u) and φ d (u). Firstly, we introduce the Dickson-Hipp operator T s defined on a real-valued function h,
where s is a nonnegative real number (or a complex number with nonnegative real part) such that above integral is convergent. It is easy to see that the Laplace transform of h,ĥ, can be expressed as T s h(0). The operator T s is commutative, i.e. T s T r = T r T s , and furthermore
For more properties of T s , we refer to Dickson and Hipp [1] and Li and Garrido [9] .
. Now we are ready to derive integral equations for φ s (u) and φ d (u).
Theorem 2 The discounted penalty functions φ s (u) and φ d (u) satisfy the following integral equations
2)
and * is the convolution operator. 
thanks to Lemma 1. Then by Lagrange interpolation formula, we have
Thus, we have
Note that τ (s) is a polynomial of degree n and the divided difference
is a polynomial of degree n − 1. Then by the following formula in interpolation theory 
Similarly, the numerator of (3.13) reduces to
Substituting (4.7) and (4.8) into (3.13) yieldŝ
and then inverting the Laplace transforms in above equation yields (4.1). The numerator of (3.14) can be rewritten as
thanks to (4.5) and the fact that τ (s) is a polynomial of degree n. Substituting (4.7) and (4.9) into (3.14) yieldŝ
Finally, inverting the Laplace transforms in above equation gives (4.2). 2
When q = 0 (or equivalently n = 0), we have
In this case, equations (4.1) and (4.2) simplify to equation (2.10) of Tsai and Willmot [15] and equation (17) of Gerber and Landry [6] , respectively. Furthermore, they show that the corresponding equations are all defective renewal equations. We remark that (4.1) and (4.2) are also defective renewal equations when q > 0 (n ≥ 1). This can be verified by showing that
By (4.4) and (4.7), we can obtain
Then for δ > 0, we haveĝ
Setting s = ρ n+1 (δ) in (2.1) and then taking derivatives with respective to δ yields
due to the net profit condition (1.4). Thus, when δ = 0, we obtain by L'Hôspital's ruleĝ 
where G * n (x) = 1 − G * n (x) is the n-fold convolution of the d.f. G with itself. Rewrite (4.1) and (4.2) as
Then by Theorem 2.1 of Lin and Willmot [11] , φ s (u) and φ d (u) can be expressed as
Asymptotic result for the probability of ruin
The defective renewal equations (4.1) and (4.2) enable us to derive asymptotic formula for the probability of ruin when the downward jumps are heavy-tailed.
In 
The classes S and L are two well-known important classes of heavy-tailed distributions with the relation S ⊂ L. It follows from the remark after Theorem 2.5.1 of Rolski et al. [13] that for all > 0, e x F (x) → ∞ as x → ∞ when F is a heavy-tailed distribution. For more heavy-tailed distributions, we refer to Embrechts et al. [4] and Rolski et al. [13] .
F + (y)dy/µ + , and r + (x) = f + (x)/F + (x) be the equilibrium distribution and failure rate function of F + . If r + (x) → 0 as x → ∞, and F +e ∈ S, then G ∈ S.
Proof. The tail function G(x) = 1 − G(x) is given by
We have
which tends to µ + /a as x → ∞ by Lemma 2.5.2 of Rolski et al. [13] . From the paragraph after Proposition 2 of Embrechts and Villasenor [3] , we know that r + (x) → 0 as x → ∞ implies that F + ∈ L. Note that r + (x) is bounded when x is sufficiently large, and F + (y)/F (x) ≤ 1 for y ≥ x. By the dominated convergence theorem, we obtain
By L'Hôspital's rule, we have
Now we show that above limit is zero. By (5.2) and the fact that F + ∈ L, we know that for any 0 < < 1, there exists a number x 0 > 0 such that when x − y > x 0
Note that
While the second term in the last line tends to zero as x → ∞ because F + is heavy-tailed( F + ∈ L). Thus, the limit in (5.3) is zero. Finally, by (5.1), we have
which further implies G ∈ S because the class S is tail-equivalence. 2
We remark that many heavy-tailed distributions widely used in risk theory, such as Pareto, Burr and log-normal, satisfy the conditions in Lemma 2. Now we study the asymptotic behavior of the probability of ruin.
Theorem 3 Under the conditions in Lemma 2, we have
Proof. Setting w ≡ 1 in (4.1) yields
Now we show H(u)
is asymptotically proportional to F +e (u). First, by performing integration by parts, we obtain
Then by Lemma 2.5.2 of Rolski et al. [13] , we have
thanks to F +e ∈ S. While by performing integration by parts again, we have
Similar to (5.2), we can obtain by L'Hôspital's rule and the dominated convergence theorem, 
Combining (5.8) and (5.9) yields
which together with (5.7) gives 
Finally,
where f l−1 (s) is a polynomial of degree l − 1 or less, while f l (s) satisfying f l (0) = f l−1 (0) is a polynomial of degree l with only negative roots . Now we start from the Laplace transforms (3.13) and (3.14). Plugging (4.8) into (3.13) giveŝ
While plugging (4.9) into (3.14) giveŝ
The common denominator of (6.2) and (6. We remark that all R j 's have a positive real part, since otherwise, −R j would also be a root of the generalized Lundberg equation (2.1), which results in a contradiction to Lemma 1. By (6.4), formulas (6.2) and (6.3) can be rewritten aŝ
If all R j 's are distinct, performing partial fraction leads to
Thus, (6.5) and (6.6) becomeŝ
Finally, inverting the Laplace transforms in above formulas yields the following expressions for φ s (u) and φ d (u). 
