Ando, Morava, and Sadofsky showed that the Tate construction for a trivial Z/p-action decreases the chromatic height of Johnson-Wilson theory, and Greenlees and Sadofsky proved that the Tate construction for a trivial finite group action vanishes on Morava K-theory. We prove C 2equivariant enrichments of these results using the parametrized Tate construction. The C 2 -fixed points of our results produce new blueshift and vanishing results for Real Johnson-Wilson theories ER(n) and Real Morava K-theories KR(n), respectively, for all n. In particular, our blueshift results generalize Greenlees and May's Tate splitting of KO to all chromatic heights.
1. Introduction 1.1. Classical blueshift and vanishing. Let E be a generalized cohomology theory, p a prime, and C p the cyclic group of order p acting on E. The Tate construction of E, denoted E tCp , is defined to be the cofiber of the norm map from E hCp , the C p -homotopy orbits of E, to E hCp , the C p -homotopy fixed points of E [12] . When C p acts trivially, the Tate construction may also be modeled by a homotopy limit
k denotes the Thom spectrum of the k-fold Whitney sum of the tautological bundle over BC p [12, Thm. 16 .1] and lim k denotes the sequential homotopy limit over N op .
A generalized cohomology theory is said to be complex oriented if it is equipped with a choice of Thom class for complex vector bundles. Many cohomology theories arising in geometry and topology are complex orientable, such as integral cohomology, complex K-theory and complex cobordism.
The two examples most relevant in this paper are fundamental cohomology theories in chromatic homotopy theory: Johnson-Wilson theory E(n) and Morava K-theory K(n).
Recall that the n-th Johnson-Wilson theory E(n) has coefficients E(n) * ∼ = Z (p) [v 1 , . . . , v n−1 , v ±1 n ] with |v i | = 2(p i −1). Define an ideal I n−1 := (p, v 1 , . . . , v n−2 ) of E(n) * . Ando, Morava, and Sadofsky showed Theorem (Classical blueshift). [1, Thm. B] Let C p act trivially on E(n). There is a map of spectra lim i j≤i Σ 2j E(n − 1) → (E(n) tCp ) ∧
In−1
We note that the proof of this result [12, Sec. 19 ] relies on equivariant Bott periodicity and the Atiyah-Segal completion theorem, so in particular this approach does not easily generalize to higher chromatic heights.
The first goal of this paper is to prove Tate blueshift for a class of periodic, non-complex orientable cohomology theories (the Real Johnson-Wilson theories) at the prime 2 and at all chromatic heights. At height 1, our results imply that the Σ 2 -Tate construction of periodic (2-local) real K-theory KO splits as a wedge of rational Eilenberg-MacLane spectra, which recovers the height one periodic blueshift result above. The second goal is prove Tate vanishing for a class of periodic, non-complex orientable cohomology theories (the Real Morava K-theories) at p = 2 and all chromatic heights. At height 1, our results imply that the (KO/2) tG ≃ * for all finite groups G. To describe these cohomology theories, we need the framework of C 2 -equivariant homotopy theory.
1.2. Real oriented homotopy theory. Recall that there is an equivalence of complex oriented cohomology theories E(1) ≃ KU (2) between the first Johnson-Wilson theory at the prime 2 and 2-local complex K-theory. Atiyah showed in [3] that KU admits a C 2 -equivariant refinement KR, Atiyah's Real K-theory, whose C 2 -fixed point spectrum is KO (which is no longer complex oriented). In fact, many complex oriented cohomology theories from chromatic homotopy theory also admit C 2equivariant refinements. The universal complex oriented theory M U has a C 2 -equivariant refinement in the Real cobordism spectrum MR [28] , and the nonequivariant classes v i ∈ π 2(2 i −1) M U (2) have equivariant lifts v i ∈ π (2 i −1)ρ MR (2) (where ρ is the regular representation of C 2 ). One may quotient out and invert these classes as in the nonequivariant setting to produce the Real Johnson-Wilson theories E(n) and the Real Morava K-theories K(n), which are C 2 -equivariant lifts of the Johnson-Wilson theories E(n) and the Morava K-theories K(n), respectively. We let ER(n) and KR(n) denote the C 2 -fixed points and note that for n = 1, we have ER(1) = KO (2) and KR(1) = KO/2.
First introduced by Hu and Kriz [22] , the C 2 -spectrum E(n) has been studied extensively in work of Kitchloo, Wilson, and the second author (see e.g. [25, 26, 24] ). The ER(n)-cohomology of a variety of spaces is now known: RP ∞ [26] , CP ∞ [30] , BO(n) [27] , and half of the Eilenberg MacLane spaces [23] are some examples. The ER(2)-cohomology of real projective spaces was used by Kitchloo and Wilson to prove new nonimmersion results for real projective spaces [26] .
Our first result concerns a parametrized variant of the Tate construction for a spectrum with C 2action. Just as the space BΣ 2 can be used to define homotopy orbits, homotopy fixed points, and the Tate construction in classical equivariant homotopy theory, the C 2 -space B C2 Σ 2 (the C 2 -equivariant classifying space of C 2 -equivariant principal Σ 2 -bundles, defined in Section 4) can be used to define parametrized homotopy orbits, parametrized homotopy fixed points, and the parametrized Tate construction [36] [38] .
We prove the following Real oriented analog of the classical blueshift result of Ando-Morava-Sadofsky [1] .
Theorem (Parametrized Blueshift, Theorem 5.11). Let Σ 2 act trivially on E(n). There is a map of genuine C 2 -spectra lim i j≤i
which induces an isomorphism on C 2 -equivariant homotopy groups after completion at I n−1 = (p,v 1 , . . . ,v n−2 ) or equivalently after K(n − 1)-localization.
This result, together with a comparison of the fixed points of the parametrized Tate construction for E(n) and the classical Tate construction of the fixed points ER(n), allows us to prove a blueshift splitting for the classical Tate construction of the periodic, non-complex orientable theory ER(n). More precisely, let λ := λ n = 2 n+2 (2 n−1 − 1) + 1 and let y ∈ π λ+σ E(n) denote the invertible class in the homotopy of E(n) [25, Claim 4.1] . Here σ denotes the C 2 sign representation. Multiplication by this class may be used to shift any RO(C 2 )-graded class into integer degree, and we do so for thē v k defining v k :=v k y −(2 n −1) . Let I n−1 := (2, v 1 , . . . , v n−2 ).
Theorem (Real Blueshift, Theorem 5.12).
(1) For n ≥ 2 there is a map of spectra lim i j≤i Σ (1−λn−1)j ER(n − 1) −→ (ER(n) tΣ2 ) ∧ In−1 that becomes an isomorphism on homotopy groups after competion at I n−1 or equivalently after K(n − 1)-localization. (2) For n = 1, there is an equivalence of spectra
where ER(0) ≃ HQ and ER(1) ≃ KO (2) .
Note that K(n − 1) and KR(n − 1) have the same Bousfield class (Lemma 3.8) so we could also have used KR(n − 1) localization in the above theorem. Similar to the nonequivariant results, this is not a map of ring spectra, but it induces a ring isomorphism on homotopy groups. This implies that ER(n) tΣ2 has the same Hurewicz image as ER(n − 1).
Finally, we prove analogs of the Tate vanishing result of Greenlees-Sadofsky [14] in both the parametrized and real settings.
Theorem (Parametrized Vanishing, Theorem 6.10). Let G be a finite group and let G act trivially on K(n). Then K(n) tC 2 G ≃ * .
Theorem (Real Vanishing, Theorem 6.14). Let G be a finite group and let G act trivially on KR(n). Then KR(n) tG ≃ * .
1.3. Future work. We conclude by mentioning some directions for future work:
1.3.1. Redshift for Mahowald invariants. In [33] , Mahowald and Ravenel applied the Davis-Mahowald Tate splitting for ko tΣ2 to calculate the Mahowald invariants M (2 i ), i ≥ 1. In particular, they showed that M (2 i ) is v 1 -periodic for all i ≥ 1. Work of the third author [37] applies the Bailey-Ricka splitting for tmf tΣ2 towards calculating the iterated Mahowald invariants M (M (2 i )), and preliminary work along with the low-dimensional calculations of Behrens [7] suggest that M (M (2 i )) is v 2 -periodic. The Mahowald invariant has been conjectured by Mahowald and Ravenel to take v n -periodic classes to v n -torsion classes (with some exceptions) [32] . Redshift for the Mahowald invariant is closely intertwined with blueshift for the Tate construction. If E is any spectrum, the E-based Mahowald invariant takes elements from π * (E tΣ2 ) to cosets in π * (E), and when the Hurewicz image of E and E tΣ2 are sufficiently large, the E-based Mahowald invariant is usually a close approximation to the (spherical) Mahowald invariant. In particular, if E has chromatic height n and E tΣ2 splits as a wedge of spectra of chromatic height n − 1, then empirical evidence suggests that the E-based Mahowald invariant carries most v n−1 -periodic classes to v n -periodic classes.
The fixed point spectra ER(n) have been shown to detect interesting elements in height n by the work of the first author with Shi, Wang, and Xu [29] . It would be interesting to apply the Tate splitting for ER(n) tΣ2 above in order to calculate Mahowald invariants of v n -periodic elements; a natural starting point would be M (κ) whereκ is the (v 2 -periodic) generator of π 20 (S 0 ).
Ando, Morava, and Sadofsky note [1, Pg. 160 ] that similar Tate blueshift results hold for the Tate construction of Morava E-theory E tΣ2 n . Our methods probably extend to produce an analogous splitting for the Tate construction on the C 2 -homotopy fixed points of Morava E-theory, (E hC2 n ) tΣ2 , where C 2 may be viewed as a central subgroup of the Morava stabilizer group at height n acting by the formal inverse. It would be interesting to know whether similar blueshift results hold for the homotopy fixed points of Morava E-theory with respect to other subgroups of the Morava stabilizer group, or even for the entire Morava stabilizer group. In the latter case, this would give a blueshift result for the Tate construction on the K(n)-local sphere, (L K(n) S 0 ) tΣ2 , perhaps splitting into copies of the K(n−1)-local sphere. Such a splitting would lead to redshift for the L K(n) S 0 -based Mahowald invariant which could in turn shed light on Mahowald and Ravenel's redshift conjecture.
1.3.2. Bounded below blueshift at higher heights. One may recover connective real K-theory ko as the C 2 -fixed points of the slice cover of E(1). Slice covers do not generally interact well with Tate constructions, but perhaps the Davis-Mahowald splitting for ko tΣ2 can be recovered from our results. This would lead to a new splitting for the Tate constructions of connective covers of Real Johnson-Wilson theories.
1.3.3. K(n)-local Tate vanishing. Greenlees and Sadofsky's Tate vanishing for Morava K-theory [14] was used to show that the Tate construction vanishes K(n)-locally by Hovey and Sadofsky in [21] . An analogous result should hold for the parametrized Tate construction in the K(n)-local setting. As in the classical setting, this K(n)-local parametrized Tate vanishing ought to be an example of parametrized ambidexterity [38, Sec. 5 ].
1.4. Notation. We will use bold face E to denote a C 2 -equivariant spectrum and ordinary E to denote its underlying nonequivariant spectrum. We will use ER to denote its fixed points ER = E C2 . The E-cohomology of a C 2 -space X is RO(C 2 )-graded, and we will use a + bσ to denote the direct sum of a copies of the trivial representation with b copies of the sign representation. We will use ρ to denote the regular representation, 1 + σ. Classes in degrees kρ will generally have a bar over them, e.g. the classes v i ∈ π (2 i −1)ρ E(n) above. Whenever a class in degree kρ is shifted into integer degree via multiplying by a power of the (invertible) class y in degree λ + σ (defined in Section 2.4), it ends up in degree k(1 − λ) and the result will have a hat over it, e.g. the classes v i ∈ π ( 
The ordinary G-Tate construction of a spectrum X equipped with a C 2 -action will be denoted X tG . The C 2 -parametrized G-Tate construction of a C 2 -spectrum X equipped with a G-action will be denoted X tC 2 G .
All limits taken in the category of spectra should be interpreted as homotopy limits, and the indexing category of lim k is always N op . 1.5. Acknowledgments. The authors thank William Balderrama, Mark Behrens, Nitu Kitchloo, Doug Ravenel, Jay Shah, Nat Stapleton, Guozhen Wang, Dylan Wilson, Steve Wilson, Ningchuan Zhang, and Foling Zou for helpful discussions. The first author was supported by the Danish National Research Foundation through the Centre for Symmetry and Deformation (DNRF92). The third author was partially supported by NSF grant DMS-1547292.
Real representations and Real oriented cohomology theories
In this section, we discuss Real oriented homotopy theory. In Section 2.1, we recall Real representation theory and discuss a special class of examples. We recall some definitions and results concerning Real oriented cohomology theories, and especially the Real Johnson-Wilson theories, in Sections 2.2 -2.5.
2.1.
Real representation theory. In this section, we recall the theory of Real representations and provide some useful examples that will be relevant to our discussion of C 2 -equivariant parametrized Tate constructions. 
Example 2.2.
(1) If G is an abelian group, then inversion (−) −1 : G → G defines an involution on G which equips G with the structure of a Real Lie group.
(2) Let G = C p n with generator γ and let σ G = (−) −1 . Let V be the one-dimensional complex representation G → Aut(C) where γ → ·e 2πi/p n . Let σ V = (−) : z →z. Then (V, (−)) is a Real representation of (G, (−) −1 ).
Definition 2.3. We say that a group G admits a free Real representation if there exists a Real representation (V, σ V ) of G such that V G = 0, and such that σ V : V ∼ = C n → C n is given by coordinate-wise complex conjugation.
Lemma 2.4. Let G be a finitely generated abelian group. Then (G, (−) −1 ) admits a free Real representation.
Proof. It is straightforward to verify using parts (2) and (3) of Example 2.2 that (C p n , (−) −1 ) and (Z, (−) −1 ) admit free Real representations. The lemma then follows from part (4) of Example 2.2 and the fundamental theorem of finitely generated abelian groups.
The description of the parametrized Tate construction (−) tC 2 G as a homotopy limit of Thom spectra in Theorem 4.16 will require the existence of a real
is the family of closed subgroups of G ⋊ C 2 whose intersection with G is trivial. We may reformulate this restriction in the case G = C 2 as follows.
Lemma 2.5. Let G be a finitely generated abelian group. If (G, (−) −1 ) admits a free Real representation, then there exists a real G ⋊ C 2 -representation V such that S(V ⊕∞ ) is an F (C 2 , G)-space.
Proof. Suppose that (V, (−)) is a free Real representation of (G, (−) −1 ). Then we may regard the underlying real vector space V R as a representation of G ⋊ C 2 by letting C 2 act via (−) R . To see that S(V ⊕∞ R ) is an F (C 2 , G)-space, it suffices to check for G = C p and G = Z. The cases G = C p with p odd and G = Z are clear since there are no nontrivial group homomorphisms C 2 → G in these cases. The case G = Σ 2 was checked in [36, Exm. 2.38] .
Remark 2.6. Throughout this section, we have focused on Real representations of finitely generated abelian groups with inversion involution. The non-abelian case appears to be substantially more difficult.
We will need the notion of Real spaces and Real vector bundles when we discuss Real orientations in the sequel. Definition 2.7. [11, Def. 1.3.1] A Real space is a pair (X, σ X ) where X is a topological space equipped with an involutive homeomorphism σ X . A Real vector bundle over X is a complex vector bundle E over X which itself is also a Real space with involutive homeomorphism σ E satisfying (1) σ X • p = p • σ E , where p : E → X is the projection map, and (2) σ E maps E x to E σX (x) anti-linearly.
2.2.
Real cobordism and Real orientations. We now recall the notion of Real orientation from [22] .
If E is a C 2 -equivariant ring spectrum, this is equivalent to the existence of a map of ringspectra MR −→ E, where MR denotes the Real cobordism spectrum (Section 2.3) whose underlying nonequivariant spectrum is M U .
A Real oriented theory E has Thom isomorphisms for Real vector bundles. We would also like to record a general result from [17] that we will find useful for proving when two C 2 -spectra are weakly equivalent:
Then f is a natural isomorphism.
We will always apply this proposition in the case where E and F satisfy the following:
(1) Both E and F are MR-modules, (2) The forgetful maps E kρ −→ E 2k and F kρ −→ F 2k are isomorphisms, and (3) E kρ−1 = F kρ−1 = 0. To apply the proposition to f : E → F, it then suffices to check that f induces an isomorphism on coefficients in degrees kρ.
2.3.
Real Johnson-Wilson theories and Real Morava K-theories. We now recall the C 2spectra which are the focus of this paper.
The Real cobordism spectrum MR was first studied by Araki and Landweber; see [22, Sec. 2] for references. In degrees kρ, the forgetful map π kρ MR (2) −→ π 2k M U (2) is an isomorphism [22] . It follows that there are C 2 -equivariant refinements v k ∈ π (2 k −1)ρ MR (2) of the ordinary nonequivariant v k ∈ π 2(2 k −1) M U (2) . We let MR(n) denote the spectrum MR (2) 
The n-th Real Johnson-Wilson theory E(n) is constructed from MR(n) by killing the ideal generated by v i for i > n. Its underlying spectrum is the n-th Johnson-Wilson theory E(n) whose coefficients are π * E(n) = Z (2) [v 1 , . . . , v n−1 , v ±1 n ]. To define the n-th Real Morava K-theory K(n), we may further quotient by v i for 0 ≤ i ≤ n − 1. The underlying spectrum of K(n) is the n-th Morava K-theory K(n) whose coefficients are π * K(n) = F 2 [v ±1 n ]. It is not known whether E(n) or K(n) are homotopy commutative, associative, and unital ring spectra. In the case of E(n), Kitchloo, Wilson, and the second author have shown in [23] that it is homotopy commutative, associative, and unital up to phantom maps. Moreover, E(n) represents a multiplicative cohomology theory on the category of spaces valued in commutative rings. This turns out to be enough structure for our purposes. We also note that the C 2 -fixed points ER(n) have an E ∞ -ring structure after K(n)-localization by work of Hahn and Shi [16] . In situations where more structure is needed, the spectrum MR(n) is a good replacement for E(n).
As a C 2 -spectrum, E(n) has some nice properties. The natural maps EC 2+ ∧ E(n) −→ E(n) and E(n) −→ F (EC 2+ , E(n)) are both equivariant equivalences, making E(n) C 2 -free and cofree (Definition 3.5), respectively [22, Comment (4) on p. 349]. These properties will be important to our computation of the Tate construction.
Even less is known about the multiplicative structure of Real Morava K-theory. It is not known if K(n) is a homotopy commutative and associative ring spectrum, but we do know that the homotopy groups of its fixed points π * KR(n) cannot support a ring structure which is compatible with the inclusion of fixed points map π * KR(n) −→ π * K(n). Indeed, this is visible even when n = 1, i.e. for mod 2 real K-theory. One can check that there is a class in π 2 (KO/2) which maps to v 1 ∈ π 2 (KU/2). This class must cube to zero in the source since π 6 (KO/2) = 0, yet v 3 1 = 0 in π 6 (KU/2). We thank Steve Wilson for pointing this out to us. We do however know that K(n) is a module spectrum over MR(n), which is all that we will require.
2.4. The coefficients of ER(n). The homotopy of E(n) may be computed by a homotopy fixed point spectral sequence, a Bockstein spectral sequence, or a slice spectral sequence ( [25, Section 4] , [27, Theorem 3.1] , and [18, Theorem 9.9], respectively). In degrees multiples of the regular representation, the forgetful map gives an isomorphism π kρ E(n) −→ π 2k E(n). Outside of these degrees, the coefficients are considerably more interesting and contain some 2-torsion. The reader may consult [27, Section 3] for a full description.
For our purposes, it will suffice to describe some distinguished classes in π ⋆ E(n) and π k E(n) = π k ER(n) for n ≥ 1. Let λ denote the positive integer 2 n+2 (2 n−1 − 1) + 1.
(
n ∈ π 2 n+1 (2 n −1) E(n) which makes the fixed-point theory 2 n+1 (2 n − 1)-periodic. When n = 1, this gives the 8-periodicity of KO, and when n = 2, we get the 48-periodicity of ER(2).
(3) There is an invertible class y ∈ π λ+σ E(n). By multiplying by a power of y, we may move any class into integer grading. In particular, given a class in degree a multiple of the regular representation z ∈ π kρ E(n), we may multiply by y −k to obtain z := zy −k ∈ π (1−λ)k ER(n). (4) There is a class x ∈ π λ ER(n) which is 2-torsion (and generates all of the 2-torsion in the coefficients). We have x 2 n+1 −1 = 0. When n = 1, this class is η ∈ π 1 KO (2) . Finally, we note that pieces of the Hurewicz image of ER(n) can be computed using knowledge of the stable stems. Work of Shi, Wang, Xu, and the first author [29, Thm. 1.8] says that if the i-th Hopf invariant one element, the i-th Kervaire invariant one element, or the j-thκ-element survives in the Adams spectral sequence for the sphere, then its image under the Hurewicz map π * (S 0 ) → π * (ER(n)) is nontrivial when i ≤ n or j ≤ n − 1.
2.5. The Kitchloo-Wilson fibration. Let n ≥ 1. In [25] , Kitchloo and Wilson show that multiplication by the class x ∈ π λ ER(n) yields a fibration of spectra
In fact, for any C 2 -spectrum E, one can take the equivariant cofibration C 2+ → S 0 → S σ and derive from it the fibration
in which the first map is multiplication by a σ . If the spectrum E is further an MR(n)-module spectrum, then the results of [25] show that the invertible class y described in the previous section is in fact an invertible class in π λ+σ MR(n). Multiplication by this class gives an equivariant equivalence that allows one to shift the suspension in the first term into integer grading, yielding the Kitchloo-
for any MR(n)-module spectrum E. We will use this extensively when we study Bousfield localizations of E(n), ER(n), and related spectra in Section 3.
2.6. ER(n) orientations. When identifying the Tate construction for ER(n) in Section 5, we will require the following result concerning when real vector bundles are ER(n)-orientable: ξ is orientable (and thus has a Thom class) with respect to ER(n). There is a corresponding E(n)-orientation such that the ER(n)-based Euler class for 2 n+1 ξ is sent under the forgetful map to a unit (in the cohomology of the base) multiple of the E(n)-based Euler class.
We note in passing that while the exponent of 2 in this result cannot be improved (it is shown in [24] that there exists a bundle such that 2 n times it is not ER(n)-orientable), this result is certainly not optimal. For n = 1, it states that 4ξ is KO (2) -orientable for any ξ; however, the stronger statement that Spin bundles are KO (2) -orientable is known. It remains an interesting open problem to identify criteria under which a bundle possesses an ER(n)-orientation.
Completion and Bousfield localization
In this section, we collect some results concerning completions and Bousfield localizations of E(n) and its fixed points that we will use in later sections. Some may be of independent interest.
3.1.
Completion of E(n). We begin by defining completion for MR-module spectra and describing its effect on homotopy groups.
where Ca k is the cofiber of the composite (where we suppress suspensions)
Let I be an ideal in π C2 ⋆ MR generated by (a 1 , · · · , a k ). We define M ∧ I by setting
Proof. By the Milnor exact sequence for homotopy groups, the left-hand side
fits into a short exact sequence
Consider the diagram
The left vertical map is always surjective, so by [41, Tag 0598], we have a short exact sequence
Note that lim
⋆ M ) = 0 by the assumption that π C2 ⋆ M has no infinitely a-divisible element. Hence, we have lim
The diagram also shows that {π C2 ⋆ (Ca k )} is Mittag-Leffler, so we only need to show the right-hand inverse system is Mittag-Leffler. In fact, the stable image is 0. Indeed, for all nontrivial elements
Now consider the idealĪ n := (v 0 , v 1 , . . . , v n−1 ). We now have that the homotopy groups of the spectrum E(n) ∧
In are exactly theĪ n -adic completion of π ⋆ E(n). Next, we use this to prove a C 2 -equivariant analog of a proposition of Ando, Morava, and Sadofsky [1, Section 3]
As in [1] , the module structure is given as follows. Let R = (r 1 , r 2 , · · · ) range over multi-indices of non-negative integers (with only finitely many positive coordinates) and |R| = 2(r 1 (p−1)+r 2 (p 2 −1)+· · · ). Let R be the set of multiindices with the first n − 2 indices 0, and σR = (p n−1 e n−1 , p n−1 e n , · · · ). Let ρ be the BP * -module quotient map corresponding to
is a homotopy equivalence after inverting v n−1 and completing at I n−1 . The right hand becomes [22, Thm. 4.11] , we have a C 2 -equivariant lift of the map (1). After applyingv n−1 (−/Ī k n ), both sides are strongly even and the underlying map is a homotopy equivalence so it is a C 2 homotopy equivalence by Proposition 2.9. From here, the C 2 -equivariant case proceeds as in the nonequivariant setting.
3.2.
Bousfield localization of E(n). We will be interested both in the Bousfield localization L K(m) E(n) of E(n) at K(m) as well as in the Bousfield localization of the fixed points L KR(m) ER(n). We refer the reader to [8] for Bousfield localization, [40] for chromatic Bousfield localizations, and [20] for Bousfield localization in model categories.
We begin by reviewing free and cofree spectra.
Smashing with E and mapping into E, respectively, yield maps
which are also C 2 -equivariant equivalences. If E is free, then the canonical map EC 2+ ∧ E −→ E is an equivalence. If E is cofree, then the canonical map E −→ F (EC 2+ , E) is an equivalence.
Recall that E(n) and K(n) are both free and cofree. This has the following consequence.
Corollary 3.7. An equivariant map X → Y is a K(m) (resp. E(m))-equivalence if and only if the underlying nonequivariant map is a K(m) (resp. E(m)) equivalence. An equivariant spectrum X is K(m) (resp. E(m))-acyclic if and only if its underlying nonequivariant spectrum is K(m) (resp. E(m))-acyclic.
We state one more lemma, which is true in both the equivariant and nonequivariant category:
is a cofiber sequence of spectra in which the map a is nilpotent, then A and B have the same homological and cohomological Bousfield classes: A = B and A * = B * .
Proof. If C ∈ A , then C ∧ A ≃ * . The cofiber sequence
Since mapping into a cofiber sequence of spectra also gives a long exact sequence, the corresponding result for cohomological Bousfield classes follows along the same lines. Proposition 3.9. If F is any spectrum on which a σ ∈ π σ S acts nilpotently, then F and F (C 2+ , F) have the same homological and cohomological Bousfield classes. If we further have that F is an MR(n)-module spectrum (for instance if F is E(m) or K(m)), then F and F R have the same (homological and cohomological) Bousfield classes.
Proof. Applying the previous lemma to the cofiber sequence
proves the first statement. For the second statement, note that the coefficients of MR (2) contain the invertible class y. Multiplying by a power of this class to shift the σ-suspension into integer degree and taking fixed points yields the cofiber sequence
Applying the previous lemma to this cofiber sequence yields the second statement.
Corollary 3.10. Let X be a C 2 -spectrum on which a σ acts nilpotently. For any
Proof. Let Y be F-acyclic. Then for underlying spectra, we have that Y is F -acyclic. By the previous proposition, X and F (C 2+ , X) have the same cohomological Bousfield class, so it suffices to show that F (Y, F (C 2+ , X)) C2 ≃ * . But we have
and the right hand side is contractible since Y is F -acyclic and X is F -local.
Comparing completion and Bousfield localization. Recall that we have ideals
. Note that if we view π * M R(m) as a subring of π ⋆ MR(m), the inclusion of the ideal I m generates the ideal I m . In this section, we show for a class of spectra that includes E(n) as well as the parametrized Tate construction E(n) tC 2 Σ2 (to be defined in the next section) that I n -completion and K(n)-localization are equivalent. Similarly, we show that for a class of spectra that includes the fixed points ER(n), as well as the Tate construction on the fixed points ER(n) tΣ2 , that I n -completion and K(n)-localization are equivalent.
Proposition 3.11. Let E be any MR(m)-module spectrum such that the underlying canonical map
(1) Since on underlying spectra we have E ∧
Again, we first apply Corollary 3.10 to conclude that ER ∧ Im is K(m)-local. Now, denote the cofiber of ER → ER ∧ Im by C ER and the cofiber of E → E ∧ Im by C E . Because completion and taking cofibers preserves cofiber sequences, the cofiber sequence
gives a cofiber sequence
Lemma 3.8 applies to this cofiber sequence, so we have
Im is a K(m)-equivalence. From the above lemmas, we have
Corollary 3.12. Let E = E(n). We have equivalences
In particular, when m = n we have
In . Note also that Proposition 3.9 tells us that KR(m) and K(m) have the same Bousfield class. It follows that L K(m) (−) = L KR(m) (−).
Tate constructions
In this section, we recall three variations of the Tate construction. Each will be defined as the cofiber of a norm map between homotopy fixed points and homotopy orbits which depend on the category of the input and the C 2 -action on the relevant universal spaces.
• E tΣ2 , the classical Tate construction for a nonequivariant spectrum E equipped with a trivial Σ 2 -action. This will be defined using the universal space EΣ 2 and may be identified with
We discuss this further in Section 4.1. • E tΣ2 , the classical Tate construction for a C 2 -equivariant spectrum E equipped with a trivial Σ 2 -action. This will be defined using the universal space EΣ 2 equipped with a trivial C 2action, so C 2 will only act nontrivially on the spectrum E. It can also be identified with
with C 2 acting trivially on RP ∞ −n . The resulting Tate construction will be a C 2 -equivariant spectrum. We discuss this further in Section 4.2.
• E tC 2 Σ2 , the parametrized Tate construction for a C 2 -equivariant spectrum E equipped with a trivial Σ 2 -action. This will be defined using a C 2 -equivariant universal space E C2 Σ 2 which has a nontrivial C 2 -action, so C 2 will act nontrivially on on the universal space and on the spectrum. This may be identified with
Here Q ∞ −n is nonequivariantly equivalent to RP ∞ −n but it carries a nontrivial C 2 -action. We discuss this further in Sections 4.3 and 4.5. Along with defining each variant of the Tate construction, we include a brief discussion of geometric models for equivariant classifying spaces in Section 4.4. We use one of these models to relate the ordinary Tate construction of a C 2 -spectrum to the parametrized Tate construction in Section 4.6.
Remark 4.1. Note that for E a C 2 -equivariant spectrum, one may also form the C 2 -Tate construction E tC2 . This will not concern us in this paper; in fact, in the case that E = E(n) or E = K(n), we have that E tC2 ≃ * .
4.1.
The classical Tate construction. Let E be a nonequivariant spectrum. Let U be a complete Σ 2 universe and let i : U Σ2 −→ U be the inclusion of fixed points. Let E be an ordinary, nonequivariant spectrum.
Let EΣ 2 denote the free contractible Σ 2 -space and let EΣ 2 denote the cofiber in the sequence
Then we have the Σ 2 -Tate diagram:
We define the Σ 2 -Tate construction for a nonequivariant spectrum E to be the lower right corner of this diagram. That is,
This may be identified with a homotopy limit:
There is an equivalence of spectra
In the definition of the Tate construction, we may write the space EΣ 2 as a colimit and this is useful for computations. More precisely, let V denote the Σ 2 sign representation. Then EΣ 2 = colim n S nV .
Let e : S 0 −→ S V be the natural inclusion, and let α V ∈ E V (S 0 ) be the image of the identity element under this map. Let c(E) := F (EΣ 2+ , i * E). When E is a (homotopy) ring spectrum, the homotopy groups of the Tate construction may be identified with a localization of c(E) away from α V :
Let E be a ring spectrum (which we view as a Σ 2 -spectrum with trivial action). Then π * E tΣ2 is the localization of π * c(E) = π * E hΣ2 away from α V .
When the bundle associated to the representation V is orientable with respect to E, the above proposition may be simplified further. We will return to this point when we discuss the Tate construction for E(n) in Section 5.
4.2.
The classical Tate construction for a C 2 -equivariant spectrum. Now we take E to be a C 2 -spectrum. We let U denote a complete Σ 2 ⋊ C 2 universe. Then U Σ2 is a complete C 2 universe and we let i : U Σ2 −→ U be the inclusion.
Definition 4.5. We define the Σ 2 -Tate construction of E to be the C 2 -spectrum
The results concerning the ordinary Tate construction in the previous section carry over mutatis mutandis. In particular, we have the same Tate diagram, now in the category of (Σ 2 ⋊ C 2 )-spectra. Moreover, we may calculate the Σ 2 -Tate construction of a C 2 -spectrum via homotopy inverse limit. This follows from observing that each equivalence in the proof of [12, Thm. 16 .1] may be promoted to an equivalence of C 2 -spaces or genuine C 2 -spectra when we assume that C 2 acts trivially on EG and V . Proposition 4.6. Let E be a genuine C 2 -spectrum equipped with a trivial Σ 2 -action. There is an equivalence of genuine C 2 -spectra
We can identify the C 2 -fixed points of the classical Σ 2 -Tate construction of E with the classical Tate construction of the fixed points of E. Proposition 4.7. For any C 2 -spectrum E (e.g. for E = E(n)) we have
Proof. We write write the Tate construction as a homotopy limit and take fixed points:
The claim will follow after we show that for any space X with trivial C 2 -action (or integral suspension thereof) that (E ∧ X) C2 = ER ∧ X. Indeed, compare the top rows of the Tate diagrams:
O O
Identifying the terms in the right column with geometric fixed points, we see that the right-hand map is an equivalence since geometric fixed points commute with smash products. To see the lefthand map is an equivalence, we apply the Adams isomorphism and note that (EC 2+ ∧ E ∧ X)/C 2 = (EC 2+ ∧ E)/C 2 ∧ X since X has trivial action. It follows that the middle map is an equivalence.
4.3. The parametrized Tate construction. We now recall some facts about the parametrized Tate construction. Our discussion generalizes [36, Sec. 2] where it was assumed that G is equipped with a trivial involution. Higher categorical definitions and further results can be found in [38] . Let (G, σ G ) be a Real Lie group. Then σ G is the image of the generator σ ∈ C 2 under some group homomorphism τ : C 2 → Aut(G), and τ defines a semidirect product G ⋊ C 2 . 
Note that the G ⋊ C 2 -equivariant homotopy type of E τ C2 G depends on a choice of group homomorphism τ : C 2 → Aut(G), so we ought to always write E τ C2 G. However, we are primarily interested in the case where G is an abelian group, in which case we always take τ : C 2 → Aut(G) to be the inversion involution. We will therefore suppress τ from the notation unless we specify a different involution. 
There is a cofiber sequence
which gives rise to a cofiber sequence of spectra
We define the cofiber to be the parametrized G-Tate construction X tC 2 G .
When the pair of groups (C 2 , G) satisfies [36, Restr. 2.36], the parametrized G-Tate construction for a C 2 -spectrum equipped with a trivial G-action may be identified with an inverse limit. Let V be a G ⋊ C 2 -representation whose unit sphere
Theorem 4.11. [36, Thm. 2.40] Let U be a complete G ⋊ C 2 -universe and let i : U G → U be the inclusion of the G-fixed universe. Let X be a C 2 -spectrum. There is an equivalence of C 2 -spectra
where A is the G ⋊ C 2 -representation given by the tangent space of G at (e, e) ∈ G ⋊ C 2 and i * (−) is the functor which associates a genuine G ⋊ C 2 -spectrum to an F (C 2 , G)-spectrum indexed on a complete C 2 -universe U G . Example 4.12. When G = Σ 2 , we will let Q ∞ −n := T h(−nγ → B C2 Σ 2 ) denote the C 2 -equivariant Thom spectrum appearing above. These spectra were studied in [36] .
4.4.
Geometric models for C 2 -equivariant classifying spaces. We pause for a digression on geometric models for B τ C2 G. We begin with the case where (G, (−) −1 ) is a finitely generated abelian group with inversion involution in Section 4.4.1 before discussing general finite Real Lie groups (G, σ G ) in Section 4.4.2. We will not need the general case in the sequel, but we include it as it may be of independent interest. 4.4.1. Finitely generated abelian groups. Let (G, (−) −1 ) be a finitely generated abelian group equipped with the inversion involution. By Lemma 2.5, there exists a real G ⋊ C 2 -representation V such that S(V ⊕∞ ) is an F (C 2 , G)-space. We therefore have a G ⋊ C 2 -equivariant homotopy equivalence
and a C 2 -equivariant homotopy equivalence
is not finitely generated, it admits a geometric model for its C 2 -equivariant classifying space. It is straightforward to check that E τ C2 S 1 is modeled by S(C ⊕∞ ) where C 2 acts by complex conjugation and S 1 acts by rotation. We then have B τ C2 S 1 ≃ CP ∞ , where C 2 acts on the right by complex conjugation.
4.4.2.
Arbitrary finite groups. Now let G be an arbitrary finite group. Recall from [10] that the classifying space for the symmetric group on n-letters BΣ n admits a model BΣ n ≃ Emb({1, . . . , n}, R ∞ )/Σ n where Σ n acts on {1, . . . , n} by permutation and Σ n acts trivially on R ∞ . More generally, if we pick an embedding G ֒→ Σ n of G into a symmetric group, we have BG ≃ Emb({1, . . . , n}, R ∞ )/G where G acts by the restriction of the Σ n -action. Now, suppose that G is equipped with an involution σ G : G → G, so σ G is the image of the nontrivial element σ ∈ C 2 under some group homomorphism τ : C 2 → Aut(G). Fix an embedding ι : G ֒→ Σ n . Let Emb τ ({1, . . . , n}, C ∞ ) be the G ⋊ C 2 -space where G acts on {1, . . . , n} via restriction of the Σ n -action and set (g, e) · f (i) = f (g(i)) and (g, σ) · f (i) = f (σ G (g)(i)). Then there is a G ⋊ C 2 -equivariant homotopy equivalence EF τ ≃ Emb τ ({1, . . . , n}, C ∞ ) and a C 2 -equivariant homotopy equivalence
The parametrized Σ 2 -Tate construction. We now specialize to the case G = Σ 2 . By Section 4.4.1, the C 2 -space B C2 Σ 2 can be viewed as the space of real lines in C ∞ where C 2 acts by complex conjugation.
The following discussion adapts some results from [12, Sec. 3] to the C 2 -equivariant setting. The following definition specializes one given in [36, Sec. 2] . Definition 4.14. Let X be a Σ 2 ⋊ C 2 -spectrum. We define the Σ 2 -free Σ 2 ⋊ C 2 -spectrum associated to X by f p (X) := X ∧ E C2 Σ 2+ . The parametrized geometric completion of X is defined by
The parametrized Σ 2 -Tate Σ 2 ⋊ C 2 -spectrum associated to X is defined by
The diagonal map of E C2 Σ 2+ and the C 2 -equivariant equivalences
give rise to a commutative diagram of associative and commutative natural pairings, called the parametrized norm pairing diagram:
where the functors f p , c p , and t p are as in [36, Sec. 2] . This implies the following analog of [12, Prop. 3.5].
Proposition 4.15. If X is a ring Σ 2 ⋊ C 2 -spectrum, then c p (X) and t p (X) are ring Σ 2 ⋊ C 2 -spectra and the following part of the parametrized norm-restriction diagram [36, Pg. 12] is a commutative diagram of ring Σ 2 ⋊ C 2 -spectra:
If X is commutative, then so are c p (X) and t p (X).
By ring Σ 2 ⋊ C 2 -spectrum, we mean a Σ 2 ⋊ C 2 -spectrum with unit and multiplication for which the usual monoid diagrams hold in the homotopy category. The .42] Let U be a complete Σ 2 ⋊ C 2 -universe and let i : U Σ2 → U be the inclusion of the Σ 2 -fixed universe. Let X be a C 2 -spectrum. Then there is an equivalence of
4.6.
Comparison between classical and parametrized Tate constructions. Let E be a C 2spectrum. If U ∼ = C ∞ is a complete Σ 2 ⋊ C 2 -universe (where C 2 acts by complex conjugation), the inclusion of fixed points U C2 ∼ = R ∞ ֒→ C ∞ ∼ = U induces a map of universal spaces
We may view this as a Σ 2 ⋊ C 2 -equivariant map with trivial C 2 action on the source. This map gives a Σ 2 -equivariant equivalence upon forgetting the C 2 -action. Taking orbits under the Σ 2 -action, we get a C 2 -equivariant map of classifying spaces (with trivial C 2 -action on the source)
which is an underlying nonequivariant equivalence. We obtain some useful equivalences if we assume that the C 2 -spectrum E is either free or cofree. (1) If E is C 2 -free, then we have C 2 -equivariant equivalences
Proof. This is an immediate consequence of Lemma 3.6 and the fact that the (equivariant) inclusions BΣ 2 → B C2 Σ 2 and EΣ 2 → E C2 Σ 2 are underlying nonequivariant equivalences.
We have the following commutative square relating the ordinary and parametrized Tate constructions:
However, in the case that E is C 2 -cofree, the vertical maps are C 2 -equivariant equivalences and so we obtain a comparison map
This map is not generally an equivalence, but in the next section, we will show that it is an equivalence under further orientability assumptions for E.
Blueshift for Real oriented cohomology theories
Our first main results, blueshift for the Tate constructions of Real Johnson-Wilson theories, are proven in this section. In Section 5.1, we summarize the proof of a splitting for L K(n−1) (E(n) tΣ2 ) given by Ando, Morava, and Sadofsky in [1] . We modify their proof in Section 5.3 to prove splittings of the parametrized Tate construction of Real Johnson-Wilson theories and the ordinary Tate construction of their fixed points.
The classical Tate construction of E(n).
In [1] , Ando, Morava, and Sadofsky analyze the K(n − 1)-localization of the Tate construction E(n) tCp using complex orientations and formal group laws. Recall that if E is a complex oriented cohomology theory, then there is an isomorphism
where |x| = 2. The map CP ∞ × CP ∞ → CP ∞ which classifies the tensor product of complex line bundles induces a map
which determines a formal group law over E * . There is then an isomorphism
where [2] (x) is the 2-series of the formal group law associated to E.
The starting point of the work of Ando-Morava-Sadofsky was the following identification. 
This allows them to analyze E tΣ2 using more algebraic methods. Using formal group law calculations, they prove the following. 
Remark 5.3. We use E * = E − * and change the degree of x from 2 to −2 to write
as π * (E tΣ2 ) ∼ = E * ((x))/([2](x)).
They lift this isomorphism to an equivalence of K(n − 1)-local spectra in [1, Sec. 3] . This equivalence relies on several ideas from chromatic homotopy theory, including explicit formulas for Bousfield localization with respect to K(n) and certain M U -module structures. It also relies on understanding the relationship between the I n−1 -adic filtration of π * (E(n) tΣ2 ) and the "x-adic" filtration which arises from the identification E tΣ2 ≃ lim n (E ∧ ΣRP ∞ −n ) and the cellular filtration of RP ∞ −n . In the end, they prove 
that becomes an isomorphism on homotopy groups after completion at I n−1 , or equivalently after Bousfield localization with respect to K(n − 1).
5.2.
The ordinary and parametrized Σ 2 -Tate constructions for E(n). The Real Johnson-Wilson theory E(n) is free and cofree, and so by Lemma 4.17, we have a comparison map between the ordinary and parametrized Σ 2 -Tate constructions
In this section, we will show this map is an equivalence. Along the way, we will calculate the homotopy groups of both sides. We begin with the observation that the values of E(n)-cohomology on the parametrized and ordinary classifying spaces B C2 Σ 2 and BΣ 2 agree by Lemma 4.17, since E(n) is cofree. These are given by the following Lemma from [26] :
where [2](x) is the 2-series of the formal group law associated to E.
The two Tate constructions E(n) tΣ2 and E(n) tC 2 Σ2 are homotopy limits of E(n) smashed with Thom spectra of bundles over BΣ 2 and B C2 Σ 2 , respectively. We now describe them more explicitly:
(1) Let ξ V be the line bundle over BΣ 2 associated to the Σ 2 sign representation, V . Note that Σ 2 acts freely on the unit sphere in this representation. The total space of ξ V is given by EΣ 2 × Σ2 V . (2) Let ξ W be the bundle over B C2 Σ 2 associated to the Σ 2 ⋊C 2 representation W := C, where C 2 acts by complex conjugation and Σ 2 acts by rotation. The unit sphere S(W ) is a F (C 2 , Σ 2 ) space.
If we forget the C 2 -action, then W is just 2V as a Σ 2 -representation. While C 2 does not act on BΣ 2 , it still acts fiberwise on the pullback of ξ W along BΣ 2 → B C2 Σ 2 . Using the inclusion of ξ V as the C 2 -fixed points of the pullback of ξ W , we have maps of Thom spectra
which are C 2 -equivariant, provided we take trivial C 2 -action on the source.
We can compute the homotopy groups of each Tate construction by rewriting them as colimits. We start with the ordinary Tate construction. Note that EΣ 2 = colim n S nV , and let c(E) := F (EΣ 2+ , i * E).
Theorem 5.6. There is an isomorphism
Proof. By the definition of the Tate construction, we have that
We identify the right hand as colim k π ⋆ (c(E(n) ∧ S kV ) Σ2 . Since i * E(n) is a split Σ 2 -spectrum and EΣ 2+ is Σ 2 -free, there is an isomorphism
). Now we identify the right-hand side. Recall from Theorem 2.10 that vector bundles that are multiples of 2 n+1 are E(n)-orientable. We choose a cofinal subsequence in the above colimit given by k = 2 n+2 j (note that we give ourselves an extra factor of 2 to work with). Then there is a Thom isomorphism
Now we need to identify the maps in this colimit. The map BΣ
which raises degree by 2 n+2 and is given by multiplication by the Euler class of 2 n+2 ξ V . It remains to identify this Euler class.
Recall that in integer degrees, we have E(n)
where u is obtained from u ∈ E(n) ρ (BΣ 2 ) by multiplying by y, and the image of u in (ordinary, nonequivariant) E(n)cohomology is v 2 n −1 n u, where u is the first Chern class of the tautological (complex) line bundle in degree 2. By Theorem 2.10, we have that the Euler class of 2 n+2 ξ V in ER(n)-cohomology maps under the forgetful map to a unit power series multiple of the E(n)-Euler class of 2 n+2 ξ V , which is given by u 2 n+1 .
We claim that ER(n) * (BΣ 2 ) injects into E(n) * (BΣ 2 ) in degrees that are multiples of 2 n+1 . Since ER(n) * (BΣ 2 ) is multiplicatively generated by a single class u in degree divisible by 2 n+1 , the claim follows from the corresponding fact about the coefficients. The kernel of the map from ER(n) * to E(n) * is generated by the class x, and injectivity in degrees 2 n+1 follows from the description of the coefficients of ER(n), e.g. in [27, Theorem 3.1] Thus, we identify the ER(n) Euler class with a unit multiple of v −2 n+1 (2 n −1) n u 2 n+1 since the map to E(n)-cohomology sends this to the E(n)-Euler class and we are in degrees in which the map from ER(n) cohomology to E(n)-cohomology is injective. 1 It follows that the maps in the direct limit are multiplication by a unit multiple of u 2 n+1 . This has the effect of inverting u in the colimit and this completes the computation.
We now calculate the homotopy groups of the parametrized Tate construction. By mimicking the above calculations for the bundle ξ W over B C2 Σ 2 , we have an isomorphism
As in the ordinary Tate construction, we must identify the right-hand side.
Theorem 5.7. There is an isomorphism
where |u| = ρ. 1 Choosing the cofinal subsequence k = 2 n+1 j at the beginning of the proof would have still given us Thom isomorphisms, but the ER(n)-Euler class would not have the nice form that it does when we give ourselves an extra factor of 2 to work with.
Proof. Recall that ξ W has twice the (real) dimension of ξ V . The bundle ξ W itself (not just a 2 n multiple of it) is orientable with respect to E(n). So we have a Thom isomorphism
which is multiplication by the Euler class of ξ W , given by u ∈ E(n) 1+σ (B C2 Σ 2 ). (This is the first Chern class of the tautological Real bundle over RP ∞ , which pulls back from the Real bundle over CP ∞ ).
Since we know that
it follows that in the colimit, the class u is inverted and we get
We conclude this section by comparing the two Tate constructions.
is a C 2 -equivariant weak equivalence.
Proof. Going back to the cofinal subsequence k = 2 n+2 j for both ξ V and ξ W , this boils down to identifying the map
where the last map is given by multiplying by y 2 n+2 j to shift into integer degrees. This is a map of E(n) ⋆ (B C2 Σ 2 ) = E(n) ⋆ (BΣ 2 )-modules, and so it suffices to calculate the image of 1. In integer degrees that are multiples of 2 n+2 , we have that E(n) ⋆ (BΣ 2 ) ∼ = E(n) ⋆ (B C2 Σ 2 ) injects under the forgetful map into E(n) * (BΣ 2 ) ∼ = E(n) * (B C2 Σ 2 ). Since the target of 1 ∈ E(n) 0 (BΣ 2 ) will be in E(n) −2 n+1 λ (B C2 Σ 2 ), we may calculate its image by forgetting to E(n)-cohomology. Nonequivariantly, the corresponding composite is given by
where the last map is multiplication by v 2 n+2 j(2 n −1) n (which underlies multiplication by y 2 n+2 j ). Non-equivariantly, the map BΣ 2 −→ B C2 Σ 2 is an equivalence, and the bundle ξ W may be identified with 2ξ V . It follows that the image of 1 under the above composite is given by the Euler class of 2 n+2 jξ V . We have already seen that the underlying nonequivariant Euler class of 2 n+2 jξ V is given by a unit multiple of u 2 n+1 j .
It follows that equivariantly, the map we are interested in sends 1 to a unit multiple of u 2 n+1 . Thus, from the computation of both Tate constructions, it follows that in the inverse limit, this induces an isomorphism. 5.3. C 2 -equivariant blueshift for E(n). Now that we know the ordinary and parametrized Tate constructions of E(n) agree and we know their homotopy groups, we want to identify the homotopy type of the Tate construction after a certain completion. We begin by proving a splitting in completed C 2 -equivariant homotopy groups, first for BP R n , and then for E(n). Since the analogous computations in [1, Sec. 2] only depend on formal group law calculations, they carry over easily to the C 2 -equivariant setting. In particular, all of the computations there are valid after replacing v k byv k . Proposition 5.9. There is an isomorphism
). Proof. The formal group law over BP R n ⋆ associated to BP R n is isomorphic to the formal group law over BP n * associated to BP n , with isomorphism given byv k → v k . The proof of [1, Prop. 2.3] depends only on computations with the formal group law over BP n * associated to BP n , so the proof carries over to the C 2 -equivariant setting.
The following proposition follows from a similar modification of the proof of [1, Prop. 2.11] .
Proposition 5.10. The map ( * ) above extends to an isomorphism
We now turn to proving the spectrum-level result, which is the main result of this section.
Theorem 5.11. There is a map of spectra
that becomes an isomorphism on homotopy groups after completion atĪ n−1 or equivalently after localization at K(n − 1).
Our argument follows [1, Sec. 3] , with the caveat that we must make sense of certain constructions C 2 -equivariantly. In Section 3.1, we described X ∧ In−1 for an MR(n)-module and showed that π C2 ⋆ (X ∧ In−1 ) ∼ = (π C2 ⋆ X) ∧ In−1 . In Proposition 3.4, we showed that (E(n) tC 2 Σ2 ) ∧ In−1 has an E(n − 1)module structure. We will describe generators of π C2 ⋆ (E(n) tC 2 Σ2 ) ∧ In−1 as a π C2 ⋆ E(n − 1)-module, then use them to construct a map which will induce an isomorphism in homotopy groups after completion at I n−1 .
Proof of 5.11. We construct the C 2 -equivariant map whose underlying map is the map in [1, Thm. 3.10] using a similar approach to Ando-Morava-Sadofsky. Because both side are strongly even and the underlying map is a nonequivariant weak equivalence, this map is a C 2 -equivariant weak equivalence by [17, Lem. 3.4] .
Since E(n) is a BP R-module andv n−1 is invertible in E(n) tC 2 Σ2 , we have that (E(n) tC 2 Σ2 ) ∧
The equivariant Thom class of Q ∞ −i is in dimension −iρ and is not torsion. Further, the spectrum Q ∞ −i has a CW-structure with exactly one cell in each topological dimension greater than or equal to −2i (see e.g. [35, Fig. 2.7] for an identical CW structure). Since the −iρ-cell generates a non-torsion element in C 2 -equivariant homology, the attaching map of the −iρ + σ-cell to the −iρ-cell is null. Therefore the cell in dimension −iρ + σ is spherical, and the inclusion of the −iρ + σ-cell, smashed with the unit of E when E is a C 2 -equivariant ring spectrum, gives
In−1 ), and use the E(n − 1)-structure to construct a sequence of maps
Make a map µ −i by composing this map with the map
given by Theorem 4.16.
Taking inverse limits of the maps µ −i gives a map
Denote the completion of f with respect to I n−1 by f ∧ . Then the underlying map is the map f in the proof of [1, Thm. 3.10] after completion, which is a weak equivalence. Because both sides are strongly even, the map is a C 2 -equivariant equivalence.
Since the left and right hand sides both satisfy the conditions of Proposition 3.11, we have that their I n−1 -completions and their K(n − 1)-localizations are equivalent.
Using Theorem 5.8 together with a key fact about the coefficients of E(n), the splitting of Theorem 5.11 can be extended to a splitting of the classical Tate construction on the fixed points ER(n) := E(n) C2 .
Recall from Section 2.4 that we may multiply by an appropriate power of invertible class y ∈ π λ+σ E(n) to shift any class in π ⋆ E(n) into integer degree. In particular, when we do this to thē v i ∈ π (2 i −1)ρ E(n), we get the class v i ∈ π (2 i −1)(1−λ) ER(n). Define the ideal I n−1 := (2, v 1 , . . . , v n−2 ). As an ideal of π ⋆ E(n), it is the same as I n−1 = (2,v 1 , . . . ,v n−2 ). Theorem 5.12.
(1) For n ≥ 2 there is a map of spectra
that becomes an isomorphism on homotopy groups after competion at I n−1 or equivalently after K(n − 1)-localization. (2) For n = 1, we have an equivalence
Proof. We begin with the case n ≥ 2. Let λ = λ n−1 and y = y(n − 1) ∈ π 1−λ E(n − 1). We may view y −k as a class in π k(1−λ) (Σ kρ E(n − 1)). The multiplication by y −k map
is an equivalence since y is invertible. Applying this to each wedge summand (where we use different powers of y for each suspension), we have an equivalence lim i j≤i
Putting this together with the map of Theorem 5.11 and the equivalence with the classical Tate construction of Theorem 5.8 and taking fixed points (applying Proposition 4.7), we have a map lim i j≤i
which yields an isomorphism on homotopy groups after completion as desired. As in the parametrized case, the corresponding statement for K(n − 1) localization (or equivalently KR(n − 1)-localization) follows from Proposition 3.11. We now prove the case n = 1. We claim that   lim i j≤i
By [25, Sec. 4] , there is an isomorphism
2σ ] with |u 2σ | = 2 − 2σ. Therefore in integer-grading we have π C2 * (Σ ρj E(0)) ∼ = Q if j = 2k and * = −4k, 0 if otherwise.
It follows that (Σ (2k+1)ρ E(0)) C2 ≃ * and (Σ 2kρ E(0)) C2 ≃ Σ −4k HQ. This proves the claim.
Tate vanishing
Our second main result, vanishing for the parametrized Tate construction of Real Morava Ktheory, is proven in this section. Let G be any finite group and let G act trivially on the nth Morava K-theory K(n). Greenlees and Sadofsky proved the following vanishing result: Their proof proceeds in two steps:
(1) They show that the result holds for cyclic groups using the inverse limit formula for the Tate construction. Note that this inverse limit formula does not hold for the Tate construction of a general group. (2) To prove vanishing for general groups, they apply an inductive argument. The key point is that if the Tate constructions for the proper subgroups of G vanish, then there is an understandable model for the Tate construction [14, Prop. 3.2] . Our proof for vanishing of the parametrized Tate construction follows a very similar line of reasoning. In Section 6.1, we show that K(n) tC 2 G ≃ * for all finite cyclic groups G. In Section 6.2, we extend this vanishing result to all finite groups. Along the way, we prove finite generation for the Real Morava K-theory of C 2 -equivariant classifying spaces; this result may be of independent interest. 6.1. Parametrized Tate vanishing for cyclic groups. Throughout this section, we assume that G is a finite group. Lemma 6.2. Let ξ be a positive dimensional Real vector bundle over B C2 G and let K be a Real oriented cohomology theory with K ⋆ (B C2 G) finitely generated over E ⋆ (where K is an E-module spectrum). Then lim
Proof. By [14, Lem. 2.1], the composites of the underlying maps of the structure maps in the inverse limit are eventually null for dimension reasons. Therefore it suffices to show that the geometric fixed points of the composites of the structure maps in the inverse limit are eventually null. We do so by following Greenlees and Sadofsky's proof of [14, Lem. 2.1].
The assumption that K ⋆ (B C2 G) is finitely generated over E ⋆ implies that each generator of K ⋆ (B C2 G) is supported on some finite skeleton of B C2 G, say B C2 G r . Recall that the geometric fixed points of a Thom spectrum may be computed by taking the fixed points of each (suspension of a) Thom space in the spectrum [34] . More precisely, we have
Let λ be the complex dimension of −sξ. Then (−sξ) C2 has real dimension λ. On the other hand, the real dimension d of (B C2 G) C2 satisfies 0 ≤ d ≤ r. Indeed, this follows from the facts that B C2 G admits a C 2 -CW structure for any discrete group G [31] and the C 2 -fixed points of an rdimensional C 2 -CW complex consist of the cells of the form C 2 /C 2 ×D k . In particular, the dimension does not increase after taking fixed points. Given these constraints on dimension, a staightforward modification of the dimension argument appearing in the proof of [14, Lem. 2.1] shows that the geometric fixed points of the composite
are null for j sufficiently large. Remark 6.3. It may be possible to obtain tighter dimension bounds using the models from Section 4.4, but we only needed rough bounds to apply the argument from [14] . Lemma 6.4. Let V be some finite, positive dimensional Real representation of G. Let K be a Real oriented cohomology theory such that K ⋆ (B C2 H) is finitely generated over K ⋆ for all H ≤ G. Then the G ⋊ C 2 -spectrum F (S ∞V , i * K ∧ E C2 G + ) is equivariantly contractible.
Proof. We modify the proof of [14, Lem. 2.2]. For any spectrum K,
If H ≤ G, then V is also a Real representation of H, and E C2 G is a model for E C2 H. So Lemma 6.5. The group K(n) ⋆ (B C2 G) is finitely generated over E(n) ⋆ . Dually, K(n) ⋆ (B C2 G) is finitely generated over E(n) ⋆ .
Proof. First suppose n ≥ 1. Since both K(n) and E(n) are (λ + σ)-periodic, it suffices to show the statement for the integer-graded part. For any MR(n)-module spectrum E, we have a Kitchloo-Wilson fibration (Section 2.5)
We plug in the MR(n)-module spectrum E := K(n) ∧ B C2 G. Nonequivariantly, we have that B C2 G and K(n) are equivalent to BG and K(n), respectively. Thus, the underlying nonequivariant spectrum of K(n) ∧ B C2 G is K(n) ∧ BG. We therefore have a fibration of spectra
Applying homotopy groups gives a long exact sequence of modules over E(n) * . Note that E(n) * is finitely generated (with two generators) over ER(n) * , so it suffices to show that π * (K(n)∧B C2 G) C2 = K(n) * (B C2 G) is finitely generated over E(n) * . Denote the kernel (resp. cokernel) of x * : K(n) * (B C2 G)
x * → K(n) * (B C2 G) by ker(x * ) (resp. coker(x * )). Then we have (we omit the grading shifts)
Because K(n) * (BG) is finitely generated over K(n) * [39] , it is finitely generated over E(n) * . Since E(n) * is Noetherian, this implies that both ker(x * ) and coker(x * ) are finitely generated over E(n) * . Note that ker(x 2 * )/ ker(x * ) is a submodule of coker(x * ). Hence the short exact sequence of E(n) *modules 0 → ker(x * ) → ker(x 2 * ) → ker(x 2 * )/ ker(x * ) → 0 implies that ker(x 2 * ) is finitely generated over E(n) * . Inductively, we know ker(x k * ) is finitely generated for all positive integers k. Because x is nilpotent, K(n) * (B C2 G) equals ker(x L * ) for L large enough and it is finitely generated over E(n) * . Thus, K(n) * (B C2 G) is finitely generated over ER(n) * , and so K(n) ⋆ (B C2 G) is finitely generated over E(n) ⋆ , which completes the proof.
The proof of finite-generation of cohomology is completely analogous (one simply maps B C2 G into the Kitchloo-Wilson fibration rather than smashing with it).
In the case n = 0, we use the (unshifted) fibration
and note that since mulitplication by a σ is null-homotopic on K(0), it follows that the homotopy of the middle term injects into the homotopy of the right hand term. Since K(0) * (BG) is finitely generated over E(0) * = Q, it follows that π * ((B C2 G ∧ K(0)) C2 ) is as well.
Corollary 6.6. If G is a finite cyclic group, then Proposition 6.8. If K is a Real oriented cohomology theory with K ⋆ (B C2 G + ) finitely generated over K ⋆ for all finite groups G, then (i * K) tC 2 G ≃ * for all finite groups G. Proposition 6.9. If W is a non-zero, finite dimensional Real G-representation with W G = 0, and K is a G ⋊ C 2 -spectrum such that for every proper subgroup H < G one has K tC 2 H ≃ * , then
Proof of Prop. 6.8. This follows from the chain of equivariant equivalences
where the first equivalence is Proposition 6.9 and the second equivalence is Lemma 6.4. Proposition 6.9 applies by induction up the subgroup lattice of G, where the base case of a cyclic subgroup was proven in Corollary 6.6.
Proof of Prop. 6.9. By hypothesis, for any proper subgroup H < G, we have
(note that E C2 G is a model for E C2 H by definition). We also have F (S ∞W , ΣK ∧ E C2 G + ) H ≃ * since if W H = 0 we can apply Proposition 6.9 inductively and if W H = 0 then S ∞W ≃ * . Therefore it suffices by the G-Whitehead theorem to produce a map
which is an equivalence on G-fixed points. Smash S ∞W with the cofibration
The G ⋊ C 2 -spectrum S ∞W ∧ E C2 G + is equivariantly contractible by [36, Lem. 2.30] along with the definition of E C2 G + and the fact that S ∞W is nonequivariantly contractible. Therefore by smashing with 3 we have a G ⋊ C 2 -equivalence (4) S ∞W → S ∞W ∧ E C2 G. Now, we have (S ∞W ) G ≃ S 0 as spaces, so (S ∞W /S 0 ) G ≃ * and therefore (S ∞W /S 0 ) can be built from G-cells of the form (G/H) + ∧ E n where H < G is a proper subgroup. Using equivalences from the proof of [36, Prop. 2.40] gives
Taking the limit over skeleta of S ∞W /S 0 gives
The desired map is then given by
Putting all of this together, we have the following: Theorem 6.10. Suppose G is a finite abelian group and K = i * K(n). Then K tC 2 G ≃ * . Definition 6.11. We will say that a C 2 -spectrum K is an integral Real Morava K-theory if K is Real oriented, has no torsion in its homotopy groups, and reduces to K(n) modulo p. Corollary 6.12. If E = i * K, where K is a p-local integral Real Morava K-theory, then E tC 2 G is rational.
Proof. The proof is similar to the proof of [14, Cor. 1.4].
Remark 6.13.
(1) In [14, Sec. 4] , Greenlees and Sadofsky observed that the same proof holds for integral theories. This is true in the Real oriented case as well; for example, we see that KR tC 2 G is rational.
(2) Greenlees and Sadofsky also showed that an analogous statement holds for KO using the Wood cofiber sequence ΣKO η → KO → KU and the fact that η is nilpotent classically. Although there is a C 2 -equivariant analog of the Wood cofiber sequence (involving the spectrum KO C2 , see e.g. [15, Sec. 10]), the same argument does not work since η is not nilpotent C 2 -equivariantly.
We will now prove the real (i.e. fixed point) version of the Tate vanishing result. Theorem 6.14. For a finite cyclic group G, KR(n) tG ≃ * where G acts trivially on KR(n). In particular, KR(n) tG = (KR(n) tG ) C2 ≃ * .
Proof. In the case that n = 0, we have KR(0) = HQ and Tate vanishing is the same as the nonequivariant result. Suppose n ≥ 1. We will show that the RO(C 2 )-graded homotopy groups of KR(n) tG vanish. Because KR(n) is λ + σ-periodic, it is enough to compute the integer part π C2 * KR(n) tG = 0. We will show that π C2 * KR(n) tG = π * (KR(n) tG ) C2 = π * (KR(n)) tG = 0. We write (KR(n)) tG as lim n (KR(n) ∧ ΣRP ∞ −n ). The cofiber sequence [25] Σ λ KR(n) y − → KR(n) → K(n)
gives cofiber sequences (we omit suspensions)
Denote the cokernel of (f k ) * : π l−λ (KR(n) ∧ BG ∞ −k ) → π l (KR(n) ∧ BG ∞ −k ) by A k,l , the kernel of (f k ) * : π l−λ−1 (KR(n) ∧ BG ∞ −k ) → π l−1 (KR(n) ∧ BG ∞ −k ) by C k,l , and π l (K(n) ∧ BG ∞ −k ) by B k,l . The associated long exact sequence in homotopy groups · · · → π l−λ (KR(n)∧BG ∞ −k ) (f k ) * − −− →)π l (KR(n)∧BG ∞ −k ) → π l (K(n)∧BG ∞ −k ) ∂ l − → π l−1−λ (KR(n)∧BG ∞ −k ) breaks into short exact sequences 0 → A k,l → B k,l → C k,l → 0.
We omit l from the index. We have an exact sequence (5) 0
On the other hand, we have The maps (f k ) * : π l−λ (KR(n) ∧ BG ∞ −k ) → π l (KR(n) ∧ BG ∞ −k ) induces maps lim f * : lim k π l−λ (KR(n) ∧ BG ∞ −k ) → lim k π l (KR(n) ∧ BG ∞ −k ); lim 1 f * : lim 1 k π l−λ (KR(n) ∧ BG ∞ −k ) → lim 1 k π l (KR(n) ∧ BG ∞ −k ). Denote the map KR(n) tG → KR(n) tG from f k by f . Then f is nilpotent because it is induced by multiplication by an element of π * MR(n).
Recall that A k is the cokernel of (f k ) * : π l−λ (KR(n) ∧ BG ∞ −k ) → π l (KR(n) ∧ BG ∞ −k ) and C k is the kernel of (f k ) * : π l−λ−1 (KR(n) ∧ BG ∞ −k ) → π l−1 (KR(n) ∧ BG ∞ −k ). The short exact sequence 0 → lim 1 π * +1 (KR(n) ∧ BG ∞ −k ) → π * (KR(n) tG → lim k π * (KR(n) ∧ BG ∞ −k ) → 0 has a self map (lim 1 (f k ) * , f * , lim(f k ) * ). Because f * is nilpotent, both lim 1 (f k ) * and lim(f k ) * are nilpotent. The exact sequence
A k → lim 1 im(f k ) * → lim 1 π * (KR(n)∧BG ∞ −k ) → lim 1 A k → 0. Because lim 1 C k = 0, the map lim 1 π * (KR(n) ∧ BG ∞ −k ) → lim 1 im(f k ) * is injective (in fact, it is ab isomorphism). Because lim k A k = 0, the map lim 1 im(f k ) * → lim 1 π * (KR(n) ∧ BG ∞ −k ) is injective. Therefore, the composition lim 1 (f k ) * : lim 1 π * (KR(n) ∧ BG ∞ −k ) → lim 1 π * (KR(n) ∧ BG ∞ −k ) is injective. We have shown lim 1 (f k ) * is nilpotent and so lim 1 π * (KR(n) ∧ BG ∞ −k ) = 0. With a similar argument, lim k (f k ) * is surjective and nilpotent, which forces lim k π * (KR(n) ∧ BG ∞ −k ) = 0. Then π * KR(n) tG = 0 and this completes the proof.
