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Resumen
Las autofunciones {Ψn(ǫ)} (n ∈ Z
+) de algunos operadores Schro¨dinger unidimen-
sionales, de intere´s tanto acade´mico como tecnolo´gico, tienen una representacio´n en
forma de ecuacio´n en diferencias lineal de segundo orden conocida como ecuacio´n de
Harper. La dificultad del ana´lisis del espectro de estos operadores en el caso ergo´dico y
la produccio´n cient´ıfica que ha generado puede consultarse en [9]. Con las condiciones
iniciales adecuadas, se puede asociar a este tipo de operador una familia {Ψn(ǫ)} de
autofunciones en forma de polinomios mo´nicos ortonormales.
En [1] se usan las propiedades algebraicas de los polinomios de Chebyshev de primera
clase en la familia ortonormal de autofunciones, para separar variables y obtener para
cada Ψn(ǫ) una expansio´n en serie de {Tk(ω)}. Los coeficientes de la serie {a
(n)
k
(ǫ, λ)}
se obtienen de forma recurrente y la energ´ıa ǫ depende de aquellos. En este trabajo se
obtienen las matrices de transferencia entre los vectores de coeficientes y se comenta
brevemente las propiedades del espectro y de las soluciones segu´n valores de θ.
1. Introduccio´n.
Los operadores Schro¨dinger unidimensionales aparecen en los modelos cua´nticos aprox-
imados de los espectros de energ´ıas de sistemas ato´micos. Un tipo especial de operador
se representa en forma de ecuacio´n en diferencias lineal de segundo orden, la ecuacio´n de
Harper [6].
Ψn+1(ǫ) = (ǫ− 2λ cos(n2πθ + ν))Ψn(ǫ)−Ψn−1(ǫ). (1)
Ψn pertenece a la familia de autofunciones {Ψn(ǫ, λ, θ, ν)}, (n ∈ Z
+), del operador
de Schro¨dinger unidimensional y depende adema´s de la energ´ıa ǫ, de otros para´metros
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relacionados con las caracter´ısticas particulares del sistema. A continuacio´n se indican
tres modelos f´ısicos donde aparece este tipo de operador:
En [7] se estudia la ecuacio´n de Schro¨dinger para el electro´n en una red cristalina
bidimensional con potencial perio´dico, sometida a un campo magne´tico transversal
uniforme. Se parte de la ecuacio´n de Schro¨dinger en derivadas parciales
1
2m
[−i~∇−
e
c
A(x)]2Ψ(x)− V0[cos(
2πx
a
) + cos(
2πy
a
)− 2]Ψ(x) = HΨ(x). (2)
Para su resolucio´n se usa la aproximacio´n tight binding, V0 → ∞, y el gauge de
Landau para obtener un operador Schro¨dinger unidimensional, caso particular con
λ = 1, de la ecuacio´n (1). El significado f´ısico de los para´metros λ, θ y ν, irrelevante
para nuestro estudio, puede consultarse en [7].
En los modelos de Anderson, de localizacio´n de estados electro´nicos en so´lidos fuerte-
mente desordenados [2].
En la construccio´n de dispositivos nanoelectro´nicos basados en cuasi cristales con un
desorden adecuado. Superredes cua´nticas [5], basadas en las teor´ıas y dispositivos
desarrollados a partir del modelo de Anderson. Se pueden realizar diferentes ordena-
ciones cuasi-perio´dicas de las mole´culas que forman el cuasicristal con crecimientos
de tipo Fibonacci, Thue-Morse, etc. Se obtienen operadores ana´logos a la ecuacio´n
(1).
La dificultad del ana´lisis del espectro de (1) en el caso ergo´dico, θ irracional, ha gen-
erado abundante literatura y es una l´ınea abierta. Se han obtenido resultados cualitativo
importentes usando una combinacio`n de te´cnicas avanzadas, tanto de Ana´lisis Funcional
como de Sistemas Dina´micos [9].
El teorema de Favard [3], para las condiciones iniciales Ψ0(ǫ) = 1, Ψ1(ǫ) = ǫ− 2λ cos(ν),
asegura la existencia y unicidad de una familia de autofunciones {Ψn(ǫ)} (n ∈ Z
+) que
son polinomios mo´nicos ortonormales respecto de una medida en un soporte real.
2. Expansio´n de las autofunciones en serie de Chebyshev .
Para cada autofuncio´n de la familia ortonormal {Ψn(ǫ)}, que cumplen la ecuacio´n (1)
con las condiciones iniciales del teorema de Favard, se ensaya una solucio´n en forma de serie
de polinomios de Chebyshev de primera clase [1]. Se usan las propiedades del producto de
polinomios de Chebyshev Tn(ω), con ω = cos(2πθ). Aqu´ı se ha tomado por simplicidad
ν = 0 sin pe´rdida de generalidad. En el caso θ irracional el espectro no depende de ν.
En los casos θ entero o racional la variacio´n de ν produce desplazamientos en las bandas
espectrales. La serie ensayada debe ser coherente con las caracter´ısticas de la recurrencia
(1). As´ı, el desarrollo en serie para {Ψn(ǫ)} puede tener te´rminos no nulos hasta un cierto
valor que depende de n y resulta:
Ψn(ǫ) =
[
n(n−1)
2
]∑
k=0
a
(n)
k (ǫ, λ)Tk(ω). (3)
2
Serie de Chebyshev para un operador Schro¨dinger 1-D ergo´dico.
Con [x] la parte entera de x. Sustituyendo (3) en (1) e igualando los coeficientes de
los polinomios Tn(ω) del mismo orden en n, se obtiene de forma inductiva una expresio´n
recurrente para los coeficientes a
(n)
k (ǫ, λ) cuya expresio´n compacta es:
a
(n+1)
k =− λa
(n)
k−nσ(n− 1) + ǫa
(n)
k (1− σ(
(n)(n− 1)
2
))− λa
(n)
n−k(1− σ(n))
− λa
(n)
k+n(1− δk,0 − σ(
(n)(n− 3)
2
))− a
(n−1)
k (1− σ(
(n− 1)(n− 2)
2
)). (4)
σ(k) es la funcio´n escalo´n de Heaviside y δk,0 la delta de Kronecker, 0 ≤ k ≤
(n+1)(n)
2 .
Se separa una de las variables. Por un lado las variables ǫ y λ de las que dependen
los coeficientes de la serie. Por otro, la variable θ, de la que dependen los polinomios de
Chebyshev Tn(ω). La ecuacio´n (3) puede verse como el producto escalar esta´ndar entre dos
vectores, Ψn(ǫ, λ, θ) = ~T
T
[
n(n−1)
2
]
(ω) ~A
[
n(n−1)
2
]
(ǫ, λ). El vector ~T
[
n(n−1)
2
]
, con componentes ti =
cos(2iπθ), i = 0, 1, ...[n(n−1)2 ], el vector
~A
[
n(n−1)
2
]
que se genera a trave´s de la recurrencia
(4).
3. Matrices de transferencia para el vector ~An de coeficientes
de la series.
Para la obtencio´n del vector ~A
[
n(n−1)
2
]
asociado a la autofuncio´n Ψn con la recurrencia
dada por la ecuacio´n (4), esta´n involucrados el vector ~A
[
(n−1)(n−2)
2
]
de las autofuncio´n Ψn−1
y el vector ~A
[
(n−2)(n−3)
2
]
de Ψn−2. Se puede usar te´cnicas de matrices de transferencia para
conseguir una aplicacio´n lineal que permita obtener el ~A
[
n(n−1)
2
]
. Para que la recurrencia
vectorial resultante sea de primer orden y homoge´nea, caso ma´s sencillo, necesitamos tra-
bajar con un vector
~ˆ
A que contenga tanto al vector ~A
[
n(n−1)
2
]
como al ~A
[
(n−1)(n−2)
2
]
.
~ˆ
ATn = ( ~A
T
[
n(n−1)
2
]
, ~AT
[
(n−1)(n−2)
2
]
). (5)
La recurrencia vectorial, para n > 2, con el vector inicial
~ˆ
A1 =
(
ǫ− 2λ
1
)
es:
~ˆ
An = Mn,n−1
~ˆ
An−1
Mn,n−1 =


ǫIn−1 − λLn−1 −λI[ (n−1)(n−4)
2
]+1
−I
[
(n−2)(n−3)
2
]+1
−λ(I1 + In−1) ǫI[ (n−1)(n−4)
2
]+1
0
0 −λ(I
[
(n−1)(n−4)
2
]+1
0
I
[
(n−1)(n−2)
2
]+1
0 0


(6)
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La matriz Mn,n−1 esta´ escrita por bloques. Adema´s de la matriz identidad de dimensio´n
indicada para cada caso, aparece en el primer bloque una matriz Ln, que vale 1 en toda
la primera subdiagonal inferior de la contradiagonal de orden n. li,j = δn,i+j (delta de
Kronecker); i, j = 0, 1, ..., n − 1., con 2 ≤ n. Esta matr´ız va mezclando coeficientes y
complica la recurrencia.
Las matrices identidad contribuira´n cuando su orden sea mayor que 0. Hay bloques para n
pequen˜o donde algunas matrices no contribuyen y no son tenidos en cuenta. A continuacio´n
se indican las tres primeras matr´ıces de transferencia:
M2,1 =

 ǫ −1−2λ 0
1 0

 ;M3,2 =


ǫ 0 −1
0 ǫ− λ 0
−2λ 0 0
0 −λ 0
1 0 0
0 1 0


M4,3 =


ǫ 0 0 −λ −1 0
0 ǫ −λ 0 0 −1
0 −λ ǫ 0 0 0
−2λ 0 0 ǫ 0 0
0 −λ 0 0 0 0
0 0 −λ 0 0 0
0 0 0 −λ 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0


4. Propiedades de las autofunciones.
De la solucio´n en forma de producto de vectores se observa que toda la dependencia
de las soluciones en θ esta´ recogida en el vector ~T
[
n(n−1)
2
]
(cos(2πθ)). Al variar la naturaleza
de θ es de esperar que las caracter´ısticas de las soluciones cambien.
A continuacio´n se estudia el caso θ entero, que sirve para fijar la forma del vector de
coeficientes y comprobar que la suma de sus componentes generan a los polinomios de
Chebyshev de segunda clase. Es conocido que el espectro es cont´ınuo en el intervalo o
banda de ortogonalidad de los polinomios
Posteriormente, se comentan los casos θ racional e irracional. Ambos casos se pueden ver
como perturbaciones al caso entero por lo que se espera que la banda de espectro cont´ınuo
se degenere en subbandas y la posible aparicio´n fuera o entre las subbandas de espectro
puntual.
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4.1. Caso θ entero.
Si θ ∈ Z, ~T
[
n(n−1)
2
]
(cos(2πθ)) = ~1
[
n(n−1)
2
]
. Si ampl´ıamos el vector ~1
[
n(n−1)
2
]
con el nu´mero
de ceros adecuado, exactamente con (n−1)(n−2)2 ceros, su producto escalar con el vector
~An reproduce la suma de las primeras
n(n−1)
2 componentes de
~An. Esta suma Sn de com-
ponentes es un polinomio mo´nico de orden n en ǫ y representa a la autofuncio´n Ψn. Por
tanto, Sn debe cumplir la misma relacio´n de recurrencia (1) que Ψn.
Sn+1(ǫ, λ) = 2(
ǫ
2
− λ)Sn(ǫ, λ)− Sn−1(ǫ, λ).
S0 = 1;S1 = 2(
ǫ
2
− λ). (7)
Resultando que Sn = Ψn = Un(
ǫ
2 − λ), el polinomio de Chebyshev de segunda clase y
de orden n. Como el coeficiente de la potencia n-e´sima de los Un(x) es 2
n y aqu´ı x = ǫ2−λ,
se comprueba que los polinomios autofunciones son mo´nicos en ǫ, como se esperaba.
Obse´rvese que al ser θ entero la expresio´n cos(2πθ + ν) = cos(ν) = 1 si ν = 0. Si ν 6= 0 la
recurrencia vectorial (6), y la recurrencia (7) siguen siendo va´lidas si cambiamos en ellas
el para´metro λ por λcos(ν). La solucio´n para las autofunciones para ν cualquiera queda
entonces Ψn = Un(
ǫ
2 − λcos(ν)).
El espectro de energ´ıas resulta inmediato del intervalo de ortogonalidad de la familia de
polinomios {Un(x)}
∞
n=1, que tiene los ceros densos en el abierto (−1, 1). Tiene espectro
cont´ınuo en σ = [−2 + 2λcos(ν), 2 + 2λcos(ν)]. La medida de Lebesgue del espectro es
Lσ = 4.
Adicionalmente, se ha obtenido una recurrencia vectorial (6), en la que la suma de com-
ponentes del vector a cada paso genera los polinomios de Chebyshev de segunda clase
{Un(
x
2 − b)}.
4.2. Caso θ racional.
Si θ = p
q
∈ Q, con p y q coprimos, ~T
[
n(n−1)
2
]
(cos(2πθ)) es un vector cuyas componentes
se repiten con per´ıodo q y cambian significativamente la solucio´n Ψn respecto al caso en-
tero. Para q = 2 se puede aplicar el teorema de Blumenthal generalizado y obtenemos dos
bandas donde hay espectro cont´ınuo, los ceros son densos en dichos intervalos, y la local-
izacio´n de estos no es dif´ıcil, ve´ase la figura 1. Para q ≥ 3, ya no es aplicable Blumenthal y
se utiliza en este caso la teor´ıa de Bloch-Floquet, resultando q bandas de anchura variable
segu´n valores de los para´metros. Las bandas pueden desplazarse colectivamente al variar
ν, aunque nunca hay solapamiento de bandas [9]. La medida de Lebesgue del espectro Lσ
depende ahora del valor de los para´metros.
4.3. Caso ergo´dico (θ irracional).
Cuando θ ∈ ℜ/Q, el valor de 2λcos(2nπθ+ν) va llenando todo el intervalo (−2|λ|, 2|λ|)
al crecer n, y pasa infinitas veces a una distancia arbitrariamente pequen˜a de cualquier pun-
to del intervalo. Las componentes de ~T
[
n(n−1)
2
]
(cos(2πθ)) van oscilando y su suma esta´ aco-
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Figura 1: Algunas autofunciones y localizacio´n de las bandas de espectro cont´ınuo, l´ıneas
rojas de trazo grueso, para los para´metros θ = 12 , λ = 1, ν =
π
5 .
tada.
Se cree que la medida de Lebesgue del espectro es Lσ = 4 − 4|λ| [9] y solo depende del
para´metro λ. Para λ = 1, caso del ejemplo de [7], la medida de Lebesgue es nula y el
espectro es del tipo de Cantor.
5. Conclusiones
Se ha obtenido para las autofunciones de (1), con las condiciones iniciales adecuadas,
un desarrollo en serie de polinomios de Chebyshev de primera clase, que sirve para sep-
arar alguna de las variables independientes. Esta forma de producto escalar de vectores
con variables separadas nos permite un ana´lisis ma´s directo de las soluciones y de las
propiedades del espectro de energ´ıas del operador de Schro¨dinger unidimensional.
En el caso racional se obtiene periodicidad en las componentes del vector ~T
[
n(n−1)
2
]
(cos(2πθ)).
Esto perturba al espectro de manera ordenada, deformando la banda en q subbandas, con
q la periodicidad de las componentes del vector dependiente de θ.
En el caso irracional la ergodicidad de las componentes de ~T
[
n(n−1)
2
]
(cos(2πθ)) perturba de
manera cao´tica el resultado del producto escalar. Debido a que las soluciones de los poli-
nomios en los puntos de intere´s son oscilantes, se puede combinar la Teor´ıa de la Osilacio´n
[4] con la teor´ıa espectral de los Polinomios Ortogonales [3] para acotar y localizar la zona
donde puede existir espectro cont`ınuo. La figura 2 muestra un primer resultado para la
acotacio´n y localizacio´n en el caso θ racional con periodo 3.
Finalmente, tanto para θ racional como irracional, un estudio cuidadoso sobre la
acotacio´n y convergencia en norma de los vectores involucrados en el producto escalar,
sera´ de utilidad para el avance cuantitativo en el conocimiento de las propiedades tanto
del operador como de la familia de autofunciones.
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Figura 2: Algunas autofunciones, acotacio´n y localizacio´n de las bandas de espectro
cont´ınuo (usando teor´ıa de oscilacio´n), l´ıneas rojas de trazo grueso, para los para´metros
θ = 23 , λ = 1, ν = 0.
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