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COMPLEX INTERPOLATION OF FUNCTION SPACES WITH
GENERAL WEIGHTS
DOUADI DRIHEM
Abstract. In this paper, we present the complex interpolation of Besov and Triebel-
Lizorkin spaces with generalized smoothness. In some particular cases these function
spaces are just weighted Besov and Triebel-Lizorkin spaces. An application, we obtain
the complex interpolation between the weighted Triebel-Lizorkin spaces F˙ s0
p0,q0
(ω0) and
F˙ s1
∞,q1
(ω1) with suitable assumptions on the parameters s0, s1, p0, q0 and q1, and the
pair of weights (ω0, ω1).
1. Introduction
The theory of complex interpolation had a remarkable development due to its usefulness
in applications in mathematical analysis. For general literature on complex interpolation
we refer to [2], [41] and references therein. But let us recall briefly the results of complex
interpolation of some know function spaces. For Lebesgue space we have
[Lp0(R
n), Lp1(R
n)]θ = Lp(R
n),
see [2, Theorem 5.1.1], where
0 < θ < 1, 1 6 p0, p1 <∞,
1
p
:=
1− θ
p0
+
θ
p1
. (1.1)
Let Lp(R
n, ω) denote the weighted Lebesgue space with weight ω, see below. The weighted
version is given as follows:
[Lp0(R
n, ω0), Lp1(R
n, ω1)]θ = Lp(R
n, ωθ0ω
1−θ
1 ), (1.2)
see [2, Theorem 5.5.3] and [41, Theorem 1.18.5] with the same assumptions (1.1). Clearly
all the above results are given for Banach case, but in [39, Lemma 3.4] the authors gave
a generalization of (1.2) to the case 0 < p0, p1 <∞. For Sobolev spaces
[Wm0p0 (R
n),Wm1p1 (R
n)]θ = W
m
p (R
n),
with the same assumptions (1.1), with 1 < p0, p1 <∞ and m0, m1 ∈ N, m = (1− θ)m0+
θm1, see [41, Remark 2.4.2/2 ]. The extension of the above results to generalized scale
of function spaces are given in [2] and [41]. For convenience of the reader we recall some
know results on Besov and Triebel-Lizorkin spaces and it is known that they cover many
well-known classical function spaces such as Ho¨lder-Zygmund spaces, Hardy spaces and
Sobolev spaces. For more details one can refer to Triebel’s books [42] and [43], which are
denoted by Bsp,q(R
n, ω) and Bsp,q(R
n, ω), respectively, see Section 3. Let
0 < θ < 1, 0 < p0, p1, q0, q1 6∞,
1
p
:=
1− θ
p0
+
θ
p1
,
1
q
:=
1− θ
q0
+
θ
q1
. (1.3)
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Then we have
[Bs0p0,q0(R
n), Bs1p1,q1(R
n)]θ = B
s
p,q(R
n),
if
s0, s1 ∈ R, s = (1− θ)s0 + θs1, 1 < p0, p1 <∞, 1 6 q0 <∞, 1 < q1 6∞, (1.4)
see [41, Theorem 2.4.1 ]. We mention that in some cases complex interpolation of pairs
of Besov spaces does not result in a Besov space. More precisely
[Bs0p,∞(R
n), Bs1p,∞(R
n)]θ = B˚
s
p,∞(R
n), (1.5)
see again [41, Theorem 2.4.1 ], with s0 6= s1 ∈ R, s = (1 − θ)s0 + θs1, 1 < p < ∞, where
B˚sp,q(R
n) is the closure of the set of test functions in Bsp,∞(R
n). The result (1.5) is in
contradiction with [2, Theorem 6.4.5] in the case of s0 6= s1 and q0 = q1 =∞, because of
B˚sp,∞(R
n) is smaller that Bsp,∞(R
n). For Triebel-Lizorkin spaces we have
[F s0p0,q0(R
n), F s1p1,q1(R
n)]θ = F
s
p,q(R
n),
with the same assumptions (1.3) and (1.4) but with 1 6 q1 <∞, see [41, Theorem 2.4.2/1
]. The quasi-Banach version of complex interpolation of Besov and Triebel-Lizorkin spaces
can be found in [21] and [28]. For weighted Besov and Lizorkin-Triebel spaces Bownik [7]
and Wojciechowska [48] studied the problem
[F s0p0,q0(R
n, ω0), F
s1
p1,q1
(Rn, ω1)]θ.
But both authors only deal with the case ω0 = ω1 = ω. The general problem, ω0 6= ω1,
was completed in [39] but with p0 < ∞ and p1 < ∞ and the weights ω0, ω1 are local
Muckenhoupt weights in the sense of Rychkov [36].
In this direction we present the complex interpolation of function spaces of general
weigths, were introduced in [12] and [13], which based on Tyulenev class given in [45],
[47] and [46].
These type of spaces of generalized smoothness are have been introduced by several
authors. We refer, for instance, to Bownik [6], Cobos and Fernandez [10], Goldman [24]
and [25], and Kalyabin [29]; see also Besov [3] and [4], and Kalyabin and Lizorkin [30].
The theory of these spaces had a remarkable development in part due to its usefulness
in applications. For instance, they appear in the study of trace spaces on fractals, see
Edmunds and Triebel [16] and [17], were they introduced the spaces Bs,Ψp,q , where Ψ is a
so-called admissible function, typically of log-type near 0. For a complete treatment of
these spaces we refer the reader the work of Moura [33]. More general function spaces of
generalized smoothness can be found in Farkas and Leopold [18], and reference therein.
The paper is organized as follows. First we recall some basic facts on the Muckenhoupt
classes and the weighted class of Tyulenev. Also we give some key technical lemmas
needed in the proofs of the main statements. In Section 3, we present some properties of
B˙p,q(R
n, {tk}) and F˙p,q(R
n, {tk}) spaces. In Section 4 we shall apply a method which has
been used by [39]. First we shall calculate the Caldero´n products of associated sequence
spaces. Then, from an abstract theory on the relation between the complex interpolation
and the Caldero´n product of Banach lattices obtained by Caldero´n [9], we deduce the
complex interpolation theorems of these sequence spaces. Finally, the desired complex
interpolation theorem is lifted by the ϕ-transform characterization in the sense of Frazier
and Jawerth.
Throughout this paper, we denote by Rn the n-dimensional real Euclidean space, N
the collection of all natural numbers and N0 = N ∪ {0}. The letter Z stands for the set
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of all integer numbers. The expression f . g means that f 6 c g for some independent
constant c (and non-negative functions f and g), and f ≈ g means f . g . f .
By supp f we denote the support of the function f , i.e., the closure of its non-zero set.
If E ⊂ Rn is a measurable set, then |E| stands for the (Lebesgue) measure of E and χE
denotes its characteristic function. By c we denote generic positive constants, which may
have different values at different occurrences.
A weight is a nonnegative locally integrable function on Rn that takes values in (0,∞)
almost everywhere. For measurable set E ⊂ Rn and a weight γ, γ(E) denotesˆ
E
γ(x)dx.
Given a measurable set E ⊂ Rn and 0 < p 6 ∞, we denote by Lp(E) the space of all
functions f : E → C equipped with the quasi-norm
‖f |Lp(E)‖ :=
(ˆ
E
|f(x)|p dx
)1/p
<∞,
with 0 < p <∞ and
‖f |L∞(E)‖ := ess-sup
x∈E
|f(x)| <∞.
For a function f in Lloc1 , we set
MA(f) :=
1
|A|
ˆ
A
|f(x)| dx
for any A ⊂ Rn. Furthermore, we put
MA,p(f) :=
( 1
|A|
ˆ
A
|f(x)|p dx
) 1
p
,
with 0 < p <∞. Further, given a measurable set E ⊂ Rn and a weight γ, we denote the
space of all functions f : Rn → C with finite quasi-norm
‖f |Lp(R
n, γ)‖ = ‖fγ|Lp(R
n)‖
by Lp(R
n, γ).
If 1 6 p 6∞ and 1
p
+ 1
p′
= 1, then p′ is called the conjugate exponent of p.
The symbol S(Rn) is used in place of the set of all Schwartz functions on Rn. In what
follows, Q will denote an cube in the space Rn with sides parallel to the coordinate axes
and l(Q) will denote the side length of the cube Q. For v ∈ Z and m ∈ Zn, denote by
Qv,m the dyadic cube,
Qv,m := 2
−v([0, 1)n +m).
For the collection of all such cubes we use Q := {Qv,m : v ∈ Z, m ∈ Z
n}.
2. Basic tools
2.1. Muckenhoupt weights. The purpose of this subsection is to review some known
properties of Muckenhoupt class.
Definition 2.1. Let 1 < p < ∞. We say that a weight γ belongs to the Muckenhoupt
class Ap(R
n) if there exists a constant C > 0 such that for every cube Q the following
inequality holds
MQ(γ)MQ, p′
p
(γ−1) 6 C. (2.2)
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The smallest constant C for which (2.2) holds, denoted by Ap(γ). As an example, we
can take
γ(x) = |x|α, α ∈ R.
Then γ ∈ Ap(R
n), 1 < p <∞, if and only if −n < α < n(p− 1).
For p = 1 we rewrite the above definition in the following way.
Definition 2.3. We say that a weight γ belongs to the Muckenhoupt class A1(R
n) if
there exists a constant C > 0 such that for every cube Q and for a.e. y ∈ Q the following
inequality holds
MQ(γ) 6 Cγ(y). (2.4)
The smallest constant C for which (2.4) holds, denoted by A1(γ). The above classes
have been first studied by Muckenhoupt [34] and use to characterize the boundedness
of the Hardy-Littlewood maximal function on Lp(γ), see the monographs [15, Chapter
7], [23], [26] and [40, Chapter 5] for a complete account on the theory of Muckenhoupt
weights.
Lemma 2.5. Let 1 6 p <∞.
(i) If γ ∈ Ap(R
n), then for any 1 6 p < q, γ ∈ Aq(R
n).
(ii) Let 1 < p <∞. γ ∈ Ap(R
n) if and only if γ1−p
′
∈ Ap′(R
n).
(iii) Suppose that γ ∈ Ap(R
n) for some 1 < p < ∞. Then there exist a 1 < p1 < p < ∞
such that γ ∈ Ap1(R
n).
2.2. The weight class X˙α,σ,p. Let 0 < p 6 ∞. A weight sequence {tk} is called p-
admissible if tk ∈ L
loc
p (R
n) for all k ∈ Z. We mention here thatˆ
E
tpk(x)dx < c
for any k ∈ Z and any compact set E ⊂ Rn, where the constant c is independent of k.
For a p-admissible weight sequence {tk} we set
tk,m :=
∥∥tk|Lp(Qk,m)∥∥, k ∈ Z, m ∈ Zn.
Tyulenev [44] introduced the following new weighted class and use it to study Besov
spaces of variable smoothness.
Definition 2.6. Let α1, α2 ∈ R, p, σ1, σ2 ∈ (0,+∞], α = (α1, α2) and let σ = (σ1, σ2).
We let X˙α,σ,p = X˙α,σ,p(R
n) denote the set of p-admissible weight sequences {tk} satisfying
the following conditions. There exist numbers C1, C2 > 0 such that for any k 6 j and
every cube Q,
MQ,p(tk)MQ,σ1(t
−1
j ) 6 C12
α1(k−j), (2.7)
(MQ,p(tk))
−1MQ,σ2(tj) 6 C22
α2(j−k).
The constants C1, C2 > 0 are independent of both the indexes k and j.
Remark 2.8. (i) We would like to mention that if {tk} satisfying (2.7) with σ1 = r
(
p
r
)′
and
0 < r < p 6∞, then tpk ∈ A pr (R
n) for any k ∈ Z with 0 < r < p <∞ and t−rk ∈ A1(R
n)
for any k ∈ Z with p =∞.
(ii) We say that tk ∈ Ap(R
n), k ∈ Z, 1 < p <∞ have the same Muckenhoupt constant if
Ap(tk) = c, k ∈ Z,
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where c is independent of k.
(iii) Definition 2.6 is different from the one used in [44, Definition 2.1] and Definition 2.7
in [45], because we used the boundedness of the maximal function on weighted Lebesgue
spaces.
Example 2.9. Let 0 < r < p < ∞, a weight ωp ∈ A p
r
(Rn) and {sk} = {2
ksωp(2−k)}k∈Z,
s ∈ R. Clearly, {sk}k∈Z lies in X˙α,σ,p for α1 = α2 = s, σ = (r(
p
r
)′, p).
Remark 2.10. Let 0 < θ 6 p 6∞. Let α1, α2 ∈ R, σ1, σ2 ∈ (0,+∞], σ2 > p, α = (α1, α2)
and let σ = (σ1 = θ
(
p
θ
)′
, σ2). Let a p-admissible weight sequence {tk} ∈ X˙α,σ,p. Then
α2 > α1,
see [12].
As usual, we put
M(f)(x) := sup
Q
1
|Q|
ˆ
Q
|f(y)| dy, f ∈ Lloc1 ,
where the supremum is taken over all cubes with sides parallel to the axis and x ∈ Q.
Also we set
Mσ(f) := (M( |f |
σ))
1
σ , 0 < σ <∞.
Let recall the vector-valued maximal inequality of Fefferman and Stein [19].
Theorem 2.11. Let 0 < p <∞, 0 < q 6∞ and 0 < σ < min(p, q). Then
∥∥∥(
∞∑
k=−∞
(
Mσ(fk)
)q) 1q
|Lp(R
n)
∥∥∥ . ∥∥∥(
∞∑
k=−∞
|fk|
q
) 1
q
|Lp(R
n)
∥∥∥ (2.12)
holds for all sequence of functions {fk} ∈ Lp(ℓq).
We state one of the main tools of this paper, see [13].
Lemma 2.13. Let 1 < θ 6 p < ∞ and 1 < q < ∞. Let {tk} be a p-admissible
weight sequence such that tpk ∈ A pθ (R
n), k ∈ Z. Assume that tpk, k ∈ Z have the same
Muckenhoupt constant, A p
θ
(tk) = c, k ∈ Z. Then
∥∥∥(
∞∑
k=−∞
tqk
(
M(fk)
)q) 1q
|Lp(R
n)
∥∥∥ . ∥∥∥(
∞∑
k=−∞
tqk |fk|
q
) 1
q
|Lp(R
n)
∥∥∥
holds for all sequences of functions {fk} ∈ Lp(ℓq). In particular∥∥M(fk)|Lp(Rn, tk)∥∥ 6 c∥∥fk|Lp(Rn, tk)∥∥
holds for all sequences fk ∈ Lp(R
n, tk), k ∈ Z, where c > 0 is independent of k.
Remark 2.14. (i) We would like to mention that the result of this lemma is true if we
assume that tk ∈ A p
θ
(Rn), k ∈ Z, 1 < p <∞ with
A p
θ
(tk) 6 c, k ∈ Z,
where c > 0 independent of k.
(ii) A proof of this result for tpk = ω, k ∈ Z may be found in [1] and [31].
(iii) In view of Lemma 2.5/(iii) we can assume that tk ∈ Ap(R
n), k ∈ Z, 1 < p <∞ with
Ap(tk) 6 c, k ∈ Z,
where c > 0 independent of k.
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3. Function spaces
In this section we present the Fourier analytical definition of Besov and Triebel-Lizorkin
spaces of variable smoothness and recall their basic properties. Select a pair of Schwartz
functions ϕ and ψ satisfy
suppFϕ,Fψ ⊂
{
ξ :
1
2
6 |ξ| 6 2
}
, (3.1)
|Fϕ(ξ)|, |Fψ(ξ)| > c if
3
5
6 |ξ| 6
5
3
(3.2)
and
∞∑
k=−∞
Fϕ(2−kξ)Fψ(2−kξ) = 1 if ξ 6= 0, (3.3)
where c > 0. Throughout the paper, for all k ∈ Z and x ∈ Rn, we put ϕk(x) := 2
knϕ(2kx)
and ϕ˜(x) := ϕ(−x). We set
S∞(R
n) :=
{
ϕ ∈ S(Rn) :
ˆ
Rn
xβϕ(x)dx = 0 for all multi-indices β ∈ Nn0
}
.
Following Triebel [42], we consider S∞(R
n) as a subspace of S(Rn), including the topology.
Thus, S∞(R
n) is a complete metric space. Equivalently, S∞(R
n) can be defined as a
collection of all ϕ ∈ S(Rn) such that semi-norms
‖ϕ‖M := sup
|β|6M
sup
ξ∈Rn
∣∣∂βϕ(ξ)∣∣ ( |ξ|M + |ξ|−M ) <∞
for all M ∈ N0, see [5, Section 3]. The semi-norms {‖·‖M}M∈N0 generate a topology
of a locally convex space on S∞(R
n) which coincides with the topology of S∞(R
n) as a
subspace of a locally convex space S(Rn). Let S ′∞(R
n) be the topological dual of S∞(R
n),
namely, the set of all continuous linear functionals on S∞(R
n).
Now, we define the spaces under consideration.
Definition 3.4. Let 0 < p 6 ∞ and 0 < q 6 ∞. Let {tk} be a p-admissible weight
sequence, and ϕ ∈ S(Rn) satisfy (3.1) and (3.2).
(i) The Besov space B˙p,q(R
n, {tk}) is the collection of all f ∈ S
′
∞(R
n) such that
∥∥f |B˙p,q(Rn, {tk})∥∥ :=
( ∞∑
k=−∞
∥∥tk(ϕk ∗ f)|Lp(Rn)∥∥q
) 1
q
<∞
with the usual modifications if q =∞.
(ii) Let 0 < p < ∞. The Triebel-Lizorkin space F˙p,q(R
n, {tk}) is the collection of all
f ∈ S ′∞(R
n) such that
∥∥f |F˙p,q(Rn, {tk})∥∥ :=
∥∥∥(
∞∑
k=−∞
tqk|ϕk ∗ f |
q
) 1
q
|Lp(R
n)
∥∥∥ <∞
with the usual modifications if q =∞.
Remark 3.5. Some properties of these function spaces, such as the ϕ-transform character-
ization in the sense of Frazier and Jawerth, the smooth atomic and molecular decomposi-
tion and the characterization of these function spaces in terms of the difference relations
are given in [12], [13] and [14].
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Remark 3.6. We would like to mention that the elements of the above spaces are not
distributions but equivalence classes of distributions. We will use A˙p,q(R
n, {tk}) to denote
either B˙p,q(R
n, {tk}) or F˙p,q(R
n, {tk}).
Using the system {ϕk}k∈Z we can define the quasi-norms
∥∥f |B˙sp,q(Rn)∥∥ :=
( ∞∑
k=−∞
2ksq
∥∥ϕk ∗ f |Lp(Rn)∥∥q
) 1
q
and ∥∥f |F˙ sp,q(Rn)∥∥ :=
∥∥∥(
∞∑
k=−∞
2ksq|ϕk ∗ f |
q
) 1
q
|Lp(R
n)
∥∥∥
for constants s ∈ R and 0 < p, q 6 ∞ with 0 < p < ∞ in the F˙ -case. The Besov space
B˙sp,q(R
n) consist of all distributions f ∈ S ′∞(R
n) for which∥∥f |B˙sp,q(Rn)∥∥ <∞.
The Triebel-Lizorkin space F˙ sp,q(R
n) consist of all distributions f ∈ S ′∞(R
n) for which∥∥f |F˙ sp,q(Rn)∥∥ <∞.
Further details on the classical theory of these spaces can be found in [20], [21], [22], [37],
[42] and [43].
One recognizes immediately that if {tk} = {2
sk}, s ∈ R, then
B˙p,q(R
n, {2sk}) = B˙sp,q(R
n) and F˙p,q(R
n, {2sk}) = F˙ sp,q(R
n).
Moreover, for {tk} = {2
skw}, s ∈ R with a weight w we re-obtain the weighted Triebel-
Lizorkin spaces; we refer, in particular, to the papers [8], [36] and [38] for a comprehensive
treatment of the weighted spaces.
Let ϕ, ψ ∈ S(Rn) satisfying (3.1) through (3.3). Recall that the ϕ-transform Sϕ is
defined by setting (Sϕ)k,m = 〈f, ϕk,m〉 where ϕk,m(x) = 2
kn/2ϕ(2kx − m), m ∈ Zn and
k ∈ Z. The inverse ϕ-transform Tψ is defined by
Tψλ :=
∞∑
k=−∞
∑
m∈Zn
λk,mψk,m,
where λ = {λk,m}k∈Z,m∈Zn ⊂ C, see [21].
Now we introduce the following sequence spaces.
Definition 3.7. Let 0 < p 6 ∞ and 0 < q 6 ∞. Let {tk} be a p-admissible weight
sequence. Then for all complex valued sequences λ = {λk,m}k∈Z,m∈Zn ⊂ C we define
b˙p,q(R
n, {tk}) :=
{
λ :
∥∥λ|b˙p,q(Rn, {tk})∥∥ <∞
}
,
where ∥∥λ|b˙p,q(Rn, {tk})∥∥ :=
( ∞∑
k=−∞
2
knq
2
∥∥ ∑
m∈Zn
tkλk,mχk,m|Lp(R
n)
∥∥q) 1q
and
f˙p,q(R
n, {tk}) :=
{
λ :
∥∥λ|f˙p,q(Rn, {tk})∥∥ <∞
}
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with 0 < p <∞, where
∥∥λ|f˙p,q(Rn, {tk})∥∥ :=
∥∥∥(
∞∑
k=−∞
∑
m∈Zn
2
knq
2 tqk|λk,m|
qχk,m
) 1
q
|Lp(R
n)
∥∥∥.
Allowing the smoothness tk, k ∈ Z to vary from point to point will raise extra difficulties
to study these function spaces. But by the following lemma the problem can be reduced
to the case of fixed smoothness.
Proposition 3.8. Let 0 < p 6 ∞ and 0 < q 6 ∞. Let {tk} be a p-admissible weight
sequence.
(i) Then
∥∥λ|b˙p,q(Rn, {tk})∥∥∗ :=
( ∞∑
k=−∞
2
knq
2
( ∑
m∈Zn
|λk,m|
ptpk,m
) q
p
) 1
q
,
is an equivalent quasi-norm in b˙p,q(R
n, {tk}).
(ii) Let 0 < θ 6 p < ∞, 0 < q < ∞ and 0 < κ 6 1. Assume that {tk} satisfying (2.7)
with σ1 = θ
(
p
θ
)′
and j = k. Then
∥∥λ|f˙p,q,κ(Rn, {tk})∥∥∗ :=
∥∥∥(
∞∑
k=−∞
∑
m∈Zn
2knq(
1
2
+ 1
κp
)tqk,m,κ|λk,m|
qχk,m
) 1
q
|Lp(R
n)
∥∥∥,
is an equivalent quasi-norm in f˙p,q(R
n, {tk}), where
tk,m,κ :=
∥∥tk|Lκp(Qk,m)∥∥, k ∈ Z, m ∈ Zn.
Proof. We prove only (ii) since (i) is obvious. Let 0 < η < min(θ, q). By duality,∥∥λ|f˙p,q(Rn, {tk})∥∥η is just
sup
∞∑
k=−∞
∑
m∈Zn
2
nη
2
k|λk,m|
η
ˆ
Qk,m
tηk(x)|gk(x)|dx = sup
∞∑
k=−∞
Sk,
where the supremum is taking over all sequence of functions {gk} ∈ L( p
η
)′(ℓ( q
η
)′) with∥∥{gk}|L( p
η
)′(ℓ( q
η
)′)
∥∥ 6 1. (3.9)
By Ho¨lder’s inequality,
1 =
( 1
|Qk,m|
ˆ
Qk,m
t−ηhk (x)t
ηh
k (x)dx
) 1
h
6 MQk,m,̺(t
−η
k )
(
MQk,m,κp(tk)
)η
for any h > 0, with 1
h
= 1
̺
+ η
κp
. Therefore,
ˆ
Qk,m
tηk(x)|gk(x)|dx . |Qk,m|
(
MQk,m,κp(tk)
)η
MQk,m,̺(t
−η
k M(t
η
kgk)).
We set
fk(x) :=
∑
m∈Zn
2
kn
2 |λk,m||Qk,m|
− 1
κp tk,m,κχk,m(x), x ∈ R
n, k ∈ Z.
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Taking 0 < ̺ < 1, we find by Ho¨lder’s inequality that the sum
∑∞
k=−∞ Sk can be estimated
by
c
ˆ
Rn
∞∑
k=−∞
f ηk (x)M̺(t
−η
k M(t
η
kgk))(x)dx
.
∥∥∥(
∞∑
k=−∞
f qk
)η
q
|L p
η
(Rn)
∥∥∥∥∥∥(
∞∑
k=−∞
(
M̺(t
−η
k M(t
η
kgk))
)( q
η
)′
) 1
(
q
η )
′
|L( p
η
)′(R
n)
∥∥∥.
Observe that
tpk ∈ A pθ ⊂ A
p
η
, k ∈ Z,
which yields that
t
−η( p
η
)′
k ∈ A( pη )′ ⊂ A (
p
η )
′
̺
, k ∈ Z,
by Lemma 2.5/(i)-(ii). The vector-valued maximal inequality of Fefferman and Stein
(2.12), Lemma 2.13 and (3.9), yield that the second term in the last estimate is bounded.
Hence
∞∑
k=−∞
Sk .
∥∥∥(
∞∑
k=−∞
f qk
) 1
q
|Lp(R
n)
∥∥∥η,
which yields that ∥∥λ|f˙p,q(Rn, {tk})∥∥ . ∥∥λ|f˙p,q,κ(Rn, {tk})∥∥∗.
We have
|λk,m|
νθ =
1
|Qk,m|
ˆ
Qk,m
|λk,m|
νθχk,m(y)dy, k ∈ Z, m ∈ Z
n.
Again by Ho¨lder’s inequality, since θ
σ1
+ θ
p
= 1,
|λk,m| 6 MQk,m,νp(λk,mtk)MQk,m,νσ1(t
−1
k )
. Mvp
( ∑
m∈Zn
λk,mtkχk,m
)
(x)MQk,m,σ1(t
−1
k )
for any x ∈ Qk,m with 0 < ν < min(1,
q
p
). Observing that
MQk,m,κp(tk) 6MQk,m,p(tk), k ∈ Z, m ∈ Z
n.
Hence by (2.7), we find that
|λk,m| . 2
−k n
κp t−1k,m,κMvp
( ∑
m∈Zn
tkλk,mχk,m
)
(x)
for any x ∈ Qk,m. Therefore,
∥∥λ|f˙p,q,κ(Rn, {tk})∥∥∗ .
∥∥∥(
∞∑
k=−∞
(
Mvp(
∑
m∈Zn
2
kn
2 tkλk,mχk,m)
)q) 1q
|Lp(R
n)
∥∥∥
.
∥∥λ|f˙p,q(Rn, {tk})∥∥,
where we used the vector-valued maximal inequality of Fefferman and Stein (2.12). The
proof is complete. 
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For simplicity, in what follows, we use a˙p,q(R
n, {tk}) to denote either b˙p,q(R
n, {tk}) or
f˙p,q(R
n, {tk}). Now we have the following result which is called the ϕ-transform charac-
terization in the sense of Frazier and Jawerth. It will play an important role in the rest
of the paper. The proof is given in [12] and [13].
Theorem 3.10. Let α = (α1, α2) ∈ R
2, 0 < θ 6 p <∞ and 0 < q <∞. Let {tk} ∈ X˙α,σ,p
be a p-admissible weight sequence with σ = (σ1 = θ
(
p
θ
)′
, σ2 > p). Let ϕ, ψ ∈ S(R
n)
satisfying (3.1) through (3.3). The operators
Sϕ : A˙p,q(R
n, {tk})→ a˙p,q(R
n, {tk})
and
Tψ : a˙p,q(R
n, {tk})→ A˙p,q(R
n, {tk})
are bounded. Furthermore, Tψ ◦ Sϕ is the identity on A˙p,q(R
n, {tk}).
Corollary 3.11. Let α = (α1, α2) ∈ R
2, 0 < θ 6 p < ∞ and 0 < q < ∞. Let
{tk} ∈ X˙α,σ,p be a p-admissible weight sequence with σ = (σ1 = θ
(
p
θ
)′
, σ2 > p). The
definition of the spaces A˙p,q(R
n, {tk}) is independent of the choices of ϕ ∈ S(R
n) satisfying
(3.1) and (3.2).
Theorem 3.12. Let α = (α1, α2) ∈ R
2, 0 < θ 6 p <∞ and 0 < q <∞. Let {tk} ∈ X˙α,σ,p
be a p-admissible weight sequence with σ = (σ1 = θ
(
p
θ
)′
, σ2 > p). A˙p,q(R
n, {tk}) are
quasi-Banach spaces. They are Banach spaces if 1 6 p <∞ and 1 6 q <∞.
Theorem 3.13. Let 0 < θ 6 p <∞ and 0 < q <∞. Let {tk} ∈ X˙α,σ,p be a p-admissible
weight sequence with σ = (σ1 = θ
(
p
θ
)′
, σ2 > p) and α = (α1, α2) ∈ R
2.
(i) We have the embedding
S∞(R
n) →֒ A˙p,q(R
n, {tk}) →֒ S
′
∞(R
n).
In addition S∞(R
n) is dense in A˙p,q(R
n, {tk}.
The proof is given in [12] and [13]. Now we recall the following spaces, see [14].
Definition 3.14. Let 0 < q < ∞. Let {tk} be a q-admissible weight sequence and
ϕ ∈ S(Rn) satisfy (3.1) and (3.2) and we put ϕk = 2
knϕ(2k·). The Triebel-Lizorkin space
F˙∞,q(R
n, {tk}) is the collection of all f ∈ S
′
∞(R
n) such that
∥∥f |F˙∞,q(Rn, {tk})∥∥ := sup
P∈Q
( 1
|P |
ˆ
P
∞∑
k=− log2 l(P )
tqk(x)|ϕk ∗ f(x)|
qdx
) 1
q
<∞.
We define f˙∞,q(R
n, {tk}), the sequence space corresponding to F˙∞,q(R
n, {tk}) as follows.
Definition 3.15. Let 0 < q < ∞ and {tk} be a q-admissible sequence. Then for all
complex valued sequences λ = {λk,m}k∈Z,m∈Zn ⊂ C we define
f˙∞,q(R
n, {tk}) :=
{
λ :
∥∥λ|f˙∞,q(Rn, {tk})∥∥ <∞
}
,
where
∥∥λ|f˙∞,q(Rn, {tk})∥∥ : = sup
P∈Q
( 1
|P |
ˆ
P
∞∑
k=− log2 l(P )
∑
m∈Zn
2
knq
2 tqk(x)|λk,m|
qχk,m(x)dx
) 1
q
. (3.16)
The quasi-norm (3.16) can be rewritten as follows:
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Proposition 3.17. Let 0 < θ 6 q <∞. Let {tk} be a q-admissible sequence. Then
∥∥λ|f˙∞,q(Rn, {tk})∥∥ = sup
P∈Q
( 1
|P |
ˆ
P
∞∑
k=− log2 l(P )
∑
m∈Zn
2knq(
1
2
+ 1
q
)tqk,m,q|λk,m|
qχk,m(x)dx
) 1
q
,
where
tk,m,q :=
∥∥tk|Lq(Qk,m)∥∥, k ∈ Z, m ∈ Zn.
We have, see [21],
f˙∞,2(R
n, {1}) = BMO(Rn).
Notice that Theorem 3.10 is true for f˙∞,q(R
n, {tk}) spaces, see [14]. As in [21] we obtain
the following statement
Proposition 3.18. Let 0 < θ 6 q <∞. Let {tk} be a q-admissible weight sequence satis-
fying (2.7) with σ1 = θ
(
q
θ
)′
, p = q and j = k. Then λ = {λk,m}k∈Z,m∈Zn ∈ f˙∞,q(R
n, {tk})
if and only if for each dyadic cube Qk,m there is a subset EQk,m ⊂ Qk,m with |EQk,m| >
|Qk,m|/2 (or any other, fixed, number 0 < ε < 1) such that
∥∥∥(
∞∑
k=−∞
∑
m∈Zn
2knq(
1
2
+ 1
q
)tqk,m,q|λk,m|
qχEQk,m
)1/q
|L∞(R
n)
∥∥∥ <∞.
Moreover, the infimum of this expression over all such collections {EQk,m}k,m is equivalent
to
∥∥λ|f˙∞,q(Rn, {tk})∥∥.
4. Complex interpolation
In this section we study complex interpolation of the above function spaces using
Caldero´n product method. We follow the approach of Frazier and Jawerth [21], see also
[39]. We start by defining the Caldero´n product of two quasi-Banach lattices. Let (A, S, µ)
be a σ-finite measure space and let M be the class of all complex-valued, µ-measurable
functions on A. Then a quasi-Banach space X ⊂ M is called a quasi-Banach lattice of
functions if for every f ∈ X and g ∈ M with |g(x)| 6 |f(x)| for µ-a.e. x ∈ X one has
g ∈ X and ‖g‖X 6 ‖f‖X .
Definition 4.1. Let (A, S, µ) be a σ-finite measure space and let M be the class of all
complex-valued, µ-measurable functions on A. Suppose thatX0 and X1 are quasi-Banach
lattices on M. Given 0 < θ < 1, define the Caldero´n product X1−θ0 ·X
θ
1 as the collection
of all functions f ∈M such that
‖f‖X1−θ0 ·Xθ1
:= inf
{
‖g‖1−θX0 ‖h‖
θ
X1
: |f | 6 |g|1−θ|h|θ, µ-a.e., g ∈ X0, h ∈ X1
}
<∞.
Remark 4.2. Caldero´n products have been introduced by Caldero´n [9] (in a little bit
different form which coincides with the above one). Further properties we refer to, Frazier
and Jawerth [21] and Yang, Yuan and Zhuo [50].
We need a few useful properties, see [50].
Lemma 4.3. Let (A, S, µ) be a σ-finite measure space and let M be the class of all
complex-valued, µ-measurable functions on A. Suppose that X0 and X1 are quasi-Banach
lattices on M. Let 0 < θ < 1.
(i) Then the Caldero´n product X1−θ0 ·X
θ
1 is a quasi-Banach space.
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(ii) Define the Caldero´n product ˜X1−θ0 ·X
θ
1 as the collection of all functions f ∈ M
such that there exist a positive real number M and g ∈ X0 and h ∈ X1 satisfying
|f | 6 M |g|1−θ|h|θ, ‖g‖X0 6 1, ‖h‖X1 6 1.
We put
‖f‖ ˜
X1−θ0 ·X
θ
1
:= inf
{
M > 0 : |f | 6M |g|1−θ|h|θ, ‖g‖X0 6 1, ‖h‖X1 6 1
}
.
Then ˜X1−θ0 ·X
θ
1 = X
1−θ
0 ·X
θ
1 follows with equality of quasi-norms.
Lemma 4.4. Let 0 < θ < 1, 0 < 1 − θ < q0 < ∞, 0 < ̺ < q1 < ∞ and Q be a
cube. Let {tk} ⊂ L
loc
q0 and {wk} ⊂ L
loc
q1 be two weight sequences satisfying (2.7) with
(σ1, p, j) = ((1 − θ)(
q0
1−θ
)′, p = q0, k) and (σ1, p, j) = (θ(
q1
θ
)′, p = q1, k), respectively. We
put
1
q
:=
1− θ
q0
+
θ
q1
and ωk := t
1−θ
k w
θ
k, k ∈ Z.
Then (ˆ
E
ωqk(x)dx
) 1
q
≈
(ˆ
E
tq0k (x)dx
) 1−θ
q0
(ˆ
E
wq1k (x)dx
) θ
q1
for any E ⊂ Q such that |E| > ε|Q|, with ε > 0.
Proof. First this lemma with E = Q is given in [39]. Let 0 < δ, µ < 1 and assume that
q0 < q. Ho¨lder’s inequality implies the following estimate
1 =
( 1
|E|
ˆ
E
t
δ(1−θ)
k (x)t
−δ(1−θ)
k (x)dx
) 1
δ
6
1
ε
1
δ
( 1
|Q|
ˆ
Q
tδq0k (x)χE(x)dx
) 1−θ
δq0
( 1
|Q|
ˆ
Q
t−δσ1k (x)χE(x)dx
) 1−θ
δσ1 .
Since {tk} is a q0-admissible sequence satisfying (2.7) with σ1 = (1− θ)(
q0
1−θ
)′ and p = q0,
we estimate the above expression by
c
ε
1
δ
( 1
|Q|
ˆ
Q
tδq0k (x)χE(x)dx
) 1−θ
δq0
( 1
|Q|
ˆ
Q
tq0k (x)χE(x)dx
)− 1−θ
q0 ,
where the positive constant c not depending on k and Q. Similarly for wk, k ∈ Z. There-
fore
|Q|−
1
q
(ˆ
Q
tq0k (x)χE(x)dx
) 1−θ
q0
(ˆ
Q
wq1k (x)χE(x)dx
) θ
q1
.
( 1
|Q|
ˆ
Q
tδq0k (x)χE(x)dx
) 1−θ
δq0
( 1
|Q|
ˆ
Q
wµq1k (x)χE(x)dx
) θ
µq1 . (4.5)
Using the fact that ( 1
|Q|
ˆ
Q
wµq1k (x)χE(x)dx
) θ
µq1 .Mµq1
θ
(wθkχE)(y)
for any y ∈ Q and taking δ = (1−θ)q
q0
, we find that (4.5) is bounded by
c
( 1
|Q|
) 1−θ
δq0
∥∥t1−θk Mµq1θ (wθkχE)|L δq01−θ (Rn)
∥∥ = c( 1
|Q|
) 1
q
∥∥t1−θk Mµq1θ (wθkχE)|Lq(Rn)
∥∥.
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Observing that
tq0k ∈ A q01−θ ⊂ A
q
1−θ
, k ∈ Z.
Therefore, since 0 < (1−θ)q
q0
< 1, we obtain
t
(1−θ)q
k ∈ A q1−θ , k ∈ Z.
We take 0 < µ < θ
q1
min(1− θ, q). From Lemma 2.13,∥∥t1−θk Mµq1θ (wθkχE)|Lq(Rn)
∥∥ . ∥∥t1−θk wθkχE |Lq(Rn)∥∥
= c
(ˆ
E
ωqk(x)dx
) 1
q
.
Then (ˆ
Q
tq0k (x)χE(x)dx
) 1−θ
q0
(ˆ
Q
wq1k (x)χE(x)dx
) θ
q1 .
(ˆ
E
ωqk(x)dx
) 1
q
.
The rest inequality follows by Ho¨lder’s inequality. 
Now we turn to the investigation of the Caldero´n products of the sequence spaces
a˙p,q(R
n, {tk}).
Theorem 4.6. Let 0 < θ < 1, 1 6 p0 < ∞, 1 6 p1 < ∞ and 1 6 q0, q1 < ∞. Let
{tk} ⊂ L
loc
p0
and {wk} ⊂ L
loc
p1
be two weight sequences satisfying (2.7) with (σ1, p, j) =
((1− θ)( p0
1−θ
)′, p = p0, k) and (σ1, p, j) = (θ(
p1
θ
)′, p = p1, k), respectively. We put
1
p
:=
1− θ
p0
+
θ
p1
,
1
q
:=
1− θ
q0
+
θ
q1
, ωk := t
1−θ
k w
θ
k, k ∈ Z. (4.7)
Then (
a˙p0,q0(R
n, {tk})
)1−θ(
a˙p1,q1(R
n, {wk})
)θ
= a˙p,q(R
n, {ωk})
holds in the sense of equivalent norms.
Proof. Obviously we can assume that 1 < p0, p1, q0, q1 <∞. Put
tk,m :=
∥∥tk|Lp0(Qk,m)∥∥, wk,m := ∥∥wk|Lp1(Qk,m)∥∥
and
ωk,m :=
∥∥ωk|Lp(Qk,m)∥∥, k ∈ Z, m ∈ Zn.
Step 1. We deal with the case of f˙ -spaces.
Substep 1.1. We shall prove(
f˙p0,q0(R
n, {tk})
)1−θ(
f˙p1,q1(R
n, {wk})
)θ
→֒ f˙p,q(R
n, {ωk}).
We suppose, that sequences λ := (λk,m)k,m, λ
i := (λik,m)j,m, i = 0, 1, are given and that
|λk,m| 6 |λ
0
k,m|
1−θ|λ1k,m|
θ
holds for all k ∈ Z and m ∈ Zn. Let
g :=
( ∞∑
k=−∞
∑
m∈Zn
2k
n
2
qωqk|λk,m|
qχk,m
) 1
q
.
Since,
2k
n
2
qωqk|λk,m|
qχk,m 6
(
2k
n
2 tk|λ
0
k,m|χk,m
)q(1−θ) (
2k
n
2wk|λ
1
k,m|χk,m
)qθ
,
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Ho¨lder’s inequality implies that g can be estimated by
( ∞∑
k=−∞
∑
m∈Zn
(
2k
n
2 tk|λ
0
k,m|χj,m
)q0 ) 1−θq0
×
( ∞∑
k=−∞
∑
m∈Zn
(
2k
n
2wk|λ
1
k,m|χj,m
)q1 ) θq1 .
Applying Ho¨lder’s inequality again with conjugate indices p0
1−θ
and p1
θ
, we obtain
∥∥λ|f˙p,q(Rn, {ωk})∥∥ 6 ∥∥λ0|f˙p0,q0(Rn, {tk})∥∥1−θ∥∥λ1|f˙p1,q1(Rn, {wk})∥∥θ.
Substep 1.2. Now we turn to the proof of
f˙p,q(R
n, {ωk}) →֒
(
f˙p0,q0(R
n, {tk})
)1−θ(
f˙p1,q1(R
n, {wk})
)θ
.
Substep 1.2.1. γ = p
p0
− q
q0
> 0. Let the sequence λ ∈ f˙p,q(R
n, {ωk}) be given. We have
to find sequences λ0 and λ1 such that
|λk,m| 6M |λ
0
k,m|
1−θ|λ1k,m|
θ
for every k ∈ Z, m ∈ Zn and∥∥λ0|f˙p0,q0(Rn, {tk})∥∥1−θ∥∥λ1|f˙p1,q1(Rn, {wk})∥∥θ 6 c∥∥λ|f˙p,q(Rn, {ωk})∥∥, (4.8)
with some constant c independent of λ. Let now
g :=
( ∞∑
k=−∞
∑
m∈Zn
2kn(
1
p
+ 1
2
)qωqk,m|λk,m|
qχQk,m
) 1
q
.
We follow ideas of the proof of Theorem 8.2 in Frazier and Jawerth [21], see also Sickel,
Skrzypczak and Vyb´ıral [39]. Set
Aℓ := {x ∈ R
n : g(x) > 2ℓ},
with ℓ ∈ Z. Obviously Aℓ+1 ⊂ Aℓ, with ℓ ∈ Z. Now we introduce a (partial) decomposi-
tion of Z× Zn by taking
Cℓ := {(k,m) : |Qk,m ∩Aℓ| >
|Qk,m|
2
and |Qk,m ∩Aℓ+1| 6
|Qk,m|
2
}, ℓ ∈ Z.
The sets Cℓ are pairwise disjoint, i.e., Cℓ ∩ Cv = ∅ if ℓ 6= v. Let us prove that λk,m = 0
holds for all tuples (k,m) /∈ ∪ℓCℓ. Let us consider one such tuple (k0, m0) and let us
choose ℓ0 ∈ Z arbitrarily. First suppose that (k0, m0) /∈ Cℓ0, then either
|Qk0,m0 ∩ Aℓ0 | 6
|Qk0,m0 |
2
or |Qk0,m0 ∩ Aℓ0+1| >
|Qk0,m0 |
2
. (4.9)
Let us assume for the moment that the second condition is satisfied. By induction on ℓ
it follows
|Qk0,m0 ∩Aℓ+1| >
|Qk0,m0 |
2
for all ℓ > ℓ0. (4.10)
Let D := ∩ℓ>ℓ0Qk0,m0 ∩ Aℓ+1. The family {Qk0,m0 ∩ Aℓ}ℓ is a decreasing family of sets,
i.e., Qk0,m0 ∩ Aℓ+1 ⊂ Qk0,m0 ∩ Aℓ. Therefore, in view of (4.10), the measure of the set D
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is larger than or equal to
|Qk0,m0 |
2
. Hence
∥∥λ|fp,q(Rn, {ωk})∥∥ >
(ˆ
Qk0,m0∩Aℓ
gp(x)dx
) 1
p
> 2ℓ |Qk0,m0 ∩Aℓ|
1
p > 2ℓ|D|
1
p , ℓ > max(ℓ0, 0).
Since |D| >
|Qk0,m0 |
2
, the sum on the right-hand side is greater than 0. Now the norm∥∥λ|f˙p,q(Rn, {ωk})∥∥ is finite since λ ∈ f˙p,q(Rn, {ωk}), letting ℓ tend to infinity we get a
contradiction. Hence, we have to turn in (4.9) to the situation where the first condition
is satisfied. We claim,
|Qk0,m0 ∩ Aℓ| 6
|Qk0,m0|
2
for all ℓ ∈ Z.
Obviously this yields
|Qk0,m0 ∩ A
c
ℓ| >
|Qk0,m0|
2
for all ℓ ∈ Z, (4.11)
again this follows by induction on ℓ using (k0, m0) /∈ ∪ℓCℓ. Set E = ∩ℓ>max(0,−ℓ0)Qk0,m0 ∩
Ac−ℓ = ∩ℓ>max(0,−ℓ0)hℓ. The family {hℓ}ℓ is a decreasing family of sets, i.e., hℓ+1 ⊂ hℓ.
Therefore, in view of (4.11), the measure of the set E is larger than or equal to
|Qk0,m0 |
2
.
By selecting a point x ∈ E we obtain
ωqk0,m0 |λk0,m0 | 6 g(x) 6 2
−ℓ.
Now, for ℓ tending to +∞ the claim, namely λk0,m0 = 0, follows. If (k,m) /∈ ∪ℓ∈ZCℓ, then
we define λ0k,m = λ
1
k,m = 0. If (k,m) ∈ Cℓ, we put
u := n
(
q
q0p
− 1
p0
)
+ n
2
(
q
q0
− 1
)
, ϑk,m := w
θq
q0
k,mt
− θq
q1
k,m
and
v := n
(
q
q1p
− 1
p1
)
+ n
2
(
q
q1
− 1
)
, εk,m := t
(1−θ)q
q1
k,m w
− (1−θ)q
q0
k,m .
Let δ = p
p1
− q
q1
. We put
λ0k,m := ϑk,m2
ku2ℓγ|λk,m|
q
q0 .
Also, set
λ1k,m := εk,m2
kv2ℓδ|λk,m|
q
q1 .
Observe that
(1− θ)u+ θv = 0, (1− θ)γ + θδ = 0
and
|λk,m| =
(
λ0k,m
)1−θ(
λ1k,m
)θ
,
which holds now for all pairs (k,m). To prove (4.8), it will be sufficient to establish the
following two inequalities∥∥λ0|f˙p0,q0(Rn, {tk})∥∥ 6 c∥∥λ|f˙p,q(Rn, {ωk})∥∥ pp0 (4.12)∥∥λ1|f˙p1,q1(Rn, {wk})∥∥ 6 c∥∥λ|f˙p,q(Rn, {ωk})∥∥ pp1 . (4.13)
Let us prove (4.12). We write
∞∑
k=−∞
∑
m∈Zn
tq0k,m2
kn( 1
p0
+ 1
2
)q0(λ0k,m)
q0χk,m =
∞∑
ℓ=−∞
∑
(k,m)∈Cℓ
· · · = I.
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Observe that,
χk,m(x) .
1
|Qk,m ∩ Aℓ|
ˆ
Qk,m∩Aℓ
dy
.
1
|Qk,m|
ˆ
Qk,m∩Aℓ
dy
. Mτ(χQk,m∩Aℓ)(x), (k,m) ∈ Cℓ,
where τ > 0 and the implicit positive constant not depending on x, ℓ,m and j. We can
apply Theorem 2.12 and obtain that∥∥I1/q0 |Lp0(Rn)∥∥
is bounded by
c
∥∥∥(
∞∑
ℓ=−∞
∑
(k,m)∈Cℓ
(
M
(
tk,m2
kn( 1
p0
+ 1
2
)
λ0k,mχQk,m∩Aℓ
))q0) 1q0 |Lp0(Rn)
∥∥∥
.
∥∥∥(
∞∑
ℓ=−∞
∑
(k,m)∈Cℓ
tq0k,m2
kn( 1
p0
+ 1
2
)q0(λ0k,m)
q0χQk,m∩Aℓ
) 1
q0 |Lp0(R
n)
∥∥∥.
We have
q0 −
θq
q1
q0 = (1− θ)q,
hence with application of Lemma 4.4,
ϑq0k,mt
q0
k,m = w
θq
k,mt
(1−θ)q
k,m ≈ ω
q
k,m.
We have
2ℓγ 6
∞∑
ℓ=−∞
∑
m∈Zn
ωqk,m2
kn( 1
p
+ 1
2
)q|λk,m|
qχQk,m(x)
)γ
q
,
if x ∈ Aℓ. Therefore,
∥∥I 1q0 |Lp0(Rn)∥∥ .
∥∥∥(
∞∑
k=−∞
∑
m∈Zn
2kn(
1
p
+ 1
2
)qωqk,m|λk,m|
qχQk,m
) 1
q
|Lp(R
n)
∥∥∥
p
p0 .
Let us prove (4.13). We only make some comments concerning necessary modifications.
Again, we write
∞∑
k=0
∑
m∈Zn
wq1k,m2
kn( 1
p1
+ 1
2
)q1(λ1k,m)
q1χk,m =
∞∑
ℓ=−∞
∑
(k,m)∈Cℓ
· · ·.
Replacing tk,m, q0, p0, u and γ by wk,m, q1, p1, v and δ, respectively, and Qk,m∩ Aℓ by
Qk,m ∩ A
c
ℓ+1 and this leads to the desired inequality in view that δ +
q
q1
= p
p1
.
Substep 1.2.2. γ < 0. By an argument similar to the above with Qk,m ∩ Aℓ, respectively
Qk,m ∩ A
c
ℓ+1, replaced by Qk,m ∩ A
c
ℓ+1, respectively Qk,m ∩ Aℓ.
Substep 1.2.3. γ = 0. Then δ = 0. This case can be easily solved.
Step 2. We deal with the case of b˙-spaces. We prove only the embedding
b˙p,q(R
n, {ωk}) →֒
(
b˙p0,q0(R
n, {tk})
)1−θ(
b˙p1,q1(R
n, {wk})
)θ
,
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since the opposite embedding follows by Ho¨lder’s inequality. Assume that 1 6 q0 < q1 <
∞. Let µ = q
q0
− p
p0
, τ = q
q1
− p
p1
,
u := n
2
(
q
q0
− 1
)
, v := n
2
(
q
q1
− 1
)
, ϑk,m := w
θp
p0
k,mt
− θp
p1
k,m
and
εk,m := t
(1−θ)p
p1
k,m w
− (1−θ)p
p0
k,m .
We put
λ0k,m := ϑk,m2
ku|λk,m|
p
p0
( ∑
h∈Zn
|λk,h|
ptpk,h
)µ
p
,
if λk,m 6= 0 and
λ0k,m := 0 if λk,m = 0.
Also, set
λ1k,m := εk,m2
kv|λk,m|
p
p1
( ∑
h∈Zn
|λk,h|
ptpk,h
) τ
p
,
if λk,m 6= 0 and
λ1k,m := 0 if λk,m = 0.
Observe that
|λk,m| =
(
λ0k,m
)1−θ(
λ1k,m
)θ
,
which holds now for all pairs (k,m). We have
p0 −
θp
p1
p0 = (1− θ)p and p1 −
(1− θ)p
p0
p1 = θp,
which implies that
ϑp0k,mt
p0
k,m = w
θp
k,mt
(1−θ)p
k,m ≈ ω
p
k,m
and
εp1k,mw
p1
k,m = w
θp
k,mt
(1−θ)p
k,m ≈ ω
p
k,m.
Simple calculation gives
∥∥λi|b˙pi,qi(Rn, {tk})∥∥ . ∥∥λ|b˙p,q(Rn, {tk})∥∥ qqi , i = 0, 1.
The proof is completed. 
Theorem 4.14. Let 0 < θ < 1, 1 6 p0 < ∞, 1 6 p1 < ∞ and 1 6 q0, q1 < ∞. Let
{tk} ⊂ L
loc
p0 and {wk} ⊂ L
loc
p1 be two weight sequences satisfying (2.7) with (σ1, p, j) =
((1− θ)( p0
1−θ
)′, p = p0, k) and (σ1, p, j) = (θ(
q1
θ
)′, p = q1, k), respectively. We put
1
p
:=
1− θ
p0
,
1
q
:=
1− θ
q0
+
θ
q1
, ωk := t
1−θ
k w
θ
k, k ∈ Z.
Then (
f˙p0,q0(R
n, {tk})
)1−θ(
f˙∞,q1(R
n, {wk})
)θ
= f˙p,q(R
n, {ωk})
holds in the sense of equivalent norms.
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Proof. Obviously we can assume that 1 < p0, p1, q0, q1 <∞.
Step 1. In this step we prove the embedding(
f˙p0,q0(R
n, {tk})
)1−θ(
f˙∞,q1(R
n, {wk})
)θ
→֒ f˙p,q(R
n, {ωk}).
We suppose, that sequences λ := (λk,m)j,m, λ
i := (λik,m)j,m, i = 0, 1, are given and that
|λk,m| 6 |λ
0
k,m|
1−θ|λ1k,m|
θ
holds for all k ∈ Z and m ∈ Zn. Let 0 < κ < 1 be such that
1
κp
=
1− θ
p0
+
θ
q1
and
g :=
( ∞∑
k=−∞
∑
m∈Zn
2kn(
1
κp
+ 1
2
)qωqk,m,κ|λk,m|
qχEQk,m
) 1
q
,
with EQk,m ⊂ Qk,m, |EQk,m | > |Qk,m|/2 and
ωk,m,κ =
∥∥ωk|Lκp(Qk,m)∥∥, k ∈ Z, m ∈ Zn.
By Ho¨lder’s inequality
ωk,m,κ 6 t
1−θ
k,mw
θ
k,m,q1, k ∈ Z, m ∈ Z
n,
with
tk,m :=
∥∥tk|Lp0(Qk,m)∥∥ and wk,m,q1 = ∥∥wk|Lq1(Qk,m)∥∥, k ∈ Z, m ∈ Zn.
Since
2kn(
1
κp
+ 1
2
)qωqk,m,κ|λk,m|
qχEQk,m (x)
=
(
2
kn( 1
p0
+ 1
2
)
tk,m|λk,m|χEQk,m (x)
)q(1−θ) (
2
kn( 1
q1
+ 1
2
)
wk,m,q1|λk,m|χEQk,m (x)
)qθ
,
again by Ho¨lder’s inequality implies that g(x) can be estimated by
( ∞∑
k=−∞
∑
m∈Zn
2
kn( 1
p0
+ 1
2
)q0tq0k,m|λk,m|
q0χEQj,m (x)
)(1−θ)/q0
×
( ∞∑
k=−∞
∑
m∈Zn
2
kn( 1
q1
+ 1
2
)q1wq1k,m,q1|λk,m|
q1χEQk,m (x)
)θ/q1
.
We estimate the second factor by its L∞-norm. By using Proposition 3.18 we obtain∥∥λ|f˙p,q(Rn, {ωk})∥∥ 6 ∥∥λ0|f˙p0,q0(Rn, {ωk})∥∥1−θ∥∥λ1|f˙∞,q1, {wk})∥∥θ.
Step 2. We prove the embedding
f˙p,q(R
n, {ωk}) →֒
(
f˙p0,q0(R
n, {tk})
)1−θ(
f˙∞,q1(R
n, {wk})
)θ
.
Let the sequence λ ∈ f˙p,q(R
n, {ωk}) be given. We have to find sequences λ
0 and λ1 such
that
|λk,m| 6M |λ
0
k,m|
1−θ|λ1k,m|
θ
for every k ∈ Z, m ∈ Zn and∥∥λ0|f˙p0,q0(Rn, {tk})∥∥1−θ∥∥λ1|f˙∞,q1(Rn, {wk})∥∥θ 6 c∥∥λ|f˙p,q(Rn, {ωk})∥∥. (4.15)
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Let
γ =
p
p0
−
q
q0
and δ = −
q
q1
.
Substep 2.1. γ > 0. Set
Aℓ := {x ∈ R
n : g(x) > 2ℓ},
with ℓ ∈ Z and g as in . Obviously Aℓ+1 ⊂ Aℓ, with ℓ ∈ Z. Now we introduce a (partial)
decomposition of Z× Zn by taking
Cℓ := {(k,m) : |Qk,m ∩ Aℓ| >
|Qk,m|
2
and |Qk,m ∩ Aℓ+1| 6
|Qk,m|
2
}, ℓ ∈ Z.
The sets Cℓ are pairwise disjoint, i.e., Cℓ ∩ Cv = ∅ if ℓ 6= v. As in Theorem 4.14 we can
prove that λk,m = 0 holds for all tuples (k,m) /∈ ∪ℓCℓ. If (k,m) /∈ ∪ℓ∈ZCℓ, then we define
λ0k,m = λ
1
k,m = 0. If (k,m) ∈ Cℓ, we put
u := n
(
q
q0κp
− 1
p0
)
+ n
2
(
q
q0
− 1
)
, ϑk,m := w
θq
q0
k,m,q1
t
− θq
q1
k,m
and
v := n
(
q
q1κp
− 1
q1
)
+ n
2
(
q
q1
− 1
)
, εk,m := t
(1−θ)q
q1
k,m w
− (1−θ)q
q0
k,m,q1
.
We put
λ0k,m := ϑk,m2
ku2ℓγ|λk,m|
q
q0 .
Also, set
λ1k,m := εk,m2
kv2ℓδ|λk,m|
q
q1 .
Observe that
(1− θ)u+ θv = 0, (1− θ)γ + θδ = 0
and
|λk,m| =
(
λ0k,m
)1−θ(
λ1k,m
)θ
,
which holds now for all pairs (k,m). To prove (4.15), it will be sufficient to establish the
following two inequalities∥∥λ0|f˙p0,q0(Rn, {tk})∥∥ 6 c∥∥λ|f˙p,q(Rn, {ωk})∥∥ pp0 (4.16)∥∥λ1|f˙∞,q1(Rn, {wk})∥∥ 6 c. (4.17)
Let us prove (4.16). We write
∞∑
k=−∞
∑
m∈Zn
tq0k,m2
kn( 1
p0
+ 1
2
)q0(λ0k,m)
q0χk,m =
∞∑
ℓ=−∞
∑
(k,m)∈Cℓ
· · · = I.
Observe that,
χk,m(x) .
1
|Qk,m ∩Aℓ|
ˆ
Qk,m∩Aℓ
dy
.
1
|Qk,m|
ˆ
Qk,m∩Aℓ
dy
. M(χQk,m∩Aℓ)(x), (j,m) ∈ Cℓ,
where τ > 0 and the implicit positive constant not depending on x, ℓ,m and j. We can
apply Theorem 2.12 and obtain that∥∥I1/q0 |Lp0(Rn)∥∥
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is bounded by
c
∥∥∥(
∞∑
ℓ=−∞
∑
(k,m)∈Cℓ
(
M
(
tk,m2
kn( 1
p0
+ 1
2
)
λ0k,mχQk,m∩Aℓ
))q0) 1q0 |Lp0(Rn)
∥∥∥
.
∥∥∥(
∞∑
ℓ=−∞
∑
(k,m)∈Cℓ
tq0k,m2
kn( 1
p0
+ 1
2
)q0(λ0k,m)
q0χQk,m∩Aℓ
) 1
q0 |Lp0(R
n)
∥∥∥.
We have
q0 −
θq
q1
q0 = (1− θ)q,
hence
ϑq0k,mt
q0
k,m = w
θq
k,m,q1
t
(1−θ)q
k,m ≈ ω
q
k,m,κ,
by Lemma 4.4. We have
2ℓγ 6
∞∑
ℓ=−∞
∑
m∈Zn
ωqk,m,κ2
kn( 1
κp
+ 1
2
)q|λk,m|
qχQk,m(x)
) γ
q
,
if x ∈ Aℓ. Therefore,
∥∥I 1q0 |Lp0(Rn)∥∥ .
∥∥∥(
∞∑
k=−∞
∑
m∈Zn
2kn(
1
κp
+ 1
2
)qωqk,m,κ|λk,m|
qχQk,m
) 1
q
|Lp(R
n)
∥∥∥
p
p0
.
∥∥λ|f˙p,q(Rn, {ωk})∥∥ pp0 .
Let us prove (4.17). By Proposition 3.18 with EℓQk,m = Qk,m ∩ A
c
ℓ+1,
∥∥λ1|f˙∞,q1(Rn, {wk})∥∥ .
∥∥∥(
∞∑
ℓ=−∞
∑
(k,m)∈Cℓ
2
kn( 1
q1
+ 1
2
)q1wq1k,m,q1|λ
1
k,m|
q1χEℓQk,m
)1/q1∥∥∥
∞
.
Observe that
wk,m,q1λ
1
k,m . ω
q
q1
k,m,κ2
ℓδ+kv|λk,m|
q
q1 6 ω
q
q1
k,m,κ2
kvg
− q
q1 (x)|λk,m|
q
q1
for any x ∈ EℓQk,m and
v +
n
q1
+
n
2
=
nq
q1
(
1
κp
+
1
2
).
Therefore,
f˙∞,q1(R
n, {wk}) . 1.
Substep 1.2.2. γ < 0. By an argument similar to the above with Qk,m ∩ Aℓ replaced by
Qk,m ∩ A
c
ℓ+1.
Hence, we complete the proof. 
There are nice connections between complex interpolation spaces and the corresponding
Caldero´n product, see the original paper of Caldero´n [9]. Suppose that X0 and X1 are
Banach lattices on measure space (M, µ), and let X = X1−θ0 × X
θ
1 for some 0 < θ < 1.
Suppose that X hus the property
f ∈ X, |fn (x)| 6 |f (x)| , µ-a.e., and lim
n→∞
fn = f, µ-a.e. =⇒ lim
n→∞
‖fn‖X = ‖f‖X ,
Caldero´n [9, p. 125] then shows that
X1−θ0 ·X
θ
1 = [X0, X1]θ.
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Proposition 4.18. Let (A, S, µ) be a complete separable metric space, let µ be a σ-finite
Borel measure on A, and let X0, X1 be a pair of quasi-Banach lattices of functions on
(A, µ). Then, if both X0 and X1 are analytically convex and separable, it follows that
X0 +X1 is analytically convex and
[X0, X1]θ = X
1−θ
0 ·X
θ
1 , 0 < θ < 1.
Using Theorems 3.10, 4.6 and Proposition 4.18 we get the following results.
Theorem 4.19. Let 0 < θ < 1, 1 6 p0 < ∞, 1 6 p1 < ∞ and 1 6 q0, q1 < ∞. Let
{tk} ⊂ L
loc
p0
and {wk} ⊂ L
loc
p1
be two weight sequences satisfying (2.7) with (σ1, p, j) =
((1− θ)( p0
1−θ
)′, p = p0, k) and (σ1, p, j) = (θ(
p1
θ
)′, p = p1, k), respectively. We put
1
q
:=
1− θ
q0
+
θ
q1
and ωk := t
1−θ
k w
θ
k, k ∈ Z.
Let 1
p
:= 1−θ
p0
+ θ
p1
. Then
[a˙p0,q0(R
n, {tk}), a˙p1,q1(R
n, {wk})]θ = a˙p,q(R
n, {ωk})
holds in the sense of equivalent norms.
Theorem 4.20. Let α = (α1, α2) ∈ R
2, β = (β1, β2) ∈ R
2, 0 < θ < 1, 1 6 p0 < ∞,
1 6 p1 < ∞ and 1 6 q0, q1 < ∞. Let {tk} ∈ X˙α,σ,p0 be a p0-admissible weight sequence
with σ = ((1 − θ)( p0
1−θ
)′, σ2 > p0). Let {wk} ∈ X˙β,σ,p1 be a p1-admissible weight sequence
with σ = (θ(p1
θ
)′, σ2 > p1). We put
1
p
:=
1− θ
p0
+
θ
p1
,
1
q
:=
1− θ
q0
+
θ
q1
and ωk := t
1−̺
k w
̺
k, k ∈ Z.
Then
[A˙p0,q0(R
n, {tk}), A˙p1,q1(R
n, {wk})]θ = A˙p,q(R
n, {ωk})
holds in the sense of equivalent norms.
Theorem 4.21. Let 0 < θ < 1, 1 6 p0 < ∞ and 1 6 q0, q1 < ∞. Let {tk} ⊂ L
loc
p0
and
{wk} ⊂ L
loc
p1
be two weight sequences satisfying (2.7) with (σ1, p, j) = ((1 − θ)(
p0
1−θ
)′, p =
p0, k) and (σ1, p, j) = (θ(
q1
θ
)′, p = q1, k), respectively. We put
1
p
:=
1− θ
p0
,
1
q
:=
1− θ
q0
+
θ
q1
, ωk := t
1−θ
k w
θ
k, k ∈ Z.
Then
[f˙p0,q0(R
n, {tk}), f˙∞,q1(R
n, {tk})]θ = f˙p,q(R
n, {ωk})
holds in the sense of equivalent norms.
Theorem 4.22. Let α = (α1, α2) ∈ R
2, β = (β1, β2) ∈ R
2, 0 < θ < 1, 1 6 p1 < ∞
and 1 6 q0, q1 < ∞. Let {tk} ∈ X˙α,σ,p0 be a p0-admissible weight sequence with σ =
((1 − θ)( p0
1−θ
)′, σ2 > p0). Let {wk} ∈ X˙β,σ,q1 be a p1-admissible weight sequence with
σ = (θ( q1
θ
)′, σ2 > q1). We put
1
p
:=
1− θ
p0
,
1
q
:=
1− θ
q0
+
θ
q1
and ωk := t
1−θ
k w
θ
k, , k ∈ Z.
Then
[F˙p0,q0(R
n, {tk}), F˙∞,q1(R
n, {wk})]θ = F˙p,q(R
n, {ωk})
holds in the sense of equivalent norms.
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Remark 4.23. The methods of [39] are capable of dealing with B˙p,q(R
n, {tk}) and F˙p,q(R
n, {tk})
with the smoothness tk independent of k, k ∈ Z, but they do not apply in the case of
spaces of variable smoothness as in this paper.
Corollary 4.24. Let s0, s1 ∈ R, 0 < θ < 1, 1 6 p0 < ∞ and 1 6 q0, q1 < ∞. Let
ωp00 ∈ A p0
1−θ
(Rn) and ωq11 ∈ A q1
θ
(Rn),
1
p
:=
1− θ
p0
,
1
q
:=
1− θ
q0
+
θ
q1
and s = (1− θ)s0 + θs1.
Then
[F˙ s0p0,q0(R
n, ω0), F˙
s1
∞,q1
(Rn, ω1)]θ = F˙
s
p,q(R
n, ω1−θ0 ω
θ
1)
holds in the sense of equivalent norms.
Remark 4.25. All our results are easily generalized to the inhomogeneous Triebel-Lizorkin
spaces Fp,q(R
n, {tk}) and the inhomogeneous Besov spaces Bp,q(R
n, {tk}).
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