A number of methods are available to approximate the weight function for orthogonal polynomials on an interval of the real line. We present some methods to approximate weight functions for orthogonal polynomials on several intervals and give an upper bound for the error in the approximation. We introduce Turin determinants on several intervals and show that these have similar properties as in the one-interval case. These Turin determinants are useful if one deals with sieved orthogonal polynomials on one interval. The proofs depend on asymptotic properties of orthogonal polynomials with asymptotically periodic recurrence coefficients, which are of independent interest.
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INTR~DUCTJON
Suppose p is a positive Bore1 measure on a compact set of the real line. Then there is a unique sequence of polynomials (p,(x) : IZ = 0, 1, . ..} such that (1.1) @;P)= j--&dp(x) using Pad6 approximants. If one uses a denominator of degree y1 and a numerator of degree y1-1 then the denominator polynomial is precisely the orthogonal polynomial p,(x) and the numerator is the associated polynomial py! ,(x). In general, the associated polynomials of order k (k > 0) are given by the shifted recurrence formula xp'"'(x) = a " n+~+lP~~l(x)+bn+kPI(()(x)+an+kp~~,(x), n>O, (1.3) with initial conditions p!!',(x) = 0 and pr)(x) = 1. By inverting the Stieltjes transform one easily sees that in this method one approximates the measure p by a purely discrete measure with jumps at the zeros of p,(x). This is a big disadvantage if it is known that the measure p is absolutely continuous, in which case there exists a weight function W(X) 2 0 such that dp(x) = W(X) dx. In such cases it is much more interesting to find an approximation to p which is itself absolutely continuous or to approximate the weight function w(x). Such approximations are available. One such method uses Christoffel functions Ux) = {"CI P:(x)}-'> k=O and a good survey that demonstrates their usefulness is given by Nevai [21] . Recently, it was shown that for orthogonal polynomials on [ -1, 1 ] the Szego condition implies that
Jilimm n&(x) = 7c $7 w(x) almost everywhere in [ -1, l] (Mate, Nevai, and Totik [ 18, Theorem 41) . Another method to approximate the weight function is given by Lebedev [ 133. In this paper we would like to emphasize approximations using Turan determinants or similar expressions. We define the Turhn determinant as follows:
o,,(J)=Pi(x)-~P,~+,(x)P,,~,(x) n 1 p,(x) a,+ l Pn+ 1(x) =a, Pn-lb) a, dx) (1.4) The name Turan determinant is used because Paul Turan [22] was the first to study such determinants: in particular he proved the inequality ~~(x)-~,-,(x)~,+,(x)~O, -16x61
for Legendre polynomials, with equality when x = f 1. We have introduced the factor a,, , /a, in our definition (1.4) ,zo (lbk-bk+ll + lak+l -ak+21)< a; (1.6) then u is absolutely continuous in (-1, l), w(x) = u'(x) is strictly positive and continuous on (-1, l), and lim D,(x) = -~ n-rat 7-c w(x) (1.7)
holds uniformly on every closed subset of ( -1, 1). An upper bound for the error of approximation for x on a closed subset of ( -1, 1) is given by
Cl.81 k=n+l where C is a constant depending on the closed subset.
Turan determinants are harder to handle when x = + 1. One can use expressions similar to Turin determinants to get uniform approximations on the closed interval [ -1, 11, still assuming the condition (1.5): for XE C-1, l] we set x=cosB and define
and if (1.5) holds then lr,b,Jx)1* is close to the Turan determinant D,(x). 3(k+ 1) ,=,l+(k+l)sin8 (11-4a :+,1 +2 lb/cl) .
(1.13)
Of course the absolute continuity of ,U and the continuity and strict positiveness of p' already follow from Theorem 1 because the convergence in (1.10) implies the convergence in (1.6). The approximation suggested by Theorem 2 has already been applied succesfully to some weights arising in statistical physics (Van Assche, Turchetti, and Bessis [27] ).
In this paper we will generalize Theorem 1 and Theorem 2 for orthogonal polynomials on several intervals. Instead of the condition (1.5) we assume convergence modulo N, where N is a positive integer. This means that we will consider asymptotically periodic recurrence coefficients. Orthogonal polynomials with asymptotically periodic recurrence coefficients have been studied by Geronimus [9, lo] , Aptekarev [2] , Geronimo and Van Assche [7] , Van Assche [23, 24] , and Grosjean [ll] . These polynomials have a measure p supported on at most N disjoint intervals and in addition p may have a denumerable number of jumps which can only accumulate on these intervals. The special case when the intervals touch each other leads to sieved orthogonal polynomials.
ASYMPTOTICALLY PERIODIC RECURRENCE COEFFICIENTS
Instead of assuming that (1.5) holds, we assume that we are given two periodic sequences ai + , > 0 and bz (n = 0, 1, . ..) such that af+,=ai n = 1, 2, . . . . n+m n+cc
We say that the orthogonal polynomials have asymptotically periodic recurrence coefficients. In the literature (see, e.g., Geronimus [9] ) the terminology limit periodic is also in use, but this is confusing because a limit periodic sequence (in the theory of almost periodic functions) is the uniform limit of periodic sequences, which is not what we mean by (2.2). We denote the orthonormal polynomials with periodic recurrence coefficients u," + , , bjl by q,(x). Define where the latter square root is always positive on E. The set E corresponds to the essential spectrum of the orthogonal polynomials p,(x) and the measure p for these orthogonal polynomials has support E u E*, where E* is a denumerable set for which the accumulation points are on E. The set (w'"(x) = 1) consists of the endpoints of the intervals (it is possible that some of the intervals are touching at a point where w'"(x) = 1). The orthogonality of the polynomials qn(x) is given by m,n' (2.5) where xi are those zeros of qN-,(x) for which qN(Xi) #w"'(x~) [7, Theorem 5, p. 273; 10, Theorem 21 . This means that E,* = {xi} has at most N-1 points. The functions (2.6) are linearly independent solutions of the recurrence relation with periodic recurrence coefficients af + 1, bJI whenever x is not a zero of q,,-. 1(x) and Use # 1, and they have the property that qnfN+k(x) = w-""(x)q$(x) and 4 n;+k(x)=afN(x)q;(x) [ -(z-J&' is a compact operator for z q! E u E* u E$. If A: I, --, I, is compact, then one has A n,n + k -+ 0 as n + cc for every integer k. Moreoer, (z-J,,;+, = s P,(X) Pn+ k(x) dp(x) 3 z-x where ,u,, is given by (2.5). Therefore the result for f(x) = (z -x)-l follows for all orthogonal polynomials p,(x) satisfying (2.2) if and only if it is true for the polynomials qn(x) with periodic recurrence coefficients. Assume that k 3 0; then by orthogonality s qn(xly,;
The functions are known as functions of the second kind corresponding with the orthogonal polynomials qn(x) or the measure pLo. For z 4 E u E,* they are a minimal solution of the recurrence formula with periodic recurrence coefficients with initial conditions QO(z)= S(z; pO) (the Stieltjes transform of p,J and aEQ_,(z) = 1. This means that Q,,(z) is a linear combination of q,+(z) and q;(z), and because of the minimality and the initial conditions we have
This together with the asymptotic formula [7, Theorem 8, p. 2801
gives for z # E v E,* and k 3 j (2) and on E we have This proves the result when f(x) = (z-x)) I, with z $ E u E*. From Schwarz' inequality and from the orthonormality it follows that the signed measures pL, given by with f a continuous function, have a total variation which is bounded by 1. Therefore, as a standard result for weak convergence of measures, the result holds for every continuous functionf: 1
Our aim is to generalize Theorem 2 for the case under consideration. Define The sequence qLk++i L k _, (x) --d(~)q!,~-+~? 1(x) (n=k, k + 1, . ..) is also a solution of the periodic recurrence formula and has the same periodic behaviour as q,+(x). Therefore this sequence is equal to q,+(x) up to a multiplicative factor (that may depend on k and X, but is independent of n). One has explicitly Recall that 4: has no zeros in the interior of E (use (2.7) and the fact that q$L i has no zeros in the interior of E). If we use this formula, then On E we have the bound [ The relation (2.12) then holds because the last asymptotic formula is valid for every continuous function f on E. The upper bound (2.14) can be obtained from (2.19). 1
RECURRENCE COEFFICIENTS OF BOUNDED VARIATION (MODULO N)
Suppose that the recurrence coefficients are asymptotically periodic (period N), so that (2.2) holds. In addition to this, we also assume that the coefficients are of bounded variation (modulo N), meaning [26] ). Our aim is to extend these results to the case when N > 1. The idea here is to use not the second order recurrence formula (1.2) but a higher order recurrence formula. A useful formula is pn+2N(4pjvn-t?(x)=P .+N(x)P!K%xk; Pn(x)P!Kfi+w We have already mentioned the fact that lim t, = p( T(x)) = oN(,x) n-cc uniformly on compact sets of C\ { 02"(x) = 1 }, where w"(x) is given by (2.3). Note that there is no need here to let n tend to infinity along subsequences n rj (mod N). For the rate of convergence, we have The result now follows because p',"':)(x) and p',"fi'(x) are uniformly bounded on Kand because Jp(x)-p(y)\ <C lx-y\ onK. 1 The main reason that the Green's functions (3.10) are so useful as a comparison system for the orthogonal polynomials is that they satisfy a recurrence relation which is very similar to (3.3). Indeed, a companion to formula (3.13) is given by The recurrence formula (3.3) for n = (k -l)N+j can be restated as
The similarity between (3.18) an (3.19) and the bounds given in Lemma 3 can be used to obtain bounds and the asymptotic behaviour for the orthogonal polynomials: Proof: Multiply (3.18) by pkN+j(x) and (3.19) by Gj(k,m), then subtract the obtained equations to find
Summing from k = 1 to k = m gives given by (2.3) . The asymptotic behavior of P,,(X) for x E o(J)\ E cannot be obtained from (3.21) because as n tends to infinity, both sides of (3.21) tend to zero. If K is a compact set in E\ {02"(x) = 1 }, then there exists an integer nj such that )t,N+jJ = 1 for n > nj. By taking the imaginary part of both sides of (3. We have used the fact that q&+?!(x) = 2T(x)q$$'i)(x) in the previous calculation. On the other hand, by the previous theorem we also have
Note that the product in the latter expression contains only a finite number of factors because when x E K one has ( t,,+jl = 1 for n > nj. Comparing both equations we find that 
SHIFTED TURAN DETERMINANTS
Our next aim is to generalize Theorem 1 for several intervals. This means that we need a proper generalization of the Turan determinant (1.4). We define the shifted T&n determinant by
In the definition of the ordinary Turin determinant (1.4) we see that the bottom line in the determinant is the same as the top line except that n has changed to n -1. For the shifted Turan determinant given by (4.1) a similar thing is true but now n has changed to n -N. These shifted Turan determinants can be computed recursively and they are given in terms of the differences bk -bk _ N and ak -ak _ N very much as the ordinary Turan determinants (see, e.g., [4] and references there): where C is a constant depending on the closed subset.
ProoJ: We adapt the methods of [25, Sect. 33 to the present situation. The absolute continuity follows from Theorem 5. If K is a closed set in E\(o~~"'(x) = l}, then for XE K there exists an integer nJ such that It ,&+jl = 1 for n > nj. Hence the infinite series (w*~(x)=~} coincides with the zeros of U, _ r(x) and the points &-1. The N intervals in this case are touching at the zeros of U,-r(x) and thus we have uniform convergence away from these zeros and away from ) 1. Actually the shifted Turan determinants will have zeros in the neighborhood of the zeros of UN-r(x) which causes the appearance of poles in the approximant. Note that from (1.8) and (5.3) we obtain an error of approximation of the order 0( l/n).
The approximations using (shifted) Turan determinants are easy to compute if one knows the recurrence coefficients of the orthogonal polynomials under consideration. The computation of the polynomials can then be done recursively. This procedure is known to be quite robust to the effect of rounding errors (see, e.g., Gautschi [ 51) and allows us to compute Turan determinants up to very high order.
