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Résumé
Contributions au traitement des inertitudes en modélisation numérique : propagation
d'ondes en milieu aléatoire et analyse d'expérienes simulées
Le présent doument onstitue mon mémoire d'habilitation à diriger des reherhes. Il retrae
mon ativité sientique de es douze dernières années, depuis ma thèse jusqu'aux travaux réalisés
en tant qu'ingénieur-herheur du CEA Cadarahe. Les deux hapitres qui struturent e doument
orrespondent à deux domaines de reherhe relativement diérents mais se référant tous les deux au
traitement des inertitudes dans des problèmes d'ingénierie. Le premier hapitre établit une synthèse
de mes travaux sur la propagation d'ondes hautes fréquenes en milieu aléatoire. Il onerne plus spé-
iquement l'étude des utuations statistiques des temps de trajet des ondes aoustiques en milieu
aléatoire et/ou turbulent. Les nouveaux résultats obtenus onernent prinipalement l'introdution de
l'anisotropie statistique des hamps de vitesse lors de la dérivation des expressions des moments des
temps en fontion de eux du hamp de vitesse des ondes. Ces travaux ont été essentiellement portés
par des besoins en géophysique (exploration pétrolière et sismologie). Le seond hapitre aborde le do-
maine de l'utilisation des tehniques probabilistes pour prendre en ompte les inertitudes des variables
d'entrée d'un modèle numérique. Les prinipales appliations que j'évoque dans e hapitre relèvent
du domaine de l'ingénierie nuléaire qui ore une grande variété de problématiques d'inertitude à
traiter. Tout d'abord, une synthèse assez omplète est réalisée sur les méthodes statistiques d'ana-
lyse de sensibilité et d'exploration globale de modèles numériques. La onstrution et l'exploitation
d'un métamodèle (fontion mathématique peu oûteuse se substituant à un ode de alul oûteux)
sont ensuite illustrées par mes travaux sur le modèle proessus gaussien (krigeage). Deux thématiques
omplémentaires sont nalement abordées : l'estimation de quantiles élevés de réponses de odes de
alul et l'analyse de odes de alul stohastiques. Une onlusion met en perspetive es travaux
dans le ontexte plus général de la simulation numérique et de l'utilisation de modèles préditifs dans
l'industrie.
Abstrat
Contributions to the unertainty management in numerial modelisation : wave
propagation in random media and analysis of omputer experiments
The present doument onstitutes my habilitation thesis report. It realls my sienti ativity of
the twelve last years, sine my PhD thesis until the works ompleted as a researh engineer at CEA
Cadarahe. The two main hapters of this doument orrespond to two dierent researh elds both
referring to the unertainty treatment in engineering problems. The rst hapter establishes a synthesis
of my work on high frequeny wave propagation in random medium. It more speially relates to the
study of the statistial utuations of aousti wave traveltimes in random and/or turbulent media. The
new results mainly onern the introdution of the veloity eld statistial anisotropy in the analytial
expressions of the traveltime statistial moments aording to those of the veloity eld. This work
was primarily arried by requirements in geophysis (oil exploration and seismology). The seond
hapter is onerned by the probabilisti tehniques to study the eet of input variables unertainties
in numerial models. My main appliations in this hapter relate to the nulear engineering domain
whih oers a large variety of unertainty problems to be treated. First of all, a omplete synthesis
is arried out on the statistial methods of sensitivity analysis and global exploration of numerial
models. The onstrution and the use of a metamodel (inexpensive mathematial funtion replaing
an expensive omputer ode) are then illustrated by my work on the Gaussian proess model (kriging).
Two additional topis are nally approahed : the high quantile estimation of a omputer ode output
and the analysis of stohasti omputer odes. We onlude this memory with some perspetives about
the numerial simulation and the use of preditive models in industry. This ontext is extremely positive
for future researhes and appliation developments.
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ovariane
exponentielle C0(h) = exp(−|h|) de varian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axes sont en mètres. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.6 Comparaisons des varianes de temps de trajet expérimentaux et théoriques (gure
extraite d'Andreeva & Durgin [4℄). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1 Cadre général pour les études d'inertitude. . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2 Synthèse des méthodes d'analyse de sensibilité plaées dans un diagramme (oût en
nombre d'évaluations du modèle vs. omplexité et régularité du modèle). d est le nombre
de variables d'entrée du modèle, h est le nombre de variables d'entrée inuentes. . . . 46
3.3 Estimations du quantile à 95% de la fontion d'Ishigami à partir d'un éhantillon de
taille n = 200. (a) Comparaison entre les estimateurs empirique et par stratiation
ontrlée. Les histogrammes des estimateurs sont traés à partir de 104 expérienes. (b)
Estimations par stratiation ontrlée pour quatre métamodèles diérents. Les densités
orrespondent à un lissage des histogrammes obtenus à partir de 103 expérienes. Le vrai
quantile est donné par le trait vertial. . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.4 Étude ave les fontions (3.72) et (3.73). (a) Densités de Y et Z. (b) Estimations du quan-
tile à 95% de Y à partir d'un éhantillon de taille n = 200. Comparaisons entre les esti-
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es. . . . . . . . . . . . . . . . . . . . 71
3.5 Boxplots des estimations d'indies de Sobol à l'aide des GLM joint et GAM joint pour
la fontion WN-Ishigami (taille de la base d'apprentissage n = 500), obtenues à l'aide
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e, la ligne horizontale est la
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La simulation numérique onsiste à reproduire un ou des phénomènes physiques à l'aide de modèles
onstitués d'équations mathématiques et résolus par des aluls sur ordinateur. Cette révolution sienti-
que, datant d'une soixantaine d'années, a onduit à de nombreuses avanées : meilleure ompréhension
de la physique, prédition de phénomènes, aide à la planiation d'expérienes réelles, remplaement
d'expérienes réelles par des simulations, outils de réalité virtuelle, . . . Malheureusement, dans er-
taines situations, la méonnaissane de la physique et de la réalité limite son utilisation. De manière
shématique, on peut distinguer trois soures d'impréision majeure :
1. les impréisions dues à une modélisation théorique simpliée ou erronée de la réalité (e.g. phé-
nomène physique ou himique non pris en ompte, suppression de la variabilité spatiale ou tem-
porelle d'un paramètre du modèle) que l'on appelle ommunément inertitudes de modèle ;
2. les impréisions dues à la résolution numérique des équations mathématiques (e.g. shéma nu-
mérique, ritère de onvergene), appelées inertitudes numériques ;
3. les impréisions sur les paramètres et données d'entrée du phénomène physique (e.g. vitesse
du vent, porosité du sous-sol), qui se lassent en inertitudes épistémiques (aléas dus à une
méonnaissane) et en inertitudes stohastiques (aléas intrinsèques à la nature des variables).
Ces entrées doivent pourtant être spéiées pour réaliser un alul du modèle numérique.
A partir des années 1980, les problématiques de prise en ompte et de rédution des inertitudes ont
été identiées par les industriels omme des enjeux majeurs de leurs proessus de déision s'appuyant
sur des modèles préditifs. En Frane, dès le début des années 1990, de grands projets de gestion des
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és, notamment dans les industries pétrolière et métallurgique. De part ma
formation universitaire en mathématiques appliquées, statistique et probabilités, mon intérêt pour les
problèmes industriels liés à la modélisation aléatoire, et mon arrivée dans le monde de la R&D en
1995, mes travaux de reherhe se sont naturellement tournés vers e ontexte global du traitement
des inertitudes en simulation.
Durant mes six premières années de reherhe, motivées (et nanées) prinipalement par les pro-
blématiques d'exploration pétrolière, j'ai travaillé sur le premier type d'impréision, les inertitudes
de modèles, dans le adre de la modélisation de la propagation d'ondes aoustiques. Les inertitudes
onsidérées onernaient la non prise en ompte, dans l'interprétation des signaux aoustiques, de la
variabilité spatiale des hamps de vitesse des ondes d'éhelle supérieure à la longueur d'onde. Durant
les six années suivantes, supporté par ertains programmes de la Diretion de l'Énergie Nuléaire du
Commissariat à l'Énergie Atomique (simulation numérique, maîtrise des risques, sûreté des réateurs,
gestion du ombustible, . . . ), je me suis attahé au troisième type d'impréisions, onernant les don-
nées d'entrée d'un modèle de simulation numérique. Je me suis notamment eoré d'utiliser et de
développer des méthodes statistiques rigoureuses de traitement des inertitudes, et e dans un adre
générique (indépendamment d'un modèle et d'une problématique physique). Ce type d'études, de plus
en plus appliqué au ontexte industriel, a produit des outils extrèmement utiles aux ingénieurs qui
développent, valident ou utilisent des modèles préditifs.
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Intégrée au sein d'une équipe dédiée à l'étude des inertitudes du Commissariat à l'Énergie Ato-
mique de Cadarahe (CEA Cadarahe), ette dernière ativité s'est avérée passionnante, du fait notam-
ment de la diversité des domaines d'appliations onernés et de la multipliité des outils statistiques
utilisés. L'un des redo de notre équipe porte notamment sur la résolution de problèmes atypiques,
i.e. de problèmes d'ingénieurs diiles : questions impréises et/ou mal posées, modèle numérique
non robuste, peu voire pas de données, ode numérique oûteux ou peu maniable, nombre d'entrées
exessivement important, . . . La résolution de es problèmes passent souvent par l'utilisation d'outils
statistiques avanés, issus de travaux de reherhe plus ou moins réents du monde aadémique. Cette
approhe a susité, de notre part, une forte volonté d'éhanges an d'intéresser des herheurs universi-
taires à nos problèmes. L'une de nos réussites est que ette démarhe, menée ave d'autres organismes
de reherhe industrielle (omme EDF R&D, IFP, EADS, ONERA, . . . ), a porté es fruits. En eet, de
nombreuses initiatives de ollaboration sur ette thématique ont réemment vu le jour, dont ertains
résultats tangibles sont présentés aux 3.1, 3.4 et au hapitre 4.
Ma demande d'habilitation à diriger des reherhes entre dans le adre de es éhanges entre équipes
de R&D industrielles et équipes universitaires. Il est souhaitable que les éhanges se fassent à double
sens, les universitaires s'intéressant aux problématiques industrielles et les ingénieurs de reherhe
s'investissant dans des ativités de nature plus aadémique (publiations, formation, enadrements de
dotorants, . . . ). Ma demande est par ailleurs motivée par le souhait du CEA de disposer en interne
de herheurs habilités à diriger des reherhes. Elle est également renforée par notre volonté de
pérenniser l'ativité Traitement générique des inertitudes à la Diretion de l'Energie Nuléaire du
CEA. Bien entendu, d'autres motivations importantes sont plus personnelles, ave notamment le désir
de présenter dans un adre global tous les travaux de reherhe que j'ai réalisés durant mes douze
premières années d'exerie. Cei onstitue l'objet de e mémoire et me permet de les ommenter et
les ritiquer de manière plus aboutie que dans des publiations sientiques. Malgré mon soui de
synthèse, il est apparu ependant inévitable de séparer e mémoire en deux parties, distinguant mes
périodes pétrolière et nuléaire.
Le hapitre suivant est onsaré à mes travaux sur la aratérisation stohastique des hamps de
vitesse dans la modélisation de la propagation d'ondes. En eet, durant ma thèse, mon post-dotorat
et mon ativité à l'Institut Français du Pétrole (IFP), je me suis intéressé à l'étude des moments des
temps de trajet des ondes en fontion des moments des hamps de vitesse dans lesquels elles se pro-
pagent. Les années 1990 ont vu un eort de reherhe notable onsaré à e sujet en Frane, e qui m'a
permis de ollaborer ave des herheurs issus d'horizons divers : stagiaires, thésards, post-dotorants,
ingénieurs de reherhe et herheurs universitaires. Nos travaux, qui ont donné lieu à quelques avan-
ées théoriques et méthodologiques, sont à lasser dans les domaines des mathématiques appliquées
et de leurs impliations pour la physique. Nous avons notamment apporté une vision légèrement dif-
férente de elle des physiiens : approhe géostatistique pour la modélisation des milieux aléatoires,
interrogation systématique du domaine de validité des approximations physiques, étude ne et valida-
tion systématique de es approximations à l'aide de simulations numériques lourdes, . . . Durant es
reherhes, les domaines d'appliation ont été variés (sismique et hydraulique).
Le troisième hapitre de e mémoire onerne la problématique du traitement des inertitudes en
simulation et de l'analyse statistique des réponses des odes numériques. La première setion passe en
revue les diérentes méthodes d'analyse de sensibilité de modèles. La deuxième setion présente mes
travaux sur l'utilisation des proessus gaussiens omme métamodèle, modèle se substituant à un ode
de alul lorsque elui-i est trop oûteux pour être exploré à l'aide d'outils statistiques. Les deux
dernières setions présentent des sujets plus originaux sur lesquels je me suis onentré réemment :
l'estimation de quantiles élevés de sorties de odes de alul et le traitement des sorties des odes de
alul stohastiques, i.e. de modèles numériques qui ontiennent un aléa inontrlable. Ce dernier thème
de reherhe me permet d'introduire le problème de la prise en ompte des variables fontionnelles en
analyse d'inertitude de modèles, sujet sur lequel je lane atuellement quelques ations de reherhe.
Le dernier hapitre dresse un bilan et des perspetives de es travaux. Les annexes sont onstituées
de mon urriulum vitae détaillé (intégrant une synthèse ourte de tous mes travaux de reherhe,
responsabilités et enadrements sientiques) et des résumés de toutes mes publiations à revue.
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English version - General introdution
Numerial simulation onsists in reproduing one or several physial phenomena with a numerial
model. Generally speaking, a numerial model is built on mathematial equations and solved by om-
puter alulations. This sienti revolution, beginning sixty years ago, led to numerous ontributions :
 better understanding of the physis,
 predition of phenomena,
 help to the design of real experiments,
 replaement of real experiments by simulations,
 et.
Unfortunately, in many situations, the physis misunderstanding limits its use. In a simplisti way, one
an distinguish three soures of major impreision :
1. inauraies due to a simplied or erroneous theoretial modelling of the reality (e.g. physial or
hemial phenomenon not taken into aount, deletion of the spatial or temporal variability of a
model parameter) that is ommonly alled model unertainty ;
2. inauraies due to the numerial resolution of the mathematial equations (e.g. numerial
sheme, onvergene riterion), alled numerial unertainty ;
3. inauraies about the input parameters and input data of the physial phenomenon (e.g. wind
speed, groundwater porosity), whih are lassied in epistemi unertainties (insuient know-
ledge alea) and in stohasti unertainties (intrinsi alea). Nevertheless, these input variables
have to be speied in order to perform one alulation of the numerial model.
From 1980s, unertainty problems were identied in industry as major stakes. This kind of problems
ours in the industrial deision proesses based on preditive models. In Frane, from the 1990s, big
projets of unertainty management were launhed in the petroleum and metallurgial industries for
example. I began my researh ativities in 1995. At this time, I had studied mainly applied mathematis
and more preisely probability and statistis. I was highly interested by the random modelling in
industrial problems. So that, my ativities naturally turned to the unertainty management ontext in
simulation models.
During my rst six researh years, motivated (and naned) mainly by oil exploration problems,
I worked on the rst impreision type (model unertainties). My topi onerned the aoustial wave
propagation modelling. The assoiated unertainties were provoked by the deletion, in the interpreta-
tion of the aoustial signals, of the wave veloity spatial variability of sale larger than the wavelength.
During the next six years, I worked on the third impreision type (input data and parameter uner-
tainties) for the researh projets of the Frenh Nulear Energy Division. For example, these projets
are related to numerial simulation, risk ontrol, nulear reator safety and fuel management. I tried to
use and develop rigorous statistial methods in a generi framework, i.e. independently of a model and
of a physial problem. This kind of studies produes useful tools to engineers who develop, validate
or use preditive models. The interest about these problems grows more and more in the industrial
ontext.
Inside a researh team dediated to the unertainty studies of the Commissariat à l'Énergie Ato-
mique de Cadarahe (CEA Cadarahe), this last ativity turned out fasinating. It was mainly due
to the appliation domains variety and the involved statistial tools multipliity. One of our ativity
onerns the resolution of atypial and diult engineering problems :
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 impreise or ill-posed questions,
 non robust numerial model,
 little or no input data to quantify parameter unertainties,
 pu time expensive numerial model,
 exessively large number of random inputs,
 et.
Resolution of these problems often needs the use of advaned statistial tools. This approah has
neessitated to inrease our ontats with aademi researhers. These initiatives have been led with
other industrial researh institutes (as EDF R&D, IFP, EADS, ONERA, . . . ). They have provided
some suessful results. Indeed, numerous ollaborations on this researh theme were reently born.
Some results of these ollaborations are mentioned in 3.1, 3.4 and in hapter 4.
My habilitation demand enters within these exhanges between industrial and aademi researh
teams. These exhanges are made with a double meaning : the aademis provide interests about the in-
dustrial problems and the researh engineers are involved in more aademi ativities (as publiations,
training, PhD student supervision). Besides, I was motivated by my researh institute whih needs ha-
bilited researhers. This habilitation will also allow to reinfore the ativity Unertainty management
in the Nulear Energy Division. Naturally, other motivations are more personal. For example, I wanted
to present in a global ontext all my researh works. That allows me to omment and to ritiize these
results in a single report. This an be done in a more sueeded way than in any sienti publiations.
However, in spite of this synthesis eort, it is inevitable to divide this report in two parts, in order to
distinguish my oil and nulear periods.
The following hapter is dediated to my works on the veloity stohasti haraterization in the
wave propagation modelling. Indeed, this was my researh subjet during my PhD thesis, my post-
dotoral position and my ativity at the Frenh Institute of Petroleum (IFP). It onerns the study
of the wave traveltimes statistial moments aording to the statistial moments of the veloity eld
in whih the waves propagate. The 1990s saw a onsiderable researh eort dediated to this subjet
in Frane. So that, I have ollaborated with various researhers as trainees, PhD students, industrial
researh engineers and aademi researhers. Our works have produed some theoretial and metho-
dologial ontributions in the applied mathematis domain and their impliations for the physis. We
notably brought a slightly dierent view from that of the physiists : geostatistial approah for the
random media modelling, interrogations about approximation validity domains, systemati validation
of the estimates by huge numerial simulations, . . . I have also applied these researhes on various
appliation domains, mainly exploration seismis and hydraulis.
The unertainty management problem in numerial simulation is the topi of the third hapter.
More preisely, I have studied some statistial approahes to analyze numerial ode outputs. The rst
setion reviews the sensitivity analysis of model output methods. The seond setion presents my works
on the Gaussian proess model (kriging) as a metamodel. A metamodel is a simple mathematial model
substituting itself for a omputer ode. A metamodel is useful when the omplete numerial model is
too time onsuming to be investigated using statistial tools. The last two setions present more
original subjets on whih I reently onentrated. The rst one relates to the high order quantile
estimation problem of a omputer ode output. The seond one is onerned by the statistial analysis
of stohasti omputer odes, i.e. numerial models whih ontain an unontrollable alea soure. This
latter problem allows me to introdue the problem of the funtional variables in unertainty analysis.
It is one of my reent interest topi.
The last hapter draws up balane sheet and perspetives of these works. Appendies are onstitu-
ted by my detailed urriulum vitae and all my journal publiation summaries. My urriulum vitae
integrates a short synthesis of all my researh works, responsibilities and sienti supervisions.
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Chapitre 2
Modélisation stohastique des inertitudes
de vitesse en propagation d'ondes
2.1 Introdution
Les phénomènes de propagation d'ondes interviennent dans une grande quantité de domaines sien-
tiques et peuvent être parfois assoiés à des enjeux industriels importants (exploration pétrolière,
téléommuniations, életronique, ontrle non destrutif). Lorsque le milieu traversé par les ondes est
hétérogène, inonnu et trop omplexe pour être modélisé de manière déterministe, il est ourant de
le modéliser par un hamp aléatoire. Les aratéristiques du milieu (e.g. raideurs élastiques, densité,
température, vitesses du vent, . . . ) en haque point sont don des variables aléatoires qui sont orré-
lées spatialement. Dans e adre, le hamp d'onde devient lui-même un proessus aléatoire et on le
aratérise par sa moyenne, sa ovariane, voire ses moments d'ordre plus élevé.
2.1.1 État de l'art
Introduite par des astrophysiiens (Chandrasekhar [38℄), la théorie de la propagation d'ondes en
milieu aléatoire s'est fortement développée dans les années inquante et soixante grâe à l'éole phy-
siienne russe (Chernov [41℄, Barabanenkov et al. [14℄), puis a été onsidérablement enrihie par les
apports des mathématiiens (Keller [115℄, Frish [70℄, Ash et al. [9℄, Papaniolaou [164℄, Fouque et
al. [67℄). Son développement a été porté par la multipliité de ses domaines d'appliation, parmi les-
quels on peut iter l'életromagnétisme (Ishimaru [105℄), la radiophysique (Tatarskii [211℄, Rytov et
al. [181℄), l'aoustique atmosphérique (Ostashev [163℄), l'aoustique marine (Usinski [218℄, Flatté et
al. [65℄), l'optique et les téléommuniations (Andrews & Phillips [5℄), la surveillane des réateurs
nuléaires (Fiorina [64℄), la sismologie (Sato & Fehler [193℄), la sismique pétrolière (Jannaud [108℄,
Iooss et al. [97℄), la physique des plasmas, l'hydrodynamique, l'imagerie médiale, . . . . Dans haun de
es domaines d'appliation, les paramètres d'hétérogénéité ou de turbulene dépendent de la nature et
de l'environnement (les onditions aux limites) du milieu de propagation. Par exemple, la sismologie
s'intéresse aux onstantes élastiques et à la densité des rohes. En oéanographie, la température, la
salinité et la pression de l'eau modient la élérité des ondes alors que dans l'atmosphère, e sont la
température et l'humidité de l'air qui sont onernées. Dans e hapitre, es paramètres spatialement
hétérogènes seront modélisés par des hamps aléatoires ontinus (Cressie [44℄).
Mathématiquement, les méthodes utilisées reposent dans leur grande majorité sur la même idée
de base : on identie un paramètre d'éhelle ε, puis, on utilise soit une méthode de perturbation (si ε
est petit) pour obtenir une équation simpliée que l'on moyenne ensuite, soit une méthode d'analyse
stohastique qui onsiste à moyenner l'équation stohastique d'abord et résoudre les équations des
moments ensuite. Le hoix de ε dépend notamment de la taille lε des hétérogénéités. Diérents rapports
de ette taille à la longueur d'onde dominante λ0 de l'onde onsidérée onduisent à trois régimes
diérents pour la physique de la propagation :
⋄ le adre des basses fréquenes est elui où la taille aratéristique des hétérogénéités est
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nettement plus petite que la longueur d'onde (lε ≪ λ0). Il n'est pas possible d'étudier
les interations de l'onde ave haune des hétérogénéités et le milieu de propagation est
alors remplaé par un milieu tif homogène appelé milieu eetif. La diulté onsiste à
obtenir les propriétés du milieu eetif par moyennage des propriétés des onstituants du
milieu initial. Dans le as 1D (milieu stratié), des approximations de type diusion (dans
la théorie des proessus stohastiques) permettent d'obtenir des résultats théoriques à la
limite lε → 0 (f. Fouque et al. [67℄ pour l'ouvrage le plus réent sur e sujet) ;
⋄ quand les hétérogénéités sont de taille omparable à la longueur d'onde (adre des moyennes
fréquenes, lε ∼ λ0), des phénomènes très omplexes peuvent se produire : dirations mul-
tiples, rétro-dirations, atténuation, résonane, loalisation, . . . C'est le as le plus diile
sientiquement ar les hétérogénéités ne sont pas assez petites pour pouvoir être lissées
(omme dans la théorie du milieu eetif), et pas assez grandes pour pouvoir être onsidé-
rées onstantes sur la distane d'une longueur d'onde (omme dans l'optique géométrique).
La théorie du transfert radiatif fournit des équations de transport de l'énergie de l'onde et
donne des indiations sur le omportement moyen d'une onde dans un milieu hétérogène
(Ishimaru [105℄, Sato & Fehler [193℄). Elle permet aussi d'expliquer le phénomène de la
loalisation : à ause des dirations multiples et arrières dans une zone fortement strati-
ée, l'énergie d'une onde déroît exponentiellement, et peut rester emprisonnée à l'intérieur
d'une zone du milieu de propagation (Papaniolaou [164℄, Fouque et al. [67℄) ;
⋄ quand la taille de hétérogénéités est supérieure à la longueur d'onde (lε ≫ λ0), e sont
les phénomènes de transmission et de diration faible qui gouvernent la propagation. Le
hamp d'onde est faiblement déformé par haque hétérogénéité et, en se plaçant en régime
périodique (onde monohromatique), les notions d'amplitude et de phase sont onservées.
On se restreint alors souvent à l'étude des utuations des amplitude et temps de trajet
de l'onde, quantités qui sont failement mesurées sur les sismogrammes. Dans e régime, et
notamment dans son as limite qui est l'optique géométrique, les résultats théoriques sont
nombreux pour des milieux aléatoires pouvant être relativement omplexes (statistiquement
anisotrope, loalement stationnaire, quasi-stationnaire, f 2.2.2). Par exemple, les deux
premiers moments des amplitudes et des temps de trajet des ondes peuvent être exprimés
en fontion des deux premiers moments du hamp de vitesse des ondes (Chernov [41℄,
Tatarskii [211℄, Ishimaru [105℄, Rytov et al. [181℄, Ostashev [163℄). C'est dans e adre
hautes fréquenes que mes travaux se sont insrits, du fait prinipalement de leurs liens
ave l'étude des temps de trajet des ondes.
2.1.2 Contributions
Mes travaux de reherhe se sont intéressés à la théorie de la propagation d'onde en milieu aléatoire
d'un point de vue pratique, pour aborder suessivement deux problèmes industriels, en exploration
sismique pétrolière et en ontrle non destrutif par ultrasons, détaillés i-dessous.
1. La sismique réexion est employée en prospetion pétrolière depuis plusieurs déennies pour
donner une image de la struture d'un bassin sédimentaire. Elle onsiste à réer artiiellement
dans le sous-sol (resp. en mer) un ébranlement (resp. une onde de ompression) et à enregistrer
les réponses du milieu en diérents réepteurs situés en surfae (Fig. 2.1). On obtient une bonne
ouverture du sous-sol en répétant et en déplaçant le dispositif le long du terrain examiné. A
partir des signaux sismiques et de la vitesse de propagation des ondes, on tente de reonstituer
une arte du sous-sol. Pour e faire, une étape préalable d'inversion du hamp de vitesse sismique
à partir des temps de trajet des ondes est néessaire. Il s'agit là d'un problème inverse mal posé
(Tarantola [208℄) qui peut être traité par des méthodes de régularisation (proessus nommé
tomographie).






  EXPERIENCE DE SISMIQUE REFLEXION
O





Fig. 2.1  Expériene de sismique réexion 2D. L'oset x est la distane entre la soure O et le
réepteur R.
résolution spatiale du hamp de vitesse qu'elles sont suseptibles de aratériser (Thore & Juliard
[212℄, Williamson & Worthington [229℄). Basées sur l'approximation de l'équation d'ondes par
l'optique géométrique, es méthodes déterministes interprètent mal les événements provoqués par
de trop petites hétérogénéités de vitesse qui ont un impat non négligeable sur les temps d'arrivée.
Au début des années 1990, Matheron [148℄ s'est intéressé à e sujet de reherhe en modélisant
de manière probabiliste es hétérogénéités de vitesse. Au sein du Centre de Géostatistique de
l'Éole des Mines de Paris, Alain Galli a poursuivi es travaux en dirigeant suessivement trois
thèses sur le sujet (de 1992 à 2002). Mes travaux de thèse (Iooss [92℄), qui ont fait suite à eux
d'une première thèse (Touati [214℄), ont ontribué à fournir une proédure pour quantier sta-
tistiquement les hétérogénéités de vitesse sismique (f. 2.4). Ces résultats de reherhe, enore
non exploités de manière industrielle en exploration pétrolière, ont été poursuivis par quelques
géophysiiens et semblent débouher sur des appliations (Kaslilar et al. [114℄). Au ours de es
travaux, j'ai également obtenu de nouveaux résultats sur les onditions de validité des diérentes
approximations (Rytov, parabolique, optique géométrique) qui permettent d'exprimer analyti-
quement les temps de trajet des ondes (et leurs moments) en fontion de perturbations de vitesse
statistiquement anisotropes (f. 2.3).
2. La deuxième problématique industrielle que j'ai abordée onernait les mesures de débit dans
les tuyauteries industrielles (de liquide ou de gaz) qui sont ouramment réalisées à l'aide de
tehniques ultrasonores. C'est le as par exemple sur ertains iruits des réateurs nuléaires
à eau pressurisée. Les tehniques ultrasonores de débitmétrie présentent l'avantage d'être non
destrutives, non intrusives, failes à utiliser et possèdent un temps de réponse extrêmement
ourt (Lynnworth [138℄). Certaines sont basées sur la diérene de temps de trajet entre deux
ondes ultrasonores propagées dans le sens et à ontresens du ux (Fig. 2.2). Si le poids des
inertitudes prépondérantes est onnu, elles liées aux prols (thermiques et inématiques) et
aux turbulenes (thermiques et inématiques) du milieu le sont beauoup moins.




, e sujet a donné lieu à un
travail amont sur l'analyse des utuations statistiques des temps de trajet et au développement
de méthodes de simulation de la propagation d'ondes en milieu en mouvement. Le résultat le plus
marquant resulte de la démonstration analytique de la non linéarité de la variane des temps au
deuxième ordre, observée dans des simulations numériques préédemment à mes travaux et qui a
été onrmée expérimentalement depuis (f. 2.3). Les outils numériques développés ont permis
ensuite d'évaluer les inertitudes (dues aux turbulenes thermique et inématique de l'eau) sur
1
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Fig. 2.2  Prinipe du débitmètre à ultrasons. Prols d'éoulement en régime turbulent et laminaire.
l'estimation du débit par les débitmètres ultrasonores à temps de transit. Dans e mémoire,
l'appliation à la débitmétrie ne sera pas évoquée. On notera ependant la publiation réente de
Franhini et al. [68℄ qui apporte une solution analytique à l'un des problèmes sur les inertitudes
en débitmétrie que j'ai résolu par simulation numérique dans Iooss et al. [98℄.
La setion suivante présente le type de modélisation hoisie pour les hétérogénéités du milieu de
propagation, à savoir des hamps aléatoires aratérisés par leur struture de ovariane. La troisième
setion dérit ma ontribution à la théorie de la propagation d'ondes en milieu aléatoire, qui onerne
essentiellement l'étude, par méthodes perturbatives, des temps de trajet en milieu aléatoire anisotrope.
La quatrième setion traite de ma ontribution sur l'inversion de la ovariane des temps de trajet
(nommée tomographie statistique). Finalement, à partir d'une synthèse de mes travaux en aoustique
et en sismique, une onlusion permet de mettre en évidene un ertain nombre d'axes de reherhe
ouverts.
2.2 Modélisation aléatoire des milieux hétérogènes et turbulents
Dans ette setion, les hoix de modélisation pour les milieux aléatoires sont présentés.
2.2.1 Milieux stationnaires anisotropes
En physique, un hamp aléatoire ε(r) ∈ R (où r ∈ R3) est souvent aratérisé en première ap-
proximation par sa moyenne et sa ovariane (e.g. Rytov et al. [180℄). C'est également la base de la
géostatistique linéaire qui onsiste à aratériser un milieu uniquement à l'aide de ses deux premiers
moments statistiques (Chilès & Delner [42℄).
En pratique, on fait souvent des hypothèses d'invariane des moments par translation. Par exemple,
on peut utiliser l'hypothèse de stationnarité d'ordre deux : la moyenne et les orrélations sont inva-
riantes par translation. On suppose alors que la struture spatiale de ε est dérite par sa fontion de
ovariane Cε : r ∈ R3 → Cε(r) ∈ R :
Cov[ε(r1), ε(r2)] = Cε(r1 − r2) = σ2εN(r1 − r2) , ∀(r1, r2) ∈ R3 × R3 , (2.1)
où N : r ∈ R3 → N(r) ∈ R est la fontion de ovariane normalisée de ε et σ2ǫ est la variane
de ε (le palier en géostatistique), qui donne l'amplitude typique des utuations du hamp aléatoire.
En physique, des utuations spatiales stationnaires sont souvent appelées utuations homogènes, le
terme stationnaire étant réservé à la dépendane temporelle (Yaglom [231℄).
22
Soit r = (x, y, z) ∈ R3 où (x, y) sont les oordonnées horizontales et z est la oordonnée vertiale.
En nous plaçant dans le adre de l'hypothèse d'anisotropie géométrique (Chilès & Delner [42℄), qui













où C0 : r ∈ R → C0(r) ∈ R est appelée ovariane standardisée, ax ∈ R∗+, ay ∈ R∗+ et az ∈ R∗+
sont respetivement les longueurs de orrélation (portées en géostatistique) horizontale, azimuthale et
vertiale. Ces longueurs de orrélation représentent les tailles aratéristiques des hétérogénéités du
hamp aléatoire (Matheron [147℄). Il est possible, sans diulté supplémentaire, d'étendre le modèle
(2.2) à des stratiations inlinées en introduisant un angle azimuthal et un angle polaire (Wakernagel
[224℄). Des exemples de milieux aléatoires géométriquement anisotropes sont donnés en Figure 2.3. On
distingue bien les diérentes hétérogénéités en forme de lentilles, e qui orrobore notre raisonnement
sur les tailles des hétérogénéités vues par les ondes et les longueurs de orrélations dans les diérentes
diretions spatiales. Pour prendre en ompte des ondes d'angle d'inidene quelonque, Samuelides &
Mukerji [190℄, Iooss [92℄, Iooss et al. [94℄ et Kravtsov et al. [127℄ utilisent notamment à la plae de
(ax, ay, az) les longueurs de orrélation parallèle l‖ et transverses l⊥1 et l⊥2 à la diretion prinipale de
propagation de l'onde.
(a) (b)
Fig. 2.3  Exemples de hamps aléatoires 2D géométriquement anisotropes. (a) Champ de vitesse
d'ondes aoustiques dans l'eau (moyenne c0 = 1509 m/s, ovariane gaussienne C0(h) = exp(−h2),
h ∈ R, σε = 4 m/s, ax = 1 m, az = 0.25 m, pendage d'anisotropie θ = 11.5o, unités des axes en
mètres). (b) Perturbations de vitesse des ondes sismiques (ovariane exponentielle C0(h) = exp(−|h|)
de variane unité, ax = 0.1 km, az = 0.02 km).
Cette prise en ompte de l'anisotropie a été longtemps oubliée dans la théorie de la propagation
d'ondes en milieu aléatoire. Elle a enn été onsidérée dans les ouvrages de Flatté et al. [65℄ et de
Rytov et al. [181℄ en distinguant les oordonnées spatiales dans les ovarianes et dans les densités
spetrales (mais sans utiliser la notation de la ovariane standardisée). Cette notation apparaît plus
expliitement dans Munk & Zahariasen [155℄ (ovariane gaussienne uniquement), Jannaud [109℄ et
Kon [124℄ pour modéliser respetivement les stratiations oéanographiques, géologiques et atmosphé-
riques. Mes reherhes en sismique pétrolière, où des bassins sédimentaires (don des milieux fortement
stratiés) sont aratérisés, m'ont inité à rentrer dans e adre plus réaliste que le adre isotrope. C'est
l'une des ontributions originales de mes travaux (Iooss [92℄, Iooss et al. [94℄) : l'introdution de la
ovariane standardisée dans les équations, notamment pour la dérivation et l'étude numérique des
domaines de validité de ertaines approximations en milieu aléatoire anisotrope (f 2.3.1 et 2.3.2).
Depuis quelques années, d'autres auteurs, notamment en sismologie, utilisent e modèle d'anisotropie
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géométrique (parfois appelé anisomérie ou anisométrie) aussi bien pour des travaux théoriques que
numériques (f. Klime² [121℄, Kravtsov et al. [127, 126℄, Margerin [140℄, Saito [183℄).
Bien entendu, le modèle d'anisotropie géométrique (2.2), qui est le modèle anisotrope le plus simple
qui soit, est parfois peu plausible dans les appliations. En géologie, des hypothèses de type anisotropie
zonale sont plus réalistes pour les milieux fortement stratiés (Chilès & Delner [42℄). L'anisotropie
zonale introduit notamment des paliers (i.e. varianes) diérents suivant les diretions spatiales, en
superposant une ovariane isotrope et une ovariane possédant une anisotropie géométrique très
forte. La Figure 2.4 (a) présente un hamp de vitesse sismique réaliste, onstruit à partir de données
de puits
3
omplétées par des tehniques de simulations géostatistiques de lithofaiès
4
. La ovariane




Fig. 2.4  Exemple de réservoir pétrolier réaliste (issu de Iooss et al. [97℄). (a) Champ de vitesse sismique
(ave anisotropie zonale). (b) Covarianes expérimentales normalisées dans les diretions horizontale
et vertiale.
L'anisotropie géométrique présente néanmoins le grand avantage de permettre l'obtention de ré-
sultats expliites pour les moments des temps de trajet (f hap. 2.3), en passant aux ovarianes ou
densités spetrales standardisées lors de la simpliation des intégrales. De plus, dans Iooss et al. [97℄,
est présentée une appliation dans laquelle les équations obtenues sous anisotropie géométrique sont
néanmoins robustes par rapport à ette hypothèse.
Touati [214℄ et Touati et al. [215℄ préfèrent utiliser une fontion de ovariane fatorisée (aussi
appelée ovariane séparable) :















, r = (x, y, z) ∈ R3 , (2.3)
où N1(·), N2(·) et N3(·) sont des fontions de ovariane monodimensionnelles, ax ∈ R∗+, ay ∈ R∗+ et
az ∈ R∗+ sont respetivement les longueurs de orrélation horizontale, azimuthale et vertiale. Ce type
de ovariane ne rentre pas dans le adre des modèles géométriquement anisotropes mais permet aussi
de simplier les intégrations. Ce modèle est ependant peu réaliste pour la modélisation de strutures
physiques, par exemple en géostatistique et en modélisation de la turbulene.
3
mesures aoustiques nes réalisées par des sondes situés dans des puits forés vertialement
4
faiès d'une ouhe sédimentaire pour e qui est des minéraux qui la omposent
5
disontinuité à l'origine traduisant une erreur de mesure ou la présene d'une mirostruture
24
2.2.2 Milieux non stationnaires
L'hypothèse de stationnarité d'ordre deux (Eq. (2.1)) est une hypothèse également peu réaliste en
pratique. Même s'il est possible de superposer un maro-modèle au hamp aléatoire stationnaire pour lui
imposer ertaines tendanes globales, ette hypothèse amène des ontraintes parfois peu souhaitables
sur le hamp aléatoire (e.g. l'homosédastiité). Il est aisé de relâher ette hypothèse en utilisant
l'hypothèse d'aroissements stationnaires (ave linéarité de l'espérane des aroissements), plus onnue
sous le nom d'hypothèse intrinsèque en géostatistique et de stationnarité loale en physique. Le hamp
aléatoire est alors aratérisé par les deux premiers moments de es aroissements. La moyenne des
aroissements (la dérive) est une fontion linéaire mε : h ∈ R3 → mε(h) ∈ R :
mε(h) = E[ε(r + h)− ε(r)] = αth , ∀(r,h) ∈ R3 × R3 , (2.4)
et ave α ∈ R3.
Pour la ovariane des aroissements, il est faile de montrer qu'elle peut s'exprimer à l'aide de
la fontion "variane d'aroissements" (f. par exemple Iooss [92℄). Cette dernière fontion est don
utilisée pour dénir le moment d'ordre deux des aroissements. La demi-variane des aroissements
γε : h ∈ R3 → γε(h) ∈ R, fontion appelée variogramme en géostatistique (Matheron [147℄) et fontion





Var[ε(r + h)− ε(r)] , ∀(r,h) ∈ R3 × R3 . (2.5)
Ainsi, la théorie de la propagation d'onde en milieu aléatoire s'applique si le hamp de vitesse est
intrinsèque dans la diretion de propagation et stationnaire perpendiulairement (Tatarskii [211℄). Une
telle généralisation permet de prendre en ompte les variations linéaires de la moyenne et de la variane
de la vitesse dans la diretion de propagation.
Un autre modèle de non stationnarité plus général, nommé quasi-stationnarité, est utilisé par Rytov
et al. [180, 181℄ et a été repris réemment par Kravtsov et al [127, 126℄ :
Cov[ε(r1), ε(r2)] = σ
2
ε(r+)K(r1 − r2, r+) , ∀(r1, r2) ∈ R3 × R3 , (2.6)
où r+ = (r1 + r2)/2 est le veteur situant le entre de gravité de r1 et r2, σ
2
ε(·) est la variane de
ε (fontion non onstante) et K(r1 − r2, ·) est une fontion de ovariane normalisée qui vaut un
quand r1 = r2. Ce modèle de utuations quasi-stationnaires (appelées loalement stationnaires en
statistique) permet à la variane et aux longueurs de orrélation d'évoluer lentement dans une diretion.
La théorie de la propagation d'ondes en milieu aléatoire peut ainsi être développée dans e type de
milieux, r+ étant la diretion prinipale de propagation de l'onde. Cei présente, par exemple, un
intérêt en sismologie et en oéanographie où la struture des hétérogénéités peut varier en fontion de
la profondeur.
2.2.3 Modélisation stohastique de la turbulene
Les deux setions préédentes ont traité d'un hamp aléatoire salaire représentant dans notre
ontexte les utuations de la élérité des ondes. En milieu immobile (typiquement solide) et pour
des ondes aoustiques, seul e hamp aléatoire salaire est introduit dans l'équation d'ondes. Dans des
milieux uides, la élérité du son dépend de la température résultant de la turbulene thermique et
une relation direte relie es deux hamps salaires (élérité et température). En milieu en mouvement,
un autre paramètre intervient dans l'équation d'ondes : la vitesse du uide résultant de la turbulene
inématique. Il s'agit maintenant d'un hamp aléatoire vetoriel v(r) = (v1(r), v2(r), v3(r)) ∈ R3 (où
r ∈ R3).
Un hamp aléatoire vetoriel stationnaire (resp. intrinsèque) est déni par ses fontions de ova-
riane Cij(·) (resp. variogrammes γij(·)) diretes et roisées (i, j = 1..3) :
Cij(h) = Cov[vi(r), vj(r + h)] , ∀(r,h) ∈ R3 × R3 . (2.7)
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La théorie de Kolmogorov (dont la première version date de 1941) permet de dérire en termes
statistiques la struture d'une turbulene inématique. Elle est basée sur une hypothèse de asade
d'énergie : quand le nombre ritique de Reynolds est dépassé, des instabilités loales se réent, de tailles
plus faibles que l'éhelle aratéristique et indépendantes de l'éoulement géniteur. Puis, pendant le
temps de retournement d'un tourbillon, elui-i perd une fration de son énergie inétique pour former
un tourbillon de taille inférieure (Frish [71℄). La asade se poursuit jusqu'à une taille d'hétérogénéité
où l'énergie se dissipe sous forme de haleur par dissipation visqueuse. Cette éhelle inférieure limite
l0, appelée éhelle de dissipation de Kolmogorov, dépend don de la visosité inématique du uide.
En supposant que la turbulene est intrinsèque et isotrope, Kolmogorov obtient la forme du spetre
d'énergie des tourbillons à l'intérieur du domaine de transfert d'énergie [2π/L0, 2π/l0] où L0 ∈ R∗+ et
l0 ∈ R∗+ sont les éhelles d'injetion et de dissipation d'énergie (Lesieur [132℄, Frish [71℄).
Ces arguments physiques permettent de déduire les strutures de ovariane adaptées à la ara-
térisation stohastique des milieux turbulents que l'on va utiliser dans la setion suivante. On utilise






C(r) exp(−ik.r) dr , ∀k ∈ R3 . (2.8)
La Figure 2.5 donne un exemple d'éoulement turbulent 2D dont les utuations de vitesse isotropes
ont une densité spetrale de Kolmogorov : Φv1(k) = Φv2(k) = α‖k‖−11/3 où α ∈ R∗+, v1(·) et v2(·) sont
les omposantes horizontale et vertiale (supposées indépendantes) des utuations de vitesse. Bien
entendu, e spetre est simpliste et de nombreux travaux basées sur des hypothèses plus réalistes ont été
réalisés depuis la détermination de e spetre (modélisant par exemple les phénomènes d'intermittene,
f. Frish [71℄).
Fig. 2.5  Exemple d'éoulement uide bidimensionnel turbulent de vitesse moyenne v0 = (10 m/s,
0 m/s). Perturbations de vitesse à spetre de Kolmogorov pour haque omposante de la vitesse :
L0 = 0.2 m, l0 = 0.002 m, éart types σv1 = σv2 = 5 m/s. Les unités des axes sont en mètres.
Remarque 2.2.1 Dans la suite, on se limite à l'hypothèse de milieu gé, qui est valide pour un faible
nombre de Mah moyen (rapport de la vitesse moyenne du uide sur la élérité moyenne des ondes
aoustiques). Cette hypothèse est largement respetée dans les appliations industrielles que j'ai étudiées
(en hydraulique, f. Iooss et al. [98℄). En dehors de ette hypothèse, il faudrait prendre en ompte en
plus l'évolution temporelle du milieu lors de la propagation de l'onde. Utiliser des modèles statistiques
évoluant ave le temps est un problème enore ouvert pour la propagation d'ondes en milieu turbulent
en mouvement. En géostatistique, de nombreux travaux sont d'ores et déjà disponibles sur la simulation
de hamps aléatoires spatio-temporels (Kyriakidis & Journel [130℄).
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2.2.4 Quelques familles de fontions de ovariane et de variogrammes
Dans ette setion, on présente trois grandes familles de modèles paramétriques de ovariane ou
de variogramme utilisées dans les domaines abordés dans mes travaux (géostatistique, géophysique,
méanique des uides, modélisation de odes numériques). Les ouvrages de Chilès & Delner [42℄,
Cressie [44℄, Abrahamsen [2℄ dressent une liste plus omplète de toutes les fontions de ovariane ave
leurs avantages et leurs inonvénients. On note d ∈ N∗ la dimension du support du hamp aléatoire
(d = 2 ou 3 en propagation d'ondes mais éventuellement supérieure en modélisation des réponses de
odes de alul).
⋆ Soient r = (r1, . . . , rd) ∈ Rd et (ai)i=1..d les longueurs de orrélation du hamp aléatoire









, ave 0 < pi ≤ 2 ∀ i = 1 . . . d , (2.9)
où (pi)i=1..d sont les paramètres puissanes du modèle. C'est une ovariane fatorisée
qui n'est pas standardisable (pas d'anisotropie géométrique). Ce modèle possède un grand
nombre de degrés de liberté (deux fois plus de paramètres à ajuster qu'il y a de dimen-
sions), e qui explique l'intérêt qu'il susite dans la modélisation des réponses de odes de
alul. De plus, il a la propriété de se fatoriser, e qui permet de simplier les intégrations
multidimensionnelles. Pour modéliser des milieux aléatoires, les paramètres puissane sont
généralement pris égaux entre eux : p1 = . . . = pd = p (Diggle & Ribero [58℄).
Si p = 2, on obtient une ovariane de forme gaussienne, inniment dérivable à l'origine,
qui modélise des milieux extrêmement réguliers et lisses (f. Fig. 2.3 (a) pour une réali-
sation d'un milieu à ovariane gaussienne). De par sa maniabilité dans les expressions
analytiques, ette fontion est l'une des plus populaires en physique et en géostatistique.
Des arguments théoriques (matrie de ovariane partiulièrement mal onditionnée) dé-
onseillent ependant son utilisation (Stein [203℄). Si p = 1, on obtient une ovariane de
forme exponentielle, également très populaire dans les appliations (f. Fig. 2.3 (b) pour
une réalisation d'un milieu à ovariane exponentielle).




|h|pKp(|h|) , ∀h ∈ R , (2.10)
où p ∈ R+ est le paramètre puissane du modèle, Γ(·) est la fontion gamma et Kp(·) est
la fontion de Bessel modiée du seond type et d'ordre p. Ce modèle modélise des milieux
géométriquement anisotropes (Eq. (2.10)), mais il possède également une formulation fa-
torisée (Santner et al. [191℄). Le as p = 0.5 orrespond à une ovariane exponentielle,
le as p = 0 orrespond à un milieu dit de type fratal (ar il possède des propriétés
d'auto-similarité) alors que la ovariane gaussienne est obtenue quand p→∞. Le modèle
de Matèrn est partiulièrement reommandé, notamment par Stein [203℄, ar il permet de
modéliser des hamps aléatoires ave diérents degrés de régularité. La ovariane (2.10)
est ⌈p⌉ − 1 fois diérentiable, où ⌈.⌉ orrespond à la fontion partie entière supérieure.
En physique, la ovariane de Matèrn est appelée ovariane de von Karman et provient
de onsidérations basées sur la théorie de Kolmogorov qui donne une forme analytique
au spetre d'énergie dans le domaine des nombres d'onde (f. 2.2.3). Le variogramme
standardisé du modèle de Kolmogorov s'érit (γ0 : r ∈ R → γ0(r) ∈ R) :{
γ0(0) = 0 ,
γ0(h) = α|h| 23 , ∀h ∈ R tel que l0 ≪ |h| ≪ L0 , (2.11)
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et ave α ∈ R∗+. Ce variogramme modélise orretement les strutures nes de la turbulene
dans l'intervalle [2π/L0, 2π/l0]. Pour éviter la singularité du spetre de Kolmogorov dans
les basses fréquenes et intégrer une modélisation orrete des grosses strutures, le spetre
de von Karman prend en ompte une fréquene de oupure. Il orrespond au modèle de
Matèrn (Eq. (2.10)) ave p = 1/3 en 3D et p = 5/6 en 2D. Ce modèle est fréquemment
utilisé pour modéliser les milieux inématiquement turbulents. Pour généraliser e modèle
à la prise en ompte des hautes fréquenes (petites hétérogénéités), il est possible d'in-
troduire dans son spetre un ltre gaussien et ainsi obtenir le modèle de von Karman
modié. La fontion de ovariane assoiée se nomme ovariane de Kummer ar elle fait
intervenir la fontion hypergéométrique de onuene de Kummer (Andrews & Phillips [5℄).
⋆ Le modèle puissane n'est pas stationnaire mais intrinsèque. Son variogramme standardisé
s'érit (Chilès & Delner [42℄)
γ0(h) = |h|p , ∀h ∈ R , (2.12)
où 0 < p < 2 est le paramètre puissane du modèle. En fait, e variogramme orrespond à
elui d'un mouvement brownien frationnaire. Ce modèle a des propriétés d'auto-similarité
ar on ne peut pas y assoier d'éhelles aratéristiques du phénomène. En eet, si a ∈ R∗,
γ0(h/a) = |a|−pγ0(h). Il est don invariant sous un hangement d'éhelle d'observation. Le
as limite p = 0 orrespond à l'eet de pépite pur (auune orrélation) où le proessus est
un bruit blan gaussien. Pour p = 1, on obtient le variogramme du mouvement brownien
standard (γ0(h) = |h|).
2.3 Propagation d'ondes aoustiques hautes fréquenes en milieu aléa-
toire
Diérentes méthodologies peuvent être mises en ÷uvre dans l'étude d'un phénomène physique
gouverné par des équations mathématiques : une approhe théorique, une approhe numérique et
une approhe expérimentale. L'idéal est de pouvoir onfronter les résultats de es trois approhes.
En propagation d'ondes en milieu aléatoire, l'approhe théorique onsiste à formuler les moments
statistiques du hamp d'onde en fontion de eux du milieu de propagation. Cela est possible dans
les as d'éole, e.g. ondes monohromatiques, espae libre sans obstale ni réeteur, ondes planes
ou sphériques, hamps moyens sans eet. La tehnique numérique, quant-à elle, onsiste à simuler à
l'aide d'un ode de alul la propagation des ondes à l'intérieur de diérentes réalisations (issues de
simulations) du milieu turbulent (déni par ses deux premiers moments statistiques). Le moyennage
nal (pour un grand nombre de simulations) des hamps d'onde obtenus permet de aluler leurs
aratéristiques statistiques, sans qu'il y ait de relation expliite ave les moments du hamp turbulent.
Finalement, l'approhe expérimentale onsiste à propager, de manière naturelle ou artiielle, une onde
de soure onnue dans un milieu hétérogène dont on onnaît la struture de ovariane (ou le spetre),
et à enregistrer le hamp d'onde transmis à l'aide d'un dispositif d'aquisition adéquat.
Mes reherhes en propagation d'ondes en milieu aléatoire ont été guidées de manière assez om-
plémentaire par les trois approhes suivantes :
⊲ d'un point de vue théorique, j'ai opté pour une approhe physique des problèmes, en m'ap-
puyant sur une bibliographie fournie (prinipalement elle de Chernov, Tatarskii, Rytov,
Kravtsov et Ostashev). Une telle approhe permet d'avoir une bonne intuition des phé-
nomènes que l'on néglige lors des simpliations d'équations. Pour plus de rigueur sur les
aspets probabilistes et mathématiques du sujet, on peut se référer par exemple à Homan
[88℄, Frish [70℄ ou Bal [13℄. J'ai obtenu quelques résultats théoriques nouveaux, notamment
ave Philippe Blan-Benon et Christian Lhuillier. L'un de es résultats (non linéarité de la
variane des temps en fontion de la distane de propagation) a été par la suite reproduit
de manière expérimentale par Andreeva & Durgin [4℄ (f. 2.3.4) ;
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⊲ mes travaux en modélisation numérique se sont prinipalement appuyés sur la méthode
de résolution de l'équation d'onde aoustique par diérenes nies, méthode de référene
pour valider et étudier la robustesse de résultats théoriques. Cette méthode de simulation,
partiulièrement lourde à mettre en ÷uvre, a été introduite par Frankel & Clayton [69℄
pour la propagation d'ondes en milieu aléatoire et je l'ai systématiquement utilisée pour
valider mes développements. À l'aide de la simulation numérique, j'ai aussi pu résoudre une
problématique industrielle posée par EDF et liée à la débitmétrie ultrasonore (f. Fig. 2.2,
Iooss et al. [98℄).
⊲ au niveau expérimental, en utilisant des données d'exploration sismique pétrolière, j'ai pu
onrmer dans Iooss [92℄ et Iooss et al. [97℄ l'un des phénomènes prédit par Touati [214℄,
à savoir la déroissane de la variane des temps de trajet ave l'oset (distane soure-
réepteur, f. Fig. 2.1).
Dans ette setion, on note X ∈ R+ la distane de propagation de l'onde étudiée, et l‖ ∈ R∗+ et
l⊥ ∈ R∗+ les longueurs de orrélation (des utuations de vitesse de l'onde) parallèle et transverse à
la diretion de propagation de l'onde. Pour pouvoir eetuer des statistiques sur un hamp d'onde
propagé, il faut qu'il ait traversé beauoup d'hétérogénéités, e qui se note en terme d'approximation
physique par
l‖ ≪ X . (2.13)
Pour simplier, on se limite dans la suite aux milieux 3D stationnaires et transversalement isotropes
(où l⊥ = l⊥1 = l⊥2). Les résultats que l'on montre dans les setions suivantes peuvent être étendus
sans réelles diultés aux milieux anisotropes où l⊥1 6= l⊥2, aux milieux intrinqèques et même quasi-
stationnaires.
2.3.1 Approximation de Rytov parabolique
Mes travaux se sont onentrés sur l'étude de la propagation des ondes aoustiques. L'équation de
Helmholtz s'érit en espae libre (hors de la zone soure), dans un milieu 3D immobile et en régime
périodique (ondes monohromatiques de longueur d'onde λ0 = 2π/k0 ave k0 ∈ R∗+ appelé nombre
d'onde) de la manière suivante :
∆u(r) + k20 [1 + ε(r)]u(r) = 0 , (2.14)
où u : r ∈ R3 → u(r) ∈ Z est le hamp de l'onde monohromatique (déni par une amplitude et une






[1 + ε(r)] , (2.15)
ave c(r) ∈ R∗+ le hamp de vitesse de l'onde, c0 ∈ R∗+ une onstante et E[ε(r)] = 0. L'équation (2.14)
est une équation aux dérivées partielles linéaire de type elliptique, dont l'un des oeients est une
fontion aléatoire. Elle appartient don à la lasse des équations linéaires stohastiques. L'équation de
Helmholtz n'est pas soluble analytiquement et de multiples approximations ont don été développées
pour la résoudre, parmi lesquelles les méthodes intégrales (Kirhho), les méthodes de perturbation
(Born, Rytov), l'optique géométrique et les méthodes numériques. Dans mes travaux, je me suis prin-
ipalement intéressé aux méthodes hautes fréquenes (approximation parabolique, approximation de
Rytov et optique géométrique) qui permettent de dénir la notion de temps de trajet, quantité utilisée
dans mes appliations industrielles.
On se plae dans le régime des petites perturbations de lenteur (hétérogénéités faibles) :
σε = o(1) , (2.16)
où σε ∈ R+ est l'éart type de ε. En physique, la ondition (2.16) s'érit σε ≪ 1. Il est possible de
simplier l'équation (2.14) quand on s'intéresse uniquement au hamp d'onde primaire, en approxi-
mant le front d'onde sphérique par un front parabolique. Cette approximation, nommée approximation
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parabolique, revient à ne onsidérer que des dirations vers l'avant et à l'intérieur d'un petit ne
autour de la diretion prinipale de propagation à laquelle on s'intéresse. Dans la littérature, elle est
aussi onnue sous le nom de la méthode de l'équation parabolique (Tappert [207℄). En raisonnant en
milieu aléatoire anisotrope, j'ai montré :


















et Xσb = o(1) (2.17)
sont respetées (ave σb ∈ R+ setion eetive de rétrodiration, fontion de λ0 et Cε(·)), alors, quand
λ0
l⊥
→ 0, la limite de u∗(r) ∀r ∈ R3 solution de l'équation (2.14), si elle existe, tend vers u∗∗(r) solution
de l'équation (2.18) :
2ik0∂‖[u(r) exp(−ik0X)] + ∆⊥[u(r) exp(−ik0X)] + k20ε(r)[u(r) exp(−ik0X)] = 0 . (2.18)
Les opérateurs ∂‖ et ∆⊥ représentent respetivement la dérivée partielle parallèle et le laplaien trans-
verse à la diretion de propagation (le repère est entré sur l'axe de propagation prinipal de l'onde).
Les onditions asymptotiques du théorème (λ0 ≪ l⊥ et λ0 ≪ l‖) illustrent le fait que l'on se plae
dans un adre haute fréquene : les hétérogénéités sont grandes devant la longueur d'onde. La deuxième






, orrespond à l'approximation du front sphérique
par le front parabolique alors que la troisième revient à négliger les dirations arrières (ondition aui
a moins d'inuene par rapport aux autres). Tatarskii [211℄ et Rytov et al. [181℄ ont donné la deuxième






où lε est la longueur de orrélation des
utuations de vitesse. Ma ontribution dans Iooss [92, 91℄ a été de l'exprimer en milieu anisotrope
(en faisant apparaître la longueur de orrélation transverse l⊥). J'ai également onrmé la dépendane
de l'approximation parabolique à ette ondition grâe à des simulations numériques (méthode des
diérenes nies sur l'équation d'onde).
Remarque 2.3.1 Si le milieu est en mouvement, l'équation parabolique ontient des termes supplémen-
taires faisant intervenir les omposantes du hamp de vitesse vetoriel v(r) ∈ R3 du milieu. Ostashev
[163℄ montre que l'on peut se ramener à l'équation (2.18) en remplaçant la perturbation ε par une per-
turbation eetive ε
e
= ε+2v‖/c0, où v‖ est la omposante de v parallèle à la diretion de propagation





= o(1) , (2.19)
où l⊥ est la longueur de orrélation transverse des hétérogénéités de vitesse et σ
2
v⊥
est la variane de
la omposante transverse à la diretion de propagation du hamp de vitesse du milieu. Cette ondition
permet de négliger l'inuene des omposantes transverses de la vitesse. Tous les résultats que l'on
montre dans la suite de e mémoire onernent des milieux immobiles (ave une ovariane Cε(·)),
mais pourront être appliqués diretement aux milieux en mouvement (ave une ovariane eetive) si
la ondition (2.19) est valide.
Pour faire apparaître le temps d'arrivée de l'onde à partir des équations (2.14) et (2.18), on re-
présente le hamp d'onde au moyen de l'exponentielle omplexe Ψ : r ∈ R3 → Ψ(r) ∈ Z+ (Chernov
[41℄) :
u(r) = exp[Ψ(r)] , où Ψ(r) = log[A(r)] + ik0c0T (r) , (2.20)
ave A : r ∈ R3 → A(r) ∈ R∗+ et T : r ∈ R3 → T (r) ∈ R+ l'amplitude et le temps d'arrivée de l'onde.
Cette nouvelle représentation permet notamment de déoupler le terme en ε(r)u(r) de l'équation
(2.18), e qui permettra d'obtenir des équations exprimant les moments de u(r).
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L'approximation de Rytov (aussi appelée méthode des perturbations lisses) onsiste alors à supposer
que le hamp d'onde est faiblement déformé par les hétérogénéités qu'il renontre, de telle sorte que
l'on puisse négliger les termes d'ordre supérieur à un dans la série asymptotique de Ψ (en puissanes
de ε). Au premier ordre, on obtient une solution approhée expliite de l'équation d'onde parabolique
(2.18) (Rytov et al. [181℄) :
Théorème 2.3.2 Si la ondition
E[(λ0∇⊥Ψ)2] = o(σε) (2.21)
est respetée, alors, quand σε → 0, la limite de u∗∗(r) ∀r ∈ R3 solution de l'équation (2.18), si elle
existe, tend vers u1(r) dont l'expression est
















ε(x′,y′) dy′dx′ , (2.22)
où η(x) = 1 et u0(r) = e
ik0‖r‖





4π‖r‖ pour une onde
sphérique.
L'approximation (2.22), nommée approximation de Rytov, est indispensable pour pouvoir travailler
ave les temps d'arrivée. En eet, sa non validité implique que le hamp d'onde a subi une forte
atténuation (Bailly et al. [12℄) et qu'il est alors impossible de relever les temps de trajet de l'onde sur
le signal devenu inohérent (Samuelides [189℄). Cei a été onrmé par simulations numériques dans
Iooss [92℄. La ondition (2.21) signie que le hamp d'onde est faiblement déformé sur des distanes
de l'ordre de la longueur d'onde. Un domaine de validité plus expliite que E[(λ0∇⊥Ψ)2] ≪ σε a été
donné en milieu isotrope (Shapiro et al. [198℄, Samuelides [189℄) : σ2εXlε ≪ λ20 où lε est la longueur de
orrélation des utuations de vitesse. Grâe à des arguments heuristiques, j'ai étendu ette ondition
de validité pour les milieux anisotropes dans Iooss [92℄ en la onrmant par simulations numériques
(méthode des diérenes nies sur l'équation d'onde). L'heuristique que j'ai proposée est la suivante :
Heuristique 2.3.1 En milieu anisotrope, la ondition (2.21) de validité de l'approximation de Rytov
est équivalente à la ondition
σ2εXl‖
λ20
= o(1) . (2.23)
Cette ondition (2.23) a été démontrée réemment par Saito [183℄.
L'approximation de Rytov parabolique (i.e. approximation de Rytov sur l'équation d'onde para-
bolique) onsiste don à onsidérer des ondes faiblement diratées vers l'avant de la propagation.
Ce domaine de validité est pleinement ompatible ave les appliations en sismique pétrolière où les
ordres de grandeur sont ohérents ave e régime (longueur d'onde déamétrique, hétérogénéités de
taille hetométrique, distane de propagation d'ordre kilométrique).
2.3.2 Optique géométrique
Dans mes travaux, je me suis également intéressé à un adre plus restritif que l'approximation de
Rytov parabolique, également plausible dans de nombreuses appliations, et qui permet d'aller plus
loin au niveau analytique. C'est le domaine de l'optique géométrique, adre très haute fréquene de la









= o(1) . (2.24)
Le développement dans l'équation de Helmholtz (2.14) de l'amplitude de l'onde (f. Eq. (2.20)) sous
la forme d'une série de Taylor proportionnelle à la longueur d'onde (expansion de Debye, f. Kravtsov
[126℄ pour les milieux immobiles et Ostashev [163℄ pour les milieux en mouvement) onduit à un
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système d'équations indépendantes de la fréquene. La première équation de e système nous intéresse
plus partiulièrement ar ne faisant intervenir que le temps de trajet de l'onde :
[∇T (r)]2 = 1
c20
[1 + ε(r)] . (2.25)
Cette équation est onnue sous le nom d'eikonale et dérit le prinipe de Fermat dans un milieu
hétérogène. Elle est valide sous l'hypothèse d'absene de diration, i.e. quand la taille transverse de
la zone de Fresnel du front d'onde est petite devant la taille transverse des hétérogénéités (Kravtsov




= o(1) , (2.26)
et a été onrmée dans Iooss [92, 91℄ par simulations numériques (diérenes nies sur l'équation









L'équation de l'eikonale (2.25) n'est pas analytiquement soluble. Des résolutions numériques très
puissantes ont été développées, notamment elle basée sur la théorie des rais qui permet de visualiser
les trajetoires de l'onde qui transportent son énergie. Les tehniques basées sur le traé de rais sont
beauoup moins oûteuses en temps de alul que la résolution de l'équation d'onde omplète. Par
ontre, la théorie des rais n'est plus valide lors de phénomènes singuliers tels que les austiques (zones
de onvergene des rais) et les zones d'ombre (zones d'absene de rais) (Kravtsov [126℄). Il a été
démontré dans Kulkarny & White [129℄ et White [227℄ que les austiques apparaissent à des distanes
de propagation de l'ordre de lεσ
−2/3
ε en milieu isotrope (où lε représente la taille des hétérogénéités).
Cei a été observé numériquement par de nombreux auteurs, parmi lesquels Blan-Benon et al. [23, 25℄
et Samuelides & Mukerji [190℄. En milieu aléatoire anisotrope, Samuelides & Mukerji [190℄ supposent
que 'est la taille transverse des hétérogénéités l⊥ qui joue un rle dans la ondition de validité de la
théorie des rais.
Pour résoudre analytiquement l'équation non linéaire (2.25), une méthode de perturbation est
lassiquement utilisée en développant T en série asymptotique en puissanes de ε. À l'approximation




























Usuellement, seuls les deux premiers termes de ette équation sont utilisés (approximation au premier
ordre). Quelques auteurs se sont ependant aussi intéressés aux eets des termes du deuxième ordre. J'ai
pu expliiter dans Iooss et al. [94℄ la ondition de validité de ette approximation en milieu anisotrope,
en montrant :























) du . (2.30)
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Cette approximation au premier ordre est reliée à elle de la théorie des rais (apparition des aus-








est plus omplexe qu'une simple substitution de lε par l⊥ dans la ondition X ≪ αlεσ−2/3ε qui avait
été obtenue en milieu isotrope.
2.3.3 Moyenne des temps de trajet au seond ordre : le veloity shift
Que e soit dans l'approximation de Rytov parabolique (Eq. (2.22)) ou dans l'optique géométrique
(Eq. (2.28)), l'espérane du terme au premier ordre est nulle ar E[ε(r)] = 0. Pour obtenir une approxi-
mation ne de la moyenne du temps de trajet, il faut don aluler l'espérane du terme au deuxième
ordre. Cet eet du deuxième ordre sur les temps de trajet n'a pas été évoqué dans la littérature jusqu'à
l'utilisation des tehniques de traé de rais et de simulation numérique en sismologie dans les années
1980 (Müller et al. [154℄, Petersen [168℄). Par la suite, les géophysiiens l'ont prinipalement aratérisé
en terme de veloity shift, 'est-à-dire de déviation de la vitesse eetive d'un milieu (i.e. la vitesse
vue par l'onde) par rapport à la vitesse moyenne statistique. À l'approximation du deuxième ordre, la
vitesse eetive v
e























où T (r) est le temps d'arrivée d'une onde de distane de propagation X, T1(r) et T2(r) sont les termes
du premier ordre et seond ordre dans le développement asymptotique de T (r) (deuxième et troisième
termes de l'équation (2.28)). Le veloity shift s'explique physiquement par le fait que l'onde hoisit
préférentiellement les trajetoires les plus rapides pour joindre une soure à un réepteur (prinipe de
Fermat).
Dans l'optique géométrique, Roth et al. [177℄, Mukerji et al. [153℄ et Boyse & Keller [27℄ se sont
intéressés à l'estimation du veloity shift en milieu isotrope. Samuelides & Mukerji [190℄ ont abordé
e problème en milieu anisotrope à ovariane gaussienne. Iooss [92℄ et Iooss et al. [94℄ ont étendu
e résultat aux milieux géométriquement anisotropes en introduisant la formulation de la ovariane
standardisée. La propriété que j'ai démontrée est la suivante :
Propriété 2.3.1 En milieu aléatoire 3D, géométriquement anisotrope et transversalement isotrope,














où η = 1 pour une onde plane et η = 3 pour une onde sphérique.
Dans les modèles de ovariane lassiques (stritement déroissants), l'intégrale sur C ′0 est négative
et don E[T2(r)] est négative. Ainsi, on onrme que ve > v0, la vitesse du milieu eetif est supérieure
à la vitesse moyenne du milieu réel. D'autre part, tant que l'optique géométrique est valide, le veloity
shift augmente linéairement ave la distane de propagation X et dépend de l‖/l
2
⊥ : il augmente ave
la taille longitudinale des hétérogénéités et diminue ave leurs tailles transverses.
En dehors de l'optique géométrique, dans le adre plus général de l'approximation de Rytov pa-
rabolique, le alul du veloity shift est à notre onnaissane assez réent : Shapiro et al. [198℄ pour
les milieux isotropes, Samuelides [189℄ pour les milieux anisotropes gaussiens et Saito [183℄ pour les
milieux géométriquement anisotropes. Après une augmentation linéaire du veloity shift en fontion de
X dans l'optique géométrique, son évolution sature dans l'approximation parabolique, puis il déroît
très lentement vers zéro. Samuelides [189℄, Iooss [92℄ et Iooss & Samuelides [103℄ présentent des études
détaillées du omportement du veloity shift en milieu anisotrope à l'aide de simulations numériques ba-
sées sur la méthode des diérenes nies sur l'équation d'onde. Ces travaux ont ainsi permis d'observer
le phénomène de saturation du veloity shift.
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2.3.4 Variane des temps de trajet au seond ordre en optique géométrique
Dans l'optique géométrique, l'expression de la variane des temps de trajet au premier ordre est
bien onnue depuis l'ouvrage de Chernov [41℄ (pour une onde plane en milieu isotrope). Rytov et al.
[181℄ ont étendu e résultat aux milieux anisotropes. Ave la fontion de ovariane standardisée, don







C0(u) du . (2.34)
Cette formule, appelée approximation de Chernov, montre une augmentation linéaire de la variane
des temps en fontion de la distane de propagation. Touati [214℄ analyse en profondeur la dérivation
de ette formule à partir de l'équation (2.30) et en déduit qu'elle surestime la vraie variane et qu'elle
n'est valide que si l'hypothèse (2.13), à savoir l‖ ≪ X, est respetée. Cette analyse ne prend ependant
pas en ompte le terme à l'ordre deux des temps de trajet (troisième terme de l'équation (2.28)).
En supposant une perturbation ε de loi gaussienne et par analogie ave l'espérane, j'ai pu aluler
analytiquement l'expression de la variane des temps au deuxième ordre dans Iooss et al. [94℄, e qui
nous donne la propriété suivante :
Propriété 2.3.2 En milieu aléatoire 3D gaussien, géométriquement anisotrope et transversalement
















où η = 1 pour une onde plane et η = 9 pour une onde sphérique.
Dans le alul de ette variane, l'hypothèse de normalité de ε est néessaire pour simplier le quatrième
moment de ε en somme de produits de ovarianes (Papoulis & Pillai [165℄). Grâe à la formule (2.35),
on s'aperçoit que le terme à l'ordre deux induit une non linéarité pour l'évolution de la variane des
temps en fontion de la distane de propagation (dépendane en X4).
Négliger l'équation (2.35) devant (2.34) nous a permis de démontrer la ondition de validité (2.31)
de l'approximation des temps de trajet au premier ordre en milieu anisotrope. Cette ondition avait
été obtenue en milieu isotrope par Kulkarny & White [129℄ à l'aide d'une formulation diérente de
l'optique géométrique en milieu aléatoire. Basée sur les équations des rais en milieu aléatoire, ette
formulation amène à la résolution d'un système d'équations diérentielles stohastiques linéaires qui
permet d'obtenir, entre autres, la probabilité d'apparition des austiques en fontion de la distane de
propagation. Dans Iooss et al. [94℄, nous avons onrmé le lien entre es deux approhes en reliant la
variane des temps de trajet à la probabilité d'apparition des austiques.
Le omportement non linéaire de la variane des temps à partir d'une ertaine distane de propaga-
tion a été d'abord observé sur des simulations numériques (basées sur le traé de rais) par Blan-Benon
et al. [24℄ et Karweit et al. [113℄. Comme prévu, on peut relever la légère surestimation de l'approxima-
tion de Chernov par rapport aux simulations pour de ourtes distanes de propagation puis la roissane
non linéaire de la variane des temps simulés. En utilisant une méthode plus robuste que le traé de
rais, à savoir la tehnique de sommation des faiseaux gaussiens (f. Fiorina [64℄ pour son utilisation
en milieu aléatoire), Iooss et al. [94℄ ont obtenu les mêmes résultats entre simulations numériques et
préditions issues de l'équation (2.35).
D'un point de vue expérimental en propagation d'ondes hautes fréquenes en milieu turbulent,
les études onfrontant préditions théoriques et expérienes sont extrêmement rares. Cei est dû aux
diultés de générer des milieux turbulents stables, de les aratériser proprement et d'extraire des
temps de première arrivée des ondes à partir d'enregistrements de signaux souvent bruités. Karweit et
al. [113℄ ont ependant réussi à onrmer expérimentalement la non linéarité de la variane des temps.
Réemment, grâe à des moyens performants (pulsations ultrasonores dans une onduite à turbulene
bien ontrlée), Andreeva & Durgin [4℄ ont pu mesurer nement les temps de première arrivée des
ondes propagées. Ils ont alors obtenu des résultats expérimentaux prohes des préditions théoriques
34
de l'équation (2.35). La Figure 2.6, extraite d'une présentation de Tatiana Andreeva, l'illustre pour
plusieurs degrés de turbulene.
Fig. 2.6  Comparaisons des varianes de temps de trajet expérimentaux et théoriques (gure extraite
d'Andreeva & Durgin [4℄).
2.4 Tomographie statistique
Le problème inverse en propagation d'ondes onsiste à estimer les propriétés physiques d'un milieu
à partir d'enregistrements de hamps d'ondes qui ont traversé e milieu (proédure souvent appelée
tomographie, f. Tarantola [208℄). Le même problème peut être envisagé en propagation d'ondes en
milieu aléatoire : extraire les propriétés statistiques d'un milieu hétérogène à partir des statistiques sur
les hamps d'ondes qui s'y sont propagées. C'est un axe de reherhe important en sismologie et en
oéanographie depuis les années 1970. Pour e faire, on peut voir que l'utilisation de l'unique mesure
de la variane des temps de trajet d'une onde (Eq. (2.34)) n'est pas susante, ar elle ne permet
pas de distinguer les diérents paramètres statistiques de ε. Par ontre, ette inversion est possible en
travaillant sur la ovariane des temps de trajet et des amplitudes (Aki [3℄, Usinski [217℄).
En me basant sur les travaux de Touati [214℄ en sismique réexion et de Müller et al. [154℄ en
sismologie, j'ai proposé une inversion direte en exprimant la ovariane du hamp de vitesse en fontion
de elle des temps. Son appliation et sa onfrontation à d'autres méthodes d'inversion ont été ensuite
menées en ollaboration ave David Geraets, dotorant m'ayant suédé sur le sujet. Une publiation
regroupant tous les ateurs du sujet (Iooss et al. [97℄) a nalement permis de résumer es travaux de
reherhe.
2.4.1 Covariane des temps de trajet
Dans l'approximation de Rytov parabolique et pour une onde sphérique, en utilisant l'approxima-
tion au premier ordre (2.22), la ovariane entre les temps de trajet en deux points distints a été
obtenue par Ishimaru [105℄ en milieu isotrope et Rytov et al. [181℄ en milieu anisotrope. Dans Iooss
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[92℄ et Iooss & Galli [96℄, elle-i est exprimée pour un milieu géométriquement anisotrope en fontion
de la ovariane standardisée (ou plutt de la densité spetrale standardisée Φ0). Les propriétés que
j'ai démontrées sont les suivantes (résultats donnés en 2D pour simplier les expressions) :
Propriété 2.4.1 En milieu 2D géométriquement anisotrope, pour une onde sphérique dont le rayon
entral est de longueur X, si r1 et r2 sont deux rayons distints de même longueur séparés d'une
distane ρ = ‖r1 − r2‖ = o(X), la ovariane des temps de trajet T (r1) et T (r2) vaut :







































Φ0(κ) dκ du . (2.37)
Propriété 2.4.2 Dans le régime asymptotique de l'optique géométrique, en milieu 2D, la ovariane
des temps de trajet d'une onde sphérique (r1 6= r2, ρ = ‖r1 − r2‖ = o(X)) vaut :












u2 + v2) dv du , (2.38)






C0(u) du , (2.39)
ave CT : (u, v) ∈ R+ × R+ → CT (u, v) ∈ R.
Les expressions (2.38) et (2.39) peuvent être déduites des équations (2.36) et (2.37) à partir de la
ondition (2.26). Dans l'approximation inverse à l'optique géométrique (i.e.
√
λ0X ≫ l⊥), appelée
approximation hamp lointain ou approximation de Fraunhofer, la ovariane et la variane des temps
de trajet valent la moitié de elles de l'optique géométrique. De par ette proximité entre les ovarianes
dans l'optique géométrique, l'approximation de Rytov parabolique et l'approximation de Fraunhofer,
la mesure des utuations de temps de trajet (ou de phase) est onnue pour être une mesure plutt
robuste, ontrairement à elle sur les amplitudes (Barabanenkov et al. [14℄).
La variane des temps de trajet de la propriété 2.4.1 est issue d'une approximation plus générale
(l'approximation Rytov parabolique) que elle étudiée au 2.3.4 (l'optique géométrique). Des simula-
tions numériques (par diérenes nies sur l'équation d'onde aoustique) ont pu reproduire les résultats
sur ette variane des temps de trajet (Iooss [92℄, Iooss & Samuelides [103℄). La variane des temps
ommene par roître linéairement ave la distane de propagation suivant la relation (2.37), en étant
enadrée supérieurement par la variane de l'optique géométrique et inférieurement par elle de l'ap-
proximation de Fraunhofer. L'évolution de la variane des temps sature ensuite, à partir du moment
où l'approximation de Rytov parabolique n'est plus valide. Ces simulations, non limitées au adre de
l'optique géométrique, ne reproduisent pas les eets non linéaires évoqués au 2.3.4 ar les phénomènes
de diration apparaissent plus tt que es eets. Pour envisager de reproduire la non linéarité de la
variane à l'aide de simulations basées sur l'équation d'onde aoustique, il faudrait être apable de di-
minuer drastiquement la longueur d'onde de l'onde simulée. Cei est diile ar le pas de disrétisation
spatiale de la méthode des diérenes nies déoule diretement de ette valeur de longueur d'onde ;
plus le pas de disrétisation est faible, plus la simulation est oûteuse en temps de alul.
2.4.2 Inversion de la ovariane du hamp de vitesse
En utilisant des hypothèses restritives (ovariane gaussienne isotrope, ondes planes de même in-
idene), les sismologues ont herhé dès les années 1970 à extraire les aratéristiques statistiques
des milieux traversés à partir d'enregistrements d'ondes télésismiques (Aki [3℄). Des ajustements ma-
nuels réalisés sur les ovarianes des phases, les ovarianes des amplitudes et les ovarianes roisées
(approximation de Rytov parabolique) ont permis ainsi de retrouver des longueurs de orrélation de
l'ordre de la dizaine de kilomètres et des éart types des utuations de l'ordre de 5% (f. Sato &
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Fehler [193℄ pour une revue bibliographique). Flatté & Wu [66℄ ont rendu robuste ette méthode,
nommée tomographie stohastique, en relâhant les hypothèses sur le milieu (anisotropie transverse,
quasi-stationnarité, introdution de plusieurs ouhes de ovarianes diérentes) et en permettant de
prendre en ompte tous les enregistrements d'ondes de même fréquene (possibilité d'inidenes dié-
rentes entre les ondes). Ce type de hamps aléatoires quasi-stationnaires anisotropes a aussi été utilisé
réemment par Kravtsov et al. [126℄ et Kaslilar et al. [114℄ dans le adre de la aratérisation du sous-
sol ave les temps de trajet d'ondes sismiques réfratées (soure et réepteur en surfae, trajet ourbe
sans réexion).
Plutt qu'un ajustement indiret des paramètres du milieu, Müller et al. [154℄ ont proposé une
inversion direte en exprimant la ovariane des perturbations de vitesse du milieu en fontion de la
ovariane des temps de trajet d'une onde plane en milieu 2D isotrope. Ils ont nommé ette proédure,
développée dans le adre de l'optique géométrique, tomographie statistique. Dans Iooss [92℄ et Iooss
et al. [97℄, j'ai étendu ette inversion à une onde sphérique en milieu géométriquement anisotrope. A
partir de l'équation (2.38) on peut en eet exprimer diretement la ovariane des perturbations de
vitesse C0 en fontion de la ovariane des temps de trajet d'une onde sphérique CT . La propriété que
j'ai démontrée est la suivante (résultat donné en 2D pour simplier son expression) :
Propriété 2.4.3 Pour une onde sphérique en milieu 2D géométriquement anisotrope, dans l'approxi-
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u2 − r2 du . (2.43)
En utilisant la propriété C0(0) = 1, la formule (2.40) est obtenue. Une fois le modèle estimé, l'expression
(2.40) donne la portée transverse l⊥ par C0(1). Des exemples pratiques d'appliation de e résultat
sont donnés dans Iooss et al. [97℄.
Les inversions préédentes supposent que les utuations ε(r) dont on herhe à retrouver les
aratéristiques statistiques se superposent à un hamp de vitesse moyen onstant. En pratique, il
est néessaire de prendre en ompte un maro-modèle de vitesse, qui induit une ourbure des rayons
sur lesquels on intègre les utuations ε, et qui doit être aratérisé de manière déterministe par
les méthodes inverses lassiques (Tarantola [208℄). Quelques auteurs ont proposé des méthodes pour
prendre en ompte e maro-modèle, notamment Klime² [122, 120℄. Celui-i propose également d'utiliser
la fontion de ovariane estimée pour ontraindre orretement le problème inverse déterministe.
2.4.3 Appliation à la sismique d'exploration
L'adaptation de es méthodes d'inversion à la problématique de la sismique réexion (f. Fig. 2.1)
soulève une diulté partiulière : la prise en ompte de la réexion de l'onde sur une interfae au
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ours de la propagation. Touati [214℄ a proposé une solution en travaillant sur la variane des temps
de trajet en fontion de l'oset x (distane soure-réepteur) :













orrespondent respetivement au rayon desendant (de la soure vers le point de
réexion) et au rayon montant (du point de réexion vers le réepteur). L'idée est alors de travailler
ave une onde sphérique dont la soure est située au point de réexion et d'utiliser dans l'équation
(2.44) les expressions des variane et ovariane des temps au premier ordre dans l'optique géométrique
(Eqs. (2.34) et (2.38)). Dans Touati [214℄ et Touati et al. [215℄, une proédure d'inversion indirete
est utilisée pour estimer la longueur de orrélation horizontale des utuations du hamp de vitesse,
dans le as où le réeteur est horizontal. Dans Iooss [92, 91℄, j'ai montré que ette proédure reste
appliable dans l'approximation de Rytov parabolique, en dehors du domaine de validité de l'optique
géométrique.
Dans le adre de l'optique géométrique, es travaux ont été généralisés par Kravtsov et al. [127℄ à
des milieux dont la vitesse moyenne dépend de la profondeur et dont les utuations sont anisotropes
quasi-stationnaires (dépendane en profondeur des paramètres statistiques).
D'autre part, j'ai montré que l'inversion direte donnée par la formule (2.40) demeure possible dans
la géométrie ave réexion (Iooss [92℄, Iooss & Galli [96℄, Iooss et al. [97℄). Il sut alors de remplaer




[xVar[T (x)] . (2.45)
Des simulations numériques ont illustré la robustesse de ette inversion direte et son appliation à des
données réelles a démontré sa faisabilité.
Dans Iooss et al. [97℄, en m'inspirant de Klime² [122℄, j'ai également proposé de prendre en ompte
dans l'inversion un maro-modèle de vitesse en travaillant sur les temps de trajet relatifs, dénis
omme le rapport du temps de trajet T (r) de l'onde et le temps de trajet T0(r) dans le milieu sans
utuation aléatoire (i.e. ave uniquement le maro-modèle de vitesse). En pratique, une première
étape de tomographie déterministe est appliquée sur les temps de trajet T (r) pour déterminer e maro-
modèle, puis les temps de trajet T0(r) y sont alulés par traé de rayons. Par ailleurs, l'hypothèse
de réeteur horizontal étant quelque peu limitative, je me suis eoré d'intégrer dans le modèle des
utuations possibles du réeteur, à savoir une omposante à variations très lentes, et une omposante
à faibles utuations modélisées par un proessus aléatoire (Iooss [90℄, Iooss & Galli [96℄). La proédure
d'inversion demeure inhangée ar les utuations aléatoires du réeteur n'induisent qu'un terme
onstant supplémentaire dans l'équation (2.44).
Finalement, j'ai poursuivi e travail en ollaborant ave David Geraets durant sa thèse à l'Éole
des Mines de Paris (Geraets [74℄, Geraets & Galli [75℄, Iooss et al. [97℄ et Geraets et al. [76℄). Celui-i
a développé une proédure d'inversion ne néessitant pas l'utilisation des temps de trajet. En eet,
la réupération de eux-i est l'une des diultés majeures de l'appliation de ette méthodologie en
sismique réexion : la proédure du pointé des temps de trajet sur les sismogrammes est extrêmement
déliate du fait du bruit présent dans les données sismiques, d'autant plus qu'on ne sait souvent pas où
pointer le temps de trajet sur l'ondelette sismique. David Geraets propose don une inversion robuste
pour retrouver la ovariane des perturbations de vitesse des ondes à partir de la ovariane des vitesses
de stak. Ces dernières sont issues d'un ajustement polynomial par moindres arrés des temps de trajet
en fontion de l'oset, et sont don moins sensibles aux erreurs sur les temps de trajet.
2.5 Conlusion
Les travaux présentés dans e hapitre ont été réalisés durant mes six premières années d'ativités
de reherhe, entre 1995 et 2001. Les problèmes évoqués rentrent dans le adre général de la méanique
statistique des milieux ontinus. Au vu des outils utilisés, es travaux peuvent être également onsidérés
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dans le adre des appliations des mathématiques, et plus spéiquement de l'appliation de modèles
aléatoires à la physique et aux problèmes d'ingénierie. Cette multipliation des domaines sientiques
onernés a été l'une des diultés majeures à surmonter durant es travaux. Il est souvent diile
d'aorder d'un point de vue tehnique, des sienes aussi diérentes telles que la physique statistique,
la géostatistique, la géophysique et la méanique des uides. Cei a pu être réalisé grâe à de multiples
éhanges et ollaborations ave des herheurs dotés d'une grande ouverture d'esprit. Les résultats que
j'ai obtenus montrent aussi que ette transversalité permet l'émergene d'idées neuves. Mes travaux
s'intègrent également dans l'ensemble des appliations modernes des outils géostatistiques (f. Bilodeau
et al. [22℄ pour une revue réente), dans lesquelles la modélisation des phénomènes physiques n'est
plus ignorée. Conernant la propagation d'ondes en milieu aléatoire, mon prinipal apport résulte de
l'introdution de l'anisotropie statistique (en partiulier l'anisotropie géométrique) dans les traitements
théoriques et les simulations numériques.
Ces reherhes qui paraissaient séduisantes théoriquement mais peu exploitables il y a dix ans (ar
non appliables sur données réelles du fait du bruit des données) ont pris plus de sens es dernières an-
nées, notamment grâe à l'amélioration de ertains outils expérimentaux. Au niveau de la ommunauté
internationale, quelques auteurs ont poursuivi l'étude ne des utuations de temps de trajet d'ondes
aoustiques, aussi bien en sismologie (Baig [11℄, Saito [183℄), qu'en ontrle ultrasonore (Durgin &
Andreeva [61℄) et en oéanographie (Godin [78℄). En e qui onerne l'appliation de la tomographie
statistique (pas forément dénommée de la même manière par mes homologues) en sismique, on peut
noter les travaux de Klime² [122, 120℄, Kaslilar et al. [114℄ et Liu et al. [136℄.
Ainsi, j'entrevois quelques perspetives et extensions de mes travaux qui pourraient s'avérer inté-
ressantes :
⊲ intégration de la tomographie statistique dans la gestion des inertitudes en exploration et
prodution pétrolières (Thore et al. [213℄, Geraets et al. [77℄) ;
⊲ uniation de mes travaux en tomographie statistique ave eux de Kravtsov et al. [126℄
(formulation en milieu quasi-stationnaire ave utuations vertiales de vitesse) ;
⊲ utilisation de la ovariane des perturbations de vitesse omme ovariane a priori dans la
tomographie lassique (Tarantola [208℄, Klime² [120℄, Veherin et al. [221℄) ;
⊲ développement de la tomographie statistique dans l'approximation markovienne de l'équa-
tion d'onde parabolique en milieu aléatoire (f. par exemple Rytov et al. [181℄), adre moins
restritif que l'approximation de Rytov de l'équation d'onde parabolique que j'ai utilisée ;
⊲ dérivation de la variane des temps de trajet au seond ordre dans la théorie des rayons
omplexes ou théorie géométrique de la diration (f. Kravtsov [125℄ pour une revue ré-
ente sur le sujet), extension naturelle de l'optique géométrique ;
⊲ dérivation rigoureuse de la méthode de sommation des faiseaux gaussiens pour la simula-
tion numérique de la propagation d'ondes aoustiques dans les milieux en mouvement. En
eet, dans Iooss et al. [98℄ je me base sur une méthode heuristique en utilisant, dans le sys-
tème du traé de rayons dynamique, la vitesse eetive du milieu dénie dans la remarque
2.3.1.
La problématique abordée dans e hapitre se situe nalement dans le ontexte de la prise en
ompte des inertitudes en simulation numérique. Véritable l onduteur de e mémoire, elui-i
permet de relier mes deux périodes de reherhe. Les travaux présentés dans e hapitre onernent
plus spéiquement les inertitudes de modèles : négliger l'hétérogénéité des hamps de vitesse des
ondes revient à simplier les modèles physiques. Dans le domaine des inertitudes, on herhe souvent à
développer des approhes génériques (i.e. pouvant s'adapter à un grand nombre de problèmes physiques
diérents). Les outils que j'ai utilisés ii ne sont nullement génériques ar, ayant identié le problème
de l'hétérogénéité des hamps de vitesse, mon approhe a onsisté à les modéliser par des hamps
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aléatoires, puis à traiter le problème de manière statistique. Le hapitre suivant expose, quant à lui,




Etudes d'inertitudes de modèles
numériques
3.1 Introdution
La simulation numérique désigne le proédé selon lequel on exéute un programme sur un ordina-
teur en vue de représenter un phénomène physique. La simulation numérique est à présent onsidérée
omme la troisième forme d'étude des phénomènes, après la théorie et l'expériene. Comme une ex-
périene réelle, une simulation peut être extrêmement oûteuse à élaborer (par exemple en préparant
le jeu de données) et à réaliser (par exemple plusieurs semaines de temps de alul). De plus, elle
peut ne pas fournir de résultats (par exemple du fait de problèmes de onvergene dans la résolution
numérique de systèmes d'équations) ou produire des réponses entahées de bruit (par exemple du fait
de la disrétisation insusante de shémas numériques). Il est d'ailleurs souvent question d'expériene
numérique pour illustrer l'analogie entre la pratique d'une simulation
1
et la onduite d'une expériene
de physique. Au CEA, la R&D dans le domaine de l'énergie et de l'industrie nuléaire est fortement
demandeuse de modélisation et simulation numériques. La simulation numérique permet en eet de
mieux répondre aux grands enjeux que représentent, entre autres, la ompétitivité éonomique du
nuléaire (e.g. par une meilleure gestion des ressoures), la sûreté des installations nuléaires (e.g.
par une meilleure estimation des marges de fontionnement vis-à-vis de onditions aidentelles) et
la maîtrise des risques pour l'environnement (e.g. par une minimisation du volume des rejets). Pour
soutenir les reherhes dans es domaines, des développements logiiels importants ont eu lieu depuis
une trentaine d'années dans les diérentes physiques onernées. Citons par exemple la neutronique,
la thermohydraulique, la thermoméanique, la physique des matériaux et les phénomènes de transfert
dans l'environnement.
Pour es problématiques d'étude et de oneption de systèmes omplexes à l'aide de modèles nu-
mériques préditifs, on ne peut pas se ontenter d'une simulation moyenne sur quelques as. Il est
souvent néessaire d'estimer préisément les inertitudes sur les préditions, de onnaître les risques
d'événements rares, voire d'optimiser les réponses sous ontraintes. Cei rend néessaire la réalisa-
tion d'évaluations probabilisées sur les sorties des modèles numériques. Par ailleurs, la détermination
des variables d'entrée qui induisent le plus d'inertitudes sur les réponses permet de dénir des voies
d'amélioration pour réduire les inertitudes des préditions. Il peut, par exemple, s'agir d'améliorer
la onnaissane sur les variables d'entrée inuentes ou alors de modier le système pour éviter la
dépendane à es entrées inuentes. La phase de validation d'un ode (qui répond à la question de
l'adéquation du modèle à la réalité) doit également être partiulièrement soignée ar les utilisateurs
doivent pouvoir se servir du ode dans une large gamme de variation de ses entrées. Des méthodes ro-
bustes sont alors néessaires pour dénir les domaines de variation des variables d'entrée dans lesquels
le modèle représente la réalité. Par onséquent, lors de la phase de développement d'un modèle dont
1
Dans la littérature, on emploie souvent, et de manière indiérente, les termes modèle numérique, simulateur,
programme, ode de alul, ode et logiiel de alul.
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la voation est de réaliser des évaluations probabilisées, des outils d'analyse vont être néessaires aux
développeurs pour les aider à omprendre leur modèle dans des domaines et des ongurations (des
entrées) jusque là inexplorés. Pour toutes es raisons, le développement d'outils génériques d'analyses
d'inertitude et d'analyses de sensibilité est d'une importane fondamentale, aussi bien pour les phases
de développement, de validation et d'utilisation des odes de alul.
Le terme étude d'inertitude onerne don l'évaluation de l'inuene des soures d'inertitudes
(modèle, données d'entrée, . . . ) sur un modèle représentant un phénomène observé. Phénomène signie
ii un phénomène physique (e.g. évolution de la température de gaines de ombustible nuléaire ou de
la taille de ssures dans une uve de réateur) ou himique, mais peut aussi être un modèle éonomique
ou un modèle de abilité ou de disponibilité. Une étude d'inertitude s'insrit dans un ontexte de prise
de déision pouvant avoir diérents objetifs :
⋆ vérier un ritère réglementaire (e qui impose alors le type de formalisme de modélisation
des inertitudes et la nature des indiateurs mathématiques exprimant la variabilité des
réponses du modèle) ;
⋆ faire un hoix parmi plusieurs options ou sénarios pour optimiser la oneption, l'exploi-
tation ou le démantèlement d'un système selon des ritères (oût, risque, . . . ) ;
⋆ valider, qualier ou alibrer un modèle ;
⋆ améliorer la ompréhension du phénomène observé ou sa modélisation (ontexte de R&D).
3.1.1 État de l'art
La Figure 3.1 résume les étapes d'une étude d'inertitude et le aratère itératif de la démarhe dans
de nombreuses appliations (de Roquigny [52, 53℄, Sudret [206℄, de Roquigny et al. [54℄). L'ensemble
des étapes (ertaines optionnelles) d'une telle étude se déompose en :
⊲ étape A, spéiation du problème : dénition des objetifs de l'étude, du (des) modèle(s)
utilisé(s), des quantités d'intérêt, des variables d'intérêt et des variables d'entrée jugées
inertaines ;
⊲ étape B, quantiation des soures d'inertitudes : modélisation des distributions de pro-
babilité des variables d'entrée ou au moins dénitions de leurs bornes inférieures et supé-
rieures ;
⊲ étape C, propagation d'inertitudes : évaluation de la variabilité des sorties du modèle ou
variables d'intérêt induite par les inertitudes sur les entrées. Cette variabilité est exprimée
sous la forme de quantités d'intérêt. Le résultat de ette phase est fortement onditionné
au modèle et à la modélisation des soures d'inertitudes ;
⊲ étape C', hiérarhisation des soures d'inertitudes : évaluation de l'importane ou de la
ontribution relative des soures d'inertitudes sur la ou les quantités d'intérêt, phase ap-
pelée analyse de sensibilité ;
⊲ à l'issue de es étapes et selon les résultats obtenus, il est éventuellement néessaire de
redénir le problème à résoudre et de revenir sur les diérentes étapes de l'étude.
Aux niveaux numérique et probabiliste, les outils permettant de résoudre es diérentes étapes sont
relativement aniens et bien onnus, omme par exemple les méthodes adjointes (Caui [31, 32℄), les
méthodes de Monte Carlo (Hammersley & Handsomb [81℄, Rubinstein [178℄) et les méthodes abilistes
(Madsen et al. [139℄, Ditlevsen & Madsen [59℄). La problématique de l'exploration omplète de odes de
alul oûteux a été identiée plus réemment (MKay et al. [150℄, Saks et al. [182℄, Santner et al. [191℄,
Fang et al. [62℄, Kleijnen [117℄), et a éé traitée omme une problématique de planiation d'expérienes
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Fig. 3.1  Cadre général pour les études d'inertitude.
et d'approximation par des surfaes de réponse (appelées aussi métamodèles). Ce thème de reherhe,
largement développé aux Etats-Unis durant les trois dernières déennies, a énormément progressé en
Frane depuis une dizaine d'années, sous l'impulsion, entre autres, d'instituts de reherhe à voation
industrielle (CEA, IFP et EDF R&D notamment). Ces instituts ont nané une grande quantité de
thèses se onentrant sur un ou plusieurs aspets spéiques des études d'inertitude. Bien que non
exhaustive, la revue i-dessous permet d'identier lairement les diérentes thématiques du sujet :
⋄ des problèmes de abilité et d'évaluation d'événements rares par des modèles numériques
ont été traités dans Devitor [57℄, Andrieu-Renaud [6℄, Baroth [15℄, Berveiller [20℄ et Can-
namela [35℄ ;
⋄ des problématiques et nouvelles méthodologies d'analyse de sensibilité de modèles ont été
étudiées et proposées dans Jaques [106℄, Da Veiga [48℄, Petelet [167℄ et Briand [28℄ ;
⋄ l'exploration (i.e. l'investigation ne des relations entre sorties et entrées) d'un ode de al-
ul oûteux peut être traitée par la onstrution d'un métamodèle, fontion mathématique
rapide à évaluer et permettant d'approximer la ou les réponses du ode. Jourdan [111℄, Vaz-
quez [219℄, Sheidt [195℄ et Marrel [141℄ se sont intéressés au modèle des proessus gaussiens
(krigeage) omme métamodèle. Pour les odes de alul stohastiques (pour lesquels des
simulations ave les mêmes entrées produisent des réponses diérentes), Zabalza-Mezghani
[232℄ s'est intéressée quant à elle aux modèles linéaires généralisés joints (f 3.5) ;
⋄ la planiation d'expérienes simulées (méthodes d'éhantillonnage de points dans l'espae
des variables d'entrée) a été abordée de manière générale par Jourdan [111℄ et Feuillard
[63℄, alors que des méthodes de planiation adaptative (prenant en ompte la sortie de
premiers aluls pour planier de nouveaux aluls) ont été développées par Sheidt [195℄
(pour la onstrution d'un modèle de krigeage) et Gazut [72℄ (en utilisant des méthodes de
reéhantillonnage par bootstrap).
De par mon ativité transverse aux diérents domaines de la physique étudiés en ingénierie nu-
léaire, j'ai pu être assoié aux travaux de plusieurs dotorants, issus de diérentes unités du CEA,
dans haune de es thématiques et dans diérents domaines d'appliation : Claire Cannamela (Dé-
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partement d'Étude des Combustibles) sur la abilité des ombustibles nuléaires de type partiules,
Mathieu Petelet (Département de Modélisation des Systèmes et des Strutures) sur la simulation nu-
mérique du soudage, Amandine Marrel (Département de Tehnologie Nuléaire) sur les modèles de
transferts hydrogéologiques, Julien Jaques, Vinent Feuillard et Benjamin Auder (dans mon labora-
toire au sein du Département d'Étude des Réateurs) sur des problématiques de dosimétrie et de sûreté
des réateurs. Ces travaux de thèse, pour les laboratoires du CEA où ils ont eu lieu, ont onstitué et
onstituent enore d'exellentes bases de travail pour développer des méthodes innovantes au travers
de leurs appliations.
3.1.2 Contributions
La prinipale soure d'originalité de mes travaux de reherhe pour le traitement des inertitudes
des odes de alul provient de ertaines appliations que j'ai eues à traiter et qui se sont avérées
relativement omplexes :
◮ non linéarités, interations fortes, voire disontinuités dans les modèles. J'ai ontribué au
développement d'une méthodologie générique pour réaliser une analyse de sensibilité d'un
modèle (f. 3.2 et Fig. 3.2), sans supposer de onnaissane a priori sur sa régularité (li-
néarité/monotonie de la réponse par rapport aux entrées, présene de disontinuités, . . . ) ;
◮ modèles numériques oûteux en temps de alul de telle sorte qu'un nombre élevé de si-
mulations (par exemple supérieur à 100) n'est pas possible. Sur e thème, j'ai développé
et étudié les propriétés théoriques de nouveaux algorithmes, basés sur le tirage stratié et
le tirage d'importane, pour estimer les quantiles élevés de sorties de odes de alul (f.
3.4.3 et 3.4.5). J'ai également développé un nouvel algorithme pour aluler et simuler des
indies de sensibilité à partir du métamodèle proessus gaussien (f. 3.3.4) ;
◮ ode oûteux et nombre important de variables d'entrée inertaines (jusqu'à une inquan-
taine). Pour résoudre e problème, j'ai développé un algorithme pour ajuster le métamodèle
proessus gaussien lorsqu'il y a peu d'observations et plusieurs dizaines de variables d'en-
trée (f. 3.3.3) ;
◮ proessus stohastiques et hamps aléatoires en entrée des modèles. Pour traiter e type
de problèmes, j'ai développé une approhe basée sur un métamodèle spéique, le modèle
additif généralisé joint (f. 3.5.1), qui m'a permis de proposer une méthode pour estimer
les indies de sensibilité (f. 3.5.2).
Le problème standard, qui onsidère des variables d'entrée et une variable de sortie salaires, se
formule de la manière suivante :
f : Rd → R
X 7→ Y = f(X) (3.1)
où X = (X1, . . . ,Xd) est un veteur aléatoire de d variables d'entrée du ode, modélisé par une loi de
probabilité, f(·) est la fontion du modèle (le ode de alul), potentiellement inonnue d'un point de
vue analytique, et Y est la variable de sortie du modèle qui est par onséquent une variable aléatoire.
Le as d'une sortie vetorielle, voire fontionnelle, ne sera pas traité dans le adre de e mémoire, mais
onstitue l'un de mes nouveaux sujets d'intérêt. Dans les appliations, il est en eet ourant d'avoir
des hamps spatialisés ou des ourbes d'évolution temporelle en sortie des modèles (par exemple des
artes de onentrations d'un polluant). On voit dans l'expression (3.1) que, ontrairement au adre
statistique lassique, nous n'introduisons pas de bruit d'observation ar le modèle f est onsidéré
déterministe. Nous verrons au 3.5 omment modéliser une situation diérente onernant un ode de
alul stohastique (exemple : un ode reposant sur un solveur de type Monte Carlo).
La setion suivante fait l'objet d'une synthèse des méthodes statistiques d'analyse de sensibilité les
plus utilisées.La troisième setion dérit mes travaux ave Amandine Marrel qui onernent la mise
en ÷uvre du modèle proessus gaussien sur des as industriels omplexes et l'étude des indies de
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sensibilité obtenus de manière analytique ave e modèle. La quatrième setion dérit les prinipaux
résultats obtenus ave Josselin Garnier
2
et Claire Cannamela onernant le problème de l'estimation
des quantiles élevés de odes de alul. Ce sujet est notamment motivé par des questions de sûreté
nuléaire où des ritères réglementaires, évalués à l'aide de odes de alul simulant des phénomènes
physiques relativement omplexes, doivent être respetés. Enn, la dernière setion s'attarde sur le
développement et l'utilisation du modèle additif généralisé joint, réalisé en ollaboration ave Mathieu
Ribatet
3
, pour modéliser les aluls des modèles numériques stohastiques. De tels odes sont par
exemple eux basés sur la méthode de Monte Carlo pour simuler les trajetoires des neutrons dans
un ÷ur de réateur nuléaire. La onlusion sera l'oasion de mettre en lumière les grands axes de
reherhe que j'entrevois pour mes futurs travaux et ollaborations.
3.2 Analyse de sensibilité de modèles
Lors de la onstrution et de l'utilisation d'un modèle numérique simulant des phénomènes phy-
siques, les méthodes d'analyse de sensibilité sont des outils préieux. Elles permettent de déterminer
quelles sont les variables qui ontribuent le plus à la variabilité de la quantité d'intérêt, quelles sont
au ontraire les variables les moins inuentes et quelles variables interagissent ave quelles autres. La
quantité d'intérêt peut être la variane d'une variable de sortie du modèle, mais aussi une autre mesure
d'information (omme par exemple l'entropie), une probabilité qu'une sortie dépasse un seuil donné,
ou toute autre hose. L'analyse de sensibilité est don une aide à la validation d'un ode de alul, à
l'orientation des eorts de R&D, ou enore à la justiation en terme de sûreté du dimensionnement
d'un système. Saltelli et al. [187℄ proposent une lassiation des grands objetifs d'une analyse de
sensibilité :
⊲ hiérarhisation des variables d'entrée (fators prioritization) : détermination des variables
dont la rédution de l'inertitude permettrait d'obtenir la plus forte rédution de l'inerti-
tude sur la quantité d'intérêt ;
⊲ identiation des variables d'entrée non inuentes (fators xing) : détermination des
variables que l'on peut xer sans altérer le modèle (e qui permet une simpliation du
modèle) ;
⊲ partage de la variane (variane utting) : détermination des variables à xer pour obtenir
une rédution donnée de l'inertitude sur la quantité d'intérêt ;
⊲ artographie des variables d'entrée (fators mapping) : détermination des variables les
plus inuentes dans un domaine de valeurs de la sortie.
L'analyse de sensibilité a longtemps été vue sous un angle loal, qui onsiste à évaluer les réperus-
sions (sur la valeur de variables de sortie) de petites perturbations des valeurs des entrées autour d'un
point nominal. Cette approhe déterministe onsiste à aluler ou à estimer des indies basés sur les
dérivées partielles du modèle en un point préis (Turanyi [216℄). La mesure d'importane de haque
variable d'entrée peut alors être alulée en multipliant la dérivée qui lui orrespond par son éart type.
Déoulant des mêmes prinipes, des méthodes adjointes relativement sophistiquées ont également été
développées pour pouvoir traiter de gros systèmes d'équations possédant notamment un très grand
nombre de variables d'entrée (Caui [31, 32℄). Ce type d'approhes est par exemple ouramment uti-
lisé dans la résolution de gros systèmes environnementaux (limatologie, oéanographie, hydrogéologie,
f. Castaings [37℄).
A partir de la n des années 1980 et pour relâher ertaines hypothèses de es méthodes (hypothèses
de linéarité et de normalité, variations loales), de nouvelles méthodes d'analyse de sensibilité ont été
développées dans un adre statistique. Par opposition aux méthodes loales, elles ont été par la suite
2




dénommées méthodes globales ar elles s'intéressent à l'ensemble du domaine de variation possible des
variables d'entrée. Cette distintion loal/global semble ependant parfois quelque peu ambiguë. Par
exemple, elles sont équivalentes si le omportement du modèle est linéaire de degré un dans l'ensemble
du domaine de variation des entrées.
Ces méthodes statistiques, issues de plusieurs horizons, sont omposées de tehniques bien éprou-
vées issues de la théorie des plans d'expériene (pour l'exploration des odes de alul à grand nombre
d'entrées), de méthodes de type Monte Carlo rendues possible grâe aux nouvelles apaités infor-
matiques (pour des analyses de sensibilité quantitatives et nes) et de la théorie de l'apprentissage
statistique (pour les odes oûteux et omplexes). Ce sont toutes es méthodes d'analyse de sensibi-
lité que le laboratoire dans lequel j'oie a essayé de populariser depuis une dizaine d'années dans
divers projets et appliations du CEA. La Figure 3.2 présente une synthèse des prinipales méthodes
d'analyse de sensibilité. Cette liste n'est bien entendu pas exhaustive et ne tient pas ompte des éven-
tuelles améliorations apportées aux diérentes méthodes ('est le as par exemple pour la méthode des
bifurations séquentielles).
Fig. 3.2  Synthèse des méthodes d'analyse de sensibilité plaées dans un diagramme (oût en nombre
d'évaluations du modèle vs. omplexité et régularité du modèle). d est le nombre de variables d'entrée
du modèle, h est le nombre de variables d'entrée inuentes.
Cette gure permet de distinguer inq lasses de méthodes qui orrespondent à diérents types
de problèmes renontrés en pratique. L'approhe méthodologique que je défend onsiste à utiliser
la méthode la plus simple adaptée au problème posé
4
, fontion de l'objetif de l'étude, du nombre
d'évaluations du modèle numérique que l'on peut réaliser et de la onnaissane que l'on a sur la
régularité du modèle étudié. La validation a posteriori de la méthode utilisée permet de savoir s'il est
4
en suivant le prinipe de parimonie onnue sous le nom de rasoir d'Oam
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néessaire d'utiliser une méthode plus performante, en réalisant ou non de nouvelles simulations. Cette
approhe a été utilisée dans mes publiations traitant prinipalement d'appliations environnementales
(Iooss et al. [104℄, Volkova et al. [223℄) et dans de nombreuses études réalisées pour diérents projets
du CEA. Les setions suivantes détaillent les inq grandes lasses de méthodes d'analyse de sensibilité
que je distingue.
3.2.1 Criblage à très grande dimension
Les méthodes de riblage (sreening) permettent d'explorer rapidement le omportement des ré-
ponses d'un ode de alul oûteux en faisant varier un grand nombre de ses entrées (typiquement
plusieurs dizaines voire plusieurs entaines). Certaines tehniques issues des plans d'expériene per-
mettent de le faire en réalisant moins de aluls que de variables d'entrée. Celles-i supposent qu'il n'y
a pas d'interation entre les variables d'entrée, que la variation de la réponse est monotone par rapport
à haque entrée et que le nombre des entrées inuentes est très faible devant le nombre total d'entrées
(de l'ordre d'une sur dix). Il s'agit en premier lieu des plans supersaturés développés dans le ontexte
de la planiation d'expérienes réelles (Satterthwaite [194℄, Lin [134℄, Dean & Lewis [55℄). L'un des
plans supersaturés les plus onnus résulte de la division en deux parties (à l'aide d'une olonne de
branhement) d'une matrie d'Hadamart. En traitant quelques appliations, Claeys-Bruno et al. [43℄
ont montré que e plan supersaturé est l'un des plus ables et qu'il faut au moins 5 fois plus de aluls
que de variables inuentes pour les identier toutes. Dans Cannamela et al. [36℄, nous avons appliqué
e type de plan supersaturé en planiant 30 aluls sur un ode possédant 53 variables d'entrée iner-
taines. Ce plan supersaturé nous a permis d'identier les 5 entrées les plus inuentes, résultat qui a été
validé par la suite à l'aide d'un plus grand nombre de simulations et de mesures d'importane basées
sur les oeients de orrélation (f. 3.2.3).
D'autres approhes sont partiulièrement bien adaptées aux expérienes numériques ar elles sont
séquentielles et adaptatives, 'est-à-dire qu'elles dénissent une nouvelle expériene à réaliser en fon-
tion des résultats des préédentes. On ne sait don pas a priori ombien elles vont néessiter d'expé-
rienes. La tehnique du riblage par groupe (Dean & Lewis [55℄) onsiste à réer un ertain nombre
de groupes de variables d'entrée et à identier les plus inuents. En répétant l'opération en onservant
seulement les groupes inuents, on extrait ensuite les variables inuentes. La méthode des bifurations
séquentielles, mise au point dans un ontexte de simulation numérique par Bettonvil & Kleijnen [21℄,
peut être vue omme une méthode de riblage par groupe ave seulement deux groupes. C'est une ap-
prohe dihotomique où on tente d'éliminer à l'issue de haque nouveau alul un groupe de variables.
Comme pour le riblage par groupe, son oût dépend don du nombre de variables inuentes, mais
aussi de la stratégie de lassement, i.e. de notre apaité à suspeter quelles sont les variables inuentes
an de les rassembler au sein d'un même groupe.
Dans un ontexte de riblage pour odes de alul, Sergent et al. [197℄ omparent les plans supersa-
turés, le riblage par groupe et les bifurations séquentielles et en onluent que la tehnique des plans
supersaturés est nettement plus risquée que les autres mais néessite le moins d'hypothèses. En eet,
il est néessaire de onnaître le sens de variation de la sortie par rapport à haque entrée pour pouvoir
appliquer les bifurations séquentielles et le riblage par groupe.
3.2.2 Criblage et plans d'expériene
La deuxième lasse de méthodes onerne elle issue de la théorie lassique des plans d'expériene
(Droesbeke et al. [60℄, Montgomery [152℄, Azaïs & Bardet [10℄). Comme préédemment, les entrées
(nommées fateurs) sont disrétisées en plusieurs valeurs (nommées niveaux) de leur domaine de va-
riation. Un plan fatoriel omplet onsiste à évaluer le ode de alul pour toutes les ombinaisons
entre fateurs, e qui permet l'estimation de tous les eets des fateurs et de leurs interations. En
pratique, le nombre de simulations requis rend e plan impratiable. En eet, il néessite par exemple
2d aluls si on suppose que le modèle est monotone en travaillant ave deux niveaux pour haque
fateur (exemple : min et max).
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Si l'on veut estimer de manière non biaisée les eets du premier ordre (aussi appelés eets prini-
paux) de haque entrée, il faut au minimum simuler n ≥ d+1 ombinaisons des entrées. Par dénition,
un plan de résolution trois (noté RIII) permet ette estimation non biaisée en supposant que les eets




βjXj + ǫ , (3.2)
où X0 = 1, β = (β0, . . . , βd)
t ∈ Rd+1 est le veteur des eets des entrées et ǫ ∈ R est l'erreur du
modèle. L'estimation de es eets se fait par la méthode des moindres arrés ordinaires.
Le plan d'expérienes le plus simple, enore très utilisé par les ingénieurs, est le plan nommé One
At a Time (OAT), qui fait partie de la lasse des plans RIII. Le plan OAT onsiste à hanger le niveau
d'une entrée à la fois, en utilisant deux ou trois niveaux par fateur (Kleijnen [117℄). Ave deux niveaux,
e plan requiert don exatement n = d + 1 aluls (f. Fig. 3.2), mais ne permet pas de maîtriser la
préision que l'on a sur les estimations des eets. La méthode de Morris, qui onsiste à répéter (entre
inq et dix fois) un plan OAT aléatoirement dans l'espae des variables d'entrée, permet de s'extraire
des hypothèses limitatives du plan OAT, mais s'avère bien plus oûteuse en temps de alul.
Une voie plus raisonnable qu'un simple plan OAT onsiste à minimiser la variane des eets estimés,
e qui est l'objetif de la théorie statistique des plans d'expériene. Celle-i se onentre sur les plans
orthogonaux, 'est-à-dire eux qui satisfont
(Xn0 )
tXn0 = nId+1 , (3.3)
oùXn0 = (X
(i)
j )i=1..n,j=0..d est la matrie du plan et Id+1 est la matrie identité de dimension d+1. Une
lasse bien onnue de plans orthogonaux est elle des plans fatoriels frationnaires. Leur onstrution
qui fait appel à la notion d'alias et qui dépasse le adre de e mémoire, onsiste à onfondre des
interations que l'on soupçonne non atives ave des eets prinipaux.
Il est parfois prudent de supposer que les interations entre les entrées peuvent avoir des eets
importants. Par dénition, un plan de résolution quatre (noté RIV) permet une estimation non biaisée
des eets prinipaux même si des interations d'ordre deux sont présentes. Un plan RIV est onstruit
en superposant un plan RIII ave son plan miroir. Ainsi la taille d'un plan RIV est le double de
elle d'un plan RIII. Pour un oût en terme de nombre de aluls de l'ordre de 2 × d, un plan RIV
permet don d'identier les eets prinipaux des entrées pour des modèles ave interations. Il existe
de nombreux autres types de plan qui assouplissent les hypothèses des plans RIII tout en onservant
un nombre de aluls raisonnable.
Remarque 3.2.1 Dans un ontexte unique de riblage, es plans peuvent être intéressants pour les odes
de alul. Malheureusement, dans un ontexte de réutilisation ultérieure du plan pour la propagation
d'inertitude ou la onstrution d'un métamodèle omplexe (i.e. plus rihe qu'une surfae de réponse
polynomiale), es plans sont peu reommandés ar leurs projetions sur les marges sont partiulièrement
médiores en terme de reouvrement spatial. Pujol [171℄ illustre bien e problème sur les plans de
Morris. C'est pourquoi, de nombreux auteurs se sont penhés sur le développement de plans de type
Spae Filling Designs (SFD) qui assurent un bon reouvrement des marges (Fang et al. [62℄).
3.2.3 Mesures d'importane basées sur des éhantillons
Lorsque l'on dispose d'un éhantillon de simulations (Xn,Y n), où Xn = (X
(i)
j )i=1..n,j=1..d est
la matrie des entrées et Y n = (Yi)i=1..n est le veteur des sorties, il est très faile d'obtenir des
indies de la sensibilité de la réponse par rapport aux variables d'entrée en appliquant les tehniques
de régression linéaire, de régression sur les rangs ou des tests statistiques. On peut parler à présent
de mesures d'importane ar es tehniques permettent une réelle hiérarhisation de l'inuene sur la
sortie de toutes les variables d'entrée, ontrairement aux tehniques de riblage qui ont plutt pour
but de déteter les variables d'entrée non inuentes. On rappelle brièvement i-dessous les prinipales
mesures d'importane que l'on lasse dans ette atégorie :
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⋄ le oeient de orrélation linéaire (nommé ommunément oeient de Pearson et noté
ρ(·, ·)) entre Xj et Y :
ρj = ρ(Xj , Y ) =
Cov(Xj , Y )√
Var(Xj)Var(Y )
∀ j = 1, . . . , d , (3.4)
mesure de sensibilité extrêmement simple à aluler à partir d'un éhantillon ;
⋄ le oeient de régression standard (noté SRC(·, ·)) :




∀ j = 1, . . . , d , (3.5)
où les βj (i = 1 . . . d) sont les oeients de la régression linéaire (f. Eq. (3.2)) ;
⋄ le oeient de orrélation partielle (noté PCC(·, ·)),
PCCj = PCC(Xj , Y ) = ρ(Y − Ŷ ,Xj − X̂j) ∀ j = 1, . . . , d , (3.6)




δkXk + ǫ1 (3.7)
ave (δ0, . . . , δj−1, δj+1, . . . , δd) ∈ Rd les oeients de régression et ǫ1 ∈ R l'erreur du





ηkXk + ǫ2 (3.8)
ave (η0, . . . , ηj−1, ηj+1, . . . , ηd) ∈ Rd les oeients de régression et ǫ2 ∈ R l'erreur du mo-
dèle. Contrairement aux oeients de régression standards, les oeients de orrélation
partielle permettent d'éliminer l'inuene des autres variables et sont don adaptés au as
où les variables d'entrée sont orrélées. Par ontre, ils représentent plus une mesure de la
linéarité de la sortie Y par rapport à une entrée Xj qu'un indie de sensibilité (Saltelli et
al. [185℄) ;
⋄ le oeient de orrélation sur les rangs des variables (nommé oeient de Spearman et
noté ρS(·, ·)). Si RX = (RX1 , . . . , RXd) est le veteur des rangs des entrées et RY est le
rang de la sortie, on a :
ρSj = ρ
S(Xj , Y ) = ρ(RXj , RY ) ∀ j = 1, . . . , d . (3.9)
On alule es oeients après avoir transformé l'éhantillon (Xn,Y n) en un éhantillon
(RnX ,R
n
Y ) en remplaçant les valeurs par leur rang dans haque olonne de la matrie (Sa-
porta [192℄) ;
⋄ le oeient de régression standard sur les rangs (noté SRRC(·, ·)), pendant du SRC mais
à partir de l'éhantillon (RnX ,R
n
Y ) :
SRRCj = SRRC(Xj , Y ) = SRC(RXj , RY ) ∀ j = 1, . . . , d . (3.10)
⋄ le oeient de orrélation partielle sur les rangs (noté PRCC(·, ·)), pendant du PCC mais
à partir de l'éhantillon (RnX ,R
n
Y ) :
PRCCj = PRCC(Xj , Y ) = PCC(RXj , RY ) ∀ j = 1, . . . , d . (3.11)
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⋄ les indies alulés à partir des données segmentées. Pour haque variable d'entrée, un
déoupage en lasses équiprobables permet d'obtenir plusieurs éhantillons de données. Des
tests statistiques sont alors appliqués pour mesurer l'homogénéité des populations entre les
lasses : moyennes ommunes (CMN) basées sur un test de Fisher, médianes ommunes
(CMD) basées sur un test de χ2, varianes ommunes (CV) basées sur un test de Fisher,
loalisations ommunes (CL) basées sur le test de Kruskal-Wallis, . . . (Kleijnen & Helton
[118℄, Helton et al. [84℄). D'autres mesures peuvent être utilisées pour tester l'homogénéité
des lasses (omme par exemple l'entropie).
En pratique, on eetue tout d'abord une régression linéaire entre la sortie Y et les entrées X an







ave Ŷi = Ŷ (X
(i)) la prévision du modèle linéaire (3.2) et Y la moyenne de l'éhantillon (Yi)i=1..n.
Ce oeient peut être utilisé dans tout modèle de régression (pas seulement linéaire) omme ritère
de qualité de la prédition du modèle. Basé sur l'utilisation des résidus d'observations ayant servies à
ajuster le modèle, il est ependant à prendre ave préaution, et à bannir dans les modèles d'interpo-
lation (omme le krigeage, f 3.3). Il est souvent préférable de travailler ave d'autres ritères (f. par
exemple Azaïs & Bardet [10℄). En utilisant des résidus de prédition (issus d'observations n'ayant pas





i − Ŷ (Xp(i))]2∑np
i=1(Y
p − Y pi )2
(3.13)
où (Xp(i), Y pi )i=1..np est l'éhantillon des variables d'entrée et de sortie de la base de prédition (ap-
pelée aussi base de test), de taille np, et Y p est la moyenne de (Y
p
i )i=1..np . Le oeient Q2, dont la
terminologie est peu employée en statistique, est omparable au oeient plus onnu nommé PRESS
(PReditive Error Sum of Squares) qui est le numérateur du membre de droite de l'équation (3.13).
Si on juge l'hypothèse de linéarité aeptable (par exemple si R2 > 0.8), alors les indies de
sensibilité Pearson, SRC et PCC sont utilisables. Si les variables d'entrée sont indépendantes, la somme
des arrés des SRC vaut R2 et l'ensemble des SRC2 forment une déomposition de la variane de la
réponse : haque SRC
2
j exprime la part de variane de la réponse expliquée par le fateur Xj . Dans
le as où la relation entre X et Y n'est pas linéaire mais monotone, les oeients de orrélation
et de régression basés sur les rangs (Spearman, SRRC, PRCC) peuvent être utilisés. L'hypothèse de
monotonie doit bien sûr être validée, par exemple à l'aide du oeient de détermination de la régression
sur les rangs (noté R2∗) ou du oeient de préditivité assoié (noté Q∗2). Enn, les méthodes basées
sur les tests statistiques ne requièrent pas d'hypothèse sur la monotonie de la réponse en fontion des
entrées. Par ontre, es méthodes sont dénies pour des éhantillons de données indépendantes. En
théorie, elles ne sont don appliables que si l'éhantillon est purement aléatoire (tirage Monte Carlo
simple). On onstate ependant qu'elles sont plutt robustes vis-à-vis de ette hypothèse ; par exemple
elles donnent de bons résultats ave des éhantillons de type latin hyperube (LHS). Ces méthodes
présentent aussi l'inonvénient d'être peu intuitives omparativement aux méthodes de régression.
Tous les indies de sensibilité basés sur la régression sont alulables à partir d'éhantillons de taille
supérieure à d alors que les indies basés sur les oeients de orrélation ou les tests statistiques sont
alulables à partir d'éhantillons de taille quelonque. Sur les appliations, on onstate ependant qu'il
faut souvent des éhantillons de taille supérieure à 2d pour obtenir des résultats orrets, la onane
que l'on peut avoir sur les indies augmentant ave le nombre de données utilisées pour les aluler.
3.2.4 Déomposition de la variane
Dans le adre général d'un modèle non linéaire et non monotone, on peut estimer l'importane des
variables d'entrée sur la réponse du modèle en utilisant la déomposition de la variane fontionnelle
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(appelée aussi représentation ANOVA fontionnelle). Toute fontion intégrable sur Ω = [0, 1]d peut
être déomposée en somme de fontions élémentaires :






fij(Xi,Xj) + . . .+ f12..d(X1, · · · ,Xd) , (3.14)
où f0 est une onstante et les autres fontions vérient les onditions suivantes :∫ 1
0
fi1,...,is(xi1 , . . . , xis) dxik = 0 ∀k = 1, . . . , s , ∀{i1, . . . , is} ⊆ {1, . . . , d} . (3.15)
Cette déomposition est onnue sous le nom de déomposition de Hoeding (présentée dans Hoeding
[86℄) et a été introduite par Sobol [200℄ pour l'analyse de sensibilité (d'où son appellation déomposition
de Sobol dans e domaine). Celui-i a notamment montré que les onditions (3.15) impliquent que la
déomposition est unique.
Le terme ANOVA est utilisé ar l'équation (3.14) fournit la même interprétation qu'une déom-
position ANOVA usuelle. En eet, si les Xi sont mutuellement indépendants, l'équation (3.14) permet
d'obtenir une déomposition de la variane de la réponse du modèle :









Vijk(Y ) + . . .+ V12..d(Y ) , (3.16)
où Vi(Y ) = Var[E(Y |Xi)], Vij(Y ) = Var[E(Y |XiXj)] − Vi(Y ) − Vj(Y ) et ainsi de suite. La notion
d'analyse de variane sur des espaes de fontion a été introduite par Antoniadis [7℄. À partir de
(3.16), les indies de sensibilité s'obtiennent alors extrêmement naturellement :
Si =











, . . . (3.17)
Ces oeients, nommés mesures d'importane basées sur la variane ou plus simplement indies
de Sobol (appellation non onsarée), peuvent être utilisés pour n'importe quelle fontion f(·). Les
indies d'ordre un sont égaux aux arrés des SRC quand le modèle f(·) est purement linéaire. L'indie
du seond ordre Sij exprime la sensibilité du modèle à l'interation entre les variables Xi et Xj, et
ainsi de suite pour les ordres supérieurs. Compris entre 0 et 1 et leur somme valant 1, les indies de
Sobol sont partiulièrement failes à interpréter (en terme de pourentage de la variane de la réponse
expliquée), e qui explique leur popularité.
Lorsque le nombre de variables d'entrée d augmente, le nombre d'indies de sensibilité roît ex-
ponentiellement (il vaut 2d − 1) et l'estimation et l'interprétation de tous es indies deviennent vite
impossibles. Homma & Saltelli [89℄ ont alors introduit la notion d'indie de sensibilité total pour
exprimer tous les eets d'une variable d'entrée sur la sortie :










où #i représente tous les sous-ensembles d'indies ontenant l'indie i. Ainsi,
∑
l∈#i Sl est la somme
de tous les indies de sensibilité faisant intervenir i. En pratique, quand d est grand (par exemple
d > 10), on se ontente souvent d'estimer les indies d'ordre un et les indies totaux. Des exemples
sont donnés dans les appliations que j'ai eu à traiter (Iooss et al. [104℄, Volkova et al. [223℄). Par
ailleurs, quand le nombre d'entrées est vraiment trop grand (par exemple d > 100), il est également
possible de simplier le problème en traitant les indies de sensibilité par groupe. Sobol [201℄ a déni la
notion d'indies de sensibilité multidimensionnels. Jaques et al. [107℄ ont utilisé ette dénition pour
traiter le problème des variables d'entrée orrélées en regroupant tous les ensembles d'entrées orrélées
dans des maroparamètres.
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Pour estimer les indies de Sobol, des méthodes basées sur des éhantillons Monte Carlo ont été
développées (Sobol [200℄, Saltelli [184℄). Malheureusement, pour obtenir des estimations préises des
indies de sensibilité, es méthodes sont extrêmement oûteuses en nombre d'évaluations du modèle
(taux de onvergene en
√
N où N est la taille de l'éhantillon). Il n'est pas rare dans les appliations
que l'estimation d'un indie de Sobol requiert 10000 évaluations de f(·) pour obtenir une préision de
10%. De plus, les évaluations eetuées pour estimer un indie ne sont pas réutilisées pour les autres
indies. L'utilisation d'éhantillons déterministes de type quasi Monte Carlo (par exemple les séquenes
LPτ de Sobol) à la plae d'éhantillons Monte Carlo permet de réduire d'un fateur 10 le oût de es
estimations (Saltelli et al. [186℄, Fang et al. [62℄). La méthode FAST (Cukier et al. [46℄), basée sur une
transformée de Fourier multi-dimensionnelle de f(·), est une autre méthode d'estimation des indies,
relativement ne et nettement moins oûteuse que la méthode de Monte Carlo. Saltelli et al. [188℄
l'ont étendu au alul des indies totaux mais il n'est pas possible ave ette tehnique de aluler des
indies d'ordre multiple.
Les reherhes atuelles pour estimer les indies de Sobol se portent sur le développement d'algo-
rithmes qui permettent d'estimer tous les indies du premier ordre ave un oût indépendant de d. Par
exemple Tarantola et al. [209℄ utilisent une tehnique dite de Random Balane Design ouplée ave la
méthode FAST. Da Veiga [48℄ et Da Veiga & Gamboa [49℄ se sont, quant à eux, intéressés au dévelop-
pement d'estimateurs asymptotiquement eaes des indies de sensibilité, à partir d'estimations non
paramétriques d'intégrales de fontionnelles de densité. Ces nouveaux algorithmes, bien adaptés aux
odes de alul oûteux, doivent enore être testés intensivement et omparés aux méthodes usuelles.
L'estimation à moindre oût des indies de Sobol totaux demeure quant à elle un axe de reherhe
ouvert et de première importane. La setion suivante disute d'autres méthodes réentes d'analyse
de sensibilité basées sur l'estimation des moments onditionnels par des méthodes de lissage et sur la
onstrution préalable de métamodèles.
3.2.5 Tehniques de lissage et métamodèles
Au delà des indies de Sobol qui ne donnent qu'une valeur salaire pour l'eet d'une variable
d'entrée Xi sur la sortie Y , on peut être intéressé par onnaître l'inuene sur Y de Xi le long de
son domaine de variation. Dans la littérature, on parle souvent d'eets prinipaux, mais pour éviter
toute onfusion, il est préférable de parler de visualisation (ou graphe) des eets prinipaux. L'outil
graphique des satterplots (visualisation du nuage de points d'un éhantillon quelonque de simulations
(Xn,Y n) à l'aide des d graphes Y vs.Xi, i = 1, . . . , d) remplit et objetif mais uniquement de manière
visuelle, don quelque peu subjetive. Basées sur des méthodes de régression non paramétrique (Hastie
& Tibshirani [82℄), les tehniques de lissage ont pour objetif, quant à elles, d'estimer les moments
onditionnels de Y d'ordre un ou plus. En analyse de sensibilité, on se limite souvent à l'espérane
onditionnelle et aux ordres un et deux (Santner et al. [191℄) pour obtenir :
◮ les graphes des eets prinipaux, entre Xi et E(Y |Xi) − E(Y ) sur tout le domaine de va-
riation de Xi pour i = 1, . . . , d ;
◮ les graphes des eets des interations, entre (Xi,Xj) et E(Y |XiXj)−E(Y |Xi)−E(Y |Xj)−
E(Y ) sur tout le domaine de variation de (Xi,Xj) pour i = 1, . . . , d et j = i+ 1, . . . , d.
Storlie & Helton [204℄ ont eetué une revue relativement omplète des méthodes de lissage que
l'on peut utiliser pour l'analyse de sensibilité : moyennes mobiles, méthodes à noyaux, polynmes
loaux, splines de lissage. Da Veiga et al. [50℄ disutent des propriétés théoriques des estimateurs
par polynmes loaux de l'espérane et de la variane onditionnelles. Ils en déduisent les propriétés
théoriques des estimateurs des indies de Sobol par polynmes loaux. Cette approhe leur permet
de résoudre le problème des entrées orrélées d'une manière nettement moins oûteuse que par les
tehniques usuelles. Enn Ratto et al. [174℄ présentent une méthode de lissage basée sur le ltre de
Kalman. Storlie & Helton [204℄ disutent également des modèles additifs et des arbres de régression
pour estimer de manière non paramétrique E(Y |X1, . . . ,Xd), e qui revient à onstruire e qu'on appelle
une surfae de réponse.
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La méthode des surfaes de réponse est un outil onnu depuis longtemps qui a pour objetif de
onstruire une fontion qui simule le omportement d'un phénomène physique ou himique dans le
domaine de variation des variables inuentes, à partir d'un ertain nombre d'expérienes (Box &
Draper [26℄). Des généralisations ultérieures ont amené ette méthode à être utilisée pour onstruire des
modèles simpliés se substituant à l'exéution de odes de alul néessitant trop de temps d'exéution
ou de ressoures (Saks et al. [182℄, Fang et al. [62℄). Construire un métamodèle a pour objetif d'obtenir
un modèle mathématique représentatif du ode étudié en terme de qualité d'approximation, ayant de
bonnes apaités de prédition, et dont le temps de alul pour évaluer une réponse est négligeable. Ce
métamodèle est onstruit et ajusté à partir de quelques simulations du ode (orrespondant à diérents
jeux de valeurs des paramètres). Le nombre de simulations néessaires dépend de la omplexité du
ode et du sénario qu'il modélise, du nombre de variables d'entrée et de la qualité d'approximation
souhaitée. Ce métamodèle peut alors être substitué ou assoié au ode pour diérents objetifs :
⋆ prédition rapide de nouvelles réponses ;
⋆ analyse de sensibilité et exploration du modèle pour une meilleure ompréhension de son
omportement ;
⋆ résolution de problèmes d'optimisation de la réponse ou de alibration de paramètres (qui
néessitent parfois plusieurs milliers d'évaluations de la réponse du modèle) ;
⋆ partiipation aux phases de validation et de qualiation du modèle numérique.
La onstrution du métamodèle, basée la plupart du temps sur des tehniques de moindres arrés,
est évidemment réalisée en aord ave son utilisation future qui peut lui imposer des ontraintes. La
mise à disposition d'un métamodèle est également extrêmement utile si on étudie un système sans
bien onnaître les inertitudes sur ses variables d'entrée. Si un métamodèle est onstruit et validé dans
un domaine de variation des entrées susamment large, diérentes études pourront être réalisées en
faisant varier les inertitudes des entrées.
Dans la pratique, on s'intéresse à trois prinipales questions lors de la onstrution d'un métamo-
dèle :
⊲ le hoix du métamodèle qui peut être issu de tout modèle de régression linéaire, non linéaire,
paramétrique ou non paramétrique (Hastie et al. [83℄). Parmi les modèles les plus utilisés
pour ajuster les réponses de odes de alul, on peut iter les polynmes, splines, modèles
linéaires généralisés, modèles additifs généralisés, le krigeage, la tehnique MARS, les ré-
seaux de neurones, les SVM, les arbres de régression et le boosting (Simpson et al. [199℄,
Chen et al. [39℄, Fang et al. [62℄). Le hoix du métamodèle est un problème en soi, ertains
étant plus adaptés que d'autres à diérents types de situation. Une première stratégie est
de privilégier la simpliité, don de se satisfaire du métamodèle le plus simple possible en
adéquation ave les objetifs de l'étude ;
⊲ la planiation des aluls. Les prinipales qualités requises pour un plan d'expériene sont
sa robustesse (apaité d'analyser diérents modèles), son eaité (minimisation d'un ri-
tère), la répartition de ses points (remplissage uniforme de l'espae éhantillonné) et un oût
faible pour sa onstrution (Santner et al. [191℄, Fang et al. [62℄). Sur e sujet, qui ne sera
pas disuté dans e mémoire, énormément de travaux sont disponibles. Si on se limite aux
plans sans modèle, on peut iter les travaux de Gazut et al. [73℄ pour les plans adaptatifs
basés sur du reéhantillonnage bootstrap pour identier les zones où de nouveaux aluls
sont néessaires. Conernant les plans non séquentiels sans modèle (don de type spae
lling), la tendane atuelle est de herher des plans dont les propriétés se onservent
en sous-projetions. Dans ses travaux de thèse, Marrel [141℄ (assoiée à un stagiaire, Loï
Boussouf) montre que les LHS optimisés à l'aide de ertains ritères de disrépane sont
parmi les meilleurs pour et objetif ;
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⊲ la validation du métamodèle. Dans le domaine des plans d'expériene lassiques, la valida-
tion orrete d'une surfae de réponse est un aspet ruial et à soigner partiulièrement
(Droesbeke et al. [60℄). En revanhe, dans le domaine des expérienes numériques, seul
un faible nombre de publiations s'attardent sur e problème (f. par exemple Kleijnen &
Sargent [119℄, Mekesheimer et al. [151℄, Reis dos Santos & Porta Nova [175℄). La pratique
usuelle est d'estimer des ritères globaux (erreur quadratique moyenne, erreur en valeur
absolue, . . . ) sur une base de test, par validation roisée, par leave-one-out
5
ou par boots-
trap (Kleijnen & Sargent [119℄, Fang et al. [62℄, Kleijnen [117℄). L'un des ritères les plus
utilisés en pratique est le oeient de préditivité, noté Q2, qui orrespond au oeient
de détermination R2 alulé sur une base de test (f. Eqs. (3.13) et (3.12)). Dans Iooss et
al. [95℄, j'ai ommené à m'intéresser au problème de la planiation de la base de test,
pour estimer au mieux les ritères d'erreur du métamodèle ave un nombre minimal de
aluls supplémentaires. L'utilisation d'un algorithme développé par Feuillard [63℄ pendant
sa thèse permet de plaer dans la base de test les points les plus éloignés possibles de eux
de la base d'apprentissage.
Certains métamodèles permettent d'obtenir diretement les indies de sensibilité. Par exemple,
Sudret [205℄ et Crestaux et al. [45℄ ont montré que les indies de Sobol déoulent diretement d'une
déomposition en polynmes de haos. Les proessus gaussiens (krigeage) apparaissent aussi omme un
métamodèle partiulièrement intéressant. Leur formulation permet d'obtenir les indies de sensibilité
sans passer par une estimation de type Monte Carlo (Oakley & O'Hagan [161℄, Chen et al. [40℄, Marrel
et al. [142℄). La setion suivante dérit les travaux sur les proessus gaussiens réalisés en ollaboration
ave Amandine Marrel.
3.3 Constrution et utilisation du métamodèle proessus gaussien
La méthode du krigeage (Krige [128℄, Matheron [147℄, Chilès & Delner [42℄, Stein [203℄) a été
développée en géostatistique pour des problèmes de artographie dans le but de prendre en ompte la
struture spatiale de la variable étudiée. La prédition du krigeage en haque point du domaine est
une ombinaison linéaire pondérée des observations de la base d'apprentissage, les poids ne dépendant
pas des valeurs des observations mais du plan d'expériene et de la struture de ovariane de la va-
riable. L'un des grands atouts du krigeage, par rapport aux autres méthodes de artographie, est de se
plaer dans un adre probabiliste (en modélisant la variable d'intérêt par un proessus stohastique),
e qui lui permet d'estimer les inertitudes assoiées aux préditions. A la n des années 1980, Saks
et al. [182℄ ont introduit les prinipes du krigeage pour la modélisation et la prédition de réponses de
odes de alul. En géostatistique linéaire, l'hypothèse gaussienne n'est pas néessaire pour onstruire
le modèle de krigeage ar ses paramètres sont estimés à l'aide d'outils d'analyse de données (les vario-
grammes). Dans le domaine des expérienes numériques, es outils ne sont plus utilisables du fait de la
grande dimension de l'espae des entrées, et les paramètres du modèle sont estimés par des méthodes
néessitant l'hypothèse gaussienne (maximum de vraisemblane). Les arguments en entrée du modèle
PG orrespondent aux entrées du ode de alul et peuvent être de nature et d'unité très diverses.
Remarque 3.3.1 D'un point de vue terminologique, si l'argument du modèle est le temps, on parle
habituellement de proessus stohastique gaussien et s'il s'agit de l'espae physique (position 2D ou 3D),
on parle de hamp aléatoire gaussien. Conernant la simulation numérique, on adopte la terminologie
modèle proessus gaussien (noté PG).
Le modèle PG est devenu à présent extrêmement populaire dans le domaine des expérienes numé-
riques, prinipalement pour les raisons suivantes :
⋄ disposer d'un interpolateur exat (ontrairement à un grand nombre d'autres méthodes de
régression) est partiulièrement attrayant ar la grande majorité des appliations onernent
5
proédure appelée aussi jaknife, as partiulier de la validation roisée où on laisse de té une seule observation
à haque étape
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des odes de alul déterministes, i.e. des odes pour lesquels deux simulations onséutives
ave les mêmes entrées fournissent la même réponse. Cette ontrainte d'interpolation peut
également être relâhée ;
⋄ ses prinipes mathématiques sont relativement simples à appréhender ;
⋄ le préditeur possède une formulation analytique, e qui est parfois souhaitable en terme
d'interprétabilité, de ommuniation et de transmission du modèle aux physiiens ;
⋄ le préditeur est extrêmement rapide à évaluer ;
⋄ le modèle PG fournit, en plus du préditeur, l'erreur de elui-i (le MSE, i.e. Mean Square
Error). Le MSE peut alors être utilisé eaement dans la planiation adaptative de si-
mulations pour améliorer la préditivité du métamodèle (Sheidt [195℄), pour estimer des
quantiles (Oakley [160℄) et pour résoudre des problèmes d'optimisation sur la réponse du
ode (Jones et al. [110℄) ;
⋄ le modèle PG peut être formulé de manière bayésienne (Currin et al. [47℄, O'Hagan [162℄),
e qui permet d'introduire des lois de onnaissane a priori sur les hyperparamètres ;
⋄ le adre gaussien permet de disposer d'outils d'analyse préieux pour valider ou invalider
le modèle PG (Bastos & O'Hagan [16℄) ;
⋄ enn, il existe à présent une bibliographie partiulièrement fournie sur l'appliation de e
modèle aux expérienes numériques, ave notamment les deux monographies réentes de
Santner et al. [191℄ et Rasmussen & Williams [173℄.
Après avoir rappelé la formulation théorique et la onstrution pratique du modèle PG, on résume
dans la prohaine setion nos travaux permettant de résoudre les problèmes posés lors de sa onstrution
en grande dimension (Marrel et al. [143℄). On expliitera ensuite nos résultats onernant l'utilisation
du modèle PG en analyse de sensibilité (Marrel et al. [142℄).
3.3.1 Le modèle proessus gaussien
On étudie d variables d'entrée x = (x1, ..., xd) ∈ Rd d'un ode de alul déterministe f(·) et une
variable de sortie salaire y(x) ∈ R. On dispose de n jeux de simulations des variables d'entrées Xn =
(x(1)t, ...,x(n)t)t, haque jeu étant de dimension d : x(i) = (x
(i)
1 , ..., x
(i)
d ). Les sorties orrespondantes
du ode de alul sont notées Y n = (y1, ..., yn)
t
ave yi = y(x
(i)), i = 1, ..., n.
La modélisation par les proessus gaussiens onsiste à onsidérer la sortie déterministe y(x) omme
la réalisation d'un proessus stohastique gaussien Y (x) se déomposant de la manière suivante :
Y (x) = m(x) + Z(x) , (3.19)
où m : x ∈ Rd → m(x) ∈ R est la partie déterministe fournissant une approximation de la réponse du
simulateur en moyenne et Z(x) ∈ R est la partie aléatoire entrée permettant de modéliser les résidus
et d'interpoler les réponses.
En e qui onerne la partie déterministe du modèle PG, on se limite à l'utilisation d'un polynme
de degré 0 ou 1 :
m(x) = β0 +
d∑
j=1
βjxj = F (x)β (3.20)
où β = (β0, . . . , βd)
t ∈ Rd sont les paramètres de régression et F (x) = (1, x1, . . . , xd) est le veteur
de régression au point x. Cette formulation se généralise aisément à d'autres bases de fontions de
régression. Cependant, de nombreux auteurs tels que Saks et al. [182℄ et Welh et al. [226℄ onseillent
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de ne onsidérer qu'une fontion onstante pour la tendane (m(x) = β0) arguant que le proessus
gaussien Z(x) est susant pour apturer les non linéarités et interations du modèle. A ontrario,
d'autres auteurs estiment que ette fontion tendane est importante pour limiter le rle de la partie
stohastique du modèle PG à la modélisation des utuations rapides du modèle (Jourdan [111℄).
Martin & Simpson [145℄ montrent d'ailleurs qu'une fontion de régression susamment rihe permet
d'améliorer la forme de la fontion de vraisemblane lors de l'estimation des hyperparamètres (f 3.3.2).
Enn, la tendane déterministe ore une belle opportunité d'introduire d'éventuelles informations a
priori, inhérente à la physique du phénomène simulé (Martin & Simpson [145℄).
La partie aléatoire du modèle Z(x) est, quant à elle, un proessus stohastique gaussien, que l'on
hoisit stationnaire, don aratérisé par ses deux premiers moments statistiques :
E[Z(x)] = 0 ,
Cov(Z(x(i)), Z(x(j))) = R(x(i),x(j)) = σ2N(x(i) − x(j)) , (3.21)
où σ2 ∈ R désigne la variane de Z et N : r ∈ Rd → N(r) ∈ R sa fontion de orrélation. Dans le adre
de la modélisation de réponses odes de alul, l'hypothèse d'isotropie n'est pas du tout appropriée.
En eet, les variables d'entrée étant souvent de nature, de dimension et d'unité diérentes, il n'est pas
raisonnable de onsidérer les longueurs de orrélation relatives à haune des entrées omme identiques.
En revanhe, on aepte souvent l'hypothèse de stationnarité : un omportement non stationnaire du
fait d'une dérive de la moyenne pourra être modélisé via la partie déterministe du modèle ('est le adre
du krigeage universel). Vazquez [219℄ a introduit le modèle plus général du krigeage intrinsèque pour les
odes de alul. Celui-i ne néessite plus l'introdution d'une tendane déterministe, il apture la non
stationnarité en modélisant Z par une fontion intrinsèque d'ordre k.6 Des situations non stationnaires
peuvent apparaître dans ertaines appliations (omme lors de la simulation de phénomènes thermo-
hydrauliques), où le omportement et la régularité du ode peuvent varier fortement dans diérents
domaines de ses entrées. Pour traiter es as, Gramay [79℄ propose de relier un arbre de lassiation
(an de partitionner l'espae des entrées) à diérents modèles PG. La onstrution de modèles PG
non stationnaires pour les expérienes numériques (don en grande dimension) demeure néanmoins un
problème de R&D ouvert.
Les prinipales familles de fontions de ovariane paramétriques ont été dérites au 2.2.4. Dans
mes travaux, je me suis limité à la fontion exponentielle généralisée (2.9) :
Nθ,p(x
(i) − x(j)) =
d∏
l=1
exp(−θl|x(i)l − x(j)l |pl) (3.22)
où θ = (θ1, . . . , θd)
t ∈ Rd+ et p = (p1, . . . , pd)t ∈]0, 2]d sont les paramètres de orrélation. Cette fontion
se déompose en un produit de ovarianes mono-dimensionnelles relatives à haune des variables
d'entrée, e qui est bien appropriée aux manipulations analytiques pour les analyses d'inertitude et
de sensibilité. Chaune de es ovarianes mono-dimensionnelles est aratérisée par deux paramètres
(un paramètre de forme pl et un paramètre d'éhelle θl pour l = 1, . . . , d), e qui apporte une ertaine
souplesse au modèle. D'autres auteurs préonisent l'utilisation de la ovariane de Matèrn (Eq. (2.10)),
dont les propriétés de régularité sont plus intéressantes, mais dont l'expression analytique est plus
omplexe (f. 2.2.4).
En dépit du aratère déterministe des odes que l'on onsidère, les sorties peuvent être assorties
de bruits (notamment numériques). Dans e as, il peut être intéressant que le modèle PG n'interpole
plus les données et on ajoute à sa partie stohastique un bruit blan U(x) :
Y (x) = m(x) + Z(x) + U(x), (3.23)
où U(x) ∈ R est un bruit-blan gaussien : proessus aléatoire indépendant gaussien entrée de variane
σ2τ , τ ∈ R+. Ce bruit-blan introduit une disontinuité à l'origine (appelée eet de pépite par Matheron
6
Il s'agit d'une généralisation de la notion de fontion aléatoire intrinsèque qui orrespond au as k = 0 (f. 2.2.2),
pour utiliser des aroissements généralisés (f. Chilès & Delner [42℄).
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[147℄) sur la fontion de ovariane :
Cov(Y (x), Y (u)) = σ2
(





1 si ‖v‖ = 0,
0 sinon.
Cet eet de pépite peut également être utile pour améliorer le ondi-
tionnement de la matrie de ovariane à inverser pour onstruire le préditeur du modèle PG (f
3.3.2).
3.3.2 Constrution et estimation des paramètres
Sous l'hypothèse du modèle proessus gaussien, l'éhantillon d'apprentissage Y n suit une distribu-
tion normale multidimensionnelle :[
Y n
∣∣∣Xn,β, σ,θ,p, τ] ∼ Nn (Fnβ,Σn) , (3.25)
où Fn = [F (x












est la matrie de ovariane ave In la matrie identité de dimension n. Soit x
∗ = (x∗1, ..., x
∗
d) un
nouveau jeu de variables d'entrée, la distribution de probabilité jointe de (Y n, Y (x∗)) s'érit[(
Y n
Y (x∗)















k(x∗) = [ Cov(y1, Y (x
∗)), . . . ,Cov(yn, Y (x
∗)) ]t
= σ2[Nθ,p(x
(1) − x∗) + τδ(x(1) − x∗), . . . , Nθ,p(x(n) − x∗) + τδ(x(n) − x∗) ]t.
(3.28)
On obtient alors la distribution de Y (x∗) onditionnellement à l'éhantillon d'apprentissage (Xn,Y n),
qui est gaussienne de moyenne et variane :
E
∗[Y (x∗)|Y n,Xn,β, σ,θ,p, τ ] = F (x∗)β + k(x∗)tΣn−1(Y n − Fnβ), (3.29)
Var





sont l'espérane et la variane par rapport à la loi a posteriori de Y (x).
L'espérane onditionnelle (3.29), notée Ŷ (x∗), est don utilisée omme préditeur. La variane
onditionnelle (3.30), onnue sous le nom de variane du krigeage, peut être utilisée omme un in-
diateur de la variane loale du modèle. Cette variane orrespond d'ailleurs à l'erreur quadratique
moyenne du préditeur que l'on note MSE pour Mean Square Error. Plus généralement, le modèle PG
fournit une expression analytique pour la distribution de la variable de sortie en haque nouveau point
de prédition. Cette distribution peut être utilisée pour la propagation d'inertitude, l'estimation de
quantiles, le développement de stratégies d'éhantillonnage, . . . Son utilisation pourra être analytique
(ou du moins en partie) en évitant de passer par des simulations numériques de type Monte Carlo qui
s'avèrent souvent oûteuses en temps de alul.
A partir de la loi jointe énonée préédemment et des simulations de la base d'apprentissage, on
estime les paramètres du modèle PG (3.23), appelés hyperparamètres. Il s'agit des paramètres de
régression β, de orrélation (θ,p) et de variane (σ2, τ). Pour la ovariane exponentielle généralisée
et un polynme de degré un dans la partie régression, il y a don 3d + 3 paramètres à estimer. Deux
méthodes sont utilisées dans la littérature pour estimer es paramètres : la méthode du maximum
de vraisemblane (Saks et al. [182℄) et la tehnique de validation roisée (Currin et al. [47℄). Cette
dernière ne néessite pas l'hypothèse d'une distribution gaussienne de la sortie. Elle onsiste à explorer
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de manière exhaustive les valeurs des hyperparamètres et à estimer les résidus de prédition (par
exemple par leave-one-out) pour haque valeur du veteur des hyperparamètres (Martin & Simpson
[145℄). La valeur du veteur des hyperparamètres retenue est elle qui donne l'erreur quadratique la plus
faible, e qui orrespond à une méthode de moindres arrés. Cei peut don s'avérer partiulièrement
oûteux en grande dimension (par exemple pour d > 10). De plus, Martin & Simpson [145℄ ont montré
sur des exemples simples que ette tehnique donne souvent des résultats de moins bonne qualité que
elle basée sur le maximum de vraisemblane. Enn, d'un point de vue théorique, il est onnu que
l'estimateur des paramètres d'un hamp gaussien par moindres arrés n'est pas onsistant à partir de
d ≥ 2 (Guyon [80℄).
La méthode du maximum de vraisemblane onsiste à exprimer la log-vraisemblane de Y n en
supposant que les observations suivent une distribution gaussienne.
7
L'estimateur du maximum de











. On a alors pour le préditeur et son MSE :
E
∗[Y (x∗)|Y n,Xn, σ,θ,p, τ ] = Ŷ (x∗) = F (x∗)β̂ + k(x∗)tΣn−1(Y n − Fnβ̂) , (3.32)
MSE[Ŷ (x∗)|Y n,Xn, σ,θ,p, τ ] = σ2(1 + τ)− k(x∗)tΣn−1k(x∗) + u(x∗)(FntΣn−1Fn)u(x∗)t(3.33)
ave u(x∗) = F (x∗)− k(x∗)tΣn−1Fn.
Remarque 3.3.2 En pratique, les paramètres de ovariane (σ,θ,p, τ) sont inonnus et estimés à partir
de la base d'apprentissage ; la vraie MSE,
MSE[Ŷ (x∗)|Y n,Xn] = Var[Ŷ (x∗)− Y (x∗)] + {E[Ŷ (x∗)− Y (x∗)]}2 , (3.34)
est don inonnue. Par déomposition de la variane de Ŷ (x∗) − Y (x∗) par rapport à [Ŷ (x∗) −
Y (x∗)|σ,θ,p, τ ], il est faile de voir que la MSE (3.33) sous-estime la vraie MSE (Santner et al.
[191℄, den Hertog et al. [56℄). La majorité des auteurs se ontentent ependant d'utiliser l'expression
(3.33) omme approximation de la MSE. Dans un artile réent, den Hertog et al. [56℄ proposent des
algorithmes pour estimer la vraie MSE à l'aide du bootstrap.




(Y n − Fnβ̂)t(Nθ,p + τIn)−1(Y n − Fnβ̂). (3.35)
Ainsi, β̂ et σ̂2 dépendent de θ, p et τ et, en les substituant dans l'expression de la log-vraisemblane,
on obtient le hoix optimal (θ̂, p̂, τ̂). Celui-i minimise
ψ(θ,p, τ) = σ̂2|Nθ,p + τIn|
1
n . (3.36)
Pour résoudre e problème d'optimisation, Welh et al. [226℄ utilisent la méthode du simplexe ou-
plée à une proédure d'introdution progressive des paramètres de orrélation des variables d'entrée
pour réduire le plus possible la fontion ψ(θ,p, τ). D'autres auteurs se limitent à l'utilisation d'une
méthode de gradient onjugué, et parfois ouple elle-i ave une optimisation préalable par simplexe
(en la répétant éventuellement ave diérents points de départ hoisis aléatoirement). Dans le logiiel
sous Matlab DACE, Lophaven et al. [137℄ utilisent l'algorithme d'optimisation stohastique de Hooke
& Jeeves (Bazaraa et al. [18℄) qui se révèle partiulièrement eae (et que l'on utilise dans notre algo-
rithme d'ajustement d'un modèle PG à grande dimension, f 3.3.3). Cependant, quelques problèmes
onséquents se posent lors de ette phase d'estimation des hyperparamètres :
7
La méthode du maximum de vraisemblane est onnue pour être relativement robuste à l'hypothèse de normalité.
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⊲ l'évaluation de ψ(θ,p, τ) qui néessite l'inversion de la matrie de ovariane. Une di-
ulté apparaît lorsque l'indie de onditionnement de la matrie de ovariane est trop
grand (système numérique instable pour inverser la matrie). Le onditionnement de la
matrie dépend non seulement du plan d'expériene mais aussi du modèle de ovariane.
La ovariane gaussienne implique notamment une matrie de ovariane partiulièrement
mal onditionnée (Ababou et al. [1℄, Stein [203℄). L'eet de pépite U(x) que l'on introduit
permet de résoudre e problème de onditionnement ;
⊲ les nombreux maxima loaux potentiellement présents dans la fontion de vraisemblane.
Cette situation est présente lorsqu'il y a peu de données pour exprimer la fontion de vrai-
semblane. Martin & Simpson [145℄ ont illustré e problème sur des exemples simples et ont
montré que l'introdution d'une partie déterministe m(x) (terme de tendane) susam-
ment rihe permettait d'améliorer la forme de la log-vraisemblane en rendant plus aisée
la détermination de son maximum global ;
⊲ la forme de la fontion de vraisemblane qui peut présenter une arête relativement large.
Le maximum global peut ainsi se trouver dans une zone très plate de la vraisemblane, e
qui induit des diultés numériques pour les algorithmes de gradient et du simplexe. Li
& Sudjianto [133℄ ont proposé de pénaliser la vraisemblane, par exemple par une teh-
nique de type LASSO qui induit une ourbure plus forte de la vraisemblane, permettant
une estimation préise du maximum global. Dans ette approhe partiulièrement eae
(nommée krigeage gaussien pénalisé), le terme de pénalisation est mis sur les paramètres
de orrélation θ ;
⊲ la grande dimension des entrées qui implique un grand nombre de paramètres à ajuster
et onséutivement quelques diultés dans la proédure d'optimisation par maximum de
vraisemblane (oût en temps de alul, surapprentissage).
La setion suivante expliite l'heuristique que j'ai développée pour répondre à es problèmes.
3.3.3 Méthodologie en grande dimension
L'appliation du modèle PG à des odes de alul faisant intervenir un grand nombre de variables
d'entrée est une problématique identiée depuis les travaux de Welh et al. [226℄. Le problème semble
se poser au delà de 5 variables d'entrée et pour un nombre d'observations du ode de l'ordre de
quelques entaines (typiquement dix fois plus d'observations que de variables d'entrée). La prinipale
diulté demeure dans la proédure d'optimisation an d'estimer les paramètres de orrélation. Une
optimisation globale et simultanée de tous les paramètres de orrélation onduit inévitablement à de
très mauvaises estimations des hyperparamètres et onséutivement à un modèle PG peu préditif
(Welh et al. [226℄, Marrel et al. [143℄).
Welh et al. [226℄ utilisent un algorithme stepwise pour introduire séquentiellement les variables
d'entrée (et don leurs hyperparamètres) dans la vraisemblane du modèle PG. La première étape
onsiste à initialiser les hyperparamètres par eux d'une ovariane isotrope (don ave deux paramètres
de orrélation à ajuster) par maximisation de la log-vraisemblane des données. La deuxième étape
onsiste à réaliser une boule en réestimant suessivement les hyperparamètres de haque variable
d'entrée. Les estimations des hyperparamètres de la variable d'entrée qui ont onduit à la plus forte
amélioration de la log-vraisemblane sont onservées et les autres sont reinitialisés à leur valeur initiale.
La proédure est répétée jusqu'à un ritère d'arrêt sur l'évolution de la log-vraisemblane, ou jusqu'à
e que tous les hyperparamètres aient été estimés. Ave et algorithme, Welh et al. [226℄ parviennent à
onstruire un modèle PG à l'aide d'une trentaine de aluls sur un ode faisant intervenir 20 variables
d'entrée.
Suite à et algorithme, peu d'auteurs se sont intéressés à e problème qui ne présente pas d'in-
térêt théorique mais un intérêt pratique évident. Pour des odes de alul faisant intervenir quelques
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dizaines de variables d'entrée, Shonlau & Welh [196℄ passent en revue un ertain nombre de pu-
bliations où le modèle PG semble avoir donné des résultats satisfaisants. Ils proposent d'utiliser le
modèle PG omme une tehnique de riblage avanée permettant, grâe à la déomposition ANOVA
fontionelle, la visualisation des eets prinipaux de haque variable d'entrée (f. 3.2.5). Le problème
de l'estimation des hyperparamètres est ignoré et ramené à un problème de validation du modèle PG
(préditeur et variane) par validation roisée (proédure détaillée par exemple dans Jones et al. [110℄).
Cette validation roisée par leave-one-out semble ependant douteuse ar les paramètres de orrélation
ne sont pas réestimés à haque suppression d'observations, e qui est justié par le oût d'une réesti-
mation systématique de eux-i. Or, lorsque la dimension des entrées n'est pas négligeable devant le
nombre de données, haque observation a une inuene potentiellement importante sur l'estimation
des hyperparamètres.
Dans Marrel et al. [143℄, nous proposons d'utiliser une proédure de validation qui évite e biais
en réestimant les hyperparamètres à haque étape de validation roisée. Le leave-one-out n'est alors
plus possible ar trop oûteux, et une validation roisée en quelques blos est utilisée. Le hoix du
nombre de blos est bien entendu dépendant du nombre d'observations dont on dispose, mais il est
usuellement inférieur à 10. Le ritère utilisé pour séletionner le meilleur modèle PG est le oeient de
préditivité Q2 (f. 3.2.3, Eq. (3.13)), le R
2
n'étant d'auune utilité pour les modèles d'interpolation
des observations omme le krigeage.
Notre intérêt pour e problème d'ajustement de modèles PG à grande dimension vient du fait que
l'algorithme de Welh s'est révélé inapproprié et relativement ineae sur ertaines de nos applia-
tions. En eet, en restreignant la partie déterministe du modèle PG à une onstante (f 3.3.1), il ne
s'intéresse pas à l'estimation séquentielle des paramètres de régression β et aux liens entre elle-i et
l'estimation séquentielle des paramètres de ovariane. De plus, sa proédure d'initialisation des hy-
perparamètres est relativement pauvre. Cette initialisation suppose l'isotropie de la ovariane, e qui
fore les paramètres de orrélation à être égaux entre eux et qui peut onduire à des estimations très
éloignées des solutions. Or, elles-i onditionnent la suite de la proédure d'ajustement ar le modèle
qui est testé à haque étape prend en ompte toutes les variables d'entrée.
L'algorithme que nous avons développé dans Marrel et al. [143℄ s'inspire de elui de Welh, en
le ranant an de pallier aux diérents problèmes évoqués préédemment. Les grands prinipes de
l'algorithme proposé sont les suivants :
⋆ un tri initial est eetué sur les variables d'entrée an de les lasser par ordre d'inuene
sur la sortie. Le ritère de tri est le oeient de orrélation linéaire entre haque entrée et
la sortie, alulé à l'aide de l'éhantillon d'apprentissage ;
⋆ e tri donne l'ordre d'inlusion progressive des variables d'entrée dans la ovariane du
modèle PG lors de la proédure d'estimation de ses hyperparamètres. A haque inlusion
d'une nouvelle variable d'entrée, tous les hyperparamètres sont estimés par maximisation
de la log-vraisemblane (qui revient à minimiser l'expression (3.36)) ;
⋆ la présene d'une partie régression et d'une partie ovariane nous oblige à mettre en
÷uvre une boule supplémentaire pour séletionner les termes de la fontion de régression.
Le ritère d'information d'Akaike (AIC) est bien adapté pour séletionner un modèle de
régression. On utilise ii le ritère d'information d'Akaike orrigé (AICC) qui permet de





β̂, σ̂, θ̂, p̂, τ̂
)
+ 2n
m1 +m2 + 1
n−m1 −m2 − 2 , (3.37)
où m1 est le nombre de variables qui interviennent dans la partie régression m(·), m2 est
le nombre de variables qui interviennent dans la fontion de ovariane et l
Y
n(·) est la
log-vraisemblane de l'éhantillon Y n pour les estimations des hyperparamètres du modèle
PG. Toutes les variables d'entrée ne sont don pas forément inluses dans la régression.
Le ritère AICC étant peu oûteux, ette boule de séletion des termes de régression est
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insérée dans la boule d'estimation des paramètres de ovariane ;
⋆ pour haque variable d'entrée inluse dans la ovariane, la qualité du modèle PG est estimé
à l'aide du oeient de préditivité Q2 (Eq. (3.13)), alulé par validation roisée ;
⋆ l'évolution du Q2 est visualisée en fontion des itérations. Les inréments suessifs du Q2
à haque ajout de variables (qui trahissent l'inuene des variables d'entrée dans le modèle
PG) sont utilisés pour orir un nouveau tri initial des entrées. La proédure séquentielle
de onstrution du modèle PG par inlusion progressive des entrées est alors relanée ;
⋆ le modèle séletionné n'est pas le modèle nal mais elui pour lequel le Q2 est le meilleur.
Toutes les variables d'entrée ne sont don pas forément inluses dans la ovariane.








la liste de toutes les entrées dans leur
















) orrespond à la liste des entrées
dans leur nouvel ordre après lassement ave le ritère du oeient de orrélation (resp. le ritère des
inréments de Q2). Mov (resp. Mreg) réprésente la liste des entrées apparaissant dans la fontion
de ovariane (resp. la fontion de régression) à l'étape ourante. L'algorithme que j'ai proposé se
formalise de la manière suivante :
























Etape 2 : initialisations
Bornes minimales pour haque omposante de θ et p : lobθ = 10
−8
, lobp = 0
Bornes maximales pour haque omposante de θ et p : upbθ = 100 , upbp = 2
Valeurs de départ pour haque omposante de θ et p : θ0 = 0.5 , p0 = 1
Etape 3 : inlusion suessive des variables dans la ovariane
Pour i = 1 . . . d
Variables dans la ovariane : Mi,cov =Mov(1, . . . , i)
Inlusion suessive des variables dans la fontion de régression :
Pour j = 1 . . . d
Fontion de régression : Mj,reg =Mreg(1, . . . , j)
θinit = (θ1
(i−1),j, . . . , θi−1
(i−1),j, θ0)t
pinit = (p1
(i−1),j, . . . , pi−1
(i−1),j, p0)t
[θi,j, pi,j] = estimation(Mi,cov,Mj,reg, [θinit,pinit], [lobθ , lobp], [upbθ , upbp])
AICC(i, j) = AICC(Mi,cov,Mj,reg)
Fin de la boule
Séletion de la fontion de régression optimale : joptim(i) = argmin
j
(AICC(i, j))
Evaluation du Q2 par validation roisée ou sur une base de validation
Q2(i) = Q2(Mi,cov,Mjoptim(i),reg)
Fin de la boule
Etape 4 : détermination du nouveau lassement par inrément de Q2
∆Q2(1) = Q2(1)
Pour k = 2 . . . d
∆Q2(k) = Q2(k) − Q2(k− 1)
Fin de la boule
Classement des variables par ∆Q2 déroissants : M1 =⇒M2
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(1, . . . , joptim(ioptim))
Etape 7 : validation nale du modèle optimal
Qfinal2 = Q2(Moptimov ,Moptimreg )
Cet algorithme a lairement démontré sa supériorité par rapport aux algorithmes ne faisant pas




(X1, . . . ,Xd) =
d∏
j=1
gj(Xj) où gj(Xj) =
|4Xj − 2|+ aj
1 + aj
, (3.38)
ave Xj ∼ U [0, 1] et aj = j, ∀j = 1 . . . d. Ave es valeurs, la fontion g de Sobol modélise des
omportements non linéaires ave des interations entre les entrées. Sur ette fontion, le tableau 3.1
montre la omparaison de résultats obtenus ave notre algorithme (Marrel et al. [143℄) et ave elui
proposé par le logiiel GEM-SA (O'Hagan [162℄), en faisant varier la dimension des entrées d. La taille
de l'éhantillon de onstrution du modèle PG est hoisie à n = 10d. La proédure de simulation
d'éhantillons d'apprentissage (par la méthode des hyperubes latins) et de onstrution des modèles
PG est répétée 50 fois pour pouvoir moyenner les résultats. On onstate que pour d ≥ 6, l'algorithme




de GEM-SA de Marrel
d n Q2 sd Q2 sd
4 40 0.82 0.08 0.86 0.07
6 60 0.67 0.24 0.85 0.05
8 80 0.66 0.13 0.85 0.04
10 100 0.59 0.25 0.83 0.05
12 120 0.57 0.16 0.84 0.05
14 140 0.60 0.17 0.83 0.03
16 160 0.62 0.11 0.86 0.04
18 180 0.66 0.09 0.84 0.03
20 200 0.64 0.09 0.86 0.02
Tab. 3.1  Moyenne (Q2) et éart type (sd) du oeient de préditivité Q2 pour plusieurs implémen-
tations de la fontion g de Sobol. 50 répétitions sont utilisées pour haque taille d'éhantillon.
Cet algorithme nous a également permis de onstruire des modèles PG performants sur quelques
appliations parmi lesquelles un modèle de transport hydrogéologique de polluants à 20 entrées et 300
observations (Marrel et al. [143℄) et un modèle d'aident thermohydraulique en sûreté des réateurs
nuléaires à 53 entrées et 200 observations (Cannamela et al. [36℄).
Un travail réent (Linkletter et al. [135℄) s'est également intéressé au problème de la séletion de
variables à l'aide du modèle PG. La tehnique employée est basée sur l'introdution d'une variable
d'entrée inerte (que l'on pourrait aussi appeler inative ou tive) dans le modèle. La distribution a
posteriori du paramètre de ovariane θ de ette variable inerte permet de dénir un seuil au delà
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duquel les autres variables d'entrée peuvent être onsidérées omme inuentes. Au nal, le but est de
séletionner les variables d'entrée sur lesquelles il est intéressant de réaliser une analyse de sensibilité
quantitative (alul des indies de Sobol par exemple). La setion suivante traite de mes travaux,
réalisés en ollaboration ave Amandine Marrel, Béatrie Laurent et Olivier Roustant, sur l'estimation
des indies de Sobol à l'aide du modèle PG.
3.3.4 Calul des indies de Sobol
A l'aide du préditeur du modèle PG (Eq. (3.32)), l'estimation d'indies de sensibilité tels que les
indies de Sobol (Eqs. (3.17) et (3.18)) peut être réalisée extrêmement rapidement par simulations
Monte Carlo (f. par exemple Santner et al. [191℄). C'est d'ailleurs l'une des méthodes usuelles pour
estimer les indies de Sobol lorsque l'on a aaire à un ode oûteux : onstruire un métamodèle que
l'on utilise de manière intensive pour aluler les indies de Sobol (Marseguerra et al. [144℄, Iooss et al.
[104℄, Volkova et al. [223℄). La part de variane non expliquée par le métamodèle (alulée par 1−Q2)
nous permet de onnaître e que l'on perd en utilisant le métamodèle (Sobol [202℄, Jaques [106℄).
Contrairement à bon nombre des métamodèles (réseau de neurones, arbres de régression, . . . ), la
formulation du modèle PG permet également d'obtenir les indies de sensibilité sans passer par une
estimation de type Monte Carlo. Deux approhes ont été proposées dans la littérature : elle de Chen et
al. [40℄ qui utilisent uniquement l'expression du préditeur du modèle PG et elle d'Oakley & O'Hagan
[161℄ qui utilisent le modèle PG dans sa globalité, i.e. le préditeur et la struture de ovariane du
modèle PG onditionnellement à la base d'apprentissage. Les travaux que j'ai réalisés sur le sujet
(Marrel et al. [142℄) ont onsisté tout d'abord à omparer les résultats de es deux approhes, e qui
n'avait pas été fait auparavant. Dans un deuxième temps, nous avons développé une méthode originale
pour obtenir des intervalles de prédition sur les estimations des indies de Sobol.
Dans ette setion sur les proessus gaussiens, nous avons raisonné jusqu'ii ave des variables
d'entrée x déterministes. À présent, nous nous replaçons dans le adre probabiliste de la setion 3.2,
où le veteur des variables d'entréesX est supposé aléatoire, suivant une loi de probabilité G. Y = f(X)
est don aussi une variable aléatoire. Le alul d'un indie de Sobol au premier ordre onsiste à estimer





où G−i|i est la distribution onditionnelle du veteur X−i = (X1, . . . ,Xi−1,Xi+1,Xd) sahant Xi et
χ−i est l'espae des valeurs possibles pour X−i.
On note Y
PG
(X) : Rd → R le modèle PG onditionnel onstruit au 3.3.2. Le modèle PG est déni











1 − x∗2) + τ
)
− k(x∗1)tΣn−1k(x∗2) , (3.40)
où Cov
∗
est la ovariane par rapport à la loi a posteriori de Y (x). Pour les deux approhes, les indies
de Sobol sont donnés de la manière suivante :




pour i = 1, . . . , d ; (3.41)




pour i = 1, . . . , d . (3.42)
63
S˜i est don une variable aléatoire dont la moyenne µS˜i est onsidérée omme un indie de
sensibilité et la variane σ2
S˜i












pour i = 1, . . . , d .
(3.43)
Dans le as de variables d'entrée indépendantes et pour une ovariane qui s'exprime omme un
produit de ovarianes monodimensionnelles (f. Eq. (3.22)), les expressions analytiques des formules
de Si et µS˜i (Eqs. (3.41) et (3.43)) onduisent à des intégrales simples et doubles. Ces intégrations
numériques sont don moins oûteuses à évaluer que les aluls des indies par simulations Monte




Sur des fontions régulières données, nous avons étudié dans Marrel et al. [142℄ la vitesse de onver-
gene des estimations des indies de Sobol par les deux approhes en fontion de la préditivité du
modèle PG (oeient Q2). Notre onlusion est que la deuxième approhe fournit des résultats plus
robustes et moins variables, même quand le modèle PG est peu préditif (Q2 < 80%). La struture de
ovariane du modèle PG onditionnel apporte don une information utile pour l'estimation des indies
de Sobol. Par ontre, l'évaluation numérique des intégrales est déliate, e qui ne permet pas d'envi-
sager d'utiliser ette méthode ave des variables d'entrée orrélées (qui onduisent à des intégrations
multidimensionnelles qui posent problème).
Pour la seonde approhe, où l'indie de sensibilité S˜i est une variable aléatoire, la distribution de
S˜i n'est pas disponible théoriquement mais nous avons proposé un algorithme pour la simuler an de
l'obtenir empiriquement (Marrel et al. [142℄). Cette méthode proède en plusieurs étapes :
⋆ l'eet prinipal de Xi,
A(Xi) = EX1,...,Xd [YPG(X)|Xi] , (3.44)
est un proessus gaussien dont la moyenne et la ovariane peuvent être érites expliite-
ment. Ces dernières sont don alulées numériquement par intégrations simples ;











(ave χi l'espae des valeurs possibles pour Xi et Gi la distribution de Xi), est don une
intégrale aléatoire que l'on hoisit de disrétiser, e qui nous fournit un veteur gaussien de
n
dis
éléments. Les moyenne et matrie de ovariane de e veteur de disrétisation peuvent
être alulées à l'aide des moyenne et ovariane de A(Xi).
⋆ nalement, e veteur gaussien peut être simulé à l'aide de la méthode basée sur la dé-
omposition de Cholesky de la matrie de ovariane. En répétant ette opération k
sim
fois, on obtient k
sim
réalisations de l'intégrale aléatoire et don de l'indie de sensibilité
aléatoire S˜i. Pour déterminer si le nombre de pas de disrétisation ndis et le nombre de
simulations k
sim
sont susants, la onvergene de la moyenne et de la variane de S˜i est
étudiée empiriquement.
Pour des fontions tests, nous avons simulé les distributions des indies de sensibilité an d'obtenir
des intervalles de prédition à 90%. Nous avons ainsi pu omparer l'intervalle théorique aux intervalles
observés. Il ressort de nos premières études que les estimations des intervalles de prédition sont
valides pour les indies relativement élevés (supérieurs à 10%) et pour des modèles PG assez préditifs
(Q2 > 60%). En pratique, un métamodèle dont le oeient de préditivité se situe entre 60% et
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80% n'est pas onsidéré omme satisfaisant mais peut être utilisé à l'aide de notre démarhe. En
revanhe, ette démarhe est relativement omplexe à mettre en ÷uvre du fait des multiples intégrales
à approximer. Une appliation sur un ode industriel a nalement permis d'illustrer l'intérêt pratique
de ette nouvelle approhe : la mise à disposition d'intervalles de prédition sur les indies permet
d'introduire plus de rigueur et de onane dans la hiérarhisation des variables d'entrée que l'on peut
faire par la suite. Tous es travaux restent néanmoins à valider par des études plus omplètes.
3.4 Estimation de quantiles de odes
Nous onsidérons à présent le problème de l'estimation des quantiles de la variable de sortie Y ∈ R
d'un modèle numérique dépendant de variables d'entrée aléatoires X ∈ Rd où d est un entier positif.
Les quantiles reherhés sont de type élevés (supérieurs à 80%) et le modèle numérique est oûteux
en temps de alul. Ainsi, seul un nombre limité d'appels au ode est possible (typiquement moins
de n = 200), induisant des estimations empiriques relativement impréises. Les résultats que je vais
présenter dans ette setion sont issus d'un sujet de reherhe que j'ai proposé ave Agnès de Crey et
Pasal Bazin
8
lors de l'éole d'été du CEMRACS (Centre d'Été Mathématique de Reherhe Avanée
en Calul Sientique) en 2006 et que j'ai traité en ollaboration ave Josselin Garnier et Claire
Cannamela (Cannamela et al. [36℄).
Mon intérêt pour e problème est motivé par des questions relatives à la sûreté nuléaire, pour
le fontionnement des entrales nuléaires REP (Réateur à Eau sous Pression). Lors d'un sénario
(hypothétique) d'aident APRP - GB (Aident de Perte de Réfrigérant Primaire - Grosse Brèhe), il
est impératif que la température de la gaine du ombustible reste inférieure à la température de fusion
de l'aier de gaine, an d'éviter tout endommagement du ÷ur du réateur. Pour évaluer e risque,
des odes de alul sont utilisés pour simuler les phénomènes thermohydrauliques intervenant au ours
du sénario d'aident, permettant de aluler l'évolution temporelle de la température de la gaine du
ombustible (Petruzzi et al. [169℄, Caui et al. [33℄). L'un des ritères de sûreté onsiste à montrer
que l'estimation du quantile à 95% du premier pi de température de gaine, assoié à un niveau de
onane de 95%, est bien inférieur à la limite énonée préédemment (Nutt & Wallis [159℄, Zio & Di
Maio [233℄). Bien entendu, e problème d'estimation de quantiles de odes est générique et peut être
renontré dans bien d'autres problématiques, omme par exemple la oneption aéronautique ou les
aluls d'impat environnementaux.
Les première et deuxième setions de e hapitre présentent les résultats onnus sur l'estimation de
quantiles par la méthode empirique, les statistiques d'ordre et l'utilisation d'une variable de ontrle.
Les trois setions suivantes expliitent les nouveaux résultats que nous avons obtenus sur les estima-
teurs de quantiles par stratiation ontrlée, stratiation ontrlée adaptative et tirage d'importane
ontrlé. Enn, la dernière setion évoque les nombreuses perspetives de reherhe sur e sujet rela-
tivement réent pour moi.
3.4.1 Quantile empirique
Mathématiquement, le problème se pose de la manière suivante. On dispose d'un n-éhantillon
(Y1, . . . , Yn) de variables aléatoires indépendantes identiquement distribuées (i.i.d.) selon une loi onti-
nue, inonnue et à densité p(y). On assoie à l'éhantillon (Y1, . . . , Yn) les statistiques d'ordre (Y(1), . . . , Y(n))
tel que Y(1) ≤ . . . ≤ Y(n). On herhe un estimateur du α-quantile yα déni par
P(Y ≤ yα) = α . (3.46)
L'estimateur lassique du α-quantile est le quantile empirique
ŶEE(α) = Ŷα,n = Y(⌊αn⌋+1) . (3.47)
8
CEA Grenoble, Diretion de l'Énergie Nuléaire
65
où ⌊.⌋ est la fontion partie entière. Si la densité p(y) est dérivable en yα, ŶEE(α) est un estimateur
asymptotiquement normal (f. par exemple David & Nagaraja [51℄) :
√




La variane est don d'autant plus grande que l'on herhe à évaluer un quantile extrême (la densité
au point yα est alors petite). Dans le ontexte de sortie d'un ode de alul, et estimateur peut être
utilisé si une méthode de Monte Carlo non biaisée a été utilisée pour générer les variables d'entrée
du ode : (X(1), . . . ,X(n)) est un n-éhantillon de veteurs aléatoires i.i.d. Cependant, l'estimateur
empirique n'est pas satisfaisant dans le as de notre problème (yα = 0.95 et n = 200) où il onduit à
des estimations trop impréises, i.e. de variane trop élevée.
En sûreté nuléaire, on veut avoir en plus un ertain niveau de onane β ∈]0, 1[ sur le quantile
estimé, 'est-à-dire que l'on herhe un estimateur Ŷα,n tel que
P(Ŷα,n ≥ yα) ≥ β . (3.49)
Une solution à e problème est donné par un théorème pour les statistiques d'ordre (David & Nagaraja
[51℄) qui stipule que le nombre de dépassements d'un seuil y par la suite de variables aléatoires i.i.d
(Y1, . . . , Yn) suit une loi binomiale de paramètres (n, q), ave q = P(Y > y). La formule que l'on obtient
est onnue, dans le domaine de la abilité, sous le nom de formule de Wilks (Wilks [228℄, Nutt & Wallis
[159℄) et est donnée i-après.
Théorème 3.4.1 Si on note r le plus petit entier tel que
n(1−α)−r∑
j=0
Cjn(1− α)jαn−j ≤ 1− β (3.50)
alors P(Y(⌊αn⌋+r) > yα) ≥ β, 'est-à-dire que l'estimateur Y(⌊αn⌋+r) est sûr au niveau β.
La failité d'utilisation de e théorème le rend très populaire en pratique. Par exemple, il permet de
déterminer le nombre n de aluls (de type Monte Carlo) qu'il faut faire pour obtenir une estimation
du quantile d'ordre α ave un niveau de onane β, grâe à la valeur maximale Y(n) de l'éhantillon
(Y1, . . . , Yn) des réponses du ode.
L'estimateur de Wilks soure, omme l'estimateur empirique, d'une grande dispersion. Dans la
suite, on présente les méthodes que j'ai étudiées et qui permettent de réduire la variane de l'estimation
du quantile.
3.4.2 Quantile par variable de ontrle
Lors des études d'inertitude des modèles numériques, il est ourant de disposer, en plus du ode
de alul, d'un ode simplié ou d'un modèle mathématique dérivant sommairement les phénomènes
simulés dans le ode de alul. Ce modèle réduit peut aussi être un métamodèle ajusté au préalable sur
un ertain nombre d'évaluations bien hoisies du ode (f. 3.2.5 et 3.3). Par rapport au ode de alul
étudié, l'avantage de e modèle réduit est qu'il est très peu oûteux en temps de alul ; son inonvénient,
par ontre, réside dans son degré d'approximation. L'estimation direte (par Monte Carlo) d'un quantile
faible ou élevé à partir d'un métamodèle dière substantiellement du vrai quantile du ode de alul.
En eet, le métamodèle est usuellement onstruit pour imiter le omportement moyen du ode de alul
et non pour reproduire son omportement dans des zones de quantiles élevés (Oakley [160℄, Cannamela
et al. [36℄). Pour résoudre e problème, deux stratégies peuvent être envisagées. La première onsiste
à onstruire un métamodèle adapté à l'estimation d'un quantile, par exemple en utilisant la régression
quantile (Koenker [123℄), la onstrution adaptative d'un métamodèle PG (Oakley [160℄), voire les
tehniques de simulations onditionnelles de diérentes réalisations du métamodèle PG (Rutherford
[179℄). La seonde, elle que nous avons étudiée, onsiste à inorporer, dans les stratégies d'estimation
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de quantiles par Monte Carlo, une information supplémentaire basée sur l'utilisation d'un métamodèle,
noté Z = fr(X).
L'estimation par variable de ontrle est une tehnique lassique dans les méthodes de rédution
de variane de Monte Carlo (Rubinstein [178℄). Elle onsiste à soustraire à l'estimateur empirique une
fontion faisant intervenir une variable orrélée à la variable étudiée. Ii, il sut d'utiliser omme
variable de ontrle le métamodèle Z et omme fontion de ontrle g(z) = 1z≤zα , ave zα le quantile
d'ordre α de Z. On obtient alors l'estimation du quantile par variable de ontrle à partir de l'éhantillon
(Yi, Zi)i=1..n.
Hesterberg & Nelson [85℄ se sont intéressés aux propriétés de l'estimateur du quantile par variable
de ontrle, noté ŶCV(α). Ils ont montré, en se basant sur les résultats de Nelson [158℄ onernant les
propriétés des estimateurs par variable de ontrle, le théorème asymptotique suivant :
Théorème 3.4.2 Si ŶCV(α) est l'estimateur du quantile yα par la méthode de la variable de ontrle,
on a √
n(ŶCV(α)− yα) n→∞−→ N (0, σ2CV) , σ2CV =
α(1 − α)
p2(yα)
(1− ρ2I) , (3.51)
où ρI est le oeient de orrélation entre 1Y≤yα et 1Z≤zα :
ρI =
P(Y ≤ yα, Z ≤ zα)− α2
α(1 − α) . (3.52)
Ce résultat montre une rédution de variane d'un fateur (1−ρ2I) par rapport au quantile empirique :
plus les variables aléatoires Y et Z sont orrélées à proximité du quantile reherhé, meilleure est la
rédution de variane. Ce résultat est intéressant ar il est faile d'obtenir un estimateur de ρI , en
alulant le oeient de orrélation empirique (à partir de l'éhantillon disponible), et don d'avoir
une idée de la rédution de variane.
3.4.3 Une méthode de rejet : la stratiation ontrlée
La méthode par variable de ontrle n'utilise ependant pas toute la spéiité du métamodèle
ar autant de aluls sont réalisés ave le ode qu'ave le métamodèle (alors que e dernier peut être
utilisé intensivement). Une autre stratégie onsiste à utiliser le modèle réduit non pas pour approher la
réponse du modèle omplet Y = f(X) dans des ongurations exeptionnelles, mais pour séletionner
un éhantillon de X dans des zones intéressantes pour l'estimation du quantile. L'idée grossière est
simplement de tirer un X selon sa loi originale et de aluler fr(X) par le modèle réduit. Si la réponse
du modèle réduit ne nous onvient pas (par exemple si elle n'est pas située dans les quantiles prohes
du quantile d'ordre α du modèle réduit), alors on rejette le X en question (ou plus exatement, on a
tendane à le rejeter). Si la réponse du modèle réduit nous onvient, alors on alule f(X). Il s'agit
don d'une méthode de rejet.
La méthode que nous avons proposée, la stratiation ontrlée, onsiste don à stratier l'espae
des valeurs prises par Z = fr(X) en m intervalles I1, . . . , Im, et à forer le nombre de réalisations
de X qui sont telles que Z = fr(X) tombe dans un intervalle Ij . Mathématiquement, on se donne
m+ 1 niveaux 0 = α0 < α1 < . . . < αm = 1, et les quantiles de Z orrespondant −∞ = zα0 < zα1 <
. . . < zαm = ∞. Ces quantiles sont estimables ave préision sans auun problème ar la génération
de réalisations Z est peu oûteuse en temps de alul. On va utiliser les intervalles ]zαj−1 , zαj ] omme
strates. On se donne une suite d'entiers N1, . . . , Nm tels que
∑m
j=1 Nj = n. Pour haque j, on tire (par





que les sorties Z
(j)
i orrespondantes soient dans ]zαj−1 , zαj ]. Pour haune de es Nj réalisations, on
alule Y
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P̂j(y) est l'estimateur de la probabilité onditionnelle Pj(y) = P(Y ≤ y |Z ∈]zαj−1 , zαj ]).
Nous avons montré dans Cannamela et al. [36℄ le théorème asymptotique suivant :
Théorème 3.4.3 Si ŶCS(α) est l'estimateur du quantile yα par la méthode de stratiation ontrlée,
on a
√











La rédution de variane par rapport à elle de l'estimateur empirique peut don être très impor-
tante si Y est Z sont fortement orrélés positivement. On a alors intérêt à mettre plus de points dans
la queue de distribution de la variable aléatoire de ontrle Z, an de renforer le nombre de réali-
sations potentiellement intéressantes. Plus préisément, on peut montrer que la rédution de variane
augmente ave la orrélation entre Y et Z autour du quantile herhé. Sur quelques appliations (des
fontions jouées et un as d'étude industrielle onernant un ode de sûreté nuléaire), nous avons pu
montrer dans Cannamela et al. [36℄ que l'eaité de ette méthode dépend, au moins en partie, de la
valeur de ρI (f. Eq. (3.52)). Pour l'objetif d'estimation d'un quantile, il onvient don d'adopter, si
possible, une stratégie partiulière de onstrution du métamodèle.
Nous avons testé la situation ave n = 200 et α = 95%. Les trois paramètres à hoisir pour pouvoir
appliquer ette méthode sont le nombre m de strates, les niveaux (αj)j=0..m de elles-i et les nombres
(Nj)j=1..m de points dans haque strate. Sur nos tests, la stratiation ontrlée en quatre strates, ave
α1 = 50%, α2 = 90%, α3 = 95% et N1 = N2 = N3 = N4 = 50 nous a donné des résultats satisfaisants.
Elle permet de réaliser n/2 aluls entrés sur le quantile herhé et n/2 aluls ailleurs (pour déteter
d'éventuelles zones intéressantes non apturées par le métamodèle). D'autres études ont montré qu'une
stratégie à trois strates peut également être performante (Bazin [19℄).
La méthode de stratiation ontrlée à 4 strates est illustrée i-dessous sur la fontion d'Ishigami
f(·) et un métamodèle fr(·) polynomial :
f(X1,X2,X3) = sin(X1) + 7 sin(X2)
2 + 0.1X43 sin(X1) , (3.57)
fr(X1,X2,X3) = 1.908 + 1.727X1 + 2.059X
2
2 − 0.276X31 − 0.266X42 + 0.250X23X1 , (3.58)
ave Xj ∼ U [−π, π] , j = 1, 2, 3. Les apaités d'approximation du métamodèle peuvent être mesurées
à l'aide du oeient de préditivité : Q2 = 0.75. Le oeient de orrélation linéaire entre f(X) et
fr(X) vaut quant-à lui ρ = 0.86, alors que ρI = 0.63, e qui montre une orrélation moyenne à proximité
du quantile. Le quantile à 95% du métamodèle Z = fr(X) est zα ≃ 8.51, assez loin du quantile à 95%
de Y = f(X) qui est yα ≃ 9.30. Le métamodèle peut par ontre être utilisé eaement ave la
méthode de stratiation ontrlée. La gure 3.3 (a) montre que elle-i réduit de manière signiative
la variane de l'estimateur du quantile, par rapport à l'estimateur empirique. Pour juger de l'inuene
de la qualité du métamodèle sur la variane de l'estimation du quantile obtenue par stratiation
ontrlée, quatre métamodèles à ρ et ρi variables sont utilisés. On onstate sur la gure 3.3 (b) que
la valeur de ρI inue fortement sur la qualité d'estimation par stratiation ontrlée : les estimations
ave un métamodèle à ρI élevé ont des varianes nettement plus faibles que elles ave un métamodèle
à ρI peu élevé.
3.4.4 Quantile par stratiation ontrlée adaptative
Il est possible de hoisir optimalement les nombres (N∗j )j=1..m de points dans haque strate en














































Fig. 3.3  Estimations du quantile à 95% de la fontion d'Ishigami à partir d'un éhantillon de taille n =
200. (a) Comparaison entre les estimateurs empirique et par stratiation ontrlée. Les histogrammes
des estimateurs sont traés à partir de 104 expérienes. (b) Estimations par stratiation ontrlée
pour quatre métamodèles diérents. Les densités orrespondent à un lissage des histogrammes obtenus
à partir de 103 expérienes. Le vrai quantile est donné par le trait vertial.
onditionnelles Pj(y) qui sont les quantités que l'on doit estimer. Nous avons alors proposé une pro-
édure adaptative, nommée stratiation ontrlée adaptative, pour estimer les nombres de points à
allouer par strate (Cannamela et al. [36℄). Elle proède en plusieurs étapes :
1. estimation des probabilités onditionnelles Pj(y) (j = 1, . . . ,m). On applique la stratiation














, j = 1, . . . ,m , (3.59)
qui permet d'obtenir un estimateur du quantile d'ordre α :
Y˜α = inf
{
y, F˜ (y) > α
}
, F˜ (y) =
m∑
j=1
(αj − αj−1)P˜j(y) ; (3.60)











3. réalisation des n − n˜ simulations nales en allouant les simulations dans haque strate pour
atteindre les nombres optimaux [β˜jn], j = 1, . . . ,m ;
4. estimation du quantile ŶACS(α) :
ŶACS(α) = inf
{

















Dans Cannamela et al. [36℄, nous avons obtenu le théorème asymptotique suivant :
Théorème 3.4.4 Si ŶACS(α) est l'estimateur du quantile yα par la méthode de stratiation ontrlée
adaptative, on a
√












De premiers tests ont permis de voir qu'il faut que n soit susamment élevé pour que ette méthode
adaptative soit eae (en permettant notamment que la première étape soit réellement utile).
3.4.5 Quantile par tirage d'importane ontrlé
L'estimation par tirage d'importane est une autre méthode bien onnue pour la rédution de va-
riane de Monte Carlo (Rubinstein [178℄). La méthode par tirage d'importane ontrlé, que nous avons
proposée dans Cannamela et al. [36℄, onsiste à estimer la densité biaisée pour le tirage d'importane
par simulations intensives sur le métamodèle Z, à éhantillonner les entrées X selon la densité biaisée,
à produire les sorties du ode Y = f(X) sur et éhantillon, puis à aluler l'estimateur non biaisé du
quantile.
La stratégie de tirage d'importane ontrlé pour estimer un quantile onsiste à herher une densité







1fr(x)≤zαqori(x)dx = α , (3.66)
où qori est la densité initiale de X. Si les α-quantiles de f(·) et de fr(·) ne sont pas trop éloignés,













s'approher des régions d'importane de notre ode numérique f(X). La variane est minimale pour






On reherhe une densité d'importane parmi une famille paramétrique Q de densités qγ paramétrées
par leurs deux premiers moments γ = (λ,C). Par simulations intensives sur le métamodèle (éhantillon























où X(i) ∼ q0 (i = 1, . . . , n˜), q0 étant une densité de probabilité hoisie a priori (q0 = qori en absene
d'information a priori).
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L'estimateur du α-quantile de Y par tirage d'importane ontrlé vaut alors :












Nous avons montré dans Cannamela et al. [36℄ le théorème asymptotique suivant :
Théorème 3.4.5 Si ŶCIS(α) est l'estimateur du quantile yα par la méthode de tirage d'importane
ontrlé, on a
√











où γ∗r = lim
n˜→∞
γ̂.
Sur ertains tests joués, ette méthode a donné d'exellents résultats, parfois meilleurs que eux


























fr(X) = |X1|X1 +X2 , (3.73)
ave X1 ∼ N (0, 1) et X2 ∼ N (0, 1). La gure 3.4 (a) illustre les densités de Y = f(X) et Z = fr(X).
Le oeient de orrélation linéaire entre f(X) et fr(X) vaut ρ = 0.90, alors que ρI = 0.64, e qui
montre une orrélation moyenne à proximité du quantile. Le quantile à 95% de Y = f(X) est estimé
par simulations intensives à yα ≃ 2.75. L'estimateur empirique et l'estimateur par tirage d'importane
ontrlé du quantile à 95% de Y , en utilisant n = 200 simulations, sont omparés sur la gure 3.4 (b).
Pour la densité d'importane, la famille Q hoisie est un ensemble de gaussiennes bidimensionnelles
paramétrées par leur moyenne et ovariane. La gure 3.4 (b) montre également que les résultats
obtenus par tirage d'importane ontrlé sont meilleurs que eux obtenus par variable de ontrle et
par stratiation ontrlée.






























Fig. 3.4  Étude ave les fontions (3.72) et (3.73). (a) Densités de Y et Z. (b) Estimations du
quantile à 95% de Y à partir d'un éhantillon de taille n = 200. Comparaisons entre les estimateurs
empirique (moyenne 2.83, éart-type 0.52), par variable de ontrle (moyenne 2.74, éart-type 0.38), par
stratiation ontrlée (moyenne 2.71, éart-type 0.25), et par tirage d'importane ontrlé (moyenne
2.77, éart-type 0.21). Les histogrammes des estimateurs sont traés à partir de 5000 expérienes.
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La méthode du tirage d'importane ontrlé soure ependant de la paramétrisation de la densité
d'importane qui limite son appliabilité à l'existene d'une seule région d'importane pour haque
variable d'entrée. Cela signie que le ode de alul ne doit atteindre les valeurs du quantile reherhé
que dans un domaine restreint de variation de ses entrées. L'utilisation de mélanges de densité pour la
densité d'importane serait une piste intéressante pour remédier à e problème.
3.4.6 Perspetives
Les méthodes présentées dans ette setion supposent la disponibilité d'un métamodèle. Elles ne
néessitent pas que le métamodèle soit une exellente approximation du ode de alul ; sur nos tests,
des approximations assez grossières ont donné de bons résultats. Cei vient du fait que le quantile est
estimé à l'aide de simulations sur le ode de alul, le métamodèle guidant juste la planiation de
es aluls. L'une des voies de reherhe futures serait d'étudier en détail les stratégies d'alloation
de aluls entre la onstrution du métamodèle et l'estimation du quantile. De premières études en e
sens ont été ralisées par Bazin [19℄. La stratiation ontrlée adaptative pourrait également bénéier
d'une réestimation du métamodèle à l'issue de la première étape. Ces méthodes permettent également
d'envisager l'utilisation de odes de alul simpliés, par exemple à maillage plus grossier que le ode
de alul initial, qui sont souvent disponibles dans les appliations industrielles.
Par ailleurs, pour estimer les quantiles de odes, l'utilisation d'un métamodèle tel que le modèle
proessus gaussien (modèle PG, f. 3.3) semble assez naturel. L'utilisation de la variane du modèle
PG permet d'élaborer des stratégies de planiation adaptative des aluls en privilégiant progressive-
ment les simulations du ode de alul dans la région d'intérêt (Oakley [160℄, Vazquez & Piera-Martinez
[220℄). La moyenne et la ovariane du modèle PG étant onnues (Eqs. (3.29) et (3.40)), il est alors
aisé de simuler des réalisations du modèle PG et d'estimer un quantile sur haune de es réalisations
(Oakley [160℄, Rutherford [179℄). Au nal, on obtient un intervalle de onane sur le quantile reher-
hé. Sur des fontions tests à faible nombre d'entrées, ette approhe semble extrèmement eae.
Bien entendu, en plus grande dimension, la validation du modèle PG (préditeur et ovariane) doit
être partiulièrement soignée, ar les quantiles estimés par ette méthode dépendent entièrement du
métamodèle, et don des paramètres estimés de la ovariane. L'un de mes sujets de reherhe futurs
sera de omparer sur des as onrets, de taille industrielle, les avantages et inonvénients de l'esti-
mation de quantiles entre les méthodes par Monte Carlo ontrlé (variable de ontrle, stratiation
ontrlée, stratiation ontrlée adaptative, tirage d'importane ontrlé) et par le modèle PG.
3.5 Le as des modèles numériques stohastiques
Dans tous les paragraphes préédents, on s'est intéressé au adre des odes de alul déterministes,
gouvernés par l'équation (3.1), pour lesquels deux aluls ave un même jeu de variables d'entrée
prourent la même réponse. Dans des travaux réents, publiés dans des ates de onférene (Iooss &
Ribatet [99, 100℄) et prévus pour des revues (Iooss et al. [102℄, Iooss & Ribatet [101℄), je me suis intéressé
au adre des odes de alul stohastiques, 'est-à-dire aux odes qui possèdent une variabilité non
ontrlée. Le modèle pour les odes de aluls stohastiques peut se formuler de la manière suivante :
g : Rd → R
X 7→ Y = f(X) + ν , (3.74)
où X est un veteur aléatoire de d variables d'entrée ontrlables, Y est la réponse du ode, f(·) est la
partie déterministe du modèle et ν ∈ R est la partie stohastique du modèle (le bruit). Pour signier
que ν dépend d'un (ou de plusieurs) paramètre(s) inontrlable(s) ε et de X (uniquement à travers
ses interations ave ε), on érit
ν = ν(ε,X : ε) , (3.75)
où ν est supposé entré relativement à ε : Eε(ν) = 0. ε représente l'origine du bruit, par exemple
une instabilité numérique (diile à paramétrer), ou alors un paramètre salaire réel inhérent au ode
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de alul et qu'on ne sait pas ontrler (d'où la dénomination paramètre inontrlable), ou alors
une variable du modèle que l'on ne sait pas représenter par un nombre raisonnable de paramètres
salaires (omme un hamp aléatoire). Dans e dernier as, ε pourrait être le germe (qui est un nombre
entier) de la simulation du hamp aléatoire dont on a besoin à haque appel du ode, et serait don
pleinement ontrlable. Cependant, une petite inrémentation d'un germe onduit à une simulation du
hamp aléatoire omplètement diérente, et don à une réponse du ode probablement très diérente.
La réponse n'est don pas ontinue par rapport au germe et on devrait plutt parler dans e as de
paramètre à eet haotique. Pour simplier, les diérentes soures potentielles de bruit sont rangées
sous l'appellation générique paramètres inontrlables.
Ave le modèle (3.74), diérents aluls du ode sur un même jeu de variables d'entrée X prourent
don des réponses diérentes. Ce as de gure est renontré dans des odes qui sont basés sur des
équations diérentielles stohastiques, qui sont sujets à du bruit numérique non négligeable, ou qui
ont des proessus stohastiques ou des hamps aléatoires omme variables d'entrée. On peut iter par
exemple les modèles de le d'attente (Kleijnen [116, 117℄), la simulation du transport des neutrons
(Hammersley & Handsomb [81℄), la résolution d'équations dans des milieux hétérogènes simulés par
des tehniques géostatistiques (éoulements dans les réservoirs pétroliers, Zabalza-Mezghani [232℄ et
aluls d'impat sur des modèles d'oupation de sols, Tarantola et al. [210℄).
Dans mes travaux relatifs aux odes de alul stohastiques, je me suis intéressé à deux probléma-
tiques omplémentaires :
◮ la onstrution d'un métamodèle adapté au aratère hétérosédastique de la fontion g(·)
(Eq. (3.74)) et pouvant également modéliser sa partie stohastique ;
◮ l'analyse de sensibilité du modèle g(·), an d'obtenir non seulement des indies de sen-
sibilité pour les variables d'entrée ontrlables, mais aussi pour les paramètres d'entrée
inontrlables.
Ces deux aspets du problème font l'objet des deux setions suivantes. La dernière setion explique
omment es résultats permettent d'aborder le problème des modèles ave des entrées fontionnelles.
3.5.1 Modélisation jointe
Ajuster un modèle hétérosédastique sur Y = g(X) revient à modéliser les espérane et variane
onditionnelles Ym(X) = E(Y |X) et Yd(X) = Var(Y |X). Cela onsiste à onstruire deux métamo-
dèles, Ym(X) pour la moyenne et Yd(X) pour la dispersion, que l'on substituera au ode de alul
pour réaliser les analyses d'inertitude et de sensibilité par Monte Carlo. La modélisation de l'espé-
rane onditionnelle est un problème lassique en statistique, alors que la modélisation de la variane
onditionnelle demeure un problème relativement diile (Antoniadis & Lavergne [8℄). Il faut garder à
l'esprit la dimension potentiellement importante de X (plusieurs dizaines d'entrées ontrlables dans
ertaines appliations) qui nous restreint sur l'utilisation de ertaines méthodes non paramétriques
(polynmes loaux par exemple) pourtant bien adaptées à la modélisation des deux omposantes (Da
Veiga et al. [50℄).
Pour onstruire des métamodèles sur des odes de alul stohastiques, Zabalza-Mezghani [232℄
a proposé d'utiliser le formalisme des Modèles Linéaires Généralisés (GLM) joints, développé pour
modéliser des données expérimentales par Pregibon [170℄ et MCullagh & Nelder [149℄. Le GLM joint
onsiste à modéliser la moyenne et la dispersion de données par deux GLM interdépendants. La lasse
des modèles GLM permet d'étendre la lasse des modèles linéaires lassiques par l'utilisation d'une
distribution appartenant à la famille exponentielle et par l'utilisation d'une fontion lien pour relier les
variables expliatives à la variable observée (Nelder & Wedderburn [157℄). La première omposante du
modèle joint porte sur la moyenne (i = 1, . . . , n) :






Var(Yi) = φiv(µi) ,
(3.76)
73
où les observations (Yi)i=1..n sont supposées indépendantes de moyenne µi, x
(i)
j sont les observations
du paramètre Xj , (βj)j=1..d sont les paramètres de régression à estimer, ηi est le préditeur linéaire
de la moyenne, h(·) est la fontion lien monotone diérentiable (e.g. identité, raine arrée), φi est
un paramètre de dispersion et v(·) est la fontion variane (e.g. onstante, identité, arrée). Dans le
modèle joint, le paramètre de dispersion φ n'est pas supposé onstant omme dans un GLM lassique,
mais au ontraire est supposé varier selon le modèle :










où (γj)j=1..d sont les paramètres à estimer, ζi est le préditeur linéaire pour la dispersion et di est la
ontribution à la déviane de l'observation Yi. La déviane DY n est dénie par la quantité
D
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est la log-vraisemblane des observations Y n (éhantillon (Yi)i=1..n), β̂max et β̂ étant respe-
tivement les estimations par maximum de vraisemblane du veteur de paramètres sous le modèle
saturé
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et sous le modèle onsidéré. Il est possible dans e modèle que les variables expliatives de la
dispersion dièrent de elles de la moyenne.
Le modèle joint est ajusté par maximisation de la quasi-vraisemblane étendue qui se omporte
omme une log-vraisemblane pour les paramètres de la moyenne et eux de la dispersion (Nelder &
Pregibon [156℄). Pour ajuster un modèle joint à des données, il onvient don d'utiliser une proédure
itérative : ajustement d'un GLM sur la moyenne, estimation de (di)i=1..n, estimation de (φi)i=1..n qui à
son tour nous donne les poids pour la prohaine estimation du GLM sur la moyenne. Ce proessus doit
être itéré susamment de fois an d'ajuster entièrement le modèle joint à l'aide d'un ritère d'arrêt. La
onvergene de et algorithme n'étant pas garantie, un nombre maximum d'itérations doit être déni.
Enn, les outils de diagnosti disponibles dans l'ajustement d'un GLM (analyse de déviane, tests de
Student, analyse des résidus) sont ii disponibles pour haque omposante du GLM (moyenne (3.76) et
dispersion (3.77)), e qui permet de simplier les expressions des omposantes par séletion des termes
les plus signiatifs.
Remarque 3.5.1 Dans le domaine de la planiation robuste, la modélisation de la moyenne et du bruit
d'une réponse en fontion de variables de ontrle a été introduite par les travaux de Taguhi (Bursztyn
& Steinberg [29℄). Elle est aussi onnue sous le nom de modélisation duale (Vining & Myers [222℄).
Celle-i onsiste à onstruire séparément des modèles polynomiaux (sous l'hypothèse du modèle linéaire
gaussien) pour la moyenne et la variane et néessite de répéter des aluls ave les mêmes jeux de
paramètres ontrlables (e qui n'est pas néessaire dans la modélisation jointe). Sur quelques exemples,
Zabalza-Mezghani [232℄ et Lee & Nelder [131℄ ont montré que e modèle dual est moins intéressant que
le modèle joint : il requiert plus de aluls, le modèle de la variane est moins bien estimé (toutes les
données sont utilisés pour modéliser la variane dans le modèle joint) et le modèle gaussien est plus
restritif que le adre des GLM.
Dans le domaine des expérienes numériques, la non linéarité des réponses peut être importante
et les interations omplexes entre variables d'entrée sont fréquentes. Le adre paramétrique des GLM
induit don des limitations pour modéliser les réponses de odes de alul. Dans Iooss et al. [102℄,
j'ai proposé d'utiliser le adre non paramétrique des Modèles Additifs Généralisés (GAM) pour la
modélisation jointe de la moyenne et de la dispersion. Introduits par Hastie & Tibshirani [82℄, le
prinipe du GAM onsiste à remplaer le terme linéaire dans le préditeur η =
∑
j βjXj de l'équation
(3.76) par une somme de fontions de lissage η =
∑
j sj(Xj). Ces fontions sj(·) sont souvent hoisies
9
modèle qui a autant d'inonnues que d'observations (appelé aussi modèle omplet) et qui ne herhe don pas à
synthétiser l'information. l
Y
n(β̂max) fournit don la plus grande valeur possible de la log-vraisemblane.
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dans la famille des splines de lissage (Wahba [225℄). Pour des problèmes de régression, il est néessaire de
ontrler les éventuelles problèmes de surapprentissage et on utilise les splines de régression pénalisées
(f. Wood [230℄ pour une disussion omplète sur le sujet). Cette approhe permet d'automatiser
l'ajustement des splines, réalisée par maximisation de la vraisemblane pénalisée, grâe au ritère de
validation roisée généralisée. Les GAM fournissent, omme les GLM, des outils de diagnosti pour
séletionner les termes les plus inuents. Il est également possible de oupler une partie paramétrique
de type GLM à une partie non paramétrique de type splines dans le préditeur, ainsi que d'introduire
des termes de spline bidimensionnelle sij(Xi,Xj) pour prendre en ompte des interations omplexes.
L'extension du GAM au GAM joint se fait naturellement omme l'extension du GLM au GLM joint.
Cette idée a été introduite par Rigby & Stasinopoulos [176℄ qui modélisent la moyenne et la dispersion
de données à l'aide de modèles additifs semi-paramétriques (Hastie & Tibshirani [82℄). Ce modèle,
restreint aux observations gaussiennes, est appelé MADAM (Mean and Dispersion Additive Model).
Notre modèle, le GAM joint, peut don être vu omme une généralisation du MADAM. La proédure
d'ajustement des deux omposantes du GAM joint est similaire à elle du MADAM et du GLM joint.
Pour le GAM joint, on utilise une proédure itérative de maximisation de la quasi-vraisemblane
étendue pénalisée, jusqu'à e que elle-i devienne stable.
Sur mes appliations, le GAM joint s'est révélé satisfaisant pour des dimensions pas trop élevées
(d < 10). En eet, il devient diile de trouver les interations atives en testant toutes les splines
d'ordre deux au delà de ette dimension. L'utilisation de réseaux de neurones pour les omposantes
moyenne et dispersion du modèle joint a été proposée par Juutilainen & Röning [112℄ pour une applia-
tion ave 10000 observations et 25 variables d'entrée. Ceux-i ont donné des résultats plus performants
que les modèles GLM joint (trop simple), polynmes loaux (trop oûteux à onstruire) et MADAM
(qui requiert trop d'espae mémoire). Les réseaux de neurones sont bien adaptés pour modéliser des
phénomènes fortement non linéaires quand beauoup d'observations sont disponibles. Sur mes applia-
tions, e modèle joint basé sur les réseaux de neurones ne semble pas intéressant ar peu d'observations
sont disponibles. De futurs travaux devraient s'atteler à la onstrution d'un modèle joint basé sur les
proessus gaussiens (pour les omposantes moyenne et dispersion). Le modèle PG est en eet intéres-
sant quand on dispose de peu d'observations et ne néessite pas une proédure de séletion manuelle
des termes d'interation lorsque la dimension est importante (omme le GAM).
3.5.2 Indies de Sobol pour modèles joints
Une fois le modèle joint obtenu (omposantes Ym(X) et Yd(X)), il est aisé de réaliser une analyse
de sensibilité par les tehniques de déomposition de la variane (f. 3.2.4). De manière générale, on
peut déomposer la variane de la variable de sortie Y par
Var(Y ) = Var[E(Y |X)] + E[Var(Y |X)] = Var[Ym(X)] + E[Yd(X)] . (3.79)
En utilisant la déomposition de la variane fontionnelle (3.16) de la réponse Y et elle de la réponse
Ym, on montre alors immédiatement (Iooss et al. [102℄) que les indies de sensibilité de Y par rapport







− Si − Sj , . . . (3.80)
et peuvent être alulés soit de manière analytique si la forme du métamodèle Ym(X) s'y prête, soit
par simulations Monte Carlo sur Ym(X) (f. 3.2.4).
On a don estimé tous les termes ontenus dans Var[Ym(X)] de l'équation (3.79) Ainsi, l'indie
de sensibilité total de Y par rapport au paramètre inontrlable ε orrespond à e qu'il reste dans






Cet indie est positif ar Yd(X) est une exponentielle (une fontion lien logarithmique a été prise dans
le modèle de dispersion (3.77)). Il faut noter que si on estime le oeient de préditivité Q2 de la
omposante moyenne Ym(X) par rapport au ode stohastique g(·), on a de manière immédiate la
relation
STε = 1−Q2 . (3.82)
Cette formule nous donne une autre manière de aluler et indie de sensibilité total qui ne néessite
pas forément l'estimation de la omposante dispersion Yd(X).
S'il y a plusieurs paramètres inontrlables, notons que ette méthode regroupe leurs indies totaux
dans un seul indie, et ne permet don pas de faire de distintion entre diérents paramètres inontr-
lables. De plus, il n'est pas possible de distinguer quantitativement les diérentes ontributions dans
STε (i.e. Sε, (Siε)i=1..d, (Sijε)i,j=1..d, . . . ). Cependant, l'analyse des termes dans le modèle Yd et de
leur t-value permet d'avoir des ontributions qualitatives. Par exemple, si Xi n'intervient pas dans Yd,
alors on sait que son interation ave le paramètre inontrlable est nulle (Siε = 0). Cei justie pleine-
ment l'intérêt de modéliser la omposante dispersion et don d'utiliser un modèle joint. Des réexions
sont en ours pour proposer une méthode de quantiation plus préise des indies de sensibilité des
interations.
3.5.3 Appliation aux modèles à entrée fontionnelle
Les résultats i-dessus (Eqs. (3.80) et (3.81)) sont relativement simples mais nouveaux. Iooss &
Ribatet [101℄ les illustrent sur la fontion test nommée WN-Ishigami, qui fait intervenir un paramètre
d'entrée fontionnel que l'on traite omme un paramètre d'entrée inontrlable :




où Xi ∼ U [−π;π] pour i = 1, 2 et ε(t) est un bruit-blan (un proessus stohastique i.i.d gaussien
de loi N (0, 1)), disrétisé sur 100 pas de temps. Il représente le paramètre d'entrée fontionnel dont
on souhaite estimer l'indie de Sobol total. Pour ajuster les modèles joints, un éhantillon aléatoire
(X1,X2, ε(t)) de taille n = 500 est généré, et le veteur de sorties orrespondantes est alulé à l'aide
de la fontion (3.83). Les résultats obtenus sont les suivants :
⋆ un GLM joint (de type polynmial de degré 4) est onstruit en utilisant les outils d'analyse
de déviane et de tests de Student pour onserver uniquement les termes expliatifs dans
les omposantes moyenne et dispersion. La omposante moyenne obtenue s'érit :
Ym = 1.77 + 4.75X1 + 1.99X
2
2 − 0.51X31 − 0.26X42 . (3.84)
La déviane expliquée de e modèle vaut Dexpl = 73% et son oeient de préditivité (par
rapport à la fontion WN-Ishigami) alulé sur un éhantillon test vaut Q2 = 70%. Pour la
omposante dispersion, auun terme signiatif ne peut être retenu et une simple onstante
demeure :
log(Yd) = 1.97 . (3.85)
Le GLM joint se résume don à un GLM simple et le aratère hétérosédastique de la
fontion WN-Ishigami (dû à l'interation entre ε(t) et X1) n'est pas retrouvé ;
⋆ un GAM joint est onstruit en utilisant les tests de Student (pour la partie paramétrique)
et les statistiques de Fisher (pour la partie non paramétrique) pour onserver uniquement
les termes expliatifs :
Ym = 3.76 − 5.54X1 + s1(X1) + s2(X2) ,
log(Yd) = 1.05 + sd1(X1) ,
(3.86)
où s1(·), s2(·) et sd1(·) sont des termes de splines de régression. La déviane expliquée de
e modèle vaut Dexpl = 92% et son oeient de préditivité (par rapport à la fontion
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WN-Ishigami) alulé sur un éhantillon test vaut Q2 = 77%, e qui montre une nette
amélioration par rapport au GLM joint. De plus, la exibilité du GAM a permis de déte-
ter X1 omme variable expliative de la omposante dispersion, e qui orrespond bien à
l'interation entre X1 et le paramètre fontionnel ε(t) dans la fontion WN-Ishigami.
Les deux modèles joints sont alors utilisés pour estimer les indies de Sobol des variables d'entrée
(Eqs (3.80) et (3.81)) par Monte Carlo (f. 3.2.4). La Figure 3.5 donne les résultats de es estimations.
Diérents éhantillons d'apprentissage pour le modèle joint sont simulés an d'obtenir la dispersion
des estimations des indies orrespondant à la modélisation par modèles joints. On note que pour le
GAM joint, l'intervalle interquartile de haque boxplot ontient la valeur de référene, e qui n'est
pas le as pour le GLM joint. Cei montre l'intérêt du GAM joint par rapport au GLM joint, mais
plus généralement d'un modèle non paramétrique par rapport à un modèle paramétrique pour ajuster
des fontions hahutées. Finalement, les gures du bas montrent que l'estimation de STε à l'aide
du oeient de préditivité Q2 de Ym (gure de droite) est nettement plus préise qu'à l'aide de
l'espérane de la omposante dispersion (gure de gauhe). Cei illustre la meilleure préision que l'on
a sur l'estimation de la omposante moyenne que sur l'estimation de la omposante dispersion.


































Fig. 3.5  Boxplots des estimations d'indies de Sobol à l'aide des GLM joint et GAM joint pour
la fontion WN-Ishigami (taille de la base d'apprentissage n = 500), obtenues à l'aide de 100 bases
d'apprentissage diérentes. Pour haque indie, la ligne horizontale est la valeur de référene alulée
diretement sur la fontion WN-Ishigami par Monte Carlo.
L'approhe par modèle joint a été appliquée ave suès sur deux problématiques industrielles où
les paramètres inontrlables orrespondaient à des entrées fontionnelles :
⊲ un proessus stohastique temporel ε(t) (bruit-blan) modélisant l'inertitude sur la puis-
sane (évoluant ave le temps) dans un ode de simulation de l'irradiation du ombustible
en réateur (Iooss & Ribatet [101℄) ;
⊲ un hamp aléatoire spatial ε(r) modélisant la perméabilité d'une ouhe hydrogéologique
dans un ode simulant le transfert de ontaminants dans les sols (Iooss et al. [102℄).
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D'autres tehniques ont été réemment proposées dans la littérature pouvant servir è l'analyse de
sensibilité de odes de alul ave entrées fontionnelles. Celles-i peuvent apporter des informations
supplémentaires à elles données par la modélisation jointe mais ont des onditions d'utilisation assez
sévères :
⋄ Pour résoudre le problème des variables d'entrée orrélées dans l'estimation des indies de
Sobol, Jaques et al. [107℄ proposent d'utiliser les indies de sensibilité multidimensionnels
dénis par Sobol [201℄. Chaque groupe de variables d'entrée orrélées est examiné omme
un seul maroparamètre. Il est également possible de onsidérer une entrée fontionnelle
omme un maroparamètre. Les indies de Sobol peuvent alors être estimés en utilisant les
algorithmes basés sur des tirages Monte Carlo simples. Malheureusement, e type d'éhan-
tillonnage, qui néessite plusieurs milliers d'observations, rend ette méthode extrêmement
oûteuse en nombre d'évaluations du ode de alul et n'a pas pu être envisagée sur mes
appliations.
⋄ Tarantola et al. [210℄ proposent de remplaer l'entrée fontionnelle par un paramètre trig-
ger (qui signie gâhette) ξ ∼ U [0; 1] qui gouverne la simulation ou non du proessus
stohastique. Lors des simulations de Monte Carlo, si ξ < 0.5 alors ε = 0, sinon ε est
simulée. L'indie de sensibilité de ξ permet don de quantier l'inuene du proessus sto-
hastique sur la variable de sortie. Par rapport à la méthode préédente, la méthode de
Tarantola permet de aluler les indies de Sobol ave tout type d'éhantillonnage (e.g.
Monte Carlo simple, FAST, quasi Monte Carlo, Random Balane Design), e qui permet
de l'envisager pour des odes moyennement oûteux. Cependant, ξ reète uniquement la
présene ou l'absene de ε. Var[E(Y |ξ)] ne quantie don pas orretement la ontribution
de la variabilité de l'entrée fontionnelle sur la variabilité de la réponse Y . Iooss & Ribatet
[101℄ ont illustré ei sur un exemple joué simple.
⋄ Réemment, Busby et al. [30℄ ont proposé de déomposer l'entrée fontionnelle (un hamp
aléatoire gaussien dans leur appliation) dans une base de fontions (Karhunen-Loève)
pour réaliser l'analyse de sensibilité sur les omposantes prinipales de la déomposition.
Le nombre restreint de omposantes onservées (une trentaine) permet aux auteurs de
onstruire un métamodèle PG à l'aide de 200 simulations du ode de alul. Ainsi, par si-
mulations Monte Carlo sur e métamodèle, des indies de Sobol sont obtenus pour haque
oeient des omposantes de la déomposition de Karhunen-Loève du hamp aléatoire.
Cette méthode est don partiulièrement rihe en terme de résultats. Elle permet égale-
ment, ontrairement au GAM joint, d'obtenir des indies de sensibilité pour haque entrée
fontionnelle s'il y en a plusieurs. Elle est subordonnée ependant à la faisabilité de la
déomposition de l'entrée fontionnelle ave un faible nombre de fontions de base, qui
impate diretement la dimension d du problème. Par exemple, elle ne peut pas être appli-
quée sur le problème de Iooss & Ribatet [101℄ où l'entrée fontionnelle est un bruit-blan
(disrétisé sur 3558 valeurs).
Pour l'analyse de sensibilité, les avantages de l'approhe par modélisation jointe sont don sa
généralité, sa préision et le faible oût en nombre d'évaluations du modèle qu'elle néessite. Par ontre,
elle ne proure pas pour l'instant toutes les informations dont on souhaiterait disposer. Par ailleurs,
l'approhe par modélisation jointe fournit un métamodèle que l'on peut utiliser pour la propagation
d'inertitudes (Zabalza-Mezghani [232℄), pour la planiation robuste d'expérienes (Bates et al. [17℄)
ou pour la résolution de problèmes d'optimisation. Tous es thèmes onstituent des axes de reherhe
ouverts.
3.6 Conlusion
Mes six premières années de reherhe au CEA s'ahèvent don ave e hapitre. Durant les trois
premières années, je me suis essentiellement onsaré à des problèmes d'ingénierie nuléaire, relatifs
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au traitement des inertitudes. Par la suite, mon approhe a onsisté à herher régulièrement, au
sein des projets de ma diretion, des appliations néessitant des eorts de reherhe de ma part,
soit du fait de mon inaptitude initiale à les résoudre, soit du fait d'un problème non traité dans la
littérature. Par exemple, j'ai ommené à m'intéresser à la thématique des métamodèles (et don à elle
des expérienes numériques) en renontrant des appliations néessitant l'utilisation de odes de alul
oûteux. Au vu de son omniprésene dans la littérature et du fait de ma formation en géostatistique,
le adre du krigeage m'a alors partiulièrement intéressé et j'ai ÷uvré pour le rendre appliable sur
des modèles relativement omplexes. Par ailleurs, l'analyse et la modélisation statistiques de odes de
alul stohastiques sont des sujets enore peu abordés, sur lesquels j'ai essayé d'apporter de premiers
éléments de réponse.
Dans le domaine de la statistique appliquée, l'environnement logiiel R (R Development Core team
[172℄) est l'un des adres privilégiés de développement informatique et de ollaboration pour la om-
munauté internationale. La plupart des méthodes statistiques que j'ai présentées dans e hapitre sont
ainsi disponibles dans l'environnement R . Je suis d'ailleurs o-auteur ave Mathieu Ribatet du pakage
JointModeling qui permet la modélisation de GLM et de GAM joints. Sur les méthodes d'analyse
de sensibilité, je suis administrateur du pakage sensitivity développé par Gilles Pujol
10
. Celui-i
ontient la plupart des méthodes dérites aux paragraphes 3.2.1, 3.2.3 et 3.2.4. D'autre part, sur la
base de mes travaux et de ontributions de stagiaires et dotorants, j'ai développé en R le logiiel
SSURFER (Iooss [93℄) qui supervise diverses tehniques de propagation d'inertitudes, de onstrution
de métamodèles et d'analyse de sensibilité. Les tehniques de lissage sont, quant à elles, intégrées dans
le pakage CompModSA de Curtis Storlie
11
. Une monographie est en ours d'élaboration ave Gilles
Pujol, Curtis Storlie et Hervé Monod
12
(qui prépare un pakage R sur les plans d'expérienes) pour
réaliser une revue et un guide d'utilisation des méthodes d'analyse de sensibilité dans R .
Parmi les travaux de reherhe que j'ai évoqués dans e hapitre, ertains sont loin d'être aboutis.
Tout d'abord, il reste beauoup de travail pour omparer, étudier les propriétés et perfetionner les
algorithmes d'estimation de quantiles de odes qui, nous semblent très prometteurs. Par ailleurs, la thé-
matique des odes de alul stohastiques est sujette à divers axes de reherhe ouverts : planiation
des expérienes, omparaison de métamodèles hétérosédastiques, développement d'outils de diagnos-
tis, . . . Conernant les entrées fontionnelles, j'ai proposé une astue pour ne pas traiter l'aspet
fontionnel du problème. Des voies de reherhe intégrant la struture du proessus stohastique en
entrée du modèle sont à envisager. Enn, un axe de reherhe omplémentaire et peu exploré onerne
la planiation des aluls intégrant des proessus stohastiques ou des hamps aléatoires en entrée
du ode. Sur e sujet, des premiers travaux ont été réalisés sur des éhantillonnages LHS de hamps
aléatoires gaussiens (Pebesma & Heuvelink [166℄), mais de multiples approhes restent à explorer.
Dans un futur prohe, je prévois de m'intéresser de plus près à l'aspet planiation des aluls,
phase primordiale pour le suès des analyses ultérieures et sur laquelle je me suis peu penhé jusqu'ii.
L'aspet séquentiel et adaptatif des plans d'expériene est notamment essentiel pour rendre appliable
les tehniques d'analyse statistique sur les odes de alul industriels exessivement oûteux. J'ai égale-
ment ommené à regarder la planiation des aluls de validation d'un métamodèle, qui onditionne
nos appréiations sur ses qualités. Il me semble que des eorts plus onséquents devraient être portés
sur e sujet quelque peu oublié. Sur le thème des proessus gaussiens, je ne me suis pas enore intéressé
à des ovarianes propres à modéliser des phénomènes non stationnaires. Ce type de omportement
à seuil des modèles est en eet présent dans ertaines de mes appliations, par exemple dans les
sénarios d'aident de fusion du ÷ur d'une entrale nuléaire. Cette thématique a été identiée au
sein du GdR MASCOT-NUM
13
omme un axe de reherhe important. Enn, de premiers travaux
apparaissent sur la modélisation des variables de sortie fontionnelles (Campbell et al. [34℄, Fang et
al. [62℄, Marrel [141℄). Les réponses des modèles sont souvent temporelles, voire spatiales, et un trai-
10
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tement de l'ensemble des réponses est indispensable pour rendre attrayantes es tehniques d'analyses
aux modélisateurs et utilisateurs des odes. Plusieurs thèses ont été réemment initiées sur e sujet en
Frane, dont elle de Benjamin Auder que je o-enadre ave Gérard Biau
14
. Comme préédemment,
les aspets planiation, diagnostis et omparaison de modèles devront être étudiés soigneusement.
Vis-à-vis de l'intérêt que porte la Diretion de l'Énergie Nuléaire du CEA sur es méthodes mo-
dernes d'analyse d'expérienes numériques, de vastes hamps de reherhes et d'appliations peuvent
être entrevus :
⋄ problématiques de oneption tenant ompte des inertitudes à l'aide de modèles numé-
riques lourds (e.g. oneption des systèmes nuléaires futurs) ;
⋄ analyse et validation des gros systèmes numériques, potentiellement spatialisés et/ou tem-
poralisés (e.g. qualiation des odes de méanique des uides, aluls d'impat environne-
mentaux) ;
⋄ simulations pluridisiplinaires (e.g. ouplage des odes simulant le ÷ur d'un réateur nu-
léaire : neutronique, méanique et thermohydraulique) ;
⋄ simulations multiéhelles (e.g. aluls simulant les déformations de matériaux aux dié-
rentes éhelles nano et miro) ;
⋄ analyse des systèmes omplexes et oûteux (e.g. transitoires thermohydrauliques, sûreté
des réateurs de quatrième génération, odes neutroniques de type Monte Carlo) ;
⋄ traitement des inertitudes pour l'évaluation des marges de sûreté (e.g. dans les études
d'aidents).
Toutes es thématiques partiipent à un enjeu plus global, qui fait partie des grandes préoupations
et prérogatives du Commissariat à l'Énergie Atomique, et qui est elui de la maîtrise et de l'utilisation
des outils de la simulation numérique.
14




Mon ativité de reherhe s'est don délinée autour du traitement des inertitudes en modélisation
numérique au ours de deux phases bien distintes : la première portant sur le thème de la propaga-
tion d'ondes en milieu aléatoire, la deuxième ayant trait à la thématique de l'exploration statistique
des expérienes numériques. Les objetifs de mes travaux de reherhe ont été essentiellement portés
par les appliations, e qui apparaît lairement dans la présentation que j'en ai faite. L'aspet trans-
verse de mes travaux m'a néanmoins permis d'aborder une importante diversité d'appliations, soure
d'enrihissements professionnels et personnels importants, en permettant notamment de renontrer des
interlouteurs issus d'horizons multiples (ingénieurs, mathématiiens, physiiens, himistes, exploitants
d'installations, . . . ). Cei implique de gros eorts de ommuniation, de ompréhension mutuelle et
parfois de vulgarisation.
Au niveau de la Diretion de l'Énergie Nuléaire du CEA, l'équipe dédiée au traitement des in-
ertitudes dans laquelle j'évolue est en harge de la diusion d'une ulture probabiliste au sein des
diérents projets où des besoins se font sentir. Elle a notamment été identiée pour répondre à di-
verses demandes d'assistane et d'expertise émanant d'autres unités sur des dossiers les plus souvent
urgents, omme par exemple des dossiers de sûreté onernant des essais à réaliser ou des installations
nuléaires. Cette mission permet de rester en phase ave les besoins réels des ingénieurs et des physi-
iens métier de l'institut. Le travail de R&D proprement dit onsiste ainsi souvent à omprendre le
besoin d'un demandeur (exploitant, responsable de programmes, ingénieur, . . . ), à poser le problème de
manière rigoureuse, puis à proposer et à développer la solution la plus adéquate dans le temps imparti.
Pour pouvoir perdurer, es ativités de soutien sont bien entendu onditionnées au maintien d'une
veille sientique et d'ativités de reherhe plus amont dans le domaine de la statistique, an de
ontinuer à apporter des réponses pertinentes aux questions posées. Il a don été néessaire de multiplier
les ontats à l'extérieur du CEA, e qui nous a permis d'établir un grand nombre de ollaborations.
L'équipe Inertitudes à laquelle j'appartiens est à présent investie dans plusieurs adres ollaboratifs :
⊲ le Groupe de Travail et Réexion Inertitudes de l'Institut de Maîtrise des Risques
(IMdR), réseau d'éhanges inter-industriels, de valorisation méthodologique et dans le-
quel partiipe (entre autres) CEA, EDF, LNE, IRSN, ONERA, Dassault, EADS, CNES,
INERIS, SNCF. Dans e groupe, j'ai notamment partiipé au montage d'une formation
professionnelle sur le traitement des inertitudes, qui fournit à présent un dispositif om-
plet pour former les ingénieurs de nos instituts respetifs ;
⊲ le Groupement de Reherhe (GdR) MASCOT-NUM (Méthodes d'Analyse Stohastique
pour les COdes et Traitements NUMériques), struture oielle reonnue par le CNRS,
et qui regroupe la quasi totalité des laboratoires de reherhe et sientiques français tra-
vaillant sur le sujet. Ce adre d'éhanges a pour voation de failiter la réalisation de travaux
de reherhe entre universitaires et ingénieurs de reherhe, notamment grâe à l'organi-
sation régulière de journées sientiques (dont j'ai eu la harge en 2008) et d'ateliers de
travail. Il doit permettre à terme d'atteindre une visibilité sientique de premier plan au
niveau français et international.
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Au niveau français, es ollaborations visent lairement à débouher sur des projets plus intégrés
omme eux lanés par l'Agene Nationale de la Reherhe. Cette dernière porte d'ailleurs une attention
partiulière aux thèmes de la simulation numérique et de la oneption sous inertitudes à l'aide de
modèles préditifs.
L'une des prohaines étapes sera de s'insrire dans un adre plus international où énormément
de reherhes ont déjà été eetuées sur le thème des expérienes numériques. Je pense notamment
aux ontats que je peux d'ores et déjà avoir ave l'unité de statistique du Joint Researh Centre
d'Ispra (Italie) leader dans le domaine de l'analyse de sensibilité. Au niveau amériain, les laboratoires
nationaux de Sandia (Albuquerque, Nouveau-Mexique) travaillent sur des thématiques extrêmement
prohes de elles que l'on a au CEA, notamment sur les sénarios de stokage des déhets nuléaires où
la gestion des inertitudes est une problématique majeure. Les travaux de Jon Helton sont fondateurs
dans e domaine et de plus amples ollaborations sont à prévoir ave les équipes de Sandia.
Pour onlure e mémoire, je souhaite disserter quelque peu sur trois objetifs importants que je
me suis xé dans mon travail de herheur : la ommuniation, la ollaboration et l'enadrement. Il me
semble, qu'outre les nouveaux résultats obtenus et les innovations réalisées, l'un des aboutissements
de la reherhe est la présentation de ses résultats devant ses pairs. Cela passe bien entendu par la
partiipation à des séminaires et à des onférenes mais également par la rédation de publiations
dans des revues à omité de leture bien iblées. La plupart de mes expérienes en e domaine sont
extrêmement positives et les remarques des rapporteurs ont souvent été très onstrutives. L'une des
grandes satisfations, que j'ai eue jusqu'ii, est elle de voir mon travail de reherhe repris, ritiqué
et poursuivi par d'autres herheurs. La ollaboration orrespond aussi au prinipal plaisir que me
proure e métier, à savoir, travailler en équipe. Cei permet de toyer de multiples personnalités,
de mettre en avant ses propres qualités et faiblesses, de se renouveler et nalement d'avaner vers des
idées neuves. Les prinipaux résultats que j'ai obtenus au CEA l'ont été grâe à des ollaborations
frutueuses ave d'exellents mathématiiens issus de l'université, mais aussi ave des physiiens et des
ingénieurs du CEA onfrontés à des problématiques passionnantes. Enn, l'expériene d'enadrement
de dotorants ou de stagiaires se révèle être partiulièrement enthousiasmante, non seulement au niveau
des relations humaines sur lesquelles elle débouhe, mais aussi par la remise en question permanente
qu'elle provoque. Ce travail de transmission, qui est au ÷ur du métier de herheur et qui est lié à
nos propres engagements et sens des responsabilités, est à mon avis l'une des tâhes les plus diiles.
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English version - Conlusion and
perspetives
My researh ativity deals with unertainty management in numerial modelling. I have mainly
worked on two main subjets. The rst one is related to the wave propagation in random media. The
seond onerns the statistial exploration of numerial experiments. Their objetives were essentially
arried by appliations. Nevertheless, the transversality of my works allows to takle a wide variety of
appliations. That gives me the opportunity to meet researhers oming from very dierent elds (en-
gineers, mathematiians, physiists, hemists, failities operator, . . . ). Of ourse, it implies important
ommuniation and mutual understanding eorts
In Nulear Energy Division of CEA, my team handles the diusion of a probabilisti ulture within
various engineering projets. We give some assistane and expertise on statistial and mathematial
questions. These latter are sometimes urgent, as for example in nulear safety analysis for institutional
authorities. This job allows to keep in touh with the real needs of engineers and physiists. Stritly
speaking, this job an be deomposed in three steps :
 understanding the need of users (operator, program manager, engineer, . . . ),
 raising their problem in a rigorous way,
 proposing and developing the most adequate solution within the alloated time.
To bring relevant answers to industrial questions, sienti wath and more theoretial researh a-
tivities are also required. Thus, it was neessary to establish a large number of ollaborations. The team
Unertainties to whih I belong is invested at the present time in several ollaborative frameworks :
⊲ the Working Group Unertainties of the Institut de Maîtrise des Risques (IMdR). It is
an inter-industrial network, allowing methodologial valuation. A lot of frenh industrial
institutes partiipate in it : CEA, EDF, IRSN, ONERA, Dassault, EADS, CNES, INERIS,
SNCF. Our rst realization was to organize a professional training on the unertainty ma-
nagement. At the present time, it supplies a useful tool to train the engineers of our researh
institutes ;
⊲ the Researh Group (GdR) MASCOT-NUM (Methods of Stohasti Analysis for COdes
and NUMerial treatments) of the Frenh National Researh Center (CNRS). It inludes
almost totality of researh laboratories and Frenh sientists working on the subjet. This
oial struture failitates the realization of researh works between aademis and re-
searh engineers. It makes also possible the organization of sienti onferenes. One of
our objetive for this group is to reah a leading sienti visibility in the Frenh and
international statistial ommunities.
These ollaborations will also result in integrated projets as those launhed by the Frenh National
Researh Ageny. This ageny pays moreover a partiular attention on our researh subjets. For
example, many projets onern the oneption problems under unertainties by means of numerial
preditive models.
The international ommunity have provided a lot of results on my researh themes. One of my next
objetives will be to join this international ontext. I already have exhanges with the statistial unit
of the Ispra Joint Researh Centre. For many years, this unit leads the researh eld of sensitivity
analysis. In the United States, the Sandia National Laboratories (Albuquerque, New Mexio) work on
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similar themes than those of the CEA. For example, Sandia studies for a long time the unertainty
management of the deep radwaste storage senarios. The resolution of this problem is a major issue for
the nulear industry future. Jon Helton's works are founders in this domain. More ample ollaborations
would have to be planned between CEA and Sandia teams.
To onlude this report, I wish to talk a little about three important objetives that I settled in my
researher work : ommuniation, ollaboration and supervision. Besides the new obtained results, one
of the researh outomes is the presentation of these results in front of peers. It naturally involves our
partiipation in seminars and publiation writings in peer reviewed journals. Most of my experienes
in this domain are extremely positive. The referees remarks were often very onstrutive. Another
satisfation has been to see my researh work resumed, ritiized and pursued by other researhers.
The ollaboration also orresponds to a great pleasure provided by my job. This allows to go alongside
to multiple personalities. This also leads to analyze my own qualities and weaknesses, in order to get
new ideas. Finally, the experiene of PhD students or trainees supervision is partiularly ompelling.
This stands not only on the human relations in whih it results. This stands more deeply by the
permanent questioning whih it provokes. This transmission work is in the ore of the researher's job.
It is onneted to our own ommitments. In my opinion, it is one of our most diult tasks.
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Annexe A
Curriulum vitae en français
Bertrand IOOSS
Né le 6 mars 1973, marié, 2 enfants.
Nationalité : française.
Coordonnées personnelles




Commissariat à l'Energie Atomique (CEA)
Diretion de l'Energie Nuléaire (DEN)
Centre de Cadarahe (CAD)
Département d'Etude des Réateurs (DER)
Servie d'Etude des Systèmes Innovants (SESI)
Laboratoire de Conduite et de Fiabilité des Réateurs (LCFR)
Coordonnées professionnelles
CEA Cadarahe, DER/SESI/LCFR,
Bât. 212, 13108 Saint-Paul-lez-Durane, Frane
Téléphone : 04 42 25 72 73
Fax : 04 42 25 24 08
e-mail : bertrand.ioossea.fr
Diplmes universitaires
1990-92 : D.E.U.G. Mathématiques-Physique-Méanique, Université de Nie.
1992-93 : Liene de Mathématiques, Université de Nie.
1993-94 : Maîtrise d'Ingénierie Mathématiques, Université de Nie.
1994-95 : D.E.A. de Statistiques et Modèles Aléatoires en Finane, Université Paris VII.
Stage à l'INRIA Sophia-Antipolis, dirigé par D. Talay (herheur INRIA) et P. Bertrand (professeur Univ.
Clermont) sur le thème des estimateurs de la volatilité dans des modèles de saut pur.
1995-98 : Dotorat de l'Éole des Mines de Paris, spéialité Géostatistique, soutenue à l'Éole
des Mines de Paris (Fontainebleau).
Titre : Tomographie statistique en sismique réexion : estimation d'un modèle de vitesse stohastique.
Jury : Alain Galli (direteur de thèse, Éole des Mines de Paris), Dominique Gibert (rapporteur, Université
Rennes I), Jean Virieux (rapporteur, Université Nie), Mihel Shmitt (président, Éole des Mines de Paris),
Mihel Campillo (examinateur, Univ. Grenoble), Paulo Ruo (examinateur, AGIP), Pierre Thore (examinateur,
Elf).
1999-2000 : Insriptions sur listes de qualiation (fontion maître de onférene) du Conseil National des
Universités : setion 26 (Mathématiques Appliquées), setion 35 (Physique et Chimie de la Terre), setion 60
(Méanique et Génie ivil).
Parours professionnel
1999-2000 : Post-Dotorat, CEA Cadarahe, Diretion des Réateurs Nuléaires, Département d'Étude des
Réateurs, Servie de Systèmes d'Aide à l'Exploitation, Laboratoire de Systèmes de Mesures pour les Réateurs.
2000-01 : Ingénieur de reherhe, Institut Français du Pétrole (Rueil Malmaison), Division Géophysique.
Depuis février 2002 : Ingénieur-herheur, CEA Cadarahe, Diretion de l'Énergie Nuléaire.
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ACTIVITES de RECHERCHE
[ Réferenes bibliographiques en pages 9-13 ℄
Propagation d'ondes en milieu aléatoire
Théorie de la propagation d'ondes hautes fréquenes en milieu aléatoire
 Ondes en milieu aléatoire statistiquement anisotrope : étude des domaines de validité des approximations
parabolique, de Rytov et de l'optique géométrique.
{thèse [Im2℄, rapport [Ir2℄}
 Etude par une méthode de perturbation de la moyenne des temps de trajet au seond ordre en fontion
de la ovariane du hamp de vitesse des ondes. Validation des résultats théoriques par des simulations
numériques (utilisant la méthode des diérenes nies sur l'équation des ondes). En ollaboration ave
Y. Samuelides (stagiaire Corps des Mines).
{thèse [Im2℄, onf [I2℄}
 Calul analytique de la variane des temps de trajet au seond ordre. Validation par simulations numé-
riques (tehnique du traé de rayons). En ollaboration ave P. Blan-Benon (herheur CNRS) et C.
Lhuillier (ingénieur-herheur CEA).
{artile [Ia3℄}
 Etude de la ovariane des temps de trajet, inversion indirete pour retrouver la ovariane du hamp de
vitesse, validation sur des simulations numériques par diérenes nies.
{thèse [Im2℄, artile [Ia1℄, onf [I3℄}
Appliations
 Tomographie statistique : inversion direte de la ovariane, appliquée au as partiulier de la sismique
réexion (prise en ompte d'un réeteur ave utuations aléatoires). Couplage ave les méthodes dé-
terministes (tomographie sismique). Validation sur simulations numériques et appliations à des données
réelles d'exploration pétrolière (ontrat AGIP). En ollaboration ave M. Touati (dotorant Éole des
Mines de Paris), D. Geraets (dotorant Éole des Mines de Paris) et A. Galli (herheur Éole des Mines
de Paris).
{thèse [Im2℄, artile [Ia5℄, onfs [I1, I4℄}
 Etude statistique des résidus de la proédure déterministe d'inversion des temps de trajet (tomographie
sismique).
{rapport [Ir5℄}
 Propagation de l'inertitude due au hamp de vitesse sur la loalisation des réeteurs du sous-sol (pro-
édure d'imagerie sismique appelée migration). En ollaboration ave M. Touati (dotorant Éole des
Mines de Paris) et A. Galli (herheur Éole des Mines de Paris).
{artile [Ia2℄}
 Simulation de la propagation d'ondes en milieu turbulent en mouvement par les tehniques de traé de
rayons et de sommation de faiseaux gaussiens, développement et validation de la méthode. Appliation
à la quantiation des inertitudes dues à la turbulene dans la mesure de débit par ultrasons (ontrat
Életriité De Frane). En ollaboration ave C. Lhuillier (ingénieur-herheur CEA) et H. Jeanneau
(ingénieur de reherhe, EDF R&D).
{artile [Ia4℄, rapports [Ir3, Ir4℄}
86
Inertitudes, planiation et analyse d'expérienes numériques
Constrution et validation de métamodèles
 Etude omparative de modèles de régression et d'apprentissage statistiques (GLM, GAM, proessus gaus-
siens, réseaux de neurones, SVM, boosting d'arbres de régression, forêts aléatoires) pour ajuster les ré-
ponses de modèles numériques déterministes. Appliations à divers odes de alul d'ingénierie nuléaire.
{rapports [Ir11, Ir19℄}
 Etude des méthodes de planiation d'expérienes numériques (basées sur des ritères de dirépane) en
vue de la validation d'un métamodèle. En ollaboration ave V. Feuillard (dotorant Univ. Paris VI).
{onf [I14℄}
 Développement d'algorithmes pour modéliser les réponses de odes par proessus gaussiens quand la di-
mension des entrées est élevée (> 10). En ollaboration ave A. Marrel (dotorante INSA Toulouse).
{artile [Ia9℄, onf [I14℄, rapport [Ir15℄}
 Modélisation de réponses fontionnelles (temporelles, spatiales) de odes de alul. En ollaboration ave
A. Marrel (dotorante INSA Toulouse).
{onf [I21℄}
 Modélisation jointe de la moyenne et de la dispersion (par GLM) pour odes de aluls stohastiques.
Développement du modèle GAM joint. En ollaboration ave M. Ribatet (dotorant CEMAGREF Lyon).
{artile [Ia12℄, onf [I6℄, rapport [Ir16℄}
Analyse de sensibilité globale
 Développement d'une méthodologie générale pour l'analyse de sensibilité d'un ode de alul. En olla-
boration ave N. Devitor, M. Marquès et N. Pérot (ingénieur-herheurs CEA).
{artiles [Ia6, Ia8℄, onf [I5℄, rapports [Ir6, Ir12, Ir13, Ir14, Ir19, Ir24℄}
 Analyse de sensibilité quand des paramètres d'entrée sont fontionnels. Utilisation du modèle joint (GLM
ou GAM). En ollaboration ave M. Ribatet (dotorant CEMAGREF Lyon).
{artiles [Ia12, Ia13℄, onfs [I6, I10℄, rapports [Ir28, Ir33℄}
 Analyse de sensibilité pour variables de sortie fontionnelles. Déomposition en base d'ondelettes et mo-
délisation par proessus gaussien. En ollaboration ave A. Marrel (dotorante INSA Toulouse).
{onf [I21℄}
 Analyse de sensibilité à partir du modèle des proessus gaussiens. En ollaboration ave A. Marrel (do-
torante INSA Toulouse), B. Laurent (professeur INSA Toulouse) et O. Roustant (herheur Éole des
Mines de Saint Etienne).
{artile [Ia14℄, onf [I11℄, rapport [Ir34℄}
 Analyse de sensibilité basée sur l'entropie. En ollaboration ave B. Auder (dotorant Univ. Paris VI).
{rapport [Ir22℄, onf [I15℄
 Synthèse des diérentes méthodes d'analyse de sensibilité (riblage, mesures d'importane, méthodes
d'exploration ne). En ollaboration ave G. Pujol (ingénieur de reherhe Éole des Mines de Saint-
Etienne), C. Storlie (professeur assistant Univ. du Nouveau-Mexique) et H. Monod (herheur INRA).
{monographie en préparation [I1℄} }
Estimation de quantiles
 Développement de méthodes de Monte Carlo par tirage stratié et par tirage d'importane pour estimer
un quantile élevé (de l'ordre de 95%) d'un ode de alul à l'aide d'une surfae de réponse. En ollaboration
ave J. Garnier (professeur Univ. Paris VII) et C. Cannamela (dotorante Univ. Paris VII).
{artile [Ia11℄, onf [I20℄, rapport [Ir21℄}
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Diérentiation automatique
 Appliation d'un outil de diérentiation automatique (TAPENADE, INRIA) sur un modèle de simulation
du omportement des ombustibles nuléaires sous irradiation. Contribution au développement du mode
tangent multi-diretionnel de TAPENADE. En ollaboration ave L. Hasoët (herheur INRIA).
{rapport [Ir8℄}
Ajustement de données nuléaires
 Développement d'une méthode de Monte Carlo pour prendre en ompte la matrie de ovariane de
paramètres non ajustés lors de l'ajustement de setions eaes netroniques. En ollaboration ave C.
De Saint Jean et G. Noguère (ingénieur-herheurs CEA).
{artiles [Ia10, Ia15℄, onfs [I7, I8℄}
Éhantillonnage statistique
 Etude et développement de proédures d'éhantillonnage statistique et de artographie géostatistique
dans le adre du démantèlement des installations nuléaires. En ollaboration ave N. Pérot et F. Lamadie
(ingénieur-herheurs CEA) et N. Jeannée (Géovarianes).
{rapports [Ir26, Ir27, Ir30℄, onfs [I18, I17℄}
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PROGRAMMES de COOPÉRATION et COLLABORATION
 Consortium KIM (Kinemati Inverse Methods) de l'Institut Français du Pétrole, onsortium de reherhe
sur l'imagerie et la tomographie en sismique réexion. Partiipation en 2000-2001.
{rapport [Ir5℄}
 Éole d'été 2006 du CEMRACS (Centre d'été Mathématique de Reherhe Avanée en Calul Sientique)
sur le thème Modélisation de l'aléatoire et propagation d'inertitudes, juillet-Août 2006. Partiipation
au projet CEA Estimation de quantiles de odes de alul proposé par B. Iooss, N. Devitor, A. De
Créy et P. Bazin.
{publi [Ia11℄, onf [I20℄, rapport [Ir21℄}
 PAMINA (Performane Assessment Methodologies IN Appliation to guide the development of the safety
ase), projet européen du 6ème PCRD (Programme Cadre de Reherhe et de Développement de la om-
munauté européenne) : apport des modélisations eetuées dans le adre des évaluations de performane
des stokages géologiques pour onstruire le dossier de sûreté. Partiipation en 2007-2008.
{rapports [Ir33, Ir34, Ir35℄}
DEVELOPPEMENTS de LOGICIELS
Librairies et logiiels de statistiques en R
 Logiiel SSURFER (Sensibilités et SURFaes de réponse dans l'Environnement R ), depuis 2004.
{rapport [Ir19℄}
 Co-auteur et administrateur du pakage R "JointModeling" ave M. Ribatet (dotorant CEMAGREF
Lyon) : modélisation jointe de la moyenne et de la dispersion à l'aide des GLM et des GAM, depuis 2005.
 Administrateur du pakage R "sensitivity" (auteur : G. Pujol, ingénieur de reherhe, Éole des Mines de
Saint-Etienne) : méthodes d'analyse de sensibilité globale, depuis 2006.
Logiiels métiers
 PROUST (PROpagation UltraSonore en milieu Turbulent), logiiel CEA pour le diagnosti ultrasonore
dans les uves et iruits de réateurs, partiipation au développement en 1999-2000.
{rapport [Ir4℄}
 LEONAR (Logiiel d'Evaluation de la prObabilité de peremeNt du radier en as d'Aident gRave),
réalisé dans le adre d'un ontrat pour Életriité De Frane, depuis 2007.
{onf [I19℄, rapports [Ir23, Ir24, Ir25, Ir31, Ir32, Ir38, Ir39℄}
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ENCADREMENTS SCIENTIFIQUES
[ Réferenes bibliographiques en pages 9-13 ℄
Ativités d'enadrement de thèse
 A. Marrel (2005-2008) : enadrement ave B. Laurent (direteur de thèse, INSA Toulouse) et M. Jullien
(o-enadrant CEA). Sujet : Mise en ÷uvre et utilisation du métamodèle proessus gaussien pour l'analyse
de sensibilité de modèles numériques, appliation à un ode de transport hydrogéologique. Soutenane le
3 juillet 2008.
Publiations réalisées : artiles [Ia9, Ia14℄, onfs [I11, I21℄
 B. Auder (débutée en janvier 2008) : enadrement ave G. Biau (direteur de thèse, Univ. Paris VI) et
M. Marquès (o-enadrant CEA). Sujet : Analyse et modélisation statistiques de sorties fontionnelles de
odes de alul.
Ativités d'enadrement de stage
 S. Campos (INSA Toulouse 5
ème
année) : Diérentiation automatique du ode ombustible MARGARET,
2002.
 C. Cannamela (DESS Statistique, Informatique et Tehniques Numériques, Univ. Lyon 1) : Etude et om-
paraison des SVM ave des méthodes lassiques de disrimination, 2003.
 S. Ndao (DESS Statistique, Informatique et Tehniques Numériques, Univ. Lyon 1) : Constrution d'un
modèle simplié sur le ode ombustible MOGADOR, 2003.
 P-M. Pair (INSA Toulouse 5
ème
année) : Constrution de surfaes de réponse non linéaires : étude om-
parative de nouvelles méthodes de régression, 2004.
 E. Volkova (en thèse à l'Institut Kurhatov, Mosou) : Analyse de sensibilité d'un modèle de transport du
90
Sr en milieu poreux saturé, appliation à un site de déhets radioatifs, 2004-05.
Publiation réalisée : artile [Ia8℄
 A. Marrel (Master 2 Reherhe Mathématiques Appliquées, INSA Toulouse) : Modélisation des odes de
alul dans le adre des proessus gaussiens, 2005.
 M. Ribatet (en thèse au CEMAGREF Lyon) : Modélisation de la moyenne et de la dispersion par les
GLM, 2005.
Publiation réalisée : onf [I6℄
 B. Auder (ENSIMAG 4
ème
année) : Analyse de sensibilité globale basée sur l'entropie, 2006.
Publiation réalisée : onf [I15℄
 V. Bakirdjian (Master 2 Pro Génie Sientique et Informatique, Univ. de Provene) : Caratérisation
géostatistique de ellules ontaminées, 2007.
 D. Barthel (INSA Toulouse 5
ème





 Cours de Probabilités (6 heures), D.E.A. Méthodes quantitatives en Géosienes, Éole du Pétrole et
des Moteurs, Rueil-Malmaison, otobre 1997.
TD
 Initiation à R (4 heures), Liene 3, IUP Statistique Informatique Déisionnelle, Université Toulouse
III, Toulouse, février 2009.
Interventions dans des formations dotorales
 Conepts et méthodes de la géostatistique, Séminaire "Statistique spatiale pour l'industrie et le marketing"
organisé par C. Thomas-Agnan, Master 2 Pro Statistiques et Eonométrie, GREMAQ, Toulouse, février
2006.
 Ave J. Baou (IRSN Cadarahe) : Analyses d'inertitudes : nouvelles exigenes du risque environne-
mental, Journée "Inertitudes dans les risques industriels" organisée par E. Pardoux, Éoles Centrales
(option mathématiques), Chateau-Gombert, Marseille, février 2007.
Formations professionnelles
 Co-organisation de la formation Inertitudes de l'Institut de Maîtrise des Risques (parrainée par la
SFdS, la SMAI et Terte), Paris. Animation de la session Analyse de sensibilité (ours + TD). Depuis
2007.
RESPONSABILITES
Partiipations à des jurys de thèse
 Examinateur de la thèse de M. Petelet, Analyse de sensibilité de modèles thermoméaniques de simulation
numérique du soudage, 30 otobre 2007, Univ. de Bourgogne.
 Examinateur (en tant que o-enadrant) de la thèse d'A. Marrel, Mise en ÷uvre et utilisation du mé-
tamodèle proessus gaussien pour l'analyse de sensibilité de modèles numériques, 3 juillet 2008, INSA
Toulouse.
Rapporteurs pour des revues
 Pure and Applied Geophysis (1 artile en 2001),
 Journal of Flow Measurement and Instrumentation (1 artile en 2004),
 Experiments in Fluids (1 artile en 2006),
 Ata Austia (1 artile en 2007).
Membre de omités sientiques de onférenes




Exposés oraux ou posters lors de ongrès ou onférenes
 Journées de Géostatistique, Fontainebleau, Frane, juin 1998.
 135th Meeting of the Aoustial Soiety of Ameria, Seattle, USA, juin 1998.
 68th Annual Meeting of the Soiety of Exploration Geophysiists, New Orleans, USA, septembre 1998.
 4th International Conf. on Sensitivity Analysis of Model Output, Santa Fe, USA, mars 2004.
 Journées Tehniques de la CETAMA, Montpellier, Frane, otobre 2005.
 XXXVIIIèmes Journées de Statistique, Clamart, Frane, mai-juin 2006.
 5th International Conf. on Sensitivity Analysis of Model Output, Budapest, Hungary, juin 2007.
 VI Colloqium Chemiometrium Mediterraneum, Saint Maximin, Frane, septembre 2007.
 ESREL 2008 Annual Conferene, Valenia, Espagne, septembre 2008.
 35rd ESReDA Seminar, Marseille, Frane, novembre 2008.
Invitations à des onférenes
 Conepts et méthodes de la statistique, Éole d'été CEA-EDF-INRIA, Prise en ompte des inertitudes
en simulation numérique, Saint Lambert des Bois, juin 2005.
 Conepts et méthodes de la géostatistique, Journées Tehniques de la CETAMA, Ehantillonnage et a-
ratérisation Du prélèvement à l'analyse, Montpellier, otobre 2005.
 Analyses de sensibilité globales de modèles omplexes : quelques appliations dans le nuléaire, Journées
organisées par l'INSA Toulouse, Planiation d'expérienes et analyse d'inertitudes pour les gros odes
numériques : approhes stohastiques, Toulouse, février 2006.
 Estimation de quantiles de odes de alul, Journées DIF Inertitudes et simulation, CEA/DAM, Bruyères-
le-Châtel, otobre 2007.
 Unertainty and reliability study of the reep law to assess the fuel ladding behavior of PWR spent fuel
assemblies during interim dry storage, Session Unertainty in industrial pratie organisée par E. de
Roquigny, ESREL 2008 Conferene, Valene, Espagne, septembre 2008.
Exposés lors de séminaires
 Statistial tomography for reetion seismis : stohasti veloity model estimation, Centre de reherhe
d'AGIP, Milan, Italie, janvier 1999.
 Etude des temps de trajet en milieu aléatoire, inversion probabiliste en sismique, Séminaire du Laboratoire
de Méanique des Fluides et d'Aoustique, Éole Centrale de Lyon, Lyon, mars 2000.
 Tomographie statistique en sismique réexion : estimation d'un modèle de vitesse stohastique, Séminaire
de la Division Géophysique, Institut Français du Pétrole, Rueil-Malmaison, mars 2001.
 Mists statistis and data deimation in traveltime inversion, Consortium KIM annual meeting, Institut
Français du Pétrole, Rueil Malmaison, déembre 2001.
 Traitement des inertitudes, Institut Français du Pétrole, Rueil Malmaison, novembre 2004.
 Probabilisti methods for unertainty studies, Institut Kurhatov, Mosou, Russie, juin 2005.
 Analyse de sensibilité globale de modèles numériques à paramètres inontrlables, Institut Français du
Pétrole, Solaize, avril 2006.
 Estimation de quantiles de ode, appli. thermohydraulique, Séminaire IMPEC, CEA Salay, otobre 2006.
 Traitement des inertitudes, quelques appliations en ingénierie nuléaire, Centre de Géostatistique, Éole
des Mines de Paris, Fontainebleau, otobre 2006.
 Traitement des inertitudes, quelques appliations en ingénierie nuléaire, Workshop "Management des
inertitudes", EADS, Toulouse, otobre 2006.
 Estimation de quantiles de ode, appliation thermohydraulique, Département de Mathématiques, Éole
des Mines de Saint Etienne, déembre 2006.
 Ave M. Marquès (CEA Cadarahe) : Sensitivity analysis on the PRHRS performane indiators, Meeting
of the IAEA Projet "Status and prospets of development and appliation of innovative reator onepts
for developing ontries", Univ. de Pise, Italie, février 2007.
 Gaussian proesses as metamodels, Workshop "Sensitivity analysis", Joint Researh Centre, Ispra, Italie,
février 2008.
 Two problems in metamodelling and sensitivity analysis of omplex numerial models : high dimensional
inputs and stohasti omputer ode, Seminar for the Operations Researh Group of CentER, Tilburg




 Trésorier 1997-98 ABCTEM (Assoiation Bellifontaine des Cherheurs et Thésards de l'Éole des Mines).
 Depuis 2006, réation et o-animation du réseau IMPEC (Inertitudes, Métamodèles et Plans d'Expé-
rienes pour les Codes), groupe d'éhanges interne du CEA, ave J-M. Martinez et F. Gaudier (ingénieur-
herheurs au CEA Salay). Co-administrateur (ave F. Gaudier) du site intranet http://www-impe.ea.fr
 Depuis 2006, membre du Groupe de Travail et de Réexion "Inertitudes" de l'Institut de Maîtrise des
Risques (responsable : E. de Roquigny, EDF R&D),
URL : http://www.imdr-sdf.asso.fr/v2/extranet/index.php?page=gtr
 Depuis 2007, membre du bureau du GdR CNRS MASCOT NUM ("Méthodes d'Analyse Stohastique
pour le COdes et Traitements NUMériques"). Responsables : F. Gamboa (Univ. Paul Sabatier, Toulouse)
et F. Wahl (IFP Lyon). Administrateur du site internet http://www.gdr-masotnum.fr
 Depuis 2008, membre du ESRA (European Safety and Reliability Assoiation) Tehnial Committee on
Unertainty and Sensitivity Analysis, URL : http://www.esrahomepage.org/unertainty.aspx
Organisations de séminaires
 Colloque Mines 98, Présentations des dotorants de l'Éole des Mines, Éole des Mines de Paris, Fontai-
nebleau, mai 1998.
 Séminaire PAN (Plan d'Ation Neuronal), "Plans d'Expérienes Numériques", CEA Cadarahe, déembre
2005.
 Séminaire IMPEC (Inertitudes Métamodèle et Plans d'Expérienes pour les Codes), "Méthodes de kri-
geage et estimation de quantiles", CEA Salay, otobre 2006.
 Atelier aux renontres du GdR CNRS MASCOT NUM (Méthodes d'Analyse Stohastique pour les COdes
et traitement NUMériques) ave J-C. Fort (Univ. Paul Sabatier, Toulouse), Réexions sur la probléma-
tique des données fontionnelles dans l'analyse et la planiation d'expérienes numériques, IFP Solaize,
mars 2007.
URL : http://www.gdr-masotnum.fr/renontres/renontres_mars2007/renontres_mars2007.html
 Séminaire IMPEC, "Risque environnemental", CEA Cadarahe, juin 2007.
 Séminaire IMPEC, CEA Cadarahe, otobre 2008.
 Journée de renontres entre le GdR MASCOT-NUM, le GT "Inertitudes" de l'IMdR et les étudiants de
Master. URL : http://www.gdr-masotnum.fr/doku.php?id=thesismeeting
Organisations de onférenes
 Assistant à l'Éole d'Été d'Analyse Numérique CEA-EDF-INRIA 2005, Prise en ompte des inertitudes
en simulation numérique, Saint Lambert des Bois, juin 2005. Coordinateur : J-M. Martinez (CEA).
 Organisation des renontres du GdR MASCOT NUM, CEA Cadarahe, 12 au 14 mars 2008.
URL : http://www.gdr-masotnum.fr/renontres/renontres_mars2008/progMASCOTCadmars08.pdf
Partiipations à des tables rondes et débats
 La modélisation des inertitudes, Journées MAS de la SMAI, Lille, septembre 2006.
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léaires, Dé-
partement d'Étude des Réa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teurs.
2000-01 : Researh engineer, Institut Français du Pétrole (Rueil Malmaison, Frane), Division Géo-
physique.
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e february 2002 : Researh engineer, CEA Cadarahe (Frane), Diretion de l'Énergie Nu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RESEARCH ACTIVITIES
[ Bibliographial referenes in pages 9-13 ℄
Wave propagation in random media
Theory of the high frequeny wave propagation in random media
 Waves in statistially anisotropi random media : validity domain studies of the paraboli approximation,
Rytov approximation and geometrial optis.
{PhD thesis [Im2℄, report [Ir2℄}
 Study with a perturbation tehnique of the traveltime mean at seond order in funtion of the wave ve-
loity eld ovariane. Validation of theoretial results by numerial simulation (via the nite dierenes
method applied on the aoustial wave equation). In ollaboration with Y. Samuelides (stagiaire Corps
des Mines).
{PhD thesis [Im2℄, onf [I2℄}
 Analytial alulation of the traveltime variane at seond order. Validation by numerial simulation (via
the ray traing tehnique). In ollaboration with P. Blan-Benon (CNRS researher) and C. Lhuillier
(CEA researh engineer).
{artile [Ia3℄}
 Study of the traveltime ovariane, diret inversion to retrieve the wave veloity eld ovariane, validation
by nite dierenes numerial simulations.
{PhD thesis [Im2℄, artile [Ia1℄, onf [I3℄}
Appliations
 Statistial tomography : diret inversion of the ovariane, aapplied to the partiular ase of reetion
seismis (by taking into aount a random utuation reetor). Coupling the statistial tomography
with the deterministi seismi tomography. Validation by numerial simulation and appliation to oil
exploration data (AGIP ontrat). In ollaboration with M. Touati (PhD student at Éole des Mines de
Paris), D. Geraets (PhD student at Éole des Mines de Paris) and A. Galli (Éole des Mines de Paris
researher).
{PhD thesis [Im2℄, artile [Ia5℄, onfs [I1, I4℄}
 Statistial study of traveltime seismi tomography residuals.
{report [Ir5℄}
 Unertainty propagation of the veloity eld unertainty on the seismi reetor loalization (seismi
imaging proess alled migration). In ollaboration with M. Touati (PhD student at Éole des Mines de
Paris) and A. Galli (Éole des Mines de Paris reseraher).
{artile [Ia2℄}
 Simulation of wave propagation in moving turbulent media with the ray traing and Gaussian beams
tehniques, development and validation. Appliation to the unertainty quantiation due to uid tur-
bulene of the ultrasoni owmeters (Életriité De Frane ontrat). In ollaboration with C. Lhuillier
(CEA researh engineer) and H. Jeanneau (researh engineer, EDF R&D).
{artile [Ia4℄, reports [Ir3, Ir4℄}
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Unertainties, design and analysis of numerial experiments
Metamodel onstrution and validation
 Comparative study of regression and statistial learning models (GLM, GAM, Gaussian proess, neural
network, SVM, regression trees boosting, random forest) to t deterministi numerial models outputs.
Appliations to several nulear enginnering omputer odes.
{reports [Ir11, Ir19℄}
 Study of numerial experiment design methods (based on disrepany riteria) in order to validate a
metamodel. In ollaboration with V. Feuillard (PhD student Univ. Paris VI).
{onf [I14℄}
 Algorithm development to modelize omputer ode output by the Gaussian proess model, when the
inputs dimension is large (> 10). In ollaboration with A. Marrel (PhD student INSA Toulouse).
{artile [Ia9℄, onf [I14℄, report [Ir15℄}
 Funtional output (temporal, spatial) modelling of omputer odes. In ollaboration with A. Marrel (PhD
student INSA Toulouse).
{onf [I21℄}
 Joint modelling of the mean and dispersion of stohasti omputer odes. Development of the joint GAM
model. In ollaboration with M. Ribatet (PhD student CEMAGREF Lyon).
{artile [Ia12℄, onf [I6℄, report [Ir16℄}
Global sensitivity analysis
 Development of a general methodology for the omputer ode sensitivity analysis. In ollaboration with
N. Devitor, M. Marquès and N. Pérot (CEA researh engineers).
{artiles [Ia6, Ia8℄, onf [I5℄, reports [Ir6, Ir12, Ir13, Ir14, Ir19, Ir24℄}
 Sensitivity analysis for funtional input variables via the joint model (GLM or GAM) use. In ollaboration
with M. Ribatet (PhD student CEMAGREF Lyon).
{artiles [Ia12, Ia13℄, onfs [I6, I10℄, reports [Ir28, Ir33℄}
 Sensitivity analysis for funtional output variables. Wavelet basis deomposition and Gaussian proess
modelling. In ollaboration with A. Marrel (PhD student INSA Toulouse).
{onf [I21℄}
 Sensitivity analysis from the Gaussian proess model. In ollaboration with A. Marrel (PhD student INSA
Toulouse), B. Laurent (INSA Toulouse professor) and O. Roustant (Éole des Mines de Saint Etienne
reseraher).
{artile [Ia14℄, onf [I11℄, report [Ir34℄}
 Sensitivity analysis based on entropy. In ollaboration with B. Auder (PhD student Univ. Paris VI).
{report [Ir22℄, onf [I15℄
 General synthesis of the sensitivity analysis methods (sreening, importane measures, deep exploration
methods). In ollaboration with G. Pujol (Éole des Mines de Saint-Etienne researh engineer), C. Storlie
(New Mexio University (USA) professor assistant) and H. Monod (INRA researher).
{monography in preparation [I1℄} }
Quantile estimation
 Development of Monte Carlo methods by stratied and importane sampling to estimate a high order
quantile (95% order) of a omputer ode, with the help of a metamodel. In ollaboration with J. Garnier
(Univ. Paris VII professor) and C. Cannamela (PhD student Univ. Paris VII).
{artile [Ia11℄, onf [I20℄, report [Ir21℄}
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Automati dierentiation
 Appliation of an automati dierentiation tool (TAPENADE, INRIA) on a nulear fuel irradiation
simulation model. Contribution to the development of the multi-diretional mode of TAPENADE. In
ollaboration with L. Hasoët (INRIA researher).
{report [Ir8℄}
Nulear data tting
 Monte Carlo method development to take into aount the ovariane matrix of non-tted parameters
while the tting of neutron ross-setions. In ollaboration with C. De Saint Jean and G. Noguère (CEA
researh engineers).
{artiles [Ia10, Ia15℄, onfs [I7, I8℄}
Statistial sampling
 Sudy and development of some statistial sampling methods and geostatistial mapping tehniques for
nulear failities radioativity haraterization. In ollaboration with N. Pérot and F. Lamadie (CEA
researh engineers) and N. Jeannée (Géovarianes).
{reports [Ir26, Ir27, Ir30℄, onfs [I18, I17℄}
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COOPERATION and COLLABORATION PROGRAMS
 Consortium KIM (Kinemati Inverse Methods) of Institut Français du Pétrole, researh onsortium on
seismi imaging and seismi tomography for oil exploration. Partiipation in 2000-2001.
{report [Ir5℄}
 Summer shool 2006 of CEMRACS (Centre d'été Mathématique de Reherhe Avanée en Calul Sien-
tique) on the theme Random modelling and unertainty propagation, july-august 2006. Partiipation
to the CEA projet Estimation of omputer ode quantiles proposed by B. Iooss, N. Devitor, A. De
Créy and P. Bazin.
{publi [Ia11℄, onf [I20℄, report [Ir21℄}
 PAMINA (Performane Assessment Methodologies IN Appliation to guide the development of the safety
ase), European Commision projet of the 6th Framework Program. Partiipation in 2007-2008.
{reports [Ir33, Ir34, Ir35℄}
SOFTWARE DEVELOPMENTS
Statistial libraries and softwares in R
 Software SSURFER (Sensibilités er SURFaes de réponse dans l'Environnement R ), sine 2004.
{report [Ir19℄}
 Co-author and maintainer of the R pakage "JointModeling" with M. Ribatet (PhD student CEMAGREF
Lyon) : joint modelling of the mean and dispersion with GLM and GAM, sine 2005.
 Maintainer of the R pakage "sensitivity" (author : G. Pujol, researh engineer, Éole des Mines de
Saint-Etienne) : global sensitivity analysis methods, sine 2006.
Softwares
 PROUST (PROpagation UltraSonore en milieu Turbulent), CEA software for ultrasoni diagnosis in nu-
lear reators, development in 1999-2000.
{report [Ir4℄}
 LEONAR (Logiiel d'Evaluation de la prObabilité de peremeNt du radier en as d'Aident gRave),
Életriité De Frane ontrat, sine 2007.
{onf [I19℄, reports [Ir23, Ir24, Ir25, Ir31, Ir32, Ir38, Ir39℄}
99
SCIENTIFIC SUPERVISING
[ Bibliographial referenes in pages 9-13 ℄
Supervision of PhD thesis
 A. Marrel (2005-2008) : supervision with B. Laurent (PhD thesis diretor, INSA Toulouse) and M. Jul-
lien (CEA). Subjet : Implementation and use of Gaussian proess metamodel for sensitivity analysis of
numerial models : appliation to an hydrogeologial transport omputer ode. Presentation : 3 july 2008.
Publiations : artiles [Ia9, Ia14℄, onfs [I11, I21℄
 B. Auder (started in january 2008) : supervision with G. Biau (PhD thesis diretor, Univ. Paris VI) and
M. Marquès (CEA). Subjet : Statistial analysis and modelling of omputer ode funtional outputs.
Training supervision
 S. Campos (INSA Toulouse 5
th
year) : Automati dierentiation of MARGARET omputer ode, 2002.
 C. Cannamela (DESS Statistique, Informatique and Tehniques Numériques, Univ. Lyon 1) : Study and
omparison of the SVM tehnique with lassial disrimination methods, 2003.
 S. Ndao (DESS Statistique, Informatique and Tehniques Numériques, Univ. Lyon 1) : Constrution of
a simplied model on the omputer ode MOGADOR, 2003.
 P-M. Pair (INSA Toulouse 5
ème
année) : Constrution of non linear response surfaes : omparative
study of new regression tehniques, 2004.
 E. Volkova (in PhD thesis at Kurhatov Institute, Mosow) : Sensitivity analysis of a
90
Sr transport model
in saturated porous medium, appliation to a radwaste disposal site, 2004-05.
Publiation : artile [Ia8℄
 A. Marrel (Master 2 Reherhe Mathématiques Appliquées, INSA Toulouse) : Computer ode modelling
with the Gaussian proess model, 2005.
 M. Ribatet (in PhD thesis at CEMAGREF Lyon) : Mean and dispersion modelling by GLM, 2005.
Publiation : onf [I6℄
 B. Auder (ENSIMAG 4
ème
année) : Global sensitivity analysis based on entropy, 2006.
Publiation : onf [I15℄
 V. Bakirdjian (Master 2 Pro Génie Sientique and Informatique, Univ. de Provene) : Geostatistial
haraterisation of ontaminated premises, 2007.
 D. Barthel (INSA Toulouse 5
ème




 Probability ourses (6 hours), Master 2 Quantitative methods for Geosienes, Éole du Pétrole et des
Moteurs, Rueil-Malmaison, otober 1997.
TD
 Initiation to R (4 hours), Liense 3, IUP Statistis omputer siene for deision, Université Toulouse
III, Toulouse, february 2009.
Dotoral ourses
 Conepts and methods of geostatistis, Seminar "Spatial statistis for industry and marketing" organi-
zed by C. Thomas-Agnan, Master 2 Pro Statistis and Eonometry, GREMAQ, Toulouse, february 2006.
 With J. Baou (IRSN Cadarahe) : Unertainty analyses : new insights for environmental risk, Seminar
"Unertainties in industrial risks" organized by E. Pardoux, Éoles Centrales (option mathématiques),
Chateau-Gombert, Marseille, february 2007.
Professional ourses
 Co-organisation of the formation Unertainty management of the Institut de Maîtrise des Risques, Paris.
Animation of the session sensitivity analysis. Sine 2007.
RESPONSABILITIES
Partiipations to PhD thesis jurys
 Examiner of M. Petelet PhD thesis, Sensitivity analysis of thermomehanial models in welding simula-
tion, 30 otober 2007, Univ. de Bourgogne.
 Examiner of A. Marrel PhD thesis, Implementation and use of Gaussian proess metamodel for sensitivity
analysis of numerial models : appliation to an hydrogeologial transport omputer ode, 3 july 2008,
INSA Toulouse.
Refereeings for international journals
 Pure and Applied Geophysis (1 artile in 2001),
 Journal of Flow Measurement and Instrumentation (1 artile in 2004),
 Experiments in Fluids (1 artile in 2006),
 Ata Austia (1 artile in 2007).
Member of onferene sienti ommittees




Oral or poster session during ongress
 Journées de Géostatistique, Fontainebleau, Frane, june 1998.
 135th Meeting of the Aoustial Soiety of Ameria, Seattle, USA, june 1998.
 68th Annual Meeting of the Soiety of Exploration Geophysiists, New Orleans, september 1998.
 4th International Conf. on Sensitivity Analysis of Model Output, Santa Fe, USA, marh 2004.
 Journées Tehniques de la CETAMA, Montpellier, Frane, otober 2005.
 XXXVIIIèmes Journées de Statistique, Clamart, Frane, may-june 2006.
 5th International Conf. on Sensitivity Analysis of Model Output, Budapest, Hungary, june 2007.
 VI Colloqium Chemiometrium Mediterraneum, Saint Maximin, Frane, september 2007.
 ESREL 2008 Annual Conferene, Valene, Espagne, septembre 2008.
 35rd ESReDA Seminar, Marseille, Frane, novembre 2008.
Invitations to onferenes
 Conepts et méthodes de la statistique, Summer shool CEA-EDF-INRIA, Unertainty management in
numerial simulation, Saint Lambert des Bois, june 2005.
 Conepts et méthodes de la géostatistique, Journées Tehniques de la CETAMA, Ehantillonnage et a-
ratérisation Du prélèvement à l'analyse, Montpellier, otober 2005.
 Analyses de sensibilité globales de modèles omplexes : quelques appliations dans le nuléaire, onferene
organized by INSA Toulouse, Planiation d'expérienes et analyse d'inertitudes pour les gros odes
numériques : approhes stohastiques, Toulouse, february 2006.
 Estimation de quantiles de odes de alul, Journées DIF Inertitudes et simulation, CEA/DAM, Bruyères-
le-Châtel, otober 2007.
 Unertainty and reliability study of the reep law to assess the fuel ladding behavior of PWR spent fuel
assemblies during interim dry storage, Session Unertainty in industrial pratie organized by E. de
Roquigny, ESREL 2008 Conferene, Valene, Espagne, septembre 2008.
Presentations during seminars
 Statistial tomography for reetion seismis : stohasti veloity model estimation, AGIP researh enter,
Milano, Italy, january 1999.
 Etude des temps de trajet en milieu aléatoire, inversion probabiliste en sismique, Seminar of the Labora-
toire de Méanique des Fluides and d'Aoustique, Éole Centrale de Lyon, Lyon, marh 2000.
 Tomographie statistique en sismique réexion : estimation d'un modèle de vitesse stohastique, Seminar
of the Division Géophysique, Institut Français du Pétrole, Rueil-Malmaison, marh 2001.
 Mists statistis and data deimation in traveltime inversion, Consortium KIM annual meeting, Institut
Français du Pétrole, Rueil Malmaison, deember 2001.
 Traitement des inertitudes, Institut Français du Pétrole, Rueil Malmaison, november 2004.
 Probabilisti methods for unertainty studies, Institut Kurhatov, Mosow, Russia, june 2005.
 Analyse de sensibilité globale de modèles numériques à paramètres inontrlables, Institut Français du
Pétrole, Solaize, april 2006.
 Estimation de quantiles de ode, appli. thermohydraulique, IMPEC Seminar, CEA Salay, otober 2006.
 Traitement des inertitudes, quelques appliations en ingénierie nuléaire, Centre de Géostatistique, Éole
des Mines de Paris, Fontainebleau, otober 2006.
 Traitement des inertitudes, quelques appliations en ingénierie nuléaire, Workshop "Unertainty mana-
gement", EADS, Toulouse, otober 2006.
 Estimation de quantiles de ode, appliation thermohydraulique, Département de Mathématiques, Éole
des Mines de Saint Etienne, deember 2006.
 With M. Marquès (CEA Cadarahe) : Sensitivity analysis on the PRHRS performane indiators, Meeting
of the IAEA Projet "Status and prospets of development and appliation of innovative reator onepts
for developing ontries", Univ. of Pisa, Italy, february 2007.
 Gaussian proesses as metamodels, Workshop "Sensitivity analysis", Joint Researh Centre, Ispra, Italy,
february 2008.
 Two problems in metamodelling and sensitivity analysis of omplex numerial models : high dimensional
inputs and stohasti omputer ode, Seminar for the Operations Researh Group of CentER, Tilburg




 Treasurer 1997-98 of ABCTEM (Assoiation Bellifontaine des Cherheurs and Thésards de l'Éole des
Mines).
 Sine 2006, reation and o-animation of IMPEC network (Inertitudes, Métamodèles and Plans d'Ex-
périenes pour les Codes), internal researh group of CEA, with J-M. Martinez and F. Gaudier (CEA
Salay researh engineer). Webmaster (with F. Gaudier) of intranet site http://www-impe.ea.fr
 Sine 2006, member of the Working Group "unertainties" of the Institut de Maîtrise des Risques (leader :
E. de Roquigny, EDF R&D),
URL : http://www.imdr-sdf.asso.fr/v2/extranet/index.php?page=gtr
 Sine 2007, member of the organizing ommittee of the GdR CNRS MASCOT NUM ("Méthodes d'Ana-
lyse Stohastique pour le COdes and Traitements NUMériques"). Leaders : F. Gamboa (Univ. Paul
Sabatier, Toulouse) and F. Wahl (IFP Lyon). Webmaster of internet site http://www.gdr-masotnum.fr
 Sine 2008, member of the ESRA (European Safety and Reliability Assoiation) Tehnial Committee on
Unertainty and Sensitivity Analysis, URL : http://www.esrahomepage.org/unertainty.aspx
Seminar organisations
 Colloque Mines 98, Presentations of PhD students of the Éole des Mines, Éole des Mines de Paris,
Fontainebleau, may 1998.
 PAN (Plan d'Ation Neuronal) seminar, "Numerial experimental designs", CEA Cadarahe, deember
2005.
 IMPEC (Inertitudes Métamodèle and Plans d'Expérienes pour les Codes) seminar, "Kriging methods
and quantile estimation", CEA Salay, otober 2006.
 Workroom during the GdR CNRS MASCOT NUM meeting (Méthodes d'Analyse Stohastique pour les
COdes and traitement NUMériques) with J-C. Fort (Univ. Paul Sabatier, Toulouse), Funtional data
problematis in design and analysis of omputer ode experiments, IFP Solaize, marh 2007.
URL : http://www.gdr-masotnum.fr/renontres/renontres_mars2007/renontres_mars2007.html
 IMPEC seminar, "Environmental risk", CEA Cadarahe, june 2007.
 IMPEC seminar, CEA Cadarahe, otober 2008.
 Meeting between GdR MASCOT-NUM, GT "Inertitudes" of IMdR and Master students.
URL : http://www.gdr-masotnum.fr/doku.php?id=thesismeeting
Conferene organisations
 Assistant during the Numerial Analysis Summer Shool CEA-EDF-INRIA 2005, Unertainty manage-
ment in numerial simulation, Saint Lambert des Bois, june 2005. Coordinator : J-M. Martinez (CEA).
 Organisation of GdR MASCOT NUM meeting, CEA Cadarahe, 12-14 marh 2008.
URL : http://www.gdr-masotnum.fr/renontres/renontres_mars2008/progMASCOTCadmars08.pdf
Partiipations to round tables
 Unertainty modelling, Journées MAS de la SMAI, Lille, september 2006.
103
Annexe B
Abstrats des publiations à revue
B. Iooss. Seismi reetion traveltimes in two-dimensional statistially anisotropi random media.
Geophysial Journal International, 135 :999-1010, 1998.
Veloity estimation remains one of the main problems when imaging the subsurfae with seismi reetion data.
Traveltime inversion enables us to obtain large sale strutures of the veloity eld and the position of seismi reetors.
However, as the media urrently under study are beoming more and more omplex, we need to know the ner sale
strutures. The problem is that below a ertain range of veloity heterogeneities, deterministi methods beome diult
to use, so we turn to a probabilisti approah. With this in view, we haraterize the veloity eld as a random eld
dened by its rst and seond statistial moments. Usually, a seismi random medium is dened as a homogeneous
veloity bakground perturbed by a small random eld that is assumed to be stationary. Thus, we make a link between
suh a random veloity medium (together with a simple reetor) and seismi reetion traveltimes. Assuming that
the traveltimes are ergodi, we use 2-D seismi reetion geometry to study the derease in the statistial traveltime
utuations, as a funtion of the oset (the soure-reeiver distane). Our formulas are based on the Rytov approxima-
tion and the paraboli approximation for aousti waves. The validity and the limits are established for both of these
approximations in statistially anisotropi random media. Finally, theoretial inversion proedures are developed for the
horizontal orrelation struture of the veloity heterogeneities for the simplest ase of a horizontal reetor. Syntheti
seismograms are then omputed (on partiular realisations of random media) by simulating salar wave propagation via
nite dierene algorithms. There is good agreement between the theoretial and experimental results.
M. Touati, B. Iooss and A. Galli. Quantitative ontrol of migration : a geostatistial attempt.
Mathematial Geology, 31 :277-295, 1999.
This paper is devoted to a geostatistial attempt at modeling migration errors when loalizing a reetor in the
ground. Starting with a probabilisti veloity model and hoosing the simple geometrial optis bakground for the wave
propagation in suh media, we give the expression of the errors. This may be quantied provided the ovariane of the
veloity eld is known. Variane of arrival times at onstant oset is related to the ovariane of the veloity eld at
hand. A pratial appliation is given in the same paragraph. After that we give a typial shema for migration and
unertainty modeling : starting with seismi data, we make the weak seismi inversion. We then obtain the ovariane of
the veloity eld that we use for simulating migration errors. The main issues of this methodology are disussed in the
last paragraph.
B. Iooss, Ph. Blan-Benon and C. Lhuillier. Statistial moments of travel times at seond order in
isotropi and anisotropi random media. Waves in Random Media, 10 :381-394, 2000.
We study the high-frequeny propagation of aousti plane and spherial waves in random media. With the geo-
metrial optis and the perturbation approah, we obtain the travel-time mean and travel-time variane at the seond
order. The main hypotheses are the Gaussian distribution of the aousti speed perturbation and a fatorized form for
its orrelation funtion. The seond order travel-time variane explains the non linear behavior at large propagation
distane observed with numerial experiments based on ray traing. Usually, homogeneity and isotropy of the refrative
index are onsidered. Using the geometrial anisotropy hypothesis we extend the theory to a general lass of statistially
anisotropi random media.
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B. Iooss, C. Lhuillier and H. Jeanneau. Numerial simulation of transit-time ultrasoni owmeters :
unertainties due to uid turbulene. Ultrasonis, 40 :1009-1015, 2002.
Flowmeter measurement using the ultrasoni transit-time method is based on the apparent dierene of the sound
veloity in the ow diretion and in the opposite diretion. This method gives a ow veloity averaged along a partiular
aoustial path. To onvert this path veloity to a veloity averaged over the entire ross setion of the owing medium,
the knowledge of the ow veloity prole is essential. However, the aoustial paths joining the two transduers are
supposed to be straight and uid turbulene phenomena are negleted. In this paper, we desribe a numerial proedure
to estimate the unertainties due to these approximations in the ase of fully-developed turbulene. The ultrasoni
propagation is modelled in 2-D moving inhomogeneous media via a ray traing algorithm. Inuene of mean proles of
temperature and veloity is studied on simple examples. Fluid temperature utuations and uid veloity turbulene are
onsidered in the stohasti framework to obtain average unertainties on the measurements of the liquid ow rate.
B. Iooss, D. Geraets, T. Mukerji, Y. Samuelides, M. Touati and A. Galli. Inferring the statistial
distribution of veloity heterogeneities by statistial traveltime tomography. Geophysis,
68(5) :1714-1730, 2003.
Understanding the internal heterogeneities of reservoirs is one of the key issues in better reovery and eient
reservoir management. Seismi data is widely used to map subsurfae heterogeneities. These heterogeneities an inlude
variations in wave veloity and rok density, whih an be used to make interpretations about variations in reservoir
properties suh as porosity, lithofaies, and uids. This paper desribes a statistial tomography method to infer the
spatial statistis of subsurfae veloity heterogeneities from seismi data. We onsider an aousti wave propagating in
a medium represented as a single maro-model superimposed on statistially stationary random veloity perturbations.
While the maro-model is retrieved by lassial seismi methods, the piked traveltimes and their utuations are used
to estimate the ovariane funtion of the spatially varying veloity perturbations. We present a formulation based on
ray-theoretial results and desribe two algorithms : one using the prestak traveltimes and the other using the staking
veloities. The methods are tested with syntheti seismi reetion data in an idealized medium (with a Gaussian spatial
ovariane), and with syntheti transmission data in a more geologially realisti medium. Then, the two algorithms
are applied on real data. The estimates of the spatial statistis obtained from inverting the traveltime statistis math
reasonably well with the true parameters of the heterogeneous media.
B. Iooss, F. Van Dorpe and N. Devitor. Response surfaes and sensitivity analyses for an
environmental model of dose alulations. Reliability Engineering and System Safety, 91 :1241-1251,
2006.
A parametri sensitivity analysis is arried out on GASCON, a radiologial impat software desribing the radionu-
lides transfer to the man following a hroni gas release of a nulear faility. An eetive dose reeived by age group an
thus be alulated aording to a spei radionulide and to the duration of the release. In this study, we are onerned
by eighteen output variables, eah depending of approximately fty unertain input parameters. First, the generation
of one thousand Monte-Carlo simulations allows us to alulate orrelation oeients between input parameters and
output variables, whih give a rst overview of important fators. Response surfaes are then onstruted in polynomial
form, and used to predit system responses at redued omputation time ost ; this response surfae will be very useful
for global sensitivity analysis where thousands of runs are required. Using the response surfaes, we alulate the total
sensitivity indies of Sobol by the Monte-Carlo method. We demonstrate the appliation of this method to one site of
study and to one referene group near the nulear researh Center of Cadarahe (Frane), for two radionulides : iodine
129 and uranium 238. It is thus shown that the most inuential parameters are all related to the food hain of the goat's
milk, in dereasing order of importane : dose oeient "eetive ingestion", goat's milk ration of the individuals of the
referene group, grass ration of the goat, dry deposition veloity and transfer fator to the goat's milk.
F. Van Dorpe, B. Iooss, V. Semenov, O. Sorokovikova, A. Fokin and Y. Margerit. Atmospheri transfer
modeling with 3D Lagrangian dispersion odes ompared with SF6 traer experiments at regional sale.
Siene and Tehnology of Nulear Installations, Volume 2007, Artile ID 30863, 13 pages,
doi :10.1155/2007/30863, 2007.
The results of four gas traer experiments of atmospheri dispersion on a regional sale are used for the benhmarking
of two atmospheri dispersion modeling odes, MINERVE-SPRAY (CEA), and NOSTRADAMUS (IBRAE). The main
topi of this omparison is to estimate the Lagrangian ode apability to predit the radionulide atmospheri transfer
on a large eld, in the ase of risk assessment of nulear power plant for example. For the four experiments, the results
of alulations show a rather good agreement between the two odes, and the order of magnitude of the onentrations
measured on the soil is predited. Simulation is best for sampling points loated ten kilometers from the soure, while we
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note a divergene for more distant points results (dierene in onentrations by a fator 2 to 5). This divergene may
be explained by the fat that, for these four experiments, only one weather station (near the point soure) was used on
a eld of 10 000 km2, generating the simulation of a uniform wind eld on all the zone of alulation.
E. Volkova, B. Iooss and F. Van Dorpe. Global sensitivity analysis for a numerial model of
radionulide migration from the RRC Kurhatov Institute radwaste disposal site. Stohasti
Environmental Researh and Risk Assessment, 22 :17-31, 2008.
Today, in dierent ountries, there exist sites with ontaminated groundwater formed as a result of inappropriate
handling or disposal of hazardous materials or wastes. Numerial modeling of suh sites is an important tool for a orret
predition of ontamination plume spreading and an assessment of environmental risks assoiated with the site. Many
unertainties are assoiated with a part of the parameters and the initial onditions of suh environmental numerial
models. Statistial tehniques are useful to deal with these unertainties. This paper desribes the methods of unertainty
propagation and global sensitivity analysis that are applied to a numerial model of radionulide migration in a sandy
aquifer in the area of the RRC "Kurhatov Institute" radwaste disposal site in Mosow, Russia. We onsider twenty
unertain input parameters of the model and twenty output variables (ontaminant onentration in the observation
wells predited by the model for the end of 2010). Monte Carlo simulations allow alulating unertainty in the output
values and analyzing the linearity and the monotony of the relations between input and output variables. For the non
monotoni relations, sensitivity analyses are lassially done with the Sobol sensitivity indies. The originality of this
study is the use of modern surrogate models (alled response surfaes), the boosting regression trees, onstruted for eah
output variable, to alulate the Sobol indies by the Monte Carlo method. It is thus shown that the most inuential
parameters of the model are distribution oeients and inltration rate in the zone of strong pipe leaks on the site.
Improvement of these parameters would onsiderably redue the model predition unertainty.
A. Marrel, B. Iooss, F. Van Dorpe and E. Volkova. An eient methodology for modeling omplex
omputer odes with Gaussian proesses. Computational Statistis and Data Analysis, 52 :4731-4744,
2008.
Complex omputer odes are often too time expensive to be diretly used to perform unertainty propagation studies,
global sensitivity analysis or to solve optimization problems. A well known and widely used method to irumvent this
inonveniene onsists in replaing the omplex omputer ode by a redued model, alled a metamodel, or a response
surfae that represents the omputer ode and requires aeptable alulation time. One partiular lass of metamodels
is studied : the Gaussian proess model that is haraterized by its mean and ovariane funtions. A spei estimation
proedure is developed to adjust a Gaussian proess model in omplex ases (non linear relations, highly dispersed or
disontinuous output, high dimensional input, inadequate sampling designs, . . . ). The eieny of this algorithm is
ompared to the eieny of other existing algorithms on an analytial test ase. The proposed methodology is also
illustrated for the ase of a omplex hydrogeologial omputer ode, simulating radionulide transport in groundwater.
G. Noguere, D. Bernard, C. De Saint Jean, F. Gunsing, B. Iooss, K. Kobayashi, S. Mughabghab and P.
Siegler. Propagation of the
237
Np nulear data unertainties in integral alulations by Monte Carlo
tehniques. Nulear Siene and Engineering, 160 :108-122, 2008.
A new method to produe ovariane or dispersion matries for the resonane parameters of the neutron ross
setions was developed. The tehnique uses the resonane shape analysis in assoiation with a Monte-Carlo treatment
of the unertainties. The method was implemented in the error propagation tool MCFIT. This program provides a user-
friendly textual interfae for the shape analysis ode REFIT. It was designed to take into aount the main soures of
unertainties involved in time-of-ight measurements. Its apability is illustrated with the simultaneous analysis of
237
Np
apture and transmission data. The ovariane matrix obtained in this work was used in the interpretation of osillation
measurements of
237
Np samples arried out at in the Minerve reator loated at Cadarahe.
C. Cannamela, J. Garnier and B. Iooss. Controlled stratiation for quantile estimation. Annals of
Applied Statistis, 2 :1554-1580, 2008.
In this paper we propose and disuss variane redution tehniques for the estimation of quantiles of the output of
a omplex model with random input parameters. These tehniques are based on the use of a redued model, suh as a
metamodel or a response surfae. The redued model an be used as a ontrol variate ; or a rejetion method an be
implemented to sample the realizations of the input parameters in presribed relevant strata ; or the redued model an
be used to determine a good biased distribution of the input parameters for the alibration of an importane sampling
strategy. The dierent strategies are analyzed, the asymptoti varianes are omputed and ompared, whih show the
benet of an adaptive ontrolled stratiation method. This method is applied to a real example (omputation of the
peak ladding temperature during a large-break loss of oolant aident in a nulear reator).
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A. Marrel, B. Iooss, B. Laurent and O. Roustant. Calulations of Sobol indies for the Gaussian proess
metamodel. Reliability Engineering and System Safety, 94 :742-751, 2009.
Global sensitivity analysis of omplex numerial models an be performed by alulating variane-based importane
measures of the input variables, suh as the Sobol indies. However, these tehniques, requiring a large number of model
evaluations, are often unaeptable for time expensive omputer odes. A well known and widely used deision onsists
in replaing the omputer ode by a metamodel, prediting the model responses with a negligible omputation time and
rending straightforward the estimation of Sobol indies. In this paper, we disuss about the Gaussian proess model
whih gives analytial expressions of Sobol indies. Two approahes are studied to ompute the Sobol indies : the rst
based on the preditor of the Gaussian proess model and the seond based on the global stohasti proess model.
Comparisons between the two estimates, made on analytial examples, show the superiority of the seond approah
in terms of onvergene and robustness. Moreover, the seond approah allows to integrate the modeling error of the
Gaussian proess model by diretly giving some ondene intervals on the Sobol indies. These tehniques are nally
applied to a real ase of hydrogeologial modeling.
B. Iooss and M. Ribatet. Global sensitivity analysis of omputer models with funtional inputs.
Reliability Engineering and System Safety, in press, 2009.
Global sensitivity analysis is used to quantify the inuene of unertain model inputs on the response variability
of a numerial model. The ommon quantitative methods are appropriate with omputer odes having salar model
inputs. This paper aims at illustrating dierent variane-based sensitivity analysis tehniques, based on the so-alled
Sobol's indies, when some model inputs are funtional, suh as stohasti proesses or random spatial elds. In this
work, we fous on large pu time omputer odes whih need a preliminary metamodeling step before performing the
sensitivity analysis. We propose the use of the joint modeling approah, i.e., modeling simultaneously the mean and the
dispersion of the ode outputs using two interlinked Generalized Linear Models (GLM) or Generalized Additive Models
(GAM). The mean model allows to estimate the sensitivity indies of eah salar model inputs, while the dispersion
model allows to derive the total sensitivity index of the funtional model inputs. The proposed approah is ompared
to some lassial sensitivity analysis methodologies on an analytial funtion. Lastly, the new methodology is applied to
an industrial omputer ode that simulates the nulear fuel irradiation.
C. De Saint Jean, G. Noguere, B. Habert and B. Iooss. A Monte Carlo approah of nulear model
parameters unertainties propagation. Nulear Siene and Engineering, 161 : 363-370, 2009.
The evaluation of neutron ross setions in the low energy range (eletron volt, mega-eletronvolt) is based on formal
nulear models having dierent type of parameters. Some of them may be tted to reprodue experimental datasets
giving rise to an adjusted ovariane matrix. In this paper, a Monte-Carlo method is presented to properly onsider
the inuene of the remaining parameters, having a priori unertainties, on the tted parameters ovarianes. This
method is based on an exat mathematial desription using onditional probabilities. To explain the key points of the
methodology, an aademi example of average parameters evaluation in the unresolved resonane range is presented using
a Hauser-Feshbah model alulations.
B. Iooss, M. Ribatet and A. Marrel. Global sensitivity analysis of stohasti omputer models with
generalized additive models. Tehnometris, submitted, 2006.
The global sensitivity analysis, used to quantify the inuene of unertain input parameters on the response variability
of a numerial model, is appliable to deterministi omputer odes (for whih the same set of input parameters gives
always the same output value). This paper proposes a global sensitivity analysis method for stohasti omputer odes
(having a variability indued by some unontrollable parameters). The mean and dispersion of the ode outputs are
modeled by two interlinked Generalized Additive Models (GAM). The mean model allows to obtain the ontrollable
parameters sensitivity indies, while the dispersion model allows to obtain the unontrollable parameters ones. The
relevane of the proposed model is analyzed with two ase studies. Results show that the joint modeling approah leads
to more aurate sensitivity index estimations, espeially for the joint GAM model.
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Contributions au traitement des inertitudes en modélisation numérique : propagation
d'ondes en milieu aléatoire et analyse d'expérienes simulées
Le présent doument onstitue mon mémoire d'habilitation à diriger des reherhes. Il retrae
mon ativité sientique de es douze dernières années, depuis ma thèse jusqu'aux travaux réalisés
en tant qu'ingénieur-herheur du CEA Cadarahe. Les deux hapitres qui struturent e doument
orrespondent à deux domaines de reherhe relativement diérents mais se référant tous les deux au
traitement des inertitudes dans des problèmes d'ingénierie. Le premier hapitre établit une synthèse
de mes travaux sur la propagation d'ondes hautes fréquenes en milieu aléatoire. Il onerne plus spé-
iquement l'étude des utuations statistiques des temps de trajet des ondes aoustiques en milieu
aléatoire et/ou turbulent. Les nouveaux résultats obtenus onernent prinipalement l'introdution de
l'anisotropie statistique des hamps de vitesse lors de la dérivation des expressions des moments des
temps en fontion de eux du hamp de vitesse des ondes. Ces travaux ont été essentiellement portés
par des besoins en géophysique (exploration pétrolière et sismologie). Le seond hapitre aborde le do-
maine de l'utilisation des tehniques probabilistes pour prendre en ompte les inertitudes des variables
d'entrée d'un modèle numérique. Les prinipales appliations que j'évoque dans e hapitre relèvent
du domaine de l'ingénierie nuléaire qui ore une grande variété de problématiques d'inertitude à
traiter. Tout d'abord, une synthèse assez omplète est réalisée sur les méthodes statistiques d'ana-
lyse de sensibilité et d'exploration globale de modèles numériques. La onstrution et l'exploitation
d'un métamodèle (fontion mathématique peu oûteuse se substituant à un ode de alul oûteux)
sont ensuite illustrées par mes travaux sur le modèle proessus gaussien (krigeage). Deux thématiques
omplémentaires sont nalement abordées : l'estimation de quantiles élevés de réponses de odes de
alul et l'analyse de odes de alul stohastiques. Une onlusion met en perspetive es travaux
dans le ontexte plus général de la simulation numérique et de l'utilisation de modèles préditifs dans
l'industrie.
Abstrat
Contributions to the unertainty management in numerial modelisation : wave
propagation in random media and analysis of omputer experiments
The present doument onstitutes my habilitation thesis report. It realls my sienti ativity of
the twelve last years, sine my PhD thesis until the works ompleted as a researh engineer at CEA
Cadarahe. The two main hapters of this doument orrespond to two dierent researh elds both
referring to the unertainty treatment in engineering problems. The rst hapter establishes a synthesis
of my work on high frequeny wave propagation in random medium. It more speially relates to the
study of the statistial utuations of aousti wave traveltimes in random and/or turbulent media. The
new results mainly onern the introdution of the veloity eld statistial anisotropy in the analytial
expressions of the traveltime statistial moments aording to those of the veloity eld. This work
was primarily arried by requirements in geophysis (oil exploration and seismology). The seond
hapter is onerned by the probabilisti tehniques to study the eet of input variables unertainties
in numerial models. My main appliations in this hapter relate to the nulear engineering domain
whih oers a large variety of unertainty problems to be treated. First of all, a omplete synthesis
is arried out on the statistial methods of sensitivity analysis and global exploration of numerial
models. The onstrution and the use of a metamodel (inexpensive mathematial funtion replaing
an expensive omputer ode) are then illustrated by my work on the Gaussian proess model (kriging).
Two additional topis are nally approahed : the high quantile estimation of a omputer ode output
and the analysis of stohasti omputer odes. We onlude this memory with some perspetives about
the numerial simulation and the use of preditive models in industry. This ontext is extremely positive
for future researhes and appliation developments.
