Automatic prediction of personalities from meeting videos is a classical machine learning problem. Psychologists define personality traits as uncorrelated long-term characteristics of human beings. However, human annotations of personality traits introduce cultural and cognitive bias. In this study, we present methods to automatically predict emergent leadership and personality traits in the group meeting videos of the Emergent LEAdership corpus. Prediction of extraversion has attracted the attention of psychologists as it is able to explain a wide range of behaviors, predict performance, and assess risk. Prediction of emergent leadership, on the other hand, is of great importance for the business community. Therefore, we focus on the prediction of extraversion and leadership since these traits are also strongly manifested in a meeting scenario through the extracted features. We use feature analysis and multi-task learning methods in conjunction with the non-verbal features and crowd-sourced annotations from the Video bLOG (VLOG) corpus to perform a multi-domain and multi-task prediction of personality traits. Our results indicate that multi-task learning methods using 10 personality annotations as tasks and with a transfer from two different datasets from different domains improve the overall recognition performance. Preventing negative transfer by using a forward task selection scheme yields the best recognition results with 74.5% accuracy in leadership and 81.3% accuracy in extraversion traits. These results demonstrate the presence of annotation bias as well as the benefit of transferring information from weakly similar domains.
Introduction
The personality of a human is highly correlated with his behavior and decisions in work and leisure environments. Through experience, humans can become quite good at judging the personality of their contacts and modulating their behavior. Automated systems would benefit from the availability of an automated feedback mechanism based on the prediction of the personality of a user of the system.
Training personality predictors based on non-verbal audio-visual cues is a relatively new and scarcely explored territory in research. One major obstacle holding back research in this field is the lack of large amounts of annotated data. Previous work on the subject used different *Correspondence: alpkindiroglu@gmail.com 1 Department of Computer Engineering, Bogazici University, Istanbul, Turkey Full list of author information is available at the end of the article approaches such as finding co-occurrence features [1] or incorporating similar data from different contexts [2] . However, the success of such systems often relies on jointly utilizing information from different sources and features as recognizing personality based on a low number of extracted features often do not yield high accuracy.
By their construction in psychology, the Big-Five personality traits are supposed to be uncorrelated [3] . However, as Vinciarelli notes in [4] , this is not often the case as raters' cognitive and cultural biases tend to create correlations among traits while annotating. In addition, personality traits that can be observed in group settings such as emergent leadership and dominance highly correlate with the Big-Five personality traits, in particular with extraversion. To handle such correlation when building predictive models, we explore the usage of a multi-task learning (MTL) framework to search for a combination of tasks and features that highly correlate with the leadership and extraversion traits of humans.
Multi-task learning (MTL) has recently attracted extensive research interest in the data mining and machine learning community. It has been observed that learning multiple related tasks simultaneously often improves modeling accuracy and leads to better feature selection, especially in cases where each task has very limited number of training samples. Recognizing the fact that not all tasks are uniformly related, there is substantial research interest in modeling task relationships in the state-of-theart MTL methods.
In this paper, we present a framework for recognizing extraversion and leadership from meeting videos of the ELEA corpus. Prediction of extraversion has attracted the attention of psychologists because it is able to explain a wide range of behaviors, predict performance, and assess risk [5] . Prediction of emergent leadership, on the other hand, is of great importance for the business community [6] . Therefore, we focus on the prediction of extraversion and leadership since these traits are also strongly manifested in a meeting scenario through the extracted features. In previous studies, Sanchez-Cortes et al. [7] demonstrated the correlation of personality traits with the non-verbal features extracted from the ELEA corpus. Kindiroglu et al. [2] showed that a transfer learning approach leads to an increase in extraversion recognition performance, through the incorporation of another database (i.e., the VLOG database [8] ) in the learning framework. Building on these previous work, we argue that the two traits, extraversion and leadership, are related traits and a recognition framework for these traits could benefit from a joint learning approach. Our main contributions in this study are summarized as follows:
• We investigate the application of multi-task learning to the problem of personality prediction, which, to the authors' knowledge, is the first of such study in the literature. We investigate in detail whether the prediction of extraversion and leadership can benefit from multi-task learning and under which conditions. We make use of regularized regression-based multi-task learning to simultaneously learn to predict different personality traits to maximize the recognition performance of leadership and extraversion.
• We compare the results with single-task learning algorithms with various feature selection methods to demonstrate the effectiveness of learning several personality traits together.
• Furthermore, we explore and contrast the benefits of transferring more data from other domains together with multi-task learning to improve the prediction models hampered by the lack of large amounts of data.
In Section 2, we present the related work on personality prediction and multi-task learning. In Section 3, we describe the datasets employed and their annotations. In Sections 4 and 5, we describe the multi-domain learning strategies used in this study and discuss the results. Finally, we present our conclusions in Section 6.
Related work
In this section, we review related work on personality prediction from visual material and multi-task learning.
Prediction of personality traits
Personality is defined as the combination of affects, behaviors, cognitions, and desires that characterizes individuals in unique ways [9] . In the literature, many approaches are used to model personalities of humans. The Big Five model proposed by psychology entails five dimensions of personality that have been used extensively in the literature to describe unique individuals [3] . The personality traits in the Big Five scheme are defined as follows: In addition to personalities defined for generic purposes, traits that are extensions of personalities such as emergent leadership, dominance, and competence are significant where interaction between people are critical for success in undertaken tasks. Emergent leadership appears mostly in newly formed groups. The behavior of a participant makes a person a good leader or not, without considering past information of competence, related task performance or friendship. This trait highly correlates with dominance and the Big Five personality traits [7] . In addition, Sanchez-Cortes et al. in [10] demonstrate that correlations exist between the perception of leadership and automatically extracted visual cues.
Different methods are used to evaluate personalities of people, the most common being questionnaires. The most widely used are NEO and TIPI questionnaires with 240 and 10 questions [11, 12] . For tasks like automatic recognition, such questionnaire are used to generate ground truth annotations. These annotations are either generated by self-reporting of the user or the reporting of an observer. While self-reporting presents a more accurate analysis of a persons' personality, subjects tend to bias their answers towards more socially acceptable if the conducted test results may affect the person in a negative manner (i.e., failing a job interview) [12] . Therefore, obtaining results from multiple observers is a common approach in evaluating personalities.
In the literature, the automatic recognition of personality from various multimedia-based sources is a field of study that is gaining attention. One of the earliest studies on automatic personality prediction was done by Mairesse et al. [13] . The study explored the effectiveness of textual and speech-based acoustic features in recognizing the Big Five traits. More recent studies on the topic focused on recognizing personality from a greater amount of data sources covering human interactions. These are text analysis-based methods [13] [14] [15] focusing on choice of words, acoustic-based methods focusing on non-verbal as well as verbal parts of speech [16, 17] , wearable devices visual analysis-based methods from image and videos [8, [18] [19] [20] . A more complete list of personality prediction literature can also be found in the survey of Vinciarelli et al. [4] .
In the automatic personality recognition research literature, the datasets and features pointing at personalities show a large amount of diversity in terms of their data domains. These studies use the abundance of personal data from different domains such as short essays, blog posts [21] , social media profiles [18] , surveillance with wearable sensors [22, 23] , computer game behavior [24] and videos containing interaction between people [10, 17, 20] .
One of the major efforts on automatic Big Five personality trait recognition occurred with the Chalearn Looking at People challenge. The challenge organized by Lopez et al. [25, 26] had 10000 15-s job interview videos with continuous Big Five annotation scores in the range of [ 0, 1] . The challenge received many contributions using deep learning methods for feature extraction and personality prediction. The top group used a combination of CNN-and LGBTOP-based scene and face features with extreme learning machines [27] . Other groups used multi-modal LSTM neural network architectures to better represent the spatiotemporal nature of personality recognition [28] . Some of the audio-visual features, first used in this study, were also utilized in this challenge and achieved scores that were comparatively close to these state-ofthe-art results with a simple single-task random forest classifier [29] .
Multi-task learning
Multi-task learning methods in the literature work in a supervised classification or regression framework where models for similar tasks are learned simultaneously. These methods focus on improving the overall prediction performance by sharing information between tasks. Multi-task learning-based approaches assume that similarities and differences exist among different tasks, and they employ two different approaches to jointly model them. Earlier work on the topic makes use of a lasso-like regularized regression framework. Evgeniou et al. [30] first made use of regularized regression concerned with capturing these shared structures among tasks.
Following on the regularized regression approach, many different models with different regularization methods were proposed. Among these methods, Argyriou et al. [31, 32] tried to find a shared low-dimensional representation for all tasks using L 21 norm regularization and used these shared features to find task-specific learners for each class. In [33] , Gong et al. propose using the L1 norm to find outlier tasks while simultaneously using it on rows to find shared features. They then remove the outlier tasks and perform L 21 norm multi-task learning on the clean dataset composed of similar tasks. In Jalali et al. 's work [34] , the sum of two matrices are used to represent the parameters and these are regularized differently to learn both shared features and individual outliers for different tasks separately.
Follow-up works extended and generalized these concepts by focusing on issues such as learning the relatedness of tasks. Some examples include the work of Kang et al. [35] , who used a clustering based approach with the MTL regularization method to group similar tasks together, and Chen et al., who used a graph based structured regularization approach to encode the similarity information between tasks [36] .
Data and annotations
We perform personality impression prediction on multiperson meeting videos of the publicly available ELEA (Emergent LEAder) corpus. The corpus includes 27 separate group meetings of 3 or 4 members [7] . This dataset includes audio and visual data and personality traits scored by external observers, such as the Big Five personality traits, and by group members, such as the perceived leadership, dominance, competence, likeness, and ranked dominance.
In the videos of this dataset, the participants take part in a winter survival game. As the survivors of an airplane crash, the participants were asked to rank the importance of 12 items they would take with them to increase the chance of survival. After ranking the items individually, the participants ranked them as a group. The participants discuss and try to convince each other while being seated around a table. The entire interaction scene is recorded via a microphone array and wide-angle web cameras.
Personality impressions for the Big Five traits were collected from external observers using the Ten Item Personality Inventory (TIPI), with a 7-point Likert scale [11] . Each annotator watched a 1-min segment of a participant from the meeting, which corresponds to the segment that includes the participant's longest speaking turn. Three different annotators annotated each video and a total of five annotators annotated the whole dataset. In addition to the Big Five traits, the dataset also includes annotations for the perceived traits as annotated by the group members at the end of the meeting. These traits include perceived leadership, dominance, competence, liking, and ranked dominance. We will call these traits as the leadership traits in the rest of the paper. More details on the dataset and the annotations can be found in [37] and in [38] .
In this paper, we used a subset from the ELEA corpus. The subset consists of audio-visual (AV) recordings of 27 meetings. The extracted videos of meetings contain long monologues by a single user. These segments contain parts of the meeting where the user is actively speaking.
In order to infer the personality and leadership traits, we extract different kinds of non-verbal audio-visual features as listed in Table 1 .
The second dataset we have used is the publicly available IDIAP VLOG dataset which contains the video blogs (vlogs) of video bloggers (vloggers) downloaded from YouTube. It contains a total of 404 videos. The dataset includes Big Five personality annotations obtained by crowdsourcing. The personality annotations were collected via crowdsourcing on Amazon Mechanical Turk, using the TIPI questionnaire. Five different annotators annotated each vlog, after watching the first conversational minute of each vlog. More details about the dataset and the annotations can be found in [8] . Since it is recorded in a different social interaction setting, where the vlogger is the only participant, it is not possible to extract the perceived leadership traits as in meeting videos.
The extracted features include visual features based on the subject's motion. The dataset contains a large number 
Methodology
In our experiments, we aim to perform recognition on the extraversion and leadership traits using the extracted audio-visual features from Table 1 . For each subject in the dataset, the ground truth scores for the personality traits were obtained by averaging the personality scores coming from each annotator. For the ELEA dataset, each video is annotated for the Big Five personality traits by three different annotators. The leadership traits on the ELEA dataset were annotated by the fellow group members. It means either two or three annotators, excluding the subject, depending on the group size. For the VLOG dataset, each video is annotated for the Big Five personality traits by five different annotators. These traits were binarized by using the median values for each trait, thus creating a set of labels suitable for binary classification.
In the initial single-task prediction context, a task is defined as the learning of a personality trait. As there are two personality traits, we have two tasks. We consider each personality trait as a single task and classify them separately. For the baseline method, extraversion and leadership classification models were constructed using support vector machine, decision forest and ridge regression classifiers. A leave-one-out cross-validation scheme was used to evaluate prediction accuracy of each task.
In order to improve the reliability of the extraversion and leadership trait predictions, we focus on incorporating data by learning several tasks together via multi-task learning. Previous studies on the ELEA dataset demonstrate that incorporating knowledge from other domains were beneficial for predicting the extraversion trait [39] . However, the non-availability of leadership-based annotations in the VLOG domain reduces the effect of the transfer for the leadership prediction task. In order to overcome such a problem, we utilize a multi-domain and multi-task learning framework where we incorporate the five personality and four leadership traits to improve recognition performance in the extraversion and leadership recognition tasks. The flow of the baseline, multitask, and multi-domain and multi-task approaches used in this study can be observed in Fig. 2 .
In the next sections, we give the background and the details of the methods that we use for feature selection transfer learning and multi-task learning.
Feature selection
The objective of feature selection is to eliminate noisy, irrelevant and redundant features to obtain shorter feature vectors, where better classification is possible. This allows the building of better performing models with regard to both accuracy and speed while also presenting a better understanding of the data and the prediction process.
In the feature selection literature, there are two popular methods: filtering-based and wrapper-based methods [40] . Filtering-based methods, which are more cost efficient, rely on extracting and comparing the inherent properties of features such as relevance, correlation, and mutual information. Wrapper-based methods, on the other hand, make use of black-box learning algorithms to predict learner performance using different search strategies.
In filtering-based approaches, finding the most efficient subset of labels given a set of data and its class labels is possible through a method called maximum dependency. Using mutual information as a measure of similarity such an approach can calculate the best possible subset of features which have the largest dependency on the label of the given class. However such an approach requires the calculation of multivariate density functions for p(x 1 , . . . , x m ) and p(x 1 , . . . , x m , c) which are difficult in high dimensional space.
In this study, we use maximum relevance minimum redundancy (MRMR), which is a frequently used feature selection algorithm. It is equivalent to the maxdependency algorithm for first-order search. In MRMR, the mean value of all mutual information values across individual features and class labels are calculated as the Fig. 2 The features and annotations obtained from the ELEA and VLOG datasets and the approaches that use them are depicted by the method numbers on the encapsulating boxes. The baseline method is designated as method 1, the multi-task method is method 2, and the multi-domain and multi-task approach is designated as method 3 max-relevance values. The minimal redundancy between variables is calculated by finding the mutual information scores between variables. Finally, by using a function such as the difference of max relevance and min redundancy, the most dependent feature can be selected. Using this method in an incremental search, it is possible to find the most important features.
Multi-task learning
Multi-task learning is a statistical spatial feature mapping framework where identical input data from different tasks are jointly learned. Joint learning of unrelated tasks can often lead to more informative sparse descriptors. Such descriptors can provide better discriminative power for the unusual features of the data. When the tasks are uncorrelated, their contribution can act as noise to other tasks thus improving generalization. Adding tasks may also increase the weight of parameters with more tasks allowing a better capture of the feature space.
In our formulation, we have a set of non-verbal features extracted from the ELEA corpus videos, represented as X = x 1..N , where each i represents the features from a single video sample. These are the same among tasks t = 1..T. The labels for each task are denoted as Y (t). The aim of our framework is to learn a dictionary W which maps the training samples, X to their labels, Y. Classical machine learning frameworks aim to learn a joint dictionary defined as Y = WX. Solutions to such problems can be obtained by using least-square-based methods. Desired properties of the dictionary can be obtained by adding a regularization term such as the element-wise L1 matrix norm as imposed by the LASSO algorithm [41] .
As we can see from Eq. 1, the standard LASSO does not distinguish the inputs and regression coefficients from different tasks. Multi-task learning algorithms aim to minimize the sum of squared errors (SSE) for each task rather than finding an optimized SSE for all training samples, X.
Multi-task LASSO
The multi-task LASSO(MTL) method [42] is an extension of the regular LASSO method proposed by Tibshirani et al. [41] . The multi-task LASSO allows fitting multiple regression problems jointly enforcing the selected features to be the same across tasks.
As formulated in Eq. 2, regularization parameters of MTL are α 1 and α 2 , which control the sparsity of the dictionary matrix and the norm penalty respectively.
L 2,1 norm regularized multi-task LASSO
While MTL enforces a sparse representation on the entire dictionary, there is no emphasis on extracting the common features among the tasks. To enforce extracting shared features among tasks, Argyriou et al. [31] , suggests adding a L 2,1 regularization term to the regularization problem. Since L 1 norm favors sparsity and the L 2 norm favors uniformity, the L 2,1 provides the desired parameter sparsity shared across tasks by summing the Euclidean norm of each column.
Trace norm regularized multi-task LASSO
Another multi-task learning method making use of regularized regression is the trace norm regularized method proposed by Chen et al. [43] . The goal in trace norm regularized lasso is to find a low-dimensional subspace shared by different tasks. In the regularization, trace norm is used as a rank function.
The trace norm of the matrix ||W || * is calculated by summing its eigenvalues. Minimizing the regression objective function in Eq. 4 yields W matrices of minimal rank for each task. The parameter α 1 is used to control the rank of W.
Robust multi-task learning
Robust multi-task learning (ROBUST) algorithm focuses on the elimination of outlier tasks in the Multi-Task Lasso Framework. The model assumes that the model matrix W can be decomposed into two matrices that capture task relatedness and group sparsity.
In Eq. 5, the trace norm enforces a low-rank structure to couple tasks that are closely related, while the L 1,2 norm which is the row grouped L 1 norm captures outlier tasks.
Robust multi-task feature learning
Robust multi-task feature learning (RMTFL) algorithm focuses on the elimination of outlier tasks in the L 2,1 norm regularized multi-task LASSO framework [33] . In this framework, the W matrix is decomposed into two components as P and Q. The formulation of the method is provided in Eq. 6.
subject to : W = P + Q In this equation, the P matrix captures group sparsity by jointly selecting sparse features across tasks while the Q matrix captures jointly selected sparse samples thus capturing outlier tasks. The parameters α 1 and α 2 control the effect of each parameter in the learning process respectively.
Dirty multi-task LASSO
While the MTL and L 21 norm regularized MTL performs well with ideal data, the data may not always be represented ideally using a single structure. Jalali et al, in [34] , propose to decompose the model W into two components as P and Q, where one captures shared features among tasks while the other captures intrinsic properties that are useful in recognizing individual tasks.
subject to : W = P + Q As formulated in Eq. 7, P captures group sparsity through L 1,∞ norm which sums the maximum value of each row. Q enforces sparsity on the overall structure of the data and both P and Q are subject to W = P + Q.
Multi-task discriminant analysis
Multi-task discriminant analysis (MTDA) [44] can be seen as a multi-task extension of the widely used supervised dimensionality reduction technique linear discriminant analysis (LDA) (Fukunaga 1991). Instead of simply pooling the data for multiple learning tasks together and learning a common transformation for all tasks, MTDA learns a separate transformation for each task.
Each MTDA transformation consists of two parts, one specific to the corresponding task and one common to all tasks. MTDA is based on an objective function, seen in Eq. 7, which is similar to that of the single-task LDA.
While most existing multi-task learning methods can only handle learning tasks with data sharing the same feature space, MTDA can deal with heterogeneous feature spaces, allowing the incorporation of data with missing features such as the VLOG dataset.
Transfer learning
Many machine learning methods work well under certain assumptions such as having enough labeled data for each aspect of the features they model. In reality, such assumptions are usually not satisfied leading to imperfect models as is the case with the ELEA dataset [38] . The goal of transfer learning is to improve learning in a target task by utilizing knowledge from other source tasks.
In our previous study [2] , the effect of transfer in personality affect prediction was analyzed in ELEA and VLOG datasets. Baseline machine learning approaches were used in a transfer framework with target-only, source-only, combined, and multi-task LDA-based learning methods.
In this study, we employed different baseline-and transfer-based approaches for domain adaptation. Since the task of personality prediction used a shared set of features in both datasets, using multi-task learning methods to jointly learn from both datasets was possible. We made use of the regularized regression based multi-task learning approaches using five personality traits and four leadership traits from the ELEA dataset and five personality traits from the VLOG dataset as tasks.
Results and discussion
We predict two personality traits, extraversion and leadership from meeting videos. The lack of sufficiently large amounts of annotated data necessitates the use of transfer and multi-task learning approaches to augment the feature space and to preprocess the data. Experimental results are presented for multi-task learning and transfer learning frameworks. Various multi-task and transfer learning methods are used to augment the feature space and preprocess the input data. The need for both approaches arises from the lack of sufficiently large amounts of annotated data.
In our framework, multi-task learning approaches are employed to allow learning of multiple personality traits together in order to capture sparser and better representations on personality prediction models. On the other hand, transfer learning approaches allow us to use features extracted from other domains.
In the baseline recognition system, the learning task is accomplished by support vector machine [45] , decision forest, and ridge regression algorithms. LibSVM implementation is used for SVM and the C parameter of the SVM is selected from the [ 2 −5 , 2 5 ] range. Matlab's treebagger algorithm is used for performing learning with decision forests with 100 trees. Parameters for both methods were optimized using a two-layered cross-validation scheme. In the ridge regression classifier, we used the 0/1 labels as the scores and estimated the label based on thresholding the estimated score at 0.5. Both source and target data were z-normalized, separately using each datasets' training samples. The ridge parameter values were selected from a range of [ 2, 150] 
Transfer learning framework
In the transfer learning literature, domains are labeled as source and target domains according to their role in the learning process. Since we are interested in increasing the prediction accuracy of extraversion in small group settings, we choose the ELEA dataset as our target and the VLOG dataset as our source domains. We used the VLOG corpus to enhance a recognition model trained to recognize videos from the ELEA dataset.
Previous studies with the ELEA corpus using classical approaches obtained limited success due to a lack of sufficient training samples. As a method of easier bootstrapping, additional samples belonging to a similar domain can be utilized. In [46] , personality annotations in a video blog dataset were used to transfer information to the training models obtained from the ELEA dataset. However, while beneficial in allowing the creation of better models for extraversion, as a result of the differences between video blog and group meeting domains, the transfer was only possible on the Big Five personalities and with visual WMEI features.
In our experiments, a leave-one-out cross-validation scheme was used to explore the effect of target ELEA training data on transferred recognition performance. The target data, chosen as the leadership and extraversion traits of the ELEA dataset, is divided into 102 folds for 102 samples. Models using the five Big Five personality and five leadership annotations from the ELEA dataset and five Big Five personality annotations of the VLOG dataset are used as external data sources. Learning models are enhanced using the multi-task learning algorithms from Section 5.2. We report the final accuracy on the ELEA dataset.
Multi-task learning framework
We used the samples of the ELEA dataset in a leaveone-out cross-validation framework to obtain multi-task recognition results. In our experiment sets D = {X, Y } we have 10 sets of binary labels, Y for different tasks and only one set of features X extracted from 1-min video segments. The implementations of the methods are based on the MALSAR package [42] .
In order to find the best performing multi-task method alongside the best performing learning algorithm, we attempt to find the best performing feature/multitask algorithm/learner combination with their different parameters.
In our experiments, we use seven different multi-task approaches as summarized in Table 2 .
These approaches are all utilized as feature extraction algorithms to obtain a new feature space representation. During training, we use a validation set to search for optimal parameters. In addition to searching for the best combination of learners and feature extraction methods, we also search for the multi-task and learning algorithm parameters.
Experiments
In our experiments, we test the prediction accuracies of different features, different classifiers, multi-task learning methods, and transfer learning methodologies. We perform extensive tests and try to answer several research questions. In order to interpret the results better, we have organized our tests around the following questions:
How difficult is the prediction of individual personality traits?
In the ELEA dataset, 10 personality traits have been annotated. In a meeting scenario, some traits are more strongly manifested than others. On the other hand, we make use of extracted audio and visual features to predict perceived personality traits. What will be the success of this prediction? To test this, we use all available features and use three state-of-the-art classifiers: support vector machine (SVM), ridge regression (RIDGE), and random forest (RF). In Table 3 , our tests illustrate that the prediction accuracy of extraversion and leadership are relatively high. Using the ridge regression method, leave-one-out crossvalidation scheme demonstrates recognition accuracies of 75.5% for the extraversion trait and 68.6% for the leadership trait. It is observed that the recognition performances of the other personality traits are lower. Therefore, we regard them as complementary tasks rather than focusing on their recognition. We predict only extraversion and leadership in further tests and use the other tasks as complementary information in multi-task learning.
How useful are the individual features?
Next, we make use of the individual groups of features extracted from the ELEA dataset to analyze overall recognition performance of groups of features. We make use of three baseline two-class classifiers (SVM, RIDGE, RF) to evaluate the performance of each feature group as seen in Table 4 . In Table 4 , bold figures indicate the best performance in each category. We observe that different features have varying predictive power for extraversion and leadership. Visual features perform well for the prediction of both traits. On the other hand, WMEI features are more important for the prediction of extraversion while VFOA features are more important for the prediction of leadership.
In order to concentrate on individual features rather than a group of features, and test the effectiveness of their combinations, we employ feature selection (MRMR) and extraction (PCA) for a single-task prediction. The results are presented in Table 5 . Baseline results with all features are given in the first row for comparison. We observe that feature extraction (PCA) is not beneficial as it decreases the recognition accuracy. Feature selection, on the other hand, increases performance: It is observed that the peak performances for extraversion prediction are obtained at a subset size of 40 and 50 features using MRMR and SVMs and 50 features with RDFs. For leadership prediction, the peak results are given using MRMR with random decision forests using 30 and 40 features while Ridge regression achieves a good performance of 71.6% using only 10 features. Exploration of the selected features for each trait demonstrates that while features for a leadership prediction trait are mostly selected from speaking status and visual focus of attention features, features for extraversion prediction are selected from nearly all the available feature sources.
How beneficial is multi-task learning?
As described in Section 2, there are correlations in perceptions of personality traits and this leads to correlations in the annotated data. This leads us to hypothesize that we can increase the prediction accuracy of extraversion and leadership using other personality traits. To test this hypothesis, we have conducted experiments on the ELEA corpus as summarized in Table 6 . We use five personality and five leadership traits as different tasks to jointly learn prediction models and use them with nine different classifiers. Since only leadership and extraversion traits correlate highly with the features, we extracted in the ELEA dataset, we observe and report prediction performances only on those two traits. We further include experiments with MRMR and MTDA feature selection approaches to search for the best performing learner combination. We observe that the best accuracies are 78.4% for extraversion and 72.6% for leadership, displaying a 2% increase from the baseline results. The results demonstrate that in comparison to the baseline methods, the regularized regression-based methods do not benefit from the utilized feature selection and preprocessing approaches. This can be explained away by the fact that contrary to singletask methods, these classifiers have the ability to utilize features that are only useful for some tasks and are detrimental to others. The best results are obtained using the multitask Lasso method, which solely focuses on sparse features and does not take into account whether they are shared across tasks.
Can we transfer knowledge from a different, richer domain?
We next evaluate the performance of transfer learning.
For transfer learning, we use VLOG as the source domain and ELEA as the target domain. The VLOG dataset contains only a subset of the features in ELEA. The common features are the WMEI features. Therefore, only traits that are well represented by WMEI are positively affected by the transfer. Therefore, we focus only on extraversion prediction. The effect of using different methods for transfer learning for extraversion prediction is illustrated in Fig. 3 . We observe that lasso and dirty regularizationbased regression methods yield significant improvements in performance, both yielding 78.4% prediction accuracy.
Is knowing too much detrimental?
In multi-domain learning, negative transfer across tasks is a problem. Trying to learn uncorrelated tasks together may often cause a decrease in performance. Therefore, better performances may be obtained by transferring only from relevant domains. We explore combining the best performing tasks in regularized regression-based learning algorithms. For this purpose, we make use of forward task selection and incorporate the most relevant tasks one As seen in Figs. 4 and 5, incorporation of the most correlated tasks at each step of forward selection yields significant increases in the prediction of extraversion and leadership. This increase in performance is more evident in certain methods: L21 shows the best overall performance in both extraversion and leadership prediction. This leads us to search for the tasks that would yield the highest recognition performances when learned together. We observe that among the leadership prediction methods, dirty MTL reaches top leadership prediction performance using two tasks. However, as the number of tasks increases, its performance drops. On the other hand, the recognition performance of L21 and methods that can deal with outliers better such as RMTFL reach top recognition performance. For extraversion prediction, the best results are given by L21 norm regularized multi task lasso method. However, L21 method performs worse than multi-task lasso when the task count is low and worse than DIRTY MTL when all the tasks are included.
For the trait of leadership, the most beneficial and therefore first incorporated traits in the forward selection scheme were composure, agreeableness, emotional stability from the ELEA, and openness to experiences from the VLOG datasets in the given order. On the other hand, for the extraversion trait, extraversion and conscientiousness from the VLOG domain were selected first, followed by the dominance and likeness traits of ELEA. These results hint that while the largest increases in recognition performance for extraversion come from the VLOG domain data, recognition performance for leadership only benefits from utilizing other tasks of the ELEA corpus. Fig. 4 Leadership. Multi-task learning using forward selection of tasks. At each step, the best performing personality trait is included in the training set. Table presents prediction performance on ELEA dataset for the leadership trait Multi-task learning using forward selection of tasks. At each step, the best performing personality trait is included in the training set. Table presents prediction performance on ELEA dataset for the extraversion trait 5.3.6 What is the best overall strategy? Table 7 summarizes the previous work on extraversion and leadership prediction on the ELEA dataset and compares them with the results in this paper. In extraversion prediction, the best results were obtained as 72.5% using WMEI features with transfer learning [2] and as 74.5% using the full set of features used in this study with baseline classifiers [38] . Our baseline classifiers exceeded this by 2% using feature selection approaches. We have obtained almost 6% improvement by using L21 regularized MTL with task selection. Adding transfer learning by itself also leads to about 3% improvement over the baseline. In leadership prediction, the highest results on the ELEA dataset using a similar baseline methodology was reported as 74.5% in [1] using co-occurrence features. Since our features do not include co-occurrence, this result is not directly comparable with ours. In this trait, our baseline classifiers achieved a top recognition performance of 68.6%. Using multitask learning with task selection, we were able to obtain 74.5% performance, reaching the top performance for the leadership trait on the ELEA dataset that was reported with co-occurrence features.
One interesting result that can be observed is the performance drop of leadership prediction for the MTL method with multi-task LASSO (70.6%) compared to the singletask ridge regression classifier baseline with MRMR feature selection (72.5%). From this, it can be deduced that when using all the tasks, learning with a subset of features is better than using all. However, when the most beneficial tasks are chosen, building regression based classifiers using all the features increases peak performance.
Conclusions
In this study, we present a multi-modal prediction framework for extraversion and leadership traits from meeting videos. We explored the usage of several regularized regression based MTL approaches. Using MRMR for feature selection and PCA for feature extraction alongside classifiers such as SVMs, ridge regression, and decision forest, we evaluated our transfer and multi-task learningbased personality prediction framework.
Without the use of transfer learning, the best recognition performance results were obtained by the dirty and robust multi-task lasso methods for leadership and L 2,1 norm regularized MTL for the extraversion traits. Experiments with transferring data from the VLOG dataset demonstrated an overall increase of 3% for the prediction of both the extraversion and leadership traits. Further use of a forward selection scheme for transferring a choice subset of tasks instead of transferring all tasks further increased the recognition accuracy to 74.5% accuracy in leadership and 81.3% accuracy in the extraversion personality traits. This approach exceeded the performances reported in [1] by ∼ 13% and in [2] by ∼ 9%.
The effectiveness of the L 2,1 norm-based regularization suggests that detecting commonly used features across other personality annotations is a critical aspect in multi-task personality detection in meeting videos. Overall, this indicates that while applying transfer learning and learning multiple traits separately improve automatic leadership and extraversion recognition accuracy, their combination yields a greater increase in creating a better recognition framework.
