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Stochastic Subgradient Algorithms for Strongly
Convex Optimization over Distributed Networks
N. Denizcan Vanli, Muhammed O. Sayin, and Suleyman S. Kozat
Abstract—We study diffusion and consensus based optimiza-
tion of a sum of unknown convex objective functions over dis-
tributed networks. The only access to these functions is through
stochastic gradient oracles, each of which is only available at a
different node, and a limited number of gradient oracle calls is
allowed at each node. In this framework, we introduce a convex
optimization algorithm based on the stochastic gradient descent
(SGD) updates. Particularly, we use a carefully designed time-
dependent weighted averaging of the SGD iterates, which yields
a convergence rate of O
(
N
√
N
T
)
after T gradient updates for
each node on a network of N nodes. We then show that after T
gradient oracle calls, the average SGD iterate achieves a mean
square deviation (MSD) of O
(√
N
T
)
. This rate of convergence
is optimal as it matches the performance lower bound up to
constant terms. Similar to the SGD algorithm, the computational
complexity of the proposed algorithm also scales linearly with the
dimensionality of the data. Furthermore, the communication load
of the proposed method is the same as the communication load
of the SGD algorithm. Thus, the proposed algorithm is highly
efficient in terms of complexity and communication load. We
illustrate the merits of the algorithm with respect to the state-
of-art methods over benchmark real life data sets and widely
studied network topologies.
Index Terms—Distributed processing, convex optimization,
online learning, diffusion strategies, consensus strategies.
I. INTRODUCTION
THE demand for large-scale networks consisting of multi-ple agents (i.e., nodes) with different objectives is steadily
growing due to their increased efficiency and scalability com-
pared to centralized distributed structures [1]–[4]. A wide
range of problems in the context of distributed and parallel
processing can be considered as a minimization of a sum of
objective functions, where each function (or information on
each function) is available only to a single agent or node [5]–
[7]. In such practical applications, it is essential to process the
information in a decentralized manner since transferring the
objective functions as well as the entire resources (e.g., data)
may not be feasible or possible [8]–[11]. For example, in a
distributed data mining scenario, privacy considerations may
prohibit sharing of the objective functions [5]–[7]. Similarly,
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in a distributed wireless network, energy considerations may
limit the communication rate between agents [12]–[15]. In
such settings, parallel or distributed processing algorithms,
where each node performs its own processing and share
information subsequently, are preferable over the centralized
methods [16]–[19].
Here, we consider minimization of a sum of unknown
convex objective functions, where each agent (or node) ob-
serves only its particular objective function via the stochastic
gradient oracles. Particularly, we seek to minimize this sum of
functions with a limited number of gradient oracle calls at each
agent. In this framework, we introduce a distributed online
convex optimization algorithm based on the SGD iterates
that efficiently minimizes this cost function. Specifically, each
agent uses a time-dependent weighted combination of the SGD
iterates and achieves the presented performance guarantees,
which matches with the lower bounds presented in [20], only
with a relatively small excess term caused by the unknown
network model. The proposed method is comprehensive, in
that any communication strategy, such as the diffusion [1]
and the consensus [4] strategies, are incorporated into our
algorithm in a straightforward manner as shown in the paper.
We compare the performance of our algorithm respect to the
state-of-the-art methods [4], [9], [21] in the literature and
present the outstanding performance improvements for various
well-known network topologies and benchmark data sets.
Distributed networks are successfully used in wireless sen-
sor networks [22]–[27], and recently used for convex op-
timization via projected subgradient techniques [4]–[9]. In
[9], the authors illustrate the performance of the least mean
squares (LMS) algorithm over distributed networks using
different diffusion strategies. We emphasize that this prob-
lem can also be casted as a distributed convex optimization
problem, hence our results can be applied to these problems
in a straightforward manner. In [8], the authors consider the
cooperative optimization of the cost function under convex
inequality constraints. However, the problem formulation as
well as the convergence results in this paper are significantly
different than the ones in [8]. In [4], the authors present
a deterministic analysis of the SGD iterates and our results
builds on them by illustrating a stronger convergence bound
in expectation while also providing MSD analyses of the SGD
iterates. In [5]–[7], the authors consider the distributed convex
optimization problem and present the probability-1 and mean
square convergence results of the SGD iterates. In this paper,
on the other hand, we provide the expected convergence rate
of our algorithm and the MSD of the SGD iterates at any time
instant.
2Similar convergence analyses are recently illustrated in
the computational learning theory [20], [21], [28]–[30]. In
[28], the authors provide deterministic bounds on the learning
performance (i.e., regret) of the SGD algorithm. In [29],
these analyses are extended and a regret-optimal learning
algorithm is proposed. In the same lines, in [21], the authors
describe a method to make the SGD algorithm optimal for
the strongly convex optimization. However, these approaches
rely on the smoothness of the optimization problem. In [30],
a different method to achieve the optimal convergence rate
is proposed and its performance is analyzed. On the other
hand, in this paper, the convex optimization is performed over
a network of localized learners, unlike [21], [28]–[30]. Our
results illustrate the convergence rates over any unknown com-
munication graph, and in this sense build upon the analyses
of the centralized learners. Furthermore, unlike [21], [29], our
algorithm does not require the optimization problem to be
sufficiently smooth.
Distibuted convex optimization appears in a wide range of
practical applications in wireless sensor networks and real-
time control systems [1]–[3]. We introduce a comprehensive
approach to this setup by proposing an online algorithm,
whose expected performance is asymptotically the same as
the performance of the optimal centralized processor. Our
results are generic for any probability distribution on the data,
not necessarily Gaussian unlike the conventional works in the
literature [9], [10]. Furthermore, our performance bounds are
optimal in a strong deterministic sense up to constant terms.
Our experiments over different network topologies, various
data sets and cost functions illustrate the superiority and
robustness of our approach with respect to the state-of-the-
art methods in the literature.
Our main contributions are as follows.
1) We introduce a distributed online convex optimization
algorithm based on the SGD iterates that achieves an
optimal convergence rate of O
(
N
√
N
T
)
after T gradient
updates, for each and every node on the network. We
emphasize that this convergence rate is optimal since
it achieves the lower bounds presented in [20] up to
constant terms.
2) We show that the average SGD iterate achieves a MSD
of O
(√
N
T
)
after T gradient updates.
3) Our analyses can be extended to analyze the perfor-
mances of the diffusion and consensus strategies in a
straightforward manner as illustrated in our paper.
4) We illustrate the highly significant performance gains
of the introduced algorithm with respect to the state-of-
the-art methods in the literature under various network
topologies and benchmark data sets.
The organization of the paper is as follows. In Section II,
we introduce the distributed convex optimization framework
and provide the notations. We then introduce the main result of
the paper, i.e., a SGD based convex optimization algorithm, in
Section III and analyze the convergence rate of the introduced
algorithm. In Section V, we demonstrate the performance
of our algorithm with respect to the state-of-the-art methods
through simulations and then conclude the paper with several
remarks in Section VI.
II. PROBLEM DESCRIPTION
A. Notation
Throughout the paper, all vectors are column vectors and
represented by boldface lowercase letters. Matrices are repre-
sented by boldface uppercase letters. For a matrix H , ||H ||F
is the Frobenius norm. For a vector x, ||x|| =
√
xTx is
the ℓ2-norm. Here, 0 (and 1) denotes a vector with all zero
(and one) elements and the dimensions can be understood
from the context. For a matrix H , Hij represents its entry
at the ith row and jth column. For a convex set W , ΠW
denotes the Euclidean projection onto W , i.e., ΠW(w′) =
argminw∈W ||w −w′||.
B. System Overview
We consider the problem of distributed strongly convex
optimization over a network of N nodes. At each time t,
each node i observes a pair of regressor vectors and data, i.e.,
ut,i and dt,i, where the pairs (ut,i, dt,i) are independent and
identically distributed (i.i.d.) for all t ≥ 1, which is a common
framework in the conventional studies in the literature [9],
[10], [25]. Here, the distributions of the data pairs can differ
from one node to another and we do not have any information
on the underlying distributions. In such a framework, the aim
of each node is to minimize a strongly convex cost function
fi(·) over a convex set W . However, fi(·)’s are now known
and each node accesses to its fi(·) only via a stochastic
gradient oracle, which given somew ∈ W , produces a random
vector gˆi, whose expectation Egˆi = gi is a subgradient of
fi at w. Using these stochastic gradient oracles, each node
estimates a parameter of interest wt,i on a common convex
set W and calculates an estimate of the output as
dˆt,i = w
T
t,iut,i,
i.e., by a first order linear method. After observing the true
data at time t, node i suffers a loss of ft,i(wt,i), where ft,i(·)
is a strongly convex loss function. As an example, our cost
function can be defined as follows
ft,i(wt,i) = ℓ(wt,i;ut,i, dt,i) +
λ
2
||wt,i||2 , (1)
where ℓ(wt,i;ui, di) is a Lipschitz-continuous convex loss
function with respect to the first variable, where (1) is ex-
tensively studied in the literature [21], [28]–[30] as a strongly
convex loss function involving regularity terms.
Here, the aim of each node is to minimize its expected loss
over the convex set W . To continue with our example in (1),
the aim of each node is to minimize
Efi(wt,i) = E ℓ(wt,i;ui, di) +
λ
2
||wt,i||2 , (2)
where we drop the notational dependency of f to the time
index t since the data pairs are assumed to be independent
over time. We emphasize that the formulation in (2) covers a
wide range of practical loss functions. As an example, when
ℓ(wt,i;ui, di) = (di −wTt,iui)2, we consider the regularized
squared error loss and when ℓ(wt,i;ui, di) = max{0, 1 −
3Fig. 1: An example distributed network of 16 nodes, where each agent
communicates with a set of nodes in its neighborhood.
diw
T
t,iui}, we consider the hinge loss. Since we make no
assumptions on the loss function fi(wt,i) other than strong
convexity, one can also use different loss functions with their
corresponding gradients and our results still hold.
In this framework, at each time t, after observing the true
data dt,i, each node exchanges (i.e., diffuses) information with
its neighbors in order to produce the next estimate of the
parameter vector wt+1,i. For example, in Fig. 1, we have
a distributed network consisting of N = 16 nodes, where
each node communicates with its neighbors. Although the
aim of each node is to minimize its expected loss in (2), the
ultimate goal of the distributed network is to minimize the
total expected loss, i.e.,
Ef(wt,i) ,
N∑
j=1
Efj(wt,i), (3)
for each node i, with at most t stochastic gradient oracle
calls at each agent, where N is the number of nodes in the
distributed network. Here, we emphasize that the expected
total loss in (3) is defined with respect to the data statistics at
every node, whereas the parameter vector is trained using the
gradient oracle calls at ith node and the information diffusion
over the distributed network. Thus, our aim is to minimize
a global, strongly convex cost function at each node over a
distributed network, where each learner is allowed to use at
most t calls to the gradient oracle until time t.
III. MAIN RESULTS
In this section, we present the main result of the paper,
where we introduce an algorithm based on the SGD updates
that achieves an expected regret upper bound of O
(
N
√
N
T
)
after T iterates. The proposed method uses time dependent
weighted averages of the SGD updates at each node together
with the adapt-then-combine diffusion strategy [9] to achieve
this performance. However, as later explained in the paper (i.e.,
in Section IV), our algorithm can be extended the consensus
strategy in a straightforward manner. The complete description
of the algorithm can be found in Algorithm 1.
Algorithm 1 Time Variable Weighting (TVW)
1: for t = 1 to T do
2: for i = 1 to N do
3: dˆt,i = w¯Tt,iut,i % Estimation
4: gt,i = ∇wt,ifi(wt,i) % Gradient oracle call
5: ψt+1,i = wt,i − µtgt,i % SGD update
6: φt+1,i = ΠW (ψt+1,i) % Projection
7: wt+1,i =
∑N
j=1Hjiφt+1,j % Diffusion
8: w¯t+1,i = tt+2 w¯t,i +
2
t+2wt,i % Weighting
9: end for
10: end for
To achieve the aforementioned result, we first introduce
the following lemma, which provides an upper bound on the
performance of the average parameter vector.
Lemma 1 Assume that (i) each fi is λ-strongly convex
over W , where W ⊆ Rp is a closed convex set; (ii) the
norms of any two subgradients has a finite covariance, i.e.,
E
[||gi(w1)|| ∣∣∣∣gj(w2)∣∣∣∣] ≤ G2, for any w1,w2 ∈ W . Then
defining
wt ,
1
N
N∑
i=1
wt,i,
Algorithm 1 yields
E ||wt+1 −w∗||2 − (1− λµt)E ||wt −w∗||2
≤ 2µt
N
E
[
f(w∗)− f(wt) +G
N∑
i=1
(
2 ||wt −wt,i||
+
∣∣∣∣wt −ψt+1,i∣∣∣∣ )]+ 4G2µ2t . (4)
This lemma provides an upper bound on the regret and
the squared deviation of the average parameter vector. It
provides an intermediate step to relate the performance of the
parameter vector at each agent to the best parameter vector.
The assumptions in Lemma 1 are widely used to analyze the
convergence of online algorithms such as in [21], [28]–[30].
Particularly, the first assumption in Lemma 1 is satisfied for
many loss functions, such as the hinge loss, that are widely
used in the literature. Even though this assumption may not
hold for some loss functions such as the square loss, one can
incorporate a small regularization term in order to make it
strongly convex [21], [28]. The second assumption in Lemma
2 is practically a boundedness condition that is widely used to
analyze the performance of SGD based algorithms [29], [30].
We emphasize that our algorithm does not need to know this
upper bound and it is only used in our theoretical derivations.
Proof In order to efficiently manage the recursions, we first
consider the projection operation and let
xt,i , ΠW(ψt+1,i)−ψt+1,i, (5)
and gt,i , ∇wt,ifi(wt,i). Then, we can compactly represent
the averaged estimation parameter wt = 1N
∑N
i=1wt,i in a
4recursive manner as follows [4]
wt+1 =
1
N
N∑
j=1
[
N∑
i=1
Hij
(
wt,i − µtgt,i + xt,i
)]
= wt +
1
N
N∑
i=1
(
xt,i − µtgt,i
)
, (6)
where the last line follows since H is right stochastic, i.e.,
H1 = 1.
Hence, the squared deviation of these average iterates with
respect to w∗ can be obtained as follows
||wt+1 −w∗||2 =
∣∣∣∣∣
∣∣∣∣∣wt −w∗ + 1N
N∑
i=1
(
xt,i − µtgt,i
)∣∣∣∣∣
∣∣∣∣∣
2
= ||wt −w∗||+ 1
N2
∣∣∣∣∣
∣∣∣∣∣
N∑
i=1
(xt,i − µtgt,i)
∣∣∣∣∣
∣∣∣∣∣
2
+
2
N
N∑
i=1
(xt,i − µtgt,i)T (wt −w∗). (7)
We first upper bound the second term in the right hand side
(RHS) of (7) as follows
1
N2
∣∣∣∣∣
∣∣∣∣∣
N∑
i=1
(xt,i − µtgt,i)
∣∣∣∣∣
∣∣∣∣∣
2
≤ 1
N2
(
N∑
i=1
||xt,i||+ µt
∣∣∣∣gt,i∣∣∣∣
)2
. (8)
We then note that
||xt,i|| =
∣∣∣∣ΠW(ψt+1,i)−ψt+1,i∣∣∣∣
≤ ∣∣∣∣wt,i −ψt+1,i∣∣∣∣
= µt ||gt|| ,
where the second line follows since
ΠW(ψt+1,i) = argmin
φ∈W
∣∣∣∣φ−ψt+1,i∣∣∣∣ .
Thus, we can rewrite (8) as follows
1
N2
∣∣∣∣∣
∣∣∣∣∣
N∑
i=1
(xt,i − µtgt,i)
∣∣∣∣∣
∣∣∣∣∣
2
≤ 4µ
2
t
N2
(
N∑
i=1
∣∣∣∣gt,i∣∣∣∣
)2
≤ 4G2µ2t , (9)
where the last line follows since E
[∣∣∣∣gt,i∣∣∣∣ ∣∣∣∣gt,j∣∣∣∣] ≤ G2 for
any i, j ∈ {1, . . . , N} according to the assumption.
We next turn our attention to
[−gTt,i(wt −w∗)] term in (7)
and upper bound this term as follows
− gTt,i(wt −w∗) = −gTt,i(wt −wt,i +wt,i −w∗)
≤ −gTt,i(wt −wt,i) + fi(w∗)− fi(wt,i)
− λ
2
||w∗ −wt,i||2 (10)
≤ −gTt,i(wt −wt,i) + g¯Tt,i(wt −wt,i) + fi(w∗)
− fi(wt)− λ
2
||w∗ −wt,i||2 − λ
2
||wt,i −wt||2
(11)
≤ fi(w∗)− fi(wt) +
(∣∣∣∣g¯t,i∣∣∣∣+ ∣∣∣∣gt,i∣∣∣∣) ||wt −wt,i||
− λ
2
||w∗ −wt,i||2 − λ
2
||wt,i −wt||2 , (12)
where g¯t,i , ∇wtfi(wt), (10) follows from the λ-strong
convexity, i.e.,
fi(w
∗) ≥ fi(wt,i) + gTt,i(w∗ −wt,i) +
λ
2
||w∗ −wt,i||2 ,
(11) also follows from the λ-strong convexity, i.e.,
fi(wt,i) ≥ fi(wt) + g¯Tt,i(wt,i −wt) +
λ
2
||wt,i −wt||2 ,
and (12) follows from the Cauchy-Schwarz inequality. Sum-
ming (12) from i = 1 to N and taking expectation of both
sides, we obtain
−E
N∑
i=1
gTt,i(wt −w∗)
≤ E
[
2G
N∑
i=1
||wt −wt,i||+ f(w∗)− f(wt)
−λN
2
N∑
i=1
1
N
(
||w∗ −wt,i||2 + ||wt,i −wt||2
)]
≤ E
[
f(w∗)− f(wt) + 2G
N∑
i=1
||wt −wt,i||
− λN
2
||wt −w∗||2
]
, (13)
where the first inequality follows due to the assumption and
the last inequality follows from the Jensen’s inequality due to
the convexity of the norm operator.
We finally turn our attention to xTt,i(wt −w∗) term in (7)
and write this term as follows
xTt,i(wt −w∗) = xTt,i(wt −ψt+1,i) + xTt,i(ψt+1,i −w∗)
≤ xTt,i(wt −ψt+1,i),
where the inequality follows from the definition of the Eu-
clidean projection. Taking the expectation of both sides, we
can upper bound this term as follows
ExTt,i(wt −w∗) = E
[||xt,i|| ∣∣∣∣wt −ψt+1,i∣∣∣∣]
≤ GµtE
∣∣∣∣wt −ψt+1,i∣∣∣∣ . (14)
5Putting (9), (13), and (14) back in (7), we obtain
E ||wt+1 −w∗||2 − (1− λµt)E ||wt −w∗||2
≤ 2µt
N
E
[
f(w∗)− f(wt) +G
N∑
i=1
(
2 ||wt −wt,i||
+
∣∣∣∣wt −ψt+1,i∣∣∣∣ )]+ 4G2µ2t . (15)
This concludes the proof of Lemma 1. 
Having obtained an upper bound on the performance of
the average parameter vector, we then consider the MSD
of the parameter vectors at each node from the average
parameter vector. This lemma will then be used to relate the
performance of each individual node to the performance of
the fully connected distributed system.
Lemma 2 In addition to the assumption in Lemma 1,
assume that (i) the communication graph H forms a doubly
stochastic matrix such that H is irreducible and aperiodic;
(ii) the initial weights at each node are identically initialized
to avoid any bias, i.e., w1,i = w1,j , ∀i, j ∈ {1, . . . , N}. Then
Algorithm 1 yields
E ||wt −wt,i|| ≤ 2G
√
N
t−1∑
z=1
µt−zσz , (16)
and
E
∣∣∣∣wt −ψt+1,i∣∣∣∣ ≤ Gµt + 2G√N t−1∑
z=1
µt−zσz, (17)
where σ is the second largest singular value of matrix H .
We emphasize that the assumptions in Lemma 2 are not
restrictive and previous analyses in the literature also use
similar assumptions [4]–[7]. The first assumption in Lemma
2 indicates that the convergence of the communication graph
is geometric. This assumption holds when the communication
graph is strongly connected, doubly stochastic, and each
node gives a nonzero weight to the iterates of its neighbors.
This holds for many communication strategies such as the
Metropolis rule [1]. The second assumption in Lemma 2
is basically an unbiasedness condition, which is reasonable
since the objective weight w∗ is completely unknown to
us. Even though the initial weights are not identical, our
analyses still hold, however with small additional excess terms.
Proof We first let W t , [wt,1, . . . ,wt,N ], Gt ,
[gt,1, . . . , gt,N ], and Xt , [xt,1, . . . ,xt,N ]. Then, we obtain
the recursion on W t as follows
W t =W 1H
t−1 +
t−1∑
z=1
(Xt−z − µt−zGt−z)Hz. (18)
Letting ei denote the basis function for the ith dimension, i.e.,
only the ith entry of ei is 1 whereas the rest is 0, we have
||wt −wt,i|| =
∣∣∣∣
∣∣∣∣W t
(
1
N
1− ei
)∣∣∣∣
∣∣∣∣
≤ ||w1 −w1,i||+ 2
t−1∑
z=1
µt−z
∣∣∣∣
∣∣∣∣Gt−z
(
1
N
1−Hzei
)∣∣∣∣
∣∣∣∣
= 2
t−1∑
z=1
µt−z
∣∣∣∣
∣∣∣∣Gt−z
(
1
N
1−Hzei
)∣∣∣∣
∣∣∣∣
≤ 2
t−1∑
z=1
µt−z ||Gt−z ||F
∣∣∣∣
∣∣∣∣ 1N 1−Hzei
∣∣∣∣
∣∣∣∣ , (19)
where the third line follows due to the unbiased initialization
assumption, i.e., w1,i = w1,j , ∀i, j ∈ {1, . . . , N}.
We first consider the term
∣∣∣∣ 1
N
1−Hzei
∣∣∣∣ of (19) and
define the matrix B , 1
K
11
T
. Then, we can write∣∣∣∣
∣∣∣∣ 1N 1−Hzei
∣∣∣∣
∣∣∣∣ = ||Bei −Hzei||
= ||(B −H)zei|| , (20)
where the last line follows since Bz = B, ∀z ≥ 1.
Here, we let σ1(A) ≥ σ2(A) ≥ · · · ≥ σN (A) denote the
singular values of a matrix A and λ1(A) ≥ λ2(A) ≥ · · · ≥
λN (A) denote the eigenvalues of a symmetric matrixA. Then,
we can upper bound (20) as follows
||(B −H)zei|| ≤ σ1(B −H)
∣∣∣∣(B −H)z−1ei∣∣∣∣ ,
∀z ≥ 1. Therefore, using the above recursion z times to (20),
we obtain
||(B −H)zei|| ≤ σz1(B −H) ||ei||
= σz1(B −H). (21)
Here, we note that H is assumed to be a doubly stochastic
matrix, thus λ1(H) = 1. Therefore, the eigenspectrums of
B−H and (B−H)T (B-H) are equal to the eigenspectrums
of H and HTH , respectively, except the largest eigenvalues,
i.e., λ1(H) = λ1(HTH) = 1. Thus, we have
σz1(B −H) = σz2(H), (22)
and combining (20), (21), and (22), we obtain∣∣∣∣
∣∣∣∣ 1N 1−Hzei
∣∣∣∣
∣∣∣∣ ≤ σz2(H). (23)
From here on, we denote σ , σ2(H) for notational simplicity.
Putting (23) back in (19), we obtain
||wt −wt,i|| ≤ 2
t−1∑
z=1
µt−zσz ||Gt−z||F . (24)
Taking the expectation of both sides and noting that
(E ||Gt−z||F )2 ≤ E ||Gt−z||2F
= E
N∑
i=1
∣∣∣∣gt−z,i∣∣∣∣2
≤ G2N,
6we can rewrite (24) as follows
E ||wt −wt,i|| ≤ 2G
√
N
t−1∑
z=1
µt−zσz . (25)
An upper bound for the term
∣∣∣∣wt −ψt+1,i∣∣∣∣ can be ob-
tained as∣∣∣∣wt −ψt+1,i∣∣∣∣ = ∣∣∣∣wt −wt,i + µtgt,i∣∣∣∣
≤ ||wt −wt,i||+ µt
∣∣∣∣gt,i∣∣∣∣ ,
where the last line follows from the triangle inequality. Taking
expectation of both sides, we obtain the following upper bound
E
∣∣∣∣wt −ψt+1,i∣∣∣∣ ≤ Gµt + 2G√N t−1∑
z=1
µt−zσz. (26)
This concludes the proof of Lemma 2. 
The results in Lemma 1 and Lemma 2 are combined
in the following theorem to obtain a regret bound on
the performance of the proposed algorithm. This theorem
illustrates the convergence rate of our algorithm (i.e.,
Algorithm 1) over distributed networks. The upper bound on
the regret O
(
N
√
N
T
)
results since the algorithm suffers from
a “diffusion regret” to sufficiently exchange (i.e., diffuse) the
information among the nodes. This convergence rate matches
with the lower bounds presented in [20] up to constant terms,
hence is optimal in a minimax sense. The computational
complexity of the introduced algorithm is on the order of the
computational complexity of the SGD iterates up to constant
terms. Furthermore, the communication load of the proposed
method is the same as the communication load of the SGD
algorithm. On the other hand, by using a time-dependent
averaging of the SGD iterates, our algorithm achieves a
significantly improved performance as shown in Theorem 1
and illustrated through our simulations in Section V.
Theorem 1 Under the assumptions in Lemma 1 and Lemma
2, Algorithm 1 with learning rate µt = 2λ(t+1) and weighted
parameters w¯t,i, when applied to any independent and identi-
cally distributed regressor vectors and data, i.e., (ut,i, dt,i)
for all t ≥ 1 and i = 1, . . . , N , achieves the following
convergence guarantee
E [f (w¯T,i)− f(w∗)] ≤ 4NG
2
λ(T + 1)
(
3 +
8σ
√
N
1− σ
)
, (27)
for all T ≥ 1, where σ is the second largest singular value
of matrix H .
This theorem illustrates that although every node uses local
gradient oracle calls to train its parameter vector, each node
asymptotically achieves the performance of the centralized
processor through the information diffusion over the network.
This result shows that each node acquires the information
contained in the gradient oracles at every other node and
suffers asymptotically no regret as the number of gradient
oracle calls at each node increse.
Proof According to Lemma 1 and Lemma 2, we have
E [f(wt)− f(w∗)]
≤ N
2µt
E
[
(1− λµt) ||wt −w∗||2 − ||wt+1 −w∗||2
]
+ 3NG2µt + 6N
√
NG2
t−1∑
z=1
µt−zσz . (28)
From the convexity of the cost functions, we also have
E [fi(wt)− fi(wt,j)] ≥ E gTt,i,j(wt −wt,j), (29)
∀i, j ∈ {1, . . . , N}, where gt,i,j , ∇wt,jfi(wt,j). Here, we
can rewrite (29) as follows
E [fi(wt,j)− fi(wt)] ≤ E gTt,i,j(wt,j −wt)
≤ E [∣∣∣∣gt,i,j∣∣∣∣ ||wt,j −wt||]
≤ GE ||wt,j −wt|| , (30)
where the second line follows from the triangle inequality
and the last line follows from the boundedness assumption.
Summing (30) from i = 1 to N , we obtain
E [f(wt,j)− f(wt)] ≤ NGE ||wt,j −wt|| . (31)
Using Lemma 2 in (31), we get
E [f(wt,j)− f(wt)] ≤ 2N
√
NG2
t−1∑
z=1
µt−zσz . (32)
We then add (28) and (32) to obtain
E [f(wt,j)− f(w∗)]
≤ N
2µt
E
[
(1− λµt) ||wt −w∗||2 − ||wt+1 −w∗||2
]
+ 3NG2µt + 8N
√
NG2
t−1∑
z=1
µt−zσz . (33)
Multiplying both sides of (28) by t and summing from t = 1
to T yields [30]
E
T∑
t=1
t [f(wt,j)− f(w∗)]
≤ N(1− λµ1)
2µ1
E ||w1 −w∗||2 − TN
2µT
E ||wT+1 −w∗||2
+
T∑
t=2
N
2
(
t(1− λµt)
µt
− t− 1
µt−1
)
E ||wt −w∗||2
+ 3NG2
T∑
t=1
tµt + 8N
√
NG2
T∑
t=1
t
t−1∑
z=1
µt−zσz . (34)
Here, we observe that
T∑
t=1
t−1∑
z=1
tµt−zσz ≤
T∑
z=1
T∑
t=1
tµt−zσz
≤
T∑
z=1
σz
T∑
t=1
tµt
≤ σ
1− σ
T∑
t=1
tµt. (35)
7Putting (35) back in (34) and inserting µt = 2λ(t+1) , we obtain
E
T∑
t=1
t [f(wt,j)− f(w∗)]
≤ −λNT (T + 1)
4
E ||wT+1 −w∗||2
+
(
3NG2 + 8N
√
NG2
σ
1− σ
) T∑
t=1
2t
λ(t+ 1)
≤ −λNT (T + 1)
4
E ||wT+1 −w∗||2
+
2NG2T
λ
(
3 + 8
√
N
σ
1− σ
)
, (36)
where the last line follows since t
t+1 ≤ 1. Dividing both sides
of (36) by ∑Tt=1 t = T (T+1)2 , we obtain
E
[
2
T (T + 1)
T∑
t=1
t (f(wt,j)− f(w∗))
]
≤ −λN
2
E ||wT+1 −w∗||2
+
4NG2
λ(T + 1)
(
3 + 8
√
N
σ
1− σ
)
. (37)
Since fi’s are convex for all i ∈ {1, . . . , N}, f is also convex.
Thus, from Jensen’s inequality, we can write
E
[
f
(
2
T (T + 1)
T∑
t=1
twt,j
)
− f(w∗)
]
≤ E
[
2
T (T + 1)
T∑
t=1
t (f(wt,j)− f(w∗))
]
.
(38)
Combining (37) and (38), we obtain
E
[
f
(
2
T (T + 1)
T∑
t=1
twt,j
)
− f(w∗)
]
≤ −λN
2
E ||wT+1 −w∗||2
+
4NG2
λ(T + 1)
(
3 + 8
√
N
σ
1− σ
)
. (39)
This concludes the proof of Theorem 1. 
Hence, using the weighted average
w¯T,j ,
2
T (T + 1)
T∑
t=1
twt,j , (40)
instead of the original SGD iterates, we can achieve a conver-
gence rate of O
(
N
√
N
T
)
. The denominator T of this regret
bound follows since we use a time variable weighting of
the SGD iterates. The linear dependency to the network size
follows since we add N different cost functions, i.e., one
corresponding to each node. Finally, the sublinear dependency
to the network size results from the diffusion of the parameter
vector over the distributed network.
In the following theorem, we then consider the performance
of the average SGD iterate instead of the time-variable
weighted iterate in (40). In particular, we show that the
average SGD iterate achieves a MSD of O
(√
N
T
)
. This
MSD follows due to the number of gradient oracle calls and
diffusion regret over the distributed network.
Theorem 2 Under the assumptions in Lemma 1 and Lemma
2, Algorithm 1 with learning rate µt = 2λ(t+1) and weighted
parameters w¯t,i, when applied to any independent and iden-
tically distributed regressor vectors and data, i.e., (ut,i, dt,i)
for all t ≥ 1 and i = 1, . . . , N , yields the following MSD
guarantee
E ||wT+1 −w∗||2 ≤ 24G
2
λ2(T + 1)
(
1 +
2σ
√
N
1− σ
)
. (41)
for all T ≥ 1, where wt = 1N
∑N
i=1wt,i and σ is the second
largest singular value of matrix H .
Proof Following similar lines to the proof of Theorem 1,
in particular following the steps between (33)-(39), we get
E
[
f
(
2
T (T + 1)
T∑
t=1
twt
)
− f(w∗)
]
≤ −λN
2
E ||wT+1 −w∗||2
+
12NG2
λ(T + 1)
(
1 + 2
√
N
σ
1− σ
)
, (42)
which yields
E ||wT+1 −w∗||2 ≤ 24G
2
λ2(T + 1)
(
1 + 2
√
N
σ
1− σ
)
, (43)
which is the desired result. This concludes the proof of
Theorem 2. 
IV. EXTENSIONS TO THE CONSENSUS STRATEGY
Algorithm 1 can be generalized into the consensus strategy
in a straightforward manner, while the performance guarantee
in Theorem 1 still holds up to constant terms, i.e., we still have
a convergence rate of O
(
N
√
N
T
)
. For the consensus strategy,
the lines 5–7 of Algorithm 1 is replaced by the following
update
wt+1,i = ΠW

 N∑
j=1
Hjiwt,j − µtgt,i

 . (44)
Hence, we have the following recursion on the parameter
vectors
W t =W 1H
t−1 −
t−1∑
z=1
(Xt−z − µt−zGt−z)Hz−1,
instead of the one in (18). According to this modification,
Lemma 2 can be updated as follows
E ||wt −wt,i|| ≤ 2G
√
N
t−1∑
z=1
µt−zσz−1. (45)
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Fig. 2: SNRs of the nodes in the distributed network.
This loosens the upper bounds in (19) and (26) by a factor of
1/σ. Therefore, diffusion strategies achieves a better conver-
gence performance compared to the consensus strategy.
V. SIMULATIONS
In this section, we first examine the performance of the pro-
posed algorithms for various distributed network topologies,
namely the star, the circle, and a random network topologies
(which are shown in Fig. 3). In all cases, we have a network
of N = 20 nodes where at each node i = 1, . . . , N at time t,
we observe the data dt,i = wT0 ut,i+vt,i, where the regression
vector ut,i and the observation noise vt,i are generated from
i.i.d. zero mean Gaussian processes for all t ≥ 1. The variance
of the observation noise is σ2v,i = 0.1 for all i = 1, . . . , N ,
whereas the auto-covariance matrix of the regression vector
ut,i ∈ R5 is randomly chosen for each node i = 1, . . . , N
such that the signal-to-noise ratio (SNR) over the network
varies between −15dB to 10dB (see Fig. 2). The parameter
of interest w0 ∈ R5 is randomly chosen from a zero mean
Gaussian process and normalized to have a unit norm, i.e.,
||w0|| = 1. We use the well-known Metropolis combination
rule [1] to set the combination weights as follows
Hij =


1
max{ni,nj} , if j ∈ Ni \ i
0 , if j /∈ Ni
1−∑j∈Ni\iHij , if i = j
(46)
where ni is the number of neighboring nodes for node i.
For this set of experiments, we consider the squared error
loss, i.e., ℓ(wt,i;ut,i, dt,i) = (dt,i − wTt,iut,i)2 as our loss
function. In the figures, CSS represents the distributed constant
step-size SGD algorithm of [9], VSS represents the distributed
variable step-size SGD algorithm of [4], UW represents the
distributed version of the uniform weighted SGD algorithm
of [21], and TVW represents the distributed time variant
weighted SGD algorithm proposed in this paper. The step-
sizes of the CSS-1, CSS-2, and CSS-3 algorithms are set to
0.05, 0.1, and 0.2, respectively, at each node and the learning
rates of the VSS and UW algorithms are set to 1/(λt) as
noted in [4], [21], whereas the learning rate of the TVW
algorithm is set to 2/(λ(t+1)) as noted in Theorem 1, where
λ = 0.01. These learning rates chosen to guarantee a fair
performance comparison between these algorithms according
to the corresponding algorithm descriptions stated in this paper
and in [4], [21].
In the left column of Fig. 3, we compare the normalized time
accumulated error performances of these algorithms under
different network topologies in terms of the global normalized
cumulative error (NCE) measure, i.e.,
NCE(t) =
1
Nt
N∑
i=1
t∑
τ=1
(dτ,i −wTτ,iuτ,i)2.
Additionally, in the right column of Fig. 3, we compare the
performance of the algorithms in terms of the global MSD
measure, i.e.,
MSD(t) =
1
N
N∑
i=1
||w0 −wt,i||2 .
In the figures, we have plotted the NCE and MSE perfor-
mances of the proposed algorithms over 200 independent trials
to avoid any bias.
As can be seen in the Fig. 3, the proposed TVW algo-
rithm significantly outperforms its competitors and achieves a
smaller error performance. This superior performance of our
algorithm is obtained thanks to the time-dependent weighting
of the regression parameters, which is used to obtain a faster
convergence rate with respect to the rest of the algorithms.
Hence, by using a certain time varying weighting of the
SGD iterates, we obtain a significantly improved convergence
performance compared to the state-of-the-art approaches in the
literature. Furthermore, the performance of our algorithm is
robust against the network topology, whereas the competitor
algorithms may not provide satisfactory performances under
different network topologies.
We next consider the classification tasks over the benchmark
data sets: covertype1 and quantum2. For this set of experi-
ments, we consider the hinge loss, i.e., ℓ(wt,i;ut,i, dt,i) =
max{0, 1 − dt,iwTt,iut,i}2 as our loss function. The regular-
ization constant is set to λ = 1/T , where the stepsizes of
the TVW, UW, and VSS algorithms are set as in the previous
experiment. The step-sizes of the CSS-1, CSS-2, and CSS-3
algorithms are set to 0.02, 0.05, and 0.1 for the covertype
data set, whereas the step-sizes of the CSS-1, CSS-2, and
CSS-3 algorithms are set to 0.01, 0.02, and 0.05 for the
quantum data set. These learning rates are chosen to illustrate
the tradeoff between the convergence speed and the steady
state performance of the constant stepsize SGD methods. The
network sizes are set to N = 20 and N = 50 for the covertype
and quantum data sets, respectively.
In Fig. 4 and Fig. 5, we illustrate the performances of
the proposed algorithms for various training data lengths. In
particular, we train the parameter vectors at each node using
a certain length of training data and test the performance
1https://www.csie.ntu.edu.tw/∼cjlin/libsvmtools/datasets/
2http://osmot.cs.cornell.edu/kddcup/
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Fig. 3: NCE (left column) and MSD (right column) performances of the proposed algorithms under the star (first row), the circle (second row), and a random
(third row) network topologies, under the squared error loss function averaged over 200 trials.
of the final parameter vector over the entire data set. We provide averaged results over 250 and 100 independent trials
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Fig. 5: Normalized accumulated errors of the proposed algorithms versus
training data length for quantum data averaged over 100 trials for a network
size of 50.
for covertype and quantum data sets, respectively, and present
the mean and variance of the normalized accumulated hinge
errors. These figures illustrate that the proposed TVW algo-
rithm significantly outperforms its competitors. Although the
performances of the UW and VSS algorithms are comparably
robust over different iterations, the TVW algorithm provides a
smaller accumulated loss. On the other hand, the variance of
the constant stepsize methods highly deteriorate as the step-
size increases. Although decreasing the stepsize yields more
robust performance for these constant stepsize algorithms, the
TVW algorithm provides a significantly smaller steady-state
cumulative error with respect to these methods.
VI. CONCLUSION
We study distributed strongly convex optimization over
distributed networks, where the aim is to minimize a sum
of unknown convex objective functions. We introduce an
algorithm that uses a limited number of gradient oracle calls to
these objective functions and achieves the optimal convergence
rate of O
(
N
√
N
T
)
after T gradient updates at each node. This
performance is obtained by using a certain time-dependent
weighting of the SGD iterates at each node. The computational
complexity and the communication load of the proposed
approach is the same with the state-of-the-art methods in
the literature up to constant terms. We also prove that the
average SGD iterate achieves a mean square deviation (MSD)
of O
(√
N
T
)
after T gradient oracle calls. We illustrate the
superior convergence rate of our algorithm with respect to the
state-of-the-art methods in the literature.
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