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Abstract
The School Achievement Indicators Program (SAIP) has been collecting
data across Canada on 13- and 16-year-old student achievement in
mathematics, in science, and in reading and writing since 1993. In 1999,
it completed its second assessment cycle and was reviewed in Spring
2000. The review design included a survey of officials from all the
school boards/districts that participated in the science assessment
program held in 1999. The results of this study show that this
stakeholder views as the most pressing issue for SAIP to succeed in its
mandate, the need for development in four areas: a) Increased teacher
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and student motivation to participate wholeheartedly in the program; b)
Effective dissemination options; c) Leadership through innovation in
teaching and in assessment practices despite high accountability
orientation; and d) Cost-effective, yet rigorous means of providing both
snapshot information and longitudinal means of comparisons. Although
universally appealing, such approaches have yet to be supported by
sound educational theory and methodology.
Since 1993, the School Achievement Indicators Program (SAIP), under the
responsibility of the Council of Ministers of Education, Canada (CMEC), has been
collecting data across Canada regarding 13- and 16-year-old student achievement in
Mathematics, in Science, and in Reading and Writing. In 1999, it completed its second
assessment cycle and was reviewed in Spring 2000. The review had three objectives: a)
To determine the degree to which the CMEC had succeeded in implementing the
recommendations adopted from the review of the first round of assessments (Crocker,
1997); b) To measure the extent to which SAIP’s objectives, set at the beginning of the
second cycle, had been attained; and c) To formulate specific recommendations about
the SAIP’s aims, operations, and uses. To achieve these objectives, the review design
included various data collection approaches, one of which was an investigation of the
perceptions of all the school boards across Canada that participated in the 1999 science
assessment, toward the national assessment program. The purpose of this paper is to
report the results of this survey in order to provide researchers and policymakers with a
better insight into the general interests, particular views, and specific needs of one of the
most important stakeholders in large-scale educational assessment programs.
As a large-scale assessment program, SAIP is similar to the National Educational
Assessment Program (NAEP), conducted in the United States. Both are national,
cyclical programs, administered across regions (states or provinces/territories). In both
countries, these regions have sole jurisdictional rights over education. Like NAEP, SAIP
is designed to complement existing assessments in each province and territory. It is
essentially a standards-based program focussing on assessment of content and ability via
a mixture of multiple-choice, constructed response, or short hand-on performance tasks.
The program also consists of student, teacher, and school administrator questionnaires
intended to provide contextual data. Testing usually occurs in May and the final report is
made available a year later.
As mentioned above, SAIP is governed by the Council of ministers of education,
Canada. The CMEC ’s role in the SAIP essentially combines that of the United States
National Centre for Education Statistics (NCES), responsible for NAEP’s operation and
technical aspects, and the National Assessment Governing Board (NAGB), mandated to
select the subject areas to be assessed and their content framework. In Canada, the
CMEC also coordinates national participation to other large-scale international testing
programs such as the Program for International Student Achievement, run by the
Organisation for Economic Co-operation and Development (OECD) and the Third
International Mathematics and Science Study (TIMSS) governed by the International
Association for the Evaluation of Educational Achievement (IEA). Not all the Canadian
jurisdictions participate in the various international programs. For a more detailed look
at the general CMEC operations, SAIP’s sampling techniques, and the nature of the
results, see for example the most recent SAIP Report (CMEC, 2000) or the CMEC WEB
site. (Note 1)
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SAIP was initially established to meet the following three objectives: a) To set
educational priorities and plan improvements to curricula; b) To provide the best
education to all young Canadians; and c) To report on certain indicators to the Canadian
public. Despite these noble goals, SAIP’s practices and orientations are geared
principally towards accountability and overall instructional enhancement rather than
improving local teaching, learning, and assessment practices. In 1999, all thirteen
Canadian jurisdictions, namely the ten provinces and the three territories, participated in
the Science assessment program. A random sample of students was drawn from each of
the participating jurisdictions and, within some of these, students were also sampled by
linguistic groups (English and French). The next four sections respectively present the
framework, the methodology, the results, and a discussion of the investigation
component of the program review.

Framework
The theoretical framework for the investigation evolved first from the examination of
three documents: The call for proposals initiated by the Council of Ministers of
Education, Canada, the report on the review of SAIP’s first cycle (Crocker, 1997), and
the official SAIP memorandum of understanding between the Human Resources and
Development, Canada and CMEC, 1999). Second, various documents on general
program reviews were consulted, such as the Standards for Evaluations of Educational
Programs, Projects, and Materials, (Joint Committee on Standards for Educational
Evaluations, 2nd Ed., 1999). This also included works on: a) The purpose of a program
evaluation (Wilde & Sockey, 1995), b) The role of program reviews (Chelimsky &
Shadish, 1997), c) The use of indicators (Posavac & Carey, 1997; Shavelson,
McDonnell & Oakes, 1991a, 1991b), and d) The methodological approaches to program
evaluations (Boulmetis & Dutwin, 1999; Popham, 1999). Third, the literature review for
this study considered other actual systematic evaluations of large-scale assessment
programs, related models, or proposals (Crooks, 1996; Madaus & Pullin, 2000; Ryan,
2002; Shepard, 1977). Finally, the previous experiences of this study’s authors in the
field of program evaluation also contributed to shaping the framework of the review of
SAIP’s second cycle (Cousins & Simon, 1993; Macdonell, A., Forgette-Giroux, R.,
Schmidt, S., Mougeot, Y, & Levesque, J., 1999). This led to the development of a
framework that essentially consisted of five general areas of questioning on SAIP: a)
Nature and position among other assessment initiatives, b) Goals and objectives, c)
Operations, d) Design, and e) Impact. The nature and position focussed on the role,
function, relationship, differences, similarities, and linkages between SAIP and other
large-scale assessment programs. The appropriateness of SAIP’s objectives and the
identification of possible barriers to attaining these objectives concerned the second
theme. SAIP’s operations dealt with sampling, standard-setting, grading, and reporting
procedures currently in place to meet the stated objectives, whereas validity, reliability,
and questions that focussed specifically on content and format, nature of data collected,
and motivational issues, all served to study SAIP’s design qualities. Finally, its impact
was examined through questions on significance, perceptions, values, and overall
influence of SAIP’s results on various educational and public settings.

Methods
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The investigation described here represents only one component of the methodological
design for the review and targets only one group of stakeholders: School boards
(districts or councils) officials. Interviews with jurisdictional coordinators or directors
were also conducted for the review along with in-depth content analyses of various
relevant documents. These various components enabled the triangulation of the data that
were ultimately reported in an aggregated format. The following sections present the
subjects, instruments and research design of the survey component of the SAIP review.
Subjects
All school boards or districts across Canada with one or more schools that participated
in the 1999 Science assessment program were contacted and invited to participate in the
investigation. This meant reaching a total of 412 school boards from 19 jurisdictions:
Ten provinces and three territories, with six of these also broken down into two
linguistic sub-populations at the time of the assessment. Only one member of each
board, a senior official, was asked to participate. This official could be a Director of
Education, a Superintendent of Education, a designated SAIP school Official, a local
Coordinator or Liaison person, a Board Consultant, or the Principal of a school that was
involved in the 1999 SAIP assessment. In some areas, the Director of Education is the
highest ranking official while in others it is the Superintendent of Education. When both
are found within a school board, the Director of Education usually has priority.
Instrument
A written questionnaire was developed based on the framework’s five themes. A first
draft was submitted for validation to two experts familiar with SAIP, one
French-speaking and one English-speaking. Their task was to determine the relevancy,
comprehensiveness, and linguistic equivalence of the questionnaire. The final version
included seven general information questions and six attitudinal questions with 73
sub-questions. Twelve questions offered multiple options while two were open-ended
although all questions provided space for additional comments. The open-ended
question # 13, for example, asked “What suggestions would you offer regarding SAIP
and its various components in order that your school board or district gives it high
priority among all assessment initiatives? Of particular interest however were questions
9 and 10. Question 9 asked :“To what extent do you agree with the following actual
SAIP parameters?”, while Question 10 read as: “To what extent do you agree with the
following proposedSAIP parameters?” The proposed parameters emerged from
comments made by the SAIP’s designated jurisdictional coordinators who had
previously participated in the semi-structured interviews, from the recommendations that
resulted from the review of SAIP’s first cycle, and from their relevance with respect to
general school boards’ interest and needs.
Procedure
The questionnaires were sent to the top administrator of each of the 412 school boards.
The senior officials were instructed to fill out the questionnaire themselves or to forward
it to someone from the school board that had been actively involved in the 1999 science
assessment. The questionnaires were distributed during the last week of May 2000 with
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specific written instructions to return the completed questionnaires in a self-addressed
envelope by June 30, 2000. Two sets of follow-up telephone calls were made by a
superintendent to selected school boards from each of the jurisdictions and their
sub-population in order to achieve a maximum rate of return by all sampled populations.
The first was conducted in the second week of June 2000 to approximately half of the
boards within each jurisdiction to see whether they had received the questionnaires. The
next series of calls were made in August to approximately twenty randomly selected
boards from each jurisdiction that had a return rate below 30 % by the end of July.

Results
In all, 147 questionnaires were completed and returned, yielding an overall response rate
of 36%. Of the 19 populations, four had all their participating schools in a single school
board. Two of these four boards returned the completed questionnaire. Closer
examination of the distribution of responses by jurisdictions reveals that the nine
“smaller” jurisdictions and minority groups, that is those that had from two to 12 school
boards, yielded response rates varying from 33% to 100 %, with a mean of 59% and
median of 54%. The six “larger” jurisdictions, namely those with over 12 school boards
(actually between 22 to 62), gave response rates varying from 27% to 36 %, with a mean
of 32 % and a median of 33%. The rate of response for the 15 jurisdictions with two or
more school boards therefore ranged from 27% to 100%, with an average of 48% and a
median of 46%. It can also be reasonably stated that respondents were drawn from both
small and large school boards and districts, from both remote and rural settings, from
both central and urban areas, and from both the majority and minority linguistic groups.
Most questionnaires (80%) were completed by Directors of education, Superintendents
or Board consultants. Eighty-six percent of respondents said they were more or less
familiar with SAIP or knew it well. Respondents participated mainly in the coordination
of the study, the test administration, and the communication of results. Although most
questions included a four-point rating scale, dichotomized results (e.g. totally agree and
agree versus more or less agree with disagree) are reported here with respect to each of
the five themes.
Nature
The specific information on this topic was provided mainly in the two open-ended
questions. Respondents generally recognize that SAIP provides a valuable index from a
national perspective but state that it should distinguish itself from international and
provincial initiatives by: a) Highlighting cross-curricular competencies if sampling
remains age-based; b) Introducing innovative teaching, learning, and assessment
approaches that are applicable to the classroom; and c) Adopting a diagnostic and
interpretative approach to contextual and achievement data. Approximately 70 % of
respondents also suggest that secondary analyses be performed on the data collected.
Goals
Although indicating being familiar with SAIP, three quarters of respondents (75 %) also
admit that they are somewhat or not very aware of its stated goals and objectives. With
respect to the appropriateness of the objectives, they generally suggest the need for an
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objective that would implicate some form of comparison of results. The rank order of
the percentage of respondents in agreement with the various types of comparisons of
results is presented in Table 1.

Table 1
Rank Order of Percentages of Respondents in Agreement with
Types of Comparisons of Results
Longitudinal comparisons from one assessment cycle to next

87%

With national results (averages)

81%

With national expectations (standards)

65%

Between the two age groups (13 and 16)

64%

With local expectations

50%

Among jurisdiction results

44%

Table 1 shows support from school board officials for comparison of data from one
assessment cycle to the next and with the national averages.
Operations
Results under operations are reported in terms of SAIP’s general administrative,
sampling, expectation/standard-setting, scoring, and reporting procedures. Eighty-nine
percent (89 %) of respondents agree with the statement that SAIP meets the given
time-lines and 67% believe that SAIP is relatively easy to administer. It is interesting to
note that only 51 % of the respondents favour the month of May as the best time for test
administration, 68 % disagree with conducting these in February or March, and 77 %
disagree with a Fall administration, thus failing to achieve a consensus on the best time
of year for administrating the various assessment programs. Three quarters of
respondents favor sampling of 13- and 16-year-old students rather than sampling grades.
Two thirds agree with comparisons of results with expectations or standards and
generally approve of the five-point rating approach to scoring. Finally, nearly 70 % of
respondents support the idea of disseminating some form of school board, school, or
individual-based results for motivational purposes.
Design
Questions on SAIP’s design asked for level of agreement with the assessment’s focus on
collecting disciplinary and contextual data as well as from theoretical and practical
aspects of achievement data gathering techniques within Mathematics and Science. They
also looked at motivational issues and perceptions around assessment cycles. Results
show that 77 % of respondents agree with the collection of contextual data. Most concur
with SAIP’s mandate to conduct assessments in Mathematics, in Science, and in
Reading and Writing and over 85 % favor both the theoretical and practical components
of the science and mathematics assessments. However, 66 % of the respondents state
that SAIP does not sufficiently encourage or motivate students to give their optimal
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performance, thus addressing validity and reliability concerns. Finally, nearly 80 % of
respondents support the three-year assessment cycle within a discipline.
Impact
Eighty three percent (83 %) of the respondents believe that the program has little or no
positive impact on assessment practices in the classroom and approximately three
quarter of respondents say that SAIP has little positive influence on setting priorities in
the various disciplines assessed, on curricula, on public perception of the quality of
education, on research initiatives, and on teaching practices. Approximately 85 % of
respondents, however, would recommend those school boards that have not yet
participated to the various SAIP programs to do so.

Discussion and Conclusion
Despite the overall low response rate obtained in this study, the results are telling. With
one exception, the higher response rates are provided by those jurisdictions or minority
populations with less than 12 school boards. Although many jurisdictions take part in
other large-scale assessment program such as TIMSS and PISA, most respondents
indicate general support for the SAIP because it is the only national long-term
assessment program in which all thirteen educational jurisdictions and respective
linguistic sub-populations participate. They also appreciate the complementarity of
SAIP’s results to those obtained through regional and other international assessment
programs. Respondents stress, however, that SAIP should be forward looking and be
more than a simple indicator system serving accountability purposes. Their responses
lead toward interesting suggestions for each of the five themes. These are discussed in
the following sections.
Nature, role, and position
With respect to the nature, role, and position of SAIP, the respondents value the
nationally representative and continuing aspects of SAIP. Given that participation is
voluntary, however, it becomes important that SAIP continues to be attractive and
relevant to this stakeholder, particularly to those school boards that have sufficient
resources to implement their own assessment program or to participate in most
international ones. In that sense, SAIP should consider three suggestions offered by the
school boards. First, they propose that if SAIP remains an age-based program as opposed
to grade-based, then it should go beyond the assessment of disciplinary contents and
basic skills in order to focus on socially relevant general competencies such as critical
thinking, information management, speaking skills, and on attitudes such as civic values,
self-awareness, self-esteem, and student engagement (Jones, 2001). Major organizations,
such as the IEA and the OECD, already provide leadership in the assessment of such
competencies via their own large-scale programs. At the onset, this option may appear to
be duplicating efforts and resources given that many jurisdictions also participate in
these major international assessment programs but, so far, SAIP has had the advantage
of involving all jurisdictions and of being better able to respond to national educational
concerns.
Second, as mentioned above, the respondents wish to see SAIP as more than an indicator
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program, one that would offer specific perspectives for adjustment and intervention with
respect to setting educational priorities, targeting curricular improvements, highlighting
best teaching strategies, and fostering innovative assessment practices. This push for a
shift from an indicator system, i.e., one that provides information that can be used to
improve education, to a monitoring one, in other words, one that further analyses and
interprets key contextual and achievement data in order to propose prescriptive
feedback, stems largely from those smaller jurisdictions with scarce resources. The
resulting feedback could subsequently translate into the introduction of innovative
teaching, learning, and assessment approaches that are applicable to the classroom. This
last statement relates to the respondents’ third request.
These three requests contributed to the formulation of two specific recommendations in
the review: a) That the concept of achievement indicator be broaden to include
assessment of general competencies as defined by the pan-Canadian public and b) That
SAIP be assigned a diagnostic function with interpretation of the most obvious links
between contextual data and achievement (Forgette-Giroux & Simon, 2000). These
recommendations are rather demanding. As with other large-scale studies, SAIP must
re-examine it priorities with respect to accountability versus instructional orientations
toward educational improvement (Popham, 1999) and eventually aim at establishing a
balance between the two goals. So far SAIP has been mainly oriented toward the need
for greater accountability. Moreover, it must rely on sufficiently sound theory or design
to efficiently explore any relationships among background variables and achievement, to
claim causal inferences or to explain why the comparison of certain groups yields
different results (Bechger, van den Wittenboer, Hox, & De Glopper, 1999).
Goals and objectives
Although SAIP’s present objectives are ambitious, universal, and aim at continually
moving targets, thus ensuring their enduring validity, respondents wish to add another
objective concerning the specific comparison of results from one assessment cycle to the
next and with national data. This implies that SAIP should be given the dual goal of
providing a snapshot of current achievement levels across jurisdictions and of measuring
progress over time. However, in addition to the lack of proper theory to explain
comparative differences in achievement as mentioned above, such an objective can also
create tensions such as those experience throughout NAEP’s history, because a single
assessment system cannot adequately serve such diverse purposes, each with its own set
of assumptions, processes, and consequences (Linn, 2000). For example, longitudinal
programs must find ways to rely on stable and reusable instruments while remaining
fully aligned with national standards, actual curriculum contents, and evolving theories.
In order to meet these challenges, NAEP presently operates two systems, the Main
NAEP for longitudinal measures, and the State NAEP for cross-state comparisons. A
recent NAEP review, however, has called for streamlining and for merging some aspects
of the two programs (Pellegrino, Jones & Mitchell, 1999). If the CMEC decided to stress
pan-Canadian longitudinal comparisons from one cycle to the next and comparisons
with national averages, then such a decision would have major consequences on the
entire program’s structure and development (Bechger, et al., 1999). SAIP is currently not
designed to meet such goals and does not have the resources to conduct parallel systems.
As with all large-scale studies of achievement, if SAIP decided to opt for the
comparative route, then it would have to meet at least three conditions to ensure the
comparative validity of its results: Construct equivalence, scale equivalence, and
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measurement equivalence (Bechger, et al., 1999). So far, these equivalencies are
unattainable mainly because the theoretical frameworks underlying the most universally
accepted competencies such as reading, problem solving, and scientific reasoning are
constantly evolving, performance scores across time and groups are interpreted using
arbitrary scales, and scale equivalence is greatly hampered by issues such as test
translation. Perhaps the only way out at the present time is to document and make all
related information as comprehensive and transparent as possible in order to arrive at the
most valid interpretations when comparing results.
Operations
Respondents generally agree with the existing parameters around SAIP’s administrative,
sampling, expectation/standard setting, scoring, and reporting procedures. Some of their
comments, however, stress greater participation of various school board personnel in all
stages of SAIP’s assessment programs. Similar statements are expressed in scholarly
papers such as that of Hunter and Gambell (2000), and with respect to other large-scale
studies such as New Zealand’s National Assessment Monitoring Project (NEMP)
(Flockton & Crooks, 1997). They claim greater empowerment and satisfaction by
teachers and by other school board members who participate in substantial and
independent training sessions and in the actual implementation of various aspects of the
assessment program. Moreover, respondents point toward operational changes that
consider greater teacher involvement and teacher input. As a result, the SAIP review
offered a recommendation stating that CMEC implement, for example, a two-step
standard-setting process in which the first series of expectations be formulated
principally by teacher representatives.
Another operational issue that has not been overtly stated by the respondents but that
was raised indirectly through their responses is the debate over grade- or age-based
sampling. Although age-based sampling is seen as a more probabilistic in theory than a
grade-based approach, in practice, it is not always respected. Local SAIP coordinators
experience difficulty in implementing the recommended student sampling process at the
school level (Forgette-Giroux & Simon, 2000). This is probably due to the fact that
practitioners tend to view a classroom as a unit and thus see age-based sampling as
causing significant disruptions to the class. As a result, student sampling is not done
uniformly because of a conscious or unconscious need to minimize those perceived
disadvantages. Although it is current knowledge that, as a result, most schools therefore
select students based on their own criteria, unfortunately these practices are not always
documented. School sampling is also a problem in jurisdictions with smaller populations
because of over-sampling, which means that the same schools participate repeatedly in
large-scale programs, again seen by many practitioners as causing significant
disturbance.
Design
This section dealt with the format, content, and measurement qualities of the
assessments. Sound decisions about policies and the allocation of resources depend on
quality data. Although a significant number of respondents support most existing design
parameters, they acknowledge the need for greater willingness by teachers and students
to fully engage in the program in order to increase the validity of the data. Despite the
respondents’ understanding that the program is not suitable to offer school-based or
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individual achievement results, their comments point toward the need to publish some
type of school-based information, such as thematic reports, that would highlight current
exemplary assessment practices. Increased teacher participation and support without
added stress, time, and effort are also seen as a means for attracting teachers to further
embrace the process and to encourage their students to provide optimal performances.
To that effect, the SAIP’s review thus recommended the exploration of incorporating
local assessment practices within the current SAIP design. This give-and-take approach
is expected to further empower and meet the needs and satisfaction of participating
teachers. However, this is easier said than done and the issue of motivation has been
raised in other large-scale studies (Hattie, Jaeger, & Bond, 1999; Lane & Stone, 2002;
Wilson, 1999). Within the SAIP’s context, external motivation, i.e. students are
motivated if teachers are motivated, plays an important role. Offering pizza to
participating students, as several jurisdictions do, is not enough to entice students to
invest wholeheartedly in the assessment. The debate around greater teacher and student
involvement leads to several meaningful research questions such as: Can such a
low-stakes program provide sufficient relevant information to schools to attract teachers
and their students to such assessment programs? To what extent would the incorporation
of innovative classroom-friendly assessment practices of socially relevant competencies
entice teachers and their students to fully collaborate? What are some of the most
successful practices to motivate students and their teachers to provide optimal
performances within age-based sampling programs? What type of feedback would
promote greater participation by the teachers and their students?
Significance
In terms of impact, the data indicate that a large proportion of respondents believe that
SAIP has little or no influence on various educational contexts at a local level. In that
respect, CMEC has not succeeded in implementing some of the recommendations from
the first SAIP review, particularly those addressing a) better dissemination of results at
local level, b) increased SAIP visibility, and c) greater ownership of SAIP’s objectives
by school-board administrators. This implies a definite need to develop an
awareness-building plan that aims specifically at school-based stakeholders. Such an
issue can be addressed through various approaches, namely: a) Elaboration of reports for
different audiences, b) Publication of clear and pertinent frameworks that reflect the
most recent theories, research, and practice (e.g., Campbell, Kelley, Mullis, Martin &
Sainsbury, 2001; College Board, 1999; CCSSO, 1999a, 1999b; Flockton & Crooks,
1997), c) Release of actual and practice items and tasks, along with their respective
scoring guides to serve a innovative practices (e.g., Robitaille, Beaton & Plomp, 2000),
d) Development of a web site that is continually upgraded and maintained, e) Support
for secondary data analysis studies, and f) Linkages of SAIP results with those from
provincial and international assessment programs. NAEP, TIMSS, and PIRLS have been
known for their sustained effort to inform their various stakeholders and audiences in a
timely fashion and through a variety of reports. NAEP, for example, publishes the
following: Report cards, Highlights reports, Instructional reports, State reports,
Technical reports, Cross-state reports, Trend reports, Focussed reports, and Service
reports, and its dissemination process is continually examined to improve the usefulness
of these various reporting formats (Horkay, 1999). The review of SAIP’s second cycle
has led to the formulation of several recommendations to that effect, particularly with
respect to the release of sound and clearly articulated frameworks, exemplary items and
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scoring guides, and secondary analyses of relationships among contextual and
achievement data.
Many of the jurisdictions that participate in SAIP also join other international large-scale
assessment programs and most large populations, defined in terms of number of school
boards or districts, implement their own. Eleven Canadian jurisdictions took part in the
last TIMSS-R assessment and were involved in the PISA, 2000 program. The survey did
not question the practitioners on SAIP’s merits in relation to alternative programs
because of the jurisdictions’ varying degree of involvement in these. However, such a
question was formally asked to each jurisdictional coordinator or representative. Their
answers generally indicated that these programs provide valuable complementary data
but they do not have a confirmed continuous cyclical plan and tend to provide a
perspective that is more or less detached from the national educational concerns. With
its planned long-term assessment cycles, SAIP can carve out an enviable and enduring
place among large-scale evaluations by considering the following three mandates: a)
Focussing on cross-curricular competencies that are valued by the Canadian public, b)
Adopting a diagnostic function aimed at offering innovative perspectives for adjustment
and intervention in educational priorities, in curricula, and in teaching, assessment and
learning strategies, and c) Increasing its usefulness toward the smaller size jurisdictions
or minority populations.
In conclusion, this study’s objective was to report the voice of one major stakeholder:
The school boards. For a variety of reasons, such as the timing of the investigation, a
major overhaul of the educational system, a considerable employment turnover, and
responsibility overload, fewer respondents than anticipated completed the survey
questionnaire. Nevertheless, this voice is a fundamental one to which any large-scale
program should pay particular attention given its frontline position. In other words, it is
the one that provides the raw data. In future reviews of large-scale assessment programs,
this stakeholder should therefore be consulted through methodologies offering further
in-depth and relevant prompting of some of the major concerns expressed in this study.
This is especially true if the instructional enhancement is as much a priority as is
educational accountability (Popham, 1999). Such methodological approaches could
perhaps include focus group sessions in which directors, superintendents, principals,
local coordinators, board consultants, and teachers would share and confront their views
regarding those aspects of the assessment programs that have the most impact on them
(Haertel, 2002). As this study results show, the most pressing issues to be debated would
likely include the following: a) Increase teacher and student motivation to participate
wholeheartedly in the process, b) Develop effective dissemination options, c) Identify
ways to ensure that the assessment program can continue to provide leadership through
innovation in teaching and in assessment practices, and d) Finding cost-effective, yet
rigorous means of simultaneously providing snapshot information and longitudinal
means of comparisons. Although universally appealing, such approaches have yet to be
supported by sound educational theory and methodology.
Finally, despite the fact that a large proportion of respondents in this study viewed SAIP
as having little impact on various educational contexts and were more or less aware of
its objectives, most indicated that they would recommend other school boards to
participate in SAIP. It appears that for many, SAIP has effectively carved out an
important place for itself among large-scale assessment programs because of its
pan-Canadian nature, its capacity to involve all jurisdictions, and its ability to respect
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many of the technical requirements of such initiatives (Forgette-Giroux & Simon, 2000).
Given the voluntary aspect of this participation and the importance of gathering valid
data, however, SAIP should invest in maintaining its leadership role by raising its
instructional priority, by increasing its visibility, and by inspiring local policymakers,
administrators, teachers, and students through attractive and meaningful ways.
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