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Abstract
We show that in Orlicz function spaces with Orlicz/Luxemburg norm the criteria for being non-
creasy and uniformly noncreasy are interesting combinations of conditions.
 2003 Elsevier Inc. All rights reserved.
Keywords: Noncreasy; Uniformly noncreasy; Orlicz function spaces
Let X be a Banach space and X∗ its dual space. Denote by B(X) and S(X) the unit ball
and the unit sphere of X, respectively.
A Banach space X is said to have a crease if there exist x∗ = y∗ in S(X∗) such
that diamS(x∗, y∗,0) > 0, where S(x∗, y∗, δ) = S(x∗, δ) ∩ S(y∗, δ), S(x∗, δ) = {x ∈
B(X): x∗(x) 1 − δ}. A Banach space X is said to be noncreasy (NC) if for all x∗ = y∗
in S(X∗), diamS(x∗, y∗,0) = 0. A Banach space X is said to be uniformly noncreasy
(UNC) provided that for every ε > 0 there exists δ > 0 such that if x∗ = y∗ ∈ S(X∗) and
‖x∗ − y∗‖ ε, then diamS(x∗, y∗, δ) ε [3].
UNC and NC Banach spaces were introduced by Prus [3]. He showed [3] that if X is
uniformly rotund (smooth) thenX is uniformly noncreasy and a uniformly noncreasy space
is superreflexive, and X is uniformly noncreasy if and only if X∗ is uniformly noncreasy.
Furthermore, it is proved that UNC spaces have the fixed point property and examples
of UNC spaces that fail to have the normal structure are given in [3]. In this paper, we
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254 B.-L. Lin, Z. Shi / J. Math. Anal. Appl. 287 (2003) 253–264determine conditions for an Orlicz function spaces with Orlicz/Luxemburg norm to be
UNC or NC.
Let
 be the set of all real numbers. A function M :
→
+ is called an Orlicz function
if M is convex, even, M(0)= 0 and limu→0(M(u)/u)= 0, limu→∞(M(u)/u)=∞. The
complemented function N of M is defined in the sense of Young by
N(v)= sup
u∈

{
uv −M(u)}.
It is known that if M is an Orlicz function its complemented function N is also an Orlicz
function. Let p and q stand for right-hand derivatives of M and N , respectively. M is said
to satisfy the ∆2-condition for large u (M ∈ ∆2) if for some K and u0 > 0, M(2u) 
KM(u) as |u| u0. M is said to be strictly convex (M ∈ SC) if M((u+ v)/2) < (M(u)+
M(v))/2 for all u = v. M(u) is said to be uniformly convex if for every ε > 0, there
exists δ > 0 such that for u,v, |u− v| εmax(|u|, |v|), M((u+ v)/2) < (1− δ)(M(u)+
M(v))/2. Let (G,
∑
,µ) be a nonatomic finite measure space. For a measurable function
x(t), we call ρM(x) =
∫
GM(x(t)) dµ the modular of x . The Orlicz function space LM
generated by M is the Banach space
LM =
{
x: ∃λ > 0, ρM(λx) <∞
}
equipped with Orlicz norm
‖x‖M = sup
ρN (y)1
∫
x(t)y(t) dµ= inf
k>0
1
k
{
1+ ρM(kx)
}
= 1
k
{
1+ ρM(kx)
}
, ∀k ∈K(x),
where K(x) = [k∗, k∗∗], k∗ = inf{k: ρN (p(kx))  1}, k∗∗ = sup{k: ρN(p(kx))  1}, or
the Banach space L(M) = (LM,‖ · ‖(M)) equipped with Luxemburg norm
‖x‖(M) = inf
{
λ > 0: ρM
(
x
λ
)
 1
}
.
Let
EM =
{
x ∈LM : ∀λ > 0, ρM(λx) <∞
}
.
For x ∈ LM , let
θ(x)= inf
{
λ > 0: ρM
(
x
λ
)
<∞
}
= dist(x,EM),
and for x in L(M), let
θ(x)= inf
{
k > 0: ρM
(
x
k
)
<∞
}
= dist(x,EM).
For references on Orlicz function spaces, we refer to [1,2].
Lemma 1. For an Orlicz function space L(M) with Luxemburg norm, if M /∈∆2 then L(M)
has a crease.
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M
((
1+ 1
n
)
un
)
 2nM(un).
Take disjoint measurable subsets Gn such that
M(un)µGn = 12n , n ∈N.
Let x =∑∞n=1 un|Gn . Then ρM(x)= 1 and dist(x,EM)= 1. Define
x1 =
∞∑
n=0
u1+4n |G1+4n, x2 =
∞∑
n=0
u2+4n |G2+4n,
x3 =
∞∑
n=0
u3+4n |G3+4n, x4 =
∞∑
n=0
u4+4n |G4+4n .
Easily, we can check that ‖xi‖M = 1, i = 1,2,3,4, and dist(x1, span[EM,x2, x3, x4])= 1.
In fact we only need to see that ∀z ∈ span[EM,x2, x3, x4], z =w + λ2x2 + λ3x3 + λ4x4,
we have
‖x1 − z‖(M) =
∥∥(x1 − λ2x2 − λ3x3 − λ4x4)−w∥∥(M)
 θ(x1 − λ2x2 − λ3x3 − λ4x4) θ(x1)= 1.
Similarly dist(x2, span[EM,x1, x3, x4])= 1. By Hahn–Banach theorem there exist x∗, y∗
with ‖x∗‖ = 1, ‖y∗‖ = 1 such that
〈x∗, x1〉 = 1, x∗
(
span[EM,x2, x3, x4]
)= 0,
〈y∗, x2〉 = 1, x∗
(
span[EM,x1, x3, x4]
)= 0,
and we see that x∗ = y∗. Take
x˜ = x1 + x2 + x3, y˜ = x1 + x2 + x4;
then ‖x˜‖(M)  1, ‖y˜‖(M)  1,
‖x˜ − y˜‖(M) = ‖x3 − x4‖(M)  ‖x3‖(M) = 1,
and
〈x∗, x˜〉 = 〈x∗, x1〉 = 1, 〈x∗, y˜〉 = 〈x∗, x1〉 = 1,
〈y∗, x˜〉 = 〈y∗, x2〉 = 1, 〈y∗, y˜〉 = 〈y∗, x2〉 = 1.
Thus diamS(x∗, y∗,0) ‖x˜ − y˜‖(M) = 1, i.e., L(M) has a crease. ✷
Lemma 2. For an Orlicz function space L(M) with Luxemburg norm, NC implies either
M ∈ SC or N ∈ SC.
Proof. Otherwise, M /∈ SC and N /∈ SC. Notice that (1) M /∈ SC if and only if for some
0 < a < b, p(u) = s, u ∈ [a, b]; (2) N /∈ SC if and only if for some 0 < c < d , q(v)= t ,
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µG3 = µG4 > 0, µG5 > 0 and e > 0 satisfying
M(a)µG1 +M(b)µG2 +M(t)µG3 +M(t)µG4 +M(e)µG5 = 1.
Define
x = a|G1 + b|G2 + t|G3 + t|G4 + e|G5, y = b|G1 + a|G2 + t|G3 + t|G4 + e|G5 .
Then ρM(x) = 1 and ρM(y) = 1. Denote h = ap(a)µG1 + bp(b)µG2 + cq(c)µG3 +
dq(d)µG4 + ep(e)µG5. Define
x˜∗ = s|G1 + s|G2 + c|G3 + d|G4 + p(e)|G5
and
x∗ = 1
h
[
s|G1 + s|G2 + c|G3 + d|G4 + p(e)|G5
]
.
Then, by Hölder’s inequality, for M(u)+N(p(u))= up(u) and M(q(v))+N(v)= vq(v),
we have
‖x∗‖N  1
h
(
1+ ρN(x˜∗)
)
= 1
h
[
M(a)µG1 +M(b)µG2 +M
(
q(c)
)
µG3 +M
(
q(d)
)
µG4 +M(e)µG5
+N(p(a))µG1 +N(p(b))µG2 +N(c)µG3
+N(d)µG4 +N
(
p(e)
)
µG5
]
= 1
h
[
ap(a)µG1 + bp(b)µG2 + cq(c)µG3 + dq(d)µG4 + ep(e)µG5
]= 1.
On the other hand
〈x∗, x〉 = 1
h
[
ap(a)µG1 + bp(b)µG2 + cq(c)µG3 + dq(d)µG4 + ep(e)µG5
]= 1.
So ‖x∗‖N = 1, and
〈x∗, y〉 = 1
h
[
bp(b)µG2 + ap(a)µG1 + cq(c)µG3 + dq(d)µG4 + ep(e)µG5
]= 1.
Define
y∗ = 1
h
[
s|G1 + s|G2 + d|G3 + c|G4 + p(e)|G5
]
.
Similarly we have that ‖y∗‖N = 1, 〈y∗, y〉 = 1 and 〈y∗, x〉 = 1. But x(t) = y(t) onG2∪G2
and x∗(t) = y∗(t) on G3 ∪G4, a contradiction with the hypothesis that L(M) is NC. ✷
Remark. In the proof of Lemma 2, we see that if M /∈ SC and N /∈ SC, LN also has a
crease determined by x∗ and y∗. So LN is not NC.
Theorem 1. An Orlicz function space L(M) with Luxemburg norm is NC if and only if (1)
M ∈∆2; (2) either M ∈ SC or N ∈ SC.
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Since R implies NC, by [1], L(M) is NC. When (1) M ∈ ∆2, (2) N ∈ SC, then L(M) is
smooth. Since the smoothness implies NC, by [1], L(M) is NC.
Necessity. This follows from Lemmas 1 and 2. ✷
Theorem 2. An Orlicz function space LM with Orlicz norm is NC if and only if either (1)
M ∈ SC or (2) M ∈∆2 and N ∈ SC.
Proof. Sufficiency. When M ∈ SC, LM is rotund [1], so it is NC by [3]. When M ∈ ∆2
and N ∈ SC, LM is smooth [1], so it is NC by [3].
Necessity. Otherwise, (1) M /∈ SC and (2) M /∈∆2 or N /∈ SC. Since M /∈ SC, we have
0 < a < b, p(u)= s for all u ∈ [a, b]. Since M /∈∆2, then there exist un ↗∞ such that
M
((
1+ 1
n
)
un
)
 n2n+1M(un).
From
M(u)
u∫
(1−1/n)u
p(s) ds  1
n
up
((
1− 1
n
)
u
)
,
it follows that(
1+ 1
n
)
unp
((
1+ 1
n
)
un
)
M
((
1+ 1
n
)
un
)
 n2n+1M(un) n2n+1
1
n
unp
((
1− 1
n
)
un
)
.
Hence
p
((
1+ 1
n
)
un
)
 2
n+1
1+ 1/np
((
1− 1
n
)
un
)
 2np
((
1− 1
n
)
un
)
.
In the case of M /∈ SC and N /∈ SC, by Lemma 2, LM is not NC.
In the case of M /∈ SC and M /∈ ∆2. Take disjoint measurable subsets E,F, {Gn}∞n=1,
with µE = µF , 2N(s)µE < 1/2 and (1− 1/n)unp((1− 1/n)un)µGn = 1/2n+1. Define
z=
∞∑
n=1
(
1− 1
n
)
un|Gn,
then
ρM(z)+ ρN
(
p(z)
)= ∞∑
n=1
(
1− 1
n
)
unp
((
1− 1
n
)
un
)
µGn =
∞∑
n=1
1
2n+1
= 1
2
.
Hence ρM(z) < 1 and ρN(p(z)) < 1. Observe that for ε > 0,
ρM(z)+ ρN
(
p
(
(1+ ε)z)) ∞∑(1− 1
n
)
unp
(
(1+ ε)
(
1− 1
n
)
un
)
µGnn=1
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∞∑
nn0
(
1− 1
n
)
unp
((
1+ 1
n
)
un
)
µGn

∞∑
nn0
(
1− 1
n
)
un2np
((
1− 1
n
)
un
)
µGn
=
∞∑
nn0
2n
1
2n+1
=∞.
So, as ρN(p(z)) < 1, we have K(z)= {1}. Since
ρM
(
(1+ ε)z)= ∞∑
n=1
M
(
(1+ ε)
(
1− 1
n
)
un
)
µGn

∞∑
n=1
[
1
n
(1+ ε)
(
1− 1
n
)
unp
((
1− 1
n
)
(1+ ε)
(
1− 1
n
)
un
)]
µGn

∞∑
n=n0
[
1
n
(1+ ε)
(
1− 1
n
)
unp
((
1+ 1
n
)
un
)]
µGn

∞∑
n=n0
[
1
n
(1+ ε)
(
1− 1
n
)
un2np
((
1− 1
n
)
un
)]
µGn

∞∑
n=n0
1
n
(1+ ε)2n 1
2n+1
= (1+ ε)
2
∞∑
n=n0
1
n
=∞,
it follows that θ(z)= 1. Similarly as Lemma 1, there exist x˜∗, y˜∗ ∈ S(L∗M) with x˜∗ = y˜∗,〈x˜∗, z〉 = 1 and 〈y˜∗, z〉 = 1. Take λ > 0 such that
N(s)µE +N(s)µF +
∞∑
n=1
N
(
p
((
1− 1
n
)
un
))
µGn + λ= 1.
Define
x = a|E + b|F + z, y = b|E + a|F + z,
x∗ = s|E + s|F + p(z)|suppz + λx˜∗, y∗ = s|E + s|F + p(z)|suppz + λy˜∗.
Hence ‖x∗‖ = 1, ‖y∗‖ = 1 and 〈x∗, x〉 = ‖x‖M . Indeed, let h= ap(a)µE + bp(b)µF +∑∞
n=1(1− 1/n)unp((1− 1/n)un)+ λ. We have
〈x∗, x〉 = ap(a)µE + bp(b)µF +
∞∑
n=1
(
1− 1
n
)
unp
((
1− 1
n
)
un
)
+ λ〈x˜∗, z〉
= ap(a)µE + bp(b)µF +
∞∑
n=1
(
1− 1
n
)
unp
((
1− 1
n
)
un
)
+ λθ(z)
= ap(a)µE + bp(b)µF +
∞∑(
1− 1
n
)
unp
((
1− 1
n
)
un
)
+ λ= h,n=1
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∥∥∥∥
M
 1
h
(
1+ ρM(x)
)
= 1
h
[
N(s)µE +N(s)µF +
∞∑
n=1
N
(
p
((
1− 1
n
)
un
))
µGn + λ
+M(a)µE+M(b)µF +
∞∑
n=1
M
((
1− 1
n
)
un
)]
= 1.
Similarly, 〈y∗, x〉 = ‖x‖M and 〈y∗, x〉 = ‖y‖M , 〈y∗, y〉 = ‖y‖M . But clearly x∗ = y∗ and
‖x − y‖M = 2(b− a)‖χ |E‖M > 0, a contradiction with that LM is NC. ✷
Lemma 3. For an Orlicz function space L(M) with Luxemburg norm, UNC implies either
M is uniformly convex for large u ( for short, UC) or N ∈ UC.
Proof. Since UNC implies reflexivity, we get that M ∈ ∆2 and N ∈ ∆2. Suppose that
M /∈ UC and N /∈ UC. Then for some ε > 0, there exist sequences un ↗∞ and vn ↗∞
such that u1, q(v1) u0 and
p(un) >
(
1− 1
n
)
p
(
(1+ ε)un
)
, q(vn) >
(
1− 1
n
)
q
(
(1+ ε)vn
)
.
Take disjoint measurable subsets G1(n),G2(n),G3(n),G4(n) such that µG1(n) =
µG2(n) > 0, µG3(n)= µG4(n) > 0, and[
M(un)+M
(
(1+ ε)un
)]
µG1(n)= 12 ,[
M
(
q(vn)
)+M(q((1+ ε)vn))]µG3(n)= 12 .
Define
xn = un|G1(n) + (1+ ε)un|G2(n) + q(vn)|G3(n) + q
(
(1+ ε)vn
)∣∣
G4(n)
,
yn = (1+ ε)un|G1(n) + un|G2(n) + q
(
(1+ ε)vn
)∣∣
G3(n)
+ q(vn)|G4(n).
Then ρM(xn)= 1 and ρM(yn)= 1. Denote
hn = unp(un)µG1(n)+ (1+ ε)unp
(
(1+ ε)un
)
µG2(n)
+ vnq(vn)µG3(n)+ (1+ ε)vnq
(
(1+ ε)vn
)
µG4(n) ρM(2xn)K.
Define
x˜∗n = p(un)|G1(n) + p
(
(1+ ε)un
)∣∣
G2(n)
+ vn|G3(n) + (1+ ε)vn|G4(n),
x∗n =
1
hn
[
p(un)|G1(n) + p
(
(1+ ε)un
)∣∣
G2(n)
+ vn|G3(n) + (1+ ε)vn|G4(n)
]
.
Then, by Hölder’s inequality, we have
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(
1+ ρN
(
x˜∗n
))
= 1
hn
[
M(un)µG1(n)+M
(
(1+ ε)un
)
µG2(n)
+M(q(vn))µG3(n)+M(q((1+ ε)vn))µG4(n)
+N(p(un))µG1(n)+N(p((1+ ε)un))µG2(n)
+N(vn)µG3(n)+N
(
(1+ ε)vn
)
µG4(n)
]
= 1
hn
[
unp(un)µG1(n)+ (1+ ε)unp
(
(1+ ε)un
)
µG2(n)
+ vnq(vn)µG3(n)+ (1+ ε)vnq
(
(1+ ε)vn
)
µG4(n)
]
= 1.
On the other hand
〈
x∗n, xn
〉= 1
hn
[
unp(un)µG1(n)+ (1+ ε)unp
(
(1+ ε)un
)
µG2(n)
+ vnq(vn)µG3(n)+ (1+ ε)vnq
(
(1+ ε)vn
)
µG4(n)
]
= 1.
So ‖x∗n‖N = 1. Define
y∗n =
1
hn
[
p
(
(1+ ε)un
)∣∣
G1(n)
+ p(un)|G2(n) + (1+ ε)vn|G3(n) + vn|G4(n)
]
.
Then ‖y∗n‖N = 1 and
〈
y∗n, xn
〉= 1
hn
[
unp
(
(1+ ε)un
)
µG1(n)+ (1+ ε)unp(un)µG2(n)
+ (1+ ε)vnq(vn)µG3(n)+ vnq
(
(1+ ε)vn
)
µG4(n)
]
 1
hn
(
1− 1
n
)[
unp(un)µG1(n)+ (1+ ε)unp
(
(1+ ε)un
)
µG2(n)
+ vnq(vn)µG3(n)+ (1+ ε)vnq
(
(1+ ε)vn
)
µG4(n)
]
=
(
1− 1
n
)
.
Similarly, we have that 〈y∗n, yn〉 = 1 and 〈x∗n, yn〉 (1− 1/n). But, for all n,
‖xn − yn‖(M)  1
hn
[
εunp(un)µG1(n)+ εunp
(
(1+ ε)un
)
µG2(n)
]
 ε
K(1+ ε)
[
unp(un)µG1(n)+ (1+ ε)unp
(
(1+ ε)un
)
µG2(n)
]
 ε
2K(1+ ε)
and
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[
εvnq(vn)µG3(n)+ εvnq
(
(1+ ε)vn
)
µG4(n)
]
 ε
K(1+ ε)
(
1− 1
n
)[
vnq(vn)µG3(n)+ (1+ ε)vnq
(
(1+ ε)vn
)
µG4(n)
]
 ε
K(1+ ε)
(
1− 1
n
)[
M
(
q(vn)
)+M(q((1+ ε)vn))µG3(n)]
 ε
4K(1+ ε) ,
a contradiction with the hypothesis that L(M) is UNC. ✷
Lemma 4. For an Orlicz function space L(M) with Luxemburg norm, UNC implies that
either M ∈ SC and M ∈ UC or N ∈ SC and N ∈UC.
Proof. Suppose that the lemma fails. We shall discuss in four cases: (a) M /∈ UC and
N /∈UC; (b) M /∈ UC and N /∈ SC; (c) M /∈ SC and N /∈UC; and (d) M /∈ SC and N /∈ SC.
In case (a), by Lemma 3, it reaches a contradiction.
In case (d), by Lemma 2, L(M) is not NC, so not UNC, a contradiction.
In case (b), M /∈ UC and N /∈ SC, so for some 0 < c < d such that q(v) = t , for all
v ∈ [c, d] and for some ε > 0, there exist un ↗∞ such that u1  u0 > 0 and
p(un) >
(
1− 1
n
)
p
(
(1+ ε)un
)
.
Take disjoint measurable subsets G1(n),G2(n),G3,G4 such that µG1(n)= µG2(n) > 0,
µG3 = µG4 > 0, and
2M(t)µG3 
1
2
,
[
M(un)+M
(
(1+ ε)un
)]
µG1(n)= 1− 2M(t)µG3.
Define
xn = un|G1(n) + (1+ ε)un|G2(n) + t|G3 + t|G4,
yn = (1+ ε)un|G1(n) + un|G2(n) + t|G3 + t|G4 .
Then ρM(xn)= 1 and ρM(yn)= 1. Denote
hn = unp(un)µG1(n)+ (1+ ε)unp
(
(1+ ε)un
)
µG2(n)+ ctµG3 + dtµG4
 ρM(2xn)K.
Define
x˜∗n = p(un)|G1(n) + p
(
(1+ ε)un
)∣∣
G2(n)
+ c|G3 + d|G4,
x∗n =
1
hn
[
p(un)|G1(n) + p
(
(1+ ε)un
)∣∣
G2(n)
+ c|G3 + d|G4
]
,
y∗n =
1
hn
[
p
(
(1+ ε)un
)∣∣
G1(n)
+ p(un)|G2(n) + d|G3 + c|G4
]
.
Then
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(
1+ ρN
(
x˜∗n
))
= 1
hn
[
M(un)µG1(n)+M
(
(1+ ε)un
)
µG2(n)+M(t)µG3 +M(t)µG4
+N(p(un))µG1(n)+N(p((1+ ε)un))µG2(n)
+N(c)µG3 +N(d)µG4
]
= 1
hn
[
unp(un)µG1(n)+ (1+ ε)unp
(
(1+ ε)un
)
µG2(n)
+ cq(c)µG3 + dq(d)µG4
]
= 1.
On the other hand〈
x∗n, xn
〉= 1
hn
[
unp(un)µG1(n)+ (1+ ε)unp
(
(1+ ε)un
)
µG2(n)
+ cq(c)µG3 + dq(d)µG4
]
= 1.
Hence ‖x∗n‖N = 1 and〈
y∗n, xn
〉= 1
hn
[
unp
(
(1+ ε)un
)
µG1(n)
+ (1+ ε)unp(un)µG2(n)+ dtµG3 + ctµG4
]
 1
hn
(
1− 1
n
)[
unp(un)µG1(n)+ (1+ ε)unp
(
(1+ ε)un
)
µG2(n)
+ cq(c)µG3 + dq(d)µG4
]
=
(
1− 1
n
)
.
Similarly, we have that 〈y∗n, yn〉 = 1 and 〈x∗n, yn〉 (1− 1/n). But, for all n,
‖xn − yn‖(M)  1
hn
[
εunp(un)µG1(n)+ εunp
(
(1+ ε)un
)
µG2(n)
]
 ε
K(1+ ε)
[
unp(un)µG1(n)+ (1+ ε)unp
(
(1+ ε)un
)
µG2(n)
]
 ε
2K(1+ ε)
and ∥∥y∗n − x∗n∥∥N  1hn
[
(d − c)tµG3 + (d − c)tµG4
]
 1
K
[
(d − c)tµG3 + (d − c)tµG4
]
,
a contradiction with the hypothesis that L(M) is UNC.
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and for some ε > 0, there exist vn ↗∞ such that q(v1) u0 > 0 and
q(vn) >
(
1− 1
n
)
q
(
(1+ ε)vn
)
.
Take disjoint measurable subsets G1,G2,G3(n),G4(n) such that µG1 = µG2 > 0,
µG3(n)= µG4(n) > 0, and[
M(a)+M(b)]µG1  12 ,[
M
(
q(vn)
)+M(q((1+ ε)vn))]µG3(n)= 1− [M(a)+M(b)]µG1.
Define
xn = a|G1 + b|G2 + q(vn)|G3(n) + q
(
(1+ ε)vn
)∣∣
G4(n)
,
yn = b|G1 + a|G2 + q
(
(1+ ε)vn
)∣∣
G3(n)
+ q(vn)|G4(n).
Then ρM(xn)= 1 and ρM(yn)= 1. Denote
hn = asµG1 + bsµG2 + vnq(vn)µG3(n)+ (1+ ε)vnq
(
(1+ ε)vn
)
µG4(n)
 ρM(2xn)K.
Define
x˜∗n = s|G1 + s|G2 + vn|G3(n) + (1+ ε)vn|G4(n),
x∗n =
1
hn
[
s|G1 + s|G2 + vn|G3(n) + (1+ ε)vn|G4(n)
]
,
y∗n =
1
hn
[
s|G1 + s|G2 + (1+ ε)vn|G3(n) + vn|G4(n)
]
.
Then,
∥∥x∗n∥∥N = 1hn
∥∥x˜∗n∥∥N  1hn
(
1+ ρN
(
x˜∗n
))
= 1
hn
[
M(a)µG1 +M(b)µG2 +M
(
q(vn)
)
µG3(n)+M
(
q
(
(1+ ε)vn
))
µG4(n)
+N(p(a))µG1 +N(p(b))µG2 +N(vn)µG3(n)+N((1+ ε)vn)µG4(n)]
= 1
hn
[
asµG1 + bsµG2 + vnq(vn)µG3(n)+ (1+ ε)vnq
(
(1+ ε)vn
)
µG4(n)
]
= 1.
On the other hand〈
x∗n, xn
〉= 1
hn
[
asµG1 + bsµG2 + vnq(vn)µG3(n)
+ (1+ ε)vnq
(
(1+ ε)vn
)
µG4(n)
]
= 1.
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y∗n, xn
〉= 1
hn
[
asµG1 + bsµG2 + (1+ ε)vnq(vn)µG3(n)
+ vnq
(
(1+ ε)vn
)
µG4(n)
]
 1
hn
(
1− 1
n
)[
asµG1 + bsµG2 + vnq(vn)µG3(n)
+ (1+ ε)vnq
(
(1+ ε)vn
)
µG4(n)
]
=
(
1− 1
n
)
.
Similarly, we have that ‖y∗n‖N = 1, 〈y∗n, yn〉 = 1 and 〈x∗n, yn〉 (1− 1/n). But, for all n,
‖xn − yn‖(M)  1
hn
[
(b− a)sµG1 + (b− a)sµG2
]
 b− a
K
2sµG1,
and ∥∥y∗n − x∗n∥∥N  1hn
[
εvnq(vn)µG3(n)+ εvnq
(
(1+ ε)vn
)
µG4(n)
]
 ε
K(1+ ε)
(
1− 1
n
)[
vnq(vn)µG3(n)+ (1+ ε)vnq
(
(1+ ε)vn
)
µG4(n)
]
 ε
K(1+ ε)
(
1− 1
n
)[
M
(
q(vn)
)+M(q((1+ ε)vn))µG3(n)]
 ε
4K(1+ ε) ,
a contradiction with the hypothesis that L(M) is UNC. ✷
Theorem 3. For an Orlicz function space X, either X is L(M) or X is LM , X is UNC if and
only if (1) M ∈∆2 and N ∈∆2; (2) either M ∈ SC and M ∈UC or N ∈ SC and N ∈ UC.
Proof. By [3], X is UNC if and only if X∗ is UNC and UNC implies that L(M) and LN
are the dual spaces of each other. So it is enough to give the proof for L(M).
Necessity. Since UNC implies the spaces L(M) and LN are reflexive, we see that (1) is
necessary. By Lemma 4, (2) is necessary.
Sufficiency. When M ∈∆2 and M ∈ SC ∩ UC, by [1], L(M) is UR, so by [3], L(M) is
UNC. When N ∈∆2 and N ∈ SC∩UC, by [1], L(M) is US, so by [3], L(M) is UNC. ✷
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