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La théorie des copules est une théorie relativement nouvelle dans le monde des proba-
bilités et statistique. Le concept de copule a été introduit à la fin des années 1950, en 
1959 précisément, par un mathématicien américain du nom de Abe Sklar, professeur 
de mathématiques appliquées à l'Institut de technologies de l'Illinois. Il a toutefois 
fallu attendre plusieurs années pour que cette idée soit utilisé de façon beaucoup plus 
régulière en statistique. En effet, c'est dans les années 1970 que certains mathéma-
ticiens comme Kimeldorf, Sampson et Deheuvels ont décidé de faire utilisation des 
copules dans leurs travaux de recherche. 
L'étude systématique des copules ,et le développement d'une théorie s'y intéressant 
débutent au milieu des années 1980 avec Christian Genest et son équipe de chercheur. 
Fait intéressant, Christian Genest est un mathématicien québécois qui est à la fois 
professeur à l'université McGill à Montréal. À la fin des années 1990, de nombreux 
livres paraissent sur le sujet et la théorie prend de l'ampleur, notamment grâce au 
nombre grandissant de gens qui s'y intéressent. Ce soudain intérêt pour cette théorie 
réside dans le fait de la découverte de son utilisation dans certains secteurs appliqués, 
particulièrement dans le domaine des finances ainsi que pour la modélisation spatiale. 
C'est cette dernière application qui nous intéressera pour ce document. 
Chapitre 1 
Théorie des copules 
1.1 Sur les lois multivariées en général 
1.1.1 Fonctions de répartitions univariées 
La fonction de répartition d 'un variable aléatoire réelle X est définie par 
F(x) = JlD(X :s; x). 
Si X prend ses valeurs dans un ensemble dénombrable X, alors on définit sa fonction 
de masse par f( x) = JlD(X = x) pour tout xE X. Dans ce cas, on a la relation 
F(x) = L f(s). 
sEX:sSx 
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Dans le cas d'une variable aléatoire définie sur un ensemble non-dénombrable X , alors 
il existe une densité de probabilité f telle que 
F(x ) = l~ f(s) ds. 
Si la loi de X est F, on dit alors qu'elle est continue. Sa densité se retrouve à partir 
de sa fonction de répartition F en faisant 
d f(x) = dx F(x). 
Inversement, une fonction réelle F est la fonction de répartition d'une variable aléa-
toire si et seulement si elle satisfait les deux conditions suivantes : 
(i) lim F(x ) = 0 et lim F(x) = 1 ; 
x-t-oo x-too 
(ii) F est non-décroissante et continue à droite, c'est-à-dire que 
lim F(x ) = F(xo). 
x.l-xo 
La fonction de survie d 'une variable aléatoire X est simplement 
F(x) = lP(X > x ) = 1 - F(x). 
1.1.2 Fonctions de répartitions bivariées 
Soit (X, Y), un couple de variables aléatoires; on dit également que (X, Y) est un 
vecteur aléatoire à deux dimensions. La fonction de répartition associée à ce couple 
est définie pour tout (x , y) E JR2 par 
H(x, y) = lP(X :::; x, Y :::; y). 
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On retrouve les comportements marginaux de X et de Y via les relations 
F(x) = lim H(x , y) et G(y) = lim H(x, y). 
y--+oo x--+oo 
Si X et Y sont continues, alors outre le fait qu 'elles possèdent des densités marginales 
f(x) = dF(x)/dx et g(y) = dG(y)/dy, la paire (X, Y) possède une densité conjointe 
h telle que 
82 
h(x , y) = 8x 8y H(x , y). 
À l'inverse, les conditions nécessaires et suffisantes pour que H : IR2 -+ [0,1] soit une 
fonct ion de répartition bivariée sont : 
(i) H est continue à droite; 
(ii) lim H(x, y) = 0 et lim H(x, y) = 0; 
x--+ - oo y--+-oo 
(iii) Pour tout Xl ~ X2 et YI ~ Y2, on a 
1.1.3 Vecteurs aléatoires d-dimensionnels 
Les notions de fonction de répartition et de densité se généralisent aisément au cas à 
d > 2 variables aléatoires. Ainsi, pour un vecteur aléatoire X = (XI, . .. , X d) à valeurs 
dans IRd , sa fonction de répartition est définie pour tout x = (Xl, .. . ,Xd) E IRd par 
Le comportement marginal de X j se retrouve à partir de Hx , à savoir que 
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Les marges de X sont donc FI ,"" Fd et peuvent s'extraire de Hx. Si ces marges sont 
continues, alors Hx possède une densité conjointe donnée par 
ad 
h(x) = aXI . .. aXd H(x). 
1.2 Théorème de Sklar et copules 
1.2.1 Définition d'une copule 
La notion de copule a été motivée par les travaux de [2] et introduite formellement 
par [11] . Les copules sont aussi appelées fonctions de dépendance par [1]. Le résultat 
suivant, qui est justement dû à [11], constitue le fondement de la théorie des copules. 
Théorème 1.1. Soit H J une fonction de répartition bivariée dont les marges F et C 
sont continues. Alors il existe une unique fonction C : [0, 1]2 ~ [0,1] appelée copule 
telle que pour tout (x, y) E IR2 J 
H(x, y) = C {F(x), C(y)}. (1.1 ) 
Ce résultat est très important puisqu'il est possible de séparer, pour chaque loi biva-
riée, l'effet des marges, représenté par F et C, et l'effet de la dépendance, représenté 
par C. Ainsi, d'un coté nous avons les marges F et C, c'est-à-dire les lois unidimen-
sionnelles, et de l'autre, la copule qui permet de relier ces marges. À l'inverse, une 
fonction C : [0, 1]2 ~ [0,1] sera une copule si elle satisfait les conditions suivantes: 
(i) Pour tout u E [0,1], C(u, 0) = C(O, u) = a et C(u, 1) = C(I, u) = u; 
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On peut montrer que toute copule C est uniformément continue sur [0,1]2. En effet, 
il est possible d 'établir que pour tout (u, v), (u', v') E [0, IJ2 , 
IC(u, v) - C(u',v')1 ~ lu' - ul + Iv' - vi· 
Ce résultat , et bien d 'autres, se retrouve dans l'excellente monographie de [9J. À noter 
enfin que si la loi du couple (X, Y) est continue, alors on sait qu'elle possède une 
densité conjointe h et des densités marginales f et g. À partir de l'Équation (1.1), 
cette densité conjointe peut s'écrire 
h(x, y) = c {F(x), G(y)} f( x) g(y), 
où c est la densité de la copule C, c'est-à-dire 
[)2 
c(u, v) = [)u[)v C(u, v). 
1.2.2 Extraction de la copule d'une loi bivariée 
Soit une loi bivariée H de marges continues F et G. On a vu que le Théorème de [11] 
assure qu 'il existe une unique copule C telle que H(x, y) = C{F(x), G(y)}. Ainsi, à 
partir d 'une fonction de répartition conjointe H , on peut extraire son unique copule 
C. En effet, en posant simplement u = F(x) et v = G(y), l'Équation (1.1) devient 
C(u, v) = H {F- 1(u), G-1(v)} . (1.2) 
Deux exemples pour illustrer ce procédé sont décrits dans la suite. 
Exemple 1.1. Soit la loi H : [0,1]2 -+ [0, IJ telle que 
H(x ,y) = J xy . 
x + y - xy 
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Les marges de H sont alors P(x) = H(x, 1) = ..fi et G(y) = H(1 , y) = JY. De là, 
P-1 (u) = u2 et G- 1(v) = v2 . On montre alors que la copule de H est 
C(u , v) = (u- 2 + v-2 - 1f1/2. 
En effet, une application de l'Équation (1.2) amène 
2 2 
U V ( -2 -2 ) -1/2 2 2 22= U +v -1 . 
u+v-uv 
Exemple 1.2. Soit la fon ction de répartition logistique bivariée de [5j, à savoir H : 
JR2 -+ [0,1] définie par 
1 
H(x,y) = 1 + e-X + e-Y 
Les lois marginales de cette distribution sont 
. 1 P(x) = hm H(x,y) =--
y-too 1 + e-X 
1 
et G(y) = lim H(x, y) = _ 
x-too 1 + e y 
De là, on obtient que les fon ctions inverses sont 
p-1 ( u) = - ln (~ - 1) et G-1 ( v) = - ln (t -1) . 
La copule logistique associée à H est donc de la form e 
uv C(u,v) = . 
u+v-1 
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La fonction de survie d'un couple (X, Y) est définie par H(x, y) = lP'(X > x, Y > y). 
On montre facilement que dans le cas continu, 
H(x, y) = 1 - F(x) - G(y) + H(x, y). 
On retrouve alors les fonctions de survie marginales de X et de Y en faisant 
F(x) = lP' (X > x) = lim H(x, y) et G(y) = lP'(Y > y) = lim H(x, y). 
y~-oo x~-oo 
Puisque F( x) = 1- F( x) et G (y) = 1- G (y), la fonction de survie conjointe de (X, Y) 
peut s'exprimer par 
H(x ,y) = F(x) + G(y) -1 + C {1- F(x), 1 - G(y)} 
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Ainsi, en posant ê(u, v) = u + v - 1 + C(l - u, 1 - v), on écrit de façon équivalente 
[[(x , y) = ê {F(x) , G(y)} . 
La fonction ê s'appelle la copule de survie de (X, Y). Il s'agit d'un analogue au 
Théorème de Sklar (1959) pour H. On peut définir, dans la même veine, les copules 
de semi-survie. À cette fin, soit 
H(x, y) = P(X > x, Y :::; y) = G(y) - H( x, y). 
On déduit alors que pour la copule de semi-survie C(u, v) = v - C(l - u, v), 
H(x, y) = C {F(x), G(y)} . 
Par une démarche semblable, on peut identifier également une seconde copule de 
semi-survie, à savoir C(u, v) = u - C(u, 1 - v). 
1.2.4 Extension multidimensionnelle 
Le théorème de Sklar se généralise aux vecteurs aléatoires d dimensionnels. En effet, 
soit X = (Xl, .. . ,Xd) dont la loi conjointe H : IR.d -+ [0,1] possède des marges conti-
nues FI, ... ,Fd' Alors la version d-dimensionnelles du Théorème de [11] stipule qu'il 
existe une unique fonction C : [0, l]d -+ [0,1] telle que pour tout x = (Xl, ... , Xd) E IR.d, 
(1.3) 
Réciproquement , la copule de H s'obtient en posant, dans l'Équation (1.3), 
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On extrait alors la copule de H par 
1.3 Mesures de concordance 
La fonction de concordance entre deux cou pIes indépendants (Xl , Yi) et (X 2, 1'2) est 
Il s'agit de la différence entre les probabilités de concordance et de discordance entre 
ces deux couples. Dans le cas particulier où les lois Hl et H 2 respectives à (Xl' YI) et 
(X2 , Y2 ) ont les mêmes marges , alors on peut montrer que 
Les mesures d 'association de Kendall et de Spearman sont des cas particuliers de 
mesures de concordance. En effet, en prenant (Xl, Yi) et (X2 , Y2 ) indépendants et 
provenant de la même loi H de copule C , alors le tau de Kendall est défini par 
7(C) = Q(C, C) = 411 11 C(u, v) dC(u, v) - 1. 
La mesure de dépendance de Spearman émerge en supposant que la copule de (Xl, YI) 
est C, alors que celle de (X2 , Y2 ) est l'indépendance, à savoir C2 (u, v) = II(u, v) = uv. 
Par la définition de Q ci-dessus, le rho de Spearman peut donc s'écrire 
Ps(C) = 3Q(C,II) . 121111 uvdC(u,v) - 3. 
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1.4 Dépendance codale 
Les indices de dépendance de queue sont des mesures de la dépendance asymptotique; 
celles-ci s'avèrent très utiles, notamment dans le contexte des valeurs extrêmes biva-
riées. Pour les définir, soit le couple (X, Y) de fonctions de répartition marginales F 
et G. L'indice de dépendance de queue inférieur de (X, Y) est défini par 
Cet indice mesure la propension qu'ont les variables X et Y à prendre simultanément 
des valeurs très petites. À l 'inverse, la propension qu'ont les variables X et Y à prendre 
simultanément des valeurs très grandes se mesure à l'aide de l'indice de dépendance 
de queue supérieur, à savoir 
Bien que ces définitions de ÀL et de Àu ne le laissent pas nécessairement transparaître 
au premier coup d'oeil, ce sont des notions exclusivement basées sur les copules des 
couples aléatoires. En effet, si C est la copule de (X, Y), alors on montre, directement 
à partir des définitions de ÀL et de Àu , que 
À
L 
= lim C(q , q) et Àu=lim 1-2q+C(q,q). 
qtl 1 - q q..j..O q 
Exemple 1.3. Soit la copule C(u, v) = (u- 2 + v - 2 - 1f1/2. Par un calcul direct, 
. (2q - 2 _1)-1 /2 
À L = hm -'---=----------'---
q..j..O q 
lim (_2 -=-q-_2--=-_1 ) - 1/2 
q..j..O q-2 
lim (2 - q2r1/ 2 
q..j..O 
1/V2 
~ 0, 707. 
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D'autre part, en utilisant la règle de l'Hôpital, 
. 1- 2q + (2q-2 _1)-1 /2 
hm ------'------
qt1 1 - q 
. -2 - (1/2) (2 q-2 - 1) -3/2 (-4q-3) 
hm ---'--''----'---'----=-------'------'--=--....:... 
qt1 -1 
2lim [1 - {q2 (2 q-2 _ 1) } -3/2] 
qt1 




Cette copule possède donc de la dépendance inférieure de queue significative, mais pas 
de dépendance de queue supérieure. 
Chapitre 2 
Modèles de copules à d 
dimensions 
2.1 Trois copules particulières 
2.1.1 Copule d 'indépendance 
2 et d > 2 
Les variables aléatoires Xl, " " X d de marges respectives FI ,"" Fd sont indépen-
dantes si et seulement si 
Une application directe de la formule (1.3) relative au Théorème de Sklar d-dimensionnel 
implique alors que 
où rr (UI , '" ,Ud) = UI x ... X Ud est la copule d 'indépendance. 
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2.1.2 Bornes de Fréchet- Hoeffding 
On peut montrer que toute fonction de répartition d-dimensionnelle H de marges 
FI, ... , Fd est telle que pour tout x = (Xl, ... , Xd) E ]Rd, 
Soient maintenant les fonctions W : [0, 1]d ----+ [0,1] et M : [0 , 1]d ----+ [0,1] définies par 
La fonction West la borne inférieure de Fréchet- Hoeffding, alors que M s'appelle la 
borne supérieure de Fréchet- Hoeffding. Maintenant, l'équation (2.1) peut s'écrire 
Ainsi, en posant UI = FI (xd, ... ,Ud = Fd(xd) , on peut affirmer que toute copule C 
est telle que pour tout (UI , .. . ,Ud) E [O,1]d, 
À noter que M est une copule, alors que W ne l'est pas. 
2.2 Copules Archimédiennes 
Dans cette section, nous allons introduire une classe importante de copules, à savoir 
la famille des copules Archimédiennes. Celles-ci sont très utilisées en pratique. 
Définition 2.1. Soit une fonction cP : [0 , 1] ----+ [0,00] décroissante et convexe telle que 
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</>(1) = O. Alors la copule Archimédienne de générateur </> est définie par 
C,p(u,v) = </>-1 {</>(u) + </>(v)}. 
Sachant qu'une certaine copule C appartient à la famille Archimédienne, il est possible 
de déduire sont générateur. Il s'agit de remarquer que 
</>'(U) &C(u, v)/&u 
</>'(v) &C(u, v)/&v . 
Par exemple, pour la copule d'indépendance C(u, v) = uv, alors il faudra résoudre 
</>' (u) V 
</>' (v) u 
De là, pour certaines constantes Kl,K2' on déduit que </>'(u) = KrJu, et ainsi </>(u) = 
KI ln u + K2. La condition </>(1) = 0 pousse K2 = 0, alors que la décroissance de </> 
permet de déduire que KI < o. Par conséquent, la fonction </>( u) ex -ln u génère la 
copule d'indépendance. 
Plus généralement, une copule C à d dimensions est Archimédienne si elle peut 
s'écrire sous la forme C,p(Ul' ... ,Ud) = </>- l{</>(Ul) + ... + </>(Ud)} en terme d'un géné-
rateur </> : [0,1] -t [0,(0) tel que </>(1) = 0 et pour tout j E {1, ... ,d}, 
Cette dernière condition implique que </> est complètement monotone. À noter qu'à 
l'instar du cas bivarié, la copule d'indépendance d-dimensionnelle est générée par 
</>(U) = -ln u. 
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De façon générale, la densité d'une copule, si elle existe, est définie par 
Dans le cas d'une copule Archimédienne de générateur cP, on a pour 'II = cP- I que 
Exemple 2.1. La fonction cP(t) = r{) - 1, () > -1, permet de générer la copule de 
Clay ton dont l'expression dans le cas d = 2 est 
( ) ( 
_() _() ) -l / {) C{) u , V = U + v - 1 . 
On peut montrer que sa densité est 
( ) ( ) -{)-l ( -() + -() 1) -(1+2{))1{) c{) u, V = uv U v - . 
L 'extension d-dimensionnelle nécessite de supposer que () > -l/(d - 1), dans lequel 
cas la copule s'écrit 
( ) ( 
_() _() ) - l / {) C{) UI,· . . ,Ud = u l + .. . + ud - d + 1 . 
Exemple 2.2. La définition de la copule de Frank bivariée est donnée pour () E lR par 
La densité de cette copule est 
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2.3 Copules à valeurs extrêmes 
Soit X l,"" X n , où X i = (XiI, "" X id ) , un échantillon de vecteurs aléatoires d-
dimensionnels indépendants et identiquement distribuées de fonction de répartition 
F, de lois marginales FI, ... , Fn et de copule C. De là, on définit Mn comme le 
vecteur aléatoire dont les composantes sont les maxima observés pour chacune des 
d-composantes, c'est-à-dire que 
où Mn)' = max Xi)" 
, l::;i::;n 
Alors on dit que la loi F est à valeurs extrêmes d-dimensionnelle s'il existe des suites 
réelles an,j E IR et bn,j E IR+ telles que 
On peut montrer que la copule C* de F satisfait, pour tout n E N, 
(2.2) 
En fait, on peut définir la famille des copules à valeurs extrêmes comme l'ensemble 
des copules qui satisfont l'Équation (2.2). À partir de cette définition, on peut déduire 
qu'une copule à valeurs extrêmes s'écrit toujours sous la forme 
{ ( log(u) )} CA(u, v) = exp log(uv) A log (uv) , 
où A : [0,1] -+ [0,1/2] s'appelle la fon ction de dépendance extrême; elle satisfait 
A(O) = A(l) = 0 et max(t , 1 - t) ~ A(t) ~ 1. Dans le cas général d-dimensionnel, on 
a pour IT (u) = UI'" Ud que 
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2.4 Copules Archimax 
La classe de copules Archimax construite à partir d'une fonction décroissante convexe 
continue q; : [O,lJ -+ [0,00], q;(1) = a, appelé générateur et une fonction convexe 
A : [O,lJ -+ [0,1], max(t, 1 - t) :S A(t) :S 1 pour tout t E [0,1], appelée fonction de 
dépendance. Ensuite, la copule Archimax est une copules à la fois valeur extrême et 
Archimédienne. Soit q;, un générateur, et A, une fonction de dépendance. Une copule 
Archimax est définie par 
-1 [ { q;(u) }] C,p,A(U, v) = q; {q;(u) + q;(v )} A q;(u) + q;(v) . 
En posant A(t) = l , on retrouve la copule Archimédienne 
C,p,l(U,V) = q;-1 {q;(u) + q;(v)}. 
Si on pose q;(t) = -ln t, et donc q;-l(S) = e- s , on obtient la forme générale des copules 
à valeurs extrêmes, car alors 
À noter également que si A(t) = max(t, 1 - t), on obtient 
C,p,AM (u, v) -1 [ . { q;(u) q;(v) }] q; { q;(u) + q;(v)} mm q;(u) + q;(v) , q;(u) + q;(v) 
q;-1 [min {q;(u) , q;(v )}J 
min(u, v) 
M(u, v). 
Ceci est vrai peu importe le générateur q;. 
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2.5 Copules elliptiques 
2.5.1 Copule Normale 
La copule Normale de paramètre p E [-1,1] s'exprime par 
N j<p-1(U) j <p - 1(V) 1 { _(S2 + pst + t 2 ) } 
C (u, v) = -00 -00 2n(1 _ p2)1 /2 exp 2(1 _ p) ds dt, 
où <P est la fonction de répartition de la loi N(O, 1) . La copule Normale de dimension 
d de paramêtre ~ E ]Rd x d , où ~ est une matrice de corrélations, est donnée par 
où <PE est la fonction de répartition de la loi Normale d-dimensionnelle de moyennes 
nulles et de variance-covariance ~ . 
2.5.2 Copule de Student 
La copule de Student bivariée est définie par 
où R est une matrice de corrélation, l/ représente le degré de liberté, tv est la fonc-
tion de répartition de la loi de Student unidimensionnelle et tR,v est la fonction de 
répartition de la loi de Student d-variée. 
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2.5.3 Généralisation des copules Normale et Student 
Un vecteur aléatoire X = (Xl , . .. ,Xd ) suit une distribution elliptique de moyenne p, E 
}Rd et de matrice de variance-covariance ~ s' il admet la représentation X = p, + RAU, 
où A E }Rdxd satisfait AAT = ~, R est une variable aléatoire positive indépendante 
du vecteur U = Ul , ... , Ud distribué uniformément sur la sphère dans }Rd de rayon 
unitaire . La copule elliptique associée correspond à la loi conjointe de 
2.6 Copules asymétriques de Khoudradji 
2.6.1 Cas bidimensionnel 
Une nouvelle classe de copules bivariées a été étudiée par [6] . Pour la décrire, soient 
d'abord deux copules Cl et C2. Ensuite, pour (h, 02 E [0,1], on pose 
En particulier, si Cl (u, v) = uv est la copule d 'indépendance, alors on a 
En général, la copule C81 .82 est asymétrique lorsque 01 -=1= 02. Pour le cas à d dimensions , 
soient Cl et C2 deux copules à d-dimensions. Ensuite, on pose 
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2.6.2 Cas tridimensionnel 
Tel que défini précédemment , la copule de [6] pour d = 3 peut s'écrire 
où D est une copule prédéfinie. La densité C01,02,03 (u, v, w) de cette copule peut être 
calculée en introduisant les notations 
8D( 1-01 1-02 1-(3 ) 
D - D (l) (1 -01 1-02 1-(3 ) _ u ,v ,w 100 - u U , v , w - 8u . 
8D ( 1-01 1-02 1-(3 ) 
D - D (l) ( 1-01 1-02 1-(3 ) _ u ,v ,w 010 - v u , v , w - 8v . 
8D ( 1-01 1-02 1-(3 ) 
D - D (l) (1 -01 1-02 1-(3 ) _ u ,v ,w 001 - wu, v , w - 8w . 
82 D( 1-01 1-02 1-(3 ) 
D - D (2) (1 -01 1-02 1-(3 ) _ u, v , W 101 - u wu, v , w - ~ ~ 
, u Uu w 
82 D ( 1-01 1-02 1-(3) 
D - D (2) (1 -01 1-02 1-(3 ) _ u, v ,w 011 - v w u , v , w - ~ ~ 
, u Vu W 
83 D ( 1-01 1-02 1-(3) 
D - D (3) (1 -01 1-02 1-(3 ) _ u, v ,w 111 - uv w u , v , w - ~ ~ ~ . 
, , uUuVu w 
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Cette densité s'exprime comme suit: 
2.7 Copules de Farlie- Gumbel-Morgenstern 
Une famille paramétrique de copules bivariées très populaire est définie pour e E 
[-1,1] par 
CFGM(U, v) = uv + euv(1 - u)(1 - v). 
La densité associée est 
CFGM(U, v) = 1 + B(2u - 1)(2v - 1). 
Cette copule ne permet toutefois pas de modéliser de fortes dépendances. Une exten-
sion possible à d dimensions est 
d d 
CO(Ul,"" Ud) = II Ui + e II ui(1 - Ui). 
i=l i=l 
Chapitre 3 
Estimation des paramètres d 'une 
copule 
3.1 Rappel sur l'estimation par maximum de vrai-
semblance 
Soient Xl, ... ,Xn i.i.d. de densité j(xle), où e E 8. La fonction de vraisemblance est 
n 
L(e) = II j(Xi le). 
j=l 
L'estimateur du maximum de vraisemblance de e est alors 
ê = arg max L(e). 
BEe 
Si j(xle) est régulière, alors il s'agit de résoudre L'(e) = O. 
Il est souvent très difficile de maximiser directement L(elx). Il généralement beau-
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coup plus facile à maximiser la fonction log-vraisemblance InL(Blx) = .e(Blx). Car 
la fonct ion ln(·) est strictement croissante sur ]0,00]. Par conséquent, nous pouvons 
également définir BEMV comme la valeur de B qui résout 
.aln L(êEMV ; x) 
aB = o. 
Lorsque B est de l'ordre (k x 1) les équations non-linéaires permettant de trouver la 
l'EMY sont 




aln( L(êEMViX) ) 
arh 
Exemple 3.1. Considérons f(x; B) la densité de la loi exponentielle de paramètre 
À > 0 définie par 
{
Àe->.x x> 0 f(x; B) = , - , 
o , x < O. 
Calculons l'EVM de À. Ainsi le log-vraisemblance est donnée par: 
sa dérivée par rapport à À est 
_, n 1 n 
L (À) = - - + - '" X · À À2 L ~. 
i= l 
La solution est ÀEVM = X. 
Ex emple 3.2. La densité Pareto est donnée par 
j3a(3 
f a,(3 (x) = X (3+1 1 (x 2:: a). 
La fonction de vraisemblance est alors 
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OÙ X(l) = min (Xl, .. . ,Xn). En fixant a, on trouve 73Mv = X(1). 
Exemple 3.3. Si Xl ,"" X n sont des variables alétoires i.i.d. de la loi normale 
N(p" ( 2 ), alors la vraisemblance est donnée par 
Dans ce cas, on trouve 
I!(p"a) = -nloga- ~ log(27r) - 2~2 t(Xi - p,? 
De là, 
al! 1 n 
- = - ~(Xi - p,) op, a2 L 
i= l 
On obtient alors facilement 
~ _ 1 n 




al! -n -3 ~ 2 
et ~ = - + a L (Xi - p,) . 
va a 
i=l 
~2 1 ~( -)2 et a = - L Xi - X . 
n 
i=l 
3.2 La pseudo-vraisemblance complète pour les co-
pules 
Considèrons une variable aléatoire X définie sur un espace probabiliste (D, T, P) ainsi 
qu'un vecteur de réalisations Xl, ... ) X n indépendantes. La fonction de vraisemblance 
non paramétrique consiste plutôt à estimer F et G par 
1 n 
et Gn(y) = n+ 1 L1 (Yi::; y) . 
i=l 
Ces estimateurs de F et de G sont complètement non-paramétriques et ponctuelle-
ment convergent au sens où pour tout X E ~) Fn(x) converge en probabilité vers 
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F(x), et pour tout y E IR, Gn(y) converge en probabilité vers G(y). Le résultat de 
Glivenko- Cantelli va toutefois plus loin en établissant la convergence uniforme de ces 
estimateurs. Spécifiquement, on a pour n ----+ 00 que 
sup IFn(x) - F(x)1 ----+ 0 et sup IGn(y) - G(y)1 ----+ o. 
xER yER 
La fonction de log- vraisemblance devient 
n 
L(e) = L fo {Fn(Xi ), Gn(1'i )}. 
i=l 
Puisque 
on peut écrire 
L(e) = ~ f (~ ~) . ~ 0 n+l'n+l 
t= l 
Nous avons divisé par (n + 1) plutôt que par n pour éviter des problèmes numériques 
en fo(l, v) et fo(u, 1). Supposons que les distributions marginales Fi, i = 1, ... , n et 
la copule C sont differentiables , alors la densité jointe notée f de la variable aléatoire 
X = (Xl, X 2 ) prend la forme suivante 
où, pour 1 ~ k ~ 2, fk est la densité de probabilité de X k et c est la densité de la 
copule C définie par 
â 
c(u, v) = âuâv C(u , v). 
Dans le cas multivarié, considérons les fonctions marginales FI, ... ,Fd et la copule C. 
Dans ce cas , la densité conjointe f est donnée par 
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Ainsi, la densité de la copule est 
OU10U2, . .. ,OUd 
odF {Fl-l(Ul)' ... ' Fil(Ud)} 1 
----~--~----~~--~ x ~--~------------~--~ 
OU10U2, ... ,OUd [h(Fl-l(Ul))' ... ' h(Fd-l(Ud))] . 
Dans le cas où la densité de la copule existe, on peut utiliser les estimateurs à vrai-
semblance maximal. Pour simplifier, on suppose qu'on utilise une copule Co ayant une 
densité Co et que les lois des marginales possèdent des densités . On note ()l et ()2 les 




+ Llog(F(xi'()l)) + Llog(G(Yi,()d). 
i=l i=l 
Bien souvent, il n'existe pas d'expressions explicites des estimateurs maximisant la 
log-vraisemblance ln L. On réalise donc une maximisation numérique. 
Exemple 3.4 (Copule de Clay ton) . Considérons que la copule bivariée de Clay ton 
exprimée par 
- 1 
Co(u ,v) = (u- O +v-o -1)8 
pour () > O. Selon [3], sa densité est donnée 
- 1_2 
Co = (u, v) = (() + l)(UV) - O- l {u-O + v- o -l} 0 , 
aznsz, 
Ro(u ,v) = -(() + 1) ln(uv) - (~ + 2) ln (u- O + v- o -1). 
La fonction de log-vraisemblance est alors 
n ( R- S ) ( 1 ) n {( R ) -0 ( S.) -0 } Lo = -(()+1) "'ln _2_. _2_ - - + 2 LIn __ + _2_ -1. ~ n+1 n+1 () n+1 n+1 i=l i= l 
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Exemple 3.5 (Copules Archimédiennes) . L 'expression de la vraisemblance pour co-
pule A rchimédienne de générateur CPo est donnée par : 
d 
L(e,u) = log(co(u)) = log {(-1)dcp~(tO(u)) } + Llog(_cp;l(Uj))(Uij) 
j=l 
pour tout Ui E [0,1]. Les formules pour les dérivés de générateur pour les familles 




d-l -0 ""d 
. f e L..Jj=l Uj 
co(u) = 1 -0 DL(d-l) { ho(u) } f ' 
- e ho(u) 
d 
h~(u) = {1- e-O} (l-d) II 1 - exp (-eUj). 
j=l 
Nous dérivons des formules explicites pour les dérivés des générateurs pour toutes ces 
familles Archimèdienne donnés pour dE No. 
3.3 Les vraisemblances composites et par paires 
La vraisemblance par paires (Lpaire) associée à un vecteur aléatoire de dimension Y 
est construit par 
m-l m 
Lpaire(Y, e) = II II f (Yi, Yj; etij . 
i=l j=i+l 
Par suite la fonction de log-vraisemblance basée sur la vraisemblance composée par 
paires est 
m-l m 
I!paire(Y; e) = log [Lpaire(Y, e)] = L L Wij log f (Yi, Yj : e) . 
i=l j=i+l 
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Dans les extensions construit à partir de grands ensembles d'observations 
m-l m 




fpaire(Y, e) = L L log f (Yi, Yj : e) . 
i=l j=i+l 
Si les paramètres liés à la dépendance sont également intéressants il est nécessaire de 
modéliser les blocs d'observations par paires. Selon [12], si la vraie valeur du paramètre 
eo appartient à l'intérieur de l'espace des paramètres compacte, l'estimation pondérée 
de vraisemblance maximale par paires de e notée par e sera la solution. La fonction 
composée de Score, Spaire(Y, e) est obtenue comme étant la dérivée premiére de fpaire 
par rapport à e, à savoir 
La fonction globale composite log-vraisemblance est donc 
n n 
i=l i=l 
Dans leur papier, [7] estiment la fonction score associée par paires 
Spaires(e) 
n m [} L L Wij [}e log fj(Yi, e) 
i=l i=l 
n 
L Spaires (e, Yi)' 
i = l 
Dans des conditions générales selon [8] l'estimateur de maximum vraisemblance par 
paires est convergent et asymptotiques normal. La matrice de covariance donnée par 
la formule [3], dite sandwich 
Varo(e) = H(e) -l I(e)H(e) -l, 
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avec 
1 (B) = E [Spaires (B, Y) Spaire (B, YfJ 
et 
où Spaire désigne la fonction Score par paires. Comme il est nécessaire de modéliser 
les blocs d'observations, [12] définit la vraisemblance par paire par 
m-l m 
Lpaire(B; y) = II II f(Yi, Yj; B). 
i=l j =i+ l 
D'une facon générale nous distinguons la matrice de sensitivité 
H(B) = Ee {-\leS(y; B)} = J {- \leS(y; B)} f(Y; B) dy , 
et la matrice de variablilité 
J(B) = 6e {S(B; Y)} , 
avec 
S(y; B) = \l ef(B; y) et G(B) = H(B)J(Bt 1 H(B) , 
où G(B) est la matrice d'information de [4]. 
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3.4 Une nouvelle méthode de pseudo-vraisemblance 
par paires pour les copules multidimensionnelles 
3.4.1 Idée générale 
Avant d'entamer l'objectif de la simulation, nous prenons le cas d = 3. Afin de cibler 
notre objectif et de comparer les deux estimateurs suivants: 
{jE MV ~ (Ril ~2 Ri3 ) 
= argmax L..tlogce --, --, -- , 
e . n+l n+l n+l 
t=1 
et 
(fPaires ~ {l (12) (Ril R i2 ) + 1 (13) (Ril Ri3 ) argmax L..t ogc -- -- ogc -- --
e. e n+ l 'n+ l e n+l'n+l 
t=1 
+ 10 C(23) ( Ri2 ~3 ) } . 
g e n+l'n+l 
Pour calculer la densité composite dans le cas d = 3, nous devons à chaque fois 
calculer les densités par pairs h(12)(Xl, X2), h(13)(Xl, X3) et h(32) (X3, X2). Par la suite, 
nous calculons la vraisemblance composite L Composite qui sera estimée par 
n n n 
L Composite = ~ log h(12) (X· X·) + ~ log h(13) (X· X·) + ~ log h(23) (X· X · ) L..t t1 , t2 L..t t1 , t3 L..t t2, t3 ' 
i=1 i=1 i=1 
Cette derniére peut s'écrire d'une façon équivalente sous la forme des rangs 
n n n 
LComposite = L log h (12) (Ri1 , R i2 ) + L log h (13) (~1, ~3) + 2::)og h(23) (~2, ~3). 
i=1 i=1 i=1 
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3.4.2 Cas particulier des copules Khi-deux 
L'expression de la vraisemblance pour la copule khi-deux obtenue par [10] est 
n 
Lcomposite(~, a) = L ln c~,a {Fni (XiI)" .. ,Fnd(XiJ } , 
i=l 
où C~ a est la densité des copule khi-deux. L'estimateur de maximum vraisemblance 
, 
composite prend la forme suivant 
(~composite , aComposite) = arg max gcomposite (~, a) , 
I:EA,aElRd 
où A est l'ensemble des matrices de corrélation définies positives. La vraisemblance 
par paires s'exprime par: 
n 
LPaire(" ,a) = ~ ~l {D (X)D (X )} LJ  n CPij ,aj ,aj' r nj ij r nj' ij' . 
j<j'El, ... ,d i=l 
L'estimateur de vraisemblance par paire est 
Un cas particulier de la densité de copule centrée de Khi-deux multivariée correspond 
à d = 3 est donnée par 
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où 
1, P12 , PI3 
L: = 1 P12, ,P23 
P13 , P23, 1 
Dans le cas bivariée la densité de la copule centrée de Khi-deux sera donc 
x ( ) _ ~ { N (1 + UI 1 + U2 ) N (1 -UI 1 -U2 ) } c~ UI , U2 - 2 c~ 2 ' 2 + c~ 2 ' 2 ' 
avec cf:' c'est la densité normale. 
3.4.3 Cas particulier des copules de Clay ton 
Rappelons que la densité multivariée de Clay ton est 
{ d } { d } [ d j_l-d c( u) = TI (1 + (i - 1)0) TI U,'-l ~ uf - d + l ' 
Pour d = 3, cette expression devient 
Sachant que la densité de la copule de Clay ton dans le cas bi- variée est de la forme: 
- 1_2 
co(u,v) = (UV)-O-I (u- O + v-o -1) 0 . 
fo(u, v) = -(B + 1) ln(uv) - (~ + 2) ln (u- O + v- o - 1) . 
La fonction de log-vraisemblance correspondante à cette copule est: 
n (Ri Si ) ( 1 ) n {( ~ ) -0 ( Si ) -0 } LO=-(B+1)Lln -- .-- - -+2 LIn -- + -- -1, 
. n+1 n+1 B . n+1 n+1 
t=1 t=1 
Chapitre 3. Estimation des paramètres d'une copule 34 
où Ri et Si sont des rangs. Ainsi, la vraisemblance composite pour d = 3 sera 
n n n 
i = l i = l i = l 
3.4.4 Cas particulier des copules de Frank 
La copule multivariée de Frank s'exprime par 
pour tout u E [0, l] d. Lorsque d = 3, 
Cette expression peut être simplifiée comme suit: 
avec gUi = e-BUi - 1; i = 1,2, .... Cela nous permet de calculer les dérivées D n1 et 
Don de la densité de [6] selon les deux cas suivants. La densié de Frank est 
où 
A = e2 exp (- 2:~=1 eUi) 
(exp- B -1)2 {1 + m-1 (exp - OUi - 1) } (exp ï! -1 )2 
2e2 exp (- ,,3 eu ·) rr3 (exp- BUi _1)2 B - 6 t=1 t t= l 
- {n3 ( - Ou· 1) }3 (exp- B - 1)6 1 + i-1 exp , -(exp 0 _1) 2 
Chapitre 3. Estimation des paramètres d'une copule 35 
et 
c = 302 exp ( - 2::=1 OUi) rr:=1 (exp -OUi -1) 
{ n3 ( - Ou · 1)} 2 . (exp-O -1)4 1 + i-l exp t -(exp 0 _1)2 
Sachant que la copule de Frank tri- variée est donnée par 
où RI, R2 et R3 designent les rangs. Par une méthode similaire à celle qui était 
appliquée sur la copule de Frank dans les deux cas précédents, nous calculons la 
vraisemblance de cette copules. Sachant que la densité de la copule de Frank bi- variée 
est donnée par 
pour 0 E IR.. Par conséquent la vraisemblance composite est 
n n n 
uomposites = LlogC(12) (Ri1 ,R2) + LlogC(13) (RI, Ri3 ) + Llogc(23) (R2 , R3). 
i=1 i=1 i=1 
où Ri sont des rangs. Les tables ci-dessous nous donnent les résultats de simulation. 
3.4.5 Cas particulier des copules de Khoudraji 
Rappelons que la copule [6] proposée dans le cas d = 3 est donnée par 
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Pour la simulation de cette copule nous tenons en compte les points suivants comme 
cas particulier 
61 = 6, 
62 = 63 = 0, 
CO~ ,02,03 (U , V , W) = uOD (u1-O ,v, w) , 
Si D est la copule de Clay ton ou Frank avec 6, (J des paramètres à estimer. L'expression 
de la densité de Khoudraji se réduit à 
co1 h,03(U,V ,W) = co,o,o(u ,v ,W)6vwDol1 (u1- O,v,w) +UVWD111 (u1- O,v ,w) , 
Pour la copule de Frank, on obtient 
DOll (u , v, w , (J) 
2 1 1 
1 919v9w9u 
-e [9î + 9u9v9w]2 
(-(J)( exp- O _1)2 exp(-O)(v+w) (exp- OU -1) 
[(exp- O -1)2 + (exp- Ou -1)(exp- Ov -1)(exp- Ow -1)]2 
et 
2 1 1 1 [ 2 ]2 1 
D ( (J) - _~ 919v9w9u 91 + 9u9v9w - 29v9w9u ll1 U,V,W, - (J 4 ' [(exp- O -1)2 + (exp- Ou -1)(exp- Ov -1)(exp- Ow -1)] 
Ainsi 9 = e- ou - 1 9' = _(Je-ou 9 = e-ou - 1 9' = -(Je-ov 9w = e-ou - 1, 
, u , u , v , v 
9~ = -(Je-ow et 91 = exp-o -1. Pour la copule de Clay ton, 
et 
Conclusion 
Le but premier de ce mémoire était d'explorer une nouvelle façon d'estimer les pa-
ramètres d'une copule dans le cas de dimensions supérieures à deux. La méthode 
générale proposée se situe au carrefour entre les méthodes d 'estimation par vraisem-
blance composite et les méthodes d 'estimation pour copules basées sur des vraisem-
blances de rangs. En effet, ce travail a proposé d'estimer les paramètres d'une copule 
multidimensionnelle à partir d'une vraisemblance par paires dans laquelle le manque 
d'information sur les marges est pallié par l'usage des rangs des observations. 
Dans ce mémoire, plusieurs modèles de copules adéquats pour la modélisation de la 
dépendance entre plusieurs variables ont été recensés. Ensuite, un rappel sur les mé-
thodes d 'estimation par vraisemblance dans le cas classique, ainsi que leur adaptation 
au cas de modèles de copules, a été effectué. Enfin, la nouvelle méthode d'estima-
tion composite de rangs a été décrite. Des calculs de vraisemblances de paires ont été 
également effectués pour quelques modèles. 
Il aurait été intéressant d'effectuer une étude de simulations pour comparer la méthode 
proposée avec celle couramment employée basée sur la pseudo-vraisemblance complète. 
Une telle étude serait extrêmement pertinente, notamment dans le contexte de plus 
en plus fréquent ou un très grand nombre de variables est observé, comme c'est le 
cas dans les jeux de données massives (big data). En effet, la méthode qui utilise 
la vraiemblance complète devient lourde numériquement à mesure que le nombre de 
variables augmente, devenant même impraticable lorsqu'il y a plus de dix variables. 
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