Abstract-Motivated by the classical TV (total variation) restoration model, we propose a new nonlinear filter-the digital TV filter for denoising and enhancing digital images, or more generally, data living on graphs. The digital TV filter is a data dependent lowpass filter, capable of denoising data without blurring jumps or edges. In iterations, it solves a global total variational (or 1 ) optimization problem, which differs from most statistical filters. Applications are given in the denoising of one-dimensional (1-D) signals, two-dimensional (2-D) data with irregular structures, gray scale and color images, and nonflat image features such as chromaticity.
I. INTRODUCTION
T O DENOISE digital images or general digital data is to filter out the noise. The challenge is to preserve and enhance important features during the denoising process. For images, for example, an edge is one of the most universal and crucial features. Denoising via linear filters normally does not perform satisfactorily since both noise and edges contain high frequencies. Therefore, any practical denoising model has to be nonlinear. Such classical examples include the median filter [11] , [12] , [24] and the edge-detection-edge-adaptive filter [13] (also see Section IV).
In this paper, we propose a new type of nonlinear data-dependent denoising filter called the digital total variation (TV) filter. It is capable of denoising images without blurring or distorting edges. Its main characteristics can be summarized as:
1) it has a simple fixed filter structure and an exact formula for the filter coefficients that intrinsically encode the edge information (and thus must be data-dependent) (Section III); 2) in terms of the mathematical foundation, unlike most statistical filters, the digital TV filter is based on functional analysis and geometry (Section II); 3) in terms of applications, the digital TV filter is quite flexible in the sense that it applies to general data living on a graph, vectorial signals like color images, and nonflat image features such as chromaticity (Section V).
Unlike the conventional nonlinear filters mentioned above, the digital TV filter is not designed based on a qualitative awareness of edges, but rather, on the precise translation of the classical analog TV restoration model invented by Rudin, Osher and Fatemi [20] , [21] , in which edges are quantitatively taken care of. The latter will be surveyed briefly in the next section. The classical TV restoration model is one of the most successful tools for image restoration (including both denoising and deblurring) and edge enhancement (see [20] , [21] , and the monograph by Morel and Solimini [15] ). It is a special yet perhaps the most frequently applied case of the general anisotropic diffusion model proposed by Perona and Malik [18] , mainly due to its connections to mean curvature motions and interface evolutions.
The TV restoration model is originally designed for analog or continuous signals. The Euler-Lagrange equation associated with the TV functional is a nonlinear partial differential equation (Section II). When applying it to a digital image, one has to choose carefully the numerical scheme [20] to take care of the nonlinearity. Therefore, Osher and Shen [16] recently established a self-contained "digital" theory for the PDE method, in which knowledge of PDE's and numerical approximations is not required. Similar digitizing work on the evolving Euler-Lagrange equation can also be found in Weickert [26] . However, the latter work is still based on the numerical discretization of PDE's.
In the digitized formulation of the variational and PDE method [16] , the restoration equations become nonlinear algebraic equations instead of PDEs. Techniques such as linearization and the iterative method in numerical linear algebra typically lead to digital filters [16] . The digital TV filter is exactly constructed in this fashion from the classical analog TV restoration model.
In what follows, we first survey in Section II the classical TV restoration model. Section III details the digital TV filter, its filtering process, and important properties. In Section IV, we compare the digital TV filter to some closely related ideas already in the literature of image denoising. Section V describes two natural variations of the ordinary scalar digital TV filter-the vectorial TV filter and the spherical TV filter, and their applications in denoising color images and one of the most important nonflat image features-chromaticity. Section VI is devoted to some issues of implementation, applications and numerical results, and the comparison with the median filter and VDF [25] .
II. TV RESTORATION MODEL OF RUDIN, OSHER, AND FATEMI
This section provides the background for the classical continuous TV restoration model. It helps readers to better understand the origin of our digital TV filter, which will be described in the next section. However, we must point out that this section is not absolutely necessary for learning the digital TV filter, since the latter is quite self-contained (see Section III). Readers who are uncomfortable with partial differential equations can safely skip to the next section.
Let be the noise contaminated version of a clean signal , i.e., Here, denotes random noise with mean 0 and variance
The approaches based on linear time-frequency analysis inevitably ruin important singular features since both the noise and singularities share high frequencies. Researchers are thus led to nonlinear operators. One recent approach is to apply wavelets to decompose the signal into many resolutions and keep more details where singularities are detected (see [6] , [7] , [9] , [10] , for examples). Another important approach is based on the PDE point of view, and takes advantage of the locality and anisotropy of certain differential equations. (Besides these two relatively modern approaches, the third important class consists of various nonlinear digital filters some of which will be discussed briefly in Section IV.)
Among all differential operators, the diffusion class is the most widely applied in current image analysis. For the reason discussed above, although linear homogeneous diffusion may smooth out noise successfully, it could also blur edges and jumps. Therefore anisotropic diffusion has attracted much attention from researchers (Perona and Malik [18] , Rudin [19] ).
The TV anisotropic diffusion model was invented by Rudin, Osher and Fatemi [20] , [21] , and is now one of the most successful tools for image restoration. Compared to the least-square restoration models [12] , the major difference of the TV model is the transition from "2" to "1." That is, one minimizes the total variation (the norm of the gradient instead of its norm) TV
Here denotes the continuous signal domain, the gradient, and the area element of . The simplicity of implementation of models is now lost and complexity due to nonlinearity emerges. But the gain due to this transition is enormous, both in image processing and in mathematics. The latter refers to its deep connection to functional analysis (e.g. function spaces of bounded variations) and geometry (i.e. mean curvature motions and interface evolutions), and the former because of its effectiveness in restoring images, especially in edge preservation and enhancement.
The assumptions on the noise (1) now lead to two constraints for the minimization of the TV norm (3) where is the area of the image domain . Therefore, (2) and (3) together define a constrained optimization problem.
Because of the translation invariance of the TV norm: TV TV for any constant , the first constraint is in fact automatically encoded (see [3] ). Therefore, typically, we only need consider the second fitting constraint. By introducing the Lagrange multiplier , one can define a new energy functional (4) The Euler-Lagrange equation of is (5) and the steepest descent marching gives
Setting
, or considering the case with no fitting constraint, we get the famous Osher-Rudin TV diffusion or the weighted mean curvature motion [15] , [20] To avoid singularities in flat regions or at extrema, in (5) is regularized to for some small positive parameter . Then the modified EulerLagrange equation (5) in fact minimizes the regularized energy functional
We should briefly mention that the TV model has also led to successful schemes for deblurring images, which is usually beyond linear traditional methods since inverse problems like deblurring are highly ill-posed. Let be the blurring kernel. For simplicity, assume it is spatially homogeneous. The noisy blurred image is modeled by Then the restoration problem is to recover from , and the TV model is one of the most powerful tools for this multitask restoration [20] , [21] .
III. GRAPHS AND THE DIGITAL TV FILTER
In this section, we describe the structure of the digital TV filter and study its properties. The noisy data that need to be restored are assumed to be living on a graph. Thus we start with some simple "calculus" on a graph.
A. Graphs and Edge Derivatives
A general digital domain is modeled by a graph , with a finite set of nodes and an edge dictionary . (The necessity of the graph model in data analysis can be found in Osher and has four neighbors, while in the right one, it has eight neighbors. All numerical results in this paper are based on the left simple one.
Shen [16] , Alpert et al. [1] ). If and are linked by an edge, we write . A digital scalar signal is a function on
The value at node is denoted by . The local variation or strength at any node is defined by (6) [Note: There are a couple of other definitions in the literature.
For example, the wirelength definition inspired by the network cell-placement problem in [1] . The one we propose here generalizes the ordinary Euclidean gradient in the -D continuous case.] For any positive number , the regularized local variation is (7) Next, we define the edge derivative. Let denote the edge . Then the edge derivative of along at is defined to be 
B. Digital TV Filter
The digital TV filter contains two parameters:
• small positive parameter called the regularization parameter (see (7)); are 's neighbors. Each arrow means that the u value at the tail node is multiplied by the filter coefficient beside and added to . The exception is the loop arrow at , for which one uses the original noisy data u , instead of the u value.
• positive parameter called the fitting parameter (or Lagrange multiplier). The constant is mainly for numerical purposes, namely, to avoid a zero (see (6) and (7)), since it appears in denominators later. The performance of the digital TV filter is insensitive to as long as it is kept small. For example, for typical images, it can be of the order 10 . The fitting parameter is, however, important for balancing denoising and smoothing, a well known fact in the classical continuous case. Therefore, it depends on the noise level. In Section VI, we shall point out how to choose this parameter in practice.
For a given noisy signal , the digital TV filter is a nonlinear data-dependent filter Here, is any existing signal on and the output. For simplicity, we shall denote by . For any node (see Fig. 2 ) (9) Here the filter coefficients are given by (10)
Apparently, is a lowpass filter in the sense that at any node
The complete algorithm at node is therefore as follows.
1) TV Filtering at :
• compute the local variation at and all its neighbors ; • compute the weights by (11); • compute the filter coefficients and by (10); • filtering:
. Assign a linear order to all nodes Then the process of TV filtering is defined as follows.
2) TV Filtering Process:
• initialize (by setting , typically but not necessarily); • for for End End For the TV filtering process, the computational cost can be reduced by noticing that the local variations at all nodes can be worked out in the beginning of each -loop and utilized for all -subloops. Theorem 1: If the above TV filtering process converges to some signal , then satisfies (12) Here means that is one node of . Proof: The limit apparently satisfies or equivalently (13) (14) Therefore, it suffices to show that (15) Suppose an edge links to . Then according to the definition of edge derivative (8) By the definition of weights (11), the last term is exactly . This establishes (15) and completes the proof. Remark 1: Equation (12) Proof: It suffices to notice that the left hand side of (12) is exactly the negative gradient of FTV at , and FTV is strictly convex (see [3] , [16] for more details).
Proposition 1: In a TV filtering process with the fitting parameter on a connected graph, the limit signal must be a constant.
Proof: Since , we have for any node . Therefore, if is the limit signal, then
Since is a lowpass filter with positive coefficients (regardless its nonlinear dependence on the data itself), we therefore have the maximum principle and any of the two equalities holds if and only if is flat at , i.e., for all . This implies that any peak or valley (local or global) of must be flat. Since the graph is connected, it is now easy to see that must be a constant signal. This completes the proof.
Remark 2 (Adaptivity of the TV filter):
The adaptivity of the digital TV filter can be easily understood qualitatively as follows. Consider those 's that are near the limit. Suppose the local variation is very large (and large enough to be distinct from noise) near a node , then we can interpret it as the evidence of an intrinsic jump (or edge) inherited from at this location. We surely do not want it to be distorted. The digital TV filter achieves this goal since large small (compared to is nearly 1 If on the other hand, the local variation is small, which implies that the is nearly flat at that location, then we think of it as the denoised version of , and we certainly do not want it to go back to the original noisy data. Therefore, we expect a small and a pure lowpass filtering on (i.e., is nearly 1), which makes even flatter. This is precisely the work done by the TV filter since small large (compared to is nearly 0
The exact quantitative balance is encoded into the formulae of digital TV filters. Nevertheless, this qualitative interpretation does add more "readability" to the digital TV filter.
IV. SOME RELATED NONLINEAR DIGITAL FILTERS
In this section, we briefly review and comment on some existing works that are closely related to the digital TV filter. Our goal is to give the reader a better understanding of the TV filter and its properties through comparison.
A. Digital TV Filters versus the Edge Adaptive Filters of Lev et al.
As early as two decades ago, Lev et al. [13] proposed a possible way to choose the filter coefficients. The support of their filter is the 3 3 neighborhood centered at the target pixel. The filter has 12 different versions , corresponding to twelve different patterns of local variations of the image. For instance, for the seventh case [13] For their type of filters, essentially one needs an edge detector first to check which particular type of local variations one is encountering at the target pixel. One of the authors' important ideas-that one should never average across the edges-is also crucial in the modern practice of anisotropic diffusion [18] , [19] , [26] . The digital TV filter we present here intrinsically combines the two steps, i.e., edge detection along with an automatic modification of the filter coefficients, as already discussed in Remark 2.
B. Digital TV Filters Versus Median Filters
Median filters are perhaps the most well-known tool in the denoising and restoration of both grey level and color images [11] , [12] . They are based on the local histogram or local order statistics. To get the filtering output at a target pixel , one needs all the image values within a window around , typically a 3 3 or 5 5 square window [11] . Then the new output at is the median of these sample image values. This means that the output is one of the existing values inside the window. From the viewpoint of weighted averaging filters, the median filter is an exclusive filter in the sense that the filter coefficients or . Because of the lowpass condition, one and only one filter coefficient can be nonzero. Therefore, for the median filter, all the filter coefficients are constants and the nonlinearity resides in the way of determining the unique neighboring pixel such that . The median filter and digital TV filter differ in three aspects.
1) For the digital TV filter, the filter coefficients 's are given by a fixed explicit formula (see (10) ). Median filters are exclusive as mentioned above.
2) The filter support for the digital TV filter is small. For image processing, it can be simply the standard rectangular five-node stencil (i.e. the left one in Fig. 1 ), instead of nine or 25 nodes for median filters. The large size of a median filter is due to its statistical nature.
3) The median filter is designed so that a single step of filtering minimizes an norm based cost function inside the window [24] , [25] . The digital TV filter, on the other hand, is constructed with a global minimization problem in mind (Corollary 1).
C. Digital TV Filters for Chromaticity Versus the VDF of Trahanisa et al.
The digital TV filter is universal in the sense that it applies to grey level images, multichannel color images (vectorial), and even one of the most important nonflat image features-chromaticity [5] , [22] , [23] . In particular, the digital TV filter for chromaticity (see Section V) will be a potential competitor for the VDF (vector directional filter) invented by Trahanisa et al. [24] , [25] , which generalizes the median filter onto the sphere.
D. Digital TV Filter: No Need for Stopping Time
To the best of our knowledge, in most digital filtering processes, the raw noisy image is "abandoned" after the first iteration. That is, the filtering process can be described as At step , depends solely on . The ignorance of at later steps causes intrinsic singularities to be smeared step by step (the discrete scale-space filter is an extreme example [26] ). Therefore, a stopping time is required for such filtering processes. It is often a difficult task to determine the optimal stopping time. This is avoided by the digital TV filter since it recycles at each step
The presence of at each step constantly reminds the filter not to forget the noisy image, which contains the crucial information about the original singular features such as jumps and edges. We should point out, however, although the stopping time is unnecessary for the digital TV filter, the difficulty goes into the determination of the degree of influence that should impose at each step. Fortunately, simple ways do indeed exist for making a nearly optimal decision (Section VI).
V. VECTORIAL AND SPHERICAL DIGITAL TV FILTERS
In this section, we discuss the natural and easy extension of the digital TV filter for applications to color images and chromaticity. These are called the vectorial and spherical digital TV filters.
A. Vectorial Digital TV Filter for Color Images
A color image takes values in the RGB space is then the RGB value at pixel . Let denote the Euclidean norm. Then the local variation is again well defined (17) Since the digital TV filter essentially only depends on this scalar quantity, it naturally applies to color images (or more generally, vectorial signals). The resulting filter is called the vectorial digital TV filter. The formulae in the previous section for the scalar case are all valid.
Proposition 2: If a convex set contains all vectors (the initial signal) and (the noisy signal) for all , then for all and , . Proof: It follows easily from that fact that the digital TV filter is a lowpass filter with positive coefficients.
In particular, for color images, the limit image will also reside in the first octant in the RGB space if we start the filtering process with a color image. This makes perfect sense since negative values do not correspond to RGB values.
B. Spherical Digital TV Filter for Chromaticity
Several authors have recently studied the denoising and restoration of nonflat image features [5] , [17] , [22] , [23] . Non-flat image features are those that live on non-Euclidean manifolds. Orientation (i.e. the unit circle ), alignment (i.e., the real projected line ), and chromaticity (i.e., the sphere ) are typical examples of nonflat image features that are important in pattern analysis, study of optical flows, and restoration of color images. The TV (or ) model performs better than the model for nonflat image features as well, as expected from the classical literature [5] . In this section, we discuss the spherical digital TV filter for chromaticity. Let denote a color image, and the Euclidean norm in . Then encodes the brightness (or luminance) information, while records the color saturation of the image. is therefore called chromaticity in image processing. Apparently, the manifold for chromaticity is the sphere .
There are many distinct ways of measuring the distance between two chromaticity "points" and , among which the familiar and convenient two are as follows.
• Geodesic distance (or intrinsic) where is the Euclidean product. is the length of the shortest arc of the big circle that links the two points. This is also the distance used in [24] , [25] for the VDF filter.
• Embedded distance :
Infinitesimally, they are equivalent to the first order. Experiments also suggest that they make no distinguishable difference to human visual perception when applied to denoising and restoration. Therefore, in what follows, we shall apply the embedded distance only, which is relatively easier to work with. Define the local variation of a chromaticity signal to be Similar to the scalar case, we can define the weights and filter coefficients . Then the digital TV filter for chromaticity is defined accordingly. Let be the target noisy chromaticity signal. For any chromaticity (18) (19) Notice that cannot be zero for chromaticity since chromaticity in fact lives on the positive octant of the sphere and the TV filter is a lowpass filter with positive coefficients. The resulting filter is called the spherical TV filter. The normalization step (19) is not accidental at all. It is a part of a whole global nonflat optimization process. This is stated by the following beautiful theorem. The proof is similar to Theorem 1, or see [5] .
Starting from an initial chromaticity distribution , we can iterate the TV filter as in the scalar case. Set (20) Theorem 2: Suppose that the TV filtering process converges to some chromaticity signal , then at any where denotes the orthogonal projection onto the tangent space of at , i.e., Therefore, is an equilibrium signal with respect to the fitted total variation functional on all chromaticity distributions FTV VI. APPLICATIONS
In this section, we present some applications of the digital TV filter and filtering process to various data, and also make the comparison to the median filter (Section IV-B) and VDF (Section IV-C). First, we discuss some issues of implementation. 1) One attribute of the digital graph model is that it does not require any artificial "boundary" condition. In the classical literature, the continuous anisotropic diffusion equation is usually accompanied by the adiabatic Neumann condition [20] . In the digital model, the boundary condition has been encoded into the structure of the graph and the definition of the local variation . For instance, each of the four corner pixels has only two neighbors and a typical boundary pixel has three neighbors. A simple checking on our definition of the local variation verifies that the above boundary structure of the graph indeed corresponds to a flat outward extension of , or the discrete outward Neumann condition.
2) The regularization constant is important for the restoration effect. Practical concerns and estimations are discussed in [2] , [20] . In terms of the digital model, an estimation of the optimal from a current signal is by [20] 
Here
• is the variance of the noise, which is known or can be estimated from homogeneous regions in the data;
• are the weights in the definition of the digital TV filter;
• is the size of the graph, i.e., the total number of nodes. For scalar data, the formula suggests that is proportional to . Therefore, a good economic strategy for the digital TV filter is to start the filtering process with , then after every steps ( , say), is updated according to the above formula. Typically, one needs only a few updatings in one application. Our experiments suggest that human vision seems to be insensitive to the accuracy of as long as it is near the optimal value. Therefore, for each individual application in this paper, we simply fix the same value for the entire TV filtering process. 3) For those who wonder what will happen if one replaces the fitted TV energy (see (16) ) by the fitted energy FL (21) we introduce the fitted linear filter . For any , let denotes its degree (i.e. the total number of edges from ). Define (22) Then it is not difficult to show that the -filtering process minimizes the preceding fitted energy [16] . Such a linear filter is doomed to smear edges, as one can see from the first example. 4) We do not address the convergence issue in this paper.
Our experiments have shown that usually 60 or 80 rounds of TV filtering are satisfactory enough for human vision.
For related convergence analysis, we refer to Dobson and Vogel [8] , Chan and Mulet [4] , and Marquina and Osher [14] .
A. Digital TV Filter Applied to a 1-D Signal
In Fig. 3 , the top one plots the "shape" of a one-dimensional landscape with two "cliffs." Plotted right below is the "measured" height data at irregularly sampled spots. Due to the error of measuring tools and human factors, the set of measured data are noisy, which is modeled in computers by polluting the height data with a random noise. To compare with the digital TV filter, in the third figure is plotted the restoration result by the fitted linear filter (see (22)). One observes that the two cliffs have been artificially expanded. The last one shows the restoration and denoising by the digital TV filter. The noise is successfully diminished without significantly degrading the intrinsic jumps in the clean data. The TV filter clearly performs better than the fitted linear filter.
B. Beyond Image Processing: Data on a Sierpinski Graph
In our second example, the digital TV filter is applied to data living on a level 3 Sierpinski graph (Fig. 4) . (For possible applications of similar graph models in oceanography, see [16] ). In order to visualize the noisy data and the restoration effect by the TV filter, we have labeled the 42 nodes in a linear order.
The top subplot in Fig. 5 shows the noisy data according to the labeling in Fig. 4 . The digital TV filtering is applied to , and the restoration result is plotted at the bottom. Notice that we apply the digital TV filtering to the original graph topology, not the ordered 1-D signal. As a result, we may easily interpret the overshooting at node 25, which is the "boundary" node between the right and left wings of the Sierpinski graph.
C. Vectorial Digital TV Filter Applied to a Color Image
In Fig. 6 , the vectorial digital TV filtering (Section V-A) is applied to a noisy color image of road signs. Notice that the noise has been successfully removed without much smearing of the sharp edges of the signs, confirming the edge-enhancement character of the digital TV filter. 
D. Combining TV Filters for Chromaticity and Brightness in Color Images
In Fig. 7 , we combine both the scalar TV filter to the brightness component, and the spherical TV filter (Section V-B) to the chromaticity component for a noisy color image of clown. We first separate the noisy vectorial RGB image into the brightness component , and the chromaticity component . Then the ordinary (scalar) TV filter is applied to to get its optimal restoration , and the spherical TV filter ((18)- (20) ) to the for the optimal restoration . In the middle, we have plotted the image with chromaticity restored only (i.e.
), and at the bottom, the image with both chromaticity and brightness restored (i.e., ). The restoration is quite successful. The visible noisy red and green dots have been swept out. The eyes and dark lines resume their original black color, and the nose and lips are now smoothly red. The on-screen view is much better than this printout.
E. Comparison between the Digital TV Filter and Median Filter
In Fig. 8 , we show the comparison between the digital TV filter and median filter on the standard test image "MIT's Cameraman." For the median filter, we have applied the typical 5 by 5 window, and have plotted in the bottom two subplots the denoising results after 2 and 4 sweeps, separately. When the sweeping number increases, noise is indeed better smoothed out. However, many important details also start to lose (check the buildings in the distant background and the supporting legs of the camera).
Notice that both the digital TV filter and median filter perform quite well for preserving edges of large size. But the TV filter seems to enhance more details of different scales, judging from this typical numerical result. 
F. Comparison between the Spherical Digital TV Filter and VDF
In both Figs. 9 and 10, we compare the performance of the spherical digital TV filter (Section V-B) to that of the vectorial directional filter (VDF), invented and studied by Trahanias et al. [24] , [25] . We have reproduced their results on the same test image "noisy peppers." Both filters are applied to the spherical feature-chromaticity.
In Fig. 9 , we have plotted the new images with the chromaticity restored only, following the examples in [24] , [25] . To see better the differences in the performance of the TV filter and VDF on chromaticity, we have plotted in Fig. 10 the chromaticity only by uniformly setting the brightness component to one. We clearly observe in the latter figure the behavior of VDF similar to that of the median filter in the preceding subsection. The digital TV filter produces better purity of colors in homogeneous regions and sharper boundaries in between.
