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On R-triviality of F4
Maneesh Thakur
Abstract
It is known that simple algebraic groups of type F4 defined over a field k are
precisely the full automorphism groups of Albert algebras over k. We explore
R-triviality for the group Aut(A) when A is an Albert algebra. In this paper, we
consider the case when A is an Albert division algebra, that arises from the first
Tits construction. We prove that Aut(A) is R-trivial, in the sense of Manin.
Keywords: Exceptional groups, Algeraic groups, Albert algebras, Structure group, Kneser-Tits
conjecture, R-triviality.
1 Introduction
The aim of this paper is to start an investigation on the rationality properties of simple
algebraic groups of type F4, defined over fields. One knows that for a field k, simple alge-
braic groups of type F4 are precisely the full groups of automorphisms of Albert algebras
(exceptional Jordan algebras) over k. Recently there has been a flurry of activity in studying
rationality properties of algebraic groups. For example, in the papers ([6, 8, 28, 29, 33, 34, 35],
[2]), the Kneser-Tits problem was settled in the affirmative, via R-triviality of certain simple
algebraic groups, or via the computation of the group of R-equivalent ponts for the algebraic
group. The fundamental work of ([8]) connects Whitehead groups of an isotropic algebraic
group G with the quotient G(k)/R(G(k)), where R(G(k)) is the normal subgroup of G(k) of
points R-equivalent to the identity element of G. Hence, it reduces the Kneser-Tits problem,
or the problem of computing the Whitehead group, to computing the quotient G(k)/R(G(k)).
In this paper, we take up the case of first Tits construction Albert algebras. If the algebra
is reduced and arises from first construction, one knows that G = Aut(A) is split over k,
hence is R-trivial. We take up the case of Albert division algebras that arise from the first
Tits construction in this paper. The case of reduced Albert algebras which contain non-zero
nilpotents corresponds to isotropic group of type F4 and they are known to be R-trivial. The
case of groups of type F4 that correspond to reduced Albert algebras without nilpotents and
those that correspond to Albert division algebras that are pure second Tits constructions, is
work in progress.
We would like to mention that at the time this preprint was completed, S. Alsaody, V.
Chernousov and A. Pianzola posted a preprint on the arXiv ([1]), proving the R-triviality for
groups of type F4 that arise from the first Tits constructions, over fields of characteristic dif-
ferent from 2 and 3. Their proof relies on certain cohomological techniques. Our paper proves
the R-triviality of algebraic groups of type F4 defined over fields of arbitrary characteristic,
while the methods are via studying R-triviality for certain subgroups of the automorphism
groups as well as the structure groups of Albert algebras.
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2 Preliminaries
We refer the reader to ([20]), ([30]) and ([15]) for basic material on Albert algebras. In this
section, we quickly introduce some notions related to Albert algebras that are indispensable.
All base fields will be assumed to be infinite of arbitrary characteristic unless specified oth-
erwise. The matrial below is being reproduced from ([34]) for convenience.
For this, we refer to ([25] or [23]). Let J be a finite dimensional vector space over a field k.
A cubic norm structure on J consists of a triple (N,#, c), where c ∈ J is a base point, called
the identity element of the norm structure and
1. N : J → k is a cubic form on J ,
2. N(c) = 1,
3. the trace form T : J × J → k, defined by T (x, y) := −∆xc∆
ylogN , is nondegenerate,
4. the adjoint map # : J → J defined by T (x#, y) = ∆yxN , is a quadratic map such that
5. x## = N(x)x,
6. c# = c,
7. c×x = T (x)c−x, where T (x) := T (x, c) is the trace of x and x×y := (x+y)#−x#−y#,
and these conditions hold in all scalar base changes of J . Here ∆yxf is the directional derivative
of a polynomial function f on J , in the direction y, evaluated at x and ∆ylogf denotes the
logarithmic derivative of f in the direction y. For details, we refer to ([12], Chap. VI, Sect.
2). Let x ∈ J . Define
Ux(y) := T (x, y)x− x
# × y, y ∈ J.
Then with 1J := c and Ux as above, J is a unital quadratic Jordan algebra (see [?]), denoted
by J(N, c). The (linear) operators Ux are called the U -operators of J . An element x ∈ J
is defined to be invertible if N(x) 6= 0 and x−1 := N(x)−1x#. The structure J(N, c) is a
division algebra if Ux is surjective for all x 6= 0, or equivalently, N(x) 6= 0 for all x 6= 0.
Special Jordan algebras of degree 3 provide imporant class of examples, we list them below
for our purpose: more precisely.
Example. Let D be a separable associative algebra over k of degree 3. Let ND denote
its norm and TD the trace. Let # : D → D be the adjoint map. Then (ND,#, 1D) is a
cubic norm structure, where 1D is the unit element of D. We get a quadratic Jordan algebra
structure on D, which we will denote by D+.
Let (B,σ) be a separable associative algebra over k with an involution σ of the second kind
(over its center). With the unit element 1 of B and the restriction of the norm NB of B to
(B,σ)+ := {b ∈ B|σ(b) = b}, we obtain a cubic norm structure and hence a Jordan algebra
structure on (B,σ)+ which is a substructure of B+.
Tits process : Let D be a finite dimensional associative k-algebra of degree 3 with norm
ND and trace TD. Let λ ∈ k
×. On the k-vector space D ⊕D ⊕D, we define a cubic norm
structure as below.
1 := (1, 0, 0), N((x, y, z)) := ND(x) + λND(y) + λ
−1ND(z)− TD(xyz),
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(x, y, z)# := (x# − yz, λ−1z# − xy, λy# − zx).
The Jordan algebra associated to this norm structure is denoted by J(D,λ). The algebra D+
is a subalgebra of J(D,λ) through the first summand. Then J(D,λ) is a division algebra if
and only if λ /∈ ND(D) (see [25], 5.2). This construction is called the first Tits process arising
from the parameters D and λ.
Let K be a quadratic e´tale extension of k and B a separable associative algebra of degree
3 over K with a K/k-involution σ. Let x 7→ x denote the nontrivial k-automorphism of K.
For an admissible pair (u, µ), i.e., u ∈ (B,σ)+ such that NB(u) = µµ for some µ ∈ K
×,
define a cubic norm structure on the k-vector space (B,σ)+ ⊕B as follows:
N((b, x)) := NB(b) + TK(µNB(x))− TB(bxuσ(x)),
(b, x)# := (b# − xuσ(x), µσ(x)#u−1 − bx), 1 := (1B , 0).
The Jordan algebra obtained from this cubic norm structure is denoted by J(B,σ, u, µ). Note
that (B,σ)+ is a subalgebra of J(B,σ, u, µ) through the first summand. Then J(B,σ, u, µ)
is a division algebra if and only if µ is not a norm from B (see [25], 5.2). This construction
is called the second Tits process arising from the parameters (B,σ), u and µ.
When K = k × k, then B = D × D◦ and σ is the switch involution, where D◦ is the
opposite algebra of D. In this case, the second construction J(B,σ, u, µ) can be identified
with a first construction J(D,λ).
Tits constructions of Albert algebras : The Tits process starting with a central simple
algebra D and λ ∈ k× yields the first Tits construction Albert algebra A = J(D,λ) over k.
Similarly, in the Tits process if we start with a central simple algebra (B,σ) with center a
quadratic e´tale algebra K over k and an involution σ of the second kind, u, µ as described
above, we get the second Tits construction Albert algebra A = J(B,σ, u, µ) over k. One
knows that all Albert algebras can be obtained via Tits constructions.
An Albert algebra is a division algebra if and only if its (cubic) norm N is anisotropic over
k (see [15], §39). If A = J(B,σ, u, µ) as above, then A⊗k K ∼= J(B,µ) as K-algebras, where
K is the center of B (see [15], 39.4).
Let A be an Albert algebra over k. If A arises from the first construction, but does not
arise from the second construction then we call A a pure first construction Albert algebra.
Similarly, pure second construction Albert algebras are defined as those which do not arise
from the first Tits construction.
For an Albert division algebra A, any subalgebra is either k or a cubic subfield of A or of the
form (B,σ)+ for a degree 3 central simple algebra B with an involution σ of the second kind
over its center K, a quadratic e´tale extension of k (see [12], Chap. IX, §12, Lemma 2, [23]).
Norm similarities of Albert algebras : Let A be an Albert algebra over k and N its
norm map. By a norm similarity of A we mean a bijective k-linear map f : A→ A such that
N(f(x)) = ν(f)N(x) for all x ∈ A and some ν(f) ∈ k×. When k is infinite, the notions of
norm similarity and isotopy for degree 3 Jordan algebras coincide (see [12], Chap. VI, Thm.
6, Thm. 7).
Let A be an Albert algebra over k with norm map N . For a ∈ A the U -operator Ua is given
by Ua(y) := T (a, y)a − a
# × y, y ∈ A. When a ∈ A is invertible, one knows that Ua is a
norm similarity of A, in fact, for any x ∈ A, N(Ua(x)) = N(a)
2N(x).
For a central simple algebra D of degree 3 over a field k, the adjoint map a 7→ a# satisfies
ND(a) = aa
# = a#a, ∀ a ∈ D. Motreover, (xy)# = y#x# for all x, y ∈ D. It also follows
that N(x#) = N(x)2.
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Algebraic groups arising from Albert algebras : In this paper, for a k-algebra X and
a field extension L of k, XL will denote the L-algebra X ⊗k L. Let A be an Albert algebra
over k with norm N and k be an algebraic closure of k. It is well known that the full group
of automorphisms Aut(A) := Aut(Ak) is a simple algebraic group of type F4 defined over k
and all simple groups of type F4 defined over k arise this way . We will denote the group of
k-rational points of Aut(A) by Aut(A). It is known that A is a division algebra if and only
if the norm form N of A is anisotropic (see [31], Thm. 17.6.5). Albert algebras whose norm
form is isotropic over k, i.e. has a nontrivial zero over k, are called reduced.
The structure group of A is the full group Str(A) of norm similarities of N , is a connected
reductive group over k, of type E6. We denote by Str(A) the group of k-rational points
Str(A)(k).
The automorphism group Aut(A) is the stabilizer of 1 ∈ A in Str(A). In the paper, base
change of an object X defined over a base field k to an extension L of k will be denoted by
XL.
R-equivalence and R-triviality: Let X be an irreducible variety over a field k with
X(k) 6= ∅. We define points x, y ∈ X(k) to be R-equivalent if there exists a sequence
x0 = x, x1, · · · , xn = y of points in X(k) and rational maps fi : A
1
k → X, 1 ≤ i ≤ n, defined
over k and regular at 0 and 1, such that fi(0) = xi−1, fi(1) = xi (see [16]).
Let G be a connected algebraic group defined over k. The set of points in G(k) that are
R-equivalent to 1 ∈ G(k), is a normal subgroup of G(k), denoted by RG(k). The set G(k)/R
of R-equivalence classes in G(k) is in canonical bijection with G(k)/RG(k) and thus has a
natural group structure. We identify G(k)/R with the group G(k)/RG(k). This group is
useful in studying rationality properties of G.
Call G R-trivial if G(L)/R = {1} for all field extensions L of k. A variety X defined over
k is defined to be k-rational if X is birationally isomorphic over k to an affine space. One
knows that G is k-rational then G is R-trivial (see [37], Chap. 6, Prop. 2). Also, owing to
the fact that tori of rank at most 2 are rational, one knows that algebraic groups of rank at
most 2 are rational.
3 Automorphisms of Albert algebras
We continue to set up notation for the rest of the paper, again mostly following ([34]).
Let A be an Albert algebra over k and S ⊂ A a subalgebra. Denote by Aut(A/S) the
(closed) subgroup of Aut(A) consisting of automorphisms of A which fix S pointwise and
Aut(A,S) denotes the closed subgroup of automorphisms of A leaving S invariant. The
group of k-rational points of these groups will be denoted by ordinary fonts, for example
Aut(A) = Aut(A)(k). One knows that when A is a division algebra, a proper subalgebra S
of A is either k or a cubic subfield or a 9-dimensional degree 3 Jordan subalgebra, which is
of the form D+ for a degree 3 central division algebra D over k or of the form (B,σ)+ for a
central division algebra B of degree 3 over a quadratic field extension K of k, with a unitary
involution σ over K/k (see Thm. 1.1, [24]). We recall below a description of some subgroups
of Aut(A) which will be used in the paper, see ([15], 39.B) and ([?]) for details.
Proposition 3.1 (Prop. 3.1, [34]). Let A be an Albert algebra over k.
1. Suppose S = D+ ⊂ A for D a degree 3 central simple k-algebra. Write A = J(D,µ)
for some µ ∈ k×. Then Aut(A/S) ∼= SL(1,D), the algebraic group of norm 1 elements
in D.
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2. Let S = (B,σ)+ ⊂ A for B a degree 3 central simple algebra of degree 3 over a
quadratic extension K of k with an involution σ of the second kind over K/k. Write
A = J(B,σ, u, µ) for suitable parameters. Then Aut(A/S) ∼= SU(B,σu), where σu :=
Int(u) ◦ σ.
In particular, the subgroups described in (1) and (2) are simply connected, simple of type
A2, defined over k and since these are rank-2 groups, they are are rational and hence are
R-trivial.
We need the following fixed point theorem.
Theorem 3.1 (Thm. 4.1, [34]). Let A be an Albert division algebra over k and φ ∈ Aut(A)
an automorphism of A. Then φ fixes a cubic subfield of A pointwise.
Extending automorphisms : Let A be an Albert division algebra and S ⊂ A a subalgebra.
We can extend automorphisms of S to automorphisms of A in some cases (e.g. when S is
nine dimensional, see [17], Thm. 3.1, [19], Thm. 5.2). For the purpose of proving R-triviality
results that we are after, we need certain explicit extensions, we proceed to describe these
(cf. [15], 39.B).
First, let S be a 9-dimensional division subalgebra of A. Then we may assume S = (B,σ)+
for a degree 3 central simple algebra with center K, a quadratic e´tale extension of k (see [24]).
Then A ∼= J(B,σ, u, µ) for suitable parameters.
Any automorphism of S is of the form x 7→ pxp−1 with p ∈ Sim(B,σ), where Sim(B,σ) =
{g ∈ B×|gσ(g) ∈ k×} (see Thm. 5.12.1, [13]) and ([14], Thm. 4). Let σu := Int(u) ◦σ, where
Int(u) is the conjugation by u. We have,
Proposition 3.2 (Prop. 3.2, [34]). Let A = J(B,σ, u, µ) be an Albert algebra over k with
S := (B,σ)+ a division algebra and K = Z(B). Let φ ∈ Aut(S) be given by φ(x) = gxg
−1
for g ∈ Sim(B,σ) with gσ(g) = λ ∈ k∗ and ν := NB(g) ∈ K
∗. Let q ∈ U(B,σu) be arbitrary
with NB(q) = ν¯
−1ν. Then the map φ˜ : A→ A, given by
(a, b) 7→ (gag−1, λ−1σ(g)#bq),
is an automorphism of A extending φ.
Corollary 3.1 (Cor. 3.1, [34]). Let A = J(D,µ) be an Albert algebra arising from the first
Tits construction, where D is a degree 3 central division algebra. Let φ ∈ Aut(D+) be given
by φ(x) = gxg−1 for g ∈ D× and x ∈ D+. Then the map
(x, y, z) 7→ (gxg−1, gyh−1, hzg−1),
for any h ∈ D× with ND(g) = ND(h), is an automorphism of A extending φ.
We have,
Proposition 3.3 (Prop. 3.3, [34]). Let A = J(B,σ, u, µ) be an Albert algebra with S :=
(B,σ)+ a division algebra and K = Z(B), a quadratic e´tale extension of k. Then any
automorphism of A stabilizing S is of the form (a, b) 7→ (pap−1, pbq) for p ∈ U(B,σ) and
q ∈ U(B,σu) with NB(p)NB(q) = 1. We have
Aut(A, (B,σ)+) ∼= [U(B,σ)× U(B,σu)]
det/K(1),
where
[U(B,σ) × U(B,σu)]
det := {(p, q) ∈ U(B,σ)× U(B,σu)|NB(p) = NB(q)},
and K(1) denotes the group of norm 1 elements in K, embedded diagonally.
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4 Norm similarities and R-triviality
In the last section, we discussed a recipe to extend automorphisms of a 9-dimensional subal-
gebra of an Albert division algebra to an automorphism of the Albert algebra. In this section,
we analyse norm similarities of an Albert algebra A in the same spirit, discuss rationality
and R-triviality properties of some subgroups of Str(A).
Since any norm similarity of A fixing the identity element 1 of A is necessarily an auto-
morphism of A, it follows that for any k-subalgebra S ⊂ A the subgroup Str(A/S) of all
norm similarities that fix S pointwise, is equal to the subgroup Aut(A/S) of Aut(A), i.e.,
Str(A/S) =Aut(A/S).
The (normal) subgroup of Str(A) generated by the U -operators of A is denoted by Instr(A).
We will denote by Str(A,S) the full subgroup of Str(A) consisting of all norm similarities
of A that leave S invariant and Str(A,S) = Str(A,S)(k).
Extending norm similarities : Let A be an Albert (division) algebra and S a 9-dimensional
subalgebra of A. Given an element ψ ∈ Str(S), we wish to extend it to an element of Str(A).
This may be achieved by invoking a result of Garibaldi-Petersson ([7], Prop. 7.2.4), however,
we need certain explicit extension for the purpose of proving R-triviality of the algebraic
groups described in the introduction.
Theorem 4.1 (Thm. 4.4, [34]). Let A be an Albert division algebra over k and S ⊂ A be a
9-dimensional subalgebra. Then every element ψ ∈ Str(S) admits an extension ψ˜ ∈ Str(A).
Let S = (B,σ)+ and A = J(B,σ, u, µ) for suitable parameters. Let ψ ∈ Str(S) be given
by b 7→ γgbσ(g) for b ∈ (B,σ)+, g ∈ B
× and γ ∈ k×. Then for any q ∈ U(B,σu) with
NB(q) = NB(σ(g)
−1g), the map ψ˜ given by
ψ˜((b, x)) = γ(gbσ(g), σ(g)#xq),
is a norm similarity of A extending ψ.
Theorem 4.2 (Thm. 4.5, [34]). Let A = J(B,σ, u, µ) be an Albert division algebra, written
as a second Tits construction and S = (B,σ)+. The group Str(A,S) consists of the maps
(b, x) 7→ γ(gbσ(b), σ(g)#xq) where γ ∈ k×, g ∈ B× are arbitrary and q ∈ U(B,σu) satisfies
NB(q) = NB(σ(g)
−1g). We have,
Str(A, (B,σ)+) ∼=
k× ×H0
K×
,
where H0 = {(g, q) ∈ B
× × U(B,σu)|NB(q)NB(σ(g)
−1g) = 1} and K× →֒ k× × H0 via
α 7→ (NK(α)
−1, α, α−1α).
Corollary 4.1 (Cor. 4.3, [34]). Let A = J(D,µ) be an Albert algebra arising from the first
Tits construction, where D is a degree 3 central division algebra over k. Then the group
Str(A,D+) consists of the maps
(x, y, z) 7→ γ(axb, b#yc, c−1za#),
where a, b, c ∈ D×, γ ∈ k× with ND(a) = ND(b)ND(c).
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5 R-triviality results
In this section, we prove results on R-triviality of various groups and also prove our main
theorem. We need a few results from ([34]) which we recall below. We also remark at the
outset that, since Albert algebras arising from the first Tits construction are either split or
are division algebras and the automorphism group of the split Albert algebra is the split
group of type F4, hence is R-trivial, we may focus on proving R-triviality for automorphism
groups of Albert division algebras arising from the first Tits construction.
Theorem 5.1 (Thm. 5.1, [34]). Let A be an Albert (division) algebra. Let S ⊂ A be a
9-dimensional subalgebra. Then, with the notations as above, Str(A,S) is R-trivial.
Corollary 5.1 (Cor. 5.1, [34]). Let A be an Albert (division) algebra and S a 9-dimensional
subalgebra of A. Then Aut(A,S) ⊂ R(Str(A)(k)).
Theorem 5.2. Let A be an Albert division algebra over a field k or arbitrary characteristic.
Then Str(A) = RStr(A)(k).
We now proceed to prove the main result
Theorem 5.3. Let A be an Albert division algebra arising from the first Tits construction,
over a field k of arbitrary characteristic. Then G = Aut(A) is R-trivial.
We recall from ([33])
Theorem 5.4. Let A be an Albert division algebra arising from the first Tits construction
over a field k and L ⊂ A a cyclic cubic subfield. Let φ ∈ Aut(A/L). Then φ is a product of
two automorphisms, each stabilizing a 9-dimensional subalgebra.
Let L/k be a cyclic cubic field extension and K/k a quadratic separable field extension.
Let ρ be a generator for Gal(L/k) also let ρ denote the K-linear field automorphism of LK
extending ρ ∈ Gal(L/k). Let x 7→ x denote the nontrivial field automorphism of K/k. We
prove that Aut(A,S) ⊂ RAut(A)(k) for certain distinguished 9-dimensional subalgebras
S ⊂ A. This result works over fields of arbitrary characteristics and may be of independent
interest. More precisely, we have
Theorem 5.5. Let A be an Albert division algebra arising from the first Tits construction,
over a field k of arbitrary characteristic. Let S ⊂ A be a 9-dimensional subalgebra with trivial
mod-2 invariant. Then Aut(A,S) ⊂ RAut(A,S)(k).
Proof. We first assume S = D+ = (D × D
op, ǫ)+ for a degree 3 central division algebra D
over k. Then, by ([15], Th. 39.14 (2)), there is an isomorphism γ : J(D, ν) ∼= A for some
ν ∈ k× such that γ(D+) = S. We therefore have the induced isomorphism γ : Aut(J(D, ν)) ∼=
Aut(A) of algebraic groups defined over k and γ(Aut(J(D, ν)) = Aut(A,S). Hence, without
loss of generality, we may assume A = J(D, ν) and S = D+ ⊂ J(D, ν) as the first summand.
Let φ ∈ Aut(A,S). By ([15], Cor. 39.12), there exist a, b ∈ D× with ND(a) = ND(b) and
we have
φ((x, y, z)) = (axa−1, ayb−1, bza−1), ∀x, y, z ∈ D.
By the computation in the proof of ([33], Th. 5.4), we have
φ = Jab−1Ia,
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where Jc ∈ Aut(A) for c ∈ SL(1,D) is given by
Jc((x, y, z)) = (x, yc, c
−1zc)
and Id ∈ Aut(A) for d ∈ D
× is given by
Id((x, y, z)) = (dxd
−1, dyd−1, dzd−1), ∀x, y, z ∈ D.
Hence
Jp((x, y, z)) = (x, yp, p
−1z), p = ab−1 ∈ SL(1,D),
Ia((x, y, z)) = (axa
−1, aya−1, aza−1), ∀x, y, z ∈ D.
The group SL(1,D), having (absolute) rank 2, is R-trivial. Let θ : A1k → Aut(A,D+) be
defined by
θ(t)((x, y, z)) = (atxa
−1
t , atya
−1
t , atza
−1
t ), x, y, z ∈ D,
where at = (1 − t)a+ t ∈ D. Then θ : A
1
k → Aut(A,D+) is a rational map, defined over k,
regular at 0, 1 and θ(0) = Ia, θ(1) = 1. Hence both Jab−1 and Ia are in RAut(A,D+). It
follows that φ ∈ RAut(A,D+).
Next, we write S = (B,σ)+ for a suitable central simple algebra (B,σ) with a distinguished
unitary involution σ over its centre K, a quadratic separable field extension of k. Then
A = J(B,σ, u, µ) for suitable admissible pair (u, µ) ∈ (B,σ)×+ × K
×, with NB(u) = 1. Let
φ ∈ Aut(A,S). By ([15], Th. 40.2 (2)), We have
f3(A) = f3(J(B,σ, u, µ)) = f3((B,σu)) = 0 = f3(B,σ).
So that σu is also distinguished and hence is isomorphic to σ. Therefore, by ([10], Lemma 1),
there exists w ∈ B× and λ ∈ k× such that u = λwσ(w). We have, by ([15], Lemma 39.2 (1))
A = J(B,σ, u, µ) = J(B,σ, λwσ(w), µ) ∼= J(B,σ, λ,N(w)−1µ).
But then we must have N(λ) = λ3 = (N(w)−1µ)(N(w)−1µ) and hence
λ = (N(w)−1µλ−1)(N(w)−1µλ−1).
Hence, again by ([15], Lemma 39.2 (1)), we have an isomorphism
γ : A = J(B,σ, u, µ) ∼= J(B,σ, λ,N(w)−1µ) ∼= J(B,σ, 1, ν)
where ν = µ−2N(w)2λ3. Moreover, by ([15], Lemma 39.2 (1)), this isomorphism, restricted
to (B,σ)+ is identity. It follows that the map γφγ
−1 : J(B,σ, 1, ν)→ J(B,σ, 1, ν) is an auto-
morphism and φ′ := γφγ−1 leaves the subalgebra (B,σ)+ invariant. Clearly φ ∈ RAut(A,S)
if and only if φ′ ∈ RAut(A′, S′), where A′ = J(B,σ, 1, ν) and S′ = (B,σ)+ ⊂ A
′.
By (Prop. 3.3), φ′ = ψp,q for p, q ∈ U(B,σ) with NB(p) = NB(q). We have therefore
φ
′
((b, x)) = (pbp−1, pxq−1), ∀b ∈ (B,σ)+, x ∈ B.
Since NB(p) = NB(q), we have NB(pq
−1) = 1 and hence pq−1 ∈ SU(B,σ). Thus we have
ψp,q = ψp,pψ1,pq−1 .
By ([4], Prop. 2.4), U(B,σ) is R-trivial and SU(B,σ) is R-trivial since it has absolute rank
2. Hence φ′ = γφγ−1 ∈ RAut(A′, S′)(k). It follows that φ ∈ RAut(A,S)(k). This completes
the proof.
R-triviality of F4 9
For the case of an arbitrary 9-dimensional subalgebra, we first settle a technical result.
Proposition 5.1. Let A be an Albert division algebra arising from the first Tits construction.
Let U ⊂ A be the Zariski open set U = {a ∈ A|k(a) is e´tale}. Then for a ∈ U , there exists
v = v(a) ∈ L⊥, v 6= 0 such that a 7→ λ(a) := N(v(a)) is a morphism U → A1k defined over k.
Proof. That U is Zariski open follows from ([15], Lemma 38.2.2). The discriminant δ(a) of
a ∈ U over k is a polynomial in the coefficient of the minimal polynomial of a over k and
hence the map a 7→ δ(a) is a morphism U → A1k. Assume first that L = k(a) is a cubic
subfield of A and let δ := δ(a) be the discriminant of a over k. By ([22]), the Springer form
qL of L is similar to < δ >⊥ nC0 over L, where C is the split octonion over k and nC its
norm form, C0 the subspace of C supporting the pure norm nC0 of C (see [22], Prop. 3.1,
Th. 3.2). Note that, nC0 being isotropic, there exists v ∈ C0 such that v 6= 0 and nC0(v) = 0.
Hence qL(v ⊗ 1) = 0. The case when L = k(a) = k, i.e. when a ∈ k, the quadratic form
that maps x ∈ L⊥ to the projection of x# on L, coincides with the quadratic trace form of
A (see e.g. [21], (8)). We can thus think of the quadratic trace as the Springer form in this
case. By ([19], 1.7.6), in the case of first Tits constructions and L = k, nC is a subform of
qL over L, since the reduced model of A is split in the case A is a first Tits construction. We
let v(a) denote the vector v(a) := v ⊗k k(a). Then v(a) 6= 0 and v(a) depends only on a and
has coordinates in k. It follows that the map a 7→ v(a) is a morphism of varieties : U → A
defined over k. The result now follows by composing this morphism with the norm map N
of A.
Theorem 5.6. Let A be an Albert division algebra over a field k of arbitrary characteris-
tic, arising from the first Tits construction and S ⊂ A a 9-dimensional subalgebra. Then
Aut(A,S) ⊂ RAut(A)(k).
Proof. Let A and S be as in the statement of the theorem and let φ ∈ Aut(A,S). Then, by
([34], Th. 5.1), there exists a rational map θ : A1k → Str(A,S), defined over k and regular at
0, 1 with θ(0) = φ and θ(1) = 1. Let at := θ(t)(1) ∈ S and Lt := k(at). Let vt ∈ L
⊥
t be chosen
as in Proposition 5.1 and λt := N(vt). Then the first Tits process J(Lt, λt) is a subalgebra
of A, which yields the cubic subfield k(vt) when Lt = k. Let χt ∈ Str(A, J(Lt, λt)) be defined
by
χt = RNLt (at)U(0,0,1)U(0,NLt (at)−1,0),
where RNLt (at) is the right homothety on A by NLt(at) and the other factors are U -operators
on the first Tits process J(Lt, λt) = Lt⊕Lt⊕Lt, acting on A and leaving J(Lt, λt) invariant.
Then χ0 = 1. Then, by ([34], Lemma 5.1),
χt(θ(t)(1)) = χt(at) = 1.
Therefore χtθ(t) ∈ Aut(A) and the map η : t 7→ χtθ(t) is a rational morphism A
1
k → Aut(A)
defined over k. Moreover, η(0) = χ0θ(0) = φ, since θ(0) = φ and φ(1) = 1, so a0 = θ(0)(1) =
φ(1) = 1 and χ1 = 1. Also η(1) = χ1θ(1) = 1 since θ(1) = 1 and a1 = θ(1)(1) = 1(1) = 1.
This completes the proof.
Corollary 5.2. Let A be an Albert division algebra arising from the first Tits construction
and L ⊂ A be a cyclic cubic subfield. Then Aut(A/L) ⊂ RAut(A)(k).
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Proof. Let ρ be a nontrivial generator for Gal(L/k). Let D+ ⊂ A be a subalgebra, D a
degree 3 central division algebra, suchy that L ⊂ D+. Then, by ([34], Cor. 3.1), ρ admits
and extension ρ˜ to an automorphism of D+ and by (Cor. 3.1), to an automorphism of A,
which we continue to denote by ρ˜. Let now φ ∈ Aut(A/L). Then ρ˜−1φ /∈ Aut(A/L). Let
M 6= L be a cubic subfield of A, fixed pointwise by ρ˜−1φ, which is possible by Theorem
3.1. Let S :=< L,M > be the subalgebra of A generated by L and M . Then ρ˜−1φ leaves
S stable. By Theorem 5.6 ρ˜−1φ ∈ RAut(A)(k) and ρ˜(D+) = D+, hence by the above
proposition, ρ˜ ∈ RAut(A)(k). Hence it follows that φ ∈ RAut(A)(k).
Corollary 5.3. Let A be an Albert division algebra arising from the first Tits construction
and L ⊂ A be a cyclic cubic subfield. Then Aut(A,L) ⊂ RAut(A)(k).
Proof. Let φ ∈ Aut(A,L). We may assume, by the above corollary that φ|L 6= 1. Let D+ ⊂ A
be the subalgebra corresponding to a degree 3 central division algebra D over k such that
L ⊂ D+. Let ρ denote the nontrivial Galois automorphism of L/k and ρ˜ denote its extension
to an automorphism of D+ and also denote the further extension of this automorphism of D+
to an automorphism of A as in (Cor. 3.1). Then ρ˜ ∈ RAut(A)(k) and ρ˜−1φ /∈ Aut(A/L).
Let M be the subfield of A fixed pointwise by ρ˜−1φ. Then M 6= L and S :=< L,M >, the
subalgebra of A generated by L andM is 9-dimensional and ρ˜−1φ ∈ Aut(A,S). By the above
theorem, Aut(A,S) ⊂ RAut(A)(k) and ρ˜−1 ∈ RAut(A)(k). Hence φ ∈ RAut(A)(k).
We need a few results from ([36]) for our purpose here, we reproduce some proofs for the
sake of convenience.
Proposition 5.2 ([36], Th. 6.4). Let A be an Albert division algebra over a field k or arbitrary
characteristic. Let M ⊂ A be a cubic subfield and SM denote the set of all 9-dimensional
subalgebras of A that contain M . Then the group Str(A,M) acts on SM .
Proof. Let ψ ∈ Str(A,M) and S ∈ SM be arbitrary. Let φ ∈ Aut(A/S), φ 6= 1. Then
Aφ = S. We have
ψφψ−1(1) = ψ(ψ−1(1)) = 1,
since ψ−1(1) ∈M ⊂ S and φ fixes S pointwise. Hence ψφψ−1 ∈ Aut(A). It follows also that
the fixed point subspace of ψφψ−1 is precisely ψ(S) and hence ψ(S) is a subalgebra of A of
dimension 9 and M = ψ(M) ⊂ ψ(S), therefore ψ(S) ∈ SM . This completes the proof.
Proposition 5.3 ([36], Claim 1, Proof of Th. 6.5). Let the notation be as above, ψ ∈
Str(A,M) and S ∈ SM . Then S and ψ(S) are k-isomorphic as subalgebras of A.
Proof. Let f ∈ Aut(A/S), f 6= 1 be arbitrary. Then, for any x ∈ S we have,
ψfψ−1(ψ(x)) = ψ(f(x)) = ψ(x).
Also,
ψfψ−1(1) = ψf(ψ−1(1)) = ψ(ψ−1(1)) = 1,
since ψ−1(1) ∈ M ⊂ S and f fixes S pointwise. Hence ψfψ−1 ∈ Aut(A/ψ(S)). The map
Aut(A/S)→ Aut(A/ψ(S)) given by f 7→ ψfψ−1 is an isomorphism of algebraic groups that
is defined over k. In fact, by the same argument, the conjugacy by φ gives an isomorphism
Aut(A,S)→ Aut(A,ψ(S)). It follows that this maps the centralizer ZAut(A,S)(Aut(A/S))
isomorphically onto the centralizer ZAut(A,ψ(S))(Aut(A/ψ(S)).
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Both groups Aut(A/S) and Aut(A/ψ(S)) are simple, simply connected outer forms of
A2. Writing S = (C, τ)+ for a suitable central simple algebra C with a unitary involution τ
and ψ(S) = (C, τw)+ for w ∈ (C, τ)+, by using the explicit realization of these groups as in
(Prop. 3.1 and Prop. 3.3), it follows by a computation that
ZAut(A,S)(Aut(A/S)) = SU(C, τ) and ZAut(A,ψ(S))(Aut(A/ψ(S)) = SU(Cτw).
These groups are isomorphic by the aforementioned isomorphism, hence we have, by a Lie
algebra argument (see [11], Chap. X, Th. 11), S = (C, τ)+ ∼= (C, τw)+ = ψ(S) as k-algebras.
This completes the proof.
Proposition 5.4 ([36], proof of Claim 3, Th. 6.5). Let L ⊂ A be a cyclic cubic subfield. Let
ψ ∈ Str(A,L) and S ∈ SL, where S = (B,σ)+ for a degree 3 central division algebra B over a
quadratic e´tale extension K/k and σ is a distinguished unitary involution on B. Then there
exists φ ∈ Aut(A,L) such that φ−1ψ ∈ Str(A,S).
Proof. By (Prop. 5.3), we have (B,σ)+ ∼= ψ((B,σ)+). Since σ is distinguished, we have, by
([19] and [20]), ψ((B,σ)+) = (B,σv) for some v ∈ L with NL(v) = 1, since ψ(L) = L. Hence
we have (B,σ)+ ∼= (B,σv)+. Since both σ and σv are distinguished involutions on B, by
([15], Cor. 19.31), there exists w ∈ (LK)× and λ ∈ k× such that v = λww∗, where ∗ is the
nontrivial k-automorphism of K/k, extended L-linealy to an automorphism of LK.
By ([26], 1.6), the inclusion L ⊂ (B,σ)+ extends to an isomorphism δ : J(LK, ∗, u, µ) →
(B,σ)+ for a suitable admissible pair (u, µ) ∈ L
× × K×. Moreover, L ⊂ (B,σv)+, hence
there is an isomorphism η : J(LK, ∗, u′, µ′)→ ψ(S) = (B,σv)+ for suitable (u
′, µ′) extending
the inclusion L →֒ (B,σv)+. Since η is identity on L, it follows that J(LK, ∗, u
′, µ′) is
the v-isotope of J(LK, ∗, u, µ). Hence, by ([25], Prop. 3.9), we may assume (u′, µ′) =
(uv#, NL(v)µ). We have therefore
u′ = uv# = u(λww∗)# = uλ2w#(w#)∗ = uw0w
∗
0, µ
′ = NL(v)µ,
where w0 = λw
#. We have an isomorphism (see [25], Prop. 3.7)
φ1 : J(LK, ∗, uv
#, NL(v)µ) = J(LK, ∗, uw0w
∗
0, µ)→ J(LK, ∗, u,NLK (w0)
−1µ).
We have
NLK(w0)NLK(w0) = NLK(λw
#)NLK(λw#) = (λ
3NLK(w)
2)λ3NLK(w)2)
= (λ3NLK(w)NLK(w))
2 = NL(v)
2 = 1.
Hence, by ([26], Lemma 4.5), there exists w1 ∈ LK with w1w
∗
1 = 1 and NLK(w1) = NLK(w0).
The map
φ2 : J(LK, ∗, u,NLK (w0)
−1µ)→ J(LK, ∗, u, µ)
given by φ2((l, x)) = (l, xw
−1
1 ) is an isomorphism by ([25], Prop. 3.7). Hence the composite
φ−11 φ
−1
2 : J(LK, ∗, u, µ) → J(LK, ∗, u
′, µ′) is an isomorphism which maps L to L. We have
therefore the isomorphism φ := η(φ−11 φ
−1
2 )δ
−1 : S → ψ(S), which satisfies φ(L) = L and
φ−1ψ(S) = S, where φ denotes any extension of φ as above, to an automorphism of A, which
is possible by ([17] and [19]). This completes the proof.
Theorem 5.7. Let A be an Albert division algebra arising from the first Tits construction
and L ⊂ A a cyclic cubic subfield. Then Str(A,L) ⊂ RStr(A).
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Proof. Let ψ ∈ Str(A,L). Let D+ ⊂ A be a subalgebra corresponding to a degree 3 central
division algebra over k such that L ⊂ D+. Recall that D+ = (D × D
op, ǫ)+, where ǫ is
the switch involution and is distinguished (see [15]). Hence, by (Prop. 5.4), there exists
an automorphism φ ∈ Aut(A,L) such that φ−1ψ(D+) = D+. Since, by (Cor. 5.3), φ ∈
Aut(A,L) ⊂ RAut(A,L) ⊂ RStr(A)(k), we may assume ψ(D+) = D+ and ψ(L) = L. We
therefore have, by (Cor. 4.1),
ψ((x, y, z)) = γ(axb, b#yc, c−1za#)
for some a, b ∈ L×, γ ∈ k× and c ∈ D× with ND(a) = ND(b)ND(c). Since scalar homotheties
are in RStr(A), we may assume further that γ = 1 and hence
ψ((x, y, z)) = (axb, b#yc, c−1za#).
Hence ND(ba
−1c) = 1 and therefore c = (ab−1)d for d ∈ SL(1,D). Conversely, for any d ∈
SL(1,D) and a, b ∈ L× arbitrary, the map (x, y, z) 7→ (axb, b#yc, c−1za#), where c = ab−1d,
is in Str(A,D+) and leaves L stable. Hence we can identify ψ as above, with the element
((a, b), ab−1d) ∈ L× × L× × (ab−1)SL(1,D).
Note that the groups RL/k(Gm) and SL(1,D) are both R-trivial. Hence RL/k(Gm) ×
RL/k(Gm) × SL(1,D) is R-trivial. More explicitly, we proceed as follows. Since ND(a) =
ND(b)ND(c), we have d := a
−1bc ∈ SL(1,D). Fix γ : A1k → SL(1,D) with γ(0) = d, γ(1) = 1.
Define θ : A1k → Str(A,D,L) by
θ(t)((x, y, z)) = (atxbt, b
#
t yct, c
−1
t za
#
t ),
where
at = (1− t)a+ t, bt = (1− t)b+ t, ct = (atb
−1
t dt),
and dt = γ(t). Then
θ(0)((x, y, z)) = (axb, b#yab−1d, d−1ba−1za#) = (axb, b#yc, c−1b−1aba−1za#) = ψ((x, y, z)),
and
θ(1)((x, y, z)) = (x, yc1, c
−1
1 z) = (x, yd1, d
−1
1 z) = (x, y, z),
as γ(1) = 1. Hence θ(0)ψ, θ(1) = 1. We have thus proved the theorem.
Theorem 5.8. Let A be an Albert division algebra arising from the first Tits construction.
Then Aut(A) is R-trivial.
Proof. Let φ ∈ Aut(A). Let L ⊂ A be a cyclic cubic subfield. If φ(L) = L, then by (Cor.
5.3), we are done. So assume M := φ(L) 6= L. Let S =< L,M > be the subalgebra of A
generated by L and M . Then S is a 9-dimensional subalgebra of A. As in the proof of ([34],
Thm.5.3), we construct η ∈ Str(A,S) such that η(L) = M . Hence φ−1η ∈ Str(A,L). Let
ψ := φ−1η. Then, by the argument in the proof of ([36], Thm. 6.5, Claim 3), there exists
π ∈ Aut(A,L) such that π−1ψ ∈ Str(A,S). But η(S) = S. Hence we have
S = π−1ψ(S) = π−1φ−1η(S) = π−1φ−1(S).
Therefore we have π−1φ−1 ∈ Aut(A,S) ⊂ RAut(A)(k). Also Aut(A,L) ⊂ RAut(A)(k).
Hence it follows that φ ∈ RAut(A)(k).
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