Using the randomized algorithm method developed by Duminil-Copin, Tassion (2016) and Duminil-Copin, Raoufi, Tassion (2017) we exhibit sharp phase transition for the confetti percolation model. This provides an alternate proof that the critical parameter for percolation in this model is 1/2 when the underlying shapes for the distinct colours arise from the same distribution. This extends the work of Hirsch (2015) and Müller (2016). In addition we study the covered area fraction for this model, which is akin to the covered volume fraction in continuum percolation. This study allows us to calculate exact critical parameter for percolation when the underlying shapes for different colours may be of different sizes subject to a certain 'transitivity condition'.
The model
For λ r , λ b > 0, let (i) P := (X 1 , X 2 , . . .) be a Poisson process of intensity λ r + λ b on R 2 × (0, ∞), We assume the four processes above are independent of each other. Let
Thus the space consists of 'floating squares', with the square centred at X i being either a 'red' square with sides of length ρ i or a 'blue' square with sides of length β i according as ε i equals 1 or 0 respectively. We denote this model by (P, λ r , ρ, λ b , β) or equivalently (R, λ r , ρ, B, λ b , β). For a point x = (x 1 , x 2 ) ∈ R 2 let h(x) := inf{s : (x 1 , x 2 , s) ∈ C} i(x) := j where h(x)) = X j (3)
where X j (3) denotes the 3rd co-ordinate of X j .
The point x = (x 1 , x 2 ) ∈ R 2 is coloured red if ε i(x) = 1 and it is coloured blue if ε i(x) = 0, i.e. if a ray sent vertically up from x hits a red square first, then x is coloured red and if it hits a blue square first, it is coloured blue. Note that by the properties of Poisson processes i(x) exists and is almost surely unique and finite, and thus every x ∈ R 2 is coloured red or blue almost surely. Confetti percolation studies questions of red/blue percolation on the x−y plane R 2 , i.e. for what values of the parameters λ b , β, λ r , ρ do we have an unbounded connected red component or an unbounded connected blue component (or possibly both/neither).
Let C red and C blue be the (random) red and blue regions respectively of R 2 in the model (R, B) . Also let C red (0) and C blue (0) be, respectively, the maximal connected components of C red and C blue containing the origin 0. For a set S ⊂ R 2 , let diam(S) := sup{|x − y| : x, y ∈ S}, where | · | denotes the standard Euclidean norm on R 2 . Let p c (ρ, β) := inf{p : P p (diam(C red (0)) = ∞) > 0}.
Here we note that a scaling argument yields that percolation property of the confetti model does not depend on the individual values of λ r and λ b except through the ratios p := . Thus p c (ρ, β) is well-defined. From ergodicity we immediately have p c (ρ, β) = inf{p : P p (C red admits an unbounded connected component) = 1}.
Benjamini and Schramm (1998) conjectured that when β = ρ = constant p c (ρ, β) = 1/2.
Using methods developed by Bollobás and Riordan (2006) for Voronoi percolation, Hirsch (2015) proved the conjecture when the underlying shape is a square. Later Müller (2016) extended the proof when the underlying shape is a disc. Bordenave, Gousseau and Roueff (2006) , Galerne and Gousseau (2012) studied geometric properties of this model where they used the term 'dead leaves model' for this confetti percolation model. Their study was more on the lines of Matheron (1968) who originally introduced this stochastic model of sequential superposition of random sets to study natural images and their occlusion. Assumption 1.1. Throughout this paper we assume that ρ and β are either fixed constants, or are random variables such that 0 < ρ, β ≤ R for some R > 0.
Our first result, whose proof is based on methods developed by Duminil-Copin, Raoufi, Tassion (2016 , 2017 , is regarding the critical parameter p c (ρ, β) when both the red and blue squares have random sizes.
Let p here ℓ denotes the Lebesgue measure on R 2 . The critical covered area fraction is defined as cCAF red (R, B) := E pc(ρ,β) (ℓ(red region in [0, 1] 2 ).
From Corollary 1.1 we have that cCAF red (R, B) = 1/2 for ρ d = β, both bounded. As in the case of continuum percolation we want to show that in the case when the red and blue squares are of fixed sizes, not necessarily equal, the critical covered area fraction equals 1/2. In this regard we have the following theorem, where, as a byproduct, we have exact values of the critical parameter p c (ρ, β) for red and blue squares of fixed, but not necessarily same sizes. Theorem 1.2. The following are equivalent:
(i) Transitivity condition: Let ρ, β and γ be three non negative fixed constants (not necessarily equal) and fix positive λ r , λ b and λ g . Here λ g will be thought of as the intensity of a 'green' process with associated squares with sides of length γ. We assume that if red is supercritical in the confetti model (P 1 , λ r , ρ, λ b , β) and blue is supercritical in an independent confetti model (P 2 , λ b , β, λ g , γ) then red is supercritical in another independent confetti model (P 3 λ r , ρ, G, λ g , γ). Here P (1) , P (2) and P (3) are three independent Poisson processes and for the corresponding confetti model the three different Bernoulli processes ε
(1) , ε (2) and ε (3) are also independent.
(ii) The critical covered area fraction for (P, λ r , ρ, λ b , β) equals 1/2.
(iii) For the confetti model (P, λ r , ρ, λ b , β) we have that red percolates if
ρ 2 +β 2 and blue percolates if
We believe that the transitivity condition should hold, however we do not have a proof of it as yet. A sufficient condition for the above to hold is Proposition 1.1. Consider the confetti model (P, 1, 1,
is monotonic in β, either increasing for all n ≥ 1 or decreasing for all n ≥ 1, then the transitivity condition holds.
Also, as in the case of continuum percolation, for ρ and β not fixed constants, we have that the covered area fraction for red could be large without red percolating. Theorem 1.3. For any t ∈ (0, 1) there exists a confetti model (P, λ r , ρ, λ b , β), with ρ and β random, for which CAF red (R, B) > t but red does not percolate. Remark 1.1: Although we have stated and worked on the confetti model with squares as the underlying shape, the method goes through mutatis mutandis for discs, regular polygons and any measure preserving affine transformations of these shapes.
Auxiliary results
Let R n be the rectangle [0, n] × [0, 3n] and H n be the event that there exists a horizontal red crossing of R n , i.e. R n ∩ C red contains a connected component which intersects both the left edge {0} × [0, 3n] and the right edge {n} × [0, 3n] of the rectangle R n . As is customary we define the critical parameter p s (ρ, β) arising from these 'sponge crossings' as
We first have an analogue of Lemma 3.3 of Meester and Roy (1996) . The proof being quite similar we relegate it to the appendix.
Proposition 2.1. Consider the confetti model (P, λ r , ρ, λ b , β). There exists a constant κ 0 ∈ (0, 1) such that whenever P p (H N ) < κ 0 for some N ≥ R, we have
for all a > 0 and for some positive constants c 1 and c 2 depending only on κ 0 . Here R is as in Assumption 1.1 and κ 0 is as in Lemma 3.3 of Meester and Roy (1996) .
Let (ω, ε) be a sample point from the space on which the processes P, ρ, β, ε are defined. We take ω to stand for three sequences (i) (x 1 , x 2 , . . .), x i ∈ R 2 × (0, ∞), a realisation of the Poisson point process, (ii) (r 1 , r 2 , . . .) with r i > 0, a realisation of the process ρ, (iii) (b 1 , b 2 , . . .) with b i > 0, a realisation of the process β.
For increasing events, standard methods (see Meester and Roy (1996) ) yield FKG inequality: For A and B, both increasing or both decreasing events, we have
For a fixed ω let
such that (y 1 , y 2 , s) ∈ R j ∩ B j for any j and all 0 < s < y 3 }, where R i and B i are as in (1). By the definition of D ω (n), for any given ω the value of ε i with i / ∈ D ω (n) will not affect the colouring of [−n, n] 2 .
Theorem 2.1. For any n ∈ N we have E #D ω (n) < ∞.
2 (n + R) 2 many distinct cylinders each with base size
. Fix any one such cylinder Q (say). We want to bound
Therefore we have
and so
Hence we have
We shall denote the set of all pivital points for an event A by Piv A Theorem 2.2 (Russo's formula). Let A be a local increasing event. Then p → P p (A) is differentiable and d dp
where |Piv A | stands for the number of pivotal points for the event A.
Proof. Since A is local, from Theorem 2.1, given ω, A depends on the colours of finitely many Poisson points almost surely. So with probability 1, the event A depends only on ε 1 , ε 2 , . . . , ε k(ω) for some k(ω) ∈ N depending only on ω.
. By a coupling argument we have
Letting δ → 0 we have
Now taking all p i 's equal to p and summing over i ∈ {1, 2, . . . , k} we have d dp
Let n be such that 1 A is determined by the colouring of [−n, n] 2 . Clearly |Piv A | ≤ D ω (n) and E D ω (n) < ∞. Therefore by the dominated convergence theorem we have d dp
Before we end this section we quote two results from Duminil-Copin, Raoufi, Tassion (2017).
Theorem 2.3 (OSSS inequality).
Let Ω ∞ , i∈N P be a product probability space and f : Ω ∞ → {0, 1}. An algorithm T determining f takes a configuration ω = (ω i ) i∈N ∈ Ω ∞ as an input and it reveals the values of ω i 's one by one. At each step which co-ordinate of ω will be revealed next will depend on the values of the co-ordinates revealed so far. The algorithm stops as soon as f is determined. Assuming that the algorithm will stop in finite time almost surely we have
where δ i (T ) and Inf i (f ) are respectively the revealment and the influence of the ith co-ordinate defined by δ i (T ) = i∈N P (T reveals the value of ω i )
The above ω (i) represents the random element in Ω ∞ which is same as ω in every co-ordinate except the ith co-ordinate which is resampled independently.
The next lemma is a slight modification of Lemma 3 of Duminil-Copin, Raoufi, Tassion (2017).
Lemma 2.1. Let {f n } n≥0 be a sequence of increasing and differentiable functions satisfying the following conditions
(ii) {f n } converges pointwise in (a, b), and
Then there exists x 0 ∈ [a, b] such that the following holds:
for all x ∈ (a, x 0 ) and n large enough,
Proof. Let
We show that the lemma holds for x 0 = q. For q = a, (4) holds trivially. So assume q > a and take x, y ∈ (a, q) such that y = x+q 2 . Since y < q, we have lim sup
Therefore there exists N such that, for all n ≥ N,
Since each of f n is increasing, for all z ∈ [x, y] we have
/2). This shows that (4) holds for
So we have
Using (iii) we get
Noting that, for 0 < s < t, = log t − log s, we have
Take w, z such that q < w < z < b. For some ζ ∈ (w, z) we have
Since w > q and each of f k is increasing we have lim sup
(z −w). But w ∈ (q, z) is arbitrary and therefore we have
. Let
To prove Theorem 1.1 we first show Proposition 3.1. For any p ∈ (0, p c ) and all large enough n
Also, for any p ∈ (p c , 1) there exists a constant c > 0 such that
The above proposition follows from Lemma 3.1. For any ζ ∈ (0, 1) there exists a constant u ζ such that for all p ∈ (0, ζ) and all n ≥ 1 d dp
Indeed, assuming the above lemma, and taking
for all p ∈ (0, q ζ ) and for all large n, and θ(p) ≥ u ζ 2 (p − q ξ ) for all p ∈ (q ζ , ζ). Now if p c = 1, then q ζ has to be equal to ζ for all ζ ∈ (0, 1) and so Proposition 3.1 holds trivially. For p c ∈ [0, 1) choose any ζ > p c . In that case q ζ has to equal p c and Proposition 3.1 holds for all p ∈ [0, ζ]. So Proposition 3.1 follows from Lemma 3.1.
For the proof of Lemma 3.1 we first note that the differentiability of θ n (p) was shown in Russo's formula. Also, θ n (p) is increasing in p and, as n → ∞, converges pointwise to θ.
Before we begin the proof of the lemma we do some housekeeping. Fix n ≥ 0. We define a random variable M = M n as follows. For ω, the colouring of [−n, n] 2 is determined by P ∩ [−n − R, n + r] × (0, M(ω)], i.e. the Poisson points lying in the region [−n − R, n + r] × (0, M(ω)] together with the associated ρ, β, ε.
Taking m ∈ N such that P(min{ρ, β} > 1 m ) > α for some α > 0 and dividing the region [−n − R, n + R] 2 into 16m 2 (n + R) 2 many distinct squares, each with a base size 1 2m
, we observe that if in each of these smaller squares there is a Poisson point within a height h and for each such Poisson point X i (say), we have
For η ∈ (0, 1) let h η be the value of h such that 16m
Choosing η 1/4 to be the reciprocal of an integer, we divide the region
P{there exist two or more Poisson points in
For n fixed as above, consider the local increasing event
Noting that θ n (p)(1−θ n (p)) = Var(1 An ), we want to apply the OSSS inequality for the function f = 1 An . We take Ω i to be the restriction of the Poisson process P on the cylinder C i along with the associated ρ, β, ε for the the points of the Poisson process lying in the cylinder C i . Also Inf i and δ i depends on η and C i for all i so we denote them by Inf
respectively. Using (6), Inf
and hence from Russo's formula we have d dp
To use the OSSS inequality we show Lemma 3.2. There exists a constant a > 0 such that for any k ∈ {1, 2, . . . , n} there exists an algorithm T k determining 1 An with the property that for all i ≥ 1
where c i is the centre of the projection π(C i ) of C i on its first two co-ordinates and E(c i , S k , η) is the event that c i is connected to S k via a red path using Poisson points in
Assuming the above lemma, we first complete the proof of Lemma 3.1. From the OSSS inequality and (7), we have
which holds for all k ∈ {1, 2, . . . , n}, and so
Since n k=1 j≥1
we have
Taking lim sup as η → 0 we get
and hence Lemma 3.1 holds with u ζ = 1−θ 1 (ζ) a . Thus to complete the proof of Proposition 3.1 we need to construct T k with the properties as required by Lemma 3.2. Let A (s) = {y ∈ R 2 : d(y, A) ≤ s} denote the fattening of A ⊆ R 2 . The algorithm T k is as follows
Poisson points in C t . Consider the colouring of R 2 generated by the Poisson points in C t . Let C(S k , C t ) be the union of S k and all red connected components intersecting S k with respect to the colouring generated by Poisson points in C t . Take
(c) Stop the algorithm if any of the two condition holds.
1. we get some l such that 0 ∈ A l and A l ∩ S n = ∅. In that case 1 An = 1.
2. the previous condition does not hold but we get some l for which A l = A l+1 . In that case 1 An = 0.
The revelation of C i implies the existence of l for which
. Now if C i is revealed and B(c i , 3R) is red then c i is connected to S k via a red path. So by the FKG inequality we have
for some constant a. This proves Lemma 3.2 and hence completes the proof of Proposition 3.1.
Remark 3.1: Proposition 3.1 together with Proposition 2.1 yields
Standard argument, see, for example, the proofs of Theorems 4.3 and 4.4 of Meester and Roy (1996) , completes the proof of Theorem 1.1.
Covered Area Fraction
The confetti percolation model being spatially ergodic, we have
2 ) = P p (origin is red).
This characterisation gives us
Proposition 4.1. For ρ and β be two non negative random variables with finite second moments we have
Proof. Suppose instead of taking two coloured confetti model we consider ncoloured model i.e., 'we have n independent Poisson point processes
with n distinct colours. Assume for each i ∈ {1, 2, . . . , n} the Poisson point process P i has intensity λ i and the associated squares have sides of fixed length r i . Without loss of generality we assume r 1 ≤ r 2 ≤ · · · ≤ r n . Let
. . be the ordering of the Poisson points of ∪ n i=1 P i lying in the cylinder C n , where the ordering is done according to the value of the third co-ordinate. Thus l k is the kth lowest Poisson point in the cylinder C n . Let E k i := {l k ∈ P i }. The covered area fraction, CAF i , of the i th colour is given by ∞ k=1 P(origin gets the colour due to l k and E k i occurs)
Now suppose we convert all the colours of I ⊆ {1, 2, . . . , n} to red and the remaining colours to blue. Let R = ∪ i∈I P i , B = ∪ i / ∈I P i , λ r = i∈I λ i and λ b = i / ∈I λ i . For u ∈ I the random variable ρ takes value r u with probability λu i∈I λ i and for v / ∈ I the random variable β takes value r v with probability
.
A truncation argument, together with the dominated convergence theorem, completes the proof for general ρ and β with finite second moments.
Proof of Theorem 1.2. Recall, for this theorem we assume ρ and β are fixed constants. From Proposition 4.1
ρ 2 +β 2 . This proves the equivalence of (ii) and (iii). Now suppose cCAF red (R, B) = 1/2 and that red percolates in the confetti model (R, λ r , ρ, B, λ b , β) and blue percolates in the confetti model (B, λ b , β, G, λ g , γ) .
Therefore CAF red (R, G) > 1/2 and hence red percolates in (R, λ r , ρ, G, λ g , γ) . Thus the transitivity condition holds.
Finally suppose the transitivity condition holds and we have a confetti model (R, λ r , ρ, B, λ b , β) with CAF red (R, B) < 1/2, i.e., λ r ρ 2 < λ b β 2 , but red percolates. Observe that by the scaling (
) in the sense that all percolation properties will be preserved. A further scaling (x 1 , x 2 , x 3 ) → (x 1 , x 2 , λ r ρ 2 x 3 ) shows that the above confetti models are equivalent to the model (R, 1, 1, B, µ, ν) , where µ = . Note that σ = µν 2 > 1. By a similar scaling argument we see that the model (R, 1, 1, B, µ, ν) is equivalent to the models (R,
. Therefore, by the transitivity condition in (i), red percolates in the confetti model (R, 1, 1, B, µ n , ν n ). It is clear that red cannot percolate in the model (R, 1, 1, B, µ, ν) when ν = 1 and µ > 1. So we are left with two cases. 
12
. Now choose h 0 small enough such that the continuum Boolean percolation model (à la Meester and Roy (1996) 
critical phase, where π : R 3 → R 2 is a projection onto first two co-ordinates. So there exists N 0 large enough, such that for all n ≥ N 0 , the probability that [0, n] × [0, 3n] admits a red horizontal crossing in the continuum model is at most κ 0 3 > 0, where κ 0 is as in Proposition 2.1. Choose n 0 large enough so that ν n 0 > N 0 and also
Now the existence of blue Poisson points below a height h 0 and above each of the 12 squares, along with the non-existence of a red horizontal crossing in the projected continuum model guarantees the non-existence of a red horizontal crossing of [0, n] × [0, 3n] in the confetti setting. From (8), the probability that this occurs is larger than 1 − (
); and hence from Proposition 2.1, red does not percolate in the confetti model (R, 1, 1, B, µ n , ν n ) which contradicts our assumption.
Case II. ν < 1: Choose h 0 > 0 such that
where κ 0 > 0 is as above. Now let
then, from (9) This validates (10). Therefore, whenever λ r ρ 2 < λ b β 2 red does not percolate and similarly whenever λ r ρ 2 > λ b β 2 blue does not percolate. Hence we have λ r ρ 2 = λ b β 2 at criticality i.e. the critical covered area fraction equals 1/2. This completes the proof.
Before we start the proof of Proposition 1.1 we recall some properties of the continuum Boolean model of percolation. Let (C, λ, 1) be a 2-dimensional continuum Boolean model with squares of sides of length 1. Let λ c (1) be the critical intensity for (C, λ). The critical CVF for (C, λ) is 1 − exp(−λ c (1)), and for percolation of fixed sized squares the model is subcritical or supercritical according as the CVF is smaller or larger than 1 − exp(−λ c (1)).
Proof of Proposition 1.1. Consider the confetti percolation model (R, 1, 1, B, σ β 2 , β) for fixed σ > 1. Let h ∈ ( λc(1) σ , λ c (1)) and consider the slab
The projection of only the red squares in the slab S 1 of (R, 1, 1, B, σ β 2 , β) onto the plane R 2 × {0} yields a continuum Boolean model (C R , h, 1) of intensity h and hence is subcritical by our choice of h. Let W R (V R ) denote the occupied (vacant) region of (C R , h). Now Theorem 3.5 of Meester and Roy (1996) guarantees the existence of N > 1 such that (C R , h, 1) admits a horizontal occupied crossing of the rectangle R N has a probability at most
, where κ 0 is as in Lemma 3.3 of Meester and Roy (1996) . Thus
where, for n ≥ 1, E n is the event that in the model (C R , h), Meester and Roy (1996) we have, for the model (C B , σh β 2 , β), there exist constants C 1 , C 2 > 0, independent of a, such that
The above equation may be rewritten as
Now suppose that E n 0 occurs and that
admits a horizontal crossing of the rectangle R N . It must then be the case that there exists a square S (say) of size β × β for which the diameter of V 5 Proof of Theorem 1.3
As earlier let λ c (1) denote the critical intensity for percolation of the continuum Boolean model with squares of sides of length 1.
Lemma 5.1. Suppose we have a confetti percolation model (R, λ 1 , α 1 , B, λ 2 , α 2 ) with α 1 , α 2 ≤ R. Let N > R and δ ∈ (0, κ 0 ), where N and κ 0 are as in Proposition 2.1. Let G be the event that there exists a point in R N := [0, N] × [0, 3N] with no blue square within a height 1 above it and H N be the event that R N admits a red horizontal crossing. Suppose the following two conditions hold:
1. P λ 1 ,α 1 ,λ 2 ,α 2 (G) < δ 2. P λ 1 ,α 1 ,λ 2 ,α 2 (H N ∩ G c ) < κ 0 − δ then there exist λ 3 and α 3 with α 3 ≤ R such that λ 3 E(α (iii) P λ 3 ,α 3 ,λ 2 ,α 2 (H N ∩ G c ) = P H m 0 (R N ) ∩ G c < κ 0 − δ, (iv) P λ 3 ,α 3 ,λ 2 ,α 2 (G) = P λ 1 ,α 1 ,λ 2 ,α 2 (G) < δ, which completes the proof of the lemma.
Proof of theorem 1.3. Let N, δ and G be as in the previous lemma and fix 0 < r < R. Choose µ large enough such that in the confetti model (R, 0, r, B, µ, r) P 0,r,µ,r (G) < δ.
Observe that the probability that there exists a horizontal red crossing of R N in the confetti model (R, 0, r, B, µ, r) is 0. So the assumptions in Lemma 5.1 hold. Let q ∈ N be such that qλ c (1)/2 (qλ c (1)/2) + µr 2 > t.
Applying Lemma 5.1 q times we obtain λ and ρ such that ρ ≤ r and λE(ρ 2 ) = qλ c (1)/2. Also in the confetti model (R, λ, ρ, B, µ, r) we have (i) P λ,ρ,µ,r (G) < δ and (ii) P λ,ρ,µ,r (H(R N ) ∩ G c ) < κ 0 − δ, which yields, by Proposition 2.1,
i.e., red does not percolate in the confetti model (R, λ, ρ, B, µ, r). However, from (14) we have CAF red (R, B) > t. ⌉ many vertices. Now given a set I n of n vertices of Z 2 there are at least n 11 2 vertices whose states are independent of each other, since the states of two vertices w and z are independent whenever w − z ∞ ≥ 5. So P(all vertices of I n are open) ≤ q n 11 2 . Now the total number all connected sets I n of n vertices of Z 2 containing the origin is at most (9e) n (Kesten 1982, Lemma 5.1) . Using this bound we get P(|C site | = n) ≤ (9e) n · q 
