The magnetohydrodynamic Richtmyer-Meshkov instability is investigated for the case where the initial magnetic field is unperturbed and aligned with the mean interface location. For this initial condition, the magnetic field lines penetrate the perturbed density interface, forbidding a tangential velocity jump and therefore the presence of a vortex sheet. Through simulation, we find that the vorticity distribution present on the interface immediately after the shock acceleration breaks up into waves traveling parallel and anti-parallel to the magnetic field, which transport the vorticity. The interference of these waves as they propagate causes the perturbation amplitude of the interface to oscillate in time. This interface behavior is accurately predicted over a broad range of parameters by an incompressible linearized model derived presently by solving the corresponding impulse driven, linearized initial value problem. Our use of an equilibrium initial condition results in interface motion produced solely by the impulsive acceleration. Nonlinear compressible simulations are used to investigate the behavior of the transverse field magnetohydrodynamic Richtmyer-Meshkov instability, and the performance of the incompressible model, over a range of shock strengths, magnetic field strengths, perturbation amplitudes and Atwood numbers. C 2014 AIP Publishing LLC. [http://dx
I. INTRODUCTION
When a perturbed interface separating fluids with different densities is impulsively accelerated, typically by a shock wave, the interface becomes unstable and the perturbations grow. This scenario was first considered by Markstein. 1 A rigorous theoretical and numerical analysis of the flow was later presented by Richtmyer, 2 whose predictions were confirmed by the shock tube experiments of Meshkov. 3 This instability is, therefore, known as the Richtmyer-Meshkov instability (RMI). The canonical situation in which the RMI occurs is shown in Fig. 1(a) , where a shock wave interacts with a sinusoidal density interface. Figure 1(b) shows the effect of the instability on the interface after the interaction is complete: it has become highly distorted which can lead to significant mixing between the two fluids.
The RMI is important in a wide variety of applications. One of the most significant of these is inertial confinement fusion (ICF), which has been a major impetus for the study of shock accelerated interfaces. 4 In current ICF experiments, rapid ablation of a spherical capsule drives an implosion into the deuterium-tritium fuel contained within. 5 The RMI promotes mixing between the capsule material and the fuel. This mixing limits the final compression of the fuel and hence the possibility of achieving energy break-even or production. 6 The RMI is also important in astrophysical phenomena. It has been used to account for the lack of stratification in the products of supernova 1987A and is required in stellar evolution models. 7 In supersonic and hypersonic air breathing engines, the RMI may be used to enhance the mixing of fuel and air. 8 The RMI also arises in many combustion 15 (b) Post shock-interaction vorticity (∇ × u, left half frames) and density (ρ, right half frames) fields for an incident shock sonic Mach number of M = 2, a density ratio of ρ 2 /ρ 1 = 1/3, and a ratio of specific heats of γ = 5/3 when no magnetic field is present. (c) Post shock-interaction vorticity and density fields for the same case as (b) when an initial magnetic field of non-dimensional strength β −1 = B 2 /2p 0 = 1/16 is present, where p 0 is the initial thermodynamic pressure systems where shock-flame interactions occur; the resulting instability is significant in deflagrationto-detonation transition. 9 In reflected shock tunnels, the RMI is one mechanism for explaining driver gas contamination. 10 In the first two applications of the RMI listed above, inertial confinement fusion and astrophysical phenomena, the media involved may be in the plasma state and hence be affected by magnetic fields. It is well known that the linear growth rate of the Rayleigh-Taylor instability, a hydrodynamic instability related to the RMI, is mitigated at high wavenumbers in the presence of a magnetic field. 11 The effect of a magnetic field on the RMI, however, had not been investigated until Samtaney 12 demonstrated, via numerical simulations, that for the magnetic field orientation shown in Fig. 1(a) the growth of the RMI is suppressed. This can clearly be seen by comparing Fig. 1(b) , which shows the post-interaction density contours when no magnetic field is present, and Fig. 1(c) , which shows the result of an identical simulation carried out in the presence of a magnetic field. It was shown by Wheatley et al. 13 that the suppression of the instability is caused by changes in the shock refraction process at the interface with the application of a magnetic field that leaves the interface vorticity free. Subsequently, Wheatley et al. 14 carried out an analytical linear analysis of an impulsively accelerated density interface in the presence of a normal magnetic field. This successfully models the behavior of the interface in the magnetohydrodynamic (MHD) RMI for weak shocks and magnetic fields. 15 The other canonical MHD RMI case, where the magnetic field is parallel to the density interface, was linearly modeled by Cao et al. 16 However, their formulation, which differs from that used in Wheatley et al., 14 results in oscillation of the interface even when no forcing is present. In addition, their model has not been compared to other results to assess its accuracy and appropriateness. Motivated by understanding magnetic field amplification in supernova remnants, Sano et al. 17 have simulated the two-dimensional MHD RMI for three different initial magnetic field orientations: normal, parallel, and at an angle π /4 to the interface. Their study, however, focused on a very weak initial magnetic field (β = 10 8 ) that had little effect on the dynamics of the RMI. 17 The recent intense interest in the RMI 12, 15, 16, [18] [19] [20] [21] is primarily motivated by its significance in inertial confinement fusion, a technology with the potential to demonstrate highly efficient carbon-free energy production. 22 In ICF, suppression of the instability is desirable and we have established that in certain idealized cases, a magnetic field can suppress the MHD RMI. Consequently, investigating the suppression of the RMI by a magnetic field of different orientations is an important research topic. Furthermore, in recent experiments, ICF targets were immersed in a seed magnetic field before implosion with the goal of enhancing compression through electron confinement. 23 This resulted in the observed ion temperature and neutron yield being significantly enhanced, demonstrating that the concept utilizing magnetic fields in ICF experiments has merit. In the present work, we formulate 14 is used so that interface motion occurs only as a result of the impulsive acceleration and not due to the initial condition. The behavior predicted by this model is then compared to the results of shock driven simulations of the full nonlinear compressible ideal MHD equations. This allows the appropriateness and accuracy of the model to be investigated and reveals new details of the flow physics that were not seen in the work of Cao et al. 16 The behavior of the MHD RMI and the performance of the model as problem parameters are altered to increase the nonlinearity of the flow are also documented.
II. INCOMPRESSIBLE MODEL

A. Flow formulation and equations of motion
The initial condition for the problem under consideration is shown in Fig. 2(a) : A shock wave of sonic Mach number M is set-up to impact a sinusoidally perturbed density interface in the presence of a transverse magnetic field, B. Here M = U S /a where U S is the shock speed and a is the speed of sound. The corresponding incompressible model problem is shown in Fig. 2(b) . The shock acceleration of the fluid is replaced by an impulsive acceleration in the z-direction, V δ(t), where δ(t) is the Dirac delta function in time and V c, the speed of light. This accelerates uniform quiescent conducting fluids of densities ρ 1 and ρ 2 , respectively, separated by an interface with initial perturbation amplitude η 0 and wavelength λ. The initial magnetic field, B 0 = B e x , is aligned with the mean interface location in the x-direction and has non-dimensional strength β −1 = B 2 /(2μ 0 p 0 ), where p 0 is the uniform initial pressure and μ 0 is the permeability of vacuum.
The ideal MHD variables are non-dimensionalized using a reference density ρ 0 , pressure p 0 , and length scale L. The non-dimensional variables are given bŷ
T is velocity and B ≡ (B x , B y , B z ) T is the magnetic field. From here on, we consider the problem in non-dimensional form with the carets omitted for clarity. We seek solutions to the model problem that satisfy the linearized equations of ideal, incompressible MHD. The nonlinear equations from which these are derived govern the evolution of an incompressible, quasi-neutral conducting fluid if viscosity, thermal conductivity, the Hall effect, and electrical resistivity are neglected. 25 In the mathematically convenient reference frame with acceleration V δ(t)e z that moves with the interface, these equations are
∂B ∂t
The forcing that impulsively accelerates the fluids is given by
where H(z) is the Heaviside function. The base-flow about which the governing equations are linearized results from subjecting uniform fluids separated by an unperturbed interface at z = 0 to the impulsive body force f. In this case, f is exactly balanced by the term in Eq. (2) that arises due to the use of an accelerating reference frame. Thus, the base-flow (denoted with a subscript 0) in the chosen frame of reference is identical to the initial conditions and is given by
B. Linearized initial value problem
Imposing an initial perturbation h(x, t) = η(t)e ikx λ on the interface location produces the required initial condition for the model problem. The linearized equations for the perturbations to the base-flow are then obtained by setting the density equal to
and by assuming that all other flow quantities have the form q(x, z, t) = q 0 (z) + q (x, z, t), where q are small perturbations to the base-flow. Substituting these expressions into Eqs. (1)-(4) and neglecting terms involving products of perturbations yields
The forcing of the perturbations due to the impulse at t = 0 + is non-zero only in the vanishingly small region z ∈ [0, h(x, t)]. Our approach is to account for the forcing in the matching conditions between homogeneous solutions that are valid above and below this region. To obtain the homogeneous solutions, we assume that all perturbations have the form q (x, z, t) =q(z, t)e ikx then take the temporal Laplace transforms of Eqs. (7)- (11) outside of the forced region. Initial conditions are taken at t = 0 − , when there are no perturbations to the velocity or magnetic field. The resulting transformed homogeneous equations are
ik 
Eq. (18) has the general solution
This general solution lacks the wave-like modes of the form
were present in the normal field case. 14 These modes were responsible for transporting the vorticity generated by impulse away from the interface, which suppressed growth in the amplitude of its perturbations. 15 Thus, the mechanism by which the RMI was suppressed in the normal field case is apparently absent in this model.
C. Matching conditions
The unknown coefficient functions in Eq. (19) must now be determined in each fluid. The requirement that perturbations be bounded as |z| → ∞, assuming k > 0, implies that A 2 (s) = 0 and B 1 (s) = 0. The transformed velocity magnitudes in each fluid then simplify to
These homogeneous solutions are subject to matching conditions at the contact (z = h(x, t) = η(t)e ikx ). The number of jump conditions that must be satisfied across an MHD contact discontinuity depends on its type, which has yet to be discussed for the present problem. However, two conditions must be satisfied for every type of contact discontinuity: the normal velocity w and total pressure p + B · B/2 must be continuous. As only two matching conditions are required to determine the solution in this case, the derivation can proceed without assuming the contact is of a certain type. The first matching condition used is the kinematic condition that w must be continuous. To leading order in h, this is equivalent to
where
and Eq. (20) was used to obtain the expression on the right. The second matching condition, which accounts for the forcing, is derived by integrating Eq. (9) in z across its inhomogeneous region, which extends from 0 to h(x, t) 1 as illustrated in Fig. 3 . Along the path indicated, which is contained within fluid 1, Eq. (9) simplifies to
Integrating Eq. (22) in z from 0 to h yields Assuming ∂w 1 /∂t and ∂ B z1 /∂ x are smooth within the inhomogeneous region, the remaining integrals can be approximated by
These terms are O(h 2 ) and thus can be neglected. Next, consider the terms evaluated at the contact discontinuity z = h. The continuity of p + B · B/2 across the contact can be expressed as
Thus, to leading order, assuming p 2 and B x2 are smooth
Combining Eq. (23) with Eqs. (24) and (26), neglecting products of perturbations and higher order terms in h, yields the final form of the dynamic condition:
D. Oscillatory solutions
Taking the Laplace transform of Eq. (27) then using Eqs. (12)- (17) to express all variables in terms of W 1 and W 2 gives
where the expressions for W 1 and W 2 given in Eq. (20) have been used. The final solutions for the vertical velocity perturbations are obtained by solving Eq. (28) for A(s), taking the inverse Laplace transform, then substituting the result in the assumed forms of the perturbations. This gives
Here, A is the Atwood ratio and c A j = B/ √ ρ j is the Alfvén speed. This solution shows that while the initial (t = 0 + ) growth rate of the interface,
is identical to the hydrodynamic case, 2 the presence of the magnetic field prevents linear growth at this rate. Instead, the amplitude of the interface oscillates in time at a frequency ω, as described by For one set of parameters, the resulting density field at t = 1/5ω is shown in Fig. 4 along with the magnetic field lines. It can be seen that the motion of the interface has perturbed the magnetic field lines, which creates a restoring force due to magnetic field line tension. This causes the fluids to oscillate, however, it will be shown in Sec. IV that this does not completely describe the flow physics around the interface. One aspect of the solution that requires further investigation is the nature of the interface. The unperturbed interface has no magnetic field lines crossing it and is known as a tangential discontinuity. Only the normal velocity w and p + B · B/2 are required to be continuous across a tangential discontinuity (see, e.g., Sutton and Sherman 25 ) , and these were the only constraints built into the solution of the model problem. If the field lines cross the interface, however, as is seen to occur in Fig. 4 , two additional constraints must be satisfied: continuity of tangential velocity and magnetic field. The tangential velocities on either side of the interface may be computed by substituting the solutions for w j given in Eqs. (29) and (30) into Eq. (7). The jump in tangential velocity across the interface is found to be non-zero and is given by
This implies that the inhomogeneous region between the two fluids, which we integrated across in our solution, must contain more structure than a simple MHD contact discontinuity. Additional structures must be present in this matching region to carry the shear. To investigate the nature of these structures, and determine whether our model, in which integration across them is utilized, accurately predicts the motion of the interface, we turn to nonlinear compressible simulations. Note that this issue can be avoided by a slight modification to the initial conditions: if the magnetic field lines have the same initial perturbation as the interface, they will remain parallel to it for all time, permitting the interface to be a tangential discontinuity. While this eliminates the need for additional flow structures, the perturbed field lines will cause oscillation of the interface even in the absence of any forcing, as seen in the model of Cao et al.
16
III. SIMULATION METHODOLOGY A. Unsplit method for ideal MHD
The nonlinear simulations were carried out using a compressible ideal MHD code similar to that developed by Samtaney 12 and Samtaney et al. 26 Key details of the algorithm are presented here for completeness. We write the equations of ideal MHD in conservation form as follows:
where D is the dimensionality of physical space, U = {ρ , ρ u i , B i , e } T , e is the total energy per unit volume, and the flux vector is given by
Here, we limit our discussion to two dimensions (D = 2). We define a vector of variables called the "primitive variables"
Rewriting the equations using W in quasilinear form, we get
A d is a singular matrix with an eigenvector degeneracy. The unsplit algorithm is essentially a predictor-corrector method in which face-centered and time-centered primitive variables are predicted, followed by a corrector step in which a Riemann problem is solved using the predicted values to compute a second order accurate estimate of the fluxes:
where x 0 is the position of the lower left corner of the domain, i is a D-tuple index, e d is the unit vector in the d-direction, h is the grid spacing and t is the discrete time step. The predictor step is further divided into a normal and a transverse predictor steps. We fit linear profiles in each computational cell, and compute slopes d W i which are subsequently limited in characteristic space using Van Leer slope limiting. The normal predictor consists of the effect of the normal derivative terms on the extrapolation in space and time from cell centers to faces. In this step, we split the primitive variables as follows
.
(36) , and l k and r k are the corresponding left and right eigenvectors. This step is followed by the so-called "Stone Correction" to the above normal predicted states. 26 This stems from the fact that in multi-dimensions the derivative of the normal component of the magnetic field in the d-direction is not zero. The Stone Correction is given asW
where , 3) ; and the term (
) i is the derivative of the normal component of the magnetic field in the d-direction, computed using a standard second-order central difference formula. The above normal predictor step gives us left and right states at each cell interface. A correction stemming from the transverse derivatives to the fluxes is required in addition to the normal predictor step. For this transverse predictor step, we compute estimates of 
Final corrections are then made to W i,±,d due to the transverse derivatives:
To obtain a final estimate of the fluxes, we first compute the solution to the Riemann problem using the time-centered predicted states,
Then, using the normal component of the magnetic field at cell faces i + 1 2 e d , compute a cell centered divergence. To eliminate this divergence, the following Poisson equation is solved using a multigrid technique with a Gauss-Seidel Red-Black ordering smoother,
The magnetic field is then corrected to be B i+ 
(43)
B. Simulation details and grid convergence
The geometry for the nonlinear simulations is as shown in Fig. 2 . Periodic boundary conditions are used in the x-direction and zero gradient boundary conditions are used in the z-direction. In all simulations, the ratio of specific heats is set to γ = 5/3 and the state upstream of the shock is used to non-dimensionalize the equations, thus the initial density below the interface is ρ 1 = 1 and the pressure upstream of the shock is p 0 = 1. For the reference shock-driven simulation, the initial density above the interface is ρ 2 = 5/4 and the shock has a sonic Mach number M = 1.1. The initial perturbation amplitude of the interface is η 0 /λ = 1/50 and the uniform horizontal magnetic field upstream of the shock is characterised by β = 2 p 0 /B 2 x0 = 16 (B z0 = 0 for all simulations). The conditions downstream of the shock are obtained from the MHD Rankine-Hugoniot relations. As the magnetic field is perpendicular to the shock normal, the driving shock is what is known as a perpendicular shock. Perpendicular shocks are always fast as in their direction of propagation only the fast characteristic speed is non-zero and is given by c f = (c 2 A + a 2 ) 1/2 . The shock-interaction process compresses the fluids to higher densities and pressure, increases the magnetic field strength and compresses the interface perturbation. Post-shock-compression values are used to evaluate the behavior of the current model. For the reference case, these are ρ 1 = 1.10, ρ 2 = 1.37, p 0 = 1.16, B x0 = 0.387, and η 0 = 0.0179λ. The magnitude of the impulse is set to the velocity imparted to the interface in the shock driven problem: V = 0.111. Shock driven simulations of other cases are setup in the same manner as the reference case, but with altered ρ 2 , M, η 0 /λ, or β. The corresponding model evaluations make use of the resulting post-shock-compression parameters.
A uniform grid spacing of x = λ/250 is utilized for all simulations used to characterise interface behavior. To evaluate the adequacy of this resolution, the reference simulation was repeated with grid spacings of x = λ/500 (medium grid) and x = λ/1024 (fine grid). The normalized interface amplitude histories from these simulations are shown in Fig. 5(a) . The amplitude ( η) and frequency (ω) of the interface oscillations in these histories are estimated using nonlinear least-squares fitting of the first two periods of data to a function of the form η 0 + ηsin [ω(t − t 0 )]. The convergence of these two key statistics is examined using generalized Richardson extrapolation for unequal refinement ratios, as detailed in Stern et al. 27 The orders of convergence of η and ω are estimated to be 1.54 and 1.18, respectively. The convergence of these statistics to their Richardson extrapolated values for x → 0 (denoted with a superscript *) is shown in Fig. 5(b) . For the simulation on the coarse grid, η and ω differ from their Richardson extrapolated values by −1.21% and 0.241%, respectively. This demonstrates that the effect of discretization error on the behavior of the interface, which is of primary interest here, is acceptably small. In ideal MHD simulations, there is no physical dissipation to set a minimum length scale, thus point-wise convergence of the solution with grid refinement cannot be expected. As the grid is refined, numerical diffusion decreases, which, for example, causes all discontinuities to be more sharply resolved. In order to more clearly illustrate the wave structures in the vicinity of the interface, results fine-grid ( x = λ/1024) simulations are used to generate contour plots.
IV. RESULTS
A. The reference case
For the reference case (M = 1.1, β = 16, ρ 2 /ρ 1 = 5/4, and η 0 = λ/50), the evolution of vorticity in the vicinity of the interface from the shock-driven simulation is shown in Fig. 6 . The baroclinic generation of vorticity during the shock-interface interaction is not affected by the magnetic field. The first frame of Fig. 6 shows the vorticity field immediately following the completion of the shock interaction. It shows that only a small fraction of the vorticity is transported by the transmitted and reflected fast shocks while the majority lies on the contact discontinuity, in good agreement with the linear model at t = 0 + . If the vorticity remained on the contact, as in the hydrodynamic case, its induced velocity would cause the perturbation of the interface to grow and eventually roll-up of the interface would occur. This cannot occur physically, however, as the MHD Rankine-Hugoniot relations prohibit steady shear across a contact discontinuity that is penetrated by magnetic field lines. Instead, the initial vorticity (and current) distribution is seen to break up into two vorticitycarrying waves that propagate parallel and anti-parallel to the magnetic field. In the incompressible limit, these waves are discontinuous, finite amplitude shear Alfvén waves. At each point, their phase speed is equal to the local Alfvén speed. The corresponding waves in the compressible simulation are closely approximated by incompressible waves as only small perturbations in density occur through them. In Fig. 6 , it can be seen that the structure of these waves remains unchanged as they interact with each other. At t = T/2, where T = 2π /ω is the theoretical period from the linear model, the waves constructively interfere to form a vorticity distribution π radians out-of-phase with the original. This will reverse the growth of the interface perturbation caused by the vorticity distribution at t = 0 + . The periodic constructive interference (with alternating phase) of the waves continues with time and causes the interface to oscillate, as predicted by the linear model.
The nonlinear simulation has established that waves do exist in the vicinity of the interface to support shear across the matching region while allowing the contact discontinuity to satisfy the relevant jump conditions. We now investigate whether the linear model, which was derived by integrating across this region, can accurately predict the behavior of the interface. This is assessed in Fig. 7 , which shows the interface amplitude histories from the incompressible model and the shockdriven compressible simulation. The model accurately predicts the oscillatory nature of the interface motion, with the frequency ω being predicted to within 1.6%. This difference is significantly greater than the estimated numerical error in ω of 0.24%, thus the agreement is unlikely to be fortuitous. The same statement holds for all model-to-simulation frequency comparisons made in Secs. IV B-IV E. The wave structure observed in the compressible simulation indicates that the path-length of each wave is evenly split between the two fluids. Thus the period of the waves, and consequently the interface oscillation, can be estimated by
assuming the waves travel at the Alfvén speed in each fluid and are solitary. The ratio between the corresponding oscillation frequency and that predicted by the incompressible model is given by
For the reference conditions, this ratio is approximately 1.002, which explains the accurate prediction of the simulated oscillation frequency. The amplitude of the oscillations, η, in the simulation is over-predicted by the model of an average of 12.6% over the first two periods. The numerical error in η from the simulation, estimated to be −1.2%, makes a relatively minor contribution to this over-prediction. For all cases examined in Secs. IV B-IV E, the estimated numerical error in η is also small compared to the difference between model and simulation. Figure 7 shows that for the reference case, the agreement is initially closer than 12.6%, but as numerical dissipation damps the oscillation of the interface in the simulation, the discrepancy in η increases. Two factors that contribute to the model over-predicting η can be readily identified: First, the model does not account for the small fraction of vorticity that is rapidly transported from the interface by the transmitted and reflected fast shocks. Second, the model treats all vorticity as being present at z = 0 and takes w (x, 0, t) to be the interfacial growth rate, effectively neglecting the amplitude of the interface and waves in z as these are second-order effects. For finite perturbation amplitudes, such as the 2% used in the reference case, this vertical displacement reduces the induced velocities at the interface extrema and thus η.
B. Effect of increasing shock strength
To assess the effects of increasing shock strength on the MHD RMI, simulations have been carried out for incident shock sonic Mach numbers of M = 1.25 and M = 2, with the remaining parameters fixed to their values in the reference case. The interface amplitude histories from these simulations are compared to the M = 1.1 reference case and predictions from the model in Fig. 8 . As shock strength increases, both the frequency and amplitude of the interface oscillations increase and appear to scale as predicted by the model. Greater shock compression at higher Mach numbers causes both ρ and B at the interface to increase with M. As the oscillation frequency scales with B/ √ ρ, this results in a sub-linear increase in ω with M. The accuracy of the frequency predicted by the model appears insensitive to M: the relative difference from ω extracted from the corresponding simulation is 1.6% at M = 1.1, 1.4% at M = 1.25, and −1.5% at M = 2.
The growth in η with M is a result of the increasing velocity V imparted to the interface. This overwhelms the damping effect of the increase in ω ∝ B/ √ ρ. The model predicts η reasonably at all M simulated: the relative difference is 12.6% at M = 1.1, 4.4% at M = 1.25, and −10.3% at M = 2. Figure 8 reveals a large initial spike in η for M = 2 that is not captured by the model. This is likely due to the growth caused by the vorticity transported by the transmitted and reflected fast shocks, which is only significant at early times when these shocks are close to the interface.
C. Effect of increasing magnetic field
To assess the effects of increasing magnetic field strength on the MHD RMI, simulations have been carried out for β = 4 and β = 1, with the remaining parameters except M fixed to their values in the reference case. In order for the incident shock to exist for all β investigated, M = 2 was used. The interface amplitude histories from the β = 16 and β = 1 simulations are compared to predictions from the model in Fig. 9 . It can be seen that, as predicted by the model, increasing magnetic field strength restricts η and increases ω. There are two primary causes of these effects: the vorticity carrying waves in the vicinity of the interface propagate faster, causing more rapid but smaller amplitude oscillations; and the compression of the shock decreases, resulting in lower baroclinic vorticity production. The lowering of shock compression with increasing β results in the velocity imparted to the interface by the shock interaction dropping from V = 1.33 at β = 16 to V = 1.21 and V = 0.779 at β = 4 and β = 1, respectively. Figure 9 indicates that for β = 1, the interface deviates from sinusoidal oscillation at early times. This can be understood by examining how the distribution of vorticity at early times changes with β, which is illustrated in Fig. 10 . For β = 16, the majority of vorticity lies on the interface at early times, while for β = 1 a much greater fraction is transported by the transmitted and reflected fast shocks. The vorticity on the fast shocks has constant phase with respect to the interface. Thus, it causes growth of the interface rather than oscillation, with the growth rate decaying as the shocks propagate away from the interface. For β = 16, the vorticity on the fast shocks is weak enough that it induces only a perturbation on the oscillatory behavior of the interface. For β = 1, however, it is strong enough to cause a significant departure from sinusoidal oscillation for the first two nominal periods. This non-sinusoidal behavior, coupled with the removal of vorticity from the vicinity of the interface (in the model, all vorticity remains there), naturally causes the incompressible model to be inaccurate for strong magnetic fields. The relative difference in η increases from −10.25% at β = 16 to −38.6% at β = 4 and finally 48.6% at β = 1.
D. Effect of increased perturbation amplitude
The incompressible model predicts η(t)/η 0 is independent of η 0 . To investigate how valid this is in the nonlinear compressible case, additional simulations were carried out for η 0 /λ = 1/100 and η 0 /λ = 1/10. Values from the reference case were used for the other parameters. The normalized η histories from these simulations are compared to that from the reference case and the model prediction in Fig. 11 . The oscillation frequencies from all three simulations are in good agreement with the model, with the maximum difference being 1.9%. For the lower η 0 simulations, η is also reasonably predicted by the model with differences of 10.9% and 12.6% for η 0 /λ = 1/100 and η 0 /λ = 1/50, respectively. For η 0 /λ = 1/10, however, η/η 0 is substantially lower, resulting in the model over-predicting it by 69.6%. This discrepancy is due, in part, to the model approximating all vorticity as being present at z = 0 and taking w (x, 0, t) at to be the growth rate of η. For larger η 0 , the vertical extent of the interface and the waves substantially decreases the growth rate of η.
E. Effect of increasing Atwood number
The effect of fluid densities on the MHD RMI was investigated for density ratios (ρ 2 /ρ 1 ) of 5/4, 2, and 3, corresponding to Atwood numbers (A) of 1/9, 1/3, and 1/2, respectively. The normalized η histories from the relevant simulations are shown in Fig. 12 , along with the incompressible model predictions. As ρ 2 is increased, the Alfvén speed in the heavy fluid decreases like ρ −1/2 2 , which causes the observed decrease in ω. This decrease is accurately predicted by the model, with the maximum discrepancy in ω for all three simulations being 1.8%. Figure 12 shows that η increases rapidly with A. This is due to a combination of the linear dependence of the interfacial growth rate on A and the decrease in ω, to which the growth rate is inversely proportional in the model. For the first oscillation period, the model predicts η with similar accuracy for all A considered. For higher A, however, the interface oscillations become more rapidly dissipated. To investigate the cause of this, the evolution of the wave structure near the interface for A = 1/2 is plotted in Fig. 13 . As the vorticity carrying waves traverse the interface in the x-direction, they appear to produce transmitted and reflected waves. This continuously increases the complexity of the wave structure. It is likely that this process also occurs at lower A, but that the additional waves generated are too weak to appear in the visualizations presented. In the final frame of Fig. 13 , after approximately half an oscillation period, the system of waves has coalesced to resemble the original vorticity distribution, but π radians out-of-phase. Thus, the more complex system of waves is still capable of producing oscillatory behavior. However, the fine scale wave structure present in this case will be more rapidly diffused by numerical dissipation, which causes η to decay with time.
V. CONCLUSIONS
We have investigated the MHD Richtmyer-Meshkov instability for the case where the initial magnetic field is unperturbed and aligned with the mean interface location. This differs from the situation modeled by Cao et al., 16 who assumed the magnetic field lines have the same initial perturbation as the interface. In both cases, the impulsive acceleration results in the interface perturbation amplitude oscillating with time, but the small change in the initial conditions greatly alters the flow physics at the interface and hence the mechanism by which the instability is suppressed. In the work of Cao et al., 16 the interface is permitted to be a vortex sheet and the instability is suppressed by magnetic field line tension. In the case investigated here, the vorticity distribution present on the interface immediately after the shock interaction breaks up into waves traveling parallel and anti-parallel to the magnetic field, which transport the vorticity. The interference of these waves, with alternating phase, as they propagate causes the perturbation amplitude of the interface to oscillate in time. This interface behavior is accurately predicted over a broad range of parameters by the incompressible linear model we have developed, which integrates across these waves and the interface. Owing to our use of an equilibrium initial condition, the predicted dynamics are driven only by the impulsive acceleration.
We have carried out nonlinear compressible simulations to investigate the behavior of the transverse field MHD RMI, and the performance of the incompressible model, over a range of shock strengths, magnetic field strengths, perturbation amplitudes, and Atwood numbers. The performance of the model was found to be reasonably insensitive to shock strength, accurately predicting the increase in oscillation frequency and amplitude with Mach number. When the strength of the magnetic field was increased, the interface oscillations followed the trend of increasing frequency and decreasing amplitude predicted by the model. However, the fraction of vorticity carried by transmitted and reflected fast shocks increased with field strength, causing the interface behavior to deviate from sinusoidal oscillation at early times, which resulted in the model being quantitatively inaccurate. For increasing initial perturbation amplitude, the increase in oscillation amplitude was below the linear scaling predicted by the model, but the oscillation frequency was accurately predicted for all amplitudes investigated. Finally, we found that the decrease in frequency and increase in amplitude of interface oscillations with increasing Atwood number were well predicted by the model at early times. In the simulations, however, the oscillations became more rapidly dissipated with time as the Atwood number was increased. The wave structure in the vicinity of the interface was found to become more complex with time.
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