Abstract. A degree c rotation set in [0, 1] is an ordered set {t 1 , . . . , t q } such that there is a positive integer p such that ct i (mod 1) = t i+p(mod q) for i = 1, . . . , q. The rotation number of the set is defined to be p q . Goldberg has shown that for any rational number p q ∈ (0, 1) there is a unique quadratic rotation set with rotation number p q . This result was used by Goldberg and Milnor to study Julia sets of quadratic polynomials [8] .
Introduction
Let f be a complex polynomial in one variable and let z 0 be a fixed point of f . Then z 0 ∈ K(f ), the filled-in Julia set of f . Define the rational type T 0 of z 0 to be the set of all rational angles θ, such that the external dynamic ray of angle θ lands at z 0 . The fixed-point portrait of f , denoted by P (f ), is the set of all such T j , where T j is the rational type of the fixed point z j of f .
The above terminology was developed by Goldberg and Milnor in [8] as a way of classifying polynomials of degree two or higher with connected Julia set. Their main theorem establishes when a given fixed-point portrait is that of a critically preperiodic polynomial, that is, a polynomial whose critical points are all strictly preperiodic.
Central to the results of Goldberg and Milnor is the notion of a rotation set (see Section 2) , which Goldberg defines in [7] . The main theorem of Goldberg's paper establishes that a rotation set is uniquely determined by its rotation number and deployment sequence. The quadratic case of this theorem, relating to rotation sets under the doubling map, takes a particularly elegant form: for rational number p q ∈ (0, 1) there is a unique quadratic rotation set with rotation number p q . Goldberg's proof relies heavily on geometric arguments. It is noteworthy, however, that Goldberg's result can be stated entirely without reference to complex dynamics, or any sort of geometric interpretation. As such, it is logical to seek an alternate proof which dispenses with this additional machinery. Our goal in this note is to provide a proof of Goldberg's main theorem on quadratic rotation sets using purely symbolic arguments. We also show that such an approach can simplify some of the auxiliary results in Goldberg and Milnor's paper in the degree two case.
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David Bowman, Ross Flek and Greg Markowsky 2. The doubling map, rotation sets and the main theorem Let t ∈ R/Z. Define the doubling map on R/Z as D(t) = 2t(mod 1). Let t ∈ R/Z; we define the (forward) orbit of t under D as Orb D (t) := n≥0 D
•n (t). It is easy to see that Orb D (t) is finite if and only if t is rational. We will say that a point t 0 is periodic if there is a positive integer q such that D
•q (t 0 ) = t 0 , and if t 0 is periodic we will let the period of t 0 be the smallest such q, and say that t 0 is q-periodic. The orbit of such a point consists of q periodic points, each of period q, and is called a cycle of period q. Note that D(t) has one fixed point at t = 0, or, equivalently, t = 1. The following proposition is well known and its proofs and applications are plentiful, for example, see [3, 5, 9] .
is periodic if and only if b is odd.
where r is odd then D
•n (t 0 ) is periodic. Let t 0 be q-periodic.
Define the ordered orbit of t 0 , denoted by − − → Orb D (t 0 ), as the set of all elements of Orb D (t 0 ) written in increasing order, that is,
. . , t q } where each t i ∈ Orb D (t) and t 1 < t 2 < t 3 < · · · < t q . We will say that − − → Orb D (t 0 ) = {t 1 , t 2 , t 3 , . . . , t q } is a rotation set if there exists a fixed positive integer p < q such that for each t i , D (t i ) = t (i+p)mod q . We will refer to the rational number Orb
is not a rotation set. As a matter of fact, the reader may want to verify that there exists no rotation set whose elements have denominator 5. On the other hand, let us take t 0 = It may now easily be checked that
is a rotation set with rotation number 2 5 . As another example, note that
is a rotation set with rotation number 1 5 . It is a worthwhile and somewhat illuminating exercise to find the rotation sets for rotation numbers . Clearly, then, some rational values give rise to rotation sets, while others do not. A consequence of our work below is a characterization, in terms of binary expansions, of which values yield rotation sets. For t j , t k ∈ {t 1 , t 2 , t 3 , . . . , t q }, we define γ(t j , t k ) = min m>0 (j + m)mod q = k to be the forward distance between indices of t j , t k . The following proposition helps justify the terms rotation set and rotation number. Proposition 2. Let t 0 be q-periodic. The following are equivalent.
We omit the straightforward proof. The following is a key characterization of rotation sets.
We will give a simple proof of this result in the following section. We are now ready to state our main theorem, which was given as a special case of Theorem 7 in [7] . Theorem 1. Let p, q ∈ Z + with p and q relatively prime, and p < q. Then there exists a unique rotation set whose rotation number is p q .
The remainder of this paper will be devoted to proving this theorem and related discussions. This result allows us to refer to such a set as Rot 2 p q . We will call this the p q -rotation set of degree 2. Interest in this result has arisen at least partially due to its importance in complex dynamics. In [8] , Goldberg and Milnor used rotation sets to study fixed points of quadratic polynomials. Given a quadratic polynomial with connected Julia set, a fixed point of f is rationally visible if it is the landing point of an external ray with rational angle. Goldberg and Milnor proved that a rationally visible fixed point is either hit by the 0-ray, or by the set of all rays whose angles are the elements of a quadratic rotation set. For example, the Julia set of the polynomial e (2πi) Figure 1 below. The fixed point 0 is rationally visible, and the angles of the rays landing at 0 are the elements of the rotation set given in (2). and so on, every application of the complex map rotates the five external rays, mapping each R i to R i+2 ; after five iterations, all five external rays return to their original position.
Binary string interpretations
We begin with the proof of Proposition 3.
Proof of Proposition 3. Suppose first that t q ≥ t 1 + 1/2. Then t q ≥ 1/2 and
. This violates (ii) from Proposition 2, since γ(t q , t 1 ) = 1, and the only way that we could have γ(D(t q ), D(t 1 )) = 1 with t 2 , t 3 , . . . , t q }, and set m = γ(t j , t k ). Then A = {t j , t (j+1)mod q , . . . , t (j+m−1)mod q , t k } is a cyclicly ordered set, and
, and thus {t 1 , t 2 , t 3 , . . . , t q } is a rotation set by (ii) of Proposition 2.
We begin our efforts towards the goal of proving Theorem 1 by recalling that periodic points under D can be expressed as rational numbers with odd denominators. It will be convenient for our purposes to express fractions as repeating binary decimals. The following well known proposition characterizes the binary expansions of rational numbers with odd denominators. Varying versions, proofs and examples of this proposition may be found in several symbolic dynamics articles, such as [1] or [2] . The proof is included to further motivate the subsequent discussion. being of the form .SSSSS . . . is equivalent to being equal to a rational number with denominator equal to 2 q − 1 for some integer q, which is equivalent to b dividing 2 q − 1. It is clear that this can only occur if b is odd. To show sufficiency, we must show that any arbitrary odd b divides 2 q − 1, for some q. To see that this must be so, note that we can find m > n such that 2 m ≡ 2 n (mod b). 2 is always invertible in the ring Z/bZ when b is odd, so we can conclude that 2 m−n ≡ 1 (mod b), and thus b|(2 m−n − 1).
This proposition shows that we may reformulate the discussion of rotation sets in terms of binary strings. It should also be noted that, in the symbolic dynamics context, the binary expansion of points in [0, 1) defines a factor map from Σ * 2 onto the circle. Let Σ * 2 be the space of repeating one-sided infinite binary sequences. That is, every X ∈ Σ * 2 can be realized as the concatenation SSSSS . . ., where S is a finite block of 0 and 1's. We will write S = 1
to signify the string formed by a 1 1's followed by b 1 0's, followed by a 2 1's, etc. Let σ be the usual left shift map on Σ * 2 , given by σ (x 1 x 2 x 3 . . .) = x 2 x 3 x 4 . . .. To every X ∈ Σ * 2 we will associate the finite string S X = x 1 x 2 x 3 ...x q of length q, where S X is the shortest possible repeating block of X. Conversely, given a finite binary string S, let X S be the periodic binary sequence given by the concatenation SSS.... Let S and T be two different strings of length q. Then we will say that S is cyclically equivalent to T if S is a cyclic permutation of T , or equivalently if there exists a p < q such that σ p (X T ) = X S . In this case we will write S ∼ T , and we will denote the equivalence class of S under this relation by [S] . We will call the corresponding sequences X S and X T cyclically equivalent as well, and similarly denote the equivalence class of such sequences [X S ] or [X T ]. LetΣ * 2 denote the space of equivalence classes in Σ * 2 .
Rotation numbers and symbolic dynamics
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For any finite string S, set M (S) = .SSS . . ., that is, M (S) is the rational number whose binary expansion consists of a decimal point following by infinitely repeated copies of S. For example, M (101) = .101101101 . . . = 5 7 . In general, if the length of S is q then M (S) can be expressed as a fraction with denominator 2 q − 1.
. Let X min be the minimal element of [X], defined analogously. Let the width of the class [X] be defined to be d(X max , X min ) = M (X max ) − M (X min ). We should note here that we are implicitly appealing to the fact that the lexicographic ordering of sequences in Σ * 2 corresponds to geometric ordering on [0, 1). We will call
. Let C Note that it is not assumed here that GCD(p, q) = 1, although it will be shown in the next theorem that it is enough to consider only that case. We will see in what follows that our proof gives somewhat more information about the admissible equivalence class than is stated in Theorem 2. Call two strings S and T converses of each other if they are each equal to the other with its digits reversed; in other words, S read left to right is equal to T read right to left. So, for example, 01001 and 10010 are converses of each other. A string which is its own converse will be called a palindrome. An example of this would be 10101. For a finite binary string S let the density of S be defined to be p q , where q is the length of S and p is the number of 1's in S. The following is immediate from the methods we will use to prove Theorem 2. i) x 1 = 1, x q = 0, y 1 = 0, y q = 1, and x i = y i for 2 ≤ i ≤ q − 1. ii) S Xmax and S X min are converses, or equivalently, x 2 x 3 . . .
nq for any positive integer n is admissible, then S = T n with [X T ] the admissible class in C p q ; that is, S is the concatenation of n copies of a string of length q containing p 1's corresponding to the unique admissible element in C , and this can be found in C p q . This theorem allows us to prove information about the geometry of a rotation set. Making the obvious identification between R/Z and the circle T, of circumference 1, we see Proposition 3 guarantees that a rotation set, Rot 2 (p/q), is located entirely in an arc of length less than a half. By combining part (i) and (ii) of this theorem, we see the shortest arc containing Rot 2 (p/q) is of length
. Indeed, in binary form S Xmax = 1P 0 and S X min = 0P 1, for where P a palindrome of length q − 2, giving
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Furthermore, a rotation set partitions T into a disjoint series of arcs; namely the connected components of T\Rot 2 (p/q). Indeed, given two adjacent elements, t i , t i+1 ∈ Rot 2 (p/q), with indices reduced mod q, these arcs are just the intervals V i := I(t i , t i+1 ). The length of V i is hence given by l(V i ) = (t i+1 − t i ) for i = 1, . . . , q − 1, and l(V q ) = 1 + t 1 − t q . We then have Proposition 5. The arc of greatest length is V q , and its forward image under doubling, V p , is the arc of shortest length. Moreover, the length of V i is given by
where i = np(mod q) and 1 ≤ n ≤ q.
Proof. Since M (X max ) − M (X min ) = .01 q−1 01 q−1 . . ., it follows V q has the complementary length of .10 q−1 10 q−1 . . .. Since any t i ∈ Rot 2 (p/q) can be written of the form t i = D
•n (t q ) for some n, it follows l(V i ) = 2 n l(V q ) mod 1. The lengths of the V i 's are thus the elements of Rot 2 (1/q), the largest of which is l(V q ) = .10 q−1 10 q−1 . . . and the smallest of which is its image under doubling, l(V p ) = .0 q−1 10 q−1 1 . . ..
We recall that Goldberg and Milnor [8] use rotation sets to study fixed points of quadratic polynomials. Given a polynomial f (z) = z 2 + c with connected Julia set, a fixed point of f is rationally visible if it is the landing point of an external ray with rational angle. Goldberg and Milnor prove a rationally visible fixed point is either hit by the 0-ray, or by all of the elements of a rotation set Rot 2 ( p q ). These rays partition C into sectors. The sectors have angular width equal to the lengths of the V i given above. Furthermore, Goldberg and Milnor proved that the sector of smallest angular width contains the critical value c and the rays bounding this sector are the only two parameter rational rays to land at c. This smallest sector in our notation is V p = (t p , t p+1 ). The critical point, 0, is contained in sector of largest angular width, corresponding in our notation to V q = (t q , t 1 ).
Proofs of Theorems 2 and 3
The cases p q = 0 and p q = 1 are trivial, so we will assume p q ∈ (0, 1). We proceed by induction on q. The case q = 2 is trivial. Assume validity for all values less than q. Let q = hp + v be the Euclidean representation of q, such that h and v are nonnegative integers with 0 ≤ v < p. Let A = 10 h−1 and a = 10 h . We will proceed through several lemmas. Proof. First let us note that we can choose a representative X such that S X starts with 1, and can therefore be written S X = 10 r 1 10 r 2 . . . 10 rp ,where r 1 , . . . , r p are nonnegative integers(which may be 0). We are therefore trying to prove that r j = h−1 or h for all j. Notice that if r j < h for all j, the string would have length less than or equal to hp which is less than q, and if r j ≥ h for all j, the string would have length greater than or equal to (h + 1)p which is greater than q. This observation gives us a lower bound on X max and an upper bound on X min , as follows. By rotating if necessary we can assume that r 1 ≤ h − 1, so that M (X max ) ≥ .10 h−1 10 q−(h+1) 10 h−1 10 q−(h+1) . . .. Similarly, we can rotate so that r 1 ≥ h, rotate one more place to obtain a string beginning with h 0's, and then M (X min ) ≤ .0 h 1 q−h 0 h 1 q−h . . .. Notice that these bounds for M (X max ) and M (X min ) have a distance less than 1/2 between them, but just barely. Now, suppose that there is some r j greater than or equal to h + 1. Then in the same manner we can bound M (X min ) ≤ .0 h+1 1 q−(h+1) 0 h+1 1 q−(h+1) . . ., which is no longer within 1/2 of the lower bound for M (X max ), and [X] is therefore not admissible. Likewise, if there is some r j less than h − 1, we obtain M (X max ) ≥ .10 h−2 10 q−h 10 h−2 10 q−h . . ., which is no longer within 1/2 of the bound for M (X min ), and [X] is not admissible. Thus, r j = h or h − 1 for all j.
We see from this that we need only consider equivalence classes which contain an element formed by concatenating A's and a's. Suppose [X] is such an equivalence class. S Xmax must begin with a 1, and so can be written as S Xmax = Y 1 Y 2 ...Y p , where each of the Y j 's is either A or a. On the other hand, S X min must begin with a 0. To express X min in a similar fashion let A c = 0 h−1 1 and let a c = 0 h 1. If X min ended in a 0, then we would have D(M (X min )) < M (X min ), which contradicts the choice of X min as the minimal representative. Thus, S X min ends in a 1, and can therefore be expressed as a concatenation of A c 's and a c 's. It is evident that we need to be able to determine how the distance function behaves on strings in the form of S Xmax and S X min . If Y j = A(resp. a) we will use the notation Y j c to denote A c (resp. a c ).
