Abstract. Filling operations are procedures which are used in Discrete Tomography for the reconstruction of lattice sets having some convexity constraints. In [1] , an algorithm which performs four of these filling operations has a time complexity of O(N 2 log N ), where N is the size of projections, and leads to a reconstruction algorithm for convex polyominoes running in O(N 6 log N )-time. In this paper we first improve the implementation of these four filling operations to a time complexity of O(N 2 ), and additionally we provide an implementation of a fifth filling operation (introduced in [2]) in O(N 2 log N ) that permits to decrease the overall time-complexity of the reconstruction algorithm to O(N 4 log N ). More generally, the reconstruction of Q-convex sets and convex lattice sets (intersection of a convex polygon with Z 2 ) can be done in O(N 4 log N )-time.
Introduction
One of the most intensively studied fields of discrete tomography is the reconstruction of lattice sets or, specially, binary matrices. Several algorithms have been published for reconstructing such sets. It is well-known that a binary matrix from its row and column sums can be reconstructed in polynomial time [3] . The interesting question is which sub-class of binary matrices can be reconstructed in polynomial time. In most cases some kind of (discrete) convexity is supposed on the sets. For example, Kuba published an algorithm [4] to reconstruct so-called hv-convex lattice sets from two projections. As it turned out later the reconstruction problem in this class is NP-complete [5] . Barcucci et al. showed [6] that a sub-class of hv-convex lattice sets, namely, the class of hv-convex polyominoes can be reconstructed in polynomial time. This result was extended also to a bigger class, that of hv-convex 8-connected lattice sets [2] . A new bigger class of convex sets, the so-called Q-convex sets was studied by Brunetti and Daurat [7] and proved that even in this class the reconstruction can be solved in polynomial time.
Most of the algorithms reconstructing sets presenting some convexity properties use special procedures called filling operations. These operations can be applied in iterative procedures to approach the final solutions with two sequences of sets. The first sequence is a sequence of decreasing upper bounds and the second one is a sequence of increasing lower bounds of the solutions.
Originally in [6] , four filling operations were defined. In [1] , an efficient algorithm was given to apply the filling operations. In [2] a fifth filling operation was introduced to decrease the overall complexity of the reconstruction algorithm. Unfortunately, the algorithm for the filling operations of [1] cannot be generalized with this fifth operation (in [2] this point was not treated). In this paper we provide an implementation of all the five filling operations in the same complexity as the algorithm of [1] . As a result, we get an improvement in the time-complexity of the reconstruction algorithm.
The structure of this paper is the following. Section 2 contains the necessary definitions and notations. The filling operations, the new reconstruction algorithm, its analysis, and a possible generalization are described in Section 3. Section 4 shows the application of the new operation in the case of Q-convex and convex sets. Finally, in Section 5 we show some statistical results connected with the application of the filling operations in computer experiments.
Definitions
A lattice set is a finite subset of Z 2 . A lattice direction is given by an integer vector p = (p x , p y ), and it can also be represented by a linear form p(x, y) = p y x − p x y. The horizontal direction (resp. vertical direction) denoted by h (resp. v) is determined by the vector (1, 0) (resp. (0, 1)).
A lattice set is line-convex with respect to a direction p if its intersection with each line in the direction p is made of consecutive points. A set which is line-convex w.r.t. to the horizontal and vertical directions is called hv-convex.
The projection of a lattice set E along a direction p, denoted by X p E, is the function which gives the number of points on any line of direction p, more precisely:
where p is the linear form associated to p. In this article we are interested in the reconstruction of set E which satisfies some convexity constraints from its projections. More precisely if M is a class of lattice sets, and D is a finite set of lattice directions, the reconstruction problem for the class M and the directions D is the following.
Reconstruction(M, D)
Data: A function f : D × Z → Z + which gives a non-negative integer f (p, k) for any line p = k with p ∈ D, and such that
Filling Operations

Preliminaries
A filling operation is a procedure which has been used in many reconstruction algorithms [2, 4, 6, 7, 8] . Formally, a filling operation takes function f of Reconstruction(M, D), and a pair of sets (α, β) such that α ⊂ β and returns a new pair of sets (α , β ) with α ⊆ α ⊆ β ⊆ β.
We now present classical filling operations which can be used for any class contained in that of line-convex sets w.r.t. D.
To simplify the description of these operations, we first describe them for the set D = {h, v} consisting of the horizontal and vertical directions. We denote
We also suppose without loss of generality that there exist m, n ∈ Z + such that 
With this notation, the four filling operations of [6] on horizontal lines can be defined as:
A fifth filling operation has been introduced in [2, 7, 8] . It permits to reduce the overall complexity of the reconstruction algorithm: In all the reconstruction algorithms the first step of the algorithm is fixing arbitrarily some points on the border of the reconstructing sets (these points are in general called bases or feet). Without the operation , at least four fixed points were necessary, but with it, only two are necessary. 
Fig. 1. The filling operations
Then the operation is defined by:
We can also define these five operations on the vertical lines. The reconstruction algorithms described in [2, 6, 7] 
In [1, 6] only the first four filling operations are considered. If N = max(m, n), the whole iterative process runs in O(N 4 )-time in [6] . In [1] the author proves that this process can be executed in O(N 2 log N )-time. The best time-complexity with the five filling operations is O(N 3 ) [7] . Now we will describe a procedure which performs the five filling operations in O(N 2 log N )-time.
The New Algorithm
At first we describe the data structures we use in the algorithm. For each horizontal line of index i, we use the following data.
-The scalar variables l 1 (α
The first one is only updated when the operations are performed on the ith horizontal line. The second one is updated for any change of any point on this line. 
-The array prev in beta 
-An optimized structure denoted by c(β h i ) to represent the ordered sequence of intervals [c 2k−1 , c 2k − 1] defined by (1) . We suppose that we have the following operations on this structure:
• insert(c(β
We use a structure such that these operations are made in O(log(r))-time. For example, an implementation with AVL trees permits this (see [9] ). There are also data not associated directly to a line.
-The sets α and β are simply implemented by a boolean two-dimensional array. -A set lines to treat stores the lines which are to be treated by the filling operations. The only operations used on this structure are the vacuity test, the extraction of one arbitrary element and the insertion of one element (if not already present in the structure). These operations can be executed in constant time if the set is implemented as an array B of booleans coupled with an array A (implementing a stack) of the elements both indexed in [1, m + n] and an integer variable cA for the cardinality. Precisely the implementation is the following.
isempty(lines to treat)
extract(lines to treat) Now we can describe precisely the algorithm for the filling operations.
The two first procedures put a point in α or remove a point from β. They update the data for the horizontal and vertical lines passing through the point. put in alpha h (i, j)
This procedure applies the filling operations on a horizontal line. treat line(h = i)
The procedures put in alpha v (i, j), remove from beta v (i, j), treat line (v = j) are similar. This is the main procedure for the filling operations. filling operations(α 0 , β 0 ) 
Analysis of Complexity
Let N = max({m, n}).
-The procedures put in alpha and remove from beta are executed in O (1) and O(log N )-time respectively. -The procedure treat line has a time complexity O(1 + p log N ) where p is the number of times the procedure put in alpha, or remove from beta run. -The procedure put in alpha h is never done more than once on a point and remove from beta h is never done more than twice: once for the first four filling operations and a second time for the fifth operation . So these two procedures are executed less than 2N 2 times. -Similarly the procedures put in alpha v and remove from beta v are executed less than 2N 2 times. -The procedure treat line is repeated less than 2N + 8N 2 times because lines to treat is filled first with less than 2N lines and then a line is added to it only from put in alpha or remove from beta. So the global time-complexity of the algorithm is O(N 2 log N ).
Differences with Gebala's Algorithm
The procedures performing the filling operations which are described by Gebala in [1] have the same structure than the ones presented here. However our algorithm presents several improvements: -Gebala's algorithm does not apply the fifth filling operation. -Gebala's algorithm uses a tree (free 0 ) to store the points on each line which are not in β. In our algorithm this structure is not needed because we use the arrays next in beta and prev in beta. Thanks to this, there is no loop in the procedures put in alpha and remove from beta which simplifies the analysis of the complexity of these procedures. Moreover these arrays need only O(1)-time operations. -Gebala uses two trees (tree row and tree col ) in the place of lines to treat.
In fact if we restrict our algorithm to work with the first four filling operations, the ordered sequences c and d are not necessary and so our algorithm runs in O(N 2 )-time, that is better compared to the complexity O(N 2 log N ) of Gebala's algorithm. Unfortunately, the additional fifth filling operation increases the timecomplexity of our algorithm to O(N 2 log N ).
Extension to Any Finite Set of Lattice Directions
Let D be a finite set of lattice directions, M be a class of lattice sets containing the line-convex sets w.r.t. D. We suppose that f is a function as in Reconstruction(M, D). The size of f will be measured by
The filling operations described above can be easily generalized to any set of directions:
-The procedures put in alpha and remove from beta must update the data for all the lines parallel to one of the directions of D. -The procedure treat line is unchanged.
} which contains less than N 2 points. -The time-complexity of the whole algorithm is still O(N 2 log N ) as the procedures put in alpha and remove from beta are done at most two times on each point and each direction.
Consequence on the Reconstruction of Convex Sets
We now consider two special classes of lattice sets for which the new implementation of the filling operations improves the complexity of the algorithm solving the reconstruction problem.
Reconstruction of Q-Convex Sets
Let p = bx − ay and q = dx − cy define two lattice directions, and M be a point of Z 2 ; the four quadrants around M are the four regions delimited by the lines of directions p and q and passing through M . More precisely;
Definition 2. A lattice set is Q-convex w.r.t. a set D of directions if it is Qconvex w.r.t. every pair of directions included in D.
We denote the class of the Q-convex sets w.r.t. D by Q(D). In [10] it is proved that there is an algorithm for
where F (N ) is the complexity of the filling operations. We can deduce: 
Reconstruction of Convex Lattice Sets
The ordered cross-ratio of (
where σ is the permutation such that λ σ(i) < λ σ(i+1) . The ordered cross-ratio of four lattice directions is always a rational number which is greater than 1. It is known that if D is a set of directions containing four directions whose ordered cross-ratio is not in {4/3, 3/2, 2, 3, 4}, then the convex lattice sets and Q-convex lattice sets w.r.t D are uniquely determined by their projections along D (see [11, 12] ). From the same scheme as in [7, 10] we can deduce: 
Theorem 2. If D is a set of directions containing four directions whose ordered cross-ratio is not in
The Filling Operations in Practice
In this paper we have proved that the five filling operations can be made until the invariance of α and β in O(N 2 log N ) time. However if we do not apply the fifth filling operation this complexity decreases to O(N 2 ). Let us consider the following algorithm which does contain the fifth filling operation.
Apply the four operations ⊕, , , ⊗ to (α, β) until invariance of α and β Apply the operation to (α, β) until the last operation leaves (α, β) invariant return(α, β)
The time-complexity of this algorithm is O(lN 2 ), where l is the number of iterations of the repeat loop. The only theoretical upper bound we have found for l is N 2 . To have a better estimation of l we have conducted the following experiment:
-We have considered the set of directions D = {h, v} and the class of lattice sets Q(D). -We have generated 10
6 sets Q(D) having a fixed sum of m + n by the algorithm described in [13] .
-For each set, we have computed its projections, the initial sets α 0 , β 0 given by the algorithm described in [7] , and then the algorithm filling operations2 is applied. Table 1 gives the frequencies of the number l of iterations. In this experiment we have always l ≤ 3. So it seems reasonable to make the conjecture that l is bounded by a constant. With it, the time-complexity of filling operations2 is O(N 2 ).
Conclusion and Perspectives
In this paper, we presented an implementation of the five filling-operations in O(N 2 log N )-time, where N is the size of the projections. The new implementation permitted to reconstruct Q-convex sets in O(N 4 log(N ))-time from projections in the same directions as the ones used for Q-convexity. This represented an improvement of the previous fastest algorithm which run in O(N 5 )-time.
The introduction of the fifth operation has permitted to reduce the complexity of the reconstruction because it allowed to fix two points instead of four. Additional considerations could perhaps induce a faster algorithm. In particular, the phase which fixes some points (bases) could be faster in the case of three directions and more, because in this case experiments show that these bases are very rarely needed (see [14, Annexe B] ). This could lead to an algorithm with a complexity of O(N 2 )-time, but at the moment we have only experimental hints.
