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It is highlighted recently that the Tao-Mo (TM) [Phys. Rev. Lett. 117, 073001 (2016)] semilocal
exchange-correlation energy functional suffers from the order-of-limit problem, which affects the
functional performance for phase transition pressures [J. Chem. Phys. 152, 244112 (2020)]. The root
of the order-of-limit problem of the TM functional inherent within the interpolation function, which
switches between the compact density and the slowly varying density. In this paper, we propose a
different switch function that avoids the order-of-limit problem and interpolates correctly between
the compact density and the slowly varying fourth-order density correction. By circumventing the
order-of-limit problem, the proposed form enhances the applicability of the original TM functional
on the diverse nature of the solid-state properties. Our conclusion is ensured by examining the
functional in predicting properties related to the general-purpose solids, quantum chemistry, and
phase transition pressure. Besides, we reasonably discuss the connection between the order-of-limit
problem, phase transition pressure, and band gap of solids.
I. INTRODUCTION
The Kohn-Sham formalism of the density functional
theory [1, 2] is the de facto standard for performing the
electronic structure calculation of the atoms, molecules,
solids, and clusters. While the theory is exact, the
accuracy of DFT depends on the approximations of
the exchange-correlation (XC) functionals having all the
many-body effects. The development of efficient yet ac-
curate XC functionals is an emerging topic in DFT for the
last couple of decades and continues to be the same. En-
couraging approximations have been proposed in differ-
ent levels, such as local density approximation (LDA) [3],
generalized gradient approximation (GGA) [4–17], meta-
GGA [18–38], (screened-)hybrid density functional [39–
42], and double-hybrid density functionals [43], to im-
prove the electronic structure calculations of solids and
quantum chemical systems. However, within the differ-
ent rungs of the approximations, the semilocal form of
the XC approximations (LDA, GGA, and meta-GGA),
proposed by satisfying exact constraints, are most com-
mon for the solid-state physics and quantum chemistry.
In the semilocal levels, the meta-GGA functionals are the
advanced and (more) accurate one for the solid-state and
chemical calculations [44–56] which is written as,
Emeta−GGAxc =
∫
ρ(r)ǫLDAx F
meta−GGA
xc (ρ,∇ρ,∇
2ρ, τ) ,
(1)
where, ǫLDAx is the LDA exchange functional,
ρ,∇ρ,∇2ρ, τ are the density, gradient of density,
Laplacian of density, and KS kinetic energy density,
respectively. Due to the dependence of the KS kinetic
energy and other built-in ingredients, the meta-GGA
functionals recognize the single, overlap, and slowly
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varying density region in a much better way than GGA
does [54]. However, in DFT it is a common practice to
construct more accurate semilocal XC by getting rid of
the deficiencies of the proposed XC functionals.
Recent advances in the development of the semilo-
cal functionals demonstrate that more accurate density
functionals can be proposed by satisfying as much as
quantum mechanical constraints. One of the most im-
portant development came through the strongly con-
strained and appropriately normed (SCAN) [26] meta-
GGA functional, which is quite an accurate function-
als for the diverse nature of the solid-state and molec-
ular properties [57]. Several modifications of the SCAN
functional are also proposed. Besides the SCAN func-
tional, the recently proposed Tao-Mo (TM) [28] func-
tional is also showing promising performance for finite
and extended systems [45, 48, 51, 52]. Besides, the
built-in exchange hole of the TM functional extended
to construct the range-separated hybrid density func-
tionals for finite and extended systems [58–61]. Also,
a revision of the TM functionals (revTM) is proposed
very recently [36]. Importantly, the TM based func-
tionals correctly satisfy two important paradigms, one-
or two-electron limit, important for quantum chemistry
and the slowly varying fourth-order density gradient ap-
proximation, relevant to condensed matter physics. How-
ever, both the TM and revTM functionals suffer from the
order-of-limit problem anomaly, which is an important
limitation and degrades its performance for the transi-
tion pressure solids [62]. The order-of-limit problem of
the meta-GGA functionals come from the iso-orbital in-
dicator z = τW /τ = 1/(1+(3/5)(α/p)), where α = τ−τ
W
τunif
is another iso-orbital indicator, also known as Pauli ki-
netic energy density. Here, p(= s2 = |∇ρ|
2
((4kF ρ)2)
), τ , τW ,
and τunif are the square of the reduced density gradient
s, KS, von Weizsacker, and uniform kinetic energy den-
sity, respectively. In the limit of vanishing α and p limit
2the order-of-limit problem occurs as [27, 63],
lim
p→0
[
lim
α→0
1
1 + 35
α
p
]
= 1. (2)
while
lim
α→0
[
lim
p→0
1
1 + 35
α
p
]
= 0 . (3)
In the main paper of the TM functional [28], the prob-
lem has been overlooked with statement “this only hap-
pens near a nucleus”. However, it is shown recently [32]
that the existence of this problem deteriorates the func-
tional performance for the transition pressure of solids.
Although the order-of-limit problem does not seem to be
an important restriction for non-covalent (α >> 1) and
slowly varying density region (α ≈ 1), but it seems to be a
significant limitation for the center of the single-bonded
region formed in molecules or solids. Also, during the
change of the phases of two solids, where the formation
of bonding and energy differences are important. Hence,
during the meta-GGA functional construction, the order-
of-limit problem must be taken into account. Note that
TPSS and its revised version (revTPSS) also suffer from
the order-of-limit anomaly, which is resolved by regulariz-
ing the functionals known as the regTPSS functional [27].
Recent meta-GGAs like meta-GGA made simple (MS1,
MS2, and MVS) and SCAN functionals do not have any
order-of-limit problem because those are constructed us-
ing meta-GGA ingredient α.
To find a way to resolve the order-of-limit problem
of the TM functional (which, we named as regularized
Tao-Mo (regTM) functional), in this paper, we propose
a slightly different form of the iso-orbital indicator z. Our
resolution is described by arranging the paper as follows:
In the next section, we will briefly describe the TM func-
tional and its order-of-limit problem. A possible way to
resolve the order-of-limit problem of the TM functional is
also discussed in that section. Following this, we demon-
strate the functional performance by assessing it for gen-
eral purpose solids, molecules, and transition pressure
problems.
II. THEORY
To start, we first consider the functional form of the
Tao-Mo (TM) functional and the underlying problems
associated with it. The exchange enhancement factor of
the TM functional is given by [28],
FTMx (p, z, α) = wF
DME
x + (1− w)F
sc
x , (4)
where
FDMEx (p, α) =
1
f2
+
7R
9f4
(5)
with R = 1+595(2λ− 1)2 p54 − [z3− 3(λ
2−λ+1/2)(z3−
1−z2/9)] and f = [1+10(70y/27)+βy
2]1/10. Here, z2 =
τW /τunif = 5p/3, z3 = τ/τ
unif = z2+α, y = (2λ−1)
2p,
τVW = |∇ρ|2/(8ρ), and τunif = 310 (3π
2)2/3ρ5/3. The
slowly varying correction part of the enhancement factor
given as [28],
F scx (p, α) =
{
1 + 10
[
(
10
81
+
50
729
p)p+
146
2025
q2 (6)
−
73
405
q
3z
5
(1 − z)
]}1/10
.
where, z = τW /τ = 5p/(5p+3α) and w = (z2+3z3)/(1+
z3)2. The order-of-limit problem of the TM exchange
enhancement factor arises from the order of two limiting
conditions p → 0, and α → 0. The discontinuity in the
enhancement factor observed with,
lim
α→0
[
lim
p→0
[FTMx (p, α)]
]
= 1.01372, (7)
and
lim
p→0
[
lim
α→0
[FTMx (p, α)]
]
= 1.1132. (8)
However, it is observed that none of the FDMEx (p, α) and
F scx (p, α) face any order-of-limit problem,
lim
p→0
[
lim
α→0
[FDMEx (p, α)]
]
= lim
α→0
[
lim
p→0
[FDMEx (p, α)]
]
= 1.1132
(9)
and
lim
p→0
[
lim
α→0
[F scx (p, α)]
]
= lim
α→0
[
lim
p→0
[F scx (p, α)]
]
= 1.01372.
(10)
The iso-orbital indicator z present in the weight factor of
Eq. 4 is the root cause of the order-of-limit problem.
In search for appropriate weight factor, we propose
modified iso-orbital indicator (z′) as,
z′ =
1
1 + (35 )
[
α
p+f(α,p)
] , (11)
where, the function f(α, p) is considered as proposed in
ref. [27] as f(α, p) = (1−α)
3
(1+(dα)2)3/2
e−cp with d = 1.475 and
c = 3.0. This choice of the iso-orbital indicator lifts the
order-of-limit problem as,
lim
p→0
[
lim
α→0
[z′]
]
= lim
α→0
[
lim
p→0
[z′]
]
= 1 . (12)
Note that any small positive definite quantity or real
number instead of f(α, p) can remove the order-of-limit
problem of z′. However, the present choice of z′ keeps
the exchange enhancement factor close to that of the
TM functional (except s, α→ 0), which is important. In
ref. [27], the functional f(α, p) is considered to interpo-
lation between α = 0 and ordinary α values. But in the
present case, f(α, p) is added to the square of the reduced
density gradient (p) such that the function αp becomes a
finite number even for p = 0, and a finite α. We keep the
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FIG. 1. Shown is the w of TM (w′ of regTM) for the Ar atom
along the radial distance form the nucleus r.
original values of c and d as mentioned in ref. [27], since
the order-of-limit is important only for s→ 0 and α→ 0.
Whereas, for other values of s and α, the regTM exchange
enhancement factor matches smoothly with that of TM
to keep the accuracy of the original functional.
With the modified iso-orbital indicator the weight fac-
tor of the TM functional becomes,
w′ =
z′2 + 3z′3
(1 + z′3)2
. (13)
For one or two-electron singlet state, α = 0, that im-
plies z′ = 1, w′ = 1, and F regTMx = F
DME
x . For slowly
varying density region, α ≈ 1, f(α, p) ≈ 0 and w′ is small.
Hence, F scx is the dominating term that is necessary for
solids. For non-covalent bonding, α >> 1, f(α, p) is
small except for small s. For example, α = 10, f(10, p)
is zero for s > 1.6. The form of f(α, p) is such that
F regTMx matches closely with that of the F
TM
x for differ-
ent α and s values except for those two limiting values
from which order-of-limit occurs. Keeping the F regTMx
close to the FTMx is important because F
TM
x is a quite
good functional for weekly bonded systems and strongly
bound solids, including the non-covalent interactions and
layered materials. Other forms of the w′ can be proposed
based on the different iso-orbital indicators like α and
β [32], but those may make the functional behavior quite
different from FTMx , especially, for large α, which is im-
portant for non-covalent systems [54, 64]. For α = 0,
FTMx and F
regTM
x reduce to F
DME
x and for all values of
α. For comparison, in Fig 1, we plot the w and w′ for TM
and regTM functional for Ar atom along the radial dis-
tance (r) from the nucleus. Both the w and w′ match for
the near nucleus and tail region (α ≈ 1). In the middle
of the inter-shell region only slight difference is observed
between these two curves indicating the consistency of
the both w and w′ by construction.
Now, the use of w′ in Eq. 4 lifts the order-of-limit
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FIG. 2. The difference in the enhancement factor of TM and
regTM with the variation of α for particular values of s are
shown. For s = 0, the drastic difference at α = 0 is clearly
from the correction of order-of-limit problem
problem and follows,
lim
p→0
[
lim
α→0
[F regTMx (p, α)]
]
= lim
α→0
[
lim
p→0
[F regTMx (p, α)]
]
= 1.1132
(14)
In Fig. 2, we compare the variation in the enhancement
factors of both TM and regTM exchange functionals with
α, and a particular value of s. The order-of-limit correc-
tion is clear at α = 0 for s = 0 curves. For other val-
ues of α and s, the regTM exchange enhancement factor
matches very closely with that of the TM functional.
Regarding correlation, we consider the regTPSS cor-
relation energy functional [27]. The regTPSS correla-
tion functional is also utilized with MS1, MS2, and MVS
functionals, and it seems to be more suitable for func-
tionals proposed by removing the order of limit problem.
The use of TM or TPSS correlation energy functional
does not work well with the regTM functional as the ob-
tained AE6 atomization energies are≈ 8.0 kcal/mol. The
only price the regTPSS correlation pays is that it is not
one-electron self-correlation free, which is important for
molecules having many H atoms, such as water clusters.
But as stated in ref. [27], molecular reaction energies do
not influence much by the atomic energy errors, and it
depends on the error cancellation effects obtained from
exchange and correlation. Also, the spin-independent of
the XC functional for 0 < ζ < 0.7 [26, 63], a constraint,
important for improving the atomization energies, which
TM XC functional respects well (see Fig. 2 of ref. [28]).
III. RESULTS AND DISCUSSIONS
A. General assessment
To assess the regTM functional performance along
with TM functional, we consider general-purpose quan-
tum chemical and solid-state test sets. For quantum
4TABLE I. Tabulated are the mean absolute errors for molec-
ular (main group thermochemistry, barrier heights and non-
covalent interactions) and solid-state (equilibrium lattice con-
stants, bulk moduli, and cohesive energies of a set of 29
bulk materials) tests. Best values within TM and regTM
are marked with bold style. The zero-point an-harmonic ex-
pansion (ZPAE) corrected reference values for lattice con-
stants, bulk moduli, and cohesive energies are taken from
ref. [36, 46, 49]. For LC20, BM20, and COH20 test sets are
taken from refs. [27, 49].
TM regTM
Molecular tests
Main group thermochemistry (kcal/mol)
AE6 4.5 4.4
G2/148 6.5 5.7
IP13 3.17 3.76
EA13 3.79 3.25
PA8 2.13 5.13
Barrier heights (kcal/mol)
BH6 7.59 5.47
HTBH38 7.25 7.17
NHTBH38 8.86 8.29
Non-covalent interactions (kcal/mol)
HB6 0.23 0.10
DI6 0.40 0.30
CT7 2.87 2.67
PPS5 0.74 0.62
WI7 0.04 0.04
S22 0.61 0.55
WATER27 1.44 1.53
TMAE 3.34 3.26
Solid-State tests
Lattice constants (A˚)
simple metals 0.051 0.044
transition metals 0.024 0.026
ionic solids 0.039 0.037
semiconductors and insulators 0.015 0.028
total MAE 0.033 0.034
LC20 0.032 0.033
bulk moduli (GPa)
simple metals 1.5 1.1
transition metals 9.9 9.9
ionic solids 4.2 4.4
semiconductors and insulators 6.4 6.1
total MAE 5.5 5.3
BM20 4.2 3.8
cohesive energies (eV)
simple metals 0.274 0.155
transition metals 0.751 0.570
ionic solids 0.069 0.095
semiconductors and insulators 0.122 0.078
total MAE 0.304 0.224
COH20 0.282 0.216
chemistry, the Minnesota 2.0 [68] is considered except
G2/148 (atomization energies of 148 molecules), S22 (22
non-covalent interactions), and WATER27 test sets [69,
70]. The G2/148 test set is considered from ref. [71],
whereas geometries of S22 and WATER27 are taken from
GMTKN55 [72]. Overall, the test set is divided into the
main group thermochemistry, barrier heights, and non-
covalent interactions. The thermochemistry group con-
sists of (1) AE6 - atomization energies of 6 molecules [73],
(2) G2/148 - atomization energies of 148 molecules [71],
(3) EA13 - 13 electron affinities [68], (4) IP13 - 13 ioniza-
tion potentials [68], and (5) PA8 - 8 proton affinities [68].
The barrier height test set consists with: (1) BH6 - 6
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FIG. 3. The binding energy curve of the Ar2 dimer (upper
panel) and graphite (lower panel) as obtained from TM and
regTM functionals. The CCSD(T) and RPA values are taken
from ref. [65, 66] and ref. [67] respectively.
barrier heights [73], (2) HTBH38 - 38 hydrogen barrier
heights [74], and (3) NHTBH38 - 38 non-hydrogen bar-
rier heights [74]. For the non-covalent group we con-
sider: (1) HB6 - 6 hydrogen bond test set [75], (2) DI6
- 6 dipole interactions [75], (3) CT7 - 7 charge transfer
molecules [75], (4) PPS5 - binding energies of five π − π
stacking complexes [75], (5) WI7 - 7 weekly interaction
complexes [75], and (4) S22 - 22 non-covalent interac-
tion molecules including H-bond, dispersion interactions,
and mixed bonds [76, 77], and (5) WATER27 - 27 water
cluster binding energies [69, 70].
The performance of the TM and regTM functionals for
the molecular test cases are summarized in Table I. Re-
garding the performance, both functionals behave equiv-
alently for main group thermochemistry except for PA8,
for which the regTM worse than TM. For barrier height,
regTM performs slightly better than TM both for the
hydrogen and non-hydrogen transfer barrier heights. Im-
portantly, the resolution of the order-of-limit problem
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FIG. 4. Shown are the different meta-GGA ingredients and interpolation functions for Li from the atom at (0, 0, 0) to (1/2,
1/2, 1/2). Left panel showing f(α, p), z, and z′. Right panel showing w and w′.
seems important for the barrier height [27]. Interesting
results are also observed for H-bond and non-covalent in-
teractions. Regarding the performance, regTM produces
a slightly better result than TM for H-bonded, dipole
interactions, charge transfer, and π − π stacking com-
plexes. The improvement for H-bonds for regTM func-
tional is also reflected in the performance of the S22 test
set, where regTM is overall better than TM functional
for H-bonded and mixed complexes. We observe that for
non-covalent interactions, especially for H-bonded sys-
tems, regTM binding energies are slightly lower than the
TM functional, making binding energies closer to the ex-
perimental values. However, this moderate underestima-
tion causes slightly worse performance of regTM for 27
water clusters binding energies than TM functional. This
behavior of the regTM functional for non-covalent inter-
action may happen because F regTMx slightly enhanced
than FTMx (coming from f(α, p) function) for α >> 1,
important for the non-covalent interaction. Also, one can
not rule out the lack of one-electron self-interaction free
correlation for regTM, which may also be responsible for
the error cancellation between exchange and correlation.
Next, we turn into the solid-state performance of the
functionals. For solids the recovery of the slowly vary-
ing fourth-order gradient approximation of exchange is
important. Both the TM and regTM functional recover
the slowly varying fourth-order gradient approximation
correctly. In Table I, we have shown the MAE in lat-
tice constants, bulk moduli, and cohesive energies of 29
bulk solids (compiled in ref. [24]) as obtained from TM
and regTM functionals. For lattice constants the zero-
point an-harmonic expansion (ZPAE) corrected reference
values are taken from ref. [36, 46, 49]. It is shown, for
accurate functional assessment, one should consider the
ZPAE corrected lattice constant values [62]. Regarding
the lattice constants performance, TM and regTM per-
form almost similarly. Both functionals underestimate
the lattice constants for metals and ionic solids. Note
that solids like Li, Na, and K are also known as “soft mat-
ter”, for which the lattice constants is influenced by the
short-range part of the vdW interaction [79]. Although,
semilocal density functionals like MS1, MS2, MVS, and
SCAN functionals include some amount of short-range
part of the vdW interaction [26, 54], none of the TM and
regTM functionals incorporate the short-range part of
the vdW interaction and their good results solely depends
on the error cancellation between exchange and correla-
tion. Note that the correlation part of the TM functional
proposed from modified TPSS correlation, which incor-
porate (i) one-electron self-interaction free correlation,
(ii) correct slowly varying density limit of the correlation
and local density linear response of the uniform electron
gas limit, and (iii) spin independent of the XC functional
for 0 < ζ < 1 [28]. The constraint (ii) is only important
for the solids, where the error cancellation between XC
and restoration of good property of LSDA is important.
In this respect the regTPSS correlation functional, used
also in regTM functional, keeps the correct formal prop-
erties of the solids i.e., correct slowly varying density limit
of the correlation. However, only differences in the TM
and regTM construction from the lattice constants per-
formance come from error cancellation between exchange
and correlation which seems to be a bit better for TM
functional, especially, for semiconductor and a few met-
als. Nevertheless, the performance of the regTM func-
tional can be improved by incorporating a suitable meta-
GGA ingredients dependent correlation energy functional
compatible with the exchange or by including more exact
constraints in the functional form. Overall, for the LC29
test set, we observe MAE of the 0.036 A˚ from regTM
functional compared to the 0.033 A˚ as obtained from TM
functional.
To remark on the functional performance for bulk
solids, in Fig. 4 we have shown the variation of f(α, p),
z, z′, w and w′ for the bulk solid Li (simple metal). The
right panel of Fig. 4 shows that inside the bulk solid both
the w and w′ becomes one, while outside bulk both decay
to zero, indicating the likeness of the both interpolation
parameters. However, a closer look (shown in left panel
of Fig. 4) suggests that for the overlap of the closed cell
towards the valance region, f(α, p) and z′ slightly oscilla-
tory (also w′), which also slightly shrink the lattice con-
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FIG. 5. Shown is the interpolation function w and w′ for LiCl from the Li atom at (0, 0, 0) to the Cl atom at (1/2, 1/2, 1/2)
(left panel) and Si from the atom at (1/8, 1/8, 1/8) to (1/2, 1/2, 1/2) (right panel).
TABLE II. Tabulated are the phase transition pressure (Pt) (in GPa), and energy difference (∆Ee) (in eV/functional) of highly
symmetric phases using TM and regTM functionals. For reference comparison, the (∆Ee) is compared with SCAN/ ACSOSEX
from ref. [78]. All values are without temperature corrections.
Pt ∆Ee
Solids Expt.a TM regTM SCAN/ACSOSEXa TM regTM
Si 12.0 3.9 14.5 0.417/0.328 0.246 0.415
Ge 10.6 6.7 7.5 0.265/0.280 0.365 0.394
SiC 100.0 52.5 66.9 1.631/1.599 1.227 1.548
GaAs 15.0 8.2 14.9 0.825/0.978 0.659 0.728
Pb 14.0 10.0 15.08 0.015/0.027 0.007 0.024
C 3.7 2.17 4.81 0.088/0.130 0.040 0.086
BN 5.0 -1.2 1.11 0.105/0.048 0.044 0.042
a) See ref. [78] and all references therein.
stant of Li for regTM. This slightly different behavior of
w′ purely coming form f(α, p) which depends on α. We
also observe similar behavior for LiCl (ionic solid) and Si
(semiconductor) (shown in Fig. 5). However, the similar
behavior of w and w′ indicate the judicious choice of w′.
Overall, it correctly recovers w throughout the range of
the slowly varying bulk solids and rapidly or moderately
varying atomic region.
Next, we focus on the bulk moduli of the solids. The
bulk moduli are obtained from the equation of state fit-
ting of the energy versus volume curve of the unit cell
with the third-order Birch-Murnaghan isothermal equa-
tion of state. The volume of the unit cell is varied in
the range V0 ± 5%, where V0 is the equilibrium volume.
This test depends on the accuracy of the geometries as
predicted by the semilocal functional. As both the TM
and regTM are quite good in predicting the geometries,
the overall mean absolute errors obtain from both the
functionals are about ≤ 5.5 GPa. For comparison, we
also show the BM20 results which can be directly com-
pared with the results of other functionals presented in
refs. [27, 49].
The cohesive energy is also an important property for
solids and it is related to the thermodynamics of solids.
However, good accuracy for the lattice constants does not
guarantee simultaneous good accuracy for cohesive ener-
gies. For example in the semilocal level, PBEsol does not
perform as well as its lattice constants prediction for the
cohesive energies. In most cases, meta-GGA functionals
performance is better than GGA for cohesive energies
because of their dependence on the additional ingredient
i.e., KS kinetic energy density. For the accurate cohesive
energies, simultaneous good performance for valence den-
sities (which is moderately and rapidly varying) of atoms
together with the bulk densities (which is slowly varying)
is required. The cohesive energy per/atom is calculated
as,
Ecoh = Eatom −
Ebulk
N
, (15)
where Eatom is the atomic energy and Ebulk is the bulk
energy of the unit cell having N atoms.
Our results show that cohesive energies of alkali met-
als and transition metals are the most challenging for
meta-GGA, where GGA PBE generally performs bet-
ter [52, 80, 81]. For transition metal, the total charge den-
sity becomes the sum of the several one-electron orbitals
because of the largely filled d shell. Therefore, the meta-
GGA ingredients play a significant role in describing the
energetic of the alkali metals [80]. From Table I, we ob-
serve that, for alkali metals and transition metals, regTM
shows improvement over the TM. Improvement of regTM
over TM is also observed for semiconductors. While for
ionic solids, TM performs a bit better. The improved
7performance of regTM probably due to the slightly im-
proved atomization energies and oscillatory nature of the
w′ (and/or exchange enhancement factor) in the valance
band of solids and core of the isolated atoms. Overall,
regTM describes slightly better the slowly varying den-
sity and rapidly or moderately varying atomic region.
Note that the SCAN functional also shows similar accu-
racy [36] (or more accurate) for the 29 test set presented
in Table I. Nevertheless, one can not judge the improved
performance of regTM from the modification in exchange
only, the semilocal correction energy and long-range vdW
interactions also play an important roles [80, 82]
Lastly, in this section, we also focus on the TM and
regTM performance of the binding energies of Ar2 dimer
and graphite bi-layer. The Ar2 dimer represents the non-
covalent interaction and graphite bi-layer represents the
layered materials. These two systems are often important
to assess the quality of a functional for non-covalent inter-
actions in molecular and solids level. The regTM binding
energy curve a little bit up-shifted than TM functional for
both the Ar2 dimer and graphite bi-layer. This is proba-
bly due to the lack of the one-electron self-interaction free
correlation. Nevertheless, regTM performs very closely
to TM functional for these systems indicating the relia-
bility ans closeness of w and w′.
B. Structural phase transition
Accurate prediction of the pressure-induced structural
phase transition of solids form low-pressure phases (LP)
to high-pressure phases (HP) having practical implica-
tion [83–85] and density functional semilocal and higher-
order accurate wave functional methods are very success-
ful in predicting the phase transition pressure [78, 86–90].
The accurate phase transition pressure depends on the
accurate prediction of the both the equilibrium geome-
tries and energy differences of the LP and HP phases.
Regarding the various semilocal approaches, while LDA
is good for structural properties, it tends to underesti-
mate the energy difference of two phases [78, 86]. The
PBE GGA overestimates the volume and performs bet-
ter than LDA for energy differences and phase transition
pressure [78, 86]. Recent advances in the development
of the semilocal functional shows that the meta-GGA
functionals like MS1, MS2, MVS and SCAN function-
als performs better than PBE in predicting the phases
transition pressure [78, 87, 90].
For meta-GGA functionals, the improved phase transi-
tion pressure is related to the artifact of the order-of-limit
problem [27, 62] which is related to the wrong energy dif-
ference between LP and HP phases. The meta-GGA hav-
ing order-of-limit problem mostly underestimates (also
overestimates in a few cases) the energy difference and
hence predict the phase transition pressure wrongly, as it
is shown for revTPSS functinal [27]. The TM functional
which also possesses the order-of-limit problem underes-
timates the phase transition pressure [62]. As state in
TABLE III. Selective semiconductor band gaps (in eV) as
obtained from regTM and TM functionals.
Solids Expt. TM regTM
C 5.5 4.08 5.08
Si 1.17 0.56 1.26
Ge 0.74 0.32 0.40
SiC 2.42 1.29 1.75
BP 2.4 1.20 1.94
GaAs 1.52 0.91 1.01
ref. [27], the order-of-limit problem is more severe for co-
valent bonded solids, where the α ≈ 0, and s ≈ 0 often
encounter around the critical bond point and shows the
wrong energy difference between two phases of solids.
To illustrate the improvement of the phase transition
pressure from regTM functional, in Table II, the struc-
tural phase transition parameters as obtained from the
TM and regTM functional are compared. We observe
that the regTM yields phase transition pressure and en-
ergy differences close to the experimental one than the
TM functional. For Si phase transition, regTM func-
tional predicts improves considerably for energy differ-
ence and energy difference of two phases. Comparing the
SCAN and ACSOSEX values from ref. [78], the regTM
is considerably close to that SCAN, indicating its im-
provement over TM upon eliminating the order-of-limit
problem. A very similar tendency is observed for other
structural phase transitions, where regTM improves con-
siderably over TM functional. The regTM phase transi-
tion pressure of Si, GaAs, and Pb become very close to
the experiment, where TM underestimates considerably.
For those solids, the energy difference between the two
phases is also close to that of the SCAN/ASCOSEX val-
ues [90]. For cubic to hexagonal phase transition of BN,
the aggrement of phase transition pressure for TM func-
tional is very poor. It shows negative phase transition
pressure, where regTM improves considerably over TM.
However, we do not include the temperature corrections
in our calculations, which as par shows about to improve
the phase transition pressure considerably for BN [78].
It is noteworthy to mention that accurate prediction
of the phase transition pressure depends both the differ-
ences, the energy (∆Ee) and volume (∆V0) differences.
While both the functinal perform almost similarly for ge-
ometries, regTM performs better for energy differences.
Therefore, it is clearly indicating that the elimination of
the order-of-limit problem is important for the improve-
ment of the structural phase transition properties from
the semiconductor to metallic phases.
C. Connection to the band gap
On eliminating the order-of-limit problem, the regTM
functional also improves the semiconductor band gaps.
In Table III we have shown the band gaps of few selec-
8tive solids for which a clear improvement of regTM over
TM is evident. For diamond C, the regTM band gap in-
creases by almost 1 eV. Similarly, for Si, Ge, SiC, BP, and
GaAs, we observe the improvement in the band gap of
solids. However, this improvement is related to the slope
of the exchange enhancement factor which is discussed in
ref. [35, 55]. For regTM the slope ∂Fx/∂α is more nega-
tive, which includes more derivative discontinuity (∆xc)
in the generalized KS scheme [35]. This also happens for
functionals like MS1, MS2, MVS, SCAN, MGGAC, and
TASK functionals behavior. However, for regTM this
happens only for α ≈ 0 and s ≈ 0 region, relevant for
the covalent bonded systems. For other regions, regTM
exchange enhancement factor matches closely to that of
the TM functional.
Next, we consider the relation between improvement
to the phase transition pressure and the band gap, which
is discussed in refs. [91, 92]. In ref. [91], it is argued
that the underestimation of the phase transition pres-
sure for Si for LDA and GGA may be related to the
band gap of solids. While higher order methods like GW
and screened hybrid functional HSE06 enhance the den-
sity of state (DOS) near Fermi level and describes the
covalent bonding more conveniently which may responsi-
ble for the improved phase transition pressure for those
methods [91]. Contrary to ref. [91], in ref. [92], it is
stated that the impact of the fundamental band gap may
not be so important for the improvement in the phase
transition pressure. However, in this case, the band gap
improvement for regTM for semiconductors, especially
for Si, indicates that the regTM transition pressures may
be related to the improvement to the band gap in Si as
suggested in ref. [91].
IV. CONCLUSIONS
The order-of-limit problem is an important limitation
of the TM functional to predict the phase transition pres-
sure as shown in ref. [62]. In this paper, a modified inter-
polation function of the Tao-Mo (TM) functional is pro-
posed which resolves the order-of-limit of the TM func-
tional. Using the modified interpolation function, the
proposed functional correctly retains the accuracy of the
parent functional for one- or two-electron limit, slowly
varying density correction, and non-covalent interacting
systems. This is important because along with the reso-
lution of the order-of-limit problem, we retain the main
functional accuracy for thermochemistry and solid-state
physics which are simultaneously important. It is shown
that the phase transition pressure of the proposed func-
tional is improved corresponding to the TM functional.
As claimed in ref. [62], redesign the interpolation func-
tion as a function of α may also resolve the order-of-limit
problem of the TM functional, but in that case, one has
to ensure simultaneous good accuracy of the parent func-
tional. In these prospects, the present modification of
the TM functional to make it free from the order-of-limit
problem seems quite suitable.
Lastly, we conclude that the present modification of
the iso-orbital indicator z is simple and quite useful as
it can be used further to construct meta-GGA function-
als development. Along this line of construction, a one-
electron self-interaction free correlation with the regTM
exchange functional may also enhance the performance
of it for several thermochemical and solid-state structural
properties. However, this can be further revisited in fu-
ture publications.
Computational details: The molecular calculations
of the functionals are performed using the developed ver-
sion of Q-CHEM code [93] with def2-QZVP basis set (for
IP13 and WATER27 the def2-QZVPD basis set is used)
with 99 points radial grid and 590 points angular Lebedev
grid. Note that like both the TM and regTM functionals
are not sensitive on the choice of the grid. Using the 350
points radial grid and 590 points angular Lebedev grid
also we do not see any difference in the potential energy
curves for non-bonded interactions. Hence, the choice of
the more dense grid is not required and the present choice
of the grid is quite adequate for the energy convergence.
All solid-state calculations are performed in plane
wave suite code Vienna ab initio simulation package
(VASP) [94–100]. The lattice constants are performed
by relaxing the volume and internal co-ordinates using
conjugate gradient algorithm. For bulk calculations we
used 20×20×20 Γ centered k points with 800 eV energy
cutoff. The spin polarized atomic calculation for the co-
hesive energies are performed with the orthorhombic box
of size of 23×24×25 A˚3. To calculate the bulk moduli and
phase transition pressure third order Birch-Murnaghan
equation of state [101] is used.
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