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Abstract The paper presents high-order accurate, energy-, and entropy-stable discretiza-
tions constructed from summation-by-parts (SBP) operators. Notably, the discretizations as-
semble global SBP operators and use continuous solutions, unlike previous efforts that use
discontinuous SBP discretizations. Derivative-based dissipation and local-projection stabi-
lization (LPS) are investigated as options for stabilizing the baseline discretization. These
stabilizations are equal up to a multiplicative constant in one dimension, but only LPS re-
mains well conditioned for general, multidimensional SBP operators. Furthermore, LPS is
able to take advantage of the additional nodes required by degree 2p diagonal-norms, re-
sulting in an element-local stabilization with a bounded spectral radius. An entropy-stable
version of LPS is easily obtained by applying the projection on the entropy variables. Nu-
merical experiments with the linear-advection and Euler equations demonstrate the accu-
racy, efficiency, and robustness of the stabilized discretizations, and the continuous approach
compares favorably with the more common discontinuous SBP methods.
Keywords summation-by-parts · entropy stable · stabilization
Mathematics Subject Classification (2010) 65M06 · 65M60 · 65M70 · 65M12
1 Introduction
High-order discretizations have been put forward as a possible means of improving the ef-
ficiency of computational fluid dynamics (CFD) simulations. The arguments in favor of
high-order discretizations include both improved accuracy-per-degree-of-freedom as well
as better cache usage on current and future architectures. Despite these potential advan-
tages, the use of high-order CFD remains uncommon in industry. Mesh generation of curved
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2 Jason E. Hicken
elements is one bottleneck facing high-order methods, but the issue I focus on here is ro-
bustness: high-order discretizations have inherently less numerical dissipation, which makes
them prone to instabilities, particularly for under-resolved flows.
Entropy stability offers one promising avenue for constructing robust, high-order CFD
methods. This is not a new idea. For example, over thirty years ago, Hughes et al. [36]
presented a finite-element discretization of the compressible Navier-Stokes equations that
satisfied the second-law of thermodynamics. And in 1999, Barth [2] extended this work
to cover Galerkin-least-squares stabilizations and discontinuous Galerkin (DG) schemes.
However, these early examples make the assumption that the integrations present in the
finite-element semi-linear forms are exact. Exact integration is not possible, in general, for
the Euler and Navier-Stokes equations, so these schemes must rely on potentially costly
“over-integration” in practice. Even then, the discrete schemes are not provably stable and
may fail.
In light of the above, there has been growing interest in semi-discrete and fully-discrete
high-order schemes that are provably entropy stable. Fisher’s thesis [24] represented a sem-
inal contribution in this direction — see also [26] and [25]. He showed that summation-
by-parts (SBP) finite difference methods could be combined with entropy-conservative flux
functions [50,51,38,10] to produce high-order entropy-stable schemes. This was later ex-
tended to tensor-product spectral-element methods [9,45] that also possess the summation-
by-parts property [27]. Subsequently, SBP operators were generalized to simplex elements
in [31] and later used to construct entropy-stable discretizations on triangular and tetrahedral
grids [11,15].
My objective in this paper is to extend the entropy-stable SBP-framework to continuous-
Galerkin type discretizations. Previous entropy-stable SBP discretizations have focused on
discontinuous-Galerkin (DG)-type methods; even the finite-difference methods in [24], [26],
and [25] used numerical flux functions embedded in penalty terms to couple blocks in multi-
block grids. My motivation for considering continuous SBP (C-SBP) discretizations, which
were first proposed in [31], is to reduce the computational cost of the residual evaluations
by eliminating the interface penalties.
Stabilization is arguably the principal challenge in adapting the entropy-stable frame-
work to C-SBP discretizations. It is well-known that continuous Galkerin finite-element
methods produce oscillatory solutions for hyperbolic partial-differential equations (PDEs)
and require stabilization; examples of stabilizations include stream-line upwind Petrov-
Galerkin (SUPG) [6], Galerkin-least-squares (GLS) [35], variational multiscale [34], edge
stabilization [23], and local-projection stabilization (LPS) [3], to name a few.
Each stabilization that has been proposed has advantages and disadvantages. Therefore,
in order to identify a suitable choice for an entropy-stable C-SBP scheme, a list of desired
properties is useful.
Entropy stable: It must be possible to make the stabilization provably entropy stable, at least
at the semi-discrete level. This rules out SUPG as a potential candidate, as well as other
non-symmetric stabilizations.
Well conditioned: The stabilization should have a spectral radius that is comparable to D-
SBP discretizations. For example, edge stabilization based on jumps in the gradient [23,
8,7] can be made entropy stable, but numerical experiments [16] indicate that it has poor
conditioning, especially as the discretization order increases. Numerical experiments
(not reported here) also suggest that GLS has poor conditioning.
Element local: I would like the stabilization to have a stencil that matches the stencil of
the (unstabilized) discretization. This requirement reduces parallel communication and
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memory requirements for the Jacobian. It also greatly simplifies algorithmic differenti-
ation, since coloring can be performed at the element level. Edge stabilization and LPS
are not element local, in general, while SUPG and GLS are.
To the best of my knowledge, no stabilization meets all the requirements listed above, so
a compromise is necessary. The solution that I advocate here is to sacrifice optimal approx-
imation accuracy by increasing the number of nodes necessary for a degree p basis. The
additional degrees of freedom enable the creation of an entropy-stable, well-conditioned
LPS to be applied at the element level. While sacrificing optimal approximation may be un-
palatable to some, I believe this is an attractive holistic solution, since diagonal-norm SBP
operators also typically require more nodes than a degree p basis [31,22].
I begin below by describing the C-SBP discretization and its stabilization in the context
of the constant-coefficient, linear advection equation; see Section 2. In Section 3, I review
the entropy conservation of (unstabilized) C-SBP discretizations in the context of the Euler
equations and show how LPS can be used to create an entropy-stable stabilization. I detail
the SBP and LPS operators and their construction in Section 4. I verify the discretizations in
Section 5 by presenting some numerical experiments, and I conclude with a summary and
discussion in Section 6.
2 Stabilization of continuous SBP discretizations: linear advection
In this section, I use the constant-coefficient linear advection equation to present the key
ideas behind the proposed stabilization. As discussed in the introduction, these ideas are
i) sacrificing optimal-polynomial approximation to achieve a localized stabilization, and ii)
using a local-projection-based stabilization.
While most readers will be interested in more useful PDEs, such as the Euler or Navier-
Stokes equations, I begin with the linear-advection equation because it avoids complications
that I believe would obscure an intuitive understanding of the stabilization. It also provides
a simple context to review C-SBP discretitzations.
2.1 The unstabilized SBP discretization in one-dimension
Consider the one-dimensional, constant-coefficient advection equation on a unit periodic
domain Ω = [0,1]:
∂U
∂ t
+λ
∂U
∂x
= F , ∀ x ∈ [0,1],
U(0, t) = U(1, t), ∀ t ≥ 0,
U(x,0) = U0(x), ∀ x ∈ [0,1],
(1)
where λ ∈ R is the advection velocity and F ∈ L2(Ω) is a source.
Let the domain Ω = [0,1] be divided into the mesh
Th ≡ {Ωκ}Kκ=1 = {[h(κ−1),hκ]}Kκ=1
of K elements of uniform size h = 1/K. The SBP discretization that we consider in this sec-
tion is a spectral-collocation method using Legendre-Gauss-Lobbato (LGL) nodes, where
the solution is stored at nκ LGL quadrature nodes on each element κ . See Figure 1 for an
example of the mesh and the quadrature points.
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Fig. 1 Example one-dimensional mesh illustrating node indexing.
Remark 1 A conventional spectral-collocation method based on LGL nodes uses nκ = p+1
collocation points on each element, where p is the degree of the polynomial basis. In this
work we use nκ > p+ 1, which is more like a finite-difference operator. We will motivate
this decision later in Section 2.2.2.
The global solution is denoted by the vector uh ∈ Rn, where the number of degrees of
freedom in this example is n = (nκ −1)K; for those more familiar with discontinuous SBP
discretizations, the solution here is not multivalued at the element interfaces.
In order to manipulate the global solution at the element-level, we need to define re-
striction and prolongation operators. To this end, consider a global node with index j ∈
{1,2, . . . ,n} that coincides with the local index i ∈ {1,2, . . . ,nκ} on element κ; again, see
Figure 1. Then the (i, j)th entry of the restriction matrix is unity: [Rκ ]i j = 1. For example, as-
suming the nodes are ordered sequentially, both on each element and globally, the restriction
operator for element κ = 2 in Figure 1 is
R2 =

0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
 .
The prolongation operator on element κ is simply the transpose of Rκ .
Next, I introduce a degree p diagonal-norm SBP operator Dξ ,κ = H−1κ Qξ ,κ on the nκ
LGL nodes in the reference space ξ ∈ [−1,1]; see [28] for the case p = nκ − 1 and [18]
for the more general case. Briefly, Dξ ,κ is a finite-difference operator that exactly differen-
tiates degree p polynomials at the nodes. Furthermore, Hκ is a diagonal matrix with pos-
itive entries along its diagonal, and the symmetric part of Qξ ,κ satisfies Qξ ,κ +QTξ ,κ =
diag(−1,0,0, . . . ,1)≡ Eξ ,κ . I will review the multidimensional SBP definition in Section 4.
Using the restriction operators and the matrices Hκ and Qξ ,κ , one can define an SBP
operator that acts on the global degrees of freedom:
Dx = H
−1Qx
where
Qx ≡
K
∑
κ=1
RTκQξ ,κRκ , and H≡
h
2
K
∑
κ=1
RTκHκRκ . (2)
The fact that Dx defines a degree p SBP operator at the nodes on Ω = [0,1] was established
in [31].
Remark 2 For the case p= nκ −1, Qx and H define the stiffness and lumped-mass matrices
for a spectral collocation scheme.
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Remark 3 For the periodic case under consideration, the symmetric part of Qx is zero:
Ex =Qx +Q
T
x =
K
∑
κ=1
RTκ (Qξ ,κ +Q
T
ξ ,κ)Rκ =
K
∑
κ=1
RTκEξ ,κRκ = 0,
since the −1 and 1 values in Eξ ,κ from adjacent elements cancel at the common node.
This will be an important property that we will also need for entropy conservation in the
multidimensional case in Section 3.
2.1.1 Strong-form discretization
Using the global operator Dx, the SBP semi-discretization of (1) is given by
duh
dt
+λDxuh = fh, (3)
where fh ∈ Rn is the evaluation of F at the nodes. The truncation error, energy stability,
and conservative nature of (3) follow from the properties of the SBP operator Dx; see, for
example, the reviews [48] and [21].
2.1.2 Weak-form discretization
I will now show that (3) is also a discretization of the weak formulation of the constant-
coefficient linear advection equation. Let H1(Ω) denote the Hilbert space of periodic func-
tions on Ω = [0,1] with bounded derivatives. Then the weak formulation of (1) is obtained
by multiplying the PDE by an arbitrary V ∈H1(Ω), integrating over the domain, and apply-
ing integration by parts; that is, find U ∈ H1(Ω) such that∫
Ω
V ∂U
∂ t
dx−
∫
Ω
∂V
∂x
λU dx =
∫
Ω
VF dx, ∀ V ∈ H1(Ω). (4)
To mimic (4) in the discrete case, let vh ∈ Rn denote the value of a test function V ∈
H1(Ω) evaluated at the nodes of Th. Then, left-multiplying (3) by vTh H we find
vTh H
duh
dt
− (Dxvh)TH(λuh) = vTh Hfh, ∀vh ∈ Rn, (5)
where I have used the SBP property HDx = −DTx H+HEx, and the fact that Ex = 0 for the
periodic problem under consideration.
There is an obvious structural similarity between (4) and (5); however, the similarity
between the two weak forms is more than qualitative. Since Dx is a diagonal-norm SBP first-
derivative operator, it follows that H and the nodes define a degree q ≥ 2p− 1 quadrature
rule, and QTx approximates the weak derivative [32,31]:
vTh Huh =
∫
Ω
VU dx+O(h2p)
(Dxvh)THuh = vTh Q
T
x uh =
∫
Ω
∂V
∂x
U dx+O(h2p).
Thus, beyond mimicking the structure of (4), each term in (5) is actually a high-order ap-
proximation of the corresponding term in the continuous equation.
Remark 4 While many discretizations may approximate (4) to high-order, the strength of
SBP discretizations is that they also mimic integration by parts exactly; that is, few schemes
also satisfy the SBP property, Qx +QTx = Ex, which is valuable in proving stability.
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2.1.3 Element-level discretization
The global discretizations (3) and (5) are concise and useful for high-level analyses; how-
ever, in practice, a C-SBP discretization is likely to be constructed similar to a finite-element
method, i.e., at the element level. Furthermore, this element-level perspective can be helpful
for definitions, as we have already seen for Dx and H, and for some detailed analyses.
In the case of the constant-coefficient advection equation, the element-level discretiza-
tion is obtained by inserting the definitions (2) into the weak form (5):
K
∑
κ=1
vTκHκ
duκ
dt
−
K
∑
κ=1
(Dξ ,κvκ)THκ(λuκ) =
K
∑
κ=1
vTκHκ fκ ,
∀vκ ∈ Rnκ ,κ = 1,2, . . . ,K,
where we have introduced the restricted solution, test function, and source:
uκ ≡ Rκuh, vκ ≡ Rκvh, and, fκ ≡ Rκ fh,
respectively.
2.2 Stabilization in one dimension
The linear advection equation conserves “energy” when F = 0 in the periodic IBVP (1).
That is, the time-rate-of-change of ‖U‖2Ω is zero. Likewise, the SBP semi-discretization (3)
conserves the discrete “energy” ‖uh‖2H ≡ uTh Huh when fh = 0. This is easy to see by replac-
ing vh with uh and setting fh = 0 in the equivalent weak form (5):
uTh H
duh
dt
− (Dxuh)TH(λuh) = 0,
⇒ d
dt
uTh Huh = λ
(
uTh Q
T
x uh+u
T
h Qxuh
)
= λuTh Exuh = 0,
where, again, Ex = 0 due to periodicity. Thus we have ddt ‖uh‖2H = 0, showing that the energy
is conserved.
The SBP semi-discretization (3) is non-dissipative. This is a property shared by all semi-
discretizations of the linear-advection equation that use a skew-symmetric spatial operator.
This does not imply that skew-symmetric discretizations, including (3), produce error-free
solutions. Dispersion errors are still present, as are aliasing errors for non-constant coeffi-
cient problems. These errors, which are often characterized by high-frequency modes, can
lead to suboptimal convergence rates, such as those observed in [31].
This problem with skew-symmetric, or nearly skew-symmetric, discretizations of advection-
dominated PDEs is well known. It is addressed by so-called stabilization methods, such as
SUPG [6], in the case of finite-element methods, or artificial dissipation based on undivided-
differences [39,46,43], in the case of traditional finite-difference methods.
Remark 5 The term stabilization is retained for historical reasons, but it should not be con-
fused with energy or entropy stability. As shown at the beginning of this section, a skew-
symmetric discretization like (3) can be energy stable in the sense that its solution has a
bounded norm; this same solution can possess spurious, high-frequency modes that need to
be “stabilized.”
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2.2.1 Derivative-based stabilization in one dimension
Generically speaking, stabilization methods introduce dissipative terms that target unde-
sired, high-frequency modes. A common construction for these dissipative terms is based
on the inner product between (sufficiently) high-order derivatives of the trial and test func-
tions [30,43,47,14]. For a single element on the reference domain Ωκ = [−1,1], the con-
tinuous derivative-based dissipation operator, and its corresponding SBP discretization, take
the form ∫ 1
−1
∂ sV
∂ξ s
A(ξ )∂
sU
∂ξ s
dξ ≈ vTκ
(
Dsξ ,κ
)T
HκAκD
s
ξ ,κ︸ ︷︷ ︸
≡MDκ
uκ , (6)
where Dsξ ,κ is either a direct discretization of ∂
s/∂ξ s or the product of s first derivative
operators Dξ ,κ . I will discuss the choice of s shortly. The scaling functionA(ξ )> 0 is used
to ensure the stabilization is dimensionally consistent and its magnitude is commensurate
with the wave speed. The matrix Aκ = diag(A(ξ1),A(ξ2), . . . ,A(ξnκ )) is a diagonal matrix
whose entries are the function A(ξ ) evaluated at the quadrature nodes of element κ .
The dissipation operator MDκ is symmetric positive semi-definite by construction, so
uTκMDκ uκ ≥ 0. Consequently, adding this dissipation to each element of the weak-form C-
SBP discretization (on the left-hand side) produces an energy-stable discretization of the
constant-coefficient advection equation. That is, the time rate-of-change of the solution norm
is non-positive: ddt (u
T
h Huh)≤ 0.
The order of the derivatives, s, that appears in MDκ is chosen based on accuracy con-
siderations. Let Pp[−1,1] denote the space of polynomials of degree p on the reference
domain [−1,1]. For a given polynomial P ∈ Pp[−1,1], I use p to denote P evaluated at the
quadrature nodes: (p)i =P(ξi),∀i= 1,2, . . . ,nκ . To ensure optimal p+1 convergence rates,
I select s= p+1 so that Dsξ ,κp= 0 for all polynomials P ∈ Pp[−1,1]. The choice s= p+1
preserves the accuracy of the SBP first-derivative operator when the dissipation is added to
Dξ ,κ : (
Dξ ,κ +H
−1
κ M
D
κ
)
p =Dξ ,κp+H−1κ
(
Dsξ ,κ
)T
HκAκ D
s
ξ ,κp︸ ︷︷ ︸
=0
=Dξ ,κp =
[
∂P
∂ξ (ξ1),
∂P
∂ξ (ξ2), . . .
∂P
∂ξ (ξq)
]T
,
for all P ∈ Pp. Note that stability requires H−1κ to left multiply MDκ in the first line — it
disappears when the strong form is contracted with vTκHκ , and it does not impact accuracy.
2.2.2 Trading element-local stabilization for optimal approximation
One consequence of s= p+1 is that we need at least nκ = s+1= p+2 quadrature points on
an element to construct an operator such that Dsξ ,κp = 0 for all P ∈ Pp[−1,1]; if nκ = p+1
we will obtain the trivial operator Dsξ ,κ = 0. The implication is that this form of element-
local dissipation is not “optimal” for C-SBP operators, since more than p+ 1 nodes are
required for a degree p operator; however, this is a narrow definition of optimal inherited
from approximation theory. For example, classical finite-difference discretizations on uni-
form grids are not “optimal” according to this definition, yet few would argue that they are
inefficient in practice. Furthermore, if efficiency — accuracy per unit cost — is a primary
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objective for an element-based discretization, then our results suggest that one should con-
sider non-optimal operators.
Remark 6 In addition to classical finite-difference methods, finite-element methods that use
so-called bubble functions [1] also have more degrees of freedom than necessary for a target
polynomial degree p and, thus, enable element-local stabilizations; however, to the best of
my knowledge, the existing stabilizations are not entropy stable and high-order.
2.2.3 Projection-based stabilization in one dimension
In this section, I describe a projection-based dissipation that is a SBP generalization of local-
projection stabilization, or LPS [3]. The form of LPS that I consider amounts to penalizing,
or damping, polynomial degrees higher than p in the solution; however, it has traditionally
been used in incompressible flows to damp high-degree modes in the gradient [5].
In order to define LPS, I will use the following continuous projection operator on the
reference element: for a given function U ∈ L2[−1,1], find a polynomial U˜ ∈ Pp[−1,1] such
that ∫ 1
ξ=−1
V˜(U − U˜)dξ = 0, ∀ V˜ ∈ Pp[−1,1]. (7)
This is a simple L2 projection that removes any “high-frequency” content in U that cannot
be represented in the polynomial space Pp[−1,1].
There are several ways to obtain an appropriate SBP discretization of the projection (7).
The approach I describe here is well-suited for element-based SBP operators defined on
LGL nodes with degree 2nκ − 3 cubatures; I will discuss some alternative constructions in
Section 4.2.
First, we represent the projected quantity at the nodes using the orthogonal Legendre
polynomials1 up to degree p, which I denote here by {L j(ξ )}pj=0:
u˜κ = Ly,
where (u˜κ)i = U˜(ξi), and Li j = L j(ξi) is a generalized, nκ × (p+1) Vandermonde matrix.
The vector y ∈ Rp+1 holds the to-be-determined basis coefficients.
Next, we can also use the Legendre polynomials for the test functions V˜ , because the
L j form a basis for Pp[−1,1]. Finally, we use the SBP matrix Hκ to perform integration, so
that (7) discretizes as
LTHκ (uκ −Ly) = 0 ⇒ y = LTHκuκ ,
where LTHκL = I ∈ R(p+1)×(p+1) follows from the orthonormality of the Legendre poly-
nomials and the accuracy of the quadrature. To clarify this last point, for nκ > p+1 nodes
an LGL quadrature is exact for degree 2nκ − 3 > 2p− 1 polynomials, and the Legendre
polynomials in L are at most degree p.
We can now isolate the high-order modes in an arbitrary uκ by subtracting the projected
nodal values of u˜κ :
uκ − u˜κ = uκ −LLTHκuκ = Pκuκ ,
1 Assume the Legendre polynomials are normalized to have unit L2 norm
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where Pκ = I−LLTHκ . If we wish to penalize the high-order modes, i.e., Pκuκ , in a sym-
metric manner similar to the derivative-based dissipation (6), then we arrive at the following
local-projection stabilization on element κ:
∫ 1
ξ=−1
(V− V˜)A(ξ )(U − U˜)dξ ≈ vTκ (Pκ)T HκAκPκ︸ ︷︷ ︸
≡MPκ
uκ , (8)
2.2.4 Equivalence between derivative-based and projection-based stabilization
The theorem below shows that, for one-dimensional discretizations, the dissipation opera-
tors MPκ and M
D
κ are closely related.
Theorem 1 Consider the derivative-based and projection-based dissipation operators, MDκ
and MPκ , on the reference element with nκ Legendre-Gauss-Lobatto nodes, where nκ = p+
2≥ 2. Then MDκ = αMPκ , for some constant α > 0.
Proof MDκ and M
P
κ are non-trivial, symmetric matrices that satisfy M
D
κ L=M
P
κL= 0, where
L ∈ Rnκ×(p+1) holds the Legendre polynomials of degree p evaluated at the nodes; that is,
both operators annihilate polynomials of degree p or less. Therefore, since L has full column
rank with one more row than column, it follows that both MDκ and M
P
κ are symmetric rank-
one operators. Thus, we can express both operators as MDκ = λDmmT and MPκ = λPmmT ,
where m ∈ Rq is the unique (up to sign) eigenvector that satisfies ‖m‖ = 1 and mTL = 0.
The result follows with α = λD/λP.
Theorem 1 shows that MDκ and M
P
κ are equivalent up to a multiplicative constant when
using nκ = p+ 2 LGL nodes. To make this equivalence more concrete, Table 1 lists the
rank-one decompositions, as described in the proof of Theorem 1, for degrees p = 0,1,2,
and 3. For simplicity, the table assumes Aκ = I.
We see from Table 1 that the equivalence factor α grows rapidly with p and that this
growth is due to MDκ and not M
P
κ . The derivative-based dissipation operator approximates
∂ 2s/∂ξ 2s, so Fourier modes with frequency p+1 are amplified by (p+1)2s = (p+1)2(p+1).
While the rapid growth of α is of no concern for one-dimension or tensor-product CSBP dis-
cretizations — we can always scale MDκ to get M
P
κ — we will see that it can have significant
consequences for derivative-based dissipation based on multidimensional SBP operators.
2.3 Stabilization of SBP discretizations that use multidimensional operators
I now consider C-SBP discretizations that use multidimensional (non-tensor product) op-
erators and, in particular, the problem with using derivative-based stabilization with such
operators. The problem can be understood by studying the spectral properties of the dissipa-
tion operators on a single element in reference space. Thus, I will begin by generalizing the
derivative- and projection-based operators to a generic, multidimensional reference element.
In multiple dimensions, the derivative-based dissipation operator becomes a sum of one-
dimensional dissipation operators. For example, in two dimensions, the derivative-based
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Table 1 Rank-one decompositions of the dissipation operators MDκ and MPκ for degrees 0 to 3 when A = I.
In the one-dimensional C-SBP framework under consideration, a degree p operator uses LGL elements with
nκ = p+2 nodes.
degree mT MDκ MPκ α
p = 0
1√
2
[
1 −1] mmT mmT 1
p = 1
1√
6
[
1 −2 1] 2mmT 23 mmT 3
p = 2
1
2
√
3
[
1 −√5 √5 −1] 6752 mmT 12 mmT 675
p = 3
1
6
√
5
[
3 −7 8 −7 3] 17640mmT 25 mmT 44 100
dissipation operator is
∫
Ωκ
[
∂ sV
∂ξ s
Aξ (ξ ,η)
∂ sU
∂ξ s
+
∂ sV
∂ηs
Aη(ξ ,η)∂
sU
∂ηs
]
dΩ
≈ vTκ
[(
Dsξ
)T
HκAξD
s
ξ +
(
Dsη
)T
HκAηD
s
η
]
︸ ︷︷ ︸
≡MDκ
uκ ,
where Dsξ ≈ ∂ s/∂ξ s and Dsη ≈ ∂ s/∂ηs. As in the one-dimensional case, Aξ (ξ ,η)> 0 and
Aη(ξ ,η)> 0 are positive functions, and the diagonal matrices Aξ and Aη hold the values of
Aξ and Aη , respectively, evaluated at the nodes of the element. Furthermore, as explained
in Section 2.2.1, we take s = p+1 when using degree p operators.
The projection-based dissipation operator is essentially unchanged in multiple dimen-
sions. Indeed, in two dimensions, the only noticeable difference is the domain of integration
in the continuous operator:∫
Ωκ
(V− V˜)A(ξ ,η)(U − U˜)dξdη ≈ vTκ (Pκ)T HκAκPκ︸ ︷︷ ︸
≡MPκ
uκ ,
where U˜ ∈ Pp(Ωκ) is the L2 projection of U ∈ L2(Ωκ) onto the space of (total) degree p
polynomials and is the solution to∫
Ωκ
V˜(U − U˜)dΩ = 0, ∀ V˜ ∈ Pp(Ωκ).
The discrete projection operator, Pκ , is also defined as it was in one dimension: Pκ = I−
LLTHκ . Here, the entries in L correspond to the nodal values of appropriate orthogonal
polynomials for the reference element under consideration. I provide additional details on
the construction of Pκ and MPκ in Section 4.
Unlike the one-dimensional case, MDκ and M
P
κ are not scalar multiples of one another,
in general. To illustrate this, Figure 2 plots the eigenvalues of H−1κ MDκ and H−1κ MPκ for SBP
operators defined on the standard reference triangle. The specific operators correspond to
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(a) p = 1 (b) p = 4
Fig. 2 Eigenvalues of the derivative-based and projection-based stabilization operators for the degrees p = 1
and p = 4 diagonal E SBP operators defined in Section 4. Note that the y-axis scale is linear between 0 and 1
and logarithmic for values above 1.
the degree p = 1 and p = 4 operators defined later in Section 4, but the qualitative trends in
Figure 2 hold more generally. The dissipation operators are unscaled for simplicity, that is
Aξ = Aη = Aκ = I.
Remark 7 The eigenvalues of H−1κ MDκ and H−1κ MPκ are strictly real and non-negative, since
MDκ and M
P
κ are symmetric positive semi-definite matrices and Hκ is positive definite.
The spectra in Figures 2(a) and 2(b) are clearly partitioned into zero and non-zero eigen-
values. The zero eigenvalues correspond to non-dissipated modes: polynomials of total de-
gree p or less. The non-zero eigenvalues correspond to dissipated modes. Note that I have
“normalized” the eigenvalues of the derivative-based operators such that their smallest non-
zero eigenvalue is equal to one; this is done to highlight the magnitude between the smallest
and largest non-zero eigenvalues.
The projection-based dissipation operators damp high-frequency modes uniformly, since
their non-zero eigenvalues are all equal to one. In contrast, the derivative-based dissipation
operators are characterized by a range of non-zero eigenvalues and damp the high-frequency
modes non-uniformly.
This distinction between the operators becomes especially significant as p increases.
Table 2 lists the damping ratio between the largest, λmax, and the smallest, λmin, non-zero
eigenvalues for degrees p = 0 to p = 4. By the time we reach p = 4 the eigenvalue ratio for
MDκ is almost three orders of magnitude.
The problem with a large damping ratio is that it requires a tradeoff between ade-
quately damping all the high-frequency modes and maintaining a relatively small spectral
radius or condition number. Consequently, if we use derivative-based dissipation with multi-
dimensional SBP discretizations, we must choose between optimal p+1 convergence rates
from adequate damping, on the one hand, and fast simulations from large time steps, on the
other.
This conundrum is completely avoided with projection-based dissipation. With MPκ all
the high-frequency modes are equally damped, so a C-SBP discretization can achieve an
optimal convergence rate while maintaining an attractive spectral radius. We will illustrate
this with the numerical results in Section 5.
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Table 2 Ratio between the largest and smallest non-zero eigenvalues in the derivative-based and projection-
based dissipation operators for the triangular-element SBP operators described in Section 4.
SBP operator degree
p = 0 p = 1 p = 2 p = 3 p = 4
(λmax/λmin) derivative 3.00 16.65 13.28 91.43 743.93
projection 1.00 1.00 1.00 1.00 1.00
3 Stabilization of continuous SBP discretizations: Euler equations
In the preceding section, I described two complementary ideas regarding the stabilization
of C-SBP discretizations: i) sacrificing optimal approximation order by using more nodes
than necessary on a given element; and ii) constructing well-conditioned (element-local)
dissipation operators based on local-projection stabilization.
Hopefully I was able to convince you that this approach to stabilization has merit, at
least in the context of the constant-coefficient advection equation. In this section, I will
generalize projection-based dissipation to the Euler equations and use it to construct high-
order, entropy-stable C-SBP discretizations.
3.1 Review of entropy conservative SBP discretizations
As discussed in the introduction, there has been considerable work developing entropy-
conservative/stable SBP discretizations in the context of discontinuous solution spaces. I
will draw heavily on this literature for the baseline entropy-conservative C-SBP discretiza-
tion in order to avoid a lengthy digression into the existing theory. Furthermore, since C-
SBP schemes can use any weakly-imposed boundary conditions developed for discontinu-
ous SBP discretizations, I will ignore boundary conditions and focus on periodic problems.
3.1.1 The Euler PDE and entropy conservation
The two dimensional Euler equations on a square periodic domain, Ω = [0,1]2, are given by
∂U
∂ t
+
∂F x
∂x
+
∂F y
∂y
= 0, ∀(x,y) ∈Ω ,
U(0,y, t) = U(1,y, t), ∀t ≥ 0,y ∈ [0,1],
U(x,0, t) = U(x,1, t), ∀t ≥ 0,x ∈ [0,1],
U(x,y,0) = U0(x,y), ∀(x,y) ∈Ω ,
(9)
where U = [ρ,ρu,ρv,e]T denotes the conservative variables, and the Euler fluxes are
F x(U) =

ρu
ρu2+ p
ρuv
(e+ p)u
 , and F y =

ρv
ρvu
ρv2+ p
(e+ p)v
 .
The pressure is defined by p = (γ − 1)[e− ρ2 (u2 + v2)], where the heat capacity ratio is
assumed to be γ = 1.4.
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Unlike the constant-coefficient linear advection equation, we cannot show that the L2
norm of the conservative variables is bounded by contracting (9) with U ; however, Dafer-
mos [17] has shown that we can bound the solution indirectly, provided the entropy is
bounded and the density and pressure remain positive.
A bound on the entropy follows from the Euler equations, since the PDE (9) implies the
entropy is conserved for smooth flows (see [51] and the references therein):
d
dt
∫
Ω
S dΩ −
∫
∂Ω
ρSUn dΓ = 0, (10)
where S =−ρs/(γ−1) is the (mathematical) entropy, s = ln(p/ργ) is the thermodynamic
entropy, and Un = unx + vny is the normal component of the velocity. Thus, for periodic
domains like Ω , the surface integral vanishes and the integral of entropy is constant with
respect to time. If the flow has shocks, then we want a weak solution such that the left-
hand side of (10) is less than or equal to zero. Thus, for both continuous and discontinuous
solutions, the integral of entropy remains bounded, thereby bounding2 U .
3.1.2 Entropy-conservative SBP discretization
Remarkably, SBP operators can be used to construct high-order spatial discretizations of
(9) that also mimic (10). Indeed, an entropy-conservative SBP discretization of (9) is given
by [24,26,25,9,45,11,15]
duh
dt
+
[
Dx ◦Fx(uh)
]
1+
[
Dy ◦Fy(uh)
]
1 = 0. (11)
I have introduced some new notation in (11) the needs to be defined. First, the difference
operators are Dx ≡ Dx⊗ I4 and Dy ≡ Dy⊗ I4, where Dx and Dy are (global) SBP operators,
I4 is the 4×4 identity matrix, and⊗ denotes the Kronecker product; Dx and Dy simply allow
us to reuse the scalar difference operators for systems of PDEs.
I also introduced the quantities Fx(uh) and Fy(uh) in (11). These are solution-dependent
matrices that hold two-point, entropy-conservative flux functions; the flux functions them-
selves are discussed later. The matrix Fx(uh) is defined by
Fx(uh)≡ 2
diag [F
?
x(u1,u1)] . . . diag [F?x(u1,un)]
...
. . .
...
diag [F?x(un,u1)] . . . diag [F?x(un,un)]
 ,
where F?x(ui,u j) is the entropy-conservative flux in the x direction based on the discrete
solution at the (global) nodes i and j, and the operator diag(F?x) indicates the diagonal
matrix whose diagonal entries are given by the vectorF?x. The matrix Fy is defined similarly.
Finally, the operator ◦ denotes the Hadamard (entrywise) matrix product, defined by (A ◦
B)i j = Ai jBi j, and 1 ∈ R4n is a vector of ones.
Remark 8 We have defined Fx(uh) as a dense block matrix where the flux F?x is evaluated
between every pair of nodes in the mesh; however, in practice, if nodes i and j are not in the
stencil of Dx, that is, if (Dx)i j = 0, then F?x(ui,u j) is not evaluated and the corresponding
block in Fx is zero.
2 Again, the bound requires the assumption that the density and pressure remain positive.
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To obtain semi-discrete conservation of entropy and, thus, nonlinear stability, (11) must
use an entropy-conservative flux function [50]. Although Tadmor’s original entropy-conservative
flux function was too expensive to use in practice, several inexpensive entropy-conservative
fluxes have been proposed in the last decade [38,10]. The availability of such fluxes has
been critical to enabling high-order entropy-stable SBP discretizations.
To formally show that the discretization (11) mimics (10), I need to introduce the entropy
variables
W(U)≡ ∂S
∂U =
[
γ− s
γ−1 −
1
2
ρ
p
(u2+ v2),
ρu
p
,
ρv
p
, −ρ
p
]T
Furthermore, let the entries in wh =wh(uh) hold the entropy variables evaluated at the nodes.
Theorem 2 Consider the initial-boundary-value problem (9) and its discretization (11). As-
sume that the element-level SBP operators are such that the matrices Ex,κ and Ey,κ cancel
at element interfaces and, consequently,
Qx =
K
∑
κ=1
RTκQx,κRκ =
K
∑
κ=1
RTκSx,κRκ = Sx
and Qy =
K
∑
κ=1
RTκQy,κRκ =
K
∑
κ=1
RTκSy,κRκ = Sx.
In addition, assume that each node at the element level is defined by only one global degree
of freedom; consequently, each row in the restriction operators Rκ consists of a single,
transposed standard basis vector, e.g., [Rκ ]i,: = eTj . Then the discretization (11) conserves
total entropy in the following sense:
d
dt
(
1THsh
)
= 0.
Proof Left multiply (11) by wTh H:
wTh H
duh
dt
+wTh H
[
Dx ◦Fx(uh)
]
1+wTh H
[
Dy ◦Fy(uh)
]
1 = 0,
⇒ d
dt
(
1THsh
)
=−wTh
[
Sx ◦Fx(uh)
]
1−wTh
[
Sy ◦Fy(uh)
]
1. (12)
To simplify the temporal term above, I used the differential relation dS =WT dU and the
fact that H is a diagonal matrix. I simplified the spatial difference terms by using HDx =Qx,
HDy =Qy, and the stated assumption that Qx = Sx and Qy = Sy.
Next, I decompose the global matrices Sx and Sy into their constituent, element-based
operators in order to express the Hadamard products at the element level. For instance, in
the case of the x-component product,
Sx ◦Fx(uh) =
[
K
∑
κ=1
RTκSx,κRκ
]
◦Fx(uh)
=
K
∑
κ=1
RTκ
[
Sx,κ ◦Fx(uκ)
]
Rκ ,
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where I used the assumed structure of the restriction operators Rκ . Using this expression,
and an analogous one for Sy ◦Fx(uh), the right-hand-side of (12) becomes
d
dt
(
1THsh
)
=−
K
∑
κ=1
wTκ
[
Sx,κ ◦Fx(uκ)+Sy,κ ◦Fy(uκ)
]
1κ ,
where wκ = Rκwh and 1κ = Rκ1.
Lemma 2 from [15] states that
wTκ
[
Sx,κ ◦Fx(uκ)
]
1κ =−1TκEx,κψx,κ
and wTκ
[
Sy,κ ◦Fy(uκ)
]
1κ =−1TκEy,κψy,κ ,
where ψx,κ and ψy,κ are the potential fluxes, ψx = ρu and ψy = ρv, evaluated at the nodes
of element κ . Using this lemma and the stated assumption that the symmetric matrices Ex,κ
and Ey,κ cancel at element interfaces, I arrive at
d
dt
(
1THsh
)
=
K
∑
κ=1
1Tκ (Ex,κψx,κ +Ey,κψy,κ) = 0,
which is the desired result.
Remark 9 The product 1THsh, which Theorem 2 tells us is conserved, is a high-order ap-
proximation to
∫
Ω S dΩ .
3.2 Entropy-stable continuous SBP discretization
Exact semi-discrete conservation of entropy is an attractive property for a discretization
to possess for smooth, periodic flows. Unfortunately, this conservation property reflects
the skew symmetry of the underlying discretization, so we should expect dispersion and
aliasing errors to pollute the discrete solution of (11) and lead to sub-optimal convergence
rates. Therefore, in this section, we present an entropy-stable discretization — that is, a
semi-discretization that satisfies a non-increasing integral of entropy — by generalizing the
projection-based dissipation.
The idea is simple: apply the projection-based dissipation to the entropy variables. Thus,
the discretization of the Euler equations becomes
duh
dt
+
[
Dx ◦Fx(uh)
]
1+
[
Dy ◦Fy(uh)
]
1
=−H−1
[
K
∑
κ=1
RTκ
(
Pκ
)T
HκAκPκRκ
]
wh, (13)
As with Dx and Dy, the over-bars appearing on the operators on the right-hand-side of (13)
denote Kronecker products between scalar operators and the 4× 4 identity; for example,
H= H⊗ I4.
Theorem 3 The discretization (13) is entropy stable if the product HκAκ is symmetric pos-
itive semi-definite.
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Proof Assuming that the Aκ are symmetric positive definite and commute with Hκ , entropy
stability follows easily from the entropy-conservative property of (11); left multiplying (13)
by wTh H we have
wTh H
duh
dt
+wTh H
[
Dx ◦Fx(uh)
]
1+wTh H
[
Dy ◦Fy(uh)
]
1
=−wTh
[
K
∑
κ=1
RTκ
(
Pκ
)T
HκAκPκRκ
]
wh
⇒ 1THdsh
dt
=−
K
∑
κ=1
wTκ
(
Pκ
)T
HκAκPκwκ︸ ︷︷ ︸
non-negative
⇒ 1THdsh
dt
≤ 0,
where wκ =Rκwh. This result shows that 1THsh is non-increasing, so (13) is entropy stable.
Many reasonable choices of Aκ are possible that satisfy the assumptions of Theorem 3.
In this work I adopt a form for Aκ similar to the matrix used to scale the penalty terms
in [15]; this choice of Aκ is dimensionally consistent. Specifically, I assume Aκ is a block
diagonal matrix in which the 4×4 block corresponding to node i is given by
[Aκ ]i =
[
1
2
(σξ +ση)
∂U
∂W
]
i
,
where ∂U/∂W is the inverse of the Hessian ∂ 2S/∂U2 and, therefore, symmetric positive
definite [51]. The scalars σξ and ση are the spectral radii of the flux Jacobians in reference
space:
σξ = J (|∇xξ · (u,v)|+a‖∇xξ‖) ,
and ση = J (|∇xη · (u,v)|+a‖∇xη‖) ,
where J is the mapping Jacobian and a =√γ p/ρ is the speed of sound.
4 Construction of SBP and LPS operators on triangles
Multidimensional SBP operators are not unique, so this section provides the information
necessary to construct the particular operators used in this work. The operators are designed
for triangular elements, and they pair well with element-local LPS-based stabilization, be-
cause both require more nodes than necessary for a total degree polynomial basis.
For convenience, I include the relevant SBP operator definition below [31].
Definition 1 (Diagonal norm SBP operator) Consider a bounded, connected domain Ωκ
and node set Ξκ = {(ξi,ηi)}nκi=1 with nκ nodes. The matrix Dξ ,κ is a degree p, diagonal-norm
SBP approximation to ∂/∂ξ on Ξκ if the following three conditions are met.
1. Dξ ,κp is equal to ∂P/∂ξ at the nodes Ξκ , for all polynomials P ∈ Pp(Ωκ), where
Pp(Ωκ) denotes the space of polynomials of total degree p on Ωκ .
2. Dξ ,κ = H−1κ Qx, where Hκ is a positive-definite and diagonal matrix.
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3. Qξ ,κ = Sξ ,κ +
1
2Eξ ,κ , where S
T
ξ ,κ =−Sξ ,κ , ETξ ,κ = Eξ ,κ , and Eξ ,κ satisfies
pTEξ ,κq =
∫
∂Ωκ
PQ nξ dΓ ,
for all polynomials P,Q ∈ Pr(Ωκ), where r ≥ p. In the above integral, nξ is the ξ
component of n =
[
nξ ,nη
]T , the outward pointing unit normal on ∂Ωκ .
An analogous definition holds for Dη ,κ .
4.1 Construction of the SBP operator Dξ ,κ
4.1.1 Determination of the node locations and norm matrix
A remarkable property of a degree p diagonal-norm SBP operator is that the matrix Hκ and
the node locations Ξκ define a cubature rule that is at least 2p−1 exact; this was shown for
classical one-dimensional SBP operators in [32] and for the multidimensional case in [31].
Therefore, one approach to the construction of SBP operators on triangles is to first select
or build a suitable cubature rule — Hκ and the node locations — and then find Qξ ,κ . This
was the approach taken in references [31] and [22], and it is the one we will follow here.
In order to select the cubature rules, I first set out some requirements for a target degree
p SBP operator.
– The cubature weights must be positive; this is a requirement of the SBP operator defini-
tion and is necessary for stability.
– The cubature rule should be exact for total degree 2p polynomials. This is one degree
higher than necessary for SBP operators [31], but our numerical experience with dis-
continuous SBP discretizations [22] suggests that 2p exactness is necessary to achieve
order hp+1 convergence rates on more challenging problems. This requirement is also
consistent with discontinuous-Galerkin theory [12], and it simplifies the construction of
the LPS operator, as we will see below.
– There should be a node at each vertex. This requirement helps reduce the global number
of degrees of freedom for C-SBP discretizations, since a vertex degree-of-freedom is
shared by many elements.
– There should be p+2 nodes along each face located at the LGL quadrature points. This
requirement ensures that Eξ ,κ is a diagonal matrix, which, as discussed in Section 3,
facilitates entropy conservation. This requirement could be relaxed to requiring only
that the contributions to Eξ ,κ on a given face involve only nodes lying on that face; this
relaxed condition is satisfied by the operators used in [31], but those operators do not
meet the second requirement above.
Cubature rules satisfying the above requirements are either available in the literature [13,
41] or can be constructed directly; for details on their construction see [31] and the refer-
ences therein. Figure 3 shows the nodal locations for the p = 0 through to p = 4 operators.
The corresponding norm matrices are found by simply inserting the cubature weights along
the diagonal of Hκ in an order consistent with the nodes.
I now turn to the construction of Qξ ,κ or, more precisely, its symmetric and skew-
symmetric parts, 12Eξ ,κ and Sξ ,κ , respectively.
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p = 0 p = 1 p = 2 p = 3 p = 4
Fig. 3 Node distributions of the SBP operators used for the CSBP discretizations.
(a) p = 1 node indices (b) face 1 indices (c) face 2 indices (d) face 3 indices
Fig. 4 Volume node indices for p = 1 and the face-based subindices.
4.1.2 Computation of the face operator Eξ ,κ
To describe the construction of Eξ ,κ , consider the p = 1 element on the equilateral triangle
with the node ordering shown in Figure 4. For each face γ ∈ {1,2,3} on the triangle, we
define a restriction operator Rγ,κ that maps the solution on the volume nodes to the face
nodes. This operator is analogous to the restriction operator Rκ that maps global degrees of
freedom to the degrees of freedom on element κ . For example, the operator mapping from
the volume nodes to face 3 is given by
R3,κ =
0 0 1 0 0 0 01 0 0 0 0 0 0
0 0 0 0 0 1 0
 .
All three faces use the same LGL-based quadrature rule — recall that the face nodes
are required to coincide with the LGL nodes in the face reference space. The quadrature
weights will be held in the diagonal matrix Hγ ∈ R(p+2)×(p+2). Considering the p = 1 case,
this face-quadrature matrix is given
Hγ =
1
6
1 0 00 1 0
0 0 4
 .
Note that the ordering in Hγ for p = 1 corresponds to the face-node ordering shown in
Figures 4(b)–4(d), in which the face-midpoint node is ordered last.
Using the Rγ,κ and Hγ , we define the symmetric part of Qξ ,κ as follows [22]:
Eξ ,κ =
3
∑
γ=1
nξ ,γR
T
γ,κHγRγ,κ ,
where nξ ,γ is the ξ component of the outward normal vector on face γ; thus, for the equi-
lateral triangle, nξ ,1 = 0, nξ ,2 =
√
3/2, and nξ ,3 =
√
3/2. It is easy to show that Eξ ,κ , as
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constructed above, is a diagonal matrix. Furthermore, it satisfies the accuracy condition 3 in
Definition 1 with r = p. To see this, let p and q denote two arbitrary polynomials, P and
Q ∈ Pp(Ωκ), evaluated at the nodes Ξκ . Then,
pTEξ ,κq =
3
∑
γ=1
nξ ,γpTRTγ,κHγRγ,κq =
3
∑
γ=1
nξ ,γ
∫
Γγ
PQdΓ =
∫
∂Ωκ
PQ nξ dΓ ,
since the face quadrature is exact for the product PQ ∈ P2p(Γγ).
4.1.3 Computation of the skew-symmetric matrix Sξ ,κ
Finally, we use Sξ ,κ to satisfy the accuracy conditions 1 in Definition 1. Let L∈Rnκ×np hold
basis functions for the (total) degree p polynomial space Pp(Ωκ) evaluated at the nodes
Ξκ , where np = (p+ 1)(p+ 2)/2 is the number of basis functions in two dimensions. In
addition, let L′ ∈ Rnκ×np denote the ξ -direction partial derivatives of the basis functions,
also evaluated at the nodes. Then the accuracy condition can be written concisely as (recall
that Dξ ,κ = H−1κ (Sξ ,κ + 12Eξ ,κ))
Dξ ,κL= L
′ ⇒ Sξ ,κL= HκL′−
1
2
Eξ ,κL. (14)
There are nκnp equations in (14) and nκ(nκ − 1)/2 unknowns in the skew-symmetric
matrix Sξ ,κ ; thus, at first glance, it is not obvious that (14) is solvable. For example, if we
consider a triangular element for p = 2, then there are np = 6 basis functions and it would
appear we need nκ ≥ 11 to have a sufficient number of unknowns in Sξ ,κ . However, the
number of unique equations is greatly reduced by the quadrature accuracy built into Hκ and
Eξ ,κ ; that is, we are saved by the so-called compatibility conditions [19,31]. To see this, left
multiply (14) by LT and add the transpose of the result. This produces the symmetric np×np
matrix equation
LTSξ ,κL+L
TSTξ ,κL︸ ︷︷ ︸
= 0
= LTHκL
′+(L′)THκL−LTEξ ,κL︸ ︷︷ ︸
= 0
. (15)
On the left, we used the skew-symmetry of Sξ ,κ to conclude that LT (Sξ ,κ + STξ ,κ)L = 0,
while on the right we used the fact that Hκ and Eξ ,κ are degree 2p exact cubatures3:
[
LTHκL
′+(L′)THκL
]
i j =
∫
Ωκ
(
Li ∂L j∂ξ +L j
∂Li
∂ξ
)
dΩ
=
∫
∂Ωκ
LiL j nξ dΓ =
[
LTEξ ,κL
]
i j ,
where we have used Li and L j to denote the ith and jth basis functions, respectively.
Consequently, due to the symmetry of the matrix equation (15), there are np(np +1)/2
equations automatically satisfied in (14). Thus, as the inequalities below demonstrate, the
3 In this work, Hκ is 2p exact, but, as was shown in [31], one only needs 2p−1 exactness for the operators
to exist.
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number of unknowns is always greater than or equal to the number of equations provided
the number of nodes is greater than or equal to the number of basis functions, nκ ≥ np:
(nκ −np) [(nκ −np)−1]≥ 0, ∀ nκ ≥ np
⇒ nκ(nκ −1)
2︸ ︷︷ ︸
num. unknowns
≥ nκnp− np(np+1)2︸ ︷︷ ︸
num. equations
, ∀ nκ ≥ np
The bottomline is that Sξ ,κ is underdetermined by (14) whenever nκ > np + 1, so we
need to introduce additional conditions. In [31] and [22], the authors addressed this under-
determined problem by minimizing the Frobenius norm of Sξ ,κ under the constraint (14). In
the present work, I instead minimize the Frobenius norm of H−1κ Sξ ,κ , which is motivated by
the desire to bound the spectral radius of this element-local derivative operator.
Remark 10 Recall that the Eξ ,κ terms cancel along the element interfaces, so H−1κ Sξ ,κ is
more relevant than H−1κ Qξ ,κ for the global C-SBP operators Dx and Dy.
In summary, the skew-symmetric matrix Sξ ,κ is determined by the following optimiza-
tion problem:
min
Sξ ,κ
‖H−1κ Sξ ,κ‖2F , subject to Sξ ,κL= HκL′−
1
2
Eξ ,κL.
In practice, I solve this convex, quadratic optimization problem by converting it to an equiv-
alent 2-norm formulation, so I can apply the standard Moore-Penrose pseudo inverse. I
store the unknown entries corresponding to the lower-triangular part of Sξ ,κ in the one-
dimensional vector s ∈ Rnκ (nκ−1)/2, where the matrix and vector entries are related by
sm(i, j) = (Sξ ,κ)i j, with m(i, j)≡ j+(i−1)(i−2)/2,
for all i = 2,3, . . . ,nκ and j = 1,2, . . . , i. Using the vector of unknowns s, the objective
function becomes
‖H−1κ Sξ ,κ‖2F =
nκ
∑
i=1
nκ
∑
j=1
1
(Hκ)2ii
(Sξ ,κ)
2
i j
=
nκ
∑
i=2
i
∑
j=1
(
1
(Hκ)2ii
+
1
(Hκ)2j j
)
(Sξ ,κ)
2
i j
= sTWs,
where W is a diagonal weighting matrix given by (W)m,m = 1/(Hκ)2ii+1/(Hκ)
2
j j. Let As=
b denote the vector form of the matrix equation Sξ ,κL = HκL′− 12Eξ ,κL, and define the
scaled solution s˜ =W
1
2 s. Then the optimization problem is equivalent to
min
s˜
‖s˜‖22, subject to AW−
1
2 s˜ = b.
Once I find the minimum 2-norm solution to AW−
1
2 s˜ = b, I can recover s =W−
1
2 s˜ and,
hence, Sξ ,κ .
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4.2 Alternative constructions for the LPS operators
I conclude this section by generalizing the construction and application of the local-projection-
stabilization operator. I describe three approaches: one suitable for element-based schemes
that have a 2p exact norm; one for element-based schemes with 2p−1 exact norms; and one
based on reconstruction, which is suitable for traditional finite-difference schemes.
4.2.1 LPS operator for 2p exact norms
Recall the continuous L2 projection operator applied to some U ∈ L2(Ωκ): find U˜ ∈ Pp(Ωκ)
such that ∫
Ωκ
V˜(U − U˜)dΩ = 0, ∀ V˜ ∈ Pp(Ωκ). (16)
As in Section 2.3, let {Li}npi=1 denote an orthonormal basis for Pp(Ωκ), and let Li j =
L j(ξi,ηi) be the nκ ×np matrix holding the values of this basis at the nodes Ξκ .
When the norm matrix Hκ is exact for degree 2p polynomials, the L2 projection operator
can be discretized as described in Section 2.3 — that is, by u˜κ = LLTHκuκ — and the “high-
frequency” modes in uκ ∈ Rnκ are given by
Pκuκ =
(
I−LLTHκ
)
uκ ,
where I ∈ Rnκ×nκ is the identity matrix. As mentioned previously in Section 2.3, this is the
construction for Pκ that I use in this work, since the chosen Hκ define 2p exact cubatures.
4.2.2 LPS operator for 2p−1 exact norms
If the norm matrix is only 2p−1 exact, it can still be used to discretize (16). In this case one
obtains the approximate L2 projection
u˜κ = L(LTHκL)−1LHκuκ ,
since LTHκL, while nonsingular, is no longer equal to the identity matrix. Despite not being
exact for all polynomials in Pp(Ωκ), this projection operator remains exact for constant
functions; consequently, the corresponding projection-based stabilization is conservative.
4.2.3 LPS operator based on reconstruction
More generally, the projection operator can use some form of reconstruction, such as polyno-
mial regression. I will illustrate this using a traditional finite-difference scheme on a uniform
mesh in one-dimension, as shown in Figure 5.
Suppose we want to approximate projection onto locally linear functions. One such
projection can be defined using a simple average at interior nodes; for node i we would have
u˜i = (ui+1 + ui−1)/2. At boundary nodes, we can use extrapolation from the interior; for
example, at node i= 1 we could use u˜1 = 2u2−u3. We can then use the difference ui− u˜i to
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Fig. 5 Projection operator for finite-difference methods.
define Pκ , which, as above, can be used to isolate “high-frequency” modes. For the example
in Figure 5, using 5 nodes and a second-order SBP operator, we obtain
Pκ =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

︸ ︷︷ ︸
extracts ui
− 1
2

0 4 −2 0 0
1 0 1 0 0
0 1 0 1 0
0 0 1 0 1
0 0 −2 4 0

︸ ︷︷ ︸
defines u˜i
=
1
2

2 −4 2 0 0
−1 2 −1 0 0
0 −1 2 −1 0
0 0 −1 2 −1
0 0 2 −4 2

Using Pκ , the norm matrix Hκ , and the scaling matrix Aκ , we can define the LPS oper-
ator exactly as we did for the element-based discretizations: MPκ = P
T
κHκAκPκ . Continuing
our second-order-accurate example on a 5-node grid with Hκ = h2 diag(1,2,2,2,1), and as-
suming Aκ = I for simplicity, the LPS operator is
MPκ = P
T
κHκAκPκ =
h
8

6 −12 6 0 0
−12 26 −16 2 0
6 −16 20 −16 6
0 2 −16 26 −12
0 0 6 −12 6

Readers familiar with traditional finite-difference methods may recognize that the inte-
rior scheme of MPκ becomes identical to divided-difference dissipation [39,46,43] for nodes
sufficiently far from the boundary. Indeed, LPS provides a new perspective for divided-
difference dissipation that may prove useful for constructing stable dissipation operators for
finite-difference methods, particularly near the boundary.
5 Results
I use the following results to verify the accuracy and stability of the local-projection stabi-
lization for C-SBP discretizations. I also use the results to draw some comparisons with the
more common D-SBP discretizations.
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(a) second coarsest mesh (b) Initial condition
Fig. 6 Example mesh and initial condition for the linear-advection problem.
5.1 Linear advection
I use the constant-coefficient linear advection equation to study the accuracy and efficiency
of the C-SBP discretization compared with the D-SBP method from [22]. I will also use this
PDE to investigate the spectra of the two discretizations.
Consider the two-dimensional, constant-coefficient advection equation on a square pe-
riodic domain Ω = [0,1]2:
∂U
∂ t
+λx
∂U
∂x
+λy
∂U
∂y
= 0, ∀(x,y) ∈Ω ,
U(0,y, t) = U(1,y, t), ∀t ≥ 0,y ∈ [0,1],
U(x,0, t) = U(x,1, t), ∀t ≥ 0,x ∈ [0,1].
(17)
where (λx,λy)= (1,1) is the advection velocity. The initial condition is the same bell-shaped
function used in [31] and [22]:
U(x,y,0) =
{
1− (4ρ2−1)5, if ρ < 12
1, otherwise,
where ρ2 = (x−1/2)2+(y−1/2)2. The initial condition is plotted in Figure 6(b).
I divide the domain Ω into a triangular mesh using the recursive kernel-based method
described in [22]. I consider four mesh levels; the level-2 mesh, which is the second coarsest
mesh, is illustrated in Figure 6(a). In order to move from one level to the next, each element
in the mesh is divided, in reference space, according to a canonical subdivision, i.e., the
kernel mesh; for additional details, please see [22]. My motivation for using this kernel-
based set of meshes is to avoid meshes in which the element size varies smoothly from
element to element. Such smooth meshes might unfairly bias the results in favor of the C-
SBP discretization.
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For a given mesh level, let Th denote the set of element subdomains:
Th ≡ {Ωκ}Kκ=1 .
Each triangle in Th is the image of the reference triangle,Ωξ = {(ξ ,η)|ξ ≥−1,η ≥−1,η ≤
−ξ}, under an appropriate mapping. For the linear-advection experiments, each triangle can
be obtained from Ωξ using an affine mapping; I will discuss curvilinear elements in the
context of the Euler equations.
The D-SBP discretization is the same as the one described in [22] and uses the p = 1
and p = 2 SBP-Ω operators introduced in that same paper. The p = 3 and p = 4 operators
from [22] were not used in the present studies, since they have only 2p−1 exact cubatures.
Instead, I created new p = 3 and p = 4 operators that have 2p exact cubatures using the
procedure described in [22]. Consequently, both the D-SBP and C-SBP discretizations use
operators based on 2p exact cubatures.
Although the C-SBP discretization has been described throughout this paper, I need to
clarify two details for this numerical experiment. First, based on the affine-mapping assump-
tion, the global first-derivative SBP operators are given by
Dx = H
−1Qx and Dy = H−1Qy
where
Qx ≡
K
∑
κ=1
RTκ
[
(∂ηy)κQξ −
(
∂ξ y
)
κQη
]
Rκ , (18)
Qy ≡
K
∑
κ=1
RTκ
[
−(∂ηx)κQξ +
(
∂ξ x
)
κQη
]
Rκ , (19)
and
H≡
K
∑
κ=1
RTκ JκHκRκ . (20)
where Jκ =
[
(∂ξ x)(∂ηy)− (∂ξ y)(∂ηx)
]
κ is the determinant of the mapping Jacobian on el-
ement κ . The Jacobian terms — ∂ξ x, ∂ηx, ∂ξ y, and ∂ηy — and the determinant are constant
over each element, so they can be computed either analytically or using the local SBP oper-
ators.
The second point that needs clarifying is the scaling function that appears in LPS. For
dimensional consistency, I use the magnitude of the advection velocity in reference space:
A(ξ ,η) =
√
λ 2ξ +λ
2
η ,
where
λξ = J λx∂xξ +J λy∂yξ = λx∂ηy−λy∂ηx,
λη = J λx∂xη+J λy∂yη =−λx∂ξ y+λy∂ξ x.
Again, since the Jacobian is constant over each element, the scalar A(ξ ,η) can either be
computed analytically or using the SBP operators.
Finally, the C-SBP and D-SBP semi-discretizations are both advanced in time using the
classical fourth-order Runge-Kutta method. I chose the time-step size for each discretization
using the results of the eigenvalue spectra study, presented next.
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p = 1 (C-SBP) p = 2 (C-SBP) p = 3 (C-SBP) p = 4 (C-SBP)
p = 1 (D-SBP) p = 2 (D-SBP) p = 3 (D-SBP) p = 4 (D-SBP)
Fig. 7 Eigenvalue distributions of the C-SBP (upper row) and D-SBP (lower row) spatial discretizations for
the linear advection problem.
5.1.1 Investigation of operator spectrum
The eigenvalues of the spatial operators are plotted in Figure 7. These spectra are from
discretizations on the level 2 mesh shown in Figure 6(a).
I have scaled each set of eigenvalues by the corresponding spectral radius, so the axes
can use the same scale. To indicate the relative size of the spectral-radius scaling, each figure
includes the effective time step, ∆ t, that the discretization would need to take relative to the
C-SBP p = 1 scheme. For example, if ρC1 is the spectral radius of the C-SBP p = 1 scheme,
and ρD3 is the spectral radius of the D-SBP p = 3 scheme, than the effective time step is
∆ t =
ρC1
ρD3
∆ tref ≈ 0.26∆ tref.
For p = 1, p = 2, and p = 3 the C-SBP discretizations have larger effective time steps. For
p = 4 the D-SBP scheme has a slightly larger time step of 0.22∆ tref versus 0.2∆ tref.
Qualitatively, the spectra of the C-SBP and D-SBP are quite distinct. As p increases,
the C-SBP spectra cluster closer and closer to the imaginary axis. In contrast, the D-SBP
spectra remain clustered within a disk-shaped region. This suggests that the C-SBP dis-
cretization may approximate the infinite-dimensional spectrum, which is pure imaginary,
more efficiently than the D-SBP discretization.
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5.1.2 L2 accuracy study
I used all four mesh levels to conduct a mesh convergence study for the linear-advection
equation. The objective of this study was to verify that the C-SBP discretization achieves
optimal, or near optimal, rates of convergence in the L2 norm. Furthermore, I wanted to
investigate the relative error between the C-SBP and D-SBP schemes on the same mesh.
The equations were marched forward in time using the classical fourth-order Runge-
Kutta method. The spectra in the previous section were used to identify the maximum stable
time step for each discretization. Although the spectra were gathered for only one mesh, I
observed that the ratio between the reference spectral radius, ρC1 , and the other spectral radii
remained roughly constant across mesh levels. Thus, for a given mesh level and discretiza-
tion, the maximum stable time step can be determined from the ratios in Figure 7 and the
maximum reference time step for the C-SBP p= 1 scheme. For example, if ∆ tref = 0.1, then
∆ t = 0.026 for the D-SBP p = 3 scheme.
The spectral radius was not available for the C-SBP p = 1 discretization on the finest
mesh; therefore, in order to estimate the maximum reference time step, i.e. ∆ tref, I fit the
following model for the spectral radius:
ρ lev1 =
√
λ 2x +λ 2y
href(lev)
ablev =
√
2a(3b)lev,
where lev is the mesh level, and href(lev) = (1/3)lev is a nominal element size for the kernel-
based mesh: each edge is split into thirds during refinement, hence the factor of 1/3. I used
the spectral radii from the lev= 2 and lev= 3 meshes to fit the above model and found that
a= 2.0743 and b= 2.0758. The resulting fit predicts ρ11 = 17.614 for the p= 1 discretization
on the level 1 mesh, which is a 6% error from the true spectral radius of 18.268.
I advanced the solution in time one period, to t = 1, which brings the bell-shaped so-
lution back to its initial position. The L2 error between the numerical solution at t = 1 and
the initial condition was then evaluated. I used the SBP norm matrices Hκ and Jacobian
determinant Jκ to approximate the integrals in the L2 norm of the error.
Figures 8(a) and Figures 8(b) plot the L2 error versus the nominal element size href(lev)=
(1/3)lev for the C-SBP and D-SBP discretizations. For a given p and mesh size, the errors
for the two discretizations are comparable. The asymptotic convergence rates are estimated
using the error on the finest two grid levels and are displayed beneath the rate triangles in
Figure 8.
5.1.3 Efficiency study
To assess the relative efficiency of the C-SBP and D-SBP discretizations, I have plotted the
L2 solution error versus normalized CPU time in Figure 9. The times are normalized by the
C-SBP p= 1 discretization on the coarsest mesh. The Julia code that I wrote to gather these
results used pre-allocated work arrays to avoid expensive memory allocation, and was run
on Julia version 0.6.2 with array-bound checking turned off.
The results in Figure 9 indicate that the C-SBP discretizations are more efficient than the
D-SBP discretizations up to polynomial degree p = 4, at which point the two schemes are
comparable. Admittedly, this is only one simple test case, and it is likely that improvements
could be made to both schemes. Furthermore, these results do not shed much light on the
relative efficiency of the discretizations in the context of implicit time-marching schemes,
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(a) C-SBP (b) D-SBP
Fig. 8 L2 solution error after one period versus nominal element size.
Fig. 9 L2 solution error after one period versus normalized CPU time.
viscous terms, and three-dimensional problems. Nevertheless, the results in Figure 9 suggest
that, at the very least, C-SBP schemes warrant further investigation.
5.2 Euler equations
The remaining numerical experiments are used to assess the C-SBP entropy-stable dis-
cretization of the Euler equations described in Section 3. In particular, I am interested in
verifying accuracy in the context of a nonlinear system of equations, as well as verifying
entropy conservation and stability.
The following studies use curvilinear elements, in contrast to the affine elements adopted
for the linear-advection studies. To ensure entropy conservation and stability, I evaluated
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the mapping Jacobian as described in [15]. In fact, since I considered exclusively two-
dimensional meshes, I used p+1 Lagrange elements to define the coordinate transformation
and computed the metrics analytically. I then used equations (23)–(25) from [15] to define
the SBP operators on each element. The resulting operators satisfy the theoretical require-
ments for entropy conservation and stability, but they not satisfy the polynomial-exactness
condition 1 in Definition 1; with the exception of constant functions, the operators differ-
entiate polynomials only in an asymptotic sense as the mesh is refined. This motivates the
accuracy study, which I discuss next.
5.2.1 Accuracy verification using the steady vortex
The steady isentropic vortex is an exact, smooth solution to the Euler equations, which
makes it suitable for verifying the accuracy of the C-SBP entropy-stable discretization. The
vortex flow has circular symmetry about the origin. Specifically, its streamlines are concen-
tric circles and its density is given by
ρ(r) = ρin
[
1+
γ−1
2
M2in
(
1− r
2
in
r2
)] 1
γ−1
,
where r denotes the radial polar coordinate; rin = 1 is a reference radius, and ρin = 2 and
Min = 0.95 are the density and Mach number at rin, respectively. The remaining conservative
variables can be obtained using the isentropic relations.
The domain for the steady-vortex problem is the quarter annulus Ω = {(r,θ) | 1 ≤ r ≤
3,0 ≤ θ ≤ pi/2}. I applied an inviscid “slip” boundary condition, ρunx +ρvny = 0, along
the inner radius, r = rin = 1. On the remaining boundaries, I provided the exact solution
to characteristic-type boundary conditions. Both boundary conditions are implemented in
a dual-consistent manner [42,29,33], which, as we shall see, is important for functional
accuracy.
Remark 11 While the boundary conditions are dual consistent, they are not entropy stable.
Entropy-stable boundary conditions have been proposed [49], but they are not needed for
this steady problem.
I created the meshes for Ω by uniformly dividing the domain into N×N quadrilaterals
in polar coordinates. Each quadrilateral was then subdivided into two triangles. For a degree
p SBP discretization, the coordinate mapping for each triangle was represented using a p+1
Lagrange basis with (p+2)(p+3)/2 uniformly spaced nodes. The coordinate mapping was
then uniquely determined by mapping the Lagrange nodes to physical space. The resulting
curvilinear elements were used to define the locations of the SBP nodes (in physical space)
and the mapping Jacobian according to [15].
Figure 10(a) shows the p = 2 mesh with N = 4 edges along each boundary, and Fig-
ure 10(b) plots the discrete density of the corresponding C-SBP discretization. All steady-
vortex solutions were obtained using Newton’s method combined with a sparse direct solver.
The L2 density error is plotted versus the nominal mesh size, h = 1/N, in Figure 11(a).
I estimated the asymptotic convergence rates, which are listed under the triangles in Fig-
ure 11(a), using the errors on the finest two grids. For this problem the C-SBP schemes have
rates close to p+1.
I conclude this accuracy study by assessing the drag force on the inner radius rin = 1.
Boundary functionals, such as drag, are important in many CFD applications, and a dis-
cretization is often judged based on how accurate it can estimate such outputs. Figure 11(b)
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(a) example mesh (p = 2) (b) example density (p = 2)
Fig. 10 Example curvilinear mesh and numerical solution for the steady-vortex accuracy study.
(a) L2 density error versus h (b) drag error versus h
Fig. 11
plots the drag error versus mesh size for the C-SBP discretizations. For all polynomial de-
grees under consideration, we see that the drag is superconvergent. For the p = 1 and p = 2
discretizations, the rate is approximately 2p+ 1. The asymptotic rate is less clear for the
two higher-order schemes, because the drag values on the finest grid(s) are impacted by
round-off errors.
5.2.2 Entropy-conservation and -stability verification
For the final set of results, I solved the discretized Euler equations on a periodic domain
with a discontinuous initial condition. The objective was to verify the entropy-conservation
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(a) example mesh (p = 1) (b) initial density
Fig. 12 Example curvilinear mesh and initial condition for the entropy-conservation and entropy-stability
studies.
and entropy-stability properties of the C-SBP discretization on a non-trivial flow. I did not
consider accuracy, nor did I consider “monotonicity” preservation; these remain important
issues in the context of discontinuous flows and will constitute future work.
The domain was the unit square, Ω = [0,1]2, with periodic boundary conditions. The
mesh generation process began by creating a 6× 6 uniform quadrilateral mesh in a refer-
ence space, 0≤ ξ ,η ≤ 1. Next, each quad was subdivided into a triangle. As with the steady
vortex case, the coordinate transformation was defined by assigning a p+ 1 Lagrange ele-
ment to each triangle, and then mapping the Lagrange nodes to physical space based on the
transformation
x = ξ +
1
20
sin(3piξ )sin(3piη), y = η− 1
20
sin(3piξ )sin(3piη).
Figure 12(a) illustrates the p= 1 mesh. The meshes for the other degrees had similar shaped
elements, but they obviously had more nodes per element.
The initial condition was similar to the one used in [20] and was defined by
UT = [ρ, ρu, ρv, e]=

[
1.1, 0, 0, 5.1
]
, if 13 ≤ x,y≤ 23 ,[
1.0, 0, 0, 5.0
]
, otherwise.
The analytical initial condition is shown in Figure 12(b). I advanced the solution in time
from t = 0 to t = 10 non-dimensional units using the implicit midpoint rule, rather than
the RK4 scheme adopted for the linear-advection study. I found that, despite its slower rate
of convergence, the midpoint rule produced a smaller entropy-conservation error for the
problem and time steps that were considered.
The set of plots in Figure 13 show the change in total entropy versus time for the entropy-
conservative discretization (11); there is one plot for each degree p under consideration. If
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(a) p = 1 (b) p = 2
(c) p = 3 (d) p = 4
Fig. 13 Change in entropy between steps for the entropy-conservative discretizations using different CFL
numbers.
s(k)h denotes the nodal values of the (mathematical) entropy at time step k, then the change
in entropy is defined by
∆s(k)h ≡ 1TH(s(k)h − s(k−1)h ).
Most time discretizations are not entropy conservative, so ∆s(k)h will be non-zero even though
the semi-discrete scheme (11) is entropy conservative. This is reflected in Figure 13, which
shows that the change in entropy is indeed non-zero. To verify that this entropy-conservation
error is due to the temporal discretization, I ran the simulations using a CFL of 0.1 and 0.01.
With this change in time step size, one would expect the entropy-conservation error to de-
crease by two orders of magnitude, since the implicit midpoint rule is second-order accuracy.
This is confirmed by the results in Figure 13; the magnitude in the entropy fluctuations is
reduced by two orders of magnitude between CFL=0.1 and CFL=0.01, as expected.
When the entropy-stable LPS terms are included, Theorem 3 tells us that the change
in entropy should always be negative. Again, this is only guaranteed for the semi-discrete
scheme, so it is possible that a particular time discretization may lead to entropy growth.
However, this is not the case for the present simulations using the implicit midpoint rule, as
Figure 14 demonstrates. This figure plots the change in entropy from one time step to the
next, and it shows that this change is always negative, so entropy is non-increasing.
6 Summary and Discussion
Summation-by-parts (SBP) operators have received renewed interest in recent years, be-
cause they can be used to implement entropy-stable, high-order CFD methods. The focus
of this renewed interest has been discontinuous-Galerkin-type discretizations, and limited,
if any, attention has been paid to continuous-Galerkin analogies, despite their efficiency
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Fig. 14 Change in entropy between steps for the entropy-stable C-SBP discretizations.
for low to moderate orders of accuracy. To address this gap, I have presented a high-order,
entropy-stable C-SBP discretization that uses a continuous representation of the solution.
The baseline C-SBP discretization is neutrally stable, so an important goal of this work
was to develop a stabilization that is simultaneously entropy stable, well conditioned, and
element local. To meet these requirements, I advocated the use of additional nodal degrees
of freedom to enable local-projection stabilization (LPS) at the element level. While this
solution is not optimal from the perspective of approximation theory, it is well suited to
diagonal-norm SBP operators, which typically require more nodes than necessary for a de-
gree p polynomial basis.
For completeness, I reviewed the construction of the SBP operators used in this work.
The operators, which are designed for triangular elements, have 2p exact norms, vertex
nodes, and diagonal boundary operators. I also described three methods of constructing LPS
operators; one suitable for degree 2p exact cubatures, one suitable for 2p−1 exact cubatures,
and one suitable for finite-difference discretizations more generally.
I verified the C-SBP discretizations using the linear advection equation and the Euler
equations. The discretizations exhibited near optimal, p+ 1 rates of convergence, as well
as superconvergent functionals when implemented in a dual-consistent manner. The results
also established that the baseline C-SBP discretization is entropy conservative, and that LPS
is entropy stable when applied to the entropy variables directly.
The results suggest that C-SBP discretizations are competitive with D-SBP discretiza-
tions for moderate degree p ≤ 4 discretizations, where the interface penalties in D-SBP
methods represent a significant fraction of the total computational expense. Thus, I suspect
that the C-SBP discretization will be most attractive when the discretization error is dom-
inated by errors in some phenomenological model(s), such as a turbulence closure. At the
very least, the continuous approach warrants a closer examination than it has in the past.
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