The di erence in the complexity of branching and linear model checking has been viewed as an argument in favor of the branching paradigm. In particular, the computational advantage of CTL model checking over LTL model checking makes CTL a popular choice, leading to e cient model-checking tools for this logic. Can we use these tools in order to verify linear properties? In this paper we relate branching and linear model checking. With each LTL formula , we associate a CTL formula A that is obtained from by preceding each temporal operator by the universal path quanti er A. We rst describe a number of attempts to utilize the tight syntactic relation between and A in order to use CTL model-checking tools in the process of checking the formula . Neither attempt, however, suggests a method that is guaranteed to perform better than usual LTL model checkers. We then claim that, in practice, LTL model checkers perform nicely on formulas with equivalences of CTL. In fact, they often proceed essentially as the ones for CTL.
INTRODUCTION
Temporal logics, which are modal logics geared towards the description of the temporal ordering of events, have been adopted as a powerful tool for specifying and verifying concurrent programs Pnu77, Pnu81] . One of the most signi cant developments in this area is the discovery of algorithmic methods for verifying temporal-logic properties of nite-state programs CE81, LP85, QS81]. This derives its signi cance both from the fact that many synchronization and communication protocols can be modeled as nite-state programs, as well as from the great ease of use of fully algorithmic methods. Finite-state programs can be modeled by transition systems where each state has a bounded description, and hence can be characterized by a xed number of boolean atomic propositions. In temporal-logic model checking, we verify the correctness of a nite-state program with respect to a desired behavior by checking whether a labeled transition system that models Introduction 3 itself can be reduced to searching for fair paths, and hence to CTL model checking VW86, CDK93] . Such an approach, however, involves the de nition of a new transition system whose size is exponential in the length of the LTL formula. As such, it does not enjoy the computational advantage of CTL. The real challenge is to relate CTL and LTL model checking in a practical way, one that would enable us to use CTL model-checking tools in order to perform e cient model checking on some fragement of LTL.
A straightforward approach is as follows: given a transition system M and an LTL formula to be checked with respect to M, try to translate the CTL ? formula A to an equivalent CTL formula ', and then check M with respect to '. This approach has two drawbacks. First, the problem of deciding whether A has an equivalent CTL formula ' is still open, and so, of course, is the harder problem of constructing ' in cases it exists. Second, even when such ' exists, it may be substantially longer than , making the whole e ort useless. A partial success for this approach is presented in KG96, Sch97] , which identify fragments of CTL ? that can be easily translated in to CTL.
In this paper we study a more modest approach: instead looking for some equivalent CTL formula to A , we restrict ourselves to the speci c candidate A . This approach is weaker, in the sense that A may have an equivalent CTL formula and still not be equivalent to A . For example, = (Xp) _ (Xq) is not equivalent to A = (AXp) _ (AXq), yet is equivalent to the CTL formula AX(p _ q). Nevertheless, this approach does not su er from the drawbacks mentioned above: we know how to decide whether A and A are equivalent, the construction of A from is straightforward, and the length of A is at most double the length of .
In addition, A is always weaker than A (that is, the implication A ! A is valid for all ), which would turn out to be useful for some heuristics.
We rst study the problem of deciding whether A and A are equivalent. As A and A are CTL ? formulas, the known 2EXPTIME upper bound for CTL ? satis ability ES84, EJ88] suggests an obvious 2EXPTIME upper bound for the above equivalence problem. Moreover, as A and A are 8CTL ? formulas, the problem can be solved in EXPSPACE KV95] . We present here an EXPSPACE algorithm that is much simpler than the one in KV95], as it avoids Safra's complicated co-determinization construction Saf89] that is used in the de nition of the maximal models described there. Our hopes to use the tight syntactic relation between A and A in order to improve this bound were not ful lled. We conjecture that the problem can be solved in polynomial space, which would match our lower bound.
So, the rst attempt, of checking the sensitivity of the LTL speci cation to branching, does not seem very appealing. We then turn to consider the second operand of the model-checking problem, namely the transition system M. We say that a transition system M is indi erent i for all LTL formulas , we have that M satis es A i M satis es A . Indi erence is a helpful property: in order to model check either an LTL or an 8CTL formula in an indi erent transition system, one can use both LTL and CTL model-checking tools. We characterize transition systems that are indi erent and show that the problem of determining whether a transition system is indi erent is NLOGSPACE-complete. Hence, it is easy check a given transition system for having this property. On the other hand, Relating Linear and Branching Model Checking our characterization shows that it is unlikely for a practical transition system to be indi erent. Thus, this second attempt does not seem very appealing as well.
In the context of model checking, however, we do not care about the equivalence of A and A with respect to all transition systems, neither about the indi erence of M with respect to all formulas. Rather, we care only about the equivalence of A and A in the transition system M we wish to check. This can be checked by solving the model-checking problem M j = A $ A . The model-checking problem M j = A $ ' for in LTL and ' in 8CTL can be solved in PSPACE EL85]. What about the special case where ' = A ? One could hope that the tight syntactic relation between A and A would make it easier. We show that the problem of deciding whether A and A are equivalent with respect to a given transition system M is PSPACE-complete, thus it is not easier than performing LTL model checking of with respect to M.
There is, however, a method to avoid the equivalence check of A and A and still use the relation between the two formulas in order to bene t from CTL modelchecking tools. The idea is very similar to an idea used in the model checker Spin Hol97] . In order to use its partial-order reductions, Spin has to check its speci cations for closure under stuttering. Spin avoids the expensive check but still employs its partial-order reductions. For that, Spin rst closes the given specication under stuttering, then it model checks (with partial-order reductions) the closed speci cation, and it uses the relation between the closed speci cation and the original one in order to deduce either the satisfaction of the original specication or its not being closed under stuttering HK96]. We follow the same lines: instead of checking A , veri cation starts by checking M with respect to A . If M satis es A , we deduce that M satis es A as well. If M does not satisfy A , we use the counterexample that the model checker provides in order to determine whether it is the case that M satis es A or whether it is the case that A and A are not equivalent. Thus, sometimes we do end up performing LTL model checking, yet the transition system to be checked then is the counterexample, which is typically much smaller than the original transition system. So far, we considered several ways for using A in the process of model checking. Unfortunately, neither ways suggests a method that is guaranteed to perform better than usual LTL model checkers. Our motivation, recall, is the computational advantage of CTL over LTL. This advantage, however, refers to worst-case complexity. In the second part of the paper we claim that, in practice, standard LTL model checkers perform nicely on most formulas for which A and A are equivalent. In fact, model checking of often proceeds essentially as model checking of A . Thus, in practice, there is no need to relate linear and branching model checking and the question whether A is equivalent to A is not that important. In order to prove our claim, we compare the behavior of the bottomup CTL model-checking algorithm of CES86] with the behavior of the automatabased LTL model-checking algorithm of VW86]. We show that most LTL formulas for which A is equivalent to A induce a special type of automata. Solving the nonemptiness problem of these automata involves essentially the same steps required for solving the model-checking problem for A . Intuitively, both model checkers proceed according to the semantics of the formula and are insensitive to the syntax in which it is given. 
Temporal logics
The logic CTL ? is a branching temporal logic. Formulas of CTL ? are de ned with respect to a set AP of atomic propositions and describe the evolution of these propositions. We present here a positive normal form for CTL ? formulas where negation may be applied only to atomic propositions. In this form, a path quanti er, E (\for some path") or A (\for all paths"), can pre x an assertion built from the set of atomic proposition using the usual Boolean connectives and the temporal operators X (\next time"), U (\until"), andŨ (\duality of until"). There are two types of formulas in CTL ? : state formulas, whose satisfaction is related to a speci c state, and path formulas, whose satisfaction is related to a speci c path. Assuming an agreed module M, we use w j = ' to indicate that a state formula ' holds at state w, and we use j = ' to indicate that a path formula ' holds at path . The formal de nition of the relation j = can be found in Eme90]. A module M satis es a formula i holds in all the initial states of M. The model-checking problem is to decide, given M and , whether M j = .
2.2 Simulation relation and maximal models 2.3 B uchi word automata A B uchi automaton over in nite words is A = h ; Q; Q 0 ; ; Fi, where is the input alphabet, Q is a nite set of states, Q 0 Q is a set of initial states, : Q ! 2 Q is a transition function, and F Q is an acceptance condition. Intuitively, (q; )
is the set of states that A can move into when it is in state q and it reads the letter . Given an input in nite word = 0 ; 1 ; 2 ; : : : in ! , a run of A on is an in nite sequence r = q 0 ; q 1 ; q 2 ; : : : in Q ! where q 0 2 Q 0 (i.e., the run starts in one of the initial states) and for every i 0, we have q i+1 2 (q i ; i ) (i.e., the run obeys the transition function). Each run r induces a set Inf(r) of states that r visits in nitely often. As Q is nite, it is guaranteed that Inf(r) 6 = ;. The run r accepts i Inf(r) \ F 6 = ;. Note that A can have many runs on . An automaton A accepts an input word i there exists a run r of A on such that r accepts . we handle the special case where ' = A . Hopefully, the tight syntactic relation between and A would enable a more e cient check. We conjecture that the problem can be solved in polynomial space, which matches our lower bound. The algorithm we present below requires exponential space, and in the worst case shows no improvement over the known EXPSPACE upper bound. Yet, it is much simpler than the algorithm in KV95], as it avoids Safra's complicated co-determinization construction that is used in the de nition of the maximal models described there. We show a simulation H from M to M . We rst need some notation. For a state w 2 W M , let 0 (w) W M be the set of pre xes of initialized computations in M that lead to a state from which w is reachable in a single transition. Thus, 0 (w) = ft 0 ; : : :; t n?1 : t 0 2 W M 0 ; for all 0 < i < n; R M (t i?1 ; t i ); and R M (t n?1 ; w)g. We now de ne, for w 6 2 W M 0 , the set (w) = 0 (w), and for w 2 W M 0 , the set (w) = 0 (w) f"g. Now, let S(w) 2 Q be the set of sets of states for which S 2 S(w) i there exists a computation 2 (w) such that A may visit any of the states in S after traversing . That is, S(w) = fS Q : there exists 2 Since the size of A is exponential in , the size of M is 2 2 O(j j) . The modelchecking problem for CTL with respect to fair Rabin modules with a single pair can be solved in space that is polynomial in the length of the formula and is polylogarithmic in the size of the module KV95]. Moreover, the algorithm described in KV95] proceeds on-the-y, without keeping the whole module in memory at once. Therefore, the EXPSPACE upper bound follows.
For the lower bound, we do a reduction from LTL satis ability, proved to be hard for PSPACE in SC85]. Consider the LTL formula = (Xp)_(Xq)_X((:p)^(:q)).
It is easy to see that while is valid, the 8CTL formula A = (AXp) _ (AXq) _ AX((:p)^(:q)) is not valid. Given an LTL formula ' (we assume that the set of ''s atomic propositions does not contain p and q), let = '^ . While is equivalent to ', it is not necessarily true that A is equivalent to ' A . We prove that A ! A i ' is not satis able.
Assume rst that ' is not satis able. Then, is not satis able as well, making A ! A valid. Assume now that ' is satis able. Let be a computation that satis es '. Let p be the computation obtained from by labeling its second state with p. Similarly, let q be the computation obtained from by labeling its second state with q. Since p and q agree on the labeling of their rst states, we can arrange them in a module M with a single initial state that branches into two in nite computations. While M satis es A', and hence also A , it does not satisfy A , and hence it does not satisfy A either. Thus, M does not satisfy A ! A , and the implication is not valid.
In practice, the algorithm in Theorem 3.3 requires time that is double exponential in the length of . A naive check of a module M with respect to requires time that is polynomial in the size of M and only exponential in the length of . So, though is usually much smaller than M, checking for being branchable may be more expensive than checking M with respect to , making our rst attempt not very appealing. The model-checking problem has two operands: the speci cation and the module M. Our rst attempt concerns the sensitivity of the speci cation to branching. We now turn to discuss the second operand of the model-checking problem, namely the module M. We say that a module M is indi erent i for every LTL formula , we have M j = A ! A . Indi erence is a helpful property: in order to model check either an LTL or an 8CTL formula in a module that is indi erent, one can use both LTL and CTL model-checking tools. In the theorem below we characterize modules that are indi erent. By Theorem 3.5, it is easy to check a given module M for being indi erent. On the other hand, by the characterization in Theorem 3.4, we are unlikely to nd indi erent modules in practice. Indeed, branches in M originate from nondeterminism in the program that M models. As such, di erent branches usually induce di erent traces. So, the idea of looking at the modules to be checked does not seem very appealing too.
So far, we examined two approaches for relating A and A . The rst checks the equivalence of A and A with respect to all models, and the second checks the indi erence of M with respect to all formulas. Neither approach seems too appealing. In the context of model checking, however, we do not care about the equivalence of A and A with respect to all models, neither about the indi erence of M with respect to all formulas. Rather, we care only about the equivalence of A and A in the module M we wish to check. This equivalence can be checked by solving the model-checking problem M j = A $ A . The model-checking problem M j = A $ ' for in LTL and ' in 8CTL can be solved in PSPACE   EL85 ]. What about the special case where ' = A ? One could hope that the tight syntactic relation between and A would make it easier. In the next theorem we refute this hope. . The formula holds in M independent of whether T accepts the empty tape. Indeed, it must be that some sequence of con gurations encodes a legal computation of T on the empty tape, and it must also be that some sequence of con gurations visits an accepting con guration. Consider now the formula E = 1 E^ 2 E . By dualizing Lemma 3.2, we know that E 1 ! 1 E , and E 2 ! 2 E . Hence, the formula E also holds in M independent of whether T accepts the empty tape. Let~ be the LTL formula (in our positive normal form) that is equivalent to : . The 8CTL formula~ A holds in exactly these modules that do not satisfy E . Therefore, by the above, the formula~ A does not hold in M independent of whether T accepts the empty tape. Hence, M j = A~ !~ A i M 6 j = A~ , which holds i T accepts the empty tape.
So, checking whether A and A are equivalent with respect to a given model is not easier than performing LTL model checking of with respect to M. There is, however, a method to avoid this check, or the A ! A implication check, and still use the relation between and A in order to bene t from CTL modelchecking tools. The idea is very similar to an idea used in the model checker Spin. There, Spin avoids the check of its speci cations for being closed under stuttering and is still able to use its partial-order reductions HK96]. Given a module M and an LTL formula , we suggest to proceed as follows (see Figure 1) .
Instead di erent counterexample, or to repeat the veri cation with a revised speci cation with which he may be luckier , or to give up and check A in M. Note that in some cases, the check of M with respect to A proceeds successfully using A and avoiding LTL model checking even when is not branchable (and even when A has no equivalence of CTL). Our algorithm is not a good one for merely checking whether is branchable. First, when M is proved to be either correct or incorrect, no information on being branchable is obtained. Second, as M is usually much bigger than , executing our algorithm may be more expensive than a checking whether is branchable directly, as described in Theorem3.3. The question we want to answer, however, is not whether is branchable, but whether M is correct with respect to , and we want to do so as e ciently as possible. Note also that even in the unfortunate case, where veri cation employs an LTL model checker, the module M 0 that is checked is typically much smaller than the original module M . Finally, even in the very unfortunate case, where veri cation employs an LTL model checker and ends up without a solution to the original model-checking problem, the amount of work being invested is not greater than the one required for the ordinary LTL model-checking algorithm, which can now be performed.
There are heuristics that make A likely to be equivalent to A whenever A has a CTL equivalent. For example, one can try to push disjunction inward, thus transforming Xp _Xq to X(p _ q).
Since it is known that M 0 does not satisfy A , one could hope that checking A in M 0 would be easier than checking A in an arbitrary module. Theorem 3.6, however, refutes this hope. 
IN PRACTICE
In the previous section, we describe a number of attempts to utilize the relation between and A in order to use CTL model-checking tools in the process of model checking . Our motivation, recall, is the computational advantage of CTL over LTL. Indeed, while the model-checking problem M j = can be solved in time O(jMj j j) for in CTL, it requires time jMj 2 O(j j) for in LTL. These bounds, however, refer to worst-case complexity. In this section we claim that, in practice, LTL model checkers perform nicely on branchable LTL formulas. In fact, they often proceed essentially as the ones for CTL.
We cannot state formally that if an LTL formula is branchable, then checking can be done e ciently. The reason is that may contain some subformulas that are not branchable and that are hard to be checked. For example, may be of the form ^(' _ :') where is branchable and ' is an LTL formula whose model checking requires polynomial space. Though is equivalent to , LTL model checkers may not detect this equivalence and may not check e ciently.
What we do claim is that for a natural branchable LTL speci cation , LTL model checkers that check do essentially the same work as CTL model checkers that check A . For simplicity, we consider modules M with no fairness conditions; i.e., modules in which all the computations are fair. As the \representative" CTL model checker we take the bottom-up labeling procedure of CES86]. There, in order to check whether M satis es ', we label the states of M by subformulas of ', starting from the innermost formulas and proceeding such that, when labeling a formula, all its subformulas are already labeled. Labeling subformulas that are atomic propositions, Boolean combinations of other subformulas, or of the form AX or EX is straightforward. Labeling subformulas of the form A 1 U 2 , E 1 U 2 , A 1Ũ 2 , or E 1Ũ 2 involves a backward reachability test. As the \repre-sentative" LTL model checker, we take the automata-based algorithm of VW86]. There, in order to check whether M satis es , we construct a B uchi word automaton A : for : and check whether the intersection of the language of M with that of A : is nonempty. In practice, the latter check proceeds by checking whether there exists an initial state in the intersection that satis es CTL formula EGtrue. For the construction of A : , we follow the de nition in GPVW95], which improves VW86] by being demand-driven; that is, the state space of A : is restricted to states that are reachable from the initial state.
We say that a B uchi automaton A is a weak automaton i there exists a partition of Q into disjoint sets, Q 1 ; : : :; Q n , such that for each set Q i , either Q i F, in which case Q i is an accepting set, or Q i \ F = ;, in which case Q i is an rejecting set. In addition, there exists a partial order on the collection of the Q i 's such that for every q 2 Q i and q 0 2 Q j for which q 0 occurs in (q; ) for some 2 , we have Q j Q i . Thus, transitions from a state in Q i lead to states in either the same set Q i or a lower one. It follows that every run of a weak automaton ultimately gets trapped within some set Q i . The run is accepting i Q i is accepting. We say that a weak automaton A with state space Q is a 1-weak automaton i all the sets in the partition of Q are singletons.
In the examples below we demonstrate that for natural LTL speci cations , the automaton A : is a 1-weak automaton. where is as follows.
For 2 2 AP with p 6 2 or q 2 , we have ('; ) = f'g. For 2 2 AP with p 2 and q 6 2 , we have ('; ) = f'; (:r)Ũ(:q)g. For 2 2 AP with r 2 and q 6 2 , we have ((:r)Ũ(:q); ) = f(:r)Ũ(:q)g. For 2 2 AP with r 6 2 and q 6 2 , we have ((:r)Ũ(:q); ) = ftrueg. For 2 2 AP with q 2 , we have ((:r)Ũ(:q); ) = ffalseg. For all 2 2 AP , we have (true; ) = ftrueg. For all 2 2 AP , we have (false; ) = ffalseg. Note that in all the three examples, each state of A ' is associated with a single subformula of '. As such, the size of A ' is linear in the length of '. Each state constitutes a singleton set f g in the partition of the state space. Also, the partial order on the sets in the partition is such that f 1 g f 2 g i 1 is a subformula of 2 (we regard true and false as subformulas of all formulas).
Consider a module M and a branchable LTL formula . We claim that when A : is a 1-weak automaton as above, then checking the nonemptiness of the In phase i, each state q in Q i is labeled with either`T' (in the case that the automaton A with initial state q is nonempty) or`F' (in the case that A with initial state q is empty). The label of q depends on labels of states in sets lower than Q i as well as on the classi cation of Q i as either an accepting or a rejecting set. The nonemptiness of A is then determined according to the labels of its initial states.
Let M = hAP; W; W 0 ; R; Li and let A : = h2 AP ; Q; Q 0 ; ; Fi be a 1-weak automaton. The product automaton A = M A : has state space W Q and is a weak automaton. Indeed, if fq 1 g : : : fq n g is the partial order on the (singleton) sets of A ' , then W fq 1 g; : : :; W fq n g is a partition of W Q into sets, and W fq 1 g : : : W fq n g is a partial order on the sets. When, as in the examples above, each of the states q i is a subformula of ', then each set Q i of A is a copy of M annotated by . Recall that when we check A for nonemptiness, each phase of the algorithm handles a set and labels its states with either`T' or`F'. Labeling a state hw; i with`T' means that the state w does not satisfy A: . Dually, labeling a state hw; i with`F' means that the state w satis es A: . When we model check M with respect to A we follow essentially the same steps: labeling starts from the innermost subformulas and proceeds, as the partial order in A ' , to outer subformulas. The way in which the nonemptiness algorithm decides the label of a state hw; i in A coincides with the way in which the CTL model checker decides whether to label the state w of M with (: ) A . In both algorithms, the decision for a formula that is either a propositional assertion, a Boolean combination of other formulas, or involve the X temporal operator is immediate, and the decision for the more complicated U andŨ formulas involves a reachability test. It follows that the running time of the two algorithms coincides as well.
We claim that most of the LTL formulas that are used in practice are such that A : is a 1-weak automaton. We conjecture that if an LTL formula is such that all the subformulas ' of are branchable, then A : is a 1-weak automaton. The restriction to branchable subformulas takes care of formulas like ^(' _ :') discussed above, and still leaves us with the bulk of LTL formulas used in practice.
CONCLUSIONS
The discussion of the relative merits of linear versus branching temporal logics is almost as early as these paradigms Lam80]. We mainly refer here to the linear temporal logic LTL and the branching temporal logic CTL. One of the beliefs dominating this discussion has been \while specifying is easier in LTL, model checking is easier for CTL". The attractive complexity of CTL model checking have compensated for its lack of expressive power and branching-time model-checking tools that can handle systems with more than 10 If we examine the history of these issues more closely, we nd that things are not that simple. On one hand, the inability of LTL to quantify computa-tions existentially is considered by many a serious drawback EH86]. In addition, the introduction of fair-CTL CES86] and of many other extensions to CTL Lon93, BBG + 94, KG96] , have made CTL a basis for speci cation languages that maintain the e ciency of CTL model checking and yet overcome many of its expressiveness limitations. On the other hand, the computational superiority of CTL is also not that clear. For example, comparing the complexities of CTL and LTL model checking for concurrent programs, both are in PSPACE VW86, BVW94]. As shown in Var95, KV95] , the advantage that CTL enjoys over LTL disappears also when the complexity of modular veri cation is considered. The distinction between closed an open systems questions the computational superiority of the branching-time paradigm further. As shown in KV96, KV97], while for LTL speci cations, the model-checking paradigm is applicable also for the veri cation of open systems, this is not true for CTL speci cations. The ability of CTL to quantify computations existentially requires a more careful check, in which all possible environments are taken into considerations. The corresponding problem, module checking, is EXPTIME-complete for CTL. Moreover, in the presence of incomplete information, when the system has variables that the environment can not read, the time complexity is exponential in the size of the system.
In this paper, we went back to the original model-checking problem and examined the computational advantage of CTL over LTL there. We rst tried to relate LTL and CTL model checking, aiming to utilize CTL model-checking tools in the process of LTL model checking. Neither of our attempts suggested a method that is guaranteed to perform better than usual LTL model checkers. Then, we showed that, in practice, LTL model checkers perform nicely on the bulk of LTL formulas. In fact, they often proceed essentially as the ones for CTL. It follows that linear and branching model checkers do not need to be related: practically, the complexity of checking most LTL formulas is the same as the one required for checking their equivalent CTL formulas. Intuitively, both model checkers proceed according to the semantics of the formula and are insensitive to the syntax in which it is given. Experimental results of LTL and CTL model checking of common speci cations support our observation and show no advantage to the branching paradigm Cla97]. The computational disadvantage of LTL originates from formulas that do not have equivalent CTL formulas and from less common speci cations that we rarely meet in practice.
