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n 
Es sei f(z) = aoza" + ::E akZa"-k, worin ao und ak komplexe Zahlen sind, 
k=e 
während 1 e < 11, ao ae an 0, 0 = ao < a1 ••• < an' 
Führt man die Bezeichungen 
z' = r, k = e, ... n. 
ein, so gibt es, wie bekannt, eine untere bzw. obere Schranke: k, K, 
0< k K, 
an der I f(z) I> 0 wird, wenn: z I < k oder i z I > K. 
Es ist nämlich 
Hier ist C(r) das sogenannte verallgemeinerte Cauchysche Polynom, das eine 
einzige positive Nullstelle ro (C(ro) = 0) aufweist; offenkundig ist ferner 
~ f(z) i > 0, wenn I I ! z i > ro ' 
die obige K-Schranke kann somit die positive Nullstelle (im weiteren nur 
,)Nullstelle«) von C(r) bzw. dessen beliebige obere Schranke sein. 
Ähnlich stammt von CAUCHY (für den Fall positiver ganzer Exponenten) 
die Untersuchung der Ungleichung 
n-I 
"(z)' > 'a ! - 'a : iz:a " - ~ :a" JI =! n 0:: ..,;:;;;",. 
k=e 
Wenn r~ die positive Nullstelle des Polynoms C'(r) ist, so kann die gesuchte 
Schranke k offenbar r~ bzw. dessen beliebige positive untere Schranke sein. 
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1 
Da man aus dem Polynom C'(r) durch Substitution von r = und durch 
e 
Heraushebung von ean ein Polynom erhalten kann, dessen Struktur dem des 
C(r) ähnlich ist, befassen "Wir uns im folgenden nur mit der Nullstelle des Poly-
noms C(r) bzw. mit dessen oberen Schranken, d. h. ,,,ir untersuchen das im 
Titel angegebene Problem mit Hilfe des Cauchyschen Polynoms bloß anhand 
des bekannten Absolutwertes der Koeffizienten. 
Es soll auch ein Satz aufgestellt werden, der es gestattet, Schranken eines 
ge'vissen Typus zu verfeinern. Die Anwendung dieses Satzes "Wird eine Ver-
schärfung bzw. Verallgemeinerung einiger bekannter Schranken ermöglichen. 
Über die oheren Schranken der Nullstelle von C(r) 
Wie gezeigt, ist 
n 
C(r) = ra" .:E A"ra"-k. 
k=e 
11 
Führt man die Bezeichnung .2 A" = 5 ein, so ergibt sich C(1) = 1-5. Es ist 
k=e 
zu untersuchen, welche Schranke R der Nullstelle von C(r) sich bei verschiede-
nen Werten von 5 ergibt. 
1. 5 > 1, also ro > 1. Bei r > 1 ,,,ird ra,,-e > rQ"-k, k = e, ... n., d. h. 
n 1 
5ra,,-< > :5.' A"ran- k bzw. C(r) > ra"_ 5 ra,,-<, wenn also r > R = 5an- a"-<, dann 
;;:"e 
ist C(r) > O. 
2. 5 = 1, also ro = 1. Wenn r> R = 1, so ist C(r) > O. 
3. 5 < 1, also ro < 1, wenn also r > R = 1, so "Wird C(r) > O. Ist 
r< 1, so ergibt sich nach ähnlicher Überlegung C(r) > ran _ 5 bzw. v.-enn 
1 
r > R = 5"n , ist C(r) > O. Freilich können bei gründlicherer Betrachtung 
der Struktur von C(r) auch Schranken gefunden werden, die besser sind als die 
obigen. 
Die eine Art, obere Schranken zu ge"innen, ist folgende: Zum gegebenen 
Polynom C(r) wird bei r> 0 ein von unten angenähertes Polynom 
konstruiert, für dessen Koeffizienten die Ungleichungen 
k = e, ... n. 
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gelten. Offenbar ist C(r) > Ci(r), wenn l' > 0, d. h. die Nullstelle von Ci(r) 
bzw. deren obere Schranke ist zugleich auch die obere Schranke der Nullstelle 
von C(r). . 
Zu suchen sind im weiteren den obigen Bedingungen entsprechende 
Koeffizienten B, bei deren Kenntnis sich eine verhältnismäßig gute obere 
Schranke oder geradezu die Nullstelle von Ci(r) leicht ergibt. 
Mit der Verfeinerung der aus den Poly-nomen Ci(r) resultierenden Schran-
ken, hängt der folgende Satz zusammen: 
Satz 
Ist ein Wert R bekannt, bei dem Ci(R) > 0, so kann mit den bekannten 
Werten Gi(R) und C(R) ein Ci(r) Polynom 
angegeben werden, für das, sofern 0 < r < R, C(r) > f.l Ci(r) ist, (selbst-
verständlich ist Ci(r) > Ci(r)). Dies besagt, daß die Nullstelle rid von CHr) 
eine bessere obere Schranke der Nullstelle ro von C(r) darstellt als die Null-
stelle rio von Ci(r). 
Beweis 
n n 
C(r) = 1''1" - ::>' BIJOn-r, -;- ~ (Bk Alm) r""-k. Es seien 0 < l' < R, dann 
~ k=e 
I I d' I ran [ l' ',a" ist > ---, un "'etter ra,,-k = ra" > = -) Ra,,-k. 
r(lt/-On-.'1: Ran-Un-k rGn-an-k Ratt-an-k R 
Da B" - A k 0, ist (Bk - A,J 1''1,,-<> (B" - A,,) (~r Ran-k und somit 
" (B" - A,,) ra,,-,,> (.!...-)a". i (B" - A,,) Ran-k= (.!...-)a" [C(R) - Ci(R)]. Dem-
k=e R, "=e R 
nach giltC(r»ran-le B,.ra"-k+ r~ f'[C(R)- GJR)] = ra"li + C(R);~i(R) I 
- f B,/an- I,= fl C;(r), worin C;(r) = ra" - .y Bk ran-I" fl = 1 C(R)-Ci(R) 
k=~ c:e f.l Ra rl 
Da, wie gezeigt, sofern r > 0, C(r) > Gi(r) wird f.l > 1. 
Wie man sieht, ...-ereinfacht sich die Rechnung, wenn die Bestimmung 
der Nullstelle von Ci(r) gelingt, denn in diesem Fall ist zur Berechnung von 
f.l nur die Kenntnis von C(R) erforderlich. 
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Anwendung des Satzes 
Der erste Teil der Anwendungen soll von Schranken handeln, die so 
gewonnen werden, daß die Koeffizienten B eine monotone Folge bilden, der 
zweite Teil hingegen von Schranken, die mittels Parametern erstellt wurden. 
Im ersten Teil ist 
ak = k, k = e, ... n. 
1.1. Die Koeffizienten B sind einander gleich 
Es seien max A k = m, k = e, . .. n, ferner Be = Be":-l = ... = Bn = m. 
In diesem Falle ist die Bedingung F 1 erfüllt, demnach wird 
C;(r) = r ll m [rn- e ~ rn- i - 1 -'- ... 1] . 
_ 1 
1 , Wenn m=-, so ist riO = 
n 
1 
wenn m> so ist rio> 1 , 
n 
1 
wenn m< , so ist rio< 1 . 
n 
Im weiteren werden hier nur Schranken gesucht, die größer sind als Eins, das 
Polynom Gi(r) v.ird also nur für den Fall r > 1 untersucht. 
(r - 1) Gi(r) = rn+l - rn - mrn":' l - e ~ m. 
a.) e = 1. 
(r - 1) G;(r) = r l1+1 - (1 + m) rl1 -'- m: demnach ist 
Gi(r) > 0, wenn r > R = 1 + m, und somit 
C(r) > 0, wenn r > R = 1 + max A k (k= 1,2, '" n). 
Diese Schranke kommt bereits bei Cauchy, ja schon bei Rolle vor [3] *. 
Sie kann folgendermaßen verschärft werden: Man betrachte zunächst 
das Polynom 
(r - 1) Gk) = r l1+l - (1 + m) r'1 + m für den Fall r< 1 + m. 
l· \11-1 Dal> r ,wirdm>m rm) , das heißt 1 + m 1 
(r - 1) G (r) > r l1 +1 - (1 ...L m) r ll ...L m r"- 1 und somit 
1 I, (1 -'- m)n-1 
CI·(r) > 0, ".-enn r > R' =~. [1...L m -'-1.((1- m)~ _ 4m ] . 
= 2 I 'I· (1 + m)11 1 
* S. das Schrifttum verzeichnis. 
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Die Verfeinerung dieser Schranke auf Grund unseres Satzes (im weiteren ist 
bei Anwendung unseres Satzes stets vorausgesetzt, daß die Bedingung Fz• 
erfüllt ist) zeigt folgendes Bild: 




und für verfeinerte R gilt 
ß,) e 2. Es sei r > 1. 
,a 
rn- 1 > rn+1 - e, - mrn+1- c > mr tl - 1 > - mrtl , es wird daher 
(r - 1) Ci(r) > rn+1 r ll - mrll - I + m > rn +1 (1 + m) rn + m. 
Zu untersuchen ist also das Polynom 
r"+ I _ rll - mr"- I + m im Intervall 1 < r < 1 + m . 
m Da m> -----. r"- I , wird (1 + m)"-I 
und somit 
[ ~ ] 1 j m C(r) > 0, wenn r > R' = - 1 + 1/ 1 + 4 (m - . 
- 2' (1 + m)Il- I 
wo 
Hieraus ergibt sich die weniger scharfe, aber einfachere Schranke R = 
1 + Vrn' (Wenn m < 1, dann ist 1 m die schärfere Schranke.) Die 
Verfeinerung der bei den Schranken geschieht ähnlich wie oben, indem in die 
m 
Formeln der beiden Schranken an Stelle von m der Bruch eingesetzt wird. 
,u 
Bemerkung. Ein dem obigen angenäherten Polynom strukturell ähnliches 
Polynom kann auch so konstruiert werden, daß die ermittelte Schranke gerade 
auf die Nullstelle des angenäherten Polynoms fällt. Diese Konstruktion kann 
folgendermaßen geschehen: 
Es sei m = max [A" ... An-I' An -1], ferner sei 
Be = Be-;-I = ... = B n- 1 = m, B n = 1 + m. In diesem Falle wird 
Ci(r) = r" - m [rn- e + ... + 1] - 1. 
Offenbar wird Ci (l + m) = 0, d.h. C(r) > 0, wenn r> R = 1 + m. 
Führt man zur Bestimmung ,"on ,u1 die Größe c, dann wird 
Il 
C(r)=rn_m[rn- e ... +l]-l-c+ ~(m-Ak)rll-k+ 1 + c. 
k=e 
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Nun kann das im Beweis unseres Satzes angegebene Verfahren angewendet 
und c so angenommen werden, daß /11 = 1 + c ·wird. 
C(1 + m) 
Dann ergibt sich {lI = 1 + ----'-----'----(1 + m)11 - 1 
Hebt man diesen Ausdruck aus dem angenäherten Polynom heraus, so gelangt 
man zu einem mit Ci(r) identischen Polynom, in dem nur an Stelle von m 
m m 
der Bruch - steht. Solcherart "\vird C(r) > 0, wenn r > R1 = 1 ~ ~ 
1.2. Die Koeffizienten B bilden eine arithmetische Folge 
AJe-Ae Es sei d = max , k = e + 1, ... n. Die Bedingung F I ist er-k-e 
füllt, wenn BJe = Be + (k - e) d. 
Ist d = 0, so hat man den im vorangegangenen Absatz besprochenen 
Fall vor sich, ist dagegen d < 0, dann erhält man mit 0 an Stelle von dein 
angenähertes Poly-nom, dessen Nullstelle größer ist als die bei negativem d 
anfallende, so daß die im vorstehenden Absatz besprochenen Schranken auch 
in diesem Fall entsprechen. Im folgenden ist daher nur der Fall von d > 0 zu 
erörtern. Zunächst gilt 
Ct(r) = r11 - [Ber11 - e + (Be + d) r11- e- 1 + ... + Be + (n - e) d] • 
Sodann sei r> 1. Dann 'vird 
(r - 1)2 Ci(r) = r11+2 - 2 r 11 +l + r11 - B er11 +z- e + (Be - d) r11+l-e + 
+ [Be + (n - e + 1) d] r - [Be + (n - e) d] . 
a) e = 1. 
(r - 1)2 Ci(r) = r11+2 - (2 + BI) r11+l + (1 + BI - d) rTl 
+ (BI + nd)r - [BI (n -1)d]. 
Da r> 1 ist, wird (BI + nd) r > BI + (n - 1) d, d. h. 
(r - 1)2 Ck) > r11+2 - (2 + BI) r 11+l + (1 + BI - d) r 11 , und somit 
1 
C(r) > 0, wenn r ~ R = 2 [2 BI + V BI + 4d] . 
Hieraus kann die weniger scharfe, aber einfachere Schranke 
R'= I+B I + va: 
gewonnen werden. 
R läßt sich folgendermaßen schärfer gestalten: 
Da r> 1 ist, wird auch - [BI + (u - 1) d] > - [BI + (u -1) d] r, 
und somit (BI + ud) r - [BI + (u - 1) d] > d.r. 
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Es sei 
1 
r<R =- [2 
2 
BI + Vm + 4d], somit 1 > (~r-l, 
d d 11 d h ·r>--r, .. R ll-1 
(r - 1)2 Ci(r) > 1'11+1 - (2 + BI) rll +l + 
+ [1 + BI - d (1- R;-1 n r ll • Demnach wird 
C(r) > 0, wenn r > W = ~ [2 BI V Bi 4d(1 __ 1 )]. 
, R ll-1 
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Zur Verfeinerung der obigen drei Schranken wird an Stelle von BI der 
BI d B 
Bruch -, an Stelle von d der Bruch eingesetzt. Da die Folge-
f-l fi f-l 
gleichfalls eine arithmetische ist, geschieht die Erstellung der Schranke von 
Ci(r) auf gleiche Weise wie die der Schranke von Ci(r) durch Vollzug der 
obigen Substitution. 
ß·)e>2,r>L 
Da, wie gezeigt, [Be (n - e + 1)d] r - [Be (n - e)d] > 0, ferner 
- 12 - (rY-2, so ergibt sich - B erll +2- e ~ - Berll und demnach (r - 1)2 Ci(r) > rll +2 - 2 rll+l + r11 - Berll+2 - e - (d - Be) rll+l-e > 
:2: 1'11+2 - 2 rll+l + (1 - Be) rll - (d - Be) rll+l-e. 
ßl') d - Be> 0, und somit - (d Be) rll+l-e > - (d - Be) rll bzw. 
(r - 1)2 Ci(r) > rll +2 - 2 rll+l + (1 - d) rll • Demnach wird 
C(r) > 0, 'wenn r > R = 1 + va. 
ß2') d - Be = 0; in diesem Fall wird 
C(r) > 0, r;;;;' R = 1 V Be = 1 + va. 
/33 ,) d - Be< O. N ach dem Gesagten genügt es, r < 1 + VB: zu untersuchen. 
e-l 
In diesem Falle ist (B - d) rll+ 1 - e > (B - d) r11+l-e l' ,und somit 
e e (1 + VB:)e-l 
(1' - 1)2 C-(r) > rll+2 - 2 rll+1 [1 - B Be - d 1 rll bzw. 
I e (1 + m)e-l _ 
C(r» 0, wenn r;;;;'R=l 11 B _ Be-d 
j e (1 + VB:Y-l . 
Die Verfeinerung der obigen Schranke auf Grund unseres Satzes erfolgt 
gemäß Punkt a.), d. h. in die Formeln der Schranken ist an Stelle von Be der 
B d 
Bruch ~, für d der Bruch - einzusetzen . 
.u Jl 
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1.3. Die Koeffizienten B bilden eine geometrische Folge 
Bekannt ist die folgende Erstellung von Cj(r): 
1 
Es sei q = max A/f, ferner Bk = q\ k = e ... n. In diesem Fall erscheint die 
Bedingung F1 erfüllt, und es ".-ird 
CJr) = r" _ [qern-e + qt+1rn- e-l + ... qn]. Da rio> q, ist 
der Fall r > q zu untersuchen, und man hat 
(r - q) Ci(r) = r"+1 _ qr" _ q'rn+1- e + qlJ+l . 
a.) e = L 
(r-q) Ci(r) = rn+1 - 2 qrn + qTt+l. Offenkundig ist ri, < 2 q, das Polynom 
ist also im Intervall q < r < 2 q zu untersuchen. Da hier 
1> , wird q"+ I > - qlJ+ I = -q- rlJ-I. Demnach ist r ( r )"-1 2 
2q 2q 2"- 1 
(r - q) Ci(r) > rlJ +1 - 2 qrlJ + 2"-
1 
r"- I , und es wird 
C(r) > 0, wenn r;;;;;;; R = q [1 + ~ 1 
Diese Schranke ist schärfer als die Schranke bei HEIGL [5] 




Da -1 > - q bzw. - qe. r"+ 1- e ;;;:;; - qerlJ-l, da ferner - wie soeben 
gezeigt 
(r - q) Cj(r) > r"+l - qr" - (q2 -q-') r"-1• Somit 'wird 
2"-1 
C(r) > 0, wenn r R' = : [1 + 111 4(_1 IJ 2"-1 
Hieraus kann die weniger scharfe, aber einfachere Schranke 
gewonnen werden. 
R" = !L [1 115] 
2 
Auf Grund unseres Satzes läßt sich diese Schranke folgendermaßen "er-
feinern: 
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Die in diesem Absatz behandelten Schranken für Ci(r) können für Ci(r) 




q' = lnax l-· = max --1- und offenkundig q' =--''-;- ist. 
,a pk ,an 
Die Yerfeinerung der obigen Schranken erhält man somit, indem man in ihre 
Formeln statt q überall q' setzt. 
Anmerkung. Es ist möglich, ein dem vorstehenden angenäherten Polynom 
strukturell ähnliches Ci(r) zu konstruieren, dessen Nullstelle bekannt ist. 
E, "i q ~ max [A" At ... A:~: , I A; I~} B, ~ t, k ~ 12, ... n - 1, 
B n = 2q". 
Damit ist die Bedingung F 1 erfüllt. Das angenäherte Polynom ist 
Ci(r) = r 11 _ qr"-l _ ... - ql1-1r - 2 q". 
Da C;(2 q) = 0, wird C(r) > 0, wenn r > R = 2 q. 
Das für die Anwendung unseres Satzes zu bestimmende q' ist 
q' = Inax [~, ~ ... ~l' Offenkundig gilt q' = ~ , 
,LI,Ll2 ,an f.ln 
d. h. 
C(r) > 0, wenn r 
II. Durch Parameter gegebene Schranken 
Von diesen Schranken sollen nachstehend nur zwei Typen erörtert werden. 
lI.1. Aufgliederung von C(r) in Binome 
a) C(r) kann in folgender Form aufgeschrieben werden: 
Es sei I'k > 0, k = e, ... n, weiters werde die Bezeichnung 
1 
r Je = [-~ Je jan-a,,_k 
I' k 
eingeführt. Bei einem Parametersystem von fixierten J'e ••• I.n 'wird 
C(r) > 0, wenn r > R = max rk ist. 
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.. . , ,1 
Ist beIspIelsweIse )-1 = }'2 = ... = )-n = - und ak = k, k = 1,2, ... n, ,vird 
n 
R' = max [n Ad k • Diese Schranke kommt auch schon bei Cauchy vor. 
Auf Grund unseres Satzes kann R folgendermaßen verfeinert werden. 
Es sei Bk = }'kRan-an-k, also Bk A k, womit F 1 entsprochen ist. Demnach 
. Bk Ra,.-an-k 
Ist - = . Unter Beibehaltung des gegebenen Parameter systems 
J.l jl 
und unter Anwendung der vorstehenden Überlegungen auf 
1 
C'() ,. d ' - r Bk jan-an_ k __ ._R~ i r '\Ir rk - -- - - 1 
, ,ai_/{ a a p. 11- n-k 
demnach ist 
R " , R d h = max r" = -j-' • • 
es wird C(r) > 0. wenn r R --1 
J.l an 
ß) C(r) kann auch in folgende Binome aufgelöst werden: 
n 
C(r)=ran-[Ae+ce]rar..-<+ 5.' [ck_lran-k+,-(Ak+ck)ran-k], wenn cn=O. 
k:::;'+1 
Es sei Ck > 0, k = e ... n - 1. Weiters werden die Bezeichnungen 
1 
r - [4. ...L C ] an - a n- e e--e J e , 
eingeführt. 
Wählt man ein fixiertes System von Ck, so ,·tird 
C(r) > 0, wenn r > R = max [re' rk]. 
°n-k. 
, k = e + 1, ... n 
Es sei z. B. ce = Ce+l = ... Cn- 1 = 1, ferner m = max A k , k = e, . .. n, 
d = min [an - an- e; an-k+l - an-d; k = e + 1, ... n. In diesem Falle wird 
1 
d C(r»O,wennr>R=[l+m] . 
Ist ak = k, k = 1,2, ... n, so ergibt sich der unter I erörterte Fall. 
Es soll nun die Wahl eines Parametersystems gezeigt werden, bei dem 
re das Maximum unter den r-Werten bleibt. Dadurch erhält man die Verschär-
fung und Verallgemeinerung eines Satzes von Carmichael-Walsh. Die Ver-
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schärfung (auf positive ganze Exponenten) hat schon GONCALVES [2] auf einem 
vom nachstehenden ahweichenden Weg abgeleitet. 
Wie bereits gezeigt, ist 
folgendermaßen: Es sei 
somit 
an-Gn-e 
) a n-a1l.-!'-l] Gn-Gn_e Cc+1 • Offenkundig ist 
Ferner werde Ce-'-l so gewählt, daß 
Verfährt man weiter ähnlich, dann zeigt sich, daß max rk = r e ist, unter den 
gegebenen Bedingungen ergibt sich also 
C(r) > 0, wenn 
Mit der bekannten Ungleichung erhält man die weniger scharfe, aber einfachere 
Schranke 
n 
R' = .:E A k a ll-an-J: , 
k=e 
die für positive ganze Exponenten mit der Schranke nach Carmichael-Walsh 
identisch ist. 
II.2. Aufgliederung von C(r) in Trinome 
Es sollen vor allem folgende Bezeichnungen eingeführt werden: 
, 1 I -L 
an -, an- e 11 • I _ an - k+1 I an - k k - '1 
,a gemeIn an- k - , - e -, , ... n 2 2 
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Mit diesen Bezeichnungen kann C(r) wie folgt aufgeschrieben werden: 
Es sei h" > 0, ferner seien die folgenden Bezeichnungen eingeführt: 
r = c: e, - e r _ 'k ... l I k Je-I - Je [ 
h ~ ]/ h~ -+- 4 4 J;;;;-a,,_, [h , --L l(h~ 4h 4] 
e 2 ' k - 2 hJe - 1 
k=e 1, ... n. 
Bei einem fixierten Parametersystem hk ist die gesuchte Schranke 
R = max [rc, rie] • 
Ist der Exponent n 2m eine positive ganze Zahl, so kann C(r) auch 
m folgende Trinome aufgegliedert werden: 
m-I 
C(r) = .::E [c,J zm - 2k - AZk+l r2m-2k-1 - (A 2k+2 -:- CHI) r2m - Z"-2] wo 
k=O 
CU = 1, cm =0. 
Es sei CI: > 0, k = 1,2, ... m-l, weiters 
Bei fixiertem ek-System ist R = max rk' 
Ist 11 = 2 m + 1, so kann C(r) z.B. in folgende Trinome bzw. Binome aufge-
löst werden: 
m-I 
C(r) = """" [d 2m-I-2/{ 4 2m-21-: ( A 
,kr - " 2k+lr - -d Zk+l r:o 
d ) 2m-2/{-I]--L k+l T I 
Bei fixiertem dk > O-System, ergibt sich, sofern 
A Zk+! + VA~k+! + 4 dIe (A 2k+2 + dk+!) k 1 ') 1 Tf..: = , ===., -, ... m, - ., 
und r m = -~-'-"­dm 
2 dIe 
ein R = max r", k = 1,2, ... m. 
Für beide Fälle ist die Schranke 
a --L ]/ a2 --L 4b R = I' I 
2 
gültig, wenn a = max [Al' A 3 ••• ], b = max [A2, A 4 , ••• ]. 
Setzt man in C;(r) die B mit geradem Index dem a, die B mit ungeradem In-
dex dem b gleich, so ist leicht einzusehen, daß sich die obige Schranke auf Grund 
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unseres Satzes zu 
2 
verfeinert. 
Die Aufgliederung von C (r) in Trinome ist auch auf an der!) Weise 
durchführbar. Die Verfeinerung der Schranken erfolgt ähnlich wie soehen 
gezeigt. 
Anmerkung zur annähernden Bestimmung der Nullstelle von C (r) 
1. Ist an der gefundenen R-Schranke C(R) > 0, so ist die :Methode nach 
Newton-Raphson, wie leicht erkennbar, im Falle positiver ganzer Expo-
nenten, sofern R als Ausgangswert genommen wird, stets konvergent. 
2. Gleichfalls stets konvergent ist die durch die Formel 
R [ ~ ~1 RCn-k]+' m+1 = k-::2 -dk m· 
ausgedrückte sukzessive Approximation, wenn C(R1) > ° ist, was sich folgen-
dermaßen beweisen läßt: 
Es sei die Bezeichnung 
n 
:E A" ran- K = Q(r) 
k=e 
eingeführt. Offenbar ist 
Angenommenerweise ist 
1 
C(R1 ) = R~" - Q(R I ) > O. Es sei [Q (R I )] a" =~ R2 
R~n > 0, d.h. R1 > R2 • Entsprechend ist 
1 
Q(R2 ) > O. Es sei [Q(R2 )] an = R3 
und damit R2 > Ra' 
Durch Weiterführung des Verfahrens erhält man die monoton abneh-
mende, von unten beschränkte Folge R I , R2, Ra ... , die demnach einen Grenz-
wert besitzt, so daß die vorstehende Iteration konvergent ist. 
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Zusammenfassung 
In den U"ntcrmehungen zur Bestimmung der Schranken für die maximalen Absolutbe-
träge der ::'\ull:,tcllen \"011 Polynomen spielt das sogenannte Cauchysche Polynom eine Rolle. 
Ein Teil die:-er Schranken wird durch Einführung \"on Polynomen einfacherer Struktur gewon-
nen, die dem Cauchyschen Polynom \"on nnten angenähert werden. Für Polynome, deren Expo-
nenten nicht unbedingt ganze Zahlen sein müssen. gibt der Verfasser einen Satz an, durch des-
:,ell Anwendung :-ich gewi:-:-e Schrankentypen yerfeinern la:-sen. wenn die Werte des Cauchy-
,",ehen i'owie des Annäherungspolynoms für diese SchrankensteIle bekannt sind. Die Anwendung 
des Satzes wird an einer Anzahl yon Schranken demollstricrt, die der Verfasser zum Teil schon 
zu \"01' einer Ver,-chiirfllng unterzogen hat. 
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