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Kapitel 1: Introduktion og problemformulering 
 
Dette projekt er skrevet som led i bachelorkombinationsforløbet “Digital Performance”, der 
sammenfletter bachelorfagene Datalogi og Performance Design. Digital Performance er en 
måde at kombinere det tekniske, iterative og løsningssøgende aspekt af datalogi med det mere 
æstetisk orienterede, kreative og analyserende Performance Design. 
 
Digital Performance har fokus på udarbejdelsen, designet og brugen af tekniske løsninger til live­ 
og elektronisk medieret kommunikation. Det kan være konceptudviklingen og skabelsen af en 
event, der centreres om den performancemæssige del, hvor den datalogiske del ville beskæftige 
sig med udviklingen og afprøvningen af installationen og de tekniske dimensioner . 1
 
Dette projekt er anden del af den samlede bachelor i Digital Performance, således at det indgår i 
et kombineret forløb, hvor Performance Design sætter kravene, og datalogi skal opfylde dem. 
Denne del fokuserer på de tekniske dimensioner af projektet og har sit afsæt i datalogien. Dette 
projekt vedrører altså det datalogiske afspekt af den allerede valgte problemstilling. Det er et 
krav, at de to projekter i det kombinerede forløb kan læses separat, omend projekterne deler 
empiri, tematik og event. 
 
Projektet er initielt opstået på baggrund af interessen for publikums fællesskab i en live 
performance, og forholdet mellem kunstner og publikum. Den moderne musikbranche har i en 
årrække været udfordret af illegale musikdownloads, og der er sket et magtskifte fra den 
etablerede branche til forbrugeren. Jeg har interesseret mig for, hvordan man kan bruge de nye 
teknologiske muligheder til at styrke musikerne og den typiske koncertoplevelse. Koncerten har 
potentiale til at blive udviklet i en branche, hvor streaming af musik er blevet allemandseje og 
musikere i højere grad beror på indtægtskilden i koncerter.  Jeg vil med en række installationer 2
forsøge at skubbe grænserne i relationen mellem publikum og kunstner for at udforske 
koncertoplevelsen og teste, hvad der er muligt med det format. Jeg vil gøre det ved hjælp af leg 
og nysgerrighed. 
 
Baggrunden for projektet er yderligere formuleret i første del, som kan læses via dette link: 
http://rudar.ruc.dk/handle/1800/13124 
 
Problemformuleringen, der også findes i første halvdel af projektet, lyder: 
 
Hvordan kan man, gennem musik­ og videoinstallationer, gøre en livekoncert 
mere interaktiv samt bidrage til at forstærke publikums sociale interaktion? 
1 Andreasen, Troels ­  Rosendahl, Mads ­ Holt, Fabian, 2010 
2 Koch, Jonas: “Collacert”. 2013 
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Dette projekt har som allerede nævnt sit fokus på de digitale flader, udviklingen af dem og 
teknologien bag. Det hænder, at jeg refererer til første del af  det kombinerede bachelorprojekt i 
Performance Design, da det skal være en mulighed at læse projekterne sammenhængende.  
I Performance Design­projektet (del 1) er beskrevet de performative valg, der er taget i 
forbindelse med udarbejdelsen af event og installationer, herunder praktiske ting såsom location, 
bands og budget, men også teoretiske forklaringer af, hvad en musik/videoinstallation skal 
kunne, samt ‘interaktivitet’ som begreb.  
 
Performance Design­projektet forholder sig derved nærmere til publikums oplevelse og 
forståelsen af denne. I dette projekt vil jeg forsøge at komme bag om oplevelsen af 
installationerne. Med udgangspunkt heri, vil jeg analysere samspillet mellem software­ og 
hardwarekomponenter i installationerne. På baggrund af dét, vil det være muligt at analysere, 
hvorvidt mine løsninger opfylder min målsætning. Dette bliver ud fra et datalogisk synspunkt 
motiveret af et performativt ønske om at øge interaktiviteten til en koncert. 
 
Projektets genstandsfelt, en interaktiv koncert med installationer, er allerede beskrevet i del 1, 
Performance Design­projektet. Se en eventbeskrivelse af ‘koncerten’ med navnet Collacert i 
bilag 3 ­ her findes også en procesbeskrivelse af udviklingen af eventen. 
 
En stor tak skal sendes til Maja Fagerberg, Sandra Busch og Nicolai Broksø, der oprindeligt var 
en del af den gruppe, der, sammen med mig, startede projektet. Siden blev vi til to, og til sidst 
kun én. Men ovenstående personer har været med til at udarbejde ideer, samle empiri og 
arrangere Collacerts­eventen. 
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Kapitel 2: Metode 
I dette kapitel kommer jeg ind på, hvordan processen bag Collacert har set ud, både akademisk 
og i praksis. Jeg beskriver i samme ombæring relevant metodeteori bag de trufne valg. 
 
Installationskunst handler i mange tilfælde om at sammensætte allerede eksisterende løsninger 
på nye måder for at udfordre vanetænkning og udforske forholdet mellem teknologi og 
mennesket. Heraf er konceptet Digital Performance opstået; at bruge teknologi til at udfordre 
tilskuere på deres vante tankemønstre og finde frem til muligheder og potentielle løsninger. At mit 
projekt er en digital performance åbner derfor op for inddragelse af flere perspektiver end blot det 
tekniske ­ metoder kendt fra samfundsvidenskab og humaniora, som f.eks. kvalitative interviews, 
er væsentlige at inddrage i kraft af det menneskelige aspekt, og projektet breder sig derfor rent 
metodisk i mange tilfælde ud over flere fakulteter. Den mest essentielle metode, jeg har anvendt, 
er dog den iterative og inkrementelle designmetode, som især har været anvendt til udvikling af 
software ­ i særdeleshed i forbindelse med agil udvikling, der er en opponent til 
vandfaldsmodellen, som ikke tager hensyn til, at softwareudvikling er “a complex, continuous, 
iterative, and repetitive process.”   3
 
Netop designprocessens kompleksitet har jeg hele tiden haft for øje, og Collacert­konceptet er 
derfor blevet en designinstallation, hvor både selve idéen og eventen samt kodningen til de 
enkelte installationer er blevet til ved en iterativ proces. Iterative and Incremental Development 
(IDD) er første gang introduceret af Walter Shewhart, kvalitetsekspert hos Bell Labs, i starten af 
1930’erne. Han foreslog en serie af ‘plan­do­study­act’­cykler i forbindelse med 
kvalitetsforberinger, og kvalitetsguru W. Edwards Deming promoverede derefter metoden 
intensivt i 40’erne .  4
 
 
Designprocessen 
3 Larman & Basili, 2003: 5 
4 Larman & Basili, 2003: 2  
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Jørgen Ole Bærenholdt, Monika Büscher, John Damm Scheuer og Jesper Simonsen redegør i 
bogen ‘Design Research ­ Synergies from Interdisciplinary Perspectives’ (2010) for 
designprocessen som fænomen. Ifølge dem handler en designproces overordnet set om at 
skabe A ud fra B. I inkrementelt og iterativt design gør man det igennem en række iterationer, 
som tillader, at nye muligheder opstår og gør det muligt at revurdere og evaluere visioner og 
strategier . Ved hjælp af disse iterationer kan idéer blive modnet undervejs i processen i 5
overensstemmelse med brugernes behov og måde, hvorpå de opfatter produktet/installationen 
eller lign. ­ og visionerne kan blive ændret, så de er svarende til de indhentede observationer. 
Overordnet set kan man tale om, at designprocessen består af to iterationstyper: ”(1) iterative 
design situations where ideas and visions are designed and evaluated for example, as drawings, 
presentations, mock­ups, or prototypes evaluated in workshops”  og ”(2) iterations where a 6
design is realized and taken into real use (constituting a situation B), hereby enabling emergent 
change, and evaluated after a period of time” . 7
 
 8
 
Når designet, som kom ud af A, har været igennem flere iterationer, og er blevet realiseret i en 
realistisk kontekst, evalueret og revideret af designerne i samspil med brugerne, begynder det at 
nærme sig endemålet, nemlig B. B kan sidenhen blive placeret i en virkelighedsnær kontekst, 
hvor det kan observeres og evalueres, hvilket kan føre tilbage til et forbedret og styrket A (se 
5 Simonsen, Bærenholdt, Büscher & Scheuer: 2010, 204 
6 Simonsen, Bærenholdt, Büscher & Scheuer: 2010, 205 
7 ibid. 
8 ibid. 
6 
figur). Herefter kan processen imidlertid startes forfra, og sådan kan man blive ved i det 
uendelige ­ i princippet. Det kaldes en ”ongoing, participatory design process” . 9
 
Min proces har været ongoing og har inddraget begge typer af iterationer, som ovenstående teori 
beskriver. I min proces har jeg først tænkt installationerne, tegnet dem og siden skabt dem. De 
første prototyper blev testet på RUC i en workshop, og jeg fik direkte evalueringer af især de ting, 
der ikke var umiddelbart forståelige. Med det in mente kunne jeg vende tilbage til A i en ny og 
forbedret udgave. Derefter opstillede jeg reelle brugssituationer for instrumenterne med rigtige 
brugere for at evaluere dem. Jeg foretog observationer af brugen af instrumenterne, ligesom jeg 
opfordrede til ‘reflection­in­action’, altså bad om reel evaluering af installationerne mens i brug. 
Reflection­in­action beskrives ofte som fokus på refleksiv handling, og samtaler mellem 
brugere/fremtidige brugere og designere . De observationer, der kom ud af Collacert, lagde en 10
god bund til en mulig 3. iteration, hvilket jeg vil følge op på i analysen. 
 
Agilitet og designprocesser 
Som allerede nævnt er designprocessen, som den er beskrevet i Scheuer, Simonsen, 
Bærenholdt og Büschers terminologi, nært beslægtet med agil udvikling, der tilstræber at udvikle 
software på en adræt og fleksibel måde, hvor forandring (selv sent i processen) er velkommen . 11
Det er ligeledes grundtanken i iterativt design. I den anvendte designtankegang bruges ‘future 
users’ som hovedomdrejningspunkt: ”A central tenet of participatory design is the direct 
involvement of (representatives of) future users” . Det er tilsvarende i agil tankegang: “The most 12
efficient and effective method of conveying information to and within a development team is 
face­to­face conversation.”  Jeg har brugt brugerne gennem hele processen som katalysator for 13
evaluering og brugsmønstre, og som kickstart til en ny iteration af re­design. Derfor kan man 
argumentere for, at jeg har arbejdet både agilt og iterativt. Dog har jeg ikke arbejdet organiseret i 
en agil proces, f.eks. efter SCRUM­modellen, hvorfor jeg vil udelade at analysere min proces og 
resultater ud fra en agil tankegang ­ men det bemærkes, at min metode har store sammenfald 
med agile softwareudvikleres proces, på trods af, at den i sit udgangspunkt har taget afsæt i 
9 Simonsen, Bærenholdt, Büscher & Scheuer: 2010, 205 
10 Simonsen, Bærenholdt, Büscher & Scheuer: 2010, 205  
11 http://agilemanifesto.org/principles.html 
12 Simonsen, Bærenholdt, Büscher & Scheuer: 2010, 17 
13 http://agilemanifesto.org/principles.html 
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designteoretiske principper fra den design­teknologiske og humanistiske faglighed kendt fra 
humtek­studiet. Det er en interessant pointe, at den tilgang så nemt kan kombineres med 
datalogiens værktøjer, hvorfor den tværfaglige idé bag denne kombinerede bachelor kan 
forsvares og eksekveres. 
 
Processen med at udvikle installationerne til Collacert har været baseret på designteori, og 
efterspillet med udarbejdelsen af denne rapport har haft et akademisk fokus på den empiriske 
data indhentet i processen til efterteoretisering, refleksion og analyse af materialet. 
 
   
8 
Kapitel 3: Teori 
Udefra kan en installation forekomme tilskueren enkel eller simpel; en fysisk handling 
oversættes til en musikalsk eller visuel reaktion. Bagved ligger dog et netværk af software, 
hardware, sprog, signaler, overførsler og systemer. Jeg vil derfor prøve at uddybe nogle af disse 
elementer i et teoretisk lys for at muliggøre en forståelse af processen fra handling til effekt. 
 
Nedenstående teori har været baggrunden for udviklingen af de forskellige installationer på 
Collacert­eventen. Se en oversigt over installationerne og beskrivelser af dem i bilag 4. 
MIDI 
I dette afsnit vil jeg give en kort introduktion til Musical Instrument Digital Interface, normalt 
forkortet til MIDI. MIDI er et digitalt sprog, der fungerer som kommunikation mellem forskellige 
interfaces, både i hardware og software. MIDI bruges til at formidle kontrol­ eller 
performancerelaterede events, såsom at spille på et keyboard, variere en modulator eller at 
udløse en visuel effekt. 
 
MIDI blev udviklet som følge af behovet for en standardisering mellem musikinstrumenter. Før 
MIDI brugte analoge monofoniske musikinstrumenter et output i form af en strømspænding til at 
linke instrumenter sammen. Med udviklingen af polyfoniske og digitale instrumenter, var denne 
spænding ikke længere brugbar i sammenkædningen af instrumenterne.  
Med det stigende behov for at kunne synkronisere og kommunikere direkte mellem produkter, 
udviklede Dave Smith og Chet Wood et universielt interface (USI, Universal Synthesizer 
Interface) der senere blev til MIDI­standarden.  14
 
MIDI­signalet indeholder beskeder om toner, pitch, hastighed samt kontrol­signaler om volume, 
vibrato etc. MIDI­signalet er således ikke en “lyd” eller en optagelse af noget, men snarere data 
der fortæller om, hvordan et signal skal tolkes elektronisk og musikalsk. Det er op til softwaren 
eller hardwaren at fortolke og afspille signalet. Signalet kan fortolkes forskelligt af hardware, og et 
signal er derfor ikke nødvendigvis en specifik lyd, men en tone samt besked om hvordan tonen 
skal udføres. 
 
14 Huber, David Miles: 2007. 
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Figur 1  15
 
 
Ved Figur 1 er vist et eksempel på et setup af instrumenter, launchpads og synthesizers, der er 
forbundet til to MIDI­interfaces. Via USB sender MIDI­interfaces signaler til PC’en, der behandler 
signalerne, sammensætter og synkroniserer. 
Der skelnes her mellem to forskellige overførsler af MIDI­signalerne, digitalt og analogt. Analoge 
signaler bliver transmitteret gennem et 5­polet stik. Signalerne kan dog også digitaliseres, fx. 
gennem et MIDI­interface såsom en MIDI­switch, der har output i form af USB, Firewire eller 
Ethernet.  
 
I installationerne senere beskrevet, fungerer MIDI som signalet mellem instrumenter og PC. Det 
er det kommunikative link, der gør eksempelvis forståelsen af et slag på en tromme forståeligt for 
en computer, der fortolker det til lyd og i sidste ende musik. 
I mine installationer benytter nogen af instrumenterne, der optræder i installationerne, sig af 
MIDI­signaler. Jeg vil senere beskrive hvorfra signalerne opstår og hvilke processer, der fører 
dem videre for til sidst at blive et visuelt eller auditivt output, der kan høres af brugerne. 
 
   
15 Huber, David Miles: 2007. 
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Java 
Et computerprogram er skrevet i et programmeringssprog, som bruger internt afhængige 
symboler og ord til at eksekvere løsninger. Java er et relativt nyt sprog – det blev initieret af 
James Gosling fra Sun Microsystems (i dag Oracle) i 1991, og introduceret til den almene 
befolkning i 1995   16
  
Java­sproget er suppleret af et ekstra ’bibliotek’ af software, som kan hentes ind i 
designprocessen til udvikling af programmer – det kaldes the Java API (Application Programmer 
Interface) eller i daglig tale the standard class library. Det er via dette bibliotek vi kan lave grafik, 
interagere med databaser og kommunikere via netværk   17
  
Alle Java­programmer har fællestræk; f.eks. er de alle defineret af ’classes’. Class­definitionen 
findes mellem den første bracket og den sidste i programmet. Alle Java­programmer har også 
en hoved­method ­ en overordnet samling af programmerings­statements, der har fået et navn ­ 
som er den, der starter processeringen. Alle de programmeringsstatements, man har indskrevet 
i programmet, bliver afspillet én af gangen i rækkefølge på baggrund af den valgte method, indtil 
programmet er færdigt. Den overordnede metode i Java er public, static eller void   18
Processing 
Processing er et open source programmeringssprog, baseret på Java. Det fungerer som et 
“elektronisk tegnebræt” for digital kunst, visuelt og interaktionsbaseret design. Processing er en 
simplificeret udgave af Java, der har til hensigt at få ikke­programmører til at starte med 
programmering, gennem visuel feedback. I processing genkendes også beskeder fra TUIO 
protokollen, som jeg vil beskrive i følgende afsnit. 
Tangible Teknologi 
TUI(O) 
TUI (Tangible User Interface) kan forklares som fysisk interageren med digital information.  
Et håndgribeligt objekt får typisk en form for effekt, enten i form af lyd eller billede, der er digitalt 
medieret.  
TUIO (Tangible User Interface Objects) er en protokol baseret på UDP, der bruger SET og ALIVE 
beskeder til at beskrive et objekts position, hastighed, rotation, osv.  
Brugen af TUIO og reacTIVision framework ses oftest brugt i tabletop installationer. I disse 
installationer bruges objekter, der ved hjælp af en stregkode kan aflæses af software fra en 
real­time streaming, der foregår under bordet. 
 
16 Lewis, John, William Loftus, and S Abirami: 2012. 
17 ibid. 
18 ibid. 
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ReacTIVision 
ReacTIVision kan beskrives som: “A Computer­vision framework for table­based tangible 
interaction.”  ReacTIVision er et open­source framework for genkendelse af såkaldte fiducial (en 19
slags stregkoder) på bord­baserede interaktive installationer. ReacTIVision genkender 
stregkoderne visuelt, ofte gennem live streamede billeder fra et webcam eller kamera, og kan 
kodes til at sende et output når disse fiducial genkendes.  
 
Figur 2 
På figur 2 er afbilledet et setup; stregen symboliserer en flade, som regel matteret plexiglas, hvor 
tangibles (håndgribelige objekter) lægges. Disse tangibles mærkes på undersiden med en 
fiducial, som kameraet filmer fra undersiden af bordet. Outputtet fra kameraet sendes til en 
computer, hvor reacTIVision softwaren læser fiducial. I Processing programmes så en handling 
udføres, alt efter hvilken fiducial der bliver læst af reacTIVision.   20
I ovenstående eksempel er softwaren TUIO også installeret, der skaber en visuel repræsentation 
af reacTIVision output, og eventuelt kan projekteres tilbage på bordet. Derved kan tangibles 
visuelt belyses med farver eller effekter, så snart de er genkendt af reacTIVision. 
 
19 Kaltenbrunner, Martin, and Ross Bencina: 2007 
20 Kaltenbrunner, Martin, and Ross Bencina: 2007 
12 
Kapitel 4: Analyse 
I følgende afsnit vil jeg beskrive hvilke krav, der bliver stillet for brug, læring og oplevelse til 
installationerne. Disse krav udspringer af den performative tilgang, hvor jeg vurderer hvilken 
oplevelse jeg ønsker, at brugerne af installationerne skal have. Kravene udspringer og baserer 
sig på performativ teori, som jeg kort vil gennemgå for at skabe et grundlag for senere analyse 
af installationerne. Både det performative aspekt samt det datalogiske vil skabe grundlag for, 
hvordan designet kan ændres og forbedres. 
Kravspecifikation 
Manipulationer og effekt 
Kravene baserer sig teoretisk på udsagn fra blandt andet Stuart Reeves, der studerer social 
interaktion og digitale teknologier på Nottingham Universitet. Reeves’ forskning baserer sig på 
cases i installationer og spil. Begreber som secretetive, expressive, magical og suspenseful 
udtrykker samspillet mellem installation og performer. Brugeren kan for eksempel opfatte en 
installation som magisk, fordi der ikke er sammenhæng mellem brugerens input i forhold til 
output. Brugeren vil opleve, at et tilsyneladende manglende input alligevel genererer en effekt, 
hvor man modsat kan opleve en interaktion som suspenseful hvis der er en lille eller skjult effekt 
ved ens interaktion . Reeves benytter følgende koordinatsystem til at holde installationers effekt 21
og manipulationer op mod hinanden:  
 
Figur 3   22
21 Reeves, Stuart et al: 2005 
22 Reeves, Stuart et al: 2005 
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Alt efter forholdet mellem manipulationer og effekt skaber det en forskellig oplevelse hos 
brugerne.  
Leg og spil 
Erik Kristiansen fra Roskilde Universitet studerer i sin tekst “Om Spil”  hvordan vi underholdes 23
af lege og spil, og hvilke synlige og usynlige rammer der påvirker os i legen. 
Kristiansen bruger begrebet leg om den drivende kraft, hvor deltagere i alle aldre udforsker den 
kreative del af et spil. Begrebet ritualer relaterer sig til hvilke regler, der skaber rammerne for 
legen, så legen kan genskabes eller konkurreres i. Tilsammen udgør leg og ritualer et spil:  24
 
“A game is a rule­based system with a variable and quantifiable outcome, where different 
outcomes are assigned different values, the player exerts effort in order to influence the 
outcome, the player feels emotionally attached to the outcome, and the consequences of 
the activity are optional and negotiable”   25
 
Installationerne vil jeg senere analysere som en form for spil, og det er derfor nyttigt at tænke 
over installationerne i kontekst af, hvilke ritualer og regler deltagerne oplever. 
 
MIDI og TUIO 
Som beskrevet i teorien fungerer MIDI­signaler med software (Ableton/GrandVJ) samt hardware 
­ trommesæt. TUIO er en allerede udviklet protokol baseret på UDP, der egner sig specielt godt 
til Tabletop installationer, og derfor er et naturligt valg. 
Med kenskabet til, at TUIO og reacTIVision er gode bud på løsninger til tabletop installationer, var 
de det umiddelbare valg til designet af Reactable og DJ vs VJ. Som beskrevet i teoriafsnittet 
benytter disse sig af TUIO protokollen, der kan arbejdes med i reacTIVision, TUIO­softwaren og 
Processing.  
Valget af MIDI som internt signal i computeren er baseret på, at de også kan tolkes af eksterne 
instrumenter. Det simplificerer designet, at alle programmer i computeren, der skaber lyd eller 
billede, kan tolke disse signaler. Samtidigt er det vigtigt for at arbejde sammen med et ekstern 
instrument i form af et trommesæt. 
Opsummering 
Med installationerne ville jeg sigte efter at ramme en oplevelse, der kunne defineres som 
expressive ved en tydelig sammenhæng mellem manipulationer og effekt. Det vurderer jeg giver 
en umiddelbar tilfredsstillelse hos brugeren og en nem indlæringskurve. Det er nemmere at 
23 Kristiansen, Erik: “Om Spil.” 2007. 
24 Kristiansen, Erik: “Om Spil.” 2007 
25 Juul citeret i Kristiansen, Erik: “Om Spil.” 2007 
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forklare brugerne installationens “regler”, hvis der hurtigt kan ses en sammenhæng.  
 
Jeg har valgt at bruge MIDI­standarden som overførsel af data mellem instrumenter og 
computer, da det som standardiseret sprog kan forstås disse to entiteter i mellem. Ydermere 
kan computerens interne software, såsom Processsing, Ableton og GrandVJ, alle forstå og 
afkode MIDI signaler. Der er derfor ingen forhindring i at musik­instrumenter, der kan afsende 
MIDI signaler, kan medieres digitalt til både at levere et visuelt og/eller auditiv output. 
 
Installationerne skal: 
● være hurtige og nemt tilgængelige 
● have en nem indlæringskurve 
● være TUI­baserede 
 
Installationerne må gerne: 
● udtrykke egne ritualer for legen 
● overraske, pirre nysgerrighed  
● være expressive 
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Kapitel 5: Den iterative proces  
I metodekapitlet har jeg beskrevet teoretisk, hvordan jeg arbejder i en iterativ proces med 
udviklingen af Reactable installation. I dette kapitel vil jeg forklare, hvordan det udspillede sig i 
praksis. 
 
Jeg beskriver i det nedenstående Reactables tre iterationer; 1. iteration er ideen, prototypen og 
den første feedback. 2. iteration, der er hovedfokus i dette projekt, er redesignet og testen i 
forbindelse med Collacertseventen. Den sidste, 3. iteration, er “fiktiv”, hvor jeg vil beskrive 
hvordan Reactable kan ændres til fremtidig brug på baggrund af testen og feedback fra brugerne 
i 2. iteration.  
 
I dette afsnit vil jeg også inkludere DJ vs VJ­installationen, der dog kun har to iterationer. Jeg 
udviklede prototypen til Collacerts eventen, og DJ vs VJ­installationen vil også have en fiktiv 
fremtidig iteration. Se bilag 4 for performative præsentationer af installationerne. 
 
 
Reactables designproces 
1. Iteration 
Research 
Navnet Reactable er en sammentrækning af ordene “React” og “Table”, altså et bord, der 
reagerer. Konceptet blev udviklet i 2003 af et spansk team og fremvist ved International 
Computer Music Conference i 2005.  Med inspiration i denne installation, udviklede jeg en 26
prototype af et sådant bord, ved en workshop i Tangible Computing i 2009 på Humtek. 
Temaet for workshoppen, Tangible Computing, tillod os at udforske Tangible User Interfaces og 
udvikle prototyper, der blev fremvist efter endt kursus. Ved introduktionen af samspillet med 
håndgribelige objekter og frembringelsen af musik var min nysgerrighed pirret.  
Prototype 
26 www.reactable.com/history 
16 
Den første prototype af Reactable­designet i workshoppen var meget rå, et eksempel på “rapid 
prototyping”. De udprintede fiducial stregkoder var printet på A4­papir, klippet hurtigt ud, og tapet 
fast i bunden af udskåret flamingo. Under det matterede plexiglas, holdt oppe af to bukke, befandt 
sig et kamera monteret i en æggeholder og en computer.  
Principielt har koden, der er skrevet i Processing, som udgangspunkt ikke udviklet sig særligt 
meget. I vores første eksperimentelle fase havde vi dog implementeret en række features, der 
senere blev taget ud. 
Feedback 
Ved workshoppens afslutning, var der arrangeret en “showcase”; en mulighed for at studerende 
og vejledere på Humtek kunne opleve produkterne af de forskellige workshops. Det fungerede 
samtidig som en mulighed for observation og feedback på prototypen af Reactable, der ledte til 
en del rettelser både i kode og fysisk. 
Det blev observeret, at ved instruktion kunne deltagere forstå en sammenhæng mellem at lægge 
en fiducial på et bord, og afspillelsen af en lydsample. Selve konceptet og brugen af bordet kunne 
altså videregives. Der var flere vanskeligheder i at forklare samt styre de andre features, jeg 
havde designet til bordet. En enkelt fiducial kunne styre tempoet på alle samples. Det var et 
problem, da de afspillede samples er designet til at køre i et specifikt tempo, og derfor kommer til 
at lyde forvrængede ved andre tempi. Samtidigt er det mere leg end brugbart at sætte tempoet 
op, da genren ikke længere lyder “som den plejer”. 
Koden var også skrevet således, at der var en “STOP” klods for de forskellige grupper af 
samples. Det skyldtes en mangel på viden omkring de mange features i programmet Ableton, 
der står for afspilningen af musik. Hvis man skulle stoppe en sample var det derfor en 
stop­fiducial. Det besværliggjorde oplevelsen for mange deltagere og ødelagde flowet i 
musikken. 
2. Iteration 
Redesign 
I forbindelse med eventen  “Collacert ­ A Collaborative Concert”, afholdt d. 12 november 2012, 
blev Reactable redesignet. Jeg ville give publikum en forbedret version af bordet, hvor 
grundideen om at “spille musik med brikker” blev bevaret, men funktionaliteten og designet af 
bordet virkede nemmere og mere professionelt. Således kom Reactable 2.0 til live: 
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Ovenfor ses et billede af det endelige bord, fremvist og afprøvet til Collacerteventen. 
Installationen er nu en plexiglasplade på et bord, udskåret i midten, for at fiducial kan filmes 
neden under bordet. Fiducial er påklistret små udskårne plexiglasstykker, der er markeret med et 
ikon og farve på oversiden. Det er derfor nu muligt at se hvilket instrument brikken tilhører i 
kategorierne bas, trommer, vokal, melodi og guitar. Ved pålægning af en fiducial udsender koden 
i processing en MIDI­note til Ableton. Modsat sendes også en note når brikken fjernes om, at 
brikken ikke længere er aktiv. Ableton reagerer ved at slukke for samples i denne kategori. 
 
For at give et indblik i bordets tekniske baggrund, valgte jeg at projektere reacTIVisions billede, 
der modtages fra PS3­EYE kameraet, op på et lærred. Det var derfor muligt at se, hvad der 
skete på undersiden af bordet: 
 
Billeder fra Collacert d. 10 nov 2012 
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Reactable Diagram 
 
For lettere at forstå Reactables mange elementer, har jeg tegnet et diagram. Jeg benytter mig af 
forskellige geometriske former for rammer. Trekantede former repræsenterer lyd, runde 
repræsenterer visuelle elementer og firkantede repræsenterer programmer. 
I boksen ses pc’en, der er hovedansvarlig for Reactables virken. Øverst og først i boksen er 
reacTIVision, der modtager visuelt input og dekoder hvorvidt der ses en fiducial eller ej. Dette 
input stammer fra et kamera, her et PS3­EYE cam. Dette valgte jeg, fordi det økonomisk var et 
godt kamera, der kan optage i 60 FPS. Dette giver en hurtigere reaktionstid og en overordnet 
bedre performance for hele systemet. 
Via TUIO­protokollen sendes signal videre til henholdsvis Processing og TUIO­softwaren. 
TUIO­programmet er dét, der visuelt fortolker fiducial som figurer på et blankt hvidt billede. Det 
gør det nemmere at afkode for mig, hvilket fiducial, der bliver genkendt, og hvor de befinder sig 
på plexiglaspladen.  
I processing koden bliver TUIO­input fortolket til MIDI­signaler, der bliver sendt ud i computeren. 
Ekstern software kan genkende MIDI­signalerne og bruges til handlinger som at kontrollere, 
starte og stoppe. Det er med disse signaler, jeg programmerer Ableton til at starte en sample, så 
snart den får et MIDI­signal fra Processing. Fra Ableton sendes derfor analog lyd ud til en mixer 
eller et PA­system ­ Public Address System ­ altså en forstærker og højtalere. 
 
Feedback 
Til Collacerteventen fik jeg mange brugbare erfaringer og feedback fra publikum omkring 
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Reactable. Både som observation, hvor jeg betragtede folks brug af installationen, samt løbende 
at kunne spørge publikum hvad de fik ud oplevelsen. 
Overordnet set var installationen succesfuld. Det enkle udtryk, hvor instrumenter er symboliseret 
med farver og ikoner, gik igennem til brugerne. Det viste sig, at selvom de første brugere skulle 
instrueres i brug af installationen, blev den viden overleveret af brugerne selv til nye brugere. Det 
var således forståeligt hvilke præmisser og regler bordet er tillagt, ved blot at betragte bordet eller 
spørge ind til dem, der brugte det i forvejen.  
En gruppe mennesker efterspurgte større funktionalitet eller features til bordet. Disse brugere 
havde allerede et kendskab til installationen ved samme navn fra Barcelona, der har langt større 
funktionalitet end min. Jeg blev derfor opmærksom på, at man ved at vælge samme navn og 
brand som en kendt installation åbner for en faldgruppe i forventningen til bordets kunnen.  
En anden gruppe af brugerne var nysgerrige omkring, hvordan bordet fungerede. Efter jeg 
forklarede dem de bagvedliggende elementer, afprøvede samme gruppe af brugere muligheden 
for at tage et billede med deres smartphone af en fiducial og dernæst lægge telefonen på bordet, 
for stadig at opnå samme effekt som ved en fiducial. Det var interessant at se, hvorledes 
installationen kunne benyttes uden for de rammer jeg havde tiltænkt den. I dette tilfælde kunne 
det at kopiere en fiducial desværre ikke andet end at være en erstatning, da jeg ikke havde tilføjet 
nogen funktionalitet i programmet, der reagerer anderledes, når der bliver lagt to ens fiducial på. 
Det er dog en fin illustration af, at brugssituationen ændres i virkeligheden til forskel fra 
tegnebrættet. 
Design DJ vs VJ 
Til eventen Collacert valgte jeg at designe en helt ny installation, der hverken var blevet afprøvet 
eller testet før. I og med at eventen tematisk omhandlede forholdet mellem kunstner og publikum, 
interaktionen og sammenspillet mellem dem, fandt jeg på konceptet DJ vs VJ. Ideen bygger på, 
at der skulle være en installation, der tog forholdet mellem publikum og kunstner op direkte. 
Derfor er interaktionen helt bogstavelig ­ publikum spiller musik med en DJ. Publikum har, udover 
at påvirke musikken auditivt, mulighed for at skabe visuelle effekter til musikken i rummet. Den 
professionelle DJ var hovedsageligt ansvarlig for musikken. 
 
Billeder fra Collacert d. 10 nov 2012 
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Praktisk fungerede det ved, at der i rummet var opstillet to elementer overfor hinanden. På den 
ene en DJ ved en pult, med et projekteret billede bag sig, som man ofte oplever det til f.eks. 
koncerter. Det andet element var et trommesæt, uden trommeslager, hvis rolle skulle fyldes af 
publikum. Det var derfor muligt på skift at sætte sig i den varme stol, og i sammenspil med DJ’en 
skabe performancen. Ved et slag på trommen skiftede det projekterede billede bag DJ’en. Nogle 
trommer var programmeret til at styre effekter, andre til at skifte farve og former. DJ’en 
kontrollerede mixeren, så det var muligt at skrue op for lyden af trommerne alt efter publikums 
præstation. Det var derfor en venlig form for sammenspil og konkurrence, hvor DJ’en sørgede 
for en form for orkestration.  
 
DJ vs VJ diagram 
 
På diagrammet ovenfor ses hvordan de forskellige elementer teknisk arbejder sammen. Øverst 
ses trommesættet, der via MIDI sender signaler til computeren, hvor både softwaren Ableton og 
GrandVJ modtager dette input. Ableton kan lave samples og sende videre til en mixer, som set i 
Reactableinstallationen. Nyt i denne installation er det visuelle output programmet GrandVJ 
generer. Det var dette program, jeg brugte til at vise farver, figurer og effekter på skærmen bag 
DJ’en. Ydermere er DJ’en tilsluttet mixeren, og det samlede output af lyd sendes så til 
PA­systemet. 
Feedback DJ vs VJ 
I projektet Collacert i Performance Design beskriver jeg problemer med installation DJ vs VJ, der 
umiddelbart kun er af performativ karakter. Der var et vist socialt pres ved at sætte sig i 
hovedsædet for en installation som ene performer sammen med DJ’en, der gjorde mange 
deltagere utrygge. Årsagen til dette kan være, at det ansås som at indtage en “rolle” som 
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trommeslager ­ og det var der ingen fra publikum, der var. En løsning til dette kunne have været 
at restrukturere trommesættets form, så man nedbrød ideen om at være trommeslager, til blot at 
skifte visuelle effekter ved at slå på en lilletromme eller hi­hat.  
   
3. Iteration 
Jeg har tidligere omtalt 3. iteration som en fiktiv iteration. Det vil sige, at jeg i dette afsnit forsøger 
at opsummere feedback fra 2. iteration, og vil beskrive de ændringer, jeg ville foretage til næste 
redesign. 3. iteration er derfor ikke foretaget, men er forslag baseret på erfaringer fra tidligere 
test. 
Redesign Reactable 
Til Collacerteventen havde jeg valgt at projektere et visuelt live feed på et lærred i samme lokale 
som Reactable. Det var et billede på, hvad der foregik under bordet og et forsøg på at inkludere 
publikum i de bagvedliggende elementer af installationen. Det var dog ikke umiddelbart 
genkendeligt, og deltagerne var ikke særligt interesseret i, hvad der foregik på skærmen. De var i 
langt højere grad interesserede i handlingerne, der foregik ved bordet. Derfor har jeg tænkt et par 
mulige ændringer til visuelt feedback til Reactable installationen. 
 
I Processing er det muligt at implementere video i programkoden. Det betyder, at Processing 
kan afspille en videosample, så snart den modtager et TUIO­signal. På den måde kunne jeg 
have projekteret videosamples på lærredet jeg allerede havde tilknyttet installationen. Disse 
samples kunne f.eks. være videoer af instrumenterne, der blev spillet, og havde hver sin plads i 
det hele billede. På den måde ville brugerne kunne se hvilke instrumenter, der var aktive og 
hvilke, der var fjernede. Som bilag forefindes linket til en kode, der kan bruges til Reactable. 
 
 
 
Ydermere kan Processing selv tegne objekter. De objekter kan projekteres under bordet op på 
selve fiducial. Med denne funktion er det muligt at fortælle brugerne hvilke fiducials, der er aktive.  
En af de problemer brugerne stødte på, var når to fiducial i samme kategori placeres på bordet. 
ReacTIVision opfanger begge dele, da de har seperat ID, men Ableton er indrettet sådan, at kun 
én sample kan afspilles ad gangen. Dette er for at sikre, at alle lyde ikke afspilles samtidigt, hvis 
samtlige klodser lægges på. Det ville det gøre det lettere for publikum at opfange, at kun én 
sample kan være aktiv af gangen, ved at projektere visuelt feedback op på bordet. 
Redesign DJ vs VJ 
Ud fra et datalogisk synspunkt vil jeg argumentere for, at der var for lidt sammenhæng mellem 
det visuelle og det håndgribelig i at slå på trommerne. Jeg ville retrospektivt have valgt klarere 
visuelle udtryk i GrandVJ, for at der kunne opstå en klar sammenhæng mellem disse to. En 
anden løsning havde været at programmere Processing til at opfange trommesættets 
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MIDI­signaler og tegne figurer efter dette. I designprocessen vurderede jeg, at GrandVJs øgede 
funktionalitet ville give et flottere visuelt resultat. Det ikke altid er at foretrække at have et flottere 
visuelt udtryk, frem for et enklere og mere forståeligt. 
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Kapitel 6: Reactable Kodeeksempler 
I dette afsnit vil jeg referere til udsnit af koden og forklare nogle af de vigtigste funktioner.  
 
Koden er nødvendig for at Processing forstår TUIO­signalerne, den modtager fra reacTIVision, 
og omsætter dem til MIDI­signaler, der skal bruges af Ableton til at afspille samples. 
Afsnittet er opsat som i Processing syntax, med dele af koden klippet ud. Jeg har inkluderet 
nogle af de vigtigste funktioner i koden, og udeladt dele der omhandler f.eks. grafisk interface og 
cursor. Det vil derfor mest være kode der relaterer sig til MIDI­signaler og TUIO objekter. 
 
//ProMidi­biblioteket tillader behandling i forhold til at sende og modtage Midi­information. 
//Mididataen modtages og sendes via virtuelle installerede midi­Porte. 
import promidi.*; 
//MidiOut bruges til at sende MIDI­noder. En MidiOut er defineret ved en port og en midi­kanal. 
MidiOut midiOut; 
//Note repræsenterer en node. Den har en midi­port, en midi­kanal, samt en frekvens og en 
hastighed. 
  Note note; 
// TUIO­biblioteket importeres 
import TUIO.*; 
TuioProcessing tuioClient; 
//I denne del af void setup bliver alle midi­porte klarlagt 
void setup() 
{ 
   midiIO = MidiIO.getInstance(this); 
  println("printPorts of midiIO"); 
  midiIO.printDevices(); 
  println(); 
  midiIO.printInputDevices(); 
  midiIO.printOutputDevices(); 
 
// Åbner en midiout ved hjælp af den første kanal og enhedsnavn/ID 
  midiOut = midiIO.getMidiOut(0,0); 
  //størrelse på den visuelle grænseflade(screen.width,screen.height); 
  size(640,480); 
  noStroke(); 
  fill(0); 
   
// Kaldes når der er et objekt der genkendes 
void addTuioObject(TuioObject tobj) { 
//identicerer objektets ID,  X­ ogY­akse samt rotation. 
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  println("add object "+tobj.getSymbolID()+" ("+tobj.getSessionID()+") "+tobj.getX()+" 
"+tobj.getY()+" "+tobj.getAngle()); 
  if(true) 
//Hvis Fiducial med ID 1 genkendes afspil Note 1,1,1 (midi­kanal, frekvens, hastighed) 
if(tobj.getSymbolID() == 1) 
{ 
  note = new Note(1,1,1); 
//Send noden til applet   
 midiOut.sendNote(note);  
} 
// Kaldes når der er et objekt der fjernes 
void removeTuioObject(TuioObject tobj) { 
  //println("remove object "+tobj.getSymbolID()+" ("+tobj.getSessionID 
  if(true) 
  { 
 if(tobj.getSymbolID() == 1) 
{ 
  note = new Note(2,2,2); 
   midiOut.sendNote(note);  
} 
// Dette kan bruges til at give melding om at et objekt flyttes, for at give en ny action. 
void updateTuioObject (TuioObject tobj) { 
println("update object "+tobj.getSymbolID()+" ("+tobj.getSessionID()+") "+tobj.getX()+" 
"+tobj.getY()+" "+tobj.getAngle() 
   +" "+tobj.getMotionSpeed()+" "+tobj.getRotationSpeed()+" "+tobj.getMotionAccel()+" 
"+tobj.getRotationAccel()); 
note = new 
Note(int(tobj.getScreenX(width)/5f),int(tobj.getScreenY(height)/10f)+60,int(random(1000))); 
 
if(true) 
{ 
  if(tobj.getSymbolID() == 1) 
{ 
  //Når ID er genkendt og det flyttes (ved rotation) send en controller til applet, der fortæller at 
rotationen skal ganges med 20. 20 giver hastigheden af hvor meget der virtuelt drejes. 
  Controller controller = new Controller(1,(int)(tobj.getAngle()*20)); 
midiOut.sendController(controller); 
   //println((int)tobj.getAngle()*10); 
}   
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Kapitel 7: Konklusion 
 
Dette projekt er baseret på en ide om at udforske koncertformatet ved at designe mine egne 
interaktive installationer og fremvise dem til en showcase, Collacert. Ved at undersøge social 
interaktion mellem kunstner og publikum, samt publikum imellem, har et performativt spørgsmål 
åbnet vejen for datalogisk design af installationer, der skulle kunne dette. 
I dette afsnit vil jeg sammenfatte problemformuleringen og kravspecifikation mod de test, 
feedback og analyse­pointerne jeg har beskrevet gennem projektet. Med det forsøger jeg at 
besvare hvorvidt brugernes oplevelse svarede til den, jeg havde planlagt installationerne skulle 
have. 
 
Med installationen Reactable anførte jeg i kravspecifikationen, at den skal være nemt tilgængelig, 
nem at forstå og nem at opleve. Disse krav er baseret på et teoretisk udgangspunkt om, at en 
expressiv installation har en tydelig sammenhæng mellem manipulation og effekt. I brugen af 
Reactable viste denne sammenhæng sig succesfuld for mig som designer. Regler og ritualer for 
brugen af Reactable var ikke umiddelbart til at gætte, hvis publikum blev præsenteret for bordet 
uden introduktion. Dog forstås konceptet let med en kort introduktion, og det var muligt for nye 
deltagere at observere hvordan installationen fungerede.  
Der var dog ikke nok sammenhæng mellem installationens visuelle og auditive output. Konceptet 
med at afspille loopet, samplebaseret musik virkede, men mit valg af visuel feedback virkede 
ikke. Hoveddelen af publikum forstod ikke det visuelle feedback; det projekterede billede af 
undersiden af bordet. Det kunne have været løst ved at give direkte visuelt feedback på selve 
bordet i form af et projekteret billede på undersiden. Dette billede ville afklare nogen forvirring 
omkring reglerne for, at der f.eks. kun må ligge en enkelt sample på bordet af hvert instrument.  
En anden løsning ville være at projektere videosamples på et lærred. 
 
DJ vs VJ installationen led af samme mangler som Reactable. Det visuelle output havde rig 
mulighed for forbedring. Også i denne installation havde det været muligt at programmere det 
sådan i Processing, at der var klar sammenhæng mellem handlinger og reaktion. Det virkede 
sommetider uforståeligt for publikum, hvilke effekter eller figurer, der relaterede til hvilken tromme 
de slog på. Et enklere visuelt udtryk havde hjulpet publikums forståelse af legen og ideen. 
 
Blandingen af TUIO, reacTIVision og Processing var ideelt som mulighed for at udvikle prototyper 
hurtigt og smertefrit. De forskellige elementer havde mulighed for at snakke sammen, og 
ydermere omkode signaler til f.eks. MIDI­signaler. Det gjorde forbindelsen mellem instrumenter 
nemmere ­ som et elektronisk trommesæt. Samtidig gjorde de virtuelle MIDI­porte i computeren 
det muligt at få auditiv og visuel software, Ableton og GrandVJ, til at reagere på input fra et 
tangible user interface. 
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Bilagsoversigt 
 
1. Link til Collacert Performance Design: 
  
http://rudar.ruc.dk/handle/1800/13124 
 
2. Link til Processing kode for Reactable og Reactable Video:  
 
https://drive.google.com/folderview?id=0Bx2OHOfdoOKQVmhCd2d2SHhyT0k&usp=sharing 
 
3. Projektbeskrivelse: 
 
Nedenstående er et uddrag af Performance Design­projektet, der er tidligere beskrevet 
som Del 1. Her kan I læse, hvordan Collacert­performancen er tænkt og eksekveret. 
 
“Dette projekt er et studie i livekoncerten; med udgangspunkt i en nysgerrighed om, hvordan man 
kan lege med “liveformatet”, har projektet ændret sig fra at omhandle livestreaming af koncerter 
og deling af medier online, til at handle om koncerter med et element af samarbejde mellem 
kunstner og publikum om at skabe musik. Det har altid været et omdrejningspunkt at berige 
koncertformatet med en ny vinkel, en ny feature, et spændende element, der forsøger at bringe 
en utraditionel kant til et traditionelt format. 
I tilblivelsen af dette projekt, har jeg gennemgået flere ideer og løsninger. Jeg vil begynde med at 
beskrive de forudliggende ideer og reflektioner, der gik forud for det endelige resultat ­ eventen 
“Collacerts ­ En Kollaborativ Koncert”. Første udkast er beskrevet som Collacerts I og næste 
som Collacerts II.  
Collacerts I 
Første udgave af ideen om en koncert med et element af “interaktion” udmundede i en prototype 
af et online community, der havde til formål at forlænge koncertoplevelsen ­ før, under og efter. 
Collacerts.com skulle være en platform, hvor det ville være muligt at interagere med andre fans 
og koncertgængere via beskeder, billeder, videoer under en koncert og også samtale og 
interagere med kunstneren imens, før og efter en koncert. Det ville være muligt at ønske numre 
til en ‘setlist’, dele tidligere videoer af koncerter og sende billeder af sin venner i en interaktion 
med koncerten af enhver art. Under koncerten ville det være muligt at skrive beskeder på Twitter 
og Facebook, der ville blive vist på storskærme, samt at se de billeder, der blev taget løbende. 
Efter koncerten ville det være muligt at dele sine oplevelser med dem, som også havde deltaget i 
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oplevelsen, og ens venner, via sociale medier. Man ville kunne sammenstykke et album af 
billeder og videoklip, der ville være med til at forevige oplevelsen digitalt. Kort sagt ville 
collacert.com være et online site, der ville gøre koncertoplevelsen til en oplevelse, der rakte langt 
ud over selve den tidsramme, musikeren slog toner an i, og som manifesterede sig som en 
interaktiv, multimedial og visuel oplevelse for alle involverede med samlingspunkt i musikken. 
 
Jeg har villet bryde med det fastholdte, fastforankrede format med kunstneren i spotlyset og 
publikum i mørket; jeg har villet give publikum en fornemmelse af at være mere med. 
Koncertgæsterne ville nu kunne forholde sig anderledes til sine med­deltagere. Man kan se 
andres, forhåbentligt positive, reaktioner under koncerten, eller billeder, der er taget inden eller 
under, koncerten. Helst ikke som et forstyrrende element, men som noget der ville bidrage til en 
følelse af sammenhold. 
Collacerts II 
Udarbejdelsen af dette projekt tog imidlertid en drejning; jeg ville gerne beholde elementet af 
interaktion publikum og kunstner imellem, men jeg besluttede at ændre strategi for, hvad det 
endelige produkt skulle blive. 
Under min Humanistisk­teknologiske basisuddanelse har jeg deltaget i flere workshops, hvor det 
har været muligt at fremstille installationer, der oftest havde en form for musikalsk drejning. 
Installationer hvor man, uden kendskab til, hvordan man bruger den, og hvad ideen er med den, 
kan frembringe en eller anden form for “output” ­ i mit tilfælde musik. 
Med en forkærlighed for disse typer installationer, og inspiration fra nyere generationer af 
Hum­teks installationer i workshops, fik jeg ideen til at lave en event, der havde fokus på netop 
dette element ­ at publikum er kunstneren. Jeg begyndte at tænke i baner af, hvordan jeg 
udviskede stregen i sandet mellem disse to aktører. Kan man få publikum til at føle sig som 
kunstnere? 
 
Med denne tanke arrangerede jeg eventen “Collacerts ­ En Kollaborativ Koncert” d. 11 november 
2012, og det er dette event, projektet tager udgangspunkt i.” 
 
4. Installationsbeskrivelser: 
 
Nedenstående er et uddrag fra Performance Design­projektet, del 1. Her kan I læse en 
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beskrivelse af de installationer, der er genstandsfeltet for både Collacert­eventen og 
projektets helhed. 
“Reactable 
“Reactable” er en sammentrækning af ordene “React” og “Table”, og er navnet jeg gav en 
installation jeg var med til at designe på en Humtek workshop. Konceptet har taget meget 
inspiration hos en installation ved samme navn, designet og udviklet af et spansk team fra 
2003 og fremvist ved International Computer Music Conference i 2005. 
(http://www.reactable.com/history/) 
Installationen består af et bord med en mat plexiglas plade, hvor man placerer brikker, der 
afspiller et loop af en musik­sample, forskellige efter hvilken brik, man placerer på bordet. 
Brikkerne er farvet forskelligt og har forskellige print, for at indikere om de afspiller 
trommer, melodi, basgang eller vokaler. Ideen er, at brugerne kan lægge forskellige brikker 
på, og udskifte disse undervejs, for at skabe et konstant fornyende stykke musik. Den 
eneste begrænsninger er, at man ikke kan have to af de samme instrumenter på, på 
samme tid ­ det kan komme til at ødelægge musikken ved at være forstyrrende. Flere 
mennesker kan bruge bordet samtidigt, og snakke om hvilke brikker der skal lægges på 
bordet, og undersøge hvordan det virker. 
Teknisk virket bordet ved, at hver brik er udstyret med en fiducial på undersiden. En 
fiducial er en form for stregkode. Under bordet sættes et kamera, der filmer op på 
undersiden af plexiglaspladen, hvor man kan se disse fiducials. Video inputtet sendes 
videre til software der genkender stregkoderne. Dernæst koder man et program, der laver 
inputtet af registrering af fiducials til et output i form af et midi­signal. Dette signal kan 
internt i computeren bruges af for eksempel Ableton, et program der bruges til at skabe 
musik med blandt andet samples (små bidder af musik). Til sidst registreres hver eneste 
stregkode med en sample, og derved afspilles der en sample så snart brugeren lægger en 
brik på bordet. 
 
DJ VS VJ 
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DJ VS VJ installationen designede jeg specielt til Collacert eventen. Konceptet er, at en 
DJ (Disc Jockey) arbejder sammen med en VJ (Video Jockey) om at lave et auditivt og 
visuelt udtryk, der passer sammen og kan fylde rummet, hvor tilskuerne befinder sig. I 
denne installation er der kun en person fra publikum der kan deltage ad gangen. 
DJ VS VJ består af en almindelig DJ­pult, hvorfra DJ’en styrer musikken. Overfor havde 
jeg placeret et trommesæt og en stol, hvor deltageren sidder, og kan spille på 
trommesættet. Ved hvert slag på trommesættet spillede en trommelyd sammen med 
musikken på anlægget, men vigtigere skete der noget visuelt på det projekterede billede 
på lærredet, der fandtes bag DJ’en. Figurer opstår og forsvinder, farver ændres, og 
forskellige filtre kunne styres ved slag på trommerne. Det var således muligt for brugeren at 
være VJ samtidigt med de spille trommer til den musik DJ’en spillede samtidigt. DJ’en var 
professionel og lejet til lejligheden ­ jeg ville ikke overlade den del til publikum, da det er for 
teknisk krævende, og ikke er lige til at gå til. 
Teknisk set virker installationen lidt på samme måde som Reactable. Trommesættet 
sender signal til en computer, der tolker det som et midi­signal. Dette midi­signal 
programmerede jeg et program Grand VJ til at vise et billede eller til at tænde et filter ved 
et slag på trommen, og til at fjerne det igen ved et slag på samme tromme. Outputtet fra 
programmeret projekterede jeg på lærredet. “ 
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