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INTRODUCTION 
I 
INTRODUCTION 
Virtually every phenomenon in nature is described in 
terms of algebraic, differential or integral equations. To 
obtain the solution using exact, closed form or analytical 
methods, in most cases is an uphill task. In such cases 
approximate methods of analysis provide a better alternative 
to find solutions of the problem. With the advent of high 
speed digital computers, approximate methods have 
particularly gained currency. The development of advanced 
tecnologies and the increase in dimensions of the problem 
and costs of manufacturing sophisticated engineering systems 
have forced a parallel development in the field of more 
general and accurate computational techniques. Some of the 
important approximate methods are : finite-differences, 
variational techniques, perturbation techniques and finite 
elements. 
Because of some pragmatic considerations the use of 
finite-difference and variational methods are not most 
suited for several applications. Some examples of such 
limitations are : imposing the boundary conditions along 
curvilinear boundaries in two or three dimensional spaces, 
the inaccuracy of the derivatives of the approximated 
2 
solution, and the inability to employ non-uniform and non 
rectangular meshes. The classical variational methods 
discussed by Mikhlin(1964), and Krylov and 
Kantorovitch(1958) suffer from the disadvantage that 
approximation functions for a problem with arbitrary domain 
are difficult to construct. 
The finite element method obviates the shortcomings of 
finite-difference method as well as the varitional method. 
It provides a systematic procedure of approximation 
functions in subdomains and converting the problem into a 
system of coupled linear and non linear algebraic equations. 
This method has two basic features which account for its 
superiority over other competing methods. Firstly, a 
geometrically complex domain of the problem is represented 
as a collection of geometrically simple but mathematically 
consistent subdomains called : finite elements. Secondly, 
over each finite element the approximation function is 
derived using the basic idea that any continuous function 
can be represented by a linear combination of algebraic 
polynomials. This approach results in the formulation of the 
generalised coordinate finite element method of the 
Lagrangian family of interpolation functions. The procedure 
is further refined by using a natural coordinate system and 
3 
serendipity function to further eliminate internal nodes 
which do not contribute to the inter element connectivity. 
Thus, the finite element method can be interpreted as a 
piecewise application of the classical variational methods. 
The present work is an attempt to study different types 
of approximation functions which are commonly used in finite 
element analysis. There are two important aspects of the 
finite element method. First, that in this method the 
selection of approximation functions for various types of 
elements under development which was initially a haphazard 
affair has now been systematised. Melosh{1961), and later 
Bazely et al(1963) established some conditions and schemes 
for selection of these, approximation functions. A good 
account of these approximation functions have been given by 
Prenter(1975), Mitchell and Wait{1977),and Gallaghar{1975). 
The second is that the procedure makes the computation of 
approximation functions and assembly of all elements in the 
domain as well as the solution of the problem automatically 
on electronic computer. 
Our interest lies in finding a "better' approximation 
for the unknown variable or variables. One of the oldest 
approximation techniques is that of approximating a given 
function f(x) by a finite sum 
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f{x) = c-^i>'^(yi)+C2<i>2^y!-)+-• .+G^<p^(yi) 
of simpler f-anctions <^(>^{yi) about which a good deal is 
known(Fourier,Euler,and Lagrange). These are simple to 
compute. The coefficients Cj^  are constants to be determined 
by constraints imposed on f. The notion of a Fourier series 
derives from this simple but fruitful idea. In this case, we 
write f(x) as an infinite sum 
[ CjjSinakx -f bj^Cosakx ], 
where a is a given constant. 
We usually truncate this infinite series and approximate 
by a finite sum 
f (x)=bQ+c^Sinax-fbj^Cosax+C2Sin2ax+b2Cos2ax-+ . . .4-c^Sinanx+b^Cosanx, 
where the constants c^ ^ and b^,l<i<n.are determined by 
constraints on f(x). 
Instead of taking trigonometric functions, one can take 
recourse to other approximation functions. For example, let 
the 0^{x)'e be the polynomials or piecewise polynomials and 
particularly, if <5t|^ (x)=:x^ ~-'-, 1 < k <n+l, then 
f (x)=c^x"+c^_2x'^~^+ . . .+CJ^X+CQ 
is a polynomial of degree < n and Cj^ 's are again contents 
to be determined by a given set of constraints on f{x). 
Suppose the function f(x) to be approximated is continuous 
on the interval Ca,b] i.e. it belongs to the class CCa,b], 
5 
which is a linear space. Then we may choose functions 
(^ JL(X) ,</>2(x), . . ,(^ (^x) ,froin CCa,b3 such that the approximation 
function 
f (x)=c^<^^{x) -f C2<^,(x)+ . . .•+C^<P^{K), 
belongs to the span of { c^j^  ,<^ ,, . . . ,<^ ^ }, which is a finite 
dimensional subspace of CCa,b]. If {<ji^ ,<^ r,, . . . ,1;^  } is a 
linearly independent set of functions, then X^ ^ = 
span{(^ j^ ,962,... ,<;^y^} is an n-dimensional subspace of CCa,b3. 
If we adopt this technique of approximating f(x) by a 
function f (x)=C2<;^ 2^ '"^ '''^ 2^^ '^ ^^ '^*"'• •''•^ n^ n^^ '^ '^ ^ ^®^ "® have to 
decide whether f(x) is a good approximation to f(x) or not. 
Once we have chosen cjfcj^ (x)'s, our problem is to choose the 
constants c^ ^ in the defintion of f(x) in such a way as to 
make 
j I f - (Cj<^^+C2<;*2'^. . •+Cj^<^n^' ' 
"small' and hopefully to force a unique solution for these 
Ci ' S . 
Since we have n unknown constants to be determined, we must 
impose at least n constraints or conditions on f(x) to 
determine these constants. Moreover, we must choose these 
constraints in such a way that forces ||f - f|| becomes 
small in some sense. 
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SOME MATHEMATICAL PRELIMINARIES 
Polynomial: Polynomials are playing a major role in 
the construction of approximation functions. The basic 
features of the polynomials are as follows 
A real polynomial p(x.) of degree n in one variable is 
a function 
p{x)= aj^ x"+aj^ _-j^ x"~-'-+. . .4-a3^ x+aQ, 
where aQ,a^,...,a^ are real numbers. The polynomial p(x) 
is said to have exact degree n iff ay^=0. Polynomials have 
nice approximation properties, and we state a well-known 
result due to Weierstrass 
The Weierstrass Approximation Theorem 
Given any interval [a.b], any real niomber ^ > 0, and 
any real valued function continuous on Ca,b3, there exists a 
polynomial p(x) such that \\ f - p )| < ^. 
Linear Space 
A linear space is a set of mathematical objects called 
vectors which add according to the usual laws of algebraic 
arithmetic and can also be multiplied by real numbers. 
The Space C[a,b] 
The space C[a,b3 is the set of all functions continuous 
on [a,b]. To define addition and scalar multiplication, let 
a be any real number, f(t) and g(f) are two continous 
functions from CCa,b]. We define f+g and af in the usual 
way. That is 
(f-»-g)(x) = f(x) + g(x) , a < X s b 
and 
(af)(x) = af(x) , a < X <. b. 
Moreover, C[a,b3 forms a linear space. 
The Linear Subspace 
A subset M of a linear space X is called a linear 
subspace of X if 
M is a subset of X and for each x and y in M and for 
any pair of scalars a and b ,ax+by d M. 
A real line passing through the origin is a linear 
subspace of the plane. 
Norm 
A norm is a real valued function defined on a linear 
space X having the following properties for each real 
numbers a and each pair of vectors x and y from X 
1. Mx| |>0 <=> X = 0 
2. Ilaxli=|a|.llxj! 
3. I)x+y|{<>ix||41|y|{ ( triangle inequality). 
Basis for a Linear Space 
Suppose X is a linear space and Bj^ ={xj^  ,Xo, • - - .Xj^ } is a 
set of n vectors from X. The set B^ is said to be linearly 
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independent iff the equation 
implies aj^ =ar,= . . .aj^ =0. If B^ is not linearly independent, 
it is said to be linearly depeiident. 
A linear space X is said to be n-dimensional if it 
contains a set of n linearly independent vectors 
{x^.Xo, . - . ,Xj^ }and every set of (n+1) vectors is linearly 
dependent. 
A set of linearly independent vectors {x.^,X2, • . . ,Xj^ }froin X 
is said to form a basis for X if every vector x in X can be 
written as a linear combination 
x = 0^x^+03X2+-..+c^x^ 
of the vectors x^ ,^ i=l,2,...,n. 
If X is a linear space that is either finite or infinite 
dimensional and B^{<p-^^q(>'p <;^^} is a linearly independent 
set of vectors from X, the span of B is an n-dimensional 
linear subspace of X. The span of a set of vectors 
V"} is the set of all possible linear combinations 
CHAPTER I 
9 
C H A P T E R I 
APPROXIMATION OF LAGRANGIAN TYPE ELEMENTS 
1.0 INTRODUCTION : 
The finite element method, in its most primitive form 
displays the properties similar to many of the well known 
curve-fitting techniques: it narrates an approximation of a 
function in terms of its values at specified sample points 
in the domain of the function and, locally, it generally 
exhibits the function as a polynomial in much the same 
manner as classical Lagrange methods. The common tendency is 
that these classical curve-fitting ideas; applied locally in 
finite element method frees the analyst from geometrical 
complexities associated with functions defined on irregular 
domains and is the major reason that the method has gained 
popularity as a versatile tool for solving general boundary 
and initial value problems. 
1.1 THE LAGRANGE INTERPOLATION FUNCTION IN FEM : 
Probably the simplest and best known way to construct 
an n-th degree polynomial approximation p(.x) to a function 
10 
f{x) in CCa,b] ( where C[a,b3 denotes the set of real-valued 
functions that are continuous on the closed finite interval 
[a, b] ) is by interpolation. Let XQ, Xj^, ---^n ^® (n+1) 
distinct points in the interval [a, b]. Then p(x) ^ P is 
said to interpolate f(x) at these points ( where P is a nth 
degree polynomial ) if p(xj) = f(XJ) for 0 < j < n.For 
example,the second degree polynomial p(x) = - (4 / TL ) x" 
+ (4 / TT) X interpolates f(x)=Sinx at the points x^ = 0, x^ ^ 
= Tl / 2 and X2 - Tl. We now show that such an interpolating 
polynomial always exists and is unique. The above result is 
presented in the form of the following theorem. 
, THEOREM 1.1 
Let { XJ }" ^_Q be (n + 1) distinct points in the 
interval [a, b ] and let { y^ }" .J-Q be any set of real 
numbers. Then there exists a unique polynomial p{x) in P^^ 
such that P(Xj) = y^ for 0 4 34 n. 
PROOF I 
For each 5,0 4 j <: n, let 1^ (x) be the n-th degree 
polynomial defined by 
Ij (X) = ( X - X Q ) ( X - X^)...(X - Xj_^)(X - X^.j^^)...(X -Xj^)./W(x) 
n 
W(X)= (Xj- Xo)(x^ - X^)...(Xj-Xj_;,^)(Xj-Xj^^>...(X^^-X^) 
— ( 1 . 1 ) 
Then it follows for each i and d that 1^ ( x^ ) = '^ ii' 
the symbol S, is known as Kronecker delta, is defined as 
follows 
r 1 . i = 6 
L 0 , i * j 
The equation ( 1.1) can also be written as 
1. ( X ) = n " {( X - X^ ) / ( Xj - X^ )}. 
(1.2) 
Since the sum of two nth degree polynomial is again a 
polynomial of degree <: n, the polynomial p(x) defined below 
is in P„ ^ 
P(x) = '£, yjij(x) — a . 3 ) 
Furthermore, for 0 << i ^  n, we have 
pCXj^) = yQlQ(Xj^) + ... + ^n^n^^i^ 
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= YiliCXi) = Vj 
If f{x) is a function such that f (x^) = Vi' ^ -
0,1,...,n, then it has in P^ an interpolating polynomial of 
the form 
v\ 
P(x) = £ (^''^ j^ ij ^^>- — ( 1 . 4 ) 
To prove uniqueness, assume that there are two 
different polynomials, p(x) and q(x) in P^ ^ such that p(x^ ) = 
qCxj) = yj for 0 ,:C j ^  n. 
If r( X ) = p ( x ) - q ( x ),then r( x ) £ P^ ^ and 
moreover, ^(^-j) ~ P(XJ) - <3{XJ ) = 0 for 0 << j ^ n. From 
Fundamental Theorem of Algebra, r(x) = 0: so p(x) = qCx), 
which condradicts our supposition. 
PROOF II 
Let p{x) = aQ -•- a^ x^ + -t- 'Si >c", where the 
coefficients aj are to be determined. Consider the (n + 1) 
equations 
p(xj) = So + I^'^ J * * ^ n""; 
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Vj, 0 << j << n ..(1.5). 
In matrix form, equation (1.5) becomes 
r 1 2 
f 1 XQ X"O 
1 Xi X 2 1 • 
x % ^ r a o l T v o ^ 
v.n 
C 1 x^ x2^ • - - '^""n J t. a„ ; i^  y„ j 
. . .(1.6) 
Or V a = y where V is the coefficient matrix in (1.6), 
a = [ aQ aj^  ... a^ ^ 3^, and y^ - [ VQ y^ ... Vj^  ] 
The matrix V is called a Vandermonde matrix, and \/ is 
nonsingular when det(V) = n(y^-Xj)40 and XQ. XJ^  , x^ 
are distinct. Hence the equations (1.5) have a unique 
solution for the aj^ s and the polynomial p(x) found by 
solving (1.6) is the unique interpolating polynomial in Pj.^ . 
u 
From the uniqueness of the interpolating plynotnial in 
V^, both (1.4) and (1.5) must yield the same polynomial even 
though it is written in different forms. The form given by 
(1.4) is called the Lagrange form whereas the construction 
of p(x) by (1.6) is known as the method of undetermined 
coefficients. 
We have the following three facts 
(i) If f(x) is itself in P^, then f(x) = p(x) for all x 
by the uniqueness property, 
(ii) It is possible that the unique solution of (1.6) may 
yield a^ = 0 (and possibly other coefficients may 
also be aero), 
(iii) If m > n, there is an infinite number of polynomials, 
q(x), in Pjjj which satisfy 
q(Xj) = Yj, J =0,1, n. 
1.2 ERROR OF POLYNOMIAL INTERPOLATION : 
In interpolation technique generally, we have a given 
function f(x) and (n + 1) dietincts points { x^ ^^1=0 •^'^  
Ca,b3. We may construct in P^ ,^ a polynomial p(x), which 
passes through the points (Xj, f(Xj)), d= 0,1,2,....n. It 
is important to know as to how well p(x) approximates f(x) 
15 
for values of x other than { xi" J=0 in [a, b]. 
Thus if e(x) = f(x) - p(x) is defined tofcethe error 
function, a natural question is this : How large can e(x) be 
for any x in [a,b3 ? If f""*" (x) is continuous on [a,b] , then 
the following result will rescue to this question. Let C""*" 
[a,b3 denote the set of functions defined on [a,b] that have 
a continuous (n+1) st derivative on [a,b3 and use 
Spr{yj^,y2, '^ n-^  ^° denote the smallest interval 
containing yj^,y2»--- • ^Vn-
THEOREM 1.2 
If p(x) ^ P n interpolates f(x) ^ C Ca,b] at (n + 1) 
distinct points {XJ}"J_Q in [a,b3 Then 
e(x) = f(x) - p(x) ={f""*"^ ( i)/ (n + l)!}W(x) 
where W(x) = (x - XQ)(X - x^) (x - x^ )^ and is some 
point lying in Spr{,Xi,X2' ' Xn^-
PROOF 
Let X f x^,x-^, ,Xj^  be a point in [a,b3. 
Define the function g(t) by 
g(t) = [ p(t) - f(t) 3 -{W(t)/W(x)}C p(x) - f(x) 3 
where W(x) = (x - XQ)(X - x-j^ )...(x - x^). Then g(t) has (n 
16 
+ 2) zeros at XQ, X ^ , .Xj^ .'x. The result follows by 
applying Rolle's theorem repeatedly to g(t) that g^""*"•'• ^  (^ )=0 
for some \ £ [a,b].But 
g(n+l)^^ ) = - f(n+l)(^ ) _ ^(n + l)!/W(x)}[p(x) - f(x)] 
Since p{x) is a polynomial of degree n and W is a 
polynomial of degree n+1. Therefore 
f(x) - p(x) ={f""*"^ { J )/(n + l)!}W(x). 
THEOREM 1.3 { EXTENDED ERROR ESTIMATES FOR LAGRANGE 
INTERPOLATES ) 
Let f ^ C'^"^  [a,b] and let p(x) be the Lagrange 
polynomial interpolating f(x) at a = Xg < x-^ <,...,< x^ ^ -
b. Then for each d = 1,2,...,n, we have 
jifd _ p^ ll < h'^ '*"^ "^ {nf^ ""*'^ )l 1 n! /(d - 1)1 (n + 1 - d)!> 
1.3. PIECEWISB LAGRANGE INTERPOLATION : 
We may visxxlize the error estimates for Lagrange 
interpolates that even though h approaches zero as n goes 
to infinity, it simply may not be the case that || f{x) 
p(x) tl goes to zeros as h goes to zero. If fCx) € 
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C""^^Ca,b],i« f{x) - p{x) H i^ I lf^""^^^f {h"^^>/4fn4-l); 
whereas,if f^ C^[a,fo],I If(x)-
P(x)| I^ID" [l+(2h/h)^3||f^{x)f|h^, where h = ( b - a ) / n, k 
is fixed, and b, is a constant dependent on k. Even with 
even mesh spacing ( h = h = h ), the quantity (1 + 2^ )^ can 
outgrows h*^  vey rapidly when k < n. 
Thus if we may require to obtain a very effective and 
popular means of obviating the difficulty to piece together 
Lagrange polynomials of a fixed degree m and force them to 
interpolate the data . Then the function 6(x) is known as a 
piecewise Lagrange polynomial, of degree m. 
Thus we have 
f aQ + a3_x + 4- a^x'" , X Q ^ x^ y^ „ 
s(x) = ! a^^j^ + ajj^ 2^^  + ... + ^2m4-l^m' '"^m "^  '"^ -^  ''^ 2m 
I 
I ao~. 1 n "^ aov,._L'aX + ... + a-: 
' *'2m+2 ^ '*2m+3'^ -r . . . -r 0.2^+2'^"^ ' ^ m -^  "'' ^ ''.Sm 
I 
18 
where the a^'s are constants to be obtained by B(X^) = 
f{X|), i = 0,1,..,n and n is the multiple of m: eg., if m =1. 
then B-i(x) = s(x) is a piecewise Lagrange polynomial of 
degree 1, ( Figure 1.1 ),if m = 2, then s^fx) = B(.X) is a 
piecewise Lagrange polynomial of degree 2,{ Figurel.2 ), 
which means that 
r 
9 
&Q + aj^ x + aox" on [XQ.X^] 
e2(x) = ,' ag + a^x + a^x" on [X2'"4^ 
I 
r 
! ag + ayX + fiigx" oi^  C -'^ 4'-^ 6-^  
j etc. 
such a fit needs n to be even. 
In the same fashion, we may obtain piecewise cubic, 
quartics, quintics, and so on. In all of such cases B{X) may 
not differentiable at some or all of its knots x^. 
Xn-3 Xn-1 Xn 
Xn-2 
FigTare 1.1 
A Piecewise Linear Lagrange Polynomial. 
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X2 X3 H X7 xe 
Figure 1.2 
A Piecewise Quadratic Lagrange Polynomial 
1.4. ERROR ESTIMATES FOR PIECEWISE LAGRANGE POLYNOMIALS : 
Let f(x) be twice continuously differentiable function 
and the mesh spacing be even where f ^  C'^''"-'-[a,b3. Then. from 
Lagrange estimates (Theorem 1.2), we have 
II f{x) - s^Cx) n ;< {II f//(x) \\ / 4}h2 
(1.8) 
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Whereas if f(x) is three times continuously differentiable. 
II f(x) - SgCx) II < {{{ f'^'^^i^) n / 6}h^ 
(1.9) 
The error estimate in equation(1.8) explains that why 
such crude fits as polygonal lines be fairly accurate since 
the convergence of 0(h") is reasonably fast. However, if 
f(x) is not differentiable twice, no such fast convergence 
is ensured. For exsonple, if f(x) is continuously 
differentiable once, then 
\\ f(x) - e^(x) \\ 4 p\\ f''(x) 1 I h, 
and if f(x) is only continuous, then 
n f(x) - B^(x) It ^  Yw(f,h) 
where f>, Y* are some constants. 
1.5 THE COMPUTATION AND CHOICE OF BASIS FUNCTIONS IN FEM : 
We may easily compute the piecewise Lagrange 
polynomials f(x) of degree d with n+i knots 
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XQ<XJ^<, . . ,Xj^,n=pd, for some positive integer p. The one of 
the simplest approach involves the cardinal basis functions 
^^(x), i = 0, 1,2, n, which solve the interpolation 
problem 
^i^^j^ = ^iy 
where i, j = 0.1,,....,n. Every such function is itself 
a piecewiee Lagrange polynomial of degree d between knots, 
and clearly, we have 
f(x) = f(xQ)^ Q(X) + f(x.)^ .(X) 
^ f(>'^ n^  f^ n^ -^ n^  
For example, when d = 1, ^j(x) is the " hat function 
0 X ^ X i-1 
Cj^(x) = 
(x - Xi_i) / (Xj^  - x^_j^),x^_j^ ^ - X < x^ 
^^ i+1 - '^) / ( '^ i+l - >^i^ » - ^ i - l ^ '^  ;< X i+1 
0 > X > x^^;^ 
At the extreme of knots i = 0,n, we have 
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d„fx) 
r 
(X x^,l) / (x„ Xn_i) , X > x^_^ 
•^ 0 < -^  :^  '^ n-1 
<^Q(X) = 
0 X ^ X^ 
(X^ - X) / (Xjj^  - X Q ) , X Q <^  X <. X^ 
In a similar fashion we may construct for higher 
degree, d > 1, the cardinal piecewise Lagrange basis 
functions. And we may easily obtain the algebraic 
expressions for such basis functions of higher degree 
..The basis functions j^^ 's are non dif f erent iable as 
indicated by the presence of sharp corners.Each of the sets 
L^dT) of piecewise Lagrange polynomials of degree d between 
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successive knots of FT is a linear space of dimension 
Cn+1). Specifically the siim of any two functions from 
L^fll), and a scalar multiple of a function in L^ATI) are 
again in L^fFIK It may be noted that B = ^ j^c,, 
^•j^,...,^} is a basis for L^dl), where (6^fx) is the unique 
function in L^dl) solving 
^^{Xj) = Sj^ j , i,j = 0,1,....n. 
CHAPTER II 
?4 
C H A P T E R II 
APPROXIMATION OF HERMITE TYPE EI^EMENTR 
2.0 INTRODUCTION : 
In chapter-I, we have discussed the Lagrangian shape 
functions where the values of the approximating functions 
were given at each sample points. Moreover, in that chapter 
we discussed piecewise linear Lagrange polynomials s-, 
obtained by piecing together linear polynomials 
interpolating at the knots. This led to a fairly good fit to 
a given function. However, there was a drawback to this type 
of approximation- the presence of sharp corners at the knots 
of e-,. This model is unsuitable for many real-life problems 
such as problem of flexures where the continuity of first 
derivative is also essential. One way of overcoming this 
lack of smoothness is to piece together Hermite polynomials 
rather than Lagrange polynomials. Hermite interpolation 
generalises Lagrange interpolation by fitting a polynomial 
to a function f which not only interpolates f but also 
interpolates a given number of consecutive derivatives of f 
at each nodes. 
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2.1 THE HERMITE SPACE H^ "*^  (/\) : 
Let X be the interval Ca,b] of the real line and let 
C'^ CX] denote the space of m times continuously 
differentiable functions defined on X. Let / \ denote the 
discerte set of points in (a,b) defined by 
a = XQ < x^ < < xj^j^i <. = b 
DEFINITION 2.1 
The Hermite space H^'"^(ZX^ is given by 
H^'"^{^)= {g(x)^C'" -^[X]:g(x) is a polymonial of degree 2m-l 
on each interval [x^.x^^j^], i=0,l,2.... N, defined by ZX }. 
This class of approximating functions thus consist of 
piecewise polynomials of degree 2m-l which have m-1 
continuous derivative at the nodes Xj_, i = l,2,...,N. Since 
there are a total of N+1 different polynomials and m 
continuity conditions at each node , the number of degrees 
of freedom of each element of H^'^^fA) is 2mf M+l)-Nm=m( N+2), 
so that the linear space H^"''(/\) has dimension m(M-»-2). 
Thus. a particular element of H ^ ' ^ M A ) will in general be 
defined by making it satisfy m(N+2) linear conditions. 
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THKOREM 2.1 
For any prescribed set of values f^, i=0,1. . . ,N+1. 
k=0,l m-1,there is a unique element g(x)6H^°^'(ZA) such 
that 
D^g(x^) = f^^; i=0,l N+l,k=0,l ,m-l (2.1) 
where D denote the differential operator of order k with 
respect to x. 
If the numbers f ^ are regarded as function values and 
derivatives of order k at the points x^ ,^ i=0.1 N-t-1, 
k=0,1,...,m-l, then g(x) and its derivatives interpolate 
these quantities at each point . Therefore we have a special 
case of Hermite interpolation and since any element of 
can be defined in this way , this explains the 
naming of the space. Theorem 2.1 also motivates the 
provision of a basis for H^'^hA^: for i=0,1, . . . .N-^l,and 
k=0,1, . . . ,m-l , define function J6JJJ(X) by 
^•^^ik^'^j ^ " ^ i j ^ l k ' 1 = 0 , 1 . . . . , m - l ; j = 0 , l . N + l . 
Then ^ i j j f x l 6 H ^ " ^ ^ { A ' ) by Theorem 2 . 1 
EXAMPLE I : 
The elements of H * ^ ^ M A ) are piecewise linear functions. 
Writing f°i=fi, ^io^-^^ = li(x),i = 0,1, N+1, 
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we have 
g{x) = ^ f^l^ (X) (2.2) 
where IJ^(XJ) = 6^^ i,d=0.1 N+i 
Letting h^= ^i+1 ~ -"^ i' ^^® basis functions lj^ {x) are 
explicitly given by 
r (^0 - x)/hQ X Q <: X <c K^ 
lo(x)=^ 
0 X;^  ^ X C$ ^U^l 
0 
^ 0 ^ ^ ^ ' ' ' - i - 1 
fX - X i _ i ) / h i _ ^ , K^_^ ^ X ^ X^ 
l i ( x ) j ( X i ^ j _ - x ) / h i , X i ^ X ^ x ^ ^ l 
0 
' ^ i + l <: ^ <i -"'N+l 
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1N+I(X) = 
0 
( x-x ),'ai N 
X Q <; X < X(^ 
Xjg c< X ^ Xj^^i 
The basis functions 1J(X") are referred to as "hat 
functions" or "roof functions". 
If the partition of the interval Ca,b] is uniform so 
that h^ = h, i = 0,1 ,N, then we can express all the 
functions Ij^ (x) in terms of one " standard " basis function 
l(x). If we define 
r 
1( X ) = 
V. 
0 
1 + X 
1 - X 
0 
X 4; -1 
-1 <• X < 0 
0 X X S 1 
1 < X 
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then it may be ahown that 
1^(X) = 1[ ( X- XQ )/h - i ] 
where i=0,1 N+1. 
It shows that for m=l, the Hermite spaces become a 
special case of Lagrangian spaces. ( see : chapter-1") 
X, X . X • 
FIGURE 2.1 
?>4 
0< 
X 
N;-*! 
EXAMPLE II :. 
The elements of H^ "^ ' (/S.) are piecewise cubic Hermite 
•> 
polynomials. Writing f i -^ i 
^ ^ Q ( X ) = v ^ ( x ) . ^ii^-'^^^ = S i ( x ) ; i = 0 , 1 , ,N+1 
•L-ZQ <. = o 
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where the " value functions " v^(x) are defined by 
i^f'^ J^  = ^ ij 1 
i,i - 0,1,2 N+1 
I>v^ (Xj) - 0 
and the " slope functions " Sj^ (x) by 
S,(xj) = 0 I 
DSi(xj) = 6ij 
i,j = 0,1 N+1 
Letting <^i - ( x - x^ )/ h^_^, fj^ - fx-x^ )/ h^, 
have explicitly 
r 
l+2^3o-3p2^ 
VQC X ) = !^  
we 
xn <; X i^  X. 
X3_ <; X <; x^]^^ 
3t 
0^ '^l ^ i - 1 
VQ(X) 
^ i + 1 ^M X N+1 
Vj^^^Cx) 
FIGURE 2 . 2 
X Q < X ^ X ^ _ ^ 
B^{X) = I h^_j^C(^(l+C(^)' 
^ ' i - l -^  ^ ^ -^i 
hi^i(l-Pi)2 X i <: X < Xi^j_ 
0 
' ^ i - f l >< '^ ^ " N + 1 
V. 
0 '^o ^" '^ ^ ^ i - 1 
l-SoC^i -2dL^i X i _ l ^ X < x j 
V^( X ) = 
) l - 3 ^ 2 _ ^ ^ 2 ^ 3 ^ X i ^ . •6 X <. X 
V 
0 X i + i ^ X < X^^i_ 
0 XQ c< X < X „ 
^ N + l ^ X ) = 
,2 
1-3<*'^N+1 - 2 < 1 . " N + 1 '^N ^ '^ ^ "N- f l 
^ 
r hopo^i - Po)^ X Q < X < X;^ 
S Q ( X ) = i 
-^i <• '^ ^ >^N+1 
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'N+1 ( X ) = 
^N^N+1^1 -^  ^ N+1^' 
XQ <. X < X^ 
-^ N ^  '^  ^  '^ N+1 
If the partition of the interval Ca,b] is uniform and 
h^= h , i=0,1,....,N, then we can express all these basis 
functions in terms of two " standard " basis functions v(x) 
and s(x). We define 
0 x <<: -1 
v(x) - \ 
; (x+i)^(i-2x) 
2, I (l-x)'^(l+2x) 
-1 < X < 0 
0 ,< x < 1 
I 0 1 .< X 
and 
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r 
I 
i(x) = } 
I 
X ;$• - 1 
xfx+l)^ -1 4: X <: 0 
xf l-x)2 0 ^  X ^- 1 
0 1 <$ X 
then it may be shown that 
v^(x) = vC{(x - XQ),/h} - i] 
s^(x) = hs[{(x - XQ),nn} - i] 
2.2 GBWERAL TWO-NODE INTERPOLATION FUNCTIONS : 
We denote a general one-dimensional interpolation 
polynomial ae H'^^'J^J^CX) , where m is the niimber of 
derivatives to be interpolated, k is an index varying from 0 
to m and i cot^ jr-esponde to the node index, ie., the i-th point 
of thd discrete set of distinct points of interpolation. 
For simplicity we consider the case where there are only two 
points of interpolation. We denote the first point of 
interpolation as i= l,(x-j^  = 0 ) and the second point 1 = 2 
35 
(xo = 1) where 1 is the distance between the two p>oints. 
Any function (b(x) shown in figure below can be approximated 
by using Hermite function as 
;^{x) A i = 2 
i = 1 
(pL>-) 
• * ^ 
x^ X X2 
FIGURE 2.3 
( A one-dimensional function to be interpolated between 
points Xi and x^.) 
^( X ) = 2 2 H^'"^i,ifx)0^^\ 
-csl 
(2.3) 
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where ^ \ are undetermined parameters. 
The Hermite polynomials have the following property 
for i,p = 1.2 and k,r ^ 0.1.2 m (2.4) 
where x^ , is the value of .x at p-th node and o^^ is the 
A'ronecker delta. 
By using the property of equation (2.4) the 
undetermined coefficients p^ K appearing in equation (2.3) 
can be shown to have certain physical meaning. Using 
equationf 2.3) derivative of <^(>:) at x = x can be written as 
2 VY> P 
d^^fXp)/dx'^ = 2 2 {d^H^^^j,i(Xj^,)/dx^}^^>^)^ — ( 2 . 5 ) 
-cciW-o 
Using equation (2.4), equation (2.5) can be reduced to 
2, vr\ 
d^^(Xp)/dx^ = ^ 2 2ipSkry^^-'^^^\ 
-P •--(2.6 
Thus ^ p indicates the value of r-th derivative of 4>(>i) at 
sample point x . 
From equation (2.6) ana (2.3) the function ^(x) 
can be expressed as 
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8. vrv 
<j> fx) = ^, £ H^'^\,j^(x)d'^^V('Xi>/dx^' (2.7) 
Hermite interpolation functions find considerable 
application in one- and two-dimensional fstructural-beam and 
plate - bending) problems where continuity of derivatives 
across element interfaces is important. 
2.3 ZEROTH ORDER HERMITE INTERPOLATION FUNCTION : 
The general expression given in equation (2.3) can be 
specialized to the case of 2-node seroth order Hermite 
(Lagrange) interpolation formula as 
2 2. 
<^  (X) = 2 }i^^\^<^^^\ ^t\i^^\^iK) i>(x^) —(2.8) 
To find the polynomials H^*^^QJ^(X) and H'^'^^Q-, (>:). we 
use the property given by equation (2.4). 
For the polynomial H Q-J^(X). we have 
d H Q3^(.\p)/dx - bip&oo - " Ol^-^p'-'^lp 
ie. , 
H^ *^ Q^j^ (X3_) = l and H ^ ° ^ Q ^ ( X 2 ) = 0 P ^  
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Since two conditions are known (equation(2.9)). we 
assume H QJ^CX) as a polynomial involving two unknown 
coefficients as 
H^°^Qj^{x) = aj^  + a2X (2.10) 
By using equation (2.9), we find that 
a 4 = l : an =-1/1 
By assuming that x^ ^ = 0 and x^ = 1. 
Thus we have 
H^ ^^ Q;J^  = 1 - X / 1 —(2.11) 
Similarly the polynomial ^ Q2 ^^^ <^^" ^ ® found by using 
conditions 
H^°^02^'^l^ = 0 and H%2^>^2^ = ^ 
as 
^^^''02^^^ - ^ ''' ^- (2.12) 
The shape of the Lagrange polynomials H Q-J^(X) and 
H^^ Qo(x) and the variation of the function ^(x) 
approximated by equation (2.8) between the two nodes are 
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shown in Figure 2.4 below 
Ho2(x) 
( Variation of Lagrange Polynomials between the two nodes.) 
0(H) 
i«Scx)= WoiCx )<?SOc)-i-14£,xC^) 95CU 
( Variation of i^ Cx) approximated by Lagrange Polynomials 
between the two nodes). 
It is to be noted that the Lagrange polynomials given 
by equations (2.11) and (2.12) are special cases of the 
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more general (n - node) polynomials given by 
n L^(x) = jf (X - Xi)/(xjj - x^) 
2.4 FIRST ORDER HERMITK INTERPOLATION FUNCTION : 
If the function values as well as the first derivatives 
of the funtion are required to match with their true values, 
,the two-node interpolation function is known as first order 
Hermite interpolation and is given by 
£ 1 
«^ (x) = 2 ^ H^^>jji(x)^^^^Xj^) —(2.13) 
<si ks.6 
To determine the polynomials H*'^  QJ^(X), H' Q^CX), 
^ 1 1 ^ ^ ^ and H'^29^-^^ four conditions are known from 
equation (2.4) for each of the polynomials. Thus to find 
H'^^Q-J^(X), we have 
H^ ^^ Ol^ '^ l) = 1' »^^^0l(-^2^ = 0 
dH^ ^^ Qj^ {Xj^ )/dx = 0 and dH^ ^  ^ 0i(X2)/dx = 0 
(2.14) 
Since four conditions are known, we assume a cubic 
equation, which involves four unknown coefficients, for 
H^^^Q^Cx) as 
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H^^^Qj^Cx) = &! -^  agx + agx^ + a^x'"^ ( 2 . 1 5 ) 
By u s i n g e<3uation C 2 . 1 4 ) , t h e c o n s t a n t s can be found a s 
a^ = 1, ag = 0 . ar^ = - 3 / l^ and a^ = 2 / l'^ 
Thus the Hermite polynomial H' 'Q-J^(X) becomes 
H^^^Qj^(x) = (2x^ - 31x2 ^ 3^ 3^  / -^3 ___f2.16) 
similarly the first order Hermite polynomials can be found 
as 
H^^^QgCx) = - (2x2 _ 31x2) / ^3 (2.17) 
H^^\l (x) = (x^ -21x2 + l2x) / l2 -—(2.18) 
H^^\o(x) = ( x^ - 1x2) / 3_2 ___(2.19) 
The variations of the first order Hermite polynomials 
between the two nodes are shown in Figure 2.5. The 
variation of the function approximated by these polynomials 
namely 
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H ( ^ ^ ^ 2 ^ ^ > # ^ 1 ^ / < ^ > ^ — ( 2 . 2 0 ) 
i s shown in Figure 2 . 6 . 
T 
Xia6 Xzal- X i - O X, . l 
A^  
XirO 
J—^-X 
Xx- ^ y, 
F16URE Z'S 
^ ^ ^ " " ^ " " ^ ^ 
*^si^ 
X 
V 
— V 
/ 
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<?^w 
XjssO 
2- ^ U) j \ 
FIGURE 2 . 6 
Xa. : . l 
2.5 SECOND ORDER HERMITE INTERPOLATION FUNCTIONS : 
The second order Hermite interpolation or 
hyperoscul&tory interpolation function matches the function 
value as well as the first two derivative values at each of 
the two nodes with their corresponding exact values. The 
function can be expressed in terms of the interpolation 
polynomials as 
Z 2. 
(2.21) 
,(2) To find expressions for the plynomials H''^ '^^ ..^ fx), we use 
the property 
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d^^^H^2>^^(Xp)/dx^ = Sj^ p Sjjj, — ( 2 . 2 2 ) 
for i,p = 1,2 and k,r = 0,1,2 
Equation (2.22) gives six conditions for each of the 
polynomials H^^\j^(x) and hence H^^^j^Cx) will be a fifth 
degree plynomial. As an illustration, we consider H Q^^CX") 
o '^  4 
H^2)Q^(X) = ai + agx + agX + a4X 
+ a5X^ + 35X5 
— (2.23) 
Since 
= 0, 
01 
.2 _ 
H(2)Q^(XI=0) = l?H<2>oi(X2=l> 
^(2)^^Cx,-0)/dx = 0, dH^2)^^(,^-_i)/dx- - 0 
d(2)H^2)^^(x^-_0)/dx2 - 0 and d(2)H(2^0l(-2 =11/dx" = 0 
(2.24) 
We find that , 
..,. .,=0, a3=0. a,-10/l^«5=^S/l^-^^6 = - - l 
X 1 u(2") /v'i is given by 
ThuB the polynomial H^ QI^^' 
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H^^^Q^ix) = fl^ - lOl^x^ -t- 15 1 x^ - 6x^) / 1^. 
(2.25) 
Similarly the second order Hermite plynomials can be 
determined as 
H^2)^2(x) = (10 l^x^ - 15 Ix^ + 6x^) / 1^ 
(2.26) 
E^^\^{X) = (I'^ x - 6 l^x^ + 8 Ix"^  - 3x^) / l"^  
(2.27) 
H^2)^2(X) = (-4 i2x3 + 7 ix'^  _ 3x5) / ^4 
— (2.28) 
H^2)2^(x) = ( i V - 3 l V + 3 Ix"^  - x^) / 21^ —(2.29) 
H^^)^^^^) = d^x"^ - 2 Ix"* + x^) / 21"^  —(2.30) 
2.6 ONE DIMENSIONAL HERMITE ELEMENTS : 
(1) LINEAR ELEMENT 
If the field variable ^(x) varies linearly along the 
length of a one - dimensional element and if the nodal 
values of the field variable, namely ybj^  = ^ (x = .x, = 0) and 
<^n = ai«(x = Xo = 1) are taken as the nodal unknowns, we can 
use zeroth order Hermite polynomials to express ^(x) as 
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where 
^1 = "^ '^ O^l ^^^ = 1 - X / 1 , 
Ng = H(°^Q2 ( X ) = X / 1 
and 1 is the length of the element e. 
(2) QUADRATIC ELEMENT 
If (^ (x) is assumed to vary guadratically along x and 
the values of 0(x) at three points x-j^ , X2 and X3 are taken 
as nodal unknowns <56(x) can be expressed in terms of three 
node Lagrange interpolation polynomials as 
0(x) = C N 3 0^ ®^  = CNi N2 N33 ^^®^ —(2.32) 
where 
Nj^  !=Lj^ (x) = (x - X2)(x - X3)/(xj^ - X2)(x-j^  - X3) 
N2 = L2(x) = (x - xj^ )(x - X3)/(X2 - x-j^ )(X2 - X3) 
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Ng = Lgfx) = (x - Xj^)(x - X2) / (X3 - X2)(x3-Xj^) 
and 
^fe> = 
I <P2 ' I <> ( x=X2) ! J *^ ^ 
<P3 J I ^ ( x=X3) ! I J < J 
(3) CUBIC ELEMENT : 
If 0(x) is to be taken as a cubic polynomial and if the 
values of ^(x) and dee /dx at two nodes are taken as nodal 
unknowns, the first order Hermite polynomials can be used to 
express ^(x) as 
0 ( x ) =f [ N 3<^^ ®^ = CN3^,N2.N3,N4] — ( 2 . 3 3 ) 
where N3^ =H^ ^  ^O^Cx) , N2=H^l>^^(x) 
and 
! <*1 I^®^ ! <>(x=Xj^) ! 
^<e^ =i ^2 ! = ! d^(x=xj^) /dx ! — ( 2 . 3 3 ) 
! <^ 3 ! 1 <^(x=x2) ! 
! <|>4 I I d<^(x=X2)/dx ! 
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2.7 ERtiOR BOUNDS FOR H^-^h/^) INTERPOLANTS : 
We turn now to the problem of providing a priori error 
t>ounds for the interpolation procedure for the one-
dimensional cubic Hermite case, when fj and f^ correspond 
to function value and derivative of f(x) at x = XJ.The error 
bounds And their higher dimensional analogues are most 
useful in an analysis of finite element method for the 
approximate solution of differential equations, in which the 
exact solution may be regarded as being represented by a 
piecewiee polynomial. 
Consider the differntial equation 
Au = f , X ^ R 
with u = 0 on'^R, the boundary of R, where A is a second 
order linear differential operator. 
Then if A is positive-definite and self adjoint, u is a 
solution iff u = 0 on b R and in addition 
<Au, v > = < f , v > 
where <,> is an inner product, 
for all functions v which also satisfy the boundary 
condition and for which 
2 v , v > = [ v ^ d x = | | v ) t 
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is defined. For e vide class of such problems, use of the 
boundary condition and integration by parts enable the 
equation for u to be written as 
1( u, V ) = < f, V > 
where 1 is a particular bilinear form ( see: chapter iv ). 
For example, in one - dimension if A = - D , then 
1( u,v ) = < i)u,Dv >. The finite element method 
proceeds by representing u(x) by an element of a piecewise 
polynomial subspace, and satisfying this relation for all 
members v of the subspace. If u(x) is approximated by 
A 
U(x) = 2 a^  ^ (^x) 
where ^^{x), , ^n^^^ ^ ® ^ basis for the subspace, we 
have to satisfy the system of linear equations 
n 
£, aj^ K <p^, 9*j ) = < f, 0. >, j = 1,2, ,n. 
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The matrix of the left hand side of this linear syetem 
of equations for a is symmetric if A is self - adjoint and 
will contain inner products of the form < D^J , D<^ j > and < 
^i* "^d •*• ^  consequence of this is that compact support of 
the basis functions is likely to lead to a matrix which has 
the nonasero elements mainly in a band down the main 
diagonal, and this is a desirable structure from a 
numerical point of view. 
"Let the subspace of approximating functions be H^'^M^) 
and let Pj^ f denote the unique element of H^ '^ 'CZi^ ) which is 
defined by interpolation to the numbers f^ = ^ i' ^ i" ^ ~ 
0,1, ..., N+1. 
If there is an underlying function f(x) defined and 
continuously differentiable in C XQ, XJ^ J^^  ], then we will 
assume that fj^  = f (Xj^ ), f^ ^ = Df(Xj_), i = 0,1 N+1,and 
can regard pu as an operator. Then it is possible to obtain 
a bound for I I u(x) - U(.x) | I9 of the form 
M u(x) - U(x) 1)2 < Kll D(u - PH") ) l2llD(w-pj^w)n2 
where K is a constant, and w ^ C^ C XQ, X^ ^^ .^ ^ ] depends on the 
differential equation f Shultz, 1973 ).The provision of an 
Lo bound for the derivative of the error in the Hermite 
interpolant is therefore an important requirement in such an 
analysis. 
For given numbers f^ ,^ ^  i' i=0,1, . . . ,N+1, let W^ denote 
the set 
Wf =i { w(k) 1 w(x) ^ C^Ca,b3,w(x) £ C^ (x^ .x^ ^^ )^ 
i = 0,1,...,N, wCx^) = fj,, Dw(x^) = f^ jL' i = ^ '1 
,..., N+1 } and let WQ be the set of W^ with t^ ~ f^^ - 0, 
i= 0, 1,...4N+I. 
THEdRQK 2.2 
Puf is the unique solution to the problem : find w £ W£ 
to minimize IID^w U^2' 
PROOF 
Clea}7 ly P u f 6 W, l e t w t W b e a r b i t r a r y . T h e n 
I I D^w - D^pj^f (I ^ 2 = n D^w H ^2 - I I D^pj^f I 1 ^ 3 "^  ""^ 
D^Pjjf - D^w, D^pjjf > . — ( 2 . 3 4 ) 
L e t WQ = Pj^f - w. T h e n WQ t WQ a n d s o 
< D ^ W Q , D^pyf > = / D^WQD^pj^f dx 
cX 
= £ / D^WQ DSp^f d x 
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H 
= - S C W0l>%f 3^ "^*"-^  
•CZ.0 
= 0. 
Thus (2.34) gives 
D^w I 1^ 2 - I ^  ^ ^PH^ t 1^ 2 = '^ ^ ^^ w - pj^ f )| |22>0 
(2.35) 
It retnains to show that the minimizer is unique. Assume 
that there exists w £" W^ such that 
I I D^w I 1^ 2 = n D^ pj^ f \s'^2 
Then from (2.35) 
II D2( w - p^f ) n^2 = °-
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and so D'^(w-p^)=0, x G Cx^ ^^, x^ ^^ -j^ ], i = 0,1,2,. .N 
Thus WQ = w - Puf is a linear function of x in these 
subintervals, and since WQ ^ WQ it follows that we must have 
BEMARK : Theorem 2.2 may be used as a basis for the 
computation of the following Lr, error bounds (Shultz, 
1973). Provided that f(x) is sufficiently differentiable, we 
have 
M D^ { f - PH ) 1(2 •:? K^ ""^  ^^"^ MD^fMs' ^= 0'1'2 
(2.36) 
where h = max.h^ .^ 
We now derive the following Leo error bound 
THEOREM 2.3 
If f(x) ^ C'^Ca.b], then 
f - PH^ II<«C< 1/384 h^HD^f ll«. 
— (2.37) 
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PROOF 
In the interval [ x^, ^ i+i ^ ^^ ^^® fitting a cubic 
Hermite interpolating polynomial. Thus 
max II f - PH^II:; 1/4!{ maxlD'^ f Jmaxi ( x - x^ )^( x 
^i-4-1 
<: (1/4! )(hV2'^)max| D'^ f I 
Since this is true for all i, i = 0,1,...., N, 
the result follows immediately. 
COROLLARY 
l{ f - PH^ 1^2-^ ^ y~{b-a) / 384) h"^  II D^ f M * 
Similarly LK error bounds may also be obtained for 
derivatives. It may be shown that 
II D^ ( f - PH^ > n«o^ Cjj h^-^ HD'^f H* 
where k = 1,2,3 and Cj^  is a constant (Birkhoff and 
Priver,1967). 
CHAPTER III 
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CHAPTER III 
SALINE AMD FIMITE EI.EMENT BASIS FUNCTIQMS 
3.0 INTRODUCTION : 
Hiatol?ically the splines were introduced in a paper by 
Sohoenberg (1946), and has been the area of extensive 
applications in Finite Element Analysis. This approximation 
technique resembles a physical process that has been used by 
drafters for many years. The drafters use a thin elastic 
rod ( known as spline ) and a set of weights and place the 
weights on the rod so that the rod must pass over all the 
given data points. The resulting curve traced out by the 
spline, then interpolates f(x) at each point, and smooths 
out B.& much a» possible between the data points. 
Let X be the interval Ca,b] of the real line and let 
C^ C^X] represent the space of m times continuously 
differentiable functions specified on X. Let A. denote the 
following discrete set of N+2 points in Ca,b] as follows 
a = XQ < x-]^  < < X ^ < y^n+i = b. 
56 
DEFINITION 3-1 
The spline space S^^UZ\) is defined by 
S^"^(A) = {g(x) 6 C"~^[X1 : the degree of the 
polynomial g(x) is n on each interval C^ 'M '^ i-f i "^-^  The spline 
approximating functions consist of piecewise polynomials of 
degree n and having (n-1) continuous derivatives at the 
internal knots x^, i=1.2.....N. Thus spline space 
essentially differs from Hermite space in having additional 
continuity requirements at the knots. It may be shown that 
if n= 2m-l, 
''^^^(£^) C H^'^^CA) with S^^^A) = H^^^(A) 
The computation of dimensions of the spline spaces have 
been discussed by Alfeld(1985).It may be shown that the 
dimension of S^'^^A"* is N+n-f2, and any element g(x) of 
S ^ " V A ) cah be uniquely defined by an interpolation 
procedure. The following theorem holds for splines of odd 
degree 
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THEOREM 3.1 
Let m ^ N+2. then for any given set of values f^, 
i=0,l,2, . . . ,N+1, ;.nd f^Q, ^^N+l' k=l>2, . . . ,m-l, there Is a 
unique element gCx) G-S^^^CA). where n=2m-l, such that 
g(Xjj^ ) = f^, i=0,l,2 N+2 
(3.1) 
D^gfxj) = f^^, i=0,l ; k = 1,2 ,in-l 
PROQF 
Given any set of N+n+2 basis functions for s'^^^fZi)^ 
the conditions (3.1) give a linear system of N+n+1 equations 
for the N-t-n+1 coefficients defining g(x). If the system ie 
non-singular then the result will hold. Or, alternatively if 
g(x)=0 is the only element of S ^ " V A ) satisfying (3.1) with 
f^=0 , i=0,l,2 N+1, f^^=0, 1=0,N+1; k = 1,2 m-1. 
If g(x) satisfies this system of equations, it follows that 
j^ [D"^ g(x)]2dx = 0 
So that D'"g(x) - 0 in the interval Ca,b3. Hence. the 
degree of the polynomial g(x) is atmost fm-1), and since it 
h&s N+2(> m-l) seros it should be identically sero. 
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3 .1 CtltilC SPtlNES : 
The simplest piecewise polynomials are the piecewise 
linear functions. Such functions have "corners" where two 
linear pieces meet and generally have no derivative at a 
corner. We shall consider the approximating properties of 
the 'smooth piecewise cubic functions' such functions are 
called 'cubic splines'. Let /^ denote the set of discrete 
points i.n Ca,b] as defined n 3.0. 
Let S = S(^") be the set of all functions s( A^;x) = 
s(x) ^ C^Ca,b] having the property that, in each interval 
[XJ,XJ_J.I3, i=0,1, . . . . ,N, S(X) agrees with a polynomial of 
degree atmost 3. Such functions s{x), we call cubic splines. 
We pass on to state a lemma and then a theorem which 
ensures the existence of a unique interpolating spline under 
certain conditions 
LEMMA 3.1 If «C - f>' the unique p 6 P3 that satisfies 
p(«C) = u^ . p(^^ = ^2 
(3.2) 
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X^ = (x-^)/(P~i() , X2=(x-^)/(^-^) , d-P-e(=K^-K2 
p(x) = X^ gUl^ '^ l-^ SX-) + X^iU2^^^2X2) + 
(3.3) 
THEOREM 3.2 
Given numbers s' Q and e' ^^ -^j^  there exists a unique 
spline satisfying. 
s(f,A;Xi) = f^, i=0,l,2 ,N+1 (3.4) 
and 
e'''(f,A;x^) = B'\, i = 0, N+i ---(3.5) 
PROOF 
Consider the interval [ X Q , X ^ ] . We choose s(x) to agree 
with the cubic that has values f Q, f^  at XQ, X-J^  
respectively. whose derivative at XQ is s'Q and whose 
derivative at x^ has a value chosen so that the second 
derivative of this cubic at x^ agrees with the second 
derivative at x^ of the cubic chosen for [x-j^ .x^ l, when 
this cubic for [x^,x^J has values f^, fr^ at x-^, x^ 
respectively, its derivative at Xn is chosen so as to 
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further this process to [x^.xg], etc. The point of the proof 
is to show that a simultaneous choice of the derivatives at 
xj^.x^, x^ that carries out this process is possible. 
We now proceed to do this. 
In CXJ,XJ^J^1, j=:0,l,2, ,N, let s(x) agree with the 
cubic p, which satisfies 
p(Xj) = fj . Pf'\i4.l) = f.1 + 1" 
p/(x^^) - f/^ . P''^ -\i + l^ = e''j + l 
where s'j,j= 1,2. N,remain to determine 
Then, by substituting in Lemma 3.1, we obtain, for x^ 
4: X :< ^ J + 1' 0=0,1.2, N, 
e(x) = f^.j C {x-x_j^ j^ )2/(,A,Xj)2 + 2(x-Xj)(x-x^ ^^ -^ )"/(/:i.x^ )^3 3 
fj+1 C (x-x^ )^2.,^ ^^ ^^ ^^ 2 _ 2 (x~x^^^iHx-x^^)-/(A.x^^}3 ] 
4 e/j^l [ (x-Xj)2fx-x^^^i)/{/lx3)2 ] 
(3.6' 
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where Z\x^ ~''^ 1 + l""i (3.7) 
Thus 
s//(Xj) =(-6/(./Xx^ )^2>f_^  + {6/(/lx.j)2>fj_^^ 
— (3.8) 
and 
e'''/(xj^ .3_) ={6/{Ax.,)2>fj - {6/(Axj)2>f^^^^ + 
2^/(/i,Xj)}s''^ ^ + {4/(Axj)>s'^^^3^ — f3.9) 
Hence. if 1 = 1,2, N, upon equating e''''(x^ ) as 
calculated from [x^_j^,x^] and [x^ ,Xj^ j^^ ] tay means of (3.8) 
1 - J^ and (3.9), and writing Z\f-t = f^ .i - f-A- we obtain 
-^^i^^i-l ^ 2( A^Xi + AXi_i)s-''i + Zlx^.^e-^^;^ 
3 [ AXi /AXi_ i A f t - l "^  Z^^ l - l ' ^^^ i ^ ^ i 3 
( 3 . 1 0 ) 
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a system of M linear equations for the N unknowns s' •, , 
e' 2 '^'N* "^ "^  matrix of the system (3.10) has a quite 
special form. All its elements are non negative and it is 
tridiagonal and diagonally dominant : ie. , in each rov/ the 
diagonal element is greater than the sum of all the other 
elements in that row. This enables us to show that the 
matrix is non singular, and hence that (3.10) has a unique 
solution. Suppose the matrix were singular ; then its 
column would be linearly dependent vectors in N space. That 
is, if a<. ar, a^^ are the column vectors of the matrix, 
there v/ould exist numbers Ai^ A9 A M ^^'^ ®11 zero such 
that 
^ A i ^ i = 0 — ( 3 . 1 1 ) 
Suppose that |^^| -> IX^  i , i=l,2 N.The absolute 
value of the J th component of the vector^Aifi^i s a t i s f i e s 
• t i l 
-> lAjl2(Axj -f Axj_i) - lAj-i lAxj - lA.j..ilAxj_i 
-> lAjKAxj + Z\Xj_i) > 0, 
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since /V'} ~ 0' -while (3,11) implies that it is sero. 
This contradiction establishes the unique solvability of 
(3.10) and thus proves the theorem. 
To find the value of s{x) at some point x in the 
interval C^i-^i+l^' '^^^ values of s' j_ and ^' \4-\- '^^ 
determined by solving the system (3.10), are used in (3.3). 
As an illustration of Theorem 3.2, we observe that there 
exists a unique spline that satisfies 
r 0 , i t J 
C .(X. ) = ! (3.12) 
I 1 . i = J 
6.\{XQ) =C'^^(XJ^^^) = 0 — ( 3 . 1 3 ) 
for 1=0,i,2,...,N+1. We call this set of splines the 
fundamental splines for spline interpolation. 
The set of splines, S ( ^ ) , is a linear space. It has 
dimension (N+4), and the functions x. x"', 
CQ(X) ,c., (x), . . .Cj^ j^^ (x) form a basis for it. Let us consider 
t(x) = ax + bx^ + ^^^ aj^Ci(x) ^ S (3.14) 
64 
Also, if s(x) (^ S(ZX) and we write s, = sCx.) 
i=0,1, . . . ,N+l, B' Q - B' (XQ) , e' ^j^^ - 8' (X{^ 4.]^ ) and put -
q(x) = 0.5 {(S'''Q-S'^J^+3^)/(XQ-X{^^3^HX2 + 
{(S/QX{^^1 - B'\^^^XQ)/{X^^-^-KQ)}X 
then ^ ^ P2 ^'^''^ <i'^(^o^ = s'O' *3'''''^ N4-1^ -^ ''^ N+1-
If we write <i^ = q(Xj^), i=0,l,2, ,N+1, the 
uniqueneee proved in Theorem 3.2 implies that 
s(x) = q(x) + ^^(^i - qi)Ci(x) 
<.c O 
Finally, if tfx), as given by (3.14),is identically 
equal to aero, then f (XQ) = f (Xvj+i) = 0- Hence, from 
(3.13), a=b=0. while tfx^) = 0 implies eC^^O, 
i=0,1,2, . . . ,N+1. Thus, X, X'^,CQ, CJ^, *^ N+1 ^^® linearly 
independent and form a basis for S(Z^). 
3.2 SOME EXtREMAL PROPERTIES OF SPLINES : 
THEOREM 3.3 
Suppose that a = XQ < Xj_ < < x^ -^j^  = b and f^ 
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C^Ca,b3. If we take f^^ =f(y.^), 1=0,1,2 ,N+1 and 
consider the spline that satisfies 
s{x^^) = f^ , i=0,l,2, N+1 — { 3 . 1 5 ) 
and 
^/(a) = f'^a), s/(b) = f'''(b) —(^3.16) 
then we have 
a. A 
= j^if'^'^(K) - s'^ /(x) l^dx -—(3.17) 
PROOF 
f^ Cf'''/(x) - s'''/(x) ]2dx = 
''4 
f^ |:f'^ '^ (x)]"dx ~ j^[e//(x)32dx 
- 2 f^s//(x)[f//{x) - s//{x)]dx. 
Integration by parts yields 
/^ 8//(x)Cf''''''(x) - s//(x)3dx = 
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s//(x)Cf'''fx) - s'^ (x)3| 
€k. 
-p8///{x)[f/(x) - e'^ (x)3dx. 
4 
The first term on the right is zero by (3.16), and 
since B''^ ifi a constant in each (x^,x^^^) ,say B^' ' (x) = aC^ ^ 
the secohd term is 
f%A C f'^ (x) - s'^ (x) 3dx = 0 
• y' 
from (3.15). 
Let u C C ^ [ a , b ] s a t i s f i e s 
u ( x ^ ) = f j , 1 = 0 , 1 , 2 , ,N+1 
and 
u ' ' ' (a) = f / ( a ) , u '^(b) = f '^(b) ; 
theri we have 
C50l«)LLARY 
If s(x) is the cubic spline defined by (3.15) and 
(3.16), then we have 
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|^Cu'^/(x)32dx ^ j^[e'^'^(x)32dx — ( 3 . 1 8 5 
A ^ 
with equality holding only for u = s. 
Th0 minimizing property in (3.18) helps explain the 
origirji of the name " spline " for interpolating piecewise 
cubics. The " strain energy" minimized by such splines is 
proportional, approximately, to the integral of the square 
of the second derivative of the spline. 
THfiOREH 3.4 
With the same hypothesis as Theorem 3.3, we have 
f^Cf//(x) - e'^'{x)l^dx^ i^lf'-Ux) -v/'''(x)]2dx 
A A 
(3.19) 
-V- V ( S ( A ) - The e q u a l i t y h o l d s i n ( 3 . 1 9 ) i f and o n l y i f 
V = s + ax + b . 
IPROOF 
Given v ^S(A,^, let the function f - v play the role 
6S 
of f in Hheopem 3.4. The role of s in that theorem is then 
assumed by s - v, and (3.17) tells us that 
f^ [f/'''{x) - v//fx)]2dx -
f^Cs//(x) - v'''/(x)3^ dx 
= j^^[f//fx) - s'''/(x)]2dx 
(3.20) 
(3.19) now follows, and the final statement is true, 
since 
f^ l C e(x) - v{x) ]'•'''' }^dx = 0 
<=> C sfx) - v(x) j''^ '^  = 0 
<^> s(x) - v(x) = ax + b . 
Thua,if approximative power is measured in terms of the 
pseudonorm 
/'^ [g''''(x)]-^ dx , 
the interpolating spline is a best approximation. 
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3.3 CARDINAL SPUNES : 
Let ue conpider n=3 (m=2), then we can define the 
cardinal splines as follows 
Oi(M> = %.i "^  
i i,j=0,l,2 N+1 
,N+1 
DC^CXQ) = PCi^ Xj^ ^^ ) = 0 J 
'N+2^\1^ = %f3^\l^ = ^ ^^=°'^' 
^^ N+2^ ''^ 0^  - DCj^ 3^(Xj^ j^^ ) - 1 
D<=''N4-2('^ N+1^  = DC^^3(-^0^ = '^• 
Then C^(x) ^ S ^ { A ) , i=0,l,2 N+4, by Theorem 3.4 
and for any g(x) given by this theorem we can express it as 
follows 
g(x) = N|^ ^ f^ GiCx) + fVN+2^'^> ^  fVA^lCN+3^-^^ — Ca-2AV 
The cardinal sp3ines do not have compact support. Hence 
the cardinal splines are used as a basis for any cubic 
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spline, and gCx) ^ S (A,) may be expressed as 
Thet^ e are two disadvantages 
1. To find the coefficients a^, i=0,1,2,....N+4 by any 
n^ eans other than interpolation at the knots result 
to to have a system of a linear equations to be 
solved which has a full matrix. 
2. The evaluation of gCx) at an arbitarary point 
involves the summation of all terms. It differs with 
the analogous situation in the Hermite case, when 
the restricted support results in a diagonally 
dominant banded matrix. The coefficients may be 
obtained and subsequent manipulation of the 
expression is easier. 
The ideal basis functions have compact support, with the 
interval of the support should be small, from the numerical 
consideration. And this kind of set of functions is given 
by B-Splines, which are the actual basis functions of 
minimal support for a given degree. Extending / \ by adding 
2n additional points outside X, we may be able to define 
7t 
these eplinee for general n 
DEFINITION 3.2 
The n th divided difference of the function ffx.y) on 
the (n + 1) points YQ, Vi'-'-'V^- ^® provided by the 
recurrence relation 
f(xjy0,y-]^. - . . ,yj^ ) = f(x;y3^,y2 y^)/ (y^-yo^ 
- f(x;yQ,y^, yn-1^ ''' ^^n ~ ^ 0^ 
DEFlNItlON 3.3 
The ith B-Spline, for i=l,2,...,N+n+l, of degree n is 
defined as 
M^^rx) = M(x:x^_^_3^, Xj__^ ,Xi) —-(3.23) 
with 
H(x:y) = (y - x ) \ 
where 
x" = 
r 
I 
1 
c 
x" 
0 
X -•> 0 
X < 0 
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This may be represented in terms of function 
An explicit expression for M ^(x) is provided by 
M^j^(x) = ^{Xj - x ) \ / Dw,^ i{x^ )^ —-(3.24) 
As poilnted out earlier, the B-spline was first 
introduced by Schoenberg, but the general case was explained 
by Curry and Schoenberg (1947). From equations (3.23) and 
(3.24), we can conclude the property of compact support : 
for X ^ XJ , the total sum of all the terms in equation 
(3.24) is zero and for x 4: '"^ i^-n-l' M(x;y) is a polynomial of 
degree n. whose (n + l)st divided difference, is sero. 
Hence the support of MJ.^J(X) is confined in the interval [Xj^ _ 
n-l'^i^-
EXAMPi:.E 
Consider the uniform partition, we may construct the 
cubic B-Splines from, equation (3.23) as follows 
M3^(x) = M<'x;x^ __^  x^) 
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- Iz-h^  {S^ M(x;x^_2) •"'  ^ '^ 
where S = the central difference operator, 
Mg^fx) -(i/h'i)S^C(x^_2 - ^^^+^ / 4! 
= (l/4!h^)[(xj - x ) % - 4(Xj^ _3_ - x ) \ + 
6CXj^_2 - X)'\ - 4(x^_3 - x ) ^ ^ 4-
(Xi_4 - x)3.,3 
The function M i(x) is strictly positive on the 
interval -^^ i-n-l'^ i^ ^  ^^^ ^^ ^^® been discussed by Curry and 
Schoenberg (1966). Let g{x) ^ S^(£^) has a unique 
representation 
g(x) = ^^"^^g^^^^^^j.^ ___(3.25) 
A nice account of the above result (3.25) has been 
given by de Boor and Fix (1973). 
Consider the Hn^^ar functionals/\j^ defined as 
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i = 1,2, ,N4-n+2, 
where g(x) CS'^(A) , X/^ C^x) = (x^_j^ - x) -^^ -i-l ~ "^ *"^ 
^^ satiefiee >ti-n '^^  7i "^  -^i' then it can be shown that 
/.^(My^^(x)) = S^j , i,j = l,2, N+n+1 
It is clear that the set of B-Splines is linearly 
independent on txQ,x^j^^3 ,and eince M^^(x> ^ S^ '(£\'i 
i=l,2, . . . ,M+n+2, they form a basis for S"(A). Another 
useful consequence is that in the representation (3.25) 
a^ =/,^(gfxn, i=l,2, . . . ,N+n+l 
The B-Spline basis has been widely accepted as the 
most appropriate basis for computation in Finite Element 
Analysis. It may be mentioning that efficient. numerically 
accurate methods for the computation of B-Spline values are 
availabe. By using the expression (3.24), we may get a 
numerically unstable process and another approach has been 
proposed by Cox(1972) and it is presented in the form of 
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the fol3.owing resialt 
THgOBEM 3-5 
The recurrence relation 
M^^(x) = (X - Xi_^_^)M^_;^^i_;l_fx) / (x^ - x^_^_^) 
+ (x^ - x)M^_^^i(x) / (x^ - Xi_^_;^) 
(3.26) 
is valid for all values of x. 
If the B-Splinee of degree n = 0 are computed for j=i-
n, i-n+l,...,i, then M^^(x) may be obtained using the 
recurrence relation (3.26). Consider for n=3. we may get the 
following tr^-angular array 
"0,i-3 
"0,i-2 
M0,i-1 
"0,i 
" l . i - 2 
^ l , i - l 
" l , i 
" 2 , i - l 
M9 i 
"3.i 
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The condition of the B-Spline basis has been introduced 
by de Boor (1972) and Lyche(1978). Consider the B-Spline be 
normalised sp that we have 
^ni^-^^ ~ '^"^i ~ '"^ i-n-l^  ^ni^'^^ ' i=l'2, N+n+l 
and let 
•ccl 
DEFINITION 3-4 
K^^^ = supl |g(x,ir)| 1^/ infng(x,a~)|l 
for a specified set of knots given by A , and 
K„ = eup eup^Kj,^^ 
where the suprfimum is taken over all possible Z\. then Lyche 
(1978) has Shown that 
^n / (n + 1)}2"~^'^^ <: K^ ^ - 2(n + 1) 9^ ,^ n > 1 
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Thus the condition number measured by K increases 
exponentially with the degree n. 
It ie SDtnetimes desirable to evaluate the derivatives 
of B-Splines (eg., an approximate solution of a differential 
equation is sought in the form of the relation (3.25)), and 
there also exists a stable numerical methods ; see - Cox 
(1978a) and Butterfield (1976). The evaluation of integrals 
of B-Splines is discussed by Gaffney(1976) and de Boor, 
Lyche, and Schumaker (1976). 
In the same fashion we can construct higher-dimensional 
analogues of the B-Splines is defined by using the tensor 
products. For two-dimension, let us consider the region 
[kQ,Xjq^ j^ lX[yQ,yjj^ j^^  ] of MN points in the region. Then if 
N 4(y), j=l,2, ,M+n+l , are the B-Splines defined on 
the knots {yj}. then a bivariate spline of n-degree may be 
expressed as 
the basis spline'^M^ i^ ^^ '^ n j^^^ ^^^ support confined to the 
region Cyi-n-l''^1 ^ 1^^  j^-n-l'^j ^  • ^ ®®® * chapter-IV) 
Lois Mansfield (see : A2is(1972)) has dicussed a 
local " basis of generalised splines over right triangles 
determined from a non-uniform partitioning of the plane. 
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consider TI foe a partition of the plane into rectangles. A 
basis of piecewise polynomial is constructed over right 
triangles determined by having the property that 
corresponding to each node of TT there is one basis 
function. The support of each basis function is slightly 
less than for the coresponding bivariate B-Spline. thus 
providing a less dense matrix when these functions are used 
as basis functions in the finite element method. The linear 
space Tj-j generated by these bais functions contains all 
polynomials of degree less than k. For a region in 1R~ and 
f c C (v/l), T j-j also contains an element v such that 
ll(f-v)^'-^|l = 0{n~^~^~'-''), i+d < k. 
3.5 AN APPLICATION OF SPLINES IN FINITE ELEMENT : 
Finite element methods, specially, as applied to the 
elliptic boupdary- value problems have become increasingly 
popular. Rather than approximating derivatives by finite 
differences, I'inite element method attempts to approximate 
the solution from a family of spline functions. 
Consider the ordinary differential equation 
Ax(t) = - x//(t) + 7-it) x(t) = f(t) , 0 ^  t <- 1, 
subject to the homogeneous boundary conditions x(0) = x(l) = 
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0, where V~(t) > 0 on [0,13- There is no loss of 
generality in assuming zero boundary values. In 
t)articular, aasuming, x(t) is a solution to Alc(t) = fft) 
subject to the boimdary values "xfO) = «C and x(l) ~ p, where 
f(t) is giv<5n. Let u(t) be any C^CCl] function such that 
U(0) = d and u(l) = f> and let A u(t) = T(t). Then 'k(O) -
u{0) = 0 ='x(l) - ufl) = 0. If x(t) is a solution to the 
homogeneous boundary value problem 
A x(t) = A {"x - u)(t) = ?(t) - f(t). 
Theh xft) " xft) + u(t) solves A "x = f with*xCa) = (^ 
and "x(b) = f>. 
If both V"(t) and f{t) are continuous on [0,1], then 
there is a unique solution x{t) to this problem and x(t) 
belongs to C^[0,1]. Initially we let 
X = { v{t) eC"[0,l] : v(0) = v(l) = 0 }. 
Theh X is a linear subspace of C'"C0,1] containing the 
9 
solution x{t). Since X is a subspace of C^rO.l] as defined. 
It follows that A is a linear operator from Y onto the 
9 
linear space Y = CC0,13. X being a subspace of CCO.l], 
which ib irl t^rn a subspace of Y. Define an inner product in 
Y by 
< f, e > ~ /^o f(t)g(t)dt 
Sine© f~(t] •> 0 i n [ 0 , 1 ] , we can p r o v e 
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that A is £> positive definite linear operator from X into 
Y. In particular, if x 6 X 
< A >:, X > = I^ Q [ -x'^^(t) + T(t).x(t) 3x(t)dt. 
Integrating by parts,we get 
- j^Q x//ct)xft)dt = - x/(t)xft) \^Q + pQCx/ft)32dt 
since x G X, and x(l) = x(6) = 0. It follows from simple 
continuity arguments that 
< A X, X > = pQ T'(t) [x(t)]2dt + j^QCx'^t)]^ dt > 0 
unless x(t) = O.Thus A is positive definite.To prove that A 
is symmetric on X. simply integrate by parts once again. 
That is if x(t) and y(t) both belong to X, then 
< A X, y > = J"^ QC-x''''''{t) -t- tr(t>x(t) 3y(t)dt 
= - x/(t)y(t)|-'-o+f'''0''^'''^t)y'''(t)dt+j^Q<rct)x(t)y(f)dt 
=xrt)y/(t){ ^ Q - [^ QX(t)y'''''''(t)dt + |^Q FT t )X( t )y( t )dt 
=J^QX(t) [ -y''''''(t) + 7--(t)y(t) 3dt 
= < X, Ay >. 
8t 
Thus A is a positive definite and symmetric linear 
operator on X into Y. As such. A defines a new inner product 
<, >A on X, which is defined by 
< X,y >^ = < Ax,y >. 
We know that the Rayleigh -Rits method conists in 
finding the least squares fit x^ j to x in this inner product 
from an N-dimensional eubspace X^ of X. Let -f -^j^ ,562, • - - ,9^} 
be a linearly independent subset of X and let Xj^  = span { 
^^, (^ 2»---'^ N }-We observe that each of the functions <;^^(.t) 
satisfies the boundary values <^^(Q) - <^ C^1) = 0. The 
approximate solution to our boundary value problem is a 
linear combination 
x j ^ = <=l<f>X + c ^ "^2 •^ - • - "^  ^N'^N^ 
/ 
w h e r e c= ( C- j ^ , C 2 ' '^ ^ ">' s o l v e s t h e l i n e a r s y s t e m 
| . i = i ^ *^ i ' "^ .i ^A^i = < y - <?ii >A' 1-^i^N 
or Aj^ c = b, 
where b = (b-j^ ,b2, ,bjq)' , b^ ^ = < y, <p^ > and 
A^ is the matrix < <fi^~ <^ j >^. 1 < i. J <: N. 
Noticing that the right hand side b is known, in 
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contrast to the ordinary least squares fit to x from X^ ^ 
using the non energy inner product <, >, where components 
of thfe right-hand side would he < x, ^^ >, l < i < N . 
In this particular case 
A x(t) = - x^ '^ ft) + e"(t)x(t) 
Thus after integrating by parts we find 
= j^oC- <?s.'''/i{t) + r e t ) 9i>i(t)3^j(t)dt 
= J^ Q [ <;b'''i{t)^ ^^ {t) + 7Tt)^j^(t)^j{t)]dt 
To compute X^. we can first choose a particular N-
dimensional subspace of approximating functions. We choose a 
subspace Xj^  of a cubic spline functions with equally spaced 
knots from a partition 
A : 0 = to < tj^  < < t^ = 1 of [0,13-
Jjfet" SgCZl.) denote the set of cubic splines with knots 
at A,. Wei Hnow that Sg(Z\) is a linear space of dimension (n 
+ 31, Which is spanned by the linearly independent set of B-
Splines { B_3^,PQ, B^ Bj^ .B^ ^^ j^  }, where 
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f ( t - t ^ _ 2 ^ ^ ' i f ^ i - 2 1 ^ 1 ^ i - 1 
B £ ( t ) = 
h^.-f 3 h 2 ( t - tj__j^) -t- 3 h ( t - t^_^)^ -
3 f t - t^. j^)*^, i f tj^_j^<t<t^ 
h*^  + Sh^Ct^^^ - t ) + 3hftj^^^3_ - t)-^-3(t^+;j^-t) ' '^ 
i f t ^ J5 t < t^^ j^ 
I { t ^ ^ 2 - t ) ' j - i ^ - ( 4 . 1 "^  ^ "^  ^•^4. '? 
I 0 e l s e w h e r e 
But Sg(Z\) is not a linear subspace of X because it 
contains spline functions s(x), such that s(0)=s(l) ^ 0. 
Thus we are not interested in all of S^^i J!\), but only in a 
subset of it. In particular, let 
N^ sft) ^3. (A.l) SCO) - sfl) },where 
So(/\,i)=--H^'^^(A). 
We have to find a basis Bv, for Xv,. Since each B^Ct) , 2 
i < n-2 vanishes at x= 0 and x = 1, such B^'s belong to 
Xj^. Thus Bg. B3 ,...,82 serve as part of our basis. The 
functions B_j^  .BQ,B-]^, B^ _-J^ ,BJ.^ , and B^ ^^ j^  are not vanishing at 
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X = 0 and x= 1, so t>ey do not obviously belong either to X 
or to XKJ- However, we may use these six functions to get the 
four additional functions we need to construct a basis for 
X^. In f-articular, we seek constants a,b,c,d, ai,f>,y" and 6 
such that 
^Q(t) = a B_2^ (t) + b Bo^t) 
Bj^ ft) = c BQ(t) + d Bj^ Ct) 
in_l{t) = eCBj^ _3^ (t) + f> Bj^ (t) 
Bj,(t) =XBn(t) -^  S B^ ^^ C^t) 
where B Q , BJ , Bj^_-j^,and B^ ^ s o l v e t h e f o l l o w i n g i n t e r p o l a t i o n 
p r o b letn 
B^( tQ)=0 , B Q ( t j ) = l , B^ ( tQ)=0 , B ^ { t _ ^ ) = l , 
B k - l f ^ i + l > = i ' Kt~l(^n^=^' a n d l ; ( t ^ _ i ) = l , ^ ^ r t ^ ) = 0 . 
There are other choices too but this choice is easier to 
compute. Solving these e<3uations we get 
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B(-,Ct) = BQ(t) - 4B..j^ (t) 
Bj,(t) = BQ(t) - 4 Bj^ft) 
B„_3_Ct) = B^(t) - 4 B^_,(t) 
B^ft) = B„{t) - 4 B^^;^(t) 
Choosing Bj{t) = B^Ct) for 2 _< i <_n-2, we can prove 
that the set { BQ, B^,..., B ^ > forms a basis for X^ .^ The 
finite element approximation Xvi(t) to the unique solution 
x{t) to the boundary value problem is given by 
Xf,jft) = CQBQ(t) -f c^ Bj^ (t) +... +Cj^B^(t), 
where c = f c^ -,,c^ . . . . .c^^)' solves the linear system 
•^^-0 ^ A Bj^. B^ ) c^ = ( f, Bj^), 0 <. i <^  n. 
Since A xft) - ~ x''^'''ct) + r"(t)x(t). integrating by 
parts, we have 
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< A B^, Pj > = [IQ [ - B^Ct) + r(t)x(t)B"i(t)] B^ (^t)dt 
- i'^0^ ^[(t) Bj(t) + ^ (t) ¥i)t) B^ (^t) 3dt 
We may note that if 2 < j) <.n-2, then Bj(t) = 0 for all 
t > ^^^2 ^P"^ fo^ SLII t _< t^_2 and the eame is true of B^ft). 
thus 
< A B^, B^ > = 0, whenever I i - o I 2. "i-
when 0 < i,j < n. The result of this simple argument is that 
the coefficients matrix Aw, 
% =(a'^ ij> = f (A ^^, "BJ )), 0 < i,j S N-
is a seven-banded matrix, and the number of integrations 
involved in calculating the matrix A^ is 7N-12 instead of 
N". With complicated ^ or f, hand computation of the 
integrals » i-j and < f, B^ > with even a modest number of 
knots il9 at best formidable, at worst impossible. and, in 
any event, distaeteful. 
For this reason, we resort to numerical quadratures. By 
this consideration we may able to avoid the inversion of the 
matrix of the same order of accuracy as the error | | x - Xj^  
II. Usually a Gaussian quadrature rule would be suitable. 
CHAPTER IV 
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C H A P T E R IV 
:m. gJLJUNCTIONS IN SKVKRAL VARIABLES 
4.0. INTRODUCTION : 
The Interpolation and approximation of functions of 
several Variables have lately become important due to the 
wide applications in various branches of science and 
engineering, notably - geophysics, digital image processing 
digital filter dsign, computer-aided design and finite 
element method. In all these application, we may be 
required to build-up formulae that can be effectively 
evaluated. Thus we have the following approaches 
(i) Constructing a function that matches the functional 
values at all the data-points.This technique is 
desirable when the functional values at the data 
points are known to a high-precision and can be 
preserved by approximating functions, 
(ii) Constructing a function that appro.ximately fits the 
data. This approach is desirable when the data is 
likely to have errors and require smoothing. 
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4.1- Sdft&AcE FITTING : 
Let f(x,y) be a function of two variables tabulated at the 
points 
(Xj|_,y^), 0 £ i ;£_ n : 0 <_ j ^^m. 
y \ X XQ XJ, 
\_ 
n 
^0 t(xQ,yQ) f(xj^,yQ)... f(x^,yQ) 
f(Kp,,y^) fCx^.y,)... f(x„,y,) 
.Q,yj_; ^ -^-l.-*l 
y'i f(Xf>,y^) f(x,,y^)... f(x„.y^) 
"n'^l 
If we want to estimate f{x,y) in the table,we are faced 
with an interpolation problem. Thus we can construct a 
polynomial irj x and y of the form 
p{x,y) = ^ 2, r^s^ '^  y^' 
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which satisfies p(x^,y^) = f(Xj_,y^), 0 < i <_ n, 0 < .j <_ m. 
Given this result, wa can estimate f(x,y) at fx.y) by f(x,y) 
^ pCx.lr). 
A variation of the problem of interpolating in two 
way table is the problem of approximating a function f(x.y) 
of two-variables J this problem is commonly known as "Surface 
- Fitting'". 
4.2 THB APPROXIMATING POLYNOMIALS ON A RECTANGULAR GRID : 
Consider the rectangle 
R = { (X, y) : a _< X <_ b and c ^ V -^ <i } 
And let 11 and n denote the partitions of the intervals 
• V y 
[a,b] and [c,d] respectively, defined as follows 
Hj^ : a = Xo<xi< <x^ = b 
Tty : c = yo<y^< <:y^ = d 
The set of points 
TI = n^ X TTy = {{x^,y^): i=0,l,2, n; J30,l,2 m } 
form a rectangular grid partitioning the rectangle R. Let 
h^ = max { y^j^+i - x^ : i=0,1, . . . ,n-l } 
and 
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h^ = max { V-j + i - Vj '• j^O, 1, . . . ,m-l } 
be the meeh of the partitions Tl and IT , respectively. 
The mesh of n is then defined by h = max { h^ ., h., > 
and it is the longest side among all the rectangles 
i^i~'-'^ i''^ i+l-^ ^^ yj'^ 1 + 1-' formed tay^the partitions FI,.. and 
I^GRANGE POLYNOMIALS 
Let 1W X) and 1 -; (y) : i=0,1, . . . , n : j =0,1, . . . , m be the 
Lagrange fundamental polynomials of degree n and m 
respectively as defined in satisfying the following 
conditions 
l^(Xp) = Sip : 0 < i, p < n 
IjCVg) = Bjg : 0 < j, q 5 m. 
where S is the Kronecker's delta.Putting 
lij(x,y) = li(x)lj(y) 
It follows that 
m n. 
Pfx,y) = ^ ^ ffXi,yj)li^^(x,y) (4.1) 
is a polynomial of degree n in x and m in y,solving the 
9t 
i n t e l ? t>o la t ion p rob lem 
P ( x ^ , y j ) = f ( x ^ , y j ) , i = 0 ( l ) n , d = o a ) m ( 4 . 2 ) 
This followB from the relation 
1 if i=p and ;5=g 
^ otherwise 
This shoWe the existence of such polynomials. 
TJi^  resiilt for uniqueness may be stated as follows 
THfiO|lKM 4.1 
There exists a unique polynomial of degree n in x and 
degree m in y, solving the interpolation problem M.2) on a 
):*ectangular grid. 
The function l^.j(x,y) : i-0,1. 2, . . . ,n; j=0,l m, 
are commonly known as shape functions or basis functions and 
there are (m+lHn+1") 1^ ^^  's. We now state the following 
theorem. 
TttKOREM 4.2 
The set P^^^ of Lagrange polynomials of degree n in x 
and degree m in y on a rectangular grid is a linear space of 
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dimensioh (in+l)(n+l) with basis {l^ -j •* i=0,l n and 
3-0,1, . . . »tft } . 
We defihe the error as 
(I f - t* Ij = tPax I f(x,y) - Pfx,y) 1 
as well as 
\ D^^DJ^f - D^ '-^ Dy^ P 1 for mixed partial derivatives. 
Let i- (Oil'3 2^ ^® ^ pair of positive integers such that 
Shults (1969) developed methods for rectangular grids 
which are useful for derivation of these estimates. Let for 
each fixed x in Ca,bl and let L^ f^ be the Lagrange 
interpolate to f(x,y) in the y-direction interpolating 
f(x,y) at the knots of 11^. Specifically 
Lj^ffx,y) = S ffx.yjUjfy). 
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And Bifnilarjy for each f ixed y in Cc,d3,we have the 
fol lowing 
TV _ 
L- f (x ,y ) = ^ f ( x ^ , y ) l ^ ( x ) . 
•c=o 
Clearly,We have 
Lf(x,jO = Lj..Lyf(x,y) = 2 S f (x^ ,y^ ^ ) l ^ ( x ) l j (y) 
i s t]ne Lagrangfe i n t e r p o l a t e P (x ,y ) to f { x , y ) on the 
rect^angulaf g^icl def ined in Sec t ion 4 . 2 . 
The operators L„ and L„ commute, so that 
L^hyf- Lytj^ f = Lf = P — M.3) 
Furthermore, if the partial derivative D^^f = ^^f/^^y 
exists at a point fx,y) 6 R , it is seen that 
D^ Vk.ff'^ 'y> = L,,D\,f(x,y) —(4.4) 
y y y y 
ie., the operators Ly and D y commute. 
Similarly, wfe have 
D\L^f(K,y) = Lj^D\f(x,y) — M . 5 ) 
when the partial derivative D j^f exists. 
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Coneidet^ f€ cn+l,m+l j-p^ ^ Since L,,f{x,y) is the 
Lagrange interpolate to f in the y-direction. it follows 
from thfe eri^ or estimates for Lagrange interpolates fsee: 
Chaptfeb-I) that 
I f - Lyf I < {|1 D'^ -^ y^f ^ 1 / 4(m+l)} h'^ -^ iy — ( 4 . 6 ) 
Also from the triangle inequality, we have 
I! f ~ Lf 11 < II f - L^f II + II L^f - Lyf II 
(4.7) 
To estimate the second quantity on the right hand side 
we apply equation(4.3) to get 
Ljjf - Lf = CLj^ f) - Ly(Lj^f). 
But L (Lj^ f) is the Lagrange interpolate of degree n+1 
in the x-direction to L„f(x,y), which interpolates L„f at 
the knots of tl„. 
Again we have from the Lagrange estimates 
II Ljjf - Lf II < {H D.^-^^CL-.f) II / 4(n+l)>h,."^^ 
— (4.8) 
assuming. L„f as a function of x. But from (4. 5 ), D""^ -'-^ J L„f) = 
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h.JtP'^-^:^) ie the Lagrange interpolate of degree m in y to 
red as a function of y with knots at n,,. 
So, we \\a.vB 
II b^-"^^ - K.fD"^^,.f)ll<;-C|tD'"^^yD'^-'^,.fll/4{in+l)}h'"-'^ y 
hence 
II r)^-^^^(L^f) II < II D"+\^flk{\|D'"-'l^,D"-^\^f|l/4{m+l)}h'"+^^,. 
Let 
P>^=max{ til D""-^lyf |l/4f m+1), 1/4(m+1) ] HD"+^„f ij + 
CllD'"-*"^„D""^^^fll/4fm+l)]llh^-*-^^ } — ( 4 . 9 ) 
Cortibining { 4 . 6 ) , ( 4 . 7 ) , ( 4 . 8 ) and ( 4 . 9 ) , w e g e t 
I) f - Lf II = II f - P II < ^ejnmax{ h*^"*"! ,^ W^^^y } 
and i t i s summariTied i n t h e f o l l o w i n g theo rem 
, TTf^ OREM 4.3 
Let f € C"'*"^ '^"'^ C^R] and let P = Lf be the Lagrange 
interpolate of degree n in x and degree m in y to f on a 
rectangular grid tl of R.Then 
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where 
P^ = max {llD°^ -^ lyfll/4(m+l), l/4{n+l)C||D"+lyfM + 
If f ^C^tR] abd m=n,then 
||f - Pll iP^h"-^!.where ^^ = Kr. 
PifiCEWISK LAGRANGE POLYNOMIALS 
The piecewise Lagrange polynomials are commonly used 
a?id they are formed by taking sum of products of piecewise 
basis Lagrange polynomials in the x-direction with piecewise 
basis Lagrange polynomials in the y-direction. We can form 
piecewise bilinear, piecewise biquadratic, piecewise 
bicubic, and so forth, Lagrange polynomials on a rectangular 
grid, provided that the degrees in x and y directions are 
same. Notably each such function vanishes outside atmost 
every four l:>ectangles of the grid. The fact that these 
piecewise polynomials have compact support makes them 
extremely useful for computing approximate solutions of 
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partial differential equations. The error estimates for 
these apptpximates are similar to the error estimates for 
piecewise Lafefange polynomials of one dimensional. 
If s^Cx.y) is the piecewise bilinear interpolate 
Sj^(x,y) = $ $ f(x^,yj )<;e>^ j(x,y) 
where the </>i^ 's are the shape functions, 
then from error analysis (see:last section), we have 
ii f - « i II < ^11^^ 
if f € C^CR], and 
! Di,f - DySj^ 11 < a^^h 
The equation of v^jj(x,y) is defined as 
<^ij(x,y) = 
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I 
I 
! fXi+3^-x)(yj^3_-y)/(Xi^l-Xi)(yj^3^-y.s) on II 
t 
I 
!(x-Xi.,^Uy^i + l-y)/(Xi-Xj^_j)(y^^^^-yp on III 
I 
I 
j (x-x^_j^) {y-y^_j^)/(x^-Xj^_j^) (y^-yj_j^) on IV 
! 0 otherwise 
Bt^P?W;Sfe BICUBIC HEEMITES 
We now come to piecewise bicubic polynomial fj^(x,y) 
subject to the interpolatory constraints 
fj^(x^,y^^) = f(Xj^,yj), 
^f{^(x^,yj) / ^ x = 2if(x^,y^) /cix 
2[fj|fx^,y^) / Sy = "^ffx^.y^) /^y 
di'^f^{x^,y^] / ^x cly = ^ " f (Xj^.y^ )/olx ^ y 
where i , d=:0 ,1 , . . .n . 
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The solution to it is also found by using the basic cubic 
Hermite polynomiala (^^(x) = <P^Q(X) and "V^f x) = <p^^(x), i= 
0,1,...,n in one - dimeneionfsee:Chapter-II). In particular 
f[^ (x,y) = >j f(x^,y^)<p^(K)(p^(y)+ ^ olf (x^ .y^  )/ctx{-y^ x)c^  (y) > H 
which ei^ tabliehee the existence of t^. Uniqueness may also 
be proved feai^ily. 
To obtain the error estimates, let f £c [R], 
li f - f M 11^  Yo^^ 
where YQ = 1/384 T )|D\f+ 24|lD\D2yf|l + llD^ yfl] 
while 
max 11 D^f(x,y) - D'^ f{^ (x,y) H < >^ .jmax{hx'*"'^ x,hy'^ ~'^  y } 
(x,y) G RjL^^ and d = (Ji,J 2^' ' ^  I = v^i + 2^'^ 1-^ 1 "-^ 21"^  
ilJ*f = ai^-i^f/ ax^i ay^2 
and y^j ie a consterl dependent only on the Chebyshev norm 
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of the mixed partial derivatives of order k of f upto k=4. 
BICUBIC SPLINES 
In general, bicubic Hermite polynomiala are 
bicubic? splines. However, we usually define bicubic splines 
to be piecewise cubic polynomials on a rectangular grid 
which are of smoothness C"IE3. The bicubic spline 
interpolate Sv, to f is a piecewise bicubic polynomial 
belonging to C"CR] which solves the interpolation prob<-em. 
for i=0,l,and o=0,l, n; 
0jq(x^,y^) = f(x^,yj), i,j=0,l,2 ,n 
3iBf^(Xj^,y^^ / "Sex - af(x^,y^^> / ax , 0-0,1 n; i=0,n 
asj^(Xj^,yj) / (iy = 3^f(x^,yj) / 3y . i=0,l n: 6=0,n 
3-^ Sjq {X^ , y. ) /d>:dy-d"f {x^, y ^  ) /dxdy , i, J =0, n. 
(4-11) 
We can prove that there exists a unique cubic spline 
1 0 1 
n+1 
solving {4.11) whereB.fx) and Bj(y) are the cubic B-Splines 
Furthermore , we may obtain the error estimates similar to 
those for one-dimensional case. For evenly spaced knots the 
error estimates are 
11 f - S^ 11 < ^.Qh^ 
\\ Df - Dsj^ n < fjj^ h^  
II D2 f - D % B < ^ 2^2 
where ^ Q , ^< and ^2 depend only on the Chebyshev norms of 
mixed partial derivatives of f. 
Also,we may establish the existence of Sv^  given by 
(A.12) solving (4.11). 
4.3 SUPER SPLINES AND FINITE ELEMENTS : 
Super splines are spaces of multivariate splines of 
piecewise polynomials defined on triangulations, where the 
degree of smoothness enforced at the vertices is larger than 
the degree of smoothness enforced across the edges. 
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n 
Given a triangulation Zlu of a set in R~, and given 
integers 0 < r < d, the space of splines of degree d and 
smoothness r on A. is defined as 
S^^(A> = { s ^C^i-SL) : s restricted to each triangle 
belongs to Po }. 
where P^ , IJB thre space of polynomials of total dergree d. 
Consider the subspaces of S^^(jC^) which have additional 
smoothnees at each of the vertices of / \ . These kinds of 
splines are caJLled snpe-r splines, f see: Chui and Lai(19B7) ; 
Chui and He (ISB?)) 
The interest in super splines splines stems from the 
fact that certain super splines spaces coincide with the 
spaces spanned by certain classical finite elements. 
4.4 DIMENSION OF SUPER SPLINES SPACES : 
Let 1^  be an integer satisfying r < £ < d. Suppose that 
the vertices of Z\. are denoted by Vj^,V9....v . Then we 
define the space of super splines of degree d and smoothness 
r, ^ by 
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9 
where in general C^fv) denotes the set of functions defined 
on Jt which are X times continuously differentiable at the 
point. V. From the following result, we can obtain the 
dimension of the super splines 
Let 0 < 2r _< £ and suppose that d >_ 2t+l. 
Then 
.r,£ , ^ ^ , _ r I d-ar-l'i - 3 f' p .^. > , v^  dim{S^ '^ d<'^ ^^  = < ( "^"^'O " ^  ( f-2r ) > Nr 
i "^^ ^ ) >W + ( r+l) ( 2d-4P+r-2) / 2] E 
where 
m = total n\imber of vertices of £:\ 
Nq. = niimber of triangles of /\^ 
E = total number of edges of /^. 
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4.5 CONNECTION WITH FINITE ELEMENTS : 
Consider 0 <. 2r- < !^  and let d 2l 2? + 1. Then we can 
show that the construction of a minimal determining set of 
S^'^^^fZl) using point evaluation of the derivative 
functionals. Suppose the edges of £^ are nijimbered as ^-t, 
^o. ^g. Let D^ denote the derivative operator which 
produces the normal derivative to the i th edge. In general, 
if P is a point in R. let Sp denote point evaluation at the 
pont P. 
THEO]^^ 4.5 
For each i=l,2,-..,E, ajid v = 0,1,2,...,r, let 
be set of prescribed points on the edge C^. Let A consists 
of the following set of linear functionals 
1. -f S,.E^D^y : >1+"^  < t.T and v is a vertex of Zl } 
2. { SpD^i : P ^ r^'^' l < i 5 E , 0 ^ \ > < : r > 
1C5 
r < i, .i , k ' d - £ , 1 < $ <• N^, > 
r P Then A is a minimal determining set for 3 '^^j.(z^) 
REMARK : There are classical finite element spaces, 
besides these, which are quite useful in practice, but 
which do not fit into the super splines frame work. For 
example, elements that are obtained by condensation (such as 
the quintic elements which reduce to quartics along edges) 
are not super splines.Often, however, by enforcing 
appropr^iate linear side conditions, they can be considered 
as linear subspaces of super spline spaces. 
4-6 TENSOR PRODUCTS : 
All the approximate functions considered so far were 
special cases of approximations from finite - dimensional 
tensor product spaces. Suppose X = C[a,b] and Y = CCc,d3-
X^=Bpa.n{<^.(p2 <Pi^} and Yj^=span{ Vi' "V^ '%\''f 
be N- and M-dimensional subspaces of X and Y. respectively. 
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DEFINITION 
The tensor product 
Xf,j © Yj^  = spsin<'t>^^(x) y^(y): 1^ :1,2 N and .i = l,2 M } 
That is, XM®YM is simp^ ly all possible linear 
combinations <t>aix) from {<p^ .<pn, . . . ,(p^} with functions 'y^'iy) 
from { "V^^ "V^ -- • -'"V^ > - Being defined as linear combinations of 
these MN functions, Xj^ SJYj^  is a linear space. 
THEOREM 4.6 
The set B - { <f>^(x)-^(y) : i=l,2,...,N; .1 = 1,2 M } 
is linearly independent and forms a basis for Xjq ^  Y^. The 
dimension of XK| ® Y^ Is MN. 
PROOF 
Suppose "^at^^cp^ix) '^^(y) = 0 on R = [a,b] X [c,d] 
K 
Let c.j(x) = ^ 6L^^<PJ^(X) . I t f o l l o w s t h a t 
^c^(x) xkiy) = 0 
on all of [c,d] for each f ixed "x in [a,b]. But the ^ f^ s are 
linearly independent on the interval Cc,d]. Thus c^C^) = 0 
for each j and x in [a,b]. Therefore CJ(X) = 0 on [a,ta]. But 
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then for each j, 1 < J <. M. ^a^^q^j^Cx) = 0, and by the 
linear independence of the (p^'s, a^j = 0 i= 1.2,...,N and 
d= 1.2 M. 
4.7 APPROXIMATES ON TRIANGULAR GRIDS : 
Consider the knots { kQ,k-i , . . . ,kvj } of partitions n to 
generate a proper triangulation of d1 . Specifically, any set 
of non degenerate triangles 1t = i TQ^T^, . . . .T^_.^ } such that 
1. the set of all vertices of triangles is n , 
2. each pair of triangles T. , T^ from either intersect at 
exactly one vertex or intersect on one complete side or 
do not. intersect at all, 
3. thfe union of Tj^ 's and their interior^ is ", v/L , 
is said to be a proper triangulation of</2,. It is easy to 
see that polygonaliy bounded domain in the plane can have 
several triangulations. 
Anyhow, suppose v/T, is a polygonaliy bounded domain 
together with a proper triangulation "C. We use two specific 
methods for constructing piecewise polynomials on ul. together 
with X. and indicate some directions in which these methods 
can and need be generalized. 
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•tHE METHOD OF PLATES 
The idea of the method of plates is that of 
approximating a function f(x,y) by piecewise planes that 
interpolates f at the knots ( or vertices ) of some proper 
triangulation of the domain /^i of f. Consider the v/L be the 
region With its triangulation X. 
On each triangle T^ of ^ , we construct a plane p^(x.y) 
p^(x,y) = a^x + b^y + c^. 
interpolating f at the vertices of T^. We define piecewise 
linear interpolate Sj^(x,y) to f by 
Sj^Cx.y) = Pj^Cx.y), 
if (x,y) is on T^ ^ or in its interior. The resulting function 
is a piecewise Lagrange polynomial of degree one. 
The canonical basis for computing Svj(x.y) is the set of 
shape functions { (pQ. <^, ,(p^ }. which are the piecewise 
linear polynomials arising from the method of plates and 
which solve the interpolation problem 
9&ifpj) = Sj^ j , 0<i,,j<n. 
It follows that 
A 
Sj^Cx.y) = 2 f (p^)(;^^(x,y), 
and that Sw is unique, its planes being uniquely determined 
by any three non col inear points. Note that Sjq is continuous 
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on i/l, since Pj^(x,y) = p^(x,y) along shared edges of adjacent 
triangles TJ and Tj , respectively. However, Sj^j may fail to 
be even once differentiable since Jmnp discontinuities in 
normal derivatives can occur at all triangular interfaces. 
Computing Svj requires the ^j^'s. If we have a triangle T 
with vertices at p^ = (x^^.y^), i= 0,1,2, then equation of 
the plane interpolating f at (XQ . yQ , 1) , (.Xj^  ,y^ , 0 )and 
(xo,yo,d) is 
<p(K,y) - { 1 - (yQ-y2)/(yj_-y2^ ~ (XQ-X-J^ )/(x2-Xj^) } ^ { 1 -
(y-y2)/^yi~y2^ ~ (y-~'x-i)/(^'?-^i) > 
It follows that 
(p^(x,y^ = {1 - y^oi~^ ''2i^ ''^ ^^ li~^ 2i^  ~ *^ ''^ Oi"^ li ''''^ -^ 2i~"li ' ^  
} •'• { 1 - (y-y2i^/^yii-y2i^ " fx-x^^)/(x2i-x-j^^) > 
on the triangle T^ and its interior. 
Error estimates for f - Sjq are also easily obtained. In 
particular, we can prove that 
no 
II f - B„ II < 4 Mg h ' , 
when f (: C^lJl.^ ,wher>e Mr, i s a cons t an t independent of h, 
def ined l a t e r , and 
f ^^h i f f 6 C^[J^] 
II f - fc\, II = ! 
;^^Qw(f,h) i f f £ CC^t] 
where ^Q and fci are also constants independent of h and 
w(f,h) is the modulus of continuity of f. Estimates for 
directional derivatives are 
H D^f(p) - D^sj^(p) II < 2M2h. 
,'?, on each triangle T^ of % when f 6 C"[ v/^J . 
Let f ^ C"[ v/l] .The>\Sf^ (>:,y) on T is the unique plane 
interpolating f at each of the Pj^'s. Thus we have 
Sj^fp^) = ffp^). i= 0,1,2. 
For each ordei^ed p a i r of i n t e g e r s i=(i-j^,io)> ''-1.^1' 
i 9 < 2 , l e t HI = i-i + io ,and 
D ^ f = ^^f/3^^x5^^'y, and 
lit 
My - max I\ D^ f \\ ,k=1.2. 
ahd let M Q = nf||. For each unit vectoi^ ^ (Cose.Sin^) and 
each function g(x,y) defined on T. the directional 
derivative 
D4,g(p) - lim-TgCp+tp) - g(p)>/ t 
- D^,g(p)Cos0 + Dyg(p)Sine, 
when g €:C-'-[T] ; thus 
D. og(p) = gradg(p)^ 
LEMMA 
Let f € C^'CT]. Then 
1. max |f(p) - SKJ(P) I < AHn,Yr 
2. max !D^f(p) - D«S(,j(p)| <. SMgh 
|»feT 
for all unit vectors b pointing along or interior to T. 
4.8 A SIX POINT SCHEME ON A TRIANGULAR GRID : 
The method of plates consisted of constructing 
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picewise linear Lagrange polynomials on a triangular grid. 
We now construct piecev7ise quadratic Lagrange polynomials on 
such a grid. Specifically, let "C = { TQ,T^.T2, T^ _.j^  } 
again be a triangulation of Jl. On each triangle T^ of 
•^construct midpoints of each side. The grid will consist of 
the vertices PiO''^i2' ^14 together with the midpoints 
^il'^'iS'^iS '-'^  each triangle T^ ^ of t • 
Pi2 
On each triangle T^, we compute the quadratic surface 
P^Cx,y) = a^ x*^  4- bjxy + Cj^ y" + d^x -»• e^y + f^ 
interpolating f at the points p^J. 0 < j < 5.That it 
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fl'nj' = f'Pij' • 0 < J -< 5. 
The piecewise quadratic interpolating polynomial 
S{^ j(>:,y) to f(x,y) with respect to this grid is defined by 
e{q(x,y) = P|^(x,y) 
if (x,y) belongs to triangle T^ or its interior. 
The method of computation usually preferred in 
engineering has been carried out by Zienkewis ( 1967). and 
Desai and Abel fl972") via the canonical basis or shape 
functions cj^ .fx.y) solving the interpolation problem 
cp^(p^) = e^^ . 0<i,j<N (4.15) 
where { PQ, p-j^ ,....pj^  } is the total collection of knots of 
the grid. It follows that 
v\ 
Sjqfx.y) = ^ f(x.^.y^)<p^(y..y) (4.16) 
Computation of the <p^'e is easily achieved as products 
of planes. For example, if triangle T Q has vertices and 
IH 
midpoints PQ,P-[^, PP,, as illustrated below : 
Pi. 
and if QQ is the unique plane interpolating 1,0,0 data at 
PQ,Pg and p^ respectively, and QQ is the unique plane^ 
interpolating 1,0.0 data at PQ, p/,, and P9 respectively, it 
is evident that 
cpQ(K,y) - QQ{x,y) .QQ(x,y) 
in triangle TQ. It is given by other products of planes on 
triangles > of X different from TQ sharing vertex PQ. 
Moreover, <;^Q vanishes identically outside all triangles of-C 
sharing vertex PQ. NOW partition T^ in a somewhat different 
manner. To compute <p^ and let 0^ be the unique plane 
interpolating 1,0.0 data 0, be the unique plane 
interpolating 1,0,0 data at p-j^ ,pQ,and p_^  respectively. It 
follows that the shape function is given by 
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on triangle TQ. whereas it is given by a different product 
of planes on triangle TQ of x. adjacent to TQ sharing edge 
PQPIP9• Clearly <p-^ vanishes outside triangles TQ and TQ. 
This establishes the existence of a piecewise quadratic Sf,j 
interpolating a given function f at the vertices _ and 
midpoints of the triangles of a triangulation X of a region v/i, 
of the x-y plane. And it is not essential to choose the 
interior edge points to be mid points, any three edge 
points, one from each.suffice. Formula (4.15) and (4.16) 
constitute an algorithm for computing SKj(x,y). To establish 
uniqueness of s-uch piecewise quadratics, we state a theorem, 
letting PQJPO a^'"-^  P4 bs the vertices of any nondegenerate 
triangle T in the x-y plane and f(x,y) be any function 
defined on T. On each edge of T choose exactly one point 
distinct from the vertices of T and label these edge points 
Pl,P2'P3-a"d pg. 
We now state a theorem without proof 
THEOREM 4.7 
There exists exactly one quadratic polynomial 
q(x,y) = ax" -f bxy + cy" + dx + ey + f 
solving q(p^) = ffp^) . 0<_i<5,where p^=Pj_(x^.y^') . 
CHAPTER V 
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C H A P T E R V 
I8QPARAHETRIC ELKMTgNTR AND NtJWKRTCM. INTEGRATIQNc; 
5.0 INTRODUCTION : 
In the preceding chapters, a fairly detailed 
description of the interpolating polynomials of order 
one,two, ob more was carried out. These were regarded as a 
complex or a multiplex element. The higher order elements 
are particulftl^ly useful in those cases where the gradient of 
the field variable is expected to vary rapidly. But there 
are difficulties when we deal with the curved boundaries 
and these can be obviated by using isoparametric elements, 
firstly introduced by Iron6(1969). They made it possible to 
have non-rectangular quadrilateral elements and the most 
important features are sides that may be curved and their 
special coordinate systems. Isoparametric elements are 
useful in modelling structures with curved edges and in 
refining a mesh from coarse to fine. Isoparametric elements 
are versatile : they have proved effective in two and three 
dimensional elasticity, shell analysis and non-structural 
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analysis. Isoparametric elements are those for which the 
functional representation of deformational behaviour is 
employed in representation of the element geometry. 
Isoparametric elements construction represents the one-one 
correspondence of a non-dimensionalized rectangular elements 
with a Specified number of nodes into the actual curved 
boundary element with the same number of nodes. 
To formulate the isoparametric equations, we may like 
to introduce first of all a local or natural coordinate 
system for each element shape. Then the interpolation or 
shape functions will have to be expressed in terms of the 
natural coordinates. 
5.1. NATURAE. COORDINATES : 
Let us assume that the mapping from the global 
coordinate eiystem x to a local coordinate system % which 
has the origin at the centre of the element. and it is 
scaled such that ^ = -1 at the left end node and ^ = 1 at 
the right end node. The mapping is done by the linear 
"stretch " transformation given by 
^ = C 2.x - (.x^  +x^^^) ] / h^ — ( 5 . 1 ) 
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where Xg denote© the left global coordinate node and x^ j^^  be 
the right global coordinate node of element e, and h is the 
element lehgth. The coordinate ^ is called the natural or 
normal poordinate since it is normalized. It is clearly non-
dimensional whose values lie in the interval [-1,1]. The 
mappir^ g (5.1) transforms points x (x^ < x < y-^^i) to points 
\(-l< |<1). 
The natural coordinate system is convenient in two ways: 
I. In construction of interpolation functions. 
II. In the computation of the elements of the 
coefficient matrices through the numerical 
quadrature. 
Wd now derive the Lagrange feanily of interpolation 
functions in terms of the natural coordinate system. 
Consider the approximation functions which satisfy the 
following conditions: 
1. The approximating functions q^j should be such that the 
bilinear form B( . , .) is well-defined and non 
sero.fsee: bilinear, in chapter-IV) 
2. For any N, the set -f^ iJi::! along with the columns (and 
rows) of B(c^ a,q^ j are linearly independent. 
3 . {<pj^} i s c o m p l e t e . 
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If the above three requirements are met, then we can 
choose a linear approximation of the form 
U(x) = cj^  4- C2X = <^ i<^  ••" ^ 2*^ (5.2) 
Clearly, it is continuous and <^j, = 1 and </r, = x 
are linearly independent and the set { 1, x > is complete. 
We also requite u to satisfy the boundary conditions of the 
element 
u(Xg) = A''\ = C^ + CgXg 
{5.3) 
Representing (5.3) in matrix form as below 
i ^^\i r 1 x^  '^ r c^  -r 
^ h = ! M ^ —(5.4) 
I ^^2 j I 1 -^e+l J l<h I ' 
S o l v i n g f o r Cj^  and C2 i n t e r m s of Uj_®^and U2®. we g e t 
^1 =( ^^1^641 - ^^2-^e ^ / ^ X g ^ i - ^ e ^ 
C2 =( ^^'2 - u ^ \ ^ / ( x ^ ^ l - Xg ) — ( 5 . 5 ) 
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Putting from equation (5.5) for c^ ^ in equation ('5.2') 
and collecting the coefficients of u \. we have 
= i(^Q+l - X)/(Xg^;^-Xg)}TS®\ +{(x-Xg)/(Xg+;^->:e)} ^^9 
where 
L«) 
Vi = (Xe+l-'^^'^^^e+l-'^e^ 
(5.7) 
Vi= (X - X®)/fXg^i - Xg) 
and x^<x<X-,. 1 . 
e— - e-+-l 
The intei^Polation functions have the following 
properties 
f 0 , i+.i 
a. \l-^(x^^) = '^ ' -^ l='^ e'-''2""e^ i 
t 1 . i=0 
^ te^ 
b- £Vi(>'> = 1 —(5.8) 
m 
From fequAtion ( 5 . 8 ) , the i n t e r p o l a t i o n func t ions 
s a t i s f y the p roper ty 
r 1 . i f i=d 
'V f^ \.) = •{ — ( 5 . 9 ) 
I. 0 , i f i^d 
where |- denotes the 5 coordinate of the Jth node in the 
a 
element. For an element with n nodes, '\f^^(i.=l,2, . . . ,n) are 
polynomiali of degree (n-1). To construct ^^* which satisfy 
property (5.9), we proceed as follows. For each function 
Y?' we form the product of (n-1) linear functions %^ ~%> 
(j=l,2,...,i-l.i+l,...,n, d+i ). 
^.•=-i^^-|H^-|K---(i-^J/l-^];,--(i-^) 
(5.10) 
But "l^ -^is aero at all nodes except i. Next we may find c^ 
such that 'V'i" 1 at ^ = ^ ^ 
(5.11) 
Hence the interpolation function attached with node i is 
given by 
V^-( ^  ) = i ( l - ) u l - ) ) (^-5o(^ -y...( I -
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l"''<<VV'^i\' 'li\]'^r\i\r-' ^i-^.; --(5.12) 
Such interpolation functions satisfying property (5.9) 
belong to the "Lagrange family of interpolation functions', 
and the associated finite elements belong to the Lagrange 
family of finite elements. Since "y^ is derived in the 
natural coordinate system, a transformation of the form 
X = ff 1^  ) , ^= gfx) ---f5.13) 
is required in order to rewrite the integrals in terms of ^ . 
The functions f and g are considered to be one- to -one 
mappings ; f ( 1^  ) and g(x) is an example, given by equation 
(5.1) 
f ( ^ ) X 0.5( ^ h ^ + Xg -f Xg^i) 
g(x) = { 2x - (.Mg + >'e^i'>y'^e ---(5.14) 
Thus f( ^ ) and g(x) are linear functions of | and 
X,respectively. It is clear that when f and g are non-linear 
functions, a straight line is mapped into a curve of the 
same degree as the transformation. 
The mapping (5.14) can be selected in terms of the 
interpolation functions 
T 
X = 2; X. ^i( ^  ) —-(5.15) 
where "V^ - At^ the Lagrange interpolation functions of degree 
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(r-l). Equations(5.15) represents the shape of an element, 
hence '^ &re known as " shape functions ". Now,we have 
y 
dx = [ £, x^ d-Vi'/d^  ]d^ = Jd^ f5.16^ 
where J is the Jacobian of the transformation J = dx/d^. 
y 
J - S x^dVl'/dl —(5.17) 
The derivative of "V* w.r.t. x is given by 
d 7i./dx = ( d-yj/d ^  ). { d ^  /dx) = [ 1/(dx/d|). dVJ'/d | 
= fJ}~^ dV-^ y d^ -—(5.18) 
5 . 2 - ISOPARAMEimC ELEMENTS : 
Let a dependent variable u be approximated by 
expression of the form 
s 
u =1 ;g u^ V:^ - — ( 5 . 1 9 ) 
It may be noted that u is approximated by interpolation 
functions V-*.* is of degree (s-1). Mostly, the degree of 
approximation used to describe the co ordinate 
transformation (5.15) is not equal to the degree of 
approximation (5.19), used to represent a dependent 
variable. Alternatively, we may say that two independent 
124 
sets of nodes can exist for a region : one set of nodes for 
the CO ordinate transformation (5.15), which gives the shape 
of the element, and the second set of nodes for the 
interpolation (5.19) of the dependent variable. According, to 
the relationship between the degree of approximation r used 
for the coordinate transformation and the degree of 
approximation of s used for the interpolation, elements are 
grouped into three categories: 
1. Isoparametric elements, when r = s 
2. Superparametric elements, when r > s 
3. Subparaipetric elements,when r < s. 
Of these three, types of elements isoprarmetric elements are 
more popular due to the ease and efficiency of calculations 
in the finite elements. 
5. 3 Ntjmerical Quadrature 
The evaluation of integrals in closed form or by 
analytical methods ie usually cumbersome in the presence of 
complicated integrands. And in many instances, we are 
confronted with the problem of integrating experimental data 
which also include data generated by a computation. 
Therefore, in order to make the evaluation of integrals 
1^5 
occurring in a problem fully automatic on a digital computer 
without human intervention, we have to resort to numerical 
techniques even if analytical evaluation is possible. 
Thus the most important aspect of isoparametric and 
concerned finite element analysis is the numerical 
integration. The required integrals in the finite element 
calculations have been written as 
I F(x)dx, j J F(x,y)dxdy, jj) F(x,y,2)dx dy d" 
in one, two and three dimensional cases,respectively. 
Using the isoparametric elements, it usually becomes 
tedious to evaluate the integrals due the presence of 
Jacobian in the integrand. Numerical integration is required 
when the integral cannot be evaluated exactly or when the 
integrand is known only at discrete points. The elementary 
concept behind all these numerical techniques is to find a 
function Pfx) that is both simple and a suitable 
approximation to Ffx). The interpolating polynomials of 
degree n denoted by P , which interpolate the integrand at 
(n4-l) points of the interval [a,b] quite possibly produce 
suitable approximations and have the required property of 
simple integrability. 
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The commonly used integration teoniques may broadly be 
grouped into two classes: 
I. The Newton - Cotes formulae that employ values of the 
function at equally spaced base or sample points, and 
II. The Gauss quadrature formulae that employ unequally 
spaced sample points. 
I. The Newton - Cotes Integration 
For n-fl equally spaced sample points. the Newton 
Cotes quadrature formula is given by 
,h n-vl 
/ F(x)dx = (b-a) ^  w^F(x^) (5.20) 
«* ^ = 1 
where w^ ^ are the weights and .XJ are the equally spaced 
sample points. For n=0, equation (5.20) gives the midpoint-
rule 
J F(x) = hf{(a-fb)/2} + E (5.21) 
where E denotes the error in the approximation and h is the 
spacing between two sample points. 
For n=l, the equation (5.20) gives the well-known 
trapezoidal-rule 
b 
/F(x)dx = ('h/2)rF(a) + FCb)], E=Orh^) —-(5.22. 
where E denotes the error in the approximation and h is the 
spacing between two sample points. 
For n=2, equation (5.20) gives the Simpson's rule 
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b 
( F(x)dx = h/3 [ F(a) + 4F(a+b) + FCb) ], E = o(h"^) 
A 
— -(5.23) 
Precision of a Quadrature Fonmila : 
Precision of a quadrature formula is said to be n if it 
is exact for all polynomials of degree < n and it is not 
exact for at least one polynomial of degree n+1. 
We note that when n is even the precision of the 
quadrature formula C5.20) is n+1 and when n is odd the 
precision is n. 
II. The Gausdian Quadrature 
We discussed earlier all about Newton - Cotes formulas 
and in all such cases , where theoretical devices may be 
wholly inapplicable or inefficient, although these methods 
are commonly used,but they are inefficient in the sense that 
there exist integration rules that are ciust as accurate and 
involve fewer integration points, the less cost and the 
labour. So that, a considerable savings can be engendered by 
choosing an appropriate integration rule. Hence, we may 
rely on another class of numerical integration formulas 
known as " Gaussian " type in which there are two freedom of 
choices 
1?8 
a. the base points are necessarily equal,and 
b. the weights are also at our disposal. 
Thus it is obviously natural to try to improve the 
accuracy that can be achieved for a given number of function 
evaluations by also optimising the positions of the sample 
points. The Gauss quadrature is a very important numerical 
integration technique in which both the position of the 
sample points and the weights have been optimised. The 
primary assumption in Gauss numerical integration is that 
J F(X)dx 3= wj^Ffx^) + wgFfx^J + + n^+l^ -^n-t-1 ' 
Si 
(5.24) 
where the weights w-^, W2 ^n+1 ^^^ ^^^ nodal points :-:^, 
X2,..-,x n^ are variables. Since we know that in the 
derivation of the Newton - Cotes formula only the weights 
are unknown and they have been determined from the 
integration of a polynomial PCx), which passed through 
equally spaced sample points of the function F(x). But here 
we have to calculate the positions of the sample points, and 
therefore, we have 2n unknowns to find a high precision 
integration scheme. 
Consider the interpolating polynomial y^fx) given by 
y(x) = -^ Ffx.j )l.j(x) (5.25) 
129 
where n+1 sample points are considered, Xj^  ,Xo, . - . ^ x^ ^^ j^  ,which 
are unknowns. 
To obtain the values Xj_,Xo, . . . ,Xj^ -^]^ , we define a 
polynomial P(x), as follows 
Pfxl = (x-x^)(x-X2) (x-Xy^ j^^ ) (5.26) 
which is of order n+1 and note that P(x) = 0 at the nodal 
points Xj^,X2. - . - jXj^ -^j^ . So, we may write 
FCx) = T^fx) + PCX) (f>Q + f>^y. + ^2^2 + ) 
(5.27) 
Integrating FCx), we obtain 
J F(x)dx = 2 F.,CCjl^^Cx)dx] + ^ P^ [J x^P(x)dx 
o~^ ' (5.28) 
The unknown values XJ, j=l,2,...,n+l, can be obtained by 
using the conditions 
f PCx)x^dx = 0 , k = 0,1,2, n. (5.29) 
Since the polynomial "yCx) passes through n+1 sample 
points of FCx) and P(x) vanishes at these points. 
In using the Newton - Cotes formulas, we use (n-^ l) 
equally spaced sample points and exactly after integrate a 
polynomial of degree atmost n. But in Gaussian integration 
we may require n unequally spaced sample points and e.xactly 
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integrate-a polynomial of-^atmoet degree (2n+l). 
To ofotain the sample points and weights of the Gauss 
integration formula, observe that these depend on the 
interval [a,b].However, to simplify the computations easy, 
we assume a natural interval from -1 to +1, and determine 
the sample pointp and weights for this interval. If x^ ^ is a 
sample nodfi^ l point and w^ ^ is the weight for the integration 
formula: for the interval C-1,13 then the corresponding 
sample points and weights in the integration formula from a 
to b are 
m + hXj^  and hw^ where m=(a+b")/2 , h=(b-a)/2. 
It has been shown that in Gauss Quadrature formula, the 
sample points are nothing but the zeros of the Legendre 
polynomials. 
5.4 leoparametfic Elements And the Numerical Quadrature In 
Two And Three Dimensions : 
We have so far discussed the numerical quadrature of a 
function of a single variable. However we may need to 
evaluate the integrals in two and three space dimensions 
function in finite element analysis. For the evaluation of 
integral over rectangular elements, we can use the one-
dimensional integration formulae successively in each 
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direotion. It results in the generalisation of the 
integration schemes. A less costly procedure for special 
cases can be developed, Irons,(1971). As in the analytical 
evaluation of multidimensional integrals, in this 
technique, successively, the innermost integral is evaluated 
by keeping the variables corresponding to the other 
integrals constant. Tb\3s,for a double integral, we have 
/ J F(x,y) dxdy = 2 w^ j F(x^,y)dy 
-1 -< < -1 
= £ w^w^Ffx^.yj) —r5.30) 
Similarly, for a triple integrals, 
•fl+1 -Vi 
J J J F{x,y,z)dxdydz = ^ w^ WjWj^ F(Xj^ ,y^  ,Zj^ ) 
- ' • ^ - ' -•'^-'^ ' — • ( 5 . 3 1 ) 
It should be noted that it is not necessary in the 
numerical quadrature to use the same quadrature rule in two 
or three dimensions, it means that we can use different 
numerical integration schemes in the x, y,and z-directions. 
Isoparometrlc Elements : 
We know that isoparametric elements are those which can 
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be used for the description of both geometry of the element 
and the variation of dependent variables 
•t = l -til 
n /^  
^ - 2 i^'M^ ^ (5.32) 
and so on, where "Vi = 'V< ^ |) - V\_) are the element 
interpolation functions in natural coordinates (|, "V^ ). 
It is clear that the isoparametric idea provides an 
accurate representation of irregular domains.However, the 
use of curvilinear isoparametric elements makes it 
cumbersome to compute the element matrices and column 
vectors directly in terms of the global coordinates >: and 
y.This difficulty may be obviated by using an invertible 
transformation between a curvilinear element oT- and the 
parent element ux of simple shape that facilitates 
numerical integration of element equations. The 
transformation is achieved by a coordinate transformation of 
the form f5.32KThe coordinates in the parent element are 
chosen to be the natural coordinates f ^  , 1\) such that -1<^. 
\\ <4l. The choice is dictated by the limits of integration 
in the Gauss quadrature rule. Consider the coordinate 
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transformation 
X = x( ^  , V\ ) y = y(^, V\. ) (5.33) 
of the points (^ , y\_ ) in the parent element «JT- onto points 
(x,y) in element <si^ 
In order to obtain the element calculations. we must 
transform functions of x and y to functions of t and V^ . 
Applying the chain rule of differentiation, we have from 
equation (5.33) 
or in matrix form 
4)? 
ay 
•\ ^  f ^ii Win ^[^^\ 
== [J] ('5.34 
where [J] is the Jacobian matrix of the transformation 
(5.33). E<3uation (5.34) represents a linear transformation 
A 
of line elements d^ and dt\ in the parent element Ul into 
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line elements dx and dy of the element \/L in xv-plane. 
Transformation from (x,y) coordinates to f ^  , V\^  ) co-
ordinates is possible if and only if [J]~ exists. The 
necessary and sufficient condition for (5.34) to be 
invetible is that the determinant of the Jacobian matrix be 
non-zero at each point of ( ^ , Yl ) in vA, ^  i,.6-j 
o detCJj = dx/ci | <^y/di^ - ^x/^»^ dy /d^ # 0 (5 .35 
When detCJ] ^  0, we have 
r d 1 r dx 1 
-j }- = ([Jr-^)"^ <^  j- —-(5.36) 
I dn ) t dy J 
and '^  = V'^'V^ ' V\ = VV (x,y) (5.37) 
It ie clear from equations (5.36) that the functions | = 
(x.y) and V^  = y^ (x,y) should be continuous. differentiable 
and invertible and the transformation (5.33) be simple so 
that the Jacobian matrix can easily be evaluated. 
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5.5 Numerical Integration in Natural Coordinates : 
Since we knov? that the integrals are defined in terms 
of the glolaal coordinates x and y and the interpolation 
functions are known in terms of the natural coordinates 
'^ and "r^  , we should employ the coordinates transformation of 
the form of equation (5.33) to rewrite the integrals in 
terms of \ and 1\. Now we have to discuss the procedures 
involved in the numerical evaluation of element matrices. 
To compute the Jacobian matrix CJ3. we have from 
equations (b.32) and (•.5.34) for each element : 
rv 
[J] 
f5.38) 
By using the chain rule of differentiation, we can find 
a relation betv?een the derivatives of the interpolation 
functions w.r-t. x and y,and and n coordinates.as follows : 
-^^ •/clx = clVi-zSJ d| Ax + a-i^ -/3^  o[*J/^ x 
(5.39a) 
d-J^./Ay = ^ViVoi^ cl^/^y + "^ViAv^ oir^ /cly 
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or, in a more compact form 
( d t ^ i y J '^  o i ^ / cly a iV / olyj (. <1>J/ ^»\^ J (.SlJ/c^nJ 
(5.39b) 
f J*^i/^x + j'*^2'^r<A\^, 
( j * ^ v S | + j*22^'^*/«^n. j 
u 
(5.39c) 
where J i-j is the (i,j) element of the inverse of the 
Jacobian matrix [J]. 
C J ]-^ = CJ'*'] = 
' '-' 11 "^  12 ' 
<. ^  21 ^ 22 >» 
(5.40) 
The area of element is 
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dA a dxdy = J d \ d » \ C5.41) 
If the elements have straight sides, one may use the 
corner nodes to define the geometry of the elements. 
Equations (5.38) and (5.39) provide the necessary 
relatione to transform the integral expressions on any 
element to. to an associated parent element i/l . Consider the 
following integral expression on an arbitrary element 
K^ ., = /( a ^yi'Ax -^V^-./alx + ta ^ Yt/^y cl>y/cly + c V^ * V,- )dxdy 
^* — (5.42) 
where a = a(x,y), b = b(x.y) and c = c(x,y) are functions 
of X and y. 
Suppose that the mesh of finite elements is generated 
by a parent element t/l. Under the transformation(5 . 37 ), we 
have 
^^11 - i ^"^'^*11 ^Tt/d^ + J*^r:,^y<c/^Y() 
+ b " ( J ^ 2 1 clT/i-/ tfl| + j'*22^^'''^\ ^^J^i^"^^^ -^  J*22 
dr/«l>V ) + CVK"?^ 3J d | dr^ 
= J F (x ,y )d^ d*^  - - - ( 5 . 4 3 ) 
vA. 
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where a = a( ^  ,Y^  ), b = b( ^  , "it^) and c - cf | ,"l\ ). 
5.6 Numerical Integration Over a Master Rectangular Element: 
We have 
j F(|> V^  )d^ dn = j ( j F(|. K^  )dt\^ )d^ 
v/l - I -• 
1 H 
= j ( ^ F(|, 1\ ) W.) d^ 
-1 >=1 
= £ £ ^ F f 1^, >^ j )WjWj —(5.44) 
where M and N are the number of quadrature points in ^; . 
and V\_ directions, (|. V^ j) are the Gauss points ,and Wj and 
Wj are the correeponding Gauss weights. A polynomial of 
degree p is integrated exactly employing N - (p + l')/2 Gause 
points : when (p + 1) is odd, one should pick N = p/2 + 1. 
Mostly, the interpolation functions are of the same degree 
in both^and n , and hence M = N. When the integrand is of 
different degree in ^  and n . the number of Gauss points is 
selected on the basis of the largest degree polynomial. The 
maximum degree of the polynomial refers to the degree of the 
highest polynomial in ^ or V\^  that is present in the 
integrands of the element matrices of the type 
100 
JL V \J 
M%.i = J"^  Jv^Va^ldn 
.« 
u\. 
(5.45) 
where ^y^^/^x and di^ -zSiy are given by equations (5.39). The 
NXN Gauss point locations are given by the tensor products 
of one-dimensional Gauss points 
\ . 
I ^ H 
<^1>^1---^N> = 
I'^.-^i' (5.46) 
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5.7 Numerical Integration Over a Master Triangular Element: 
In preceding section, we have discussed quadrilateral 
isoparametric elements which can be used to represent very 
general geometries as well as field variables. Now we deal 
with the isoparametric triangular elements that may be very 
conveniently handled and useful from the computational point 
of view. Since we know that quadrilateral elements can be 
distorted geometrically, it is possible to distort a 
quadrilateral element to a desired triangular element by 
moving the position of the corner nodes of the quadrilateral 
element. Thus parent triangular elements can be obtained in 
a natural way from associated parent rectangular element. 
Now we discuss the isoparametric transformation from a 
parent triangular element to an arbitrary triangular 
element. 
We choose the unit right isosceles triangle as the 
e. 
parent element. An arbitrary triangular element ta can be 
generated from the parent triangular element ^ 7 - by 
transformation of the form (5.38). The coordinate lines | = 
A 
0 and V\ = 0 in KJ\,J corresponds to the skew curvilinear co 
ordinate lines 1-3 and 1-2 in vO. . For the three nodes 
triangular element, the transformation (5.39) is taken to be 
1 4 1 
(5.47 ) 
( . • * • " 
where ^\^\ "> are the interpolation functions of the parent 
.«. three - node triangular element UT, to uT-y is given by 
inverting equation (5.47) 
^= [ (X - x^)(y3 - y^) - (y - y3^)(x3 - x^) 1/2A 
V\ = C (x - x^)(yj^ - y2) + (y - yiHx2 - x^ )^ ]/2A 
(5.48) 
where A is the area of u/i . 
The Jaoobian mayrix for the linear triangular element 
is given by 
f Xg - Xj y2 ~ ^1 "• 
CJ3 = ! 1 
I ^3 - '^ 1 '^3 - y i j 
r y3 - f 3 "^  
= I 1 (5.49) 
1 -y2 h • 
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where pj and y^ are constants defined 
^ i = y j - ^k 
Xi = ^k - .^1 
and i^j+k, and i,j,k may permute in,natural order. 
The inverse of the Jacobian matrix is given by 
CJl"^ = 1/J 
r ^2 p3 ^ 
I Y2 Yz ; 
(5.50) 
where J =^  P^Vs " V9F3 ~ 2^ » ^ '^'^  
2 A = 
r 1 x^ yj^  "T 
1 Xo yr 
I 1 ^^ 3 ^3 J 
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The eq-uation (5 .39c) t ake the form 
^"V^/dlx =( - p2 + ^3 ^ / 2A = jBj^  / 2A 
clVi/^y = - ( ^2 + Vg ) / 2A = Y"i / 2A 
d-yi/^x = /&2 / 2A '3[V2'''^y = y i / 2A 
^"^/^ix = ^3 / 2A ^Y^g/^y = Yg / 2A 
( 5 . 5 1 ) 
In general case, the derivatives of "y^ - w.r.t to the 
global coordinates can be computed from equation (5.39), 
which take the form : 
Or. 
i ^ . = r J r^' I ^ 
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t I 
[ J J = ! ! 
{^  TixAhp "^ly/oiLg j ( 5 . 5 2 ) 
" A A 
In g e n e r a l , i n t e g r a l on iSl have t h e form ( G = G J ) . 
(^ G C^, ic^  ) d^d y^  = ^ G^ ( Lj^, L2, L3 ) dL^^dLo 
^ T <n. T 
( 5 . 5 3 ) 
which can be approximated as 
^ 
G" ( L^, Lg. L3 ) dLj^ dLg = 1/2 S Wj G'( Sj ) 
^ r ^"^ —(5.54) 
1 
where S-r and Wj denote the sample points and weights of the 
quadrature formula. 
Since the Gaussian rules for integrals in several 
dimensions are constructed by employing one-dimensional 
Gaussian rules on each ordinates separately. For example the 
two point Gaussian rule for the two-dimensional case is 
[ j f(|,)f^ )d|dn = f(-l/f3,-l/r3) + f(l/r3.-l/r3) + 
"^"^ f ( i / / 3 , i / r 3 ) + f(-i/r3,i/j^^) 
However in multidimensional cases the Gaussian quadrature 
rules are no longer necessarily optimal. For example, in 
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three dimensions the six point (non-Gaussian) rule is fourth 
order accurate ( See: A. H. Stroud and D. Secrest ^ 1666^• The 
sample points are located at the centers of the six faces of 
the cube. The fourth order Gaussian rule requires eight 
points and is thus more expensive to use. 
A fourteen point rule for three dimensions,that is 
sixth-order accurate is discussed by. Hammer and Stroud 
(1971), Irons (1971). This rule represents a considerable 
saving when compared with the 27-point(3X3X3) Gaussian rule 
given by Hellen (1972). A 3X3 Gaussian integration rule has 
been u^ed by Aggarawal and Nayak (1979), in the study of 
elasto-plaetic behaviour of cylindrical pressure vessels 
with toriepherical head which is quite adequate for certain 
problem-
Unfortunately, a general theory of optimal integration 
formulas for even such simple shapes as squares and cubes 
does not yet seem to be known. Despite some measures of 
inefficiency in multidimensional applications, Gaussian 
quadrature formulas are still widely used and will be 
sufficient for most of the applications. Recent advances 
have been made towards the development of improved rules by 
Maforano, Odorizzi and Vitaliani, (1982) , Jinyun (1984). 
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