Conditional nonlinear optimal perturbations (CNOPs) of a two-dimensional quasigeostrophic model are obtained numerically. The CNOP is the initial perturbation whose nonlinear evolution attains the maximum value of the cost function, which is constructed according to the physical problems of interests with physical constraint conditions. The difference between the CNOP and a linear singular vector is compared. The results demonstrate that CNOPs catch the nonlinear effects of the model on the evolutions of the initial perturbations. These results suggest that CNOPs are applicable to the study of predictability and sensitivity analysis when nonlinearity is of importance.
Introduction
Predictability and sensitivity of atmospheric or oceanic motions are the central problems in both theoretical research and numerical weather and climate prediction. One approach to these problems is to investigate the evolution of initial perturbations, which usually represent the initial uncertainties. The initial perturbations with the largest impact on the uncertainties of prediction often play a dominant role in the variation of motions. Determination of such initial perturbations has been an attractive issue since the work of Lorenz (1965) . The linear approach assumes that the initial perturbation is sufficiently small such that its evolution can be governed approximately by the tangent linear model (TLM) of the nonlinear model and the computation of the linear fastest growing perturbation is reduced to the calculation of the linear singular vector (LSV) and linear singular value (LSVA).
After Lorenz, a series of works of Farrell and his collaborators made atmospheric and oceanic researchers recognize the value and applicability of LSV in meteorology and physical oceanography. Different from normal-mode stability and instability analysis method, Farrell (1989) utilized the LSV approach to determine the optimal initial perturbations for the excitation of baroclinic waves. Farrell (1990) studied the predictability of baroclinic shear flow and barotropic jet, by using the LSV method, and pointed out that unpredictable atmospheric flow regimes are not necessarily associated with large exponential growth rates. For quasigeostrophic oceanic motion, the LSV approach were also adopted by Farrell and Moore (1992) to determine the most rapidly growing perturbation for oceanic flows, and they showed that in the case they investigated, the most rapidly growing exponential mode was not the fastest growing perturbation. Farrell and Ioannou (1993) also investigated the transient development of perturbations in inviscid stratified shear flow by the LSV method. Buizza and Palmer (1995) utilized LSVs to study the patterns of the atmospheric general circulation. Recently, this method has been employed to determine the initial condition for optimal growth in a coupled ocean-atmosphere model of El Niño-Southern Oscillation (ENSO), in an attempt to explore error growth and predictability of the coupled model (Xue et al. 1997a,b; Thompson 1998; Samelson and Tziperman 2001; Kleeman et al. 2003) . Tziperman and Ioannou (2002) also applied this approach to find a possible physical mechanism of transient amplification of initial perturbations to the thermohaline circulation (THC). In addition, LSVs are utilized in ensemble numerical weather prediction. At the European Centre for Medium-Range Weather Forecasts (ECMWF), LSVs are utilized to construct the initial perturbations for the ensemble forecast, in order to estimate the probability distribution of the forecast states. Frederiksen (1997 Frederiksen ( , 2000 proposed a concept of finite-time normal modes, which are the eigenmodes of the tangent linear propagator, to characterize the structures and directions for error growth over a finite time period.
The theory of LSV and LSVA is established on the basis that the evolution of the initial perturbation can be described approximately by the linearized version of a nonlinear model. However the motions of the atmosphere and ocean are governed by complicated nonlinear systems. Consequently the issues of the determinations of the magnitude of the initial perturbations and the length of the time interval such that the TLM is valid during the time period for the initial perturbation, become important. Although there have been a few papers addressing these concerns (Lacarra and Talagrand, 1988; Tanguay et al. 1995; Mu et al. 2000) , no satisfactory answer has been given.
To study the effect of nonlinearity, the iterative procedure, which is usually used to obtain LSVs and LSVAs, was modified by Oortwin and Barkmeijer (1995) and Barkmeijer (1996) for the construction of the fast-growing perturbations for the nonlinear regime. Leading Lyapunov vectors and exponents have also been used to study predictability problems (Lorenz 1996) . Aurell et al. (1997) realized that when the initial uncertainty is not very small, the leading Lyapunov exponent may not be a good measurement of predictability. They formulated the concept of the finite-size Lyapunov exponent, which was applied by Boffetta et al. (1998) to study the predictability of the atmosphere. Toth and Kalnay (1997) also indicated that the breeding method, which has been used to generate initial perturbations in ensemble prediction, provides an extension of the concept of Lyapunov vector into the nonlinear field with finite amplitude perturbations.
To study nonlinear mechanism of amplification of initial perturbations, Mu (2000) proposed the concept of nonlinear singular vectors and nonlinear singular values. These concepts were applied by Mu and Wang (2001) and Durbiano (2001) to study finite amplitude stability of flows in the two-dimensional quasigeostrophic and shallow-water models, respectively. In Mu et al. (2003) and Mu and Duan (2003) , the concept of the conditional nonlinear optimal perturbation (CNOP) was introduced. The CNOP is the initial perturbation whose nonlinear evolution attains the maximal value of the cost function constructed according to the physical problems of interests at a specified time with physical constraint conditions; in this sense it is called optimal. The CNOP can be regarded as the most nonlinearly unstable initial perturbation superimposed on the basic state, which usually characterizes the structure of initial errors possessing the largest impact on the uncertainties at the prediction time. Mu et al. (2003) and Mu and Duan (2003) applied the approach of CNOP to study the predictability of El Niño-Southern Oscillation (ENSO), using a simple equatorial ocean-atmosphere model. The results obtained there show that CNOPs can catch the nonlinear effects on the error evolution of ENSO events, which suggests the applicability of CNOPs in the predictability study for more general ENSO models. Mu et al. (2004) also employed CNOPs to investigate the nonlinear sensitivity and stability of the ocean's THC to finite amplitude perturbations within a simple box model context. A nonlinear feedback mechanism was found, which explains why the THC is more sensitive to freshwater perturbations. This also implies that it is worthwhile to investigate the applications of CNOPs to more general THC models.
Similar to LSVs, it is difficult to obtain an analytical expression of CNOPs since the calculation of CNOPs is related to solving a constraint nonlinear optimization problem. In the above works of applications of CNOP to the predictability and sensitivity studies of ENSO and the THC, investigators looked for the numerical solution of CNOPs. Several interesting characteristics of CNOPs were found. First it has been clearly demonstrated that when linear approximations are not valid, there exist considerable differences between CNOPs and LSVs. Second, in some cases, there exist local CNOPs possessing clear physical meanings; these will be given in section 2. Third, the numerical results show that all CNOPs including local CNOPs locate at the boundary of the domain prescribed by the constraint conditions in phase space.
But these CNOPs are only for simple models of ordinary differential equations (ODEs). In atmospheric and oceanic studies, since most models consist of partial differential equations (PDEs), we naturally ask whether the above three general properties still hold for CNOPs of PDE models, which are more complicated than the ODE models. Exploring this is an important step toward the application of CNOP to more general models in studying atmospheric and oceanic motions. Besides the effectiveness of the numerical nonlinear optimization algorithm, which is effective for small di-mensions, should be tested for models with higher dimensions. In atmospheric and oceanic dynamics, the two-dimensional quasigeostrophic (QG) model is one of the simplest PDE models. Hence, in this paper, we investigate the CNOPs of a two-dimensional QG model by solving a numerical nonlinear optimization problem. If the CNOPs of this model possess the above three characteristics, it will certainly encourage us to apply the CNOP approach to more general models for studying atmospheric and oceanic motions when nonlinearity is of importance. Besides, if in some cases there exist local CNOPs for a QG model, support will be established for a new idea to construct the initial perturbations in the ensemble forecast by using CNOPs and local CNOPs. Moreover, if the CNOPs of the QG model used in this paper still hold the third characteristic, it will suggest that we look for a theoretical proof of it. Once this can be proved theoretically, the property can be used to considerably reduce the computational cost, which is of importance to the applications of CNOP to high dimensional problems. This paper is organized as follows. In the next section, the model and the concept of CNOPs are described. In section 3, CNOPs of three basic states are obtained. The characteristics of CNOPs and the differences between CNOPs and LSVs are analyzed. The final section gives the conclusion and discussion.
The model and the CNOP
We consider the following nondimensional twodimensional quasigeostrophic model: where P is the potential vorticity, ⌽ the streamfunction, ٌ 2 ϭ ‫ץ‬ 2 /‫ץ‬x 2 ϩ ‫ץ‬ 2 /‫ץ‬y 2 is the Laplacian operator, x and y are the zonal and meridional coordinates, t is time, f the external forcing, F the planetary Froude number, f 0 the Coriolis parameter, H the characteristic depth, and h s the topography. The horizontal Jacobian operator
with double periodical boundary condition. For any fixed T Ͼ 0 and initial condition ⌽ | tϭ0 ϭ ⌽ 0 , we can solve the initial value problem (1) to get ⌽(x, y, T ). Hence the propagator M is well-defined; that is, ⌽(x, y, T) ϭ M(⌽ 0 ) is the solution of (1) at time T (cf. Mu and Zeng 1991) .
Let ⌽ T and ⌽ T ϩ TN be the solutions of (1) with initial value ⌽ 0 and ⌽ 0 ϩ 0 , respectively; that is,
An energy norm is widely employed (cf. Xue et al. 1997a,b; Ehrendorfer 2000) in the study of predictability and is defined as
where ⌽ is the streamfunction, ١ ϭ ‫,‪x‬ץ/ץ(‬ ‫.)‪y‬ץ/ץ‬ The initial perturbation * 0 is called the conditional nonlinear optimal perturbation with constraint || 0 || Յ and the cost function J( 0 ), if and only if
where
and TN presents the nonlinear evolution of the initial perturbation 0 .
We point out that is a preassigned positive number, which is the largest magnitude of the initial perturbations in terms of the chosen norm and represents a kind of constraint conditions. The determinations of the norm, TN , and the magnitude of depends on the physical problems under investigation. In the application of the CNOP approach, the constructions of the cost function and the constraints are of importance to success. Generally speaking, the cost function is constructed according to the physical problems of interested. Besides the constraint condition could be some physical laws, which the initial perturbation should satisfy, etc.
We note that CNOP is the global maximum of the cost function J. But there exists the possibility that the cost function J attains its local maximum in a small neighborhood of a point in the phase space. Such an initial state is called local CNOP. In some problems, local CNOP possesses clear physical meanings. For example, Mu et al. (2003) and Duan et al. (2004) show that the local CNOP of a theoretical ENSO model represents the optimal precursor that most probably evolves into La Niña event. In the sensitivity analysis of the THC of the ocean, Mu et al. (2004) also found that the global CNOP stands for the freshwater perturbation and the local CNOP represents the saline perturbation, which presents an explanation as to why the THC is more sensitive to a freshwater perturbation.
When necessary in what follows, we will distinguish the global CNOP from local CNOP. , (b) CNOP with ϭ 0.4, (c) CNOP with ϭ 1.2, (d) nonlinear evolution of (a), (e) nonlinear evolution of (b), and (f) nonlinear evolution of (c). The contour intervals are 2.4 for (a), 0.0025 for (b), 0.00375 for (c), 0.475 for (d), 0.023 for (e), and 0.019 for (f). Here, the values of (a) and (d) are amplified by a factor of 10 7 and 10 5 , respectively.
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To calculate the conditional nonlinear optimal perturbation, we consider
Obviously,
To capture the maximum of J 1 ( 0 ) with the constraint || 0 || Յ , we calculate the minimum of
with the constraint || 0 || Յ . The first variation of
where M(⌽ 0 ϩ 0 ) is the tangent linear approximation of propagator M at ⌽ 0 ϩ 0 . The operation ͗·, ·͘ denotes the inner product in L 2 (⍀); that is, ͗u(x, y), (x, y)͘ ϭ ͐ ⍀ u(x, y)(x, y)dxdy. Note that energy norm defined above is not an induced norm of this inner product. Letting M* be the adjoint operator of M, we have
͑10͒
To obtain the nonlinear optimal perturbation numerically, the discretization of operator M is carried out. In our numerical approach, the Arakawa finite difference scheme (cf. Arakawa 1966) is used to discretize the Jacobian operator. The temporal discretization is carried out by using the Adams-Bashforth scheme. The streamfunction ⌽ is treated as an unknown term, and the potential vorticity P is calculated by using the second equation from (1). The familiar five-points difference scheme is employed to discretize the Laplacian operator. The optimization algorithm is the sequential quadratic programming (SQP) method, which calculates the least value of a function of several variables subject to equality and inequality constraints. The great strength of the SQP method is its ability to solve problems with nonlinear constraints. A detailed description of the algorithms can be found in Boggs and Tolle (1995, 2000) . A concise description of the SQP can also be found in Mu et al. (2003) , or Mu et al. (2004) . Using this optimization algorithm to calculate CNOP * 0 , we also need the constraint function
and the variation of the constraint function
Numerical results
In this section, three basic states are used to calculate CNOPs and LSVs for different constraint conditions and time periods. These basic states are chosen by Arnold's nonlinear stability criteria (see Mu and Shepherd 1994) in order to give some indications on the stability of basic states. Arnold's stability criterion indicates that the first basic state is more stable than the second one, and the second basic state is as stable as the third one. A detailed description on how to determine these basic states is given in the appendix. LSVs are also obtained by maximizing a modified version of J, which is obtained by replacing M in J by its tangent linear approximation M. To demonstrate the characteristics of CNOPs, two kinds of comparisons are made. The first is concerned with the difference between CNOPs and LSVs, and the second are the differences between their linear and nonlinear evolutions.
Our numerical results show that CNOPs and local CNOPs are all located on the boundary of the sphere || 0 || Յ . Because of the linear characteristic of LSVs, multiplying an LSV by a constant yields another LSV. Hence, for all cases, unless indicated otherwise, LSVs are obtained by using the SQP method and the smallest . Generally speaking, the larger is the magnitude of LSV, the larger are its linear and nonlinear evolutions. Therefore, in the second kind of comparison, for each , the corresponding LSV is obtained by multiplying an appropriate constant such that its energy norm is the same as the one of the corresponding CNOP.
We To investigate the dependence of the numerical results on the grid-time resolution, other time and spatial steps are in some cases also used; these will be specified in detail later. In the figures of this paper, we used three types of contour lines: solid, dotted, and dashed to distinguish positive, zero, and negative contour values, respectively. Horizontal and vertical direction are x and y axes, respectively.
a. Experiment 1
In this experiment, the basic flow is obtained by integrating (1) with initial state ⌽ 0 ϭ 0.1a sin(2x/6.4) ϩ bsin(2y/3.2) ϩ c, where a ϭ 1.1853, b ϭ 0.3259, c ϭ Ϫ45.3019. The total energy norm of ⌽ 0 is 65.5226, and the topography h s ϭ 0.1 sin(2x/6.4) ϩ 1.0sin(2y/3.2) ϩ 1 and 1/H ϭ 0.1. The step numbers 720 and 1008 correspond to 5 and 7 days, respectively. The maximum constraint of the initial perturbations is 1.2, and the ratio of it to the energy norm of the basic state is approximately 1.8%.
In the case of 5 days, if the constraint is very small, the difference between CNOPs and LSVs is trivial. With increasing, the difference between CNOPs and LSVs becomes large. The numerical results of 5 days are also summarized in Table 1 . CNOPs and LSVs with ϭ 2.9 ϫ 10 Ϫ5 , 0.1, 0.3, 0.4, 0.8, and 1.2 are shown for 5 days, respectively. We emphasize that for each , the corresponding LSV is obtained by multiplying the LSV with the smallest by an appropriate constant such that its energy norm is . Numerical results show that CNOPs are on the boundary of a constraint disk || 0 || Յ , hence the energy norm of CNOPs, * 0 , is equal to . To investigate value. Table 1 shows that the nonlinear and linear evolutions of CNOP, * 0 , with ϭ 2.9 ϫ 10 Ϫ5 for 5 days are 1.2677 ϫ 10 Ϫ5 and 1.2610 ϫ 10 Ϫ4. The nonlinear and linear evolutions of LSV, * 0 , are 1.2675 ϫ 10 Ϫ4 and 1.2613 ϫ 10 Ϫ4 , which are not significantly different. It can be seen that the CNOPs are almost same as the LSVs when the constraint is very small. As increases, the difference between the nonlinear evolution of CNOPs and the linear evolution of LSVs also increases.
The differences between CNOPs and LSVs are also shown in Fig. 3 Table 2 shows the results of CNOPs and LSVs with ϭ 5.0 ϫ 10 Ϫ5 , 0.1, 0.3, 0.4, 0.8, 1.2 for 7 days. It is clear that with increasing, the nonlinear evolution of CNOPs increases. The characteristics of CNOPs are similar with the case of 5 days. The larger the is, the larger the difference between CNOPs and LSVs becomes.
Figures 5 and 6, which are plotted based on the Tables 1 and 2 , respectively, also show the linear and nonlinear evolutions of CNOPs and LSVs for 5 and 7 days, respectively.
b. Experiment 2
The second experiment is for the basic flow ⌽ 0 ϭ 1.0[sin(2y/3.2) ϩ 0.25]. This is an equilibrium solution to (1), and it is nonlinearly stable (see appendix). Arnold's stability criterion suggests that this basic state might not be as stable as the first basic state (see appendix), which is supported by the following numerical results of LSVs and CNOPs. The topography is h s ϭ 1.0 ϫ sin(2y/3.2) and 1/H ϭ 0.35, and the other parameters are the same as those of the first experiment. The energy norm of the basic flow is || ⌽ 0 || ϭ 6.3363; ϭ 0.6 is the maximum constraint of initial perturbations in this experiment, which is about 9.5% of || ⌽ 0 ||. Table 3 shows the results for 5 days. It is different from expt 1 in that in this case for large , there exist local CNOPs. In the following tables, if there exists a local CNOP, the left part of the column is the evolution of local CNOP while the right is the evolution of global CNOP. There is a distinct difference between LSVs and CNOPs. In the linear case there only exists a global maximum, which is the first linear singular vector, but no local maximum. However, in the nonlinear case there exists a local CNOP due to the nonlinearity. Numerical results show that local CNOP and global CNOP all locate on the constraint boundary || 0 || Յ with the same energy norm. But the nonlinear evolution of the global CNOP is greater than that of the local CNOP in terms of energy norm. Hence, the effect of the global CNOP on the predictability is larger than that of the local CNOP. On the other hand, local CNOPs stands for the initial pattern which has the second (third, . . .) largest impact on the uncertainty of the prediction.
The results of ϭ 0.6 are also shown in Fig. 7 . Figure  7a are the LSVs (with energy norm 0.6); Figs. 7b,c are Table  3 and Table 4 , respectively, where || l TN || is the energy norm of nonlinear evolution of the local CNOP. By comparing Tables 3 and 4 with Tables 1 and 2 , respectively, we see that the LSVAs of expt 2 are larger than the corresponding ones of expt 1. The nonlinear evolutions of CNOPs of expt 2 are larger than the corresponding ones of CNOPs of expt 1. These numerical results show that the basic state of expt 1 is more stable than that of expt 2, as to be expected in the determination of these basic states by using Arnolds' nonlinear stability criterion.
c. Experiment 3
In this subsection, the basic state is given by integrating (1) with the initial state ⌽ 0 ϭ 1.0[sin(2y/3.2) ϩ 0.25] ϩ 0.1sin(2x/6.4). From the appendix we know that this basic state could be as stable as the second basic state and this is supported by the following numerical results. The topography h s ϭ 1.0sin(2y/3.2) and 1/H ϭ 0.35, and the other parameters are the same as the second experiment. The energy norm of the initial basic flow || ⌽ 0 || ϭ 6.3449. Tables 5 and 6 give the numerical results for 5 and 7 days, respectively. The maximum is 0.6, which is about 9.5% of || ⌽ 0 ||. Similar to expt 2, local CNOPs also appear in some cases.
Figures 11a,b respectively are LSVs with energy norm 9.752 ϫ 10 Ϫ3 and CNOPs with ϭ 9.752 ϫ 10 Ϫ3.
Figs. 11c,d (Figs. 11e,f) are local and global CNOPs with ϭ 0.5 (0.6) for 7 days. It follows from Fig. 11 that for the local and global CNOP with a fixed time period, the larger is the constraint , the smaller is the wavelength of the flow. We also plot Figs. 12 and 13 from Tables 5 and 6 , respectively, where || l TN || is the energy norm of nonlinear evolution of the local CNOP.
It is also worthwhile to point out that the comparisons of Tables 3 and 4 with Tables 5 and 6 , respectively show that there is no distinct difference between LSVAs and the nonlinear evolutions of CNOPs of basic state of expt 2 and that of expt 3. This also supports that the stability behaviors of the basic states of expt 2 and expt 3 are quite similar as suggested by Arnolds' stability criterion (see the appendix).
Similarly to the above two experiments, the nonlinear characteristic of the model is revealed from the aspects of the initial perturbation pattern and its corresponding linear and nonlinear evolution by using the CNOP approach. With the constraint increasing, the nonlinear evolution of the global CNOP is increasing, and the TLM is not a good approximation for capturing the nonlinear evolution of CNOP.
d. Sensitivity analysis
Since the numerical results depends on spatial and time resolution, such dependence is investigated in this subsection by by carrying out sensitivity studies using different resolutions for calculations of CNOPs in the above three basic states.
In the case of first basic state, we calculated the CNOPs of ϭ 0.4 for 5 days with two resolutions: one with the grid spacing d ϭ 2/15 (ϭ 0.13333) and time step dt ϭ 0.0048 corresponding to 8 min, another with the grid spacing d ϭ 0.2 and time step dt ϭ 0.006 corresponding to 10 min. The results are shown in Figs. 14a,b, respectively. It can be seen that Fig. 14a is very similar to Fig. 14b , which verifies the efficiency of the algorithm used in the experiment.
In the case of second and third basic states, CNOPs are obtained numerically for ϭ 0.1 for 5 days with two resolutions: one with grid spacing d ϭ 0.2 and time step dt ϭ 0.006 corresponding to 10 min and another withs grid spacing d ϭ 0.16 and time step dt ϭ 0.0048 corresponding to 8 min. Figures 15 and 16 show the results of the second and third basic states, respectively. Obviously there are no significant differences between the results of different resolutions. This also indicates that the nonlinear optimization algorithm used in this paper is feasible. 
Summary and discussion
In the introduction, we mentioned that there exist three characteristics of CNOPs with simple models consisting of ordinary differential equations for ENSO and the THC. To investigate if these three characteristics still exist for CNOPs from a model with partial differential equations with high dimensions and to study the feasibility of using CNOPs for more general models of PDEs, conditional nonlinear optimal perturbations (CNOPs) of a two-dimensional quasigeostrophic model were obtained by solving the corresponding optimization problem numerically. Linear singular vectors were also determined to study the main difference between these and CNOPs. The summary and discussion are as follows.
When the initial perturbation is small enough, and the evolution time is not too long, CNOPs from a QG model are very similar to LSVs. In this case, the corresponding tangent linear model holds, and the TLM may approximately be used to study the evolution of the initial perturbation on the time period of interest ( Fig. 1) . On the other hand, if the initial perturbation becomes large, or the time period is considerably long, or both, the TLM fails to approximate the original nonlinear model because of the effects of nonlinearity. Then there exists a remarkable difference between CNOPs and LSVs.
The nonlinear nature of CNOPs is described by the difference between CNOPs and LSVs, which is completely due to the nonlinearity represented by the advection of the model. The difference is characterized by two facts. First, although they both are initial perturbation fields, LSVs stand for the optimal growing direction since multiplying an LSV by a constant yields another LSV because of the linearity. But CNOPs represents the initial perturbation, which will have largest effects at the end of the time period under proper physical constraints. CNOPs are only a pattern rather Fig. 3a,d we see that at day 5, the linear evolution of LSVs and the nonlinear evolution of CNOPs is quite different. Figures 5, 6 , 9, 10, 12, and 13 and Tables 1-6 also clearly demonstrated this point.
It was mentioned in the introduction that for a simple theoretical ENSO model (cf. Mu and Duan 2003; Duan et al. 2004) , there exist a local CNOP, which is the local maximum of the cost function with the constraints in phase space. The global CNOP represents the optimal precursor for an El Niño event, while the local CNOP stands for the optimal precursor for a La Niña event. In Mu et al. (2004) and Sun et al. (2005) , it is also found that the global CNOP stands for the freshwater perturbation and local CNOP represents the saline perturbation in the thermohaline circulation (THC) of the ocean, which explains why the THC is more sensitive to the freshwater perturbation. These local CNOPs are not orthogonal to the global CNOP, which is different from the orthogonality between the first LSV and the second (third, . . .) LSVs, but possess clear physical meanings. In this paper, we also found that there exist local CNOPs for the model used. The local CNOPs of the QG model can be explained to be a kind of initial uncertainty that has the second (third . . .) largest impact on the uncertainties of prediction. It is easy to understand that the precise conditions under which the linear approximations are valid depend on the characteristic of the model and the basic states. But, it is very hard to determine a priori these conditions. The results of this paper indicate that nonlinear effect should be taken into account when it is important in predictability studies and sensitivity analyses. In the case that one cannot be sure whether linear approximation can be applied, it is safer to use CNOPs rather than LSVs if the computational resources are available.
To obtain CNOPs numerically, a proper nonlinear optimization algorithm is crucial. In this paper, the number of grid points is 512. The SQP method we used in this paper is shown to be a successful one, which encourage the application of CNOPs to higher dimensional problem with proper algorithms. Concerning the reduction of computational cost, it is worthwhile to point out that global and local CNOPs of the twodimensional QG model used in this paper are all local at the boundaries of the domain defined by the constraint conditions in the phase space. This is also what we have found for global and local CNOPs of simple ENSO and THC models. At present there is no theoretical theory to guarantee this. The authors conjecture that this property would hold for all global and local CNOPs regardless what models and norms would be utilized. The numerical results of this paper do support this conjecture. Once this can be proven theoretically, this property can be used to reduce the computational cost considerably, which is of importance to the applications of CNOP to high dimensional problems.
As pointed out and demonstrated by the work of the first author and his colleagues, the physical nature of CNOP depends on the specific problems we are interested in. First, it can represent the optimal precursor of certain weather or climate events, for example, ENSO events (cf. Mu et al. 2003; Duan et al. 2004) . Second in sensitivity and stability analysis of fluid motion, CNOPs also describe the most unstable (or most sensitive) mode (see Mu et al. 2004; Sun et al. 2005 , for the THC problem). Third the global (local) CNOPs, as obtained in this paper for a QG model, can be regarded as the initial errors that have largest (second largest, etc.), impacts on the uncertainties of the prediction (see also Mu et al. 2003) . The results of this paper suggest that CNOPs are a proper approach to deal with nonlinearity in predictability and sensitivity studies. It is reasonable to expect that CNOPs will be applied to corresponding studies where nonlinearity plays important roles.
Obviously the basic state (A3) with parameters (A4) is nonlinearly stable since the left-hand side of (A2) ϭ 4.7963 Ͼ 1. Now we disturb ⌿(x, y) by keeping a and c the same as in (A4), but disturbing b randomly to get b ϭ 0.3259. We denote ⌽ 0 the flow with this group of parameters (a, b, c) . Then we integrate model (1) with ⌽ 0 as the initial state to get the first basic state ⌽(x, y, t) in expt 1.
Since Arnold's nonlinear stability criteria is only applicable to equilibrium solutions to (1), we cannot guarantee that this basic state in nonlinear stable. But since ⌽ 0 is obtained by a small perturbation from ⌿(x, y), it is reasonable to expect that the magnitude of the lefthand side with ⌿(x, y) is a kind of indication of the stability of the first basic state.
In expt 2, the basic flow ⌿(x, y) ϭ 1.0[sin(2y/3.2) ϩ 0.25] is an equilibrium solution to (1) with C 1 ϭ 2.196, C 2 ϭ 22.16, h s ϭ 1.0sin(2y/3.2), 1/H ϭ 0.35. In this case the left-hand side of (A2) ϭ 2.3449 Ͼ 1. By Arnold's nonlinear stability criterion (Mu and Shepherd 1994) , it is nonlinearly stable. But now since the left-hand side of (A2) is less than that of the state with parameters (A4), it is expected that the basic state of expt 2 is not as stable as that of expt 1. The numerical results of LSVs and CNOPs support this.
The basic state of expt 3 is obtained as follows: (i) Disturb the basic state of expt 2 by adding 0.1sin(2x/ 6.4) to it to get ⌽ 0 (x, y). (ii) Integrate (1) with this ⌽ 0 as initial value to get the basic state of expt 3. Since the initial state of this basic state is disturbed by a relatively small term, it is expected that there is no essential difference between the stability properties of the basic states of expt 2 and expt 3. The numerical results in section 3c also verify this.
