The established theory of the resultant of two polynomials assumes that they are expressed in the power (monomial) basis, and a basis transformation is therefore necessary if the resultant of two Bernstein polynomials is required. In this paper, a resultant matrix for two scaled Bernstein polynomials (polynomials of degree n whose basis functions are (1 − x) n−i x i , i = 0, . . . , n) is constructed. In particular, a companion matrix M for a scaled Bernstein polynomial r(x) is developed, and this is used to form a resultant matrix s(M), where s(x) is a scaled Bernstein polynomial.
Introduction
A resultant of two polynomials is a scalar function of their coefficients that is zero if and only if they have a common root. Although there exist several different types of resultant, for example, the Sylvester, Bézout and Dixon resultants, they may be regarded as being equivalent because they all yield necessary and sufficient conditions for two polynomials to have a common root. Although resultants have a rich history, it is usually assumed that the polynomials are expressed in the power basis, and thus a basis transformation must be performed if it is necessary to determine the resultant of two Bernstein polynomials. This transformation is implemented by a parameter substitution that enables the entire theory of resultants for power basis polynomials to be reproduced for Bernstein basis polynomials.
In this paper, a resultant matrix for two scaled Bernstein polynomials, based on a companion matrix of one of the polynomials, is developed without reference to the power basis. The basis functions of a scaled Bernstein polynomial of degree n are (1 − x) n−i x i , i = 0, . . . , n, and thus if a Bernstein polynomial has coefficients b i , i = 0, . . . , n, its scaled Bernstein coefficients are n i b i , i = 0, . . . , n. It should be noted that the development of a resultant matrix by a companion matrix is an established procedure for power basis polynomials [1, pp. 10-30] , but its extension to Bernstein polynomials is new.
A review of previous work is considered in Section 2, and a companion matrix M of a scaled Bernstein polynomial r(x) is constructed in Section 3. This is used in Section 4 to develop a resultant matrix s(M) (a matrix whose determinant is a resultant), where s(x) is a scaled Bernstein polynomial, and it is shown that both the degree and coefficients of the greatest common divisor of r(x) and s(x) can be calculated from s(M). Similarity transformations of M are considered in Section 5, and it is shown that the companion matrices of power and scaled Bernstein basis polynomials possess some similar properties. Section 6 contains a brief discussion that includes future research that follows on from the work described in this paper.
Previous work
The transformation matrix between the power and Bernstein bases is numerically ill-conditioned [3, [9] [10] [11] and thus the solution of the linear algebraic equation that defines the transformation from the Bernstein basis to the power basis may not be computationally reliable. An alternative method for the calculation of the resultant matrix of two Bernstein polynomials involves a parameter substitution [6] , and this enables the entire theory of the resultant of two power basis polynomials to be reproduced for two Bernstein basis polynomials. This parameter substitution is now considered.
Let p(x) be a polynomial that is expressed in the Bernstein basis,
The parameter substitution
and thus if x 0 is a root of p(x), t 0 = x 0 /(1 − x 0 ) is a root of the polynomial
The coefficients c i of the power basis polynomial q(t) are the scaled Bernstein coefficients of p(x). Thus, given two Bernstein basis polynomials f (x) and g(x) of degrees m and n, respectively, then
where x / = −1 and res (f (x), g(x)) denotes the resultant of f (x) and g(x). The polynomials on the right-hand side of (4) are expressed in the power basis, and thus the established theory of resultants can be employed. The use of the Bernstein basis necessarily implies that interest is restricted to the interval I = {x : 0 x 1}, but the parameter substitution (2) is not valid at x = 1. Assuming that (1 − x) is a factor of the polynomial (1), this disadvantage can be overcome by removing it before the parameter substitution is made.
The parameter substitution (2) is effective in performing the required basis transformation but it may introduce numerical difficulties because the Bernstein basis is numerically better conditioned than the power basis [4, 8, 12] . It is therefore advantageous to retain the Bernstein basis throughout the computations, that is, a resultant matrix for two Bernstein polynomials should be developed directly, with no reference to the power basis. This desire is relaxed slightly because the scaled Bernstein basis is used, but computational experiments [13] show that the answers that are obtained with this basis are numerically superior to those that are obtained with the parameter substitution (2) . It is noted that the parameter substitution does not perform a basis transformation in the strict sense because the polynomials (1) and (3) are not equal.
A companion matrix for a scaled Bernstein polynomial
A companion matrix for a scaled Bernstein polynomial is constructed and this is used in Section 4 to develop a resultant matrix for two scaled Bernstein polynomials. The scaled Bernstein coefficients are defined by
and thus the Bernstein polynomial (1) becomes
Consider the square matrices A and E, both of order n,
and
It is seen that A + I = E and that A is in the form of a companion matrix of a power basis polynomial. The elements a ij of A are
It follows from (6) and (7) that A − λE is given by 
and it is readily verified by induction that
The condition b n = 1 is a normalisation constraint that is equivalent to the monic property of the characteristic polynomial of a companion matrix for a power basis polynomial. Thus the more general implication of this condition is that the coefficient b n of x n of the polynomial (5) is non-zero, which implies that x 0 = 1 is not a root of p(x). If however the polynomial p(x) is such that b n = 0, then a polynomial of degree n − 1 is considered by removing the factor (1 − x). A similar situation arose when considering the substitution of (2) into the polynomial (1).
If E is non-singular, the eigenvalues of E −1 A = (I + A) −1 A are identically equal to the roots of p(λ), where, from (5),
and thus (I + A) −1 A is the companion matrix of the polynomial p(λ). An easy inductive proof shows that
and the expansion of p(λ) in (9) shows that det E is equal to the coefficient of λ n in the power basis representation of p(λ).
The Sherman-Morrison formula [7] enables the inverse of E to be defined rather than computed numerically. Specifically, if the inverse of a square non-singular matrix P of order n is known, this formula enables the inverse of P + uv T to be expressed in terms of the inverse of P . The vectors u and v are of length n and thus uv T is a matrix of rank 1. The Sherman-Morrison formula states that
The application of the Sherman-Morrison formula requires that E be written in the form
and thus
The inverse of C is
and the elements c −1
It follows from (11)- (13) that
and (10) shows that τ = det E. It follows that
is the companion matrix of the polynomial p(λ). It is readily verified that
and thus from (14),
It follows from (12) and (14) that the elements e
and thus using (8) 
since e −1 in = (−1) n+i /τ from (15) and (17). It is immediately apparent that the companion matrix of a scaled Bernstein polynomial is substantially more complicated than is the companion matrix of a power basis polynomial. Examples 3.1 and 3.2 show the form of M for n = 4 and n = 5, and it is seen that M has certain properties that enable it to be constructed simply and rapidly, such that (17) and (18) are not used for assembling M.
Example 3.1. The form of M for n = 4 is
It is clear that τ M has an unusual structure; every entry of τ M is a linear combination of the coefficients b i and there are no constant terms, as there are in the companion matrix of a power basis polynomial. The following properties can be deduced from (18):
(1) The elements on the leading diagonal are given by
and satisfy the equation 
These properties enable expressions for the sum and product of the roots of p(λ) to be determined. Specifically, if {λ i } n i=1 are the eigenvalues of M (and equivalently, the roots of p(λ)), then it follows from (19) that
where tr M denotes the trace of M, and
since det A = (−1) n b 0 and det E = τ .
A resultant matrix
The companion matrix M that was developed in Section 3 is used to construct a resultant matrix for two scaled Bernstein polynomials r(x) and s(x) with coefficients r j n j =0
, r n = 1 and s j m j =0
, respectively,
Let M be the companion matrix of the polynomial r(x), and consider the matrix polynomial
If the eigenpairs of M are {λ i , x i } n i=1 , then the eigenpairs of
, and thus
and thus the eigenvalues of s(M) are
It is concluded that
and thus the determinant of s(M) is equal to zero if and only if λ i is a root of s(x).
Since the set {λ i } n i=1 are the roots of r(x), it follows that s(M) is a resultant matrix for the polynomials r(x) and s(x). The degree and coefficients of the greatest common divisor of r(x) and s(x) are easily obtained from s(M) using the following theorem [2, 6] . 
and , and hence
Thus r(N) is equal to the zero matrix, and since the rank of this matrix is zero, the degree of the greatest common divisor of r(x) and s(x) is 2 − 0 = 2. Since s(x) is also of degree 2, their greatest common divisor is proportional to s(x).
Properties of M
This section considers two properties of M. Specifically, it is shown that: (a) M is non-derogatory, that is, its minimum polynomial is equal to its characteristic polynomial, and (b) there exists a similarity transformation between M and its transpose by an upper triangular Hankel matrix.
Consider first the non-derogatory nature of M. It follows from (16) that
and thus (20) can be written in the form
where, from (6), and hence the similarity transformation of a companion matrix and its transpose by an upper triangular Hankel matrix is common to the power and scaled Bernstein polynomial bases. Moreover, it follows from (24) that
for j = 1, 2, . . . , and (20) and (25) and thus V V T also defines a similarity transformation between M and M T . This is identical to the similarity transformation between a power basis companion matrix and its transpose [1] .
Discussion
A companion matrix M for a scaled Bernstein polynomial r(x) has been developed, and this was used to construct a resultant matrix s(M), where s(x) is a scaled Bernstein polynomial. The companion matrix M is in general full and has a more complex structure than its power basis equivalent. Computational experiments [13] show that the method of computing resultants that is developed in this paper is nu-merically superior to the method that requires the parameter substitution (2) . Furthermore, it is desirable to remove the restriction that (1 − x) not be a common divisor of the polynomials r(x) and s(x), and thus the work that is described in this paper is part of a more general investigation into resultants for Bernstein polynomials.
