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Abstract
The study of Einstein equations leads naturally to Cauchy problems
with initial data on hypersurfaces which closely resemble hyperboloids in
Minkowski space-time, and with initial data with polyhomogeneous asymp-
totics, that is, with asymptotic expansions in terms of powers of ln r and
inverse powers of r. Such expansions also arise in the conformal method for
analysing wave equations in odd space-time dimension. In recent work [11]
it has been shown that for non-linear wave equations, or for wave maps,
polyhomogeneous initial data lead to solutions which are also polyhomo-
geneous provided that an infinite hierarchy of corner conditions holds. In
this paper we show that the result is true regardless of corner conditions.
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1 Introduction
The hyperboloidal Cauchy problem provides one of the methods of studying
global properties of solutions of the vacuum Einstein equations. Here one pre-
scribes Cauchy data on a spacelike hypersurface with asymptotic behavior some-
what similar to that of a hyperboloid in a Minkowski space-time. Such Cauchy
problems can be used to prove non-linear stability of Minkowski space-time
within a restricted class of initial data sets, see [1, 9, 13] and references therein.
Because the initial data for Einstein equations satisfy the constraint equations,
one faces the need to consider polyhomogeneous initial data in generic situa-
tions [2], that is, initial data with asymptotic expansions in terms of powers of
ln r and inverse powers of r, where r is a luminosity parameter. Such initial
data are too singular at the conformal boundary at infinity to be handled by
the standard theory of hyperbolic equations.
As a first step towards handling that question, in this paper we study the
hyperboloidal Cauchy problem for simpler nonlinear wave equations. Indeed,
a closely related approach for understanding the global behavior of solutions
of wave equations on Minkowski space-time is provided by the “conformal
method”, which proceeds as follows: Let (M , g) be an (n + 1)–dimensional
space-time and let
g˜ = Ω2g . (1.1)
Let ✷h denote the wave operator associated with a Lorentzian metric h,
✷hf =
1√|dethρσ |∂µ(
√
|det hαβ |hµν∂νf).
Recall that the scalar curvature R = R(g) of g is related to the corresponding
scalar curvature R˜ = R˜(g˜) of g˜ by the formula
R˜Ω2 = R− 2n
{
1
Ω
✷gΩ+
n− 3
2
|∇Ω|2
g
Ω2
}
. (1.2)
It then follows from (1.2) that we have the identity
✷g˜(Ω
−n−1
2 f) = Ω−
n+3
2
(
✷gf +
n− 1
4n
(R˜Ω2 −R)f
)
. (1.3)
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When g is the Minkowski metric η, a non-trivial conformal factor Ω ∼ 1/r can
be chosen so that g˜ is also the Minkowski metric, leading to
✷η(Ω
−n−1
2 f) = Ω−
n+3
2 ✷ηf . (1.4)
Because the conformal boundary {Ω = 0} corresponds to points which are
infinitely far away for the original metric g, this technique allows one to re-
duce global-in-time existence problems to local ones; this has been exploited by
various authors [3–8] for wave equations on a fixed background space-time.
On a more modest level, the identity (1.3) can be used as a starting point for
the analysis of the asymptotic behavior of solutions of the scalar wave equation,
as it reduces the problem to a study of the rescaled equation (1.4) near the set
Ω = 0. There is, however, a difficulty that arises for non-linear equations in even
space-dimension because of half-integer powers of Ω in (1.4). This introduces
singular terms1 in the equations, so that the usual theory of hyperbolic PDEs
does not apply. This problem has been studied in [11], where it was shown that
solutions for a class of semi-linear wave equations, or of the wave-map equation,
with smooth or polyhomogeneous initial data on hyperboloids in Minkowski
space-time, will have a complete asymptotic expansion in terms of half integer
powers of Ω ∼ 1/r and of powers of lnΩ, provided that an infinite hierarchy
of “corner conditions” is satisfied. The object of this paper is to show that
no corner conditions are necessary for polyhomogeneity of solutions of those
equations. We also extend the results in [11] to general asymptotically flat
space-times with smooth, or polyhomogeneous, conformal completions. We
expect to be able to prove corresponding results for Einstein equations in a
near future, see also [15].
Our main results, in Minkowski space-time, are the following (we refer the
reader to Appendix A.2 for the definition of the spaces involved; the hyper-
boloids Hτ are defined as
Hτ = {(t− τ)2 − |~r|2 = 1} ;
the coordinate x in which the polyhomogeneous expansions are carried out is
1/|~r|):
Theorem 1.1 Let δ = 1 in odd space dimensions, and let δ = 1/2 in even space
dimensions. Consider the equation
✷gf = H(f) , (1.5)
on Rn,1, n ≥ 2, with smooth or polyhomogeneous initial data on a hyperboloid
H0:
f |H0 ∈ x(n−1)/2
(
A
δ
{x=0} ∩ L∞
)
, ∂τf |H0 ∈ x(n−1)/2A δ{x=0} . (1.6)
1It should be mentioned that for special non-linearities the singular terms do not arise.
Indeed, this is the case for the equation ✷f = H(f), where H is a polynomial containing
only odd powers of f . Similarly no singularities arise for the wave map equation with special
targets [5, 6]. However, e.g. wave maps will have such singular terms in general.
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Suppose that H(f) is smooth in f and has a zero of order ℓ at f = 0, with ℓ
satisfying
ℓ ≥
{ 4 , n = 2 ,
3 , n = 3 ,
2 , n ≥ 4 .
(1.7)
There exists τ∗ > 0 and a solution of (1.5)-(1.6) defined on ∪τ∈[0,τ∗]Hτ such
that for every ǫ > 0 we have
f |∪τ∈[ǫ,τ∗]Hτ ∈ x(n−1)/2
(
A
δ
{x=0} ∩ L∞
)
.
Theorem 1.1 is a special case of Theorem 2.7 below where asymptotically
vacuum space-times with polyhomogeneous C1 conformal completions at null
infinity satisfying mild restrictions on the scalar curvatures are considered, with
general polyhomogeneous initial data hypersurfaces, and with somewhat more
general non-linearities.
Theorem 1.2 Let δ be as in Theorem 1.1. Consider the wave map equation on
R
n,1, n ≥ 2. For any smooth or polyhomogeneous initial data on a hyperboloid
H0,
x−(n−1)/2fa|H0 ∈ A δ{x=0} ∩ L∞ ,
∂τ (x
−(n−1)/2fa)|H0 ∈
{
A δ{x=0} ∩ L∞ , n = 2 ,
A δ{x=0} , n ≥ 3 ,
there exists τ∗ > 0, and a solution f defined on ∪τ∈[0,τ∗]Hτ , such that for every
ǫ > 0 we have
f |∪τ∈[ǫ,τ∗]Hτ ∈ x(n−1)/2
(
A
δ
{x=0} ∩ L∞
)
.
Theorem 1.2 is a special case of Theorem 2.9 below.
This paper is organised as follows. In Appendix A the reader will find a
description of our notation and conventions, as well as the definitions of the
function spaces used, together with some auxiliary results needed in the body
of the paper. In Section 2 we show how to apply our main results, derived in
later sections, to the nonlinear wave equation, or to the wave map equation, on
manifolds with conformal completions at null infinity. The discussion in that
section motivates the hypotheses of our polyhomogeneity theorems in Section 3,
which is the cornerstone of the paper. There we prove polyhomogeneity of so-
lutions of a class of systems of first order PDE’s. In Appendix B we give a
considerably simpler proof of our main polyhomogeneity theorem for linear sys-
tems, under the supplementary assumption that all coefficients in the equation
are smooth and bounded.
We acknowledge useful discussions with Olivier Lengard at an early stage
of this work: he suggested a proof of the result in a simple case, which was at
the origin of this paper.
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2 Wave equations near conformal infinity
In this section we verify that those results of [11] which have been proved for
the Minkowski metric can be extended to space-times with completions at null
infinity. We allow conformal completions with polyhomogeneous metrics, under
a condition on the scalar curvature near the conformal boundary. (In fact, met-
rics in weighted Sobolev spaces suffice for existence of solutions with weighted
Sobolev regularity.) We also show how to write quasi-linear wave equations in
a form to which our polyhomogeneity arguments in the next sections apply.
For convenience of typesetting we will denote by g the metric g˜ from the
introduction. We assume, as usual (cf., e.g., [13]), that the function Ω in
(1.1) vanishes precisely at a null hypersurface which we denote by N , with dΩ
nowhere vanishing on N . In the construction that follows we assume that Ω
is either smooth or C1 and polyhomogeneous; equivalently, N is a smooth or
polyhomogeneous C1 hypersurface.
Near N we can always find, locally, a convenient coordinate system (y, x, vA)
so that N is given by the equation x = 0, with ∂y tangent to the generators
of N , as follows (compare [16]; this construction can also be carried out for
A δ{x=0} ∩L∞-polyhomogeneous metrics, see [12, Appendix B]): Let O ⊂ N be
any (n−1)–dimensional submanifold of N , transverse to the null generators of
N . Let vA be any local coordinate system on O, and let ℓ|O be any field of null
vectors, defined on O, tangent to the generators of N . Solving the equation
∇ℓℓ = 0, with initial values ℓ|O on O, one obtains a null vector field ℓ defined
on a N –neighborhood V ⊂ N of O, tangent to the generators of N . One
can extend vA to V by solving the equation ℓ(vA) = 0. The function y|N is
defined by solving the equation ℓ(y) = 1 with initial value y|O = 0. Passing to
a subset of V if necessary, this defines a global coordinate system (y, vA) on V .
By construction we have ℓ = ∂y on V , in particular gyy = 0 on V . This justifies
the first equation in (2.4) below. Further, ℓ is normal to N because N is a
null surface, which implies gyA = 0 on V . This justifies the second equation in
(2.4) below.
Let, next, ℓ¯|V be a field of null vectors on V defined uniquely by the con-
ditions
g(ℓ¯|V , ℓ) = 1
2
, g(ℓ¯|V , ∂A) = 0 . (2.1)
The first equation implies that ℓ¯|V is everywhere transverse to V . Then we
define ℓ¯ in a space-time neighborhood U ⊂ M of V by solving the geodesic
equation ∇ℓ¯ℓ¯ = 0 with initial value ℓ¯|V at V . The coordinates (y, vA) are
extended to U by solving the equations ℓ¯(y) = ℓ¯(vA) = 0, and the coordinate
x is defined by solving the equation ℓ¯(x) = 1, with initial value x = 0 at V .
Passing to a subset of U if necessary, this defines a global coordinate system
(y, x, vA) on U .
By construction we have
ℓ¯ = ∂x , (2.2)
hence ∂x is a null, geodesic, vector field on U . In particular
gxx ≡ g(∂x, ∂x) = 0 .
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Let (za) = (x, vA), and note that
ℓ¯
(
g(ℓ¯, ∂a)
)
= g(ℓ¯,∇ℓ¯∂a) = g(ℓ¯,∇∂x∂a) = g(ℓ¯,∇∂a∂x)
= g(ℓ¯,∇∂a ℓ¯) =
1
2
∂a
(
g(ℓ¯, ℓ¯)
)
= 0 .
This shows that the components gxa of the metric are x–independent. On O
we have gxy = 1/2 and gxA = 0 by (2.1), leading to the following form of the
metric
g = dx⊗˚dy + χdy⊗˚dy + 2γ⊗˚dy + µ , (2.3)
with
χ|x=0 = 0 , γ|x=0 = 0 . (2.4)
The symbol ⊗˚ denotes a symmetrized tensor product:
α⊗˚γ = 1
2
(
α⊗ γ + γ ⊗ α
)
.
Furthermore, γ = γAdv
A is a one-form field, and µ = µAB dv
A⊗˚dvB is a sym-
metric tensor field. By inspection of (2.3), the tensor field induced from g on the
surfaces y = const has signature (0,+, . . . ,+), thus these are null hypersurface.
An example of the coordinate system above is obtained by taking N to be
the light-cone of the origin in (n+ 1)–dimensional Minkowski space-time, with
x = r − t, y = t+ r, then the Minkowski metric η takes the form
η = −dt⊗ dt+ dr ⊗ dr + r2dΩ2 = dx⊗˚dy + r2dΩ2 ,
so that χ ≡ γ ≡ 0.
In asymptotically flat solutions of asymptotically vacuum Einstein equa-
tions, a slight variation of the construction above leads to the Bondi coordinates
near Scri [17], with the metric taking instead the form
g˜B = e
2βdx⊗˚dy + χdy⊗˚dy + 2γ⊗˚dy + µ , (2.5)
for some function β (and, in general, different χ and γ). (Here y corresponds
to the Bondi retarded time u, and x = 1/2r is half the inverse of the luminosity
distance r.) In 3 + 1 dimensions, for smoothly compactifiable metrics, the
Einstein equations imply, for matter fields decaying sufficiently fast, that β =
O(x2) as well as
χ = O(x2) , γA = O(x
2) , (2.6)
with derivatives behaving in the obvious way. One can go from (2.5) to (2.3)
by redefining x, without changing the remaining variables, in a way which will
preserve (2.6). Equation (2.6) remains valid for asymptotically vacuum metrics
which, after conformal rescaling, are polyhomogeneous and C1 (see [12, Sec-
tion 6] or [10, Appendix C.1.2]), while for general A δ{x=0}∩L∞–polyhomogeneous
asymptotically vacuum metrics one has [12, Equations (2.15)-(2.19) with H =
Xa = 0] the asymptotic behaviors β = O(x2 lnN x) and
χ = O(x2) , γA = O(x
2 lnN x) , (2.7)
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for some N . Here “asymptotically vacuum” requires, for polyhomogeneous
metrics, that the components of the energy-momentum tensor in asymptotically
Minkowskian coordinates satisfy (see [12, end of Section 2])
Tµν = o(r
−2) . (2.8)
Returning to (2.3), we have
det g = −1
4
detµ ,
which shows that µ is a non-degenerate (n−1)×(n−1) tensor field. It is simple
to check that the inverse metric g♯ = gαγ∂α⊗˚∂γ is given by the formula
g♯ = 4(−χ+ |γ|2µ)∂x⊗˚∂x + 4∂x⊗˚∂y − 4γ♯⊗˚∂x + µ♯
= 4∂x⊗˚
(
∂y + (−χ+ |γ|2µ)∂x − γ♯
)
+ µ♯ , (2.9)
with µ♯ = µAB∂A⊗˚∂B , where µAB is the matrix inverse to µAB , γ♯ = µABγA∂B ,
and |γ|2µ = µ♯(γ, γ) = µABγAγB . We note
g(∇y,∇y) = gyy = 0 ,
which confirms the null character of the level sets of y, and can also be used for
an alternative justification of the fact that the integral curves of
∇y = gαγ∂αy∂γ = gyγ∂γ = 2∂x
are null geodesics.
Consider a system of N second order PDE’s for an m–components field u,
with diagonal principal part (gαγ ⊗ Id)∂α∂γ , where Id is the m × m identity
matrix:
gαγ∂α∂γu = F (x
µ, u, ∂u) . (2.10)
(Recall that the metric g here should be thought of as the metric g˜ of the
introduction, with the field u being an appropriately rescaled equivalent of
some field defined on the original space-time.) We start by checking whether
such a system can be written, locally, in the form considered in Section 3 below.
For this we let eA = eA
C∂C , A = 1, . . . , n− 1 be a local ON basis for µ, and set
e− = 2
(
∂y + (−χ+ |γ|2µ)∂x − γ♯
)
, e+ = −2∂x , (2.11)
ψ0 = u , ψA = ϕA = eA(u) , ϕ+ = e+(u) , ψ− = e−(u) , (2.12)
ψ = (ψ0, ψ−, ψA) , ϕ = (ϕ+, ϕA) . (2.13)
(Factors of two and signs in (2.11) have been introduced for consistency of
notation with [11].) Then
gµν∂µ∂νu = 2e−(∂xu) +
∑
A
(
eA(eA(u))− eA(eAC)∂Cu
)
= 2∂x(e−(u)) + 2[e−, ∂x]u+
∑
A
(
eA(eA(u)) − eA(eAC)fCBeBu
)
,
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where fC
B denotes the matrix inverse to eA
B, and (2.10) implies the following
system of equations for (ψ,ϕ):
∂xψ0 +
1
2ϕ+ = 0 ,
∂xψ− −[∂x, e−]u = −12
∑
A(eAϕA − eA(eAC)fCBψB) + 12F (xµ, ψ, ϕ) ,
∂xψA −[∂x, eA]u = −12eAϕ+ ,
∂yϕ+ = −
(
(−χ+ |γ|2µ)∂x − γ♯
)
ϕ+
+ 12
∑
A(eAψA − eA(eAC)fCBψB)− 12F (xµ, ψ, ϕ) ,
∂yϕA −12 [e−, eA]u = −
(
(−χ+ |γ|2µ)∂x − γ♯
)
ϕA +
1
2eAψ− .
(2.14)
It is understood that the commutator terms have to be expressed as linear
functions of ϕ and ψ, and that those substitutions have also been done when
writing F (xµ, u, ∂u) as F (xµ, ψ, ϕ). It follows that all the requirements con-
cerning the principal part of (2.10), set forth in Section 3 will be satisfied for
polyhomogeneous, or smooth, metrics if there exists m such that
χ = O(x1+δ lnm x) , γA = O(x
1+δ lnm x) . (2.15)
In situations of main physical interest with N = I + the dimension is 3 + 1,
the space-times are asymptotically vacuum, the appropriate choice of δ is one,
and Equation (2.7) shows that (2.15) holds.
In situations where (2.15) does not hold one can proceed as follows. Suppose,
first, that the metric g is smooth. One can then introduce new coordinates
(xˆ, yˆ, vˆA) by setting yˆ = y, and letting (xˆ, vˆA) be defined as solutions of the
equations
e−(vˆA) = e−(xˆ) = 0 , (2.16)
with initial values vˆA|y=0 = vA, xˆ|y=0 = x. In the new coordinate system we
have e− = ∂yˆ; equivalently
∂y
∂yˆ
= 1 ,
∂x
∂yˆ
= −χ+ |γ|2µ ,
∂vA
∂yˆ
= −µABγB . (2.17)
This gets rid of all derivatives of ϕ in the right-hand-sides of the last two lines of
(2.14), when those equations are rewritten in terms of the hatted coordinates;
e.g., the last equation in (2.14) becomes
∂yˆϕA − 1
2
[e−, eA]u =
1
2
eAψ− .
(Note that we do not change the definitions (2.11)-(2.13), which still use the
coordinates (x, y, vA) constructed above.) One can check that the remaining
derivatives in (2.14) will change in a way compatible with our hypotheses in
Section 3. In any case this follows from the analysis of C1 ∩A δ{x=0} metrics, to
which we pass now: We need (2.17) to be satisfied to first order of x:
∂x
∂yˆ
= −χ+ |γ|2µ +O(x1+δ lnm x) ,
∂vA
∂yˆ
= −µABγB +O(x1+δ lnm x) . (2.18)
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We have
−χ+ |γ|2µ , µABγB ∈ xC∞ ∩ x1+δA δ{x=0} ,
therefore there exist Υ,ΓA, smooth functions of (vA, y), such that
(−χ+ |γ|2µ)(x, vA, y) = Υ(vA, y)x+O(x1+δ lnm x) ,
−(µABγB)(x, vA, y) = ΓA(vA, y)x+O(x1+δ lnm x) .
We make the ansatz
xˆ = x+ xξ(vA, y) , vˆA = vA + xηA(vB , y) , yˆ = y , (2.19)
and (2.18) leads to the following equations for ξ, ηA:
Υ(1 + ξ) +
∂ξ
∂y
= 0 , ΓA +
∂ηA
∂y
+ ηAΥ = 0 . (2.20)
We impose ξ(vA, 0) = 0 = ηA(vB , 0). Conversely, smooth solutions to (2.20)
with those initial values give (at least for x, y close to 0)
∂x
∂yˆ
= Υ(vA, y)x+O(x2) ,
∂vA
∂yˆ
= ΓA(vA, y)x+O(x2) ,
and we end up with the following transformation rules for the derivatives:
∂x = (1 + ξ)∂xˆ + η
A∂vˆA ,
∂vA = ∂vˆA + xη
B
,A∂vˆB + xξ,A∂xˆ ,
1
2
e− = ∂yˆ +O(x1+δ lnm x) .
This shows that, in the hatted coordinates, for all A δ{x=0}-polyhomogeneous
metrics, (2.14) takes a form which is compatible with our hypotheses in Sec-
tion 3.
We consider now a scalar field u satisfying a non-linear massless wave equa-
tion in the physical space-time. What has been said shows that the second-
derivative terms in the equation satisfy the requirements of Section 3. The
zero order terms arising from the supplementary curvature term in (1.3) will
be compatible with the requirements of Theorem 3.1 or Theorem 3.7 if, e.g.,
Ω−
n+3
2
(
R(g˜)Ω2 −R(g)) ∈ A δ{0≤x≤y} ⇐⇒ R(g˜)Ω2−R(g) ∈ xn+32 A δ{0≤x≤y} .
(2.21)
One can always achieve R(g˜) = 0 by a smooth redefinition of the conformal
factor Ω, when g˜ is smooth, by solving the Yamabe equation. Similarly if the
metric is C1 ∩A δ{x=0} and R(g˜) satisfies
R(g˜) ∈ A δ{x=0} (2.22)
(in fact R(g˜) ∈ A δ{0≤x≤y} suffices), then our results below show that this redefi-
nition can again be made, leading to a new metric of A δ{0≤x≤y}–differentiability
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class.2 Then (2.21) becomes a restriction on the rate of fall-off of scalar cur-
vature of the space-time metric g near null conformal infinity I + = N , in
particular (2.21) will be satisfied when g is vacuum. Note also that (2.7) is
preserved by any conformal transformation with bounded conformal factor, so
that such a redefinition of g˜ will not affect that equation.
Next, still for a scalar field, in order to find the first order terms which arise
from ✷g˜ we write
✷gu =
1√
|det g|∂α
(√
|det g|gαγ∂γu
)
=
1√
|detµ|
(
2∂y(
√
|detµ|∂xu)− 2∂A(
√
|detµ|µABγB∂xu)
+2∂x(
√
|detµ|(∂yu+ 2(−χ+ |γ|2µ)∂xu− γ♯u)
)
+∆µu .
For C0 ∩ A δ{x=0}–polyhomogeneous metrics it only remains to check whether
the terms multiplying ϕ, as defined in (2.13), are in C0 ∩ A δ{x=0}. Since all
occurrences of a single eA–derivative of u can be put into ψA, one only needs
to keep track of terms which arise as coefficients of ϕ+ = e+(u) = −2∂xu; the
relevant collected contribution to ✷g reads
2
(
∂y(
√
|detµ|)− ∂A(
√
|detµ|µABγB)+ 2∂x(
√
|detµ|(−χ+ |γ|2µ))
) ∂xu√
|detµ| .
The coefficient of ∂xu will be in C∞+xδA δ{0≤x≤y} if, e.g., g ∈ A δ{x=0}∩C1(M˜ ),
where M˜ denotes the space-time manifold with the conformal boundary I +
added.
Summarising, we have proved:
Proposition 2.1 Consider a space-time (M , g) with A δ{x=0}∩C1(M˜ )-polyhomogeneous
conformal completion at null infinity, and suppose that (2.21) holds. The scalar
wave equation on (M , g) implies a system of equations to which Theorem 3.1
applies.
Similarly if u is a solution of the non-linear wave equation (2.41) as in The-
orem 1.1, or of the wave-map equation as in Theorem 1.2, then the lower order
terms discussed so far are compatible with the requirements of Theorem 3.7.
We show, next, that any system of the form (2.10) can be written in a first
order form as in Section 3 of [11]. Recall that in that last reference a coordinate
system (x, vA, τ) was used, with τ playing the role of a time variable. The
solutions there were defined on the set
Ωx1,T = {(x, vA, τ) : 0 < x < x1 − 2τ, v ∈ O, 0 < τ < T} .
2A sufficient condition for R(g˜) ∈ A δ{0≤x≤y} is that g˜ is of (C∞+x
2
A
δ
{x=0})–differentiability
class, but this restriction is certainly not necessary; note that for δ = 1 we have C∞ +
x2A δ{x=0} = C1 ∩A
δ
{x=0}. It is likely that the condition g ∈ C1 ∩A
δ
{x=0} suffices for polyho-
mogeneity of solutions for all δ, see Remark 3.10 below.
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❅
❅
❅
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(x = 0, y = 2T ) (x = 2T, y = 2T )
Ω
x = 0ց
տ I ✻
∂y
✲ ∂x
Figure 1: The variables (x, τ) and (x, y).
This will be made compatible with (2.14) by replacing the coordinate y with a
coordinate τ ,
(x, y) −→ (x, τ = y − x
2
) , (2.23)
so that
∂x −→ ∂x − 1
2
∂τ , ∂y =
1
2
∂τ (2.24)
(see Figure 1). In this work we are interested in the behavior of solutions near
the set {x = 0}. For this purpose it suffices to study the properties of the
solution u on the following subset of Ωx1,T :
Ω = {(x, vA, y) : 0 < x < y, v ∈ O, 0 < y < 2T} . (2.25)
In view of (2.24), (2.11) takes the form
e− = ∂τ + (−χ+ |γ|2µ)(2∂x − ∂τ )− 2γ♯ , e+ = ∂τ − 2∂x . (2.26)
We keep the definitions (2.12)-(2.13), and rewrite (2.14) as
(∂τ − 2∂x)ψA −eAϕ+ −[∂τ − 2∂x, eA]u = 0 ,
−∑A eAψA +e−ϕ+ +∑A eA(eAC)fCBψB = −F (xµ, ψ, ϕ) ,
}
(2.27)
(∂τ − 2∂x)ψ0 − ϕ+ = 0 , (2.28)
(∂τ − 2∂x)ψ− −
∑
A eAϕA −[∂τ − 2∂x, e−]u+
∑
A eA(eA
C)fC
BψB = −F (xµ, ψ, ϕ) ,
−eAψ− +e−ϕA −[e−, eA]u = 0 .
}
(2.29)
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If we assume that the metric coefficients are (A δ{x=0}∩C1)–polyhomogeneous,
then all coefficients in (2.27)-(2.29) are of at least A δ{x=0} ∩C0–differentiability
class.
The system (2.27)-(2.29) is of the form considered in [11, Section 3]: For
example, the matrices Eµ± of Equation 3.5 of [11] take the form E
µ
± = e
µ
± ⊗ Id,
with e± = e
µ
±∂µ as in (2.26). The covector field nµ in [11, Equation (3.12)] can
be taken to be equal to dτ . The matrices ℓA can be read-off from (2.27)-(2.29):
ℓA∂Aψ =

0 0 −e1 . . . −en−1
0 −e1 0 0
...
. . .
0 −en−1 0 0


ψ0
ψ−
ψ1
...
ψn−1
 .
A natural choice for L is then
Lψ =

0 0 −e1 − e1(
√
detµ)√
detµ
. . . −en−1 − en−1(
√
detµ)√
detµ
0 −e1 0 0
...
. . .
0 −en−1 0 0


ψ0
ψ−
ψ1
...
ψn−1
 ,
so that
ℓψ =

0 0 − e1(
√
detµ)√
detµ
. . . − en−1(
√
detµ)√
detµ
0 0 0 0
...
. . .
0 0 0 0


ψ0
ψ−
ψ1
...
ψn−1
 .
This implies
−L†ϕ =

0 0 0
0 −div e1 − e1 . . . −div en−1 − en−1
e1(
√
detµ)√
detµ
− div e1 − e1 0 0
...
. . .
en−1(
√
detµ)√
detµ
− div en−1 − en−1 0 0


ϕ+
ϕ1
...
ϕn−1
 ,
where div denotes the divergence with respect to the measure
√
detµAB dv
1 · · · dvn−1.
It immediately follows that [11, Equations (3.9) and (3.11)] hold for A δ{x=0}∩C1
metrics.
We have
Eτ+ = Id , E
τ
− = (1 + χ− |γ|2µ)Id ,
which shows that the first condition in [11, Equation (3.12)] holds. On the other
hand, [11, Equation (3.13)] holds only for Eτ+. However, we note the following
result, where the notation from [11] is used:
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Proposition 2.2 Under the remaining conditions of [11, Proposition 3.1], sup-
pose that instead of [11, Equation (3.13)] we have
‖Eτ−(τ)‖G 0
k
(Mx1−2τ )
≤ C , ‖Eτ+(τ)‖G−1
k
(Mx1−2τ )
+‖∂xEτ+(τ)‖G−1
k−1(Mx)
≤ ζ(x) .
(2.30)
Then the conclusions of [11, Proposition 3.1] hold.
Proof: If [11, Equation (3.13)] does not hold, then the commutators in the
unnumbered equation after [11, Equation (3.28)] will have supplementary terms
such as, e.g.,
k∑
i=1
(ik)x
i(∂ixE
τ
±)x
k−i∂k−ix ∂τχ . (2.31)
From the evolution equations [11, Equation (3.5)] one has
∂τϕ = (E
τ
−)
−1
(
− Ex−∂xϕ− EA−∂Aϕ− (B− +B11)ϕ− Lψ −B12ψ + a
)
, (2.32)
∂τψ = (E
τ
+)
−1
(
− Ex+∂xψ − EA+∂Aψ − (B+ +B22)ψ + L†ϕ−B21ϕ+ b
)
. (2.33)
This is inserted in (2.31). Some care has to be taken, because the norm used
requires that each x–derivative comes with a factor of x. This works well for
ϕ, because of the requirement in [11, Equation (3.14)] that Ex− ∈ G 1k (Mx1−2τ ).
On the other hand, the x-derivatives of ψ that result in (2.31) are rewritten as
k∑
i=1
(ik)(x
i−1∂i−1x ∂xE
τ
+)x
k−i+1∂k−ix
(
(Eτ+)
−1Ex+∂xψ
)
, (2.34)
and the estimates are done as in [11] starting from this formula. The remaining
supplementary terms are handled in a similar way. ✷
An identical argument gives:
Proposition 2.3 Under the remaining conditions of [11, Proposition 3.2], sup-
pose that instead of [11, Equation (3.13)] we have
‖Eτ−(τ)‖G 0
k
(Mx1−2τ )
+ ‖Eτ+(τ)‖G 0
k
(Mx1−2τ )
+ ‖∂xEτ+(τ)‖G 0
k−1(Mx)
≤ C . (2.35)
Then the conclusions of [11, Proposition 3.2] hold.
✷
The next question we wish to address is that of the choice of the initial data
surface S . The estimates of [11] were made under the assumption that
S = {τ = 0} .
This might be overly restrictive for several purposes. The simplest generalisa-
tion is to assume that S coincides with a member of the family of hypersurfaces
Ss defined as
Ss = {τ = s+ σ(x, vA)} , (2.36)
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where σ is a function satisfying
σ ∈ C 1{x=0},k . (2.37)
The field of conormals to the Ss’s is dτ − ∂xσ dx − ∂Aσ dvA, so that these
hypersurfaces will be space-like for the system considered in [11] if(
Eτ− − Ex−∂xσ − EA−∂Aσ −ℓA∂Aσ
−(ℓA)t∂Aσ Eτ+ − Ex+∂xσ − EA+∂Aσ
)
≥ ǫ > 0 , (2.38)
for some constant ǫ. We have
Proposition 2.4 Assume (2.36)-(2.38), and suppose that the coefficients in
the equation remain in the original space after differentiation by (x∂τ )
i, with 1 ≤
i ≤ k − 1. Then the estimates of [11, Propositions 3.1 and 3.2], as generalised
in Propositions 2.2 and 2.3, remain valid for solutions with initial data on S0,
with the norms ‖f(t)‖ in [11] understood as norms of functions on St.
Proof: One integrates the divergence [11, Equation (3.22)] on the family of
sets, parameterised by s,
{σ(x, vA) ≤ τ ≤ s+ σ(x, vA) , 0 ≤ x ≤ x1 − 2τ} .
The argument in [11] leads then to an estimate on the integrals over the Ss’s of
x– and vA–derivatives of the fields. To relate those integrals to intrinsic Sobolev
spaces on the Ss’s it is convenient to pass to a new coordinate system (τ˜ , x˜, v˜
A)
defined by the equations
τ˜ = τ − σ(x, vA) , x˜ = x , v˜A = vA .
We then have
∂x˜ = ∂x + ∂xσ ∂τ , ∂v˜A = ∂vA + ∂vAσ ∂τ ,
so that
x˜i∂γv˜ ∂
i
x˜f = x
i∂γv ∂
i
xf+∑
C(j0, . . . , jk, γ0, . . . , γk)(x
j0+k∂γ0v ∂
j0
x ∂
k
τ f)(x
j1∂j1x ∂
γ1
v σ) . . . (x
jk∂jkx ∂
γk
v σ) ,
where the sum is taken over all indices satisfying j0+. . .+jk = i, |γ0|+. . .+|γk| =
|γ|, with 1 ≤ k ≤ i+ |γ|. One can use (2.32)-(2.33) to eliminate τ–derivatives;
the fact that such derivatives of ψ are replaced by x-derivatives introduces the
restriction ∂Aσ = O(x) when k = 1, and to (2.37) for higher k. ✷
To proceed further, one needs to make a choice for the scalar products and
covariant derivative operators. We assume that u = (ua) maps the original
space-time into Rm, with canonical scalar product. For a scalar field we take
m = 1. In case of wave maps, we will be interested in maps that asymptote a
point p in the target manifold when we approach {x = 0}. We choose normal
coordinates near p, and the ua’s are the coordinate components of the map.
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We take Eµ±∇µ = Eµ±∂µ, so that the matrices B± in [11, Equation (3.16)]
vanish. We choose
|ψ|2 =
∑
a,A
(ψaA)
2 +
∑
a
(
(ψ0
a)2 + (ψa−)
2
)
,
|ϕ|2 =
∑
a,A
(ϕaA)
2 +
∑
a
(ϕa+)
2 .
The “energy-momentum vector” X in [11, Equation (3.21)] equals then
X = |ϕ|2e− + |ψ|2e+ , (2.39)
and we use the usual measure
√
|det g|dn+1x = 12
√
|detµ|dn+1x to integrate
over domains in the (conformally rescaled) space-time, so that
divX = ∇µXµ = ∂µ(
√
|detµ|Xµ)/
√
|detµ| .
Rather than deriving ∇αEα± from first principles, it is simpler to calculate
directly divX using (2.39) and estimate the corresponding terms. This gives
|∇αEα±| ≤ |∇αeα±| .
It now follows from (2.11) that the relevant estimates in [11, Equation (3.14)]
and [11, Equation (3.15)] hold for any (A δ{x=0} ∩C1)–polyhomogeneous metric.
Summarising, we have proved:
Proposition 2.5 The estimates of [11, Propositions 3.1 and 3.2] hold for the
scalar wave equation
✷gu = 0
on any space-time with (A δ{x=0} ∩ C1)-polyhomogeneous conformal completion
at null infinity for which
Ω−
n+3
2
(
R(g˜)Ω2 −R(g)) ∈ A δ{x=0} . (2.40)
2.1 Semi-linear wave equations
We continue with existence of solutions of the semi-linear wave equation:
✷gf = H(x
µ, f) . (2.41)
The spaces H βℓ (S0) below are defined in [11, Appendix A]:
Theorem 2.6 Consider a space-time (M , g) with A δ{x=0}∩C1(M˜ )-polyhomogeneous
conformal completion at null infinity satisfying (2.40), where δ is the inverse of
a strictly positive integer. Let S0 be a spacelike hypersurface in M of the form
(2.36), with σ satisfying (2.37) together with
lim inf
x→0
∂xσ > −1/2 . (2.42)
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Set
f˜ = Ω−(n−1)/2f ,
and suppose that the initial data for (2.41) on S0 satisfy, for some k > ⌊n2 ⌋+1
and −1 < α < −1/2,
f˜ |S0 ∈ H αk+1(S0) , ∂xf˜ |S0 ∈
(
H
α−1/2
k ∩ C α{x=0},0
)
(S0) ,
∂τ f˜ |S0 ∈ H αk (S0) .
Suppose that H(xµ, f) is smooth in f at fixed xµ, bounded and δ-polyhomogeneous
in xµ at constant f , and has a zero of order ℓ at f = 0, with ℓ satisfying (1.7).
There exists T > 0 and a solution of (2.41) defined on ∪s∈[0,T ]Ss such that
f˜ ∈ C α{0≤x≤y},k−1−⌊n
2
⌋(∪s∈[0,T ]Ss) ∩ L∞ , (2.43a)
∂xf˜ ∈ C α−1/2{0≤x≤y},k−1−⌊n
2
⌋(∪s∈[0,T ]Ss) ∩ C α{x=0},0 , (2.43b)
∂τ f˜ ∈ C α{0≤x≤y},k−1−⌊n
2
⌋(∪s∈[0,T ]Ss) . (2.43c)
Proof: The proof of existence is essentially a repetition of that of [11, The-
orem 4.1]. Condition (2.42) guarantees that (2.38) holds for x small enough.
Using the results established earlier in this section, one proceeds as in [11] until
Equation [11, Equation (4.32)]. When g˜ is smooth, that last equation is han-
dled by introducing the variables (xˆ, yˆ, vˆA) as in (2.16). This leads again to the
estimate [11, Equation (4.33)]. In order to obtain [11, Equation (4.34)] one can
proceed as follows: in the coordinate system (x, y, vA) we have ∂xf˜ = −12ϕ+,
and integration in x until the initial data hypersurface {τ = σ(x, vA)} gives
f˜(x, y, vA) = f˜(x0(y, v
A), y, vA) +
1
2
∫ x0(y,vA)
x
ϕ+(s, y, v
A)ds , (2.44)
where x0 is implicitly defined by the equation
x0 + 2σ(x0, v
A) = y (2.45)
(note that (2.42) implies that the left-hand-side is a strictly monotonous func-
tion of x0, guaranteeing solvability of (2.45)). Reverting to the variables (τ, x, v
A),
this leads to the estimate
|f˜(τ, x, vA)| ≤ ‖f˜ |S0‖L∞ +
1
2
sup
s∈[0,τ ]
‖ϕ+(s)‖Cα
{x=0},0
∫ x1
x
s−αds . (2.46)
Clearly, sups∈[0,τ ] ‖ϕ+(s)‖Cα{x=0},0 satisfies the same estimate [11, Equation (4.33)]
as ‖ϕ+(τ)‖Cα
{x=0},0
, which allows us to recover [11, Equation (4.34)]. The re-
maining arguments of [11, Theorem 4.1] apply without changes. This provides
existence, and space-derivative estimates, for smooth metrics g˜.
When g˜ is polyhomogeneous, a little more work is needed: the variables
(xˆ, yˆ, vˆA) are introduced as in (2.19). This allows us to rewrite the fourth
equation in (2.14) in the form
∂yˆϕ+ + Γ︸︷︷︸
∈C∞
ϕ+ = ρ ,
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where, in the notation of [11], the source term can be estimated as, for any
λ < 0,
‖ρ(τ)‖
Cλ
{x=0},0
≤ C
(
‖ψ(τ)‖
Cλ
{x=0},1
+ ‖G(τ)‖
Cλ
{x=0},0︸ ︷︷ ︸
≤CEλ(τ)
+ ‖ϕ(τ)‖
C
λ−δ+ǫ
{x=0},1︸ ︷︷ ︸
≤C‖ϕ(τ)‖
C
λ− 12+ǫ
{x=0},1
≤CEλ+ǫ(τ)
+‖f˜(τ)‖L∞
)
.
Here G = −Ω−(n+3)/2H. The last term above arises from the scalar curvature
terms in (1.3). The number ǫ > 0, due to possible powers of lnx in the co-
efficients in the equation, can be chosen to be arbitrarily small. We choose ǫ
so that α − ǫ > −1, set λ = α − ǫ and obtain an obvious modification of [11,
Equation (4.33)] with α there replaced by λ. Equation (2.46) with α replaced
by α− ǫ leads then to the following variation of [11, Equation (4.34)]:
|f˜(τ, x, vA)| ≤ ‖f˜ |S0‖L∞+CeCτ‖ϕ+(0)‖Cα−ǫ
{x=0},0
+
∫ τ
0
eC(τ−s)C(Eα(s), Eα−ǫ(s), ‖f˜(s)‖L∞)ds ,
for a certain continuous function C, bounded on bounded sets. We combine the
estimate [11, Equation (4.29)] with its equivalent where α is replaced by α− ǫ
to obtain
‖f˜(τ)‖L∞ + Eα(τ) + Eα−ǫ(τ) ≤ ‖f˜ |S0‖L∞ + CeCτ
(
Eα(0) + Eα−ǫ(0) + ‖ϕ+(0)‖Cα−ǫ
{x=0},0
)
+
∫ τ
0
Φ
(
τ, s, ‖f˜(s)‖L∞ , Eα(s), Eα−ǫ(s)
)
ds , (2.47)
and one concludes as in [11].
The estimates (2.43) on the time-derivatives are obtained by a repetition of
the argument of the case m = 0 of [11, Theorem 4.4], together with a weighted
Sobolev embedding. ✷
We are ready now to prove the first main result of this paper:
Theorem 2.7 Let δ = 1 in odd space dimensions, and let δ = 1/2 in even space
dimensions. Under the hypotheses of Theorem 2.6, suppose moreover that H is
A δ{0≤x≤y}-polyhomogeneous in x
µ with a uniform zero of order l, and that both
the function σ defining S0, and the initial data are polyhomogenous:
σ ∈ A δ{x=0} ∩ C1 ,
f |S0 ∈ x(n−1)/2
(
A
δ
{x=0} ∩ L∞
)
, ∂τf |S0 ∈ x(n−1)/2A δ{x=0} .
Then the solution given by Theorem 2.6 satisfies
f ∈ x(n−1)/2
(
A
δ
{0≤x≤y} ∩ L∞
)
(∪s∈[0,T ]Ss) .
In particular for every ǫ > 0 we have f |∪s∈[ǫ,T ]Ss ∈ A δ{x=0} ∩ L∞.
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Proof: Setting O = S0 ∩ N in the construction at the beginning of this
section leads to a coordinate system in which S0∩N ⊂ {y = 0}. As explained
at the beginning of Section 3.1, we can then without loss of generality assume
that S0 = {y = x}. Theorem 2.6 with k = ∞ and Proposition 2.1 show that
the hypotheses of Theorem 3.7 below are satisfied, and the result follows. ✷
More precise information on the behavior of f˜ can be obtained from Theo-
rem 3.7 and Remarks 3.8-3.9 below.
2.2 Wave maps
Let (N,h) be a smooth Riemannian manifold, and let f : (M , g)→ (N,h) solve
the wave map equation. As already pointed out, we will be interested in maps
f which have the property that f approaches a constant map f0 as r tends
to infinity along lightlike directions, f0(x) = p0 ∈ N for all x ∈ M . For the
purposes of the analysis in [11] it was useful to use normal coordinates around
p0, and if we write f = (f
a), a = 1, . . . ,dimN , then the functions fa satisfy
the set of equations
✷gf
a + gµνΓabc(f)
∂f b
∂xµ
∂f c
∂xν
= 0 , (2.48)
where the Γabc’s are the Christoffel symbols of the metric h. Setting as before
f˜a = Ω−
n−1
2 fa, g˜ = Ω2g, we then have from (1.3),
✷g˜f˜
a = −Ω−n−12 g˜µνΓabc(Ω
n−1
2 f˜)
∂(Ω
n−1
2 f˜ b)
∂xµ
∂(Ω
n−1
2 f˜ c)
∂xν
+
n− 1
4n
Ω−
n+3
2 (R˜−RΩ−2)f˜a .
(2.49)
Proceeding as in (2.11)-(2.13) with each component fa of f , we obtain the
system of Equations (2.14), with the obvious replacements associated with f˜ =
Ω
−(n−1)
2 f → f˜a, and with F = (F a) taking the form
F a := −Γabc(Ω
n−1
2 f˜)Ω
n−1
2
{
− ϕb+ψc− + ϕbAϕcA
− n− 1
2Ω
(
e+(Ω)ψ
b
0ψ
c
− + e−(Ω)ψ
c
0ϕ
b
+
)
+
n− 1
Ω
eA(Ω)ϕ
b
Aψ
c
0
+
(n− 1)2
4Ω2
|∇g˜Ω|2ψb0ψc0
}
+
n− 1
4n
(R˜ −RΩ−2)ψa0 . (2.50)
We have
Theorem 2.8 Consider a space-time (M , g) with A δ{x=0}∩C1(M˜ )-polyhomogeneous
conformal completion at null infinity satisfying (2.40), where δ is the inverse
of a strictly positive integer. Suppose that the conformal factor Ω is of (C2 ∩
A δ{x=0})–differentiability class. Let S0 be a spacelike hypersurface in M of the
form (2.36), with σ ∈ C 1{x=0},k satisfying (2.42). Suppose that the initial data
for (2.50) on S0 satisfy
f˜a|S0 ≡ Ω
−(n−1)
2 fa|S0 ∈
{(
H αk+1 ∩ L∞
)
(S0) , n ≥ 3 ,(
H αk+1 ∩ C 01
)
(S0) , n = 2 ,
(2.51)
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∂xf˜
a|S0 ∈ H αk (S0) , (2.52)
∂τ f˜
a|S0 ∈
{
H αk (S0) , n ≥ 3 ,
(H αk ∩ L∞) (S0) , n = 2 .
(2.53)
for some k > n2 + 1, −1 < α ≤ −1/2. If n = 2 we will moreover assume a
single “corner condition”
∂2τ f˜
a|S0 ∈ H −1k−1(S0) . (2.54)
There exists T > 0 and a solution of (2.41) defined on ∪s∈[0,T ]Ss such that
f˜ ∈ C α{0≤x≤y},k−1−⌊n
2
⌋(∪s∈[0,T ]Ss) ∩ L∞ , (2.55a)
∂xf˜ , ∂τ f˜ ∈ C α{0≤x≤y},k−1−⌊n
2
⌋(∪s∈[0,T ]Ss) , (2.55b)
for n ≥ 3. If n = 2 the differentiability indices in (2.55) have to be replaced by
k − 3.
Proof: The proof of existence is, again, a repetition of that of [11, Theo-
rem 5.1]. The reader will note that, by definition of null infinity, the function
|∇Ω|2
g˜
vanishes at N so that |∇Ω|2
g˜
/Ω ∈ L∞. Similarly e−(Ω)/Ω ∈ L∞, which
implies that all those terms in (2.50) which are already present in [11, Equa-
tion (5.3)] have the right structure. The last term in the third line of (2.50),
which is new, can be absorbed in the linear part of the operator. The last term
in the second line of (2.50), which again is not present in [11, Equation (5.3)],
can be controlled using ab ≤ a2 + b2, which allows one to absord this term in
the remaining ones (note that eA(Ω)/Ω ∈ L∞) for the purpose of estimates.
Those estimates can be done as in [11] until Equation [11, Equation (5.22)],
which is replaced by (2.44). This leads to the inequality [11, Equation (5.23)]
(the ϕ− term there is actually not necessary in the intermediate inequality). In
space-dimension two one further obtains [11, Equation (5.24)] by differentiating
(2.44) with respect to vA.
The estimates (2.55) on the time-derivatives are obtained by a repetition of
the argument of the case m = 0 of [11, Theorems 5.4 and 5.5]. ✷
This leads us to the second main result of this paper, which is a consequence
of Theorems 2.8 and 3.7, as in the proof of Theorem 2.7:
Theorem 2.9 Let δ = 1 in odd space dimensions, and let δ = 1/2 in even space
dimensions. Under the hypotheses of Theorem 2.8, suppose moreover that both
the function σ defining S0, and the initial data are polyhomogenous:
σ ∈ A δ{x=0} ∩W 1,∞ ,
f˜a|S0 ∈ A δ{x=0} ∩ L∞ , ∂τ f˜a|S0 ∈
{
A δ{x=0} , n ≥ 3 ,
A δ{x=0} ∩ L∞ , n = 2 .
(2.56)
If n = 2 we will moreover assume the corner condition
∂2τ f˜
a|S0 = o(x−1) . (2.57)
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Then the solution given by Theorem 2.8 satisfies
f ∈ x(n−1)/2
(
A
δ
{0≤x≤y} ∩ L∞
)
(∪s∈[0,T ]Ss) .
In particular for every ǫ > 0 we have f |∪s∈[ǫ,T ]Ss ∈ A δ{x=0} ∩ L∞.
✷
As before, the reader will find more precise information on the behavior of
f˜ in Theorem 3.7 and Remarks 3.8-3.9 below.
3 Polyhomogeneity without corner conditions
We are ready now to prove the polyhomogeneity of solutions for a class of linear
systems of equations of the form
∂yϕ+Bϕϕϕ+Bϕψψ = Lϕϕϕ+ Lϕψψ + a , (3.1a)
∂xψ +Bψϕϕ+Bψψψ = Lψϕϕ+ Lψψψ + b , (3.1b)
where ϕ and ψ are vector valued, the B’s are linear maps and the L’s are first
order linear differential operators, while a and b are — possibly non-linear —
source terms. Such equations arise from semi– and quasi–linear wave equations
in Minkowski space-time, say
✷u = F (x, u, ∂u) . (3.2)
As discussed in detail in Section 2, one obtains a system of the form (3.1) by
introducing
ψ = (u, ∂yu) , ϕ = ∂xu .
Then both source terms a and b in (3.1) are proportional to F . For several
classes of non-linearities, solutions of such equations with polyhomogeneous (or
smooth) initial data will satisfy u ∈ C α{0≤x≤y},∞ ∩ L∞ [11], see also Section 2.
It also follows from the results there that the natural polyhomogeneity space
for solutions of (3.2) is u ∈ A δ{x=0}, δ = 1/2 in even space-dimensions, and
δ = 1 in odd dimensions, at least when an infinite number of corner conditions
is satisfied. For such solutions u and ∂yu will typically be bounded, so that
ψ will be bounded, while ϕ will typically blow up, at x = 0, as xδ−1 lnN x
for some N . The source terms a and b behave then in a similar way near
x = 0. Since b appears in an equation where the polyhomogeneous function ψ
is differentiated, one expects b to behave again as xδ−1 lnN
′
x for some N ′. This
discussion justifies the hypotheses of our theorems below.
3.1 Linear equations
We consider the Cauchy problem with polyhomogeneous coefficients, polyho-
mogeneous sources, as well as polyhomogeneous initial data given on a polyho-
mogeneous hypersurface
S = {y = λ(x, v)} , with λ(0, v) = 0 , ∂xλ(0, v) > 0 , (3.3)
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for some function λ ∈ A δ{x=0} ∩ C1(Ω). This can be reduced to the case λ = x
by a change of variables (
x, v, y
)
−→
(
λ(x, v), v, y
)
,
which preserves the structure of the equations. We further note that the hy-
potheses of Theorem 3.1 are invariant under such coordinate transformations.
From now on we assume that this change of variables has been made.
Theorem 3.1 Consider a set Ω as defined in (2.25), let α, β ∈ R, k ∈ N∗,
δ = 1/k, and let f = (ϕ,ψ) ∈ C α{0≤x≤y},∞(Ω) be a solution of (3.1). Suppose
that
Lij = L
A
ij∂A + xL
y
ij∂y + xL
x
ij∂x , (3.4)
with
Lµϕϕ ∈ xδA δ{0≤x≤y} , Lµψϕ , Lµϕψ , Lµψψ ∈ A δ{0≤x≤y} (3.5)
(no symmetry hypotheses are made on the matrices Lµij), and
Bϕϕ ∈ C∞(Ω) + xδA δ{0≤x≤y} , Bϕψ, Bψψ , Bψϕ ∈ A δ{0≤x≤y} , (3.6a)
a, b ∈ xβA δ{0≤x≤y} , (3.6b)
ϕ|S = ϕ˚ ∈ xβA δ{x=0} , ψ|S = ψ˚ ∈ xβA δ{x=0} . (3.7)
Then
f ∈ xβA δ{0≤x≤y} + yβA δ{0≤x≤y} + A δ{x=0} . (3.8)
In particular for any τ > 0 we have f |{y≥τ} ∈ xβA δ{x=0} + A δ{x=0} , so that the
solution is polyhomogeneous with respect to {x = 0} on {y ≥ τ}.
Remark 3.2 We have the more precise statement
ψ ∈ xβ+1A δ{0≤x≤y} + yβA δ{y=0} + xyβA δ{0≤x≤y} + C∞(Ω) + xA δ{x=0} , (3.9a)
ϕ ∈ xβA δ{x=0} + xβyA δ{0≤x≤y} + yβ+1A δ{0≤x≤y} + xA δ{x=0} + yA δ{x=0} . (3.9b)
Indeed, inserting (3.8) into the equations and integrating one obtains
ψ ∈ xβ+1A δ{0≤x≤y} + yβA δ{y=0} + xyβA δ{0≤x≤y} + xA δ{0≤x≤y} + yA δ{y=0} ,
ϕ ∈ xβA δ{x=0} + xβyA δ{0≤x≤y} + xA δ{x=0} + yβ+1A δ{0≤x≤y} + yA δ{0≤x≤y} .
Comparing this with (3.8) one obtains (3.9).
Remark 3.3 It is of interest to enquire when the solutions are in L∞. A direct
analysis of the equations and (3.9) lead to the following: First, ψ will be in L∞
whenever β > −1 and ψ˚ ∈ L∞. Next, consider the case β = 0. If
Lµϕψ, Bϕψ, a, ϕ˚, ψ˚ ∈ L∞ ,
then it also holds that
(ϕ,ψ) ∈ L∞ . (3.10)
Finally, for β > 0, it suffices to assume that Lµϕψ and Bϕψ are in L
∞ to achieve
(3.10).
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Remark 3.4 In all physically relevant cases known to us we have β ∈ −δN, in
which case the two last terms in (3.8) can be absorbed in the first one, leading
to the simpler formula
f ∈ xβA δ{0≤x≤y} . (3.11)
Proof: By hypothesis we can decompose Bϕϕ as
Bϕϕ = B˚ϕϕ +B
δ
ϕϕ , B˚ϕϕ ∈ C∞(Ω) , Bδϕϕ ∈ xδA δ{0≤x≤y} .
We rewrite the equations at hand as
∂yϕ+ B˚ϕϕϕ = cϕ ,
∂xψ = cψ ,
where
cϕ := Lϕϕϕ+ Lϕψψ + a−Bδϕϕϕ−Bϕψψ ,
cψ := Lψϕϕ+ Lψψψ + b−Bψϕϕ−Bψψψ .
Integration of the second equation yields
ψ(x, vA, y) = ψ(y, vA, y)︸ ︷︷ ︸
ψ˚(y,vA)
+
∫ x
y
cψ(s, v
A, y) ds . (3.12)
By hypothesis we have ψ˚(y, vA) ∈ yβA δ{y=0} ⊂ yβA δ{0≤x≤y}. Similarly ϕ can be
calculated as
ϕ(x, vA, y) = R(x, vA; y, x)ϕ(x, vA, x)︸ ︷︷ ︸
ϕ˚(x,vA)
+
∫ y
x
R(x, vA; s, x)cϕ(x, v
A, s) ds ,
(3.13)
where R(x, vA; y, y1) is the family of resolvents (smooth up to boundary in all
variables) for the family of ODEs
∂yϕ(x, v
A, y) = −B˚ϕϕ(x, vA, y)ϕ(x, vA, y) ,
with parameters (x, vA) and with initial values at y1. By hypothesis we have ϕ˚ ∈
xβA δ{x=0} which implies that the first term Rϕ˚ is in x
βA δ{x=0} ⊂ xβA δ{0≤x≤y}.
In what follows we let ǫ > 0 be a positive constant, which can be made as
small as desired, and which may change from line to line.
We wish, now, to show that
f ∈ C−ǫ{0≤x≤y},∞ + xβA δ{0≤x≤y} + yβA δ{0≤x≤y} . (3.14)
If α ≥ 0 there is nothing to prove, so assume that α < 0. Decreasing α if
necessary we can assume that α+ kδ 6= −1 for all k ∈ N. For all multi-indices
γ we have
∂γv cf ∈ C α−ǫ{0≤x≤y},∞ + xβA δ{0≤x≤y} (3.15)
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(here ǫ arises because of multiplicative powers of ln that might occur in some
terms), in particular ∂γv ∂xψ ∈ C α−ǫ{0≤x≤y},∞ + xβA δ{0≤x≤y}, and by (3.12),
ψ(x, vA, y) = ψ˚(y, vA) +
∫ x
y
b(s, vA, y) ds︸ ︷︷ ︸
=:ψ0,phg∈xβ+1A δ{0≤x≤y}+yβA δ{0≤x≤y}
+
∫ x
y
(Lψϕϕ+ Lψψψ −Bψϕϕ−Bψψψ)(s, vA, y)︸ ︷︷ ︸
O(sα−ǫ)
ds . (3.16)
It follows that
ψ − ψ0,phg = O(xα+1−ǫ) +O(yα+1−ǫ) , similarly for ∂γvψ . (3.17)
The derivatives of ψ with respect to y take the form:
∂ℓyψ(x, v
A, y) = (∂ℓxψ˚)(y, v
A)+
∫ x
y
∂ℓycψ(s, v
A, y) ds−
ℓ−1∑
i=0
Ciℓ(∂
i
y∂
ℓ−1−i
x cψ)(y, v
A, y) ,
(3.18)
for some constants Ciℓ ∈ N. Equation (3.18) with ℓ = 1 gives
y∂y(ψ − ψ0,phg) = O(xα+1−ǫ) +O(yα+1−ǫ) , similarly for y∂γv ∂yψ .
As δ ≤ 1, we have shown that
ψ ∈ xβ+1A δ{0≤x≤y} + yβA δ{0≤x≤y} + Cmin(α+δ−ǫ,0){0≤x≤y},1 . (3.19)
It now follows that
cϕ = cϕ,phg︸ ︷︷ ︸
∈xβA δ
{0≤x≤y}
+yβA δ
{0≤x≤y}
+ cϕ,α+δ−ǫ︸ ︷︷ ︸
O(xα+δ−ǫ)+O(yα+δ−ǫ)
,
and (3.13) gives
ϕ(x, vA, y) = R(x, vA; y, x)ϕ˚(x, vA)︸ ︷︷ ︸
∈xβA δ
{x=0}
+
∫ y
x
R(x, vA; s, x)cϕ,phg(x, v
A, s) ds︸ ︷︷ ︸
∈xβA δ
{0≤x≤y}
+yβA δ
{0≤x≤y}
+
∫ y
x
R(x, vA; s, x)cϕ,α+δ−ǫ(x, vA, s)︸ ︷︷ ︸
O(xα+δ−ǫ)+O(sα+δ−ǫ)
ds ,
leading to
∂γv (ϕ− ϕ0,phg) = O(yxα+δ−ǫ) +O(xα+δ+1−ǫ) +O(yα+δ+1−ǫ)
= O(xmin(α+δ−ǫ,0)) for 0 ≤ x ≤ y , (3.20)
with
ϕ0,phg(x, v
A, y) := R(x, vA; y, x)ϕ˚(x, vA) +
∫ y
x
R(x, vA; s, x)cϕ,phg(x, v
A, s) .
(3.21)
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Equations (3.19) and (3.20) in particular imply
f ∈ xβA δ{0≤x≤y} + yβA δ{0≤x≤y} + Cmin(α+δ−ǫ,0){0≤x≤y},0 . (3.22)
We note the following:
Lemma 3.5 Under the hypotheses of Theorem 3.1, the fields
ϕ˜ :=

ϕ
∂Aϕ
x∂xϕ
y∂yϕ
 , ψ˜ :=

ψ
∂Aψ
x∂xψ
y∂yψ

satisfy a system of equations of the form (3.1), with coefficients L˜ij , B˜ij and
sources a˜, b˜ satisfying the hypotheses of Theorem 3.1, with ϕ˜, ψ˜ ∈ C α{0≤x≤y},∞,
and with initial data ϕ˜|S , ψ˜|S ∈ xβA δ{x=0}.
Proof: We rewrite the equations (3.1) as
∂yϕ = c˚ϕ ,
∂xψ = cψ .
Differentiating (ϕ˜, ψ˜) one gets
∂yϕ˜ =

c˚ϕ
∂Ac˚ϕ
x∂xc˚ϕ
c˚ϕ + y∂y c˚ϕ
 , ∂xψ˜ =

cψ
∂Acψ
cψ + x∂xcψ
y∂ycψ
 . (3.23)
With a little work one shows that the right-hand sides of these equations are first
order differential operators of appropriate form acting on (ϕ˜, ψ˜). For example,
consider the term y∂y c˚ϕ:
y∂y c˚ϕ = y∂y(Lϕϕϕ+ Lϕψψ + a−Bϕϕϕ−Bϕψψ)
= (y∂yL
A
ϕϕ)∂Aϕ+ (x∂yL
y
ϕϕ)y∂yϕ+ (y∂yL
x
ϕϕ)x∂xϕ
+ LAϕϕ∂A(y∂yϕ) + L
y
ϕϕx∂y(y∂yϕ− ϕ) + Lxϕϕx∂x(y∂yϕ)
+ (analogous ∂ψ terms)
+ y∂ya−Bϕϕ(y∂yϕ)−Bϕψ(y∂yψ)
− (y∂yBϕϕ)ϕ− (y∂yBϕψ)ψ .
The terms from the first two lines of the second equality above can be included
in L˜ϕ˜ϕ˜, the third line can be included in L˜ϕ˜ψ˜, a˜ will include y∂ya, whatever
remains going into the B˜ij terms. We note that A
δ
{0≤x≤y} and x
δA δ{0≤x≤y} are
invariant under y∂y and x∂x, which makes it simple to check that these choices
lead to the functional spaces as required in (3.5)–(3.6).
The other terms in (3.23) are treated analogously.
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It remains to show that the initial data are in the right space. This is obvious
for ϕ, ψ, as well as their derivatives with respect to vA. For the remaining
derivatives, we pass to the limit x→ y in (3.18) with ℓ = 1 to obtain
y∂yψ|S = y(∂xψ˚)− ycψ|S . (3.24a)
Similarly from
ϕ(x, vA, y) = ϕ(x, vA, x)︸ ︷︷ ︸
ϕ˚(x,vA)
+
∫ y
x
c˚ϕ(x, v
A, s) ds .
we find (again for x = y)
y∂xϕ|S = y(∂xϕ˚)− yc˚ϕ|S . (3.24b)
Equations (3.1) further give
y(∂xψ)|S = ycψ|S , (3.24c)
y(∂yϕ)|S = yc˚ϕ|S . (3.24d)
The terms y(∂xψ˚)(y, v
A) and y(∂xϕ˚)(y, v
A) in (3.24a)-(3.24b) are in yβA δ{y=0}.
Now,
yc˚ϕ|S = y(Lϕϕϕ+ Lϕψψ + a−Bϕϕϕ−Bϕψψ)|S .
The restrictions to S of the terms a, Bϕϕϕ, Bϕψψ and the derivatives of ϕ and
ψ with respect to vA, give a contribution which is in yβA δ{y=0}. The remaining
terms are of the form y(∂yψ)|S , y(∂yϕ)|S , y(∂xψ)|S , y(∂xϕ)|S multiplied by
coefficients from A δ{y=0}. The same analysis applies to ycψ|S , so that we can
write the system of equations (3.24) as
(Id− yK)

y(∂yψ)|S
y(∂yϕ)|S
y(∂xψ)|S
y(∂xϕ)|S
 ∈ yβA δ{y=0} .
Here K is a matrix with components in A δ{y=0}. There exists ǫ > 0 so that for
0 ≤ y < ǫ the matrix Id − yK has an inverse in Id + yA δ{y=0}, and polyhomo-
geneity (with appropriate power structure) of the initial data for (ϕ˜, ψ˜) follows.
✷
Applying (3.17) and (3.20) to (ϕ˜, ψ˜) one finds that
(ϕ˜, ψ˜) ∈ Cmin(α+δ−ǫ,0){0≤x≤y},0 + xβA δ{0≤x≤y} + yβA δ{0≤x≤y} ,
and Proposition A.5 implies
(ϕ,ψ) ∈ Cmin(α+δ−ǫ,−ǫ){0≤x≤y},1 + xβA δ{0≤x≤y} + yβA δ{0≤x≤y} .
25
Continuing in this way we are led to
(ϕ,ψ) ∈ Cmin(α+δ−ǫ,−ǫ){0≤x≤y},∞ + xβA δ{0≤x≤y} + yβA δ{0≤x≤y} . (3.25)
Repeating the whole argument ℓ times, where ℓ is the smallest number such
that α+ ℓδ > 0, one arrives at
f ∈ C−ǫ{0≤x≤y},∞ + xβA δ{0≤x≤y} + yβA δ{0≤x≤y} . (3.26)
Suppose, for the sake of induction, that
f = f1,k︸︷︷︸
∈xβA δ
{0≤x≤y}
+yβA δ
{0≤x≤y}
+ f2,k︸︷︷︸
∈A δ
{x=0},⊕˙ix
iδF˚
kδ−ǫ−iδ
{0≤x≤y},∞
+ f3,k︸︷︷︸
∈T kδ−ǫ,(0;0)
{0≤x≤y},∞
; (3.27)
Equation (3.26) and the embedding
C
−ǫ
{0≤x≤y},∞ ⊂ T
−ǫ,(0;0)
{0≤x≤y},∞
show that this equation holds with k = 0 and f2,0 = 0. We note that all of
the above spaces are invariant with respect to x∂x, x∂y, ∂v and with respect to
multiplication by a function from A δ{0≤x≤y}.
Integrating the equation for ψ and using Propositions A.9, A.12 and A.14
one finds
ψ(x, vA, y) = ψ0,phg(x, v
A, y) + I1
(
Lψϕϕ1,k + Lψψψ1,k −Bψϕϕ1,k −Bψψψ1,k
)
︸ ︷︷ ︸
=:ψ1,k+1∈xβ+1A δ{0≤x≤y}+yβA δ{0≤x≤y}
+ I1
(
Lψϕϕ2,k + Lψψψ2,k −Bψϕϕ2,k −Bψψψ2,k
)
︸ ︷︷ ︸
∈A δ
{x=0},⊕˙ix
iδF˚
kδ+1−ǫ−iδ
{0≤x≤y},∞
⊂A δ
{x=0},⊕˙ix
iδF˚
(k+1)δ−ǫ−iδ
{0≤x≤y},∞
+ I1
(
Lψϕϕ3,k + Lψψψ3,k −Bψϕϕ3,k −Bψψψ3,k
)
︸ ︷︷ ︸
∈F˚kδ+1−ǫ{0≤x≤y},∞+T kδ+1−ǫ,(0;0){0≤x≤y},∞ ⊂F˚
(k+1)δ−ǫ
{0≤x≤y},∞+T
(k+1)δ−ǫ,(0;0)
{0≤x≤y},∞
, (3.28)
showing that the result is true for ψ with k replaced by k + 1. Inserting this
information into (3.13) one similarly finds, using Propositions A.9 and A.15,
that (3.27) with k replaced by k + 1 holds for ϕ (here R stands for the —
smooth up to the boundary — resolvent R(x, vA; y, x)):
ϕ(x, vA, y) = ϕ0,phg(x, v
A, y) + I2
[
R · (Lϕϕϕ1,k + Lϕψψ1,k −Bδϕϕϕ1,k −Bϕψψ1,k)
]
︸ ︷︷ ︸
=:ϕ1,k+1∈xβA δ{0≤x≤y}+yβA δ{0≤x≤y}
+ I2
[
R · (Lϕϕϕ2,k + Lϕψψ2,k −Bδϕϕϕ2,k −Bϕψψ2,k)
]
︸ ︷︷ ︸
∈A δ
{x=0},⊕˙ix
iδF˚
(k+1)δ−iδ
{0≤x≤y},∞
+ I2
[
R · (Lϕϕϕ3,k −Bδϕϕϕ3,k + Lϕψψ3,k −Bϕψψ3,k︸ ︷︷ ︸
∈T (k+1)δ−ǫ,(0;0)
{0≤x≤y},∞
)
]
︸ ︷︷ ︸
∈T (k+1)δ−ǫ,(1;1)
{0≤x≤y},∞
⊂T (k+1)δ−ǫ,(0;0)
{0≤x≤y},∞
. (3.29)
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We have thus shown that (3.27) holds for all k. For any m ∈ N we can choose k
large enough so that the last term there is in Cm(Ω), and that all the coefficients
of an expansion of f2,k in terms of powers of x and log x also are in Cm(Ω). The
result follows now by arguments essentially identical to those of Proposition A.3.
✷
Remark 3.6 An identical proof shows that “any” polyhomogeneous initial data,
for equations with “any” polyhomogeneous and bounded coefficients, and “any”
polyhomogeneous source terms lead to polyhomogeneous solutions, without im-
posing corner conditions. More precisely, let us assume, instead of (3.5), that
there exists λ > 0 such that
Lµϕϕ ∈ xλA +{0≤x≤y} , Lµψϕ , Lµϕψ , Lµψψ ∈ A +{0≤x≤y} . (3.30)
By A +{0≤x≤y}, A
+
{x=0}, etc. we mean here spaces of polyhomogeneous functions
for which ni ≥ 0 and ni + nˆi ≥ 0, where ni and nˆi denote the powers of,
respectively, x and y in the polyhomogeneous expansion. Let us further assume
that, for some λ′ > 0,
Bϕϕ ∈ C∞(Ω) + xλ′A +{0≤x≤y} , Bϕψ, Bψψ , Bψϕ ∈ A +{0≤x≤y} , (3.31)
a ∈ xβ1A +{0≤x≤y} , b ∈ xβ2A +{0≤x≤y} , (3.32)
ϕ|S = ϕ˚ ∈ xβ3A +{x=0} , ψ|S = ψ˚ ∈ xβ4A +{x=0} . (3.33)
We have then the following version of the result:
f ∈ yβA +{0≤x≤y} + xβA +{0≤x≤y} + A +{x=0} , (3.34)
where β = min(β1 + 1, β2, β3, β4). The conclusion of Remark 3.3 remains valid
if β there is replaced with min(β1 + 1, β2, β3, β4).
3.2 Nonlinear equations
In this section we prove the non-linear equivalent of Theorem 3.1. The method
of proof is essentially identical, when the nonlinearities are treated appropri-
ately. We consider semi-linear systems of the form (3.1) with a supplementary
non-linearity at the right-hand-side:
∂yϕ+Bϕϕϕ+Bϕψψ = Lϕϕϕ+ Lϕψψ + a+Gϕ , (3.35a)
∂xψ +Bψϕϕ+Bψψψ = Lψϕϕ+ Lψψψ + b+Gψ , (3.35b)
It should be clear from the discussion at the beginning of Section 3.1 that
the right hypothesis for a consistent set-up as in Theorem 3.1 is to assume
β = −1 + δ, and to have a non-linearity compatible with this hypothesis. This
leads us to assume, following [11], that the nonlinearity
G = (Gϕ, Gψ1 , Gψ2)
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takes the form
G = x−pδH(xµ, xqδψ1, xqδ+1ψ2, xqδ+1ϕ) . (3.36)
Here we have decomposed ψ as
ψ =
(
ψ1
ψ2
)
; (3.37)
this is motivated by different a priori estimates we have at our disposal for the
appropriately defined components ψ1 and ψ2 of ψ in the applications we have
in mind. Polyhomogeneity of solutions of nonlinear wave equations, or of the
wave map equation, follows as a special case, see the proofs of Theorem 1.1 and
of Theorem 1.2.
We will need to impose various restrictions on the function H, in order to do
that some terminology will be needed. We shall say that a function H(xµ, w)
is A δ{0≤x≤y}-polyhomogeneous in x
µ with a uniform zero of order l in w if the
following hold: First, H is smooth in w ∈ RN at fixed xµ. Next, it is required
that for all B ∈ R and k ∈ N there exists a constant Cˆ(B) such that for all
|w| ≤ B and 0 ≤ i ≤ min(k, l),∥∥∥∥∂iH(·, w)∂wi
∥∥∥∥
C 0
k−i(Ω)
≤ Cˆ(B)|w|l−i . (3.38)
Further,
∀i ∈ N ∂iwH(·, w) ∈ A δ{0≤x≤y} (3.39)
at fixed constant w. Finally we demand the uniform estimate for constant w’s
∀ǫ > 0,M ≥ 0, i, k ∈ N ∃ C(ǫ,M, i, k) ∀|w| ≤M ‖∂iwH(·, w)‖C−ǫ
k
(Ω) ≤ C(ǫ,M, i, k) .
(3.40)
The qualification “in w” in “uniform zero of order l in w” will often be omit-
ted. The small parameter ǫ has been introduced above to take into account
the possible logarithmic blow-up of functions in A δ{0≤x≤y} at x = 0; for the
applications to the nonlinear scalar wave equation or to the wave map equation
on Minkowski space-time, the alternative simpler requirement would actually
suffice:
∀M ≥ 0, i, k ∈ N ∃ C(M, i, k) ∀|w| ≤M ‖∂iwH(·, w)‖C 0
k
(Ω) ≤ C(M, i, k) ,
(3.41)
again for constant w’s. Clearly functions which are smooth in (w, xµ), and have
a zero of appropriate order in w at w = 0, satisfy the above conditions.
Theorem 3.7 Let p ∈ Z, q, 1/δ ∈ N∗, k ∈ N∪{∞}, let f = (ψ = (ψ1, ψ2), ϕ) be
a solution of (3.35) with G of the form (3.36), where H is A δ{0≤x≤y}-polyhomogeneous
in xµ with a uniform zero of order
m >
p− 1δ
q
. (3.42)
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Assume that for every ǫ > 0 we have
ψ1 ∈
(
C
−1−ǫ
{0≤x≤y},∞ ∩ C−ǫ{0≤x≤y},0
)
(Ω) ,
ϕ, ψ2 ∈ C−1−ǫ{0≤x≤y},∞(Ω) .
Suppose that Equations (3.4)-(3.7) hold with β = −1 + δ, and that ψ|x=y ∈
A δ{x=0}. Then
(ψ,ϕ) ∈ A δ{0≤x≤y} × xδ−1A δ{0≤x≤y} ;
more precisely
ψ ∈ xδA δ{0≤x≤y} + A δ{y=0} , (3.43a)
ϕ ∈ xδ−1A δ{x=0} + xδ−1yA δ{0≤x≤y} . (3.43b)
In particular for any τ > 0 we have
(ψ,ϕ)|{y≥τ} ∈ A δ{x=0} × xδ−1A δ{x=0} ,
which shows that the solution is polyhomogeneous with respect to {x = 0} on
{y ≥ τ}.
Remark 3.8 If ψ|x=y ∈ A δ{x=0} ∩ L∞, then ψ ∈ xδA δ{0≤x≤y} + A δ{y=0} ∩ L∞.
Remark 3.9 Let us, in addition to ψ ∈ L∞(Ω) (see Remark 3.8), assume that
Lµϕψ, Bϕψ, a, ϕ|x=y ∈ L∞(Ω) .
Suppose further that Gϕ satisfies
Gϕ(x
µ, xqδψ1, x
qδ+1ψ2, x
qδ+1ϕ) ∈ L∞(Ω)
for every (fixed) ψ,ϕ as in (3.43) (which is true e.g. if (mq − p)δ > 0). Then it
holds that
ϕ ∈ A δ{0≤x≤y} ∩ L∞(Ω) .
Remark 3.10 There is little doubt that the proof below can be generalised
to allow ψ2 ∈ x−1+δA δ{x=0}, as well as Bψψ ∈ x−1+δA δ{x=0}. We have not
attempted to check all the details of this, because of technical complications in
the proof.
Remark 3.11 The theorem remains true if we replace G by a finite sum of
nonlinearities satisfying the above hypotheses, with different p and q satisfying
(3.42) for each term in the sum.
Proof: We follow the proof of Theorem 3.1, checking that the supplementary
non-linear terms do not affect the argument. We decompose cψ as (cψ1 , cψ2).
We have
f˜ := (ψ1, xψ2, xϕ) ∈ C−ǫ{0≤x≤y},0 ,
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with ǫ as small as desired (we hope that a clash of notation f˜ with Section 2
will not confuse the reader). This shows that the non-linearity Gψ gives a
contribution to cψ which is O(x
(mq−p)δ−ǫ) (the easiest way to see that is to
view the non-linearity as a function of xqδ−ǫf˜ǫ, where f˜ǫ = xǫf˜ ∈ L∞).
First, (3.17) becomes
ψ − ψ0,phg = O(x−ǫ) . (3.44)
Next, to estimate the derivatives of ψ, note that the integrand for ∂yψ in (3.18)
with ℓ = 1 contains a supplementary term
∂y
(
Gψ(x
µ, xqδ f˜)
)
= (∂yGψ)(x
µ, xqδ f˜)︸ ︷︷ ︸
O(x(mq−p)δ−ǫ)y−1
+(∂wGψ)(x
µ, xqδ f˜)xqδ∂y f˜ .
Write w = (w1, w2, wϕ) = (x
qδψ1, x
qδ+1ψ2, x
qδ+1ϕ), wψ = (w1, w2). We have
the equation
(∂wGψ)(x
µ, xqδ f˜)xqδ∂y f˜ = x
−pδ
(
∂w2Hψ
)
(xµ, w)xqδ+1∂yψ2
+x−pδ
(
∂wϕHψ
)
(xµ, w)xqδ+1∂yϕ
+x−pδ
(
∂w1Hψ
)
(xµ, w)xqδ∂yψ1 . (3.45)
We know by hypothesis that
(ψ1, xψ2, xϕ, xy∂yψ2, xy∂yϕ) ∈ C−ǫ{0≤x≤y},0 ,
which allows us to estimate all terms above by Cx(mq−p)δ−ǫy−1, except the last
one. However, we can write a system of equations for y∂yψ of the form:
∂x(y∂yψ)− x−pδ
(
∂w1Hψ
)
(xµ, w)xqδ︸ ︷︷ ︸
=O(x(mq−p)δ−ǫ)
y∂yψ1 = O(x
−1−ǫ) . (3.45a)
The following is essentially Proposition B.3 of [11] with k = 0 there, we revisit
the proof because of the uniformity in y required here:
Lemma 3.12 For 0 ≤ x ≤ y ≤ y˚ consider the system
∂xψ + bψ = c ,
and suppose that there exists ǫ < 1 such that the linear map b has coefficients
in C−ǫ{x=0},0. For α ∈ R\{−1} there exists a constant C = C(α, ǫ, ‖b‖C−ǫ{x=0},0 , y˚)
such that
1. For α > −1 we have
‖ψ‖L∞ ≤ C
(
‖ψ|x=y‖L∞ + ‖c‖Cα
{x=0},0
)
, (3.46)
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2. while for α < −1 it holds that
‖ψ‖
C
α+1
{x=0},0
≤ C
(
‖ψ|x=y‖Cα+1
{x=0},0
+ ‖c‖Cα
{x=0},0
)
. (3.47)
Proof: 1. Obvious modifications in the calculations in the proof of [11, Propo-
sition B.3] lead to the following replacement of [11, Equation (B.19)]
−∂xea ≤ xα‖c‖Cα
{x=0},k
+ xǫ‖bψ‖
C
−ǫ
{x=0},k
. (3.48)
By integration, after passing to the limit a → 0, one obtains, for 0 ≤ x ≤ y ≤
y1 ≤ y˚
‖ψ‖L∞([0,y1]) ≤ ‖ψ|x=y‖L∞ +
y˚α+1
|α+ 1| ‖c‖Cα{x=0},k +
y1−ǫ1
1− ǫ‖b‖C−ǫ{x=0},k‖ψ‖L∞([0,y1]) .
Choosing y1 small enough the last term can be carried over to the left-hand-
side, which yields the inequality on [0, y1]. The final inequality (3.46) is then
standard.
2. Decreasing ǫ slightly if necessary, we can without loss of generality assume
that α+1−ǫ 6= −1. We recall the first two lines of [11, Equation (B.20)], adapted
to our notation, with x3 there replaced by y:
|ψ(x, vA, y)| ≤ |ψ(y, vA, y)|+
(
− x
α+1
(1 + α)
+
yα+1
(1 + α)
)
‖c‖Cα
{x=0},0
+
(
yα+2−ǫ
(2 + α− ǫ) −
xα+2−ǫ
(2 + α− ǫ)
)
‖b‖
C
−ǫ
{x=0},0
‖ψ‖
C
α+1
{x=0},0
. (3.49)
For α < −1 this implies
|ψ(x, vA, y)| ≤ ‖ψ(y, vA, y)‖
C
α+1
{x=0},0
yα+1︸︷︷︸
≤xα+1
+
xα+1
|1 + α|‖c‖Cα{x=0},0
+
1
|2 + α− ǫ|
(
yα+2−ǫ︸ ︷︷ ︸
=y1−ǫyα+1≤y1−ǫ1 xα+1
+ xα+2−ǫ︸ ︷︷ ︸
=x1−ǫxα+1≤y1−ǫ1 xα+1
)
‖b‖
C
−ǫ
{x=0},0
‖ψ‖
C
α+1
{x=0},0
≤
(
‖ψ(y, vA, y)‖
C
α+1
{x=0},0
+
1
|1 + α| ‖c‖Cα{x=0},0
+
2y1−ǫ1
|2 + α− ǫ| ‖b‖C−ǫ{x=0},0‖ψ‖Cα+1{x=0},0
)
xα+1 . (3.50)
Choosing y1 sufficiently small, one concludes as before. ✷
From (3.45a) and Lemma 3.12 with α = −1− ǫ we obtain
y∂yψ = O(x
−ǫ) .
A similar treatment of ∂AGψ allows one to conclude that
ψ ∈ xδA δ{0≤x≤y} + A δ{y=0} + C−ǫ{0≤x≤y},1 . (3.51)
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(The first two spaces are actually included in the last one, but we exhibit them
to keep track of the form of the polyhomogeneous contributions in ψ, which
will become important later.) It now follows that
cϕ +Gϕ = cϕ,phg︸ ︷︷ ︸
∈xβA δ
{0≤x≤y}
+yβA δ
{0≤x≤y}
+c′ϕ ,
with
c′ϕ = O(x
−1+δ−ǫ) .
Equation (3.13) gives
ϕ(x, vA, y) = R(x, vA; y, x)ϕ˚(x, vA)︸ ︷︷ ︸
∈xδ−1A δ
{x=0}
+
∫ y
x
R(x, vA; s, x)cϕ,phg(x, v
A, s) ds︸ ︷︷ ︸
∈xδA δ
{x=0}
+xδ−1yA δ
{0≤x≤y}
+
∫ y
x
R(x, vA; s, x)c′ϕ(x, v
A, s) ds ,
leading to
ϕ− ϕ0,phg = O(x−1+δ−ǫ) .
Here, as before, ϕ0,phg is given by (3.21).
Next, consider Lemma 3.5. We rewrite (3.1) as
∂yϕ = c˚ϕ +Gϕ ,
∂xψ = cψ +Gψ .
The field ψ˜ is decomposed as (ψ˜1, ψ˜2), with ψ˜1 = (ψ1, ∂Aψ1, x∂xψ1, y∂yψ1).
Differentiating (ϕ˜, ψ˜), instead of (3.23) one gets
∂yϕ˜ =

c˚ϕ +Gϕ
∂Ac˚ϕ + ∂AGϕ
x∂xc˚ϕ + x∂xGϕ
c˚ϕ +Gϕ + y∂y c˚ϕ + y∂yGϕ
 , (3.52)
similarly for ∂xψ˜, e.g.,
∂xψ˜1 =

cψ1 +Gψ1
∂Acψ1 + ∂AGψ1
cψ1 +Gψ1 + x∂xcψ1 + x∂xGψ1
y∂ycψ1 + y∂yGψ1
 . (3.53)
One can check that the non-linear terms above have the structure claimed. For
example, we have
x∂xGψ1 = x∂x
(
x−pδHψ1(x
µ, w)
)
= −px−pδHψ1(xµ, w) + x1−pδ
(
∂xHψ1
)
(xµ, w)
+x−pδ
(
∂w1Hψ1
)
(xµ, w)
(
qδ xqδψ1 + x
qδx∂xψ1
)
+x−pδ
(
∂w2Hψ1
)
(xµ, w)
(
(qδ + 1)xqδ+1ψ2 + x
qδ+1x∂xψ2
)
+x−pδ
(
∂wϕHψ1
)
(xµ, w)
(
(qδ + 1)xqδ+1ϕ+ xqδ+1x∂xϕ
)
.
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It should be clear that each term in the sum above has a zero of order m in the
new variables.
This analysis allows us to repeat the induction argument which led to (3.25),
obtaining instead
ψ ∈ xδA δ{0≤x≤y} + A δ{y=0} + C−ǫ{0≤x≤y},∞ ,
ϕ ∈ xδ−1A δ{x=0} + xδ−1yA δ{0≤x≤y} + C−1+δ−ǫ{0≤x≤y},∞ . (3.54)
The embeddings
C
−ǫ
{0≤x≤y},∞ ⊂ T
−ǫ,(0;0)
{0≤x≤y},∞ , C
−1+δ−ǫ
{0≤x≤y},∞ ⊂ T
−1+δ−ǫ,(0;0)
{0≤x≤y},∞ ,
justify the case k = 0 of the following induction hypothesis, where f2,0 =
(ϕ2,0, ψ2,0) = 0 (we hope that the reader will not get confused by a slight clash
of notation, as the decomposition in the equations below is unrelated to the
decomposition ψ = (ψ1, ψ2)):
ϕ = ϕ1,k︸︷︷︸
∈xδ−1A δ
{x=0}
+xδ−1yA δ
{0≤x≤y}
+ ϕ2,k︸︷︷︸
∈A δ
{x=0},⊕˙ix
iδF˚
kδ−1+δ−ǫ−iδ
{0≤x≤y},∞
+ ϕ3,k︸︷︷︸
∈T kδ−1+δ−ǫ,(0;0)
{0≤x≤y},∞
, (3.55)
ψ = ψ1,k︸︷︷︸
∈xδA δ
{0≤x≤y}
+A δ
{y=0}
+ ψ2,k︸︷︷︸
∈A δ
{x=0},⊕˙ix
iδF˚
kδ−ǫ−iδ
{0≤x≤y},∞
+ ψ3,k︸︷︷︸
∈T kδ−ǫ,(0;0)
{0≤x≤y},∞
. (3.56)
We note that
xϕ ∈ xδA δ{x=0} + xδyA δ{0≤x≤y} + A δ{x=0},⊕˙ixiδF˚ (k+1)δ−ǫ−iδ{0≤x≤y},∞ +T
(k+1)δ−ǫ,(0;0)
{0≤x≤y},∞ .
(3.57)
It follows that f˜ = (ψ1, xψ2, xϕ) belongs to the space
f˜ ∈
(
A
δ
{0≤x≤y} + A
δ
{x=0},⊕˙ixiδF˚kδ−ǫ−iδ{0≤x≤y},∞
+ T
kδ−ǫ,(0;0)
{0≤x≤y},∞
)
. (3.58)
Note that our result is purely local, so without loss of generality we can take
the domain O of the v–cordinates to be a closed coordinate ball. Lemma 3.13
below, with λ = kδ − ǫ, applied to g = f˜ gives
x−pδH(·, xqδ f˜) ∈ x(mq−p)δA δ{0≤x≤y}+A δ{x=0},⊕˙ixiδF˚ (k+mq−p)δ−ǫ−iδ{0≤x≤y},∞ +T
(k+mq−p)δ−ǫ,(0;0)
{0≤x≤y},∞ .
(3.59)
We can repeat now the integration in (3.28), recovering (3.56) with k = k + 1.
This, together with (3.57) shows that (3.58) holds with k replaced by k + 1,
hence (3.59) holds with k replaced by k + 1. An integration as in (3.29) gives
now (3.55) with k replaced by k + 1, and the induction step is completed.
By an argument analogous to the one in the linear case, we conclude that
ϕ ∈ xδ−1A δ{x=0} + xδ−1yA δ{0≤x≤y} , ψ ∈ xδA δ{0≤x≤y} + A δ{y=0} + A δ{x=0} .
An analysis as in Remark 3.9 finishes the proof. ✷
We finish this section with the lemma referred to above:
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Lemma 3.13 Assume that O is convex, compact, with interior points. Let q ∈
N
∗, R ∋ λ ≥ 0, and let H(xµ, w) be A δ{0≤x≤y}-polyhomogeneous with respect to
xµ with a zero of order m in w. If for all ǫ > 0 we have
g ∈
(
A
δ
{0≤x≤y} + A
δ
{x=0},⊕˙ixiδF˚λ−iδ{0≤x≤y},∞
+ T
λ−ǫ,(0;0)
{0≤x≤y},∞
)
, (3.60)
then it also holds, for all ǫ > 0,
H(·, xqδg) ∈ xmqδ
(
A
δ
{0≤x≤y} + A
δ
{x=0},⊕˙ixiδF˚λ−iδ{0≤x≤y},∞
+ T
λ−ǫ,(0;0)
{0≤x≤y},∞
)
. (3.61)
If λ > 0 and (3.60) holds with ǫ = 0, then (3.61) also holds with ǫ = 0.
Proof: This is a repetition of the proof of [11, Lemma 4.8], using an analogue
of [11, Lemma A.5] in the T –spaces. That last result is proved using the usual
Moser inequality together with scaling, as follows: For each (x¯, v¯A, y¯) ∈ Ω we
define a map S(x¯,v¯A,y¯) which maps a standard set of parameters K × O to
a compact subset of Ω, containing (x¯, v¯A, y¯). By K we denote a “standard
triangle”:
K := {(s, t) : 0 ≤ s ≤ t, 0 ≤ t ≤ 1} .
The maps S(x¯,v¯A,y¯) are defined as follows:
(s, t, v) 7→ (x, y, v) =
{
(x¯+ ςs, y¯ + ςt, v), ς = x¯ for y¯ < T
(x¯+ ς(s − 1), y¯ + ς(t− 1)), ς = x¯/2 for y¯ ≥ T .
This definition guarantees that the S-image of K × O is contained in Ω. We
have
h ∈ T αk ⇐⇒ ∀i+ j + |γ| ≤ k |∂γv ∂ix∂jyh| ≤ Cxα−i−j .
There exists a smallest such C which we denote by ‖h‖T α
k
. For g ∈ T αk we
estimate the norm of H(·, xqδg) as follows:
‖H(·, xqδg)‖
T α
k
(Ω) ≤
∑
i+j+|γ|≤k
sup |x−α+i+j∂γv ∂ix∂jyH| ,
∂γv ∂
i
x∂
j
yH =
(
1
ς
)i+j
(∂γv ∂
i
s∂
j
t H˜) ◦ S−1(x¯,v¯A,y¯) ,
where H˜ = H ◦ S(x¯,v¯A,y¯). We use the interpolation inequality
‖u‖Ci(K ×O) ≤ ‖u‖1−i/kL∞(K ×O)‖u‖
i/k
Ck(K ×O) , i ≤ k ,
and proceed as in [11, Proposition A.2] to estimate the derivatives of H˜. Let z
stand for (s, t, v) ∈ K × O, then for |σ| ≤ k we have:
|∂σH˜| ≤ C
∣∣∣ ∑
|γ|+|σ1|+···+|σi|=|σ|
ςqδ(|σ1|+···+|σi|)
×∂
|γ|+iH˜
∂zγ∂wi
∂σ1((1 + s)qδ g˜) · · · ∂σi((1 + s)qδg˜)
∣∣∣
≤ Cςmqδ
∑
|σ1|+···+|σi|≤|σ|
|∂σ1((1 + s)qδ g˜)| · · · |∂σi((1 + s)qδ g˜)|
≤ Cςmqδ‖(1 + s)qδg˜‖L∞(K ×O)‖(1 + s)qδ g˜‖Ck(K ×O) ,
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where g˜ = g ◦ S(x¯,v¯A,y¯). Let us note that x¯ and ς are of the same order, in fact
x¯
ς equals 1 or 2. Using this and the relationship between g and g˜ we conclude
that
‖(1 + s)qδ g˜‖Ck(K ×O) ≤ C‖g‖T αk (Ω)ς
α .
Putting all the estimates together we arrive at
‖x−mqδH(·, xqδg)‖
T αk (Ω)
≤ C‖g‖
T αk (Ω)
,
which is what we need to proceed with the proof of the Lemma. The point
in all the estimates is that C depends only on qδ, k and ‖g‖L∞ and does not
depend on (x¯, v¯A, y¯).
If g /∈ L∞(Ω) we can use gˆǫ := xǫg ∈ L∞(Ω), hence the epsilons in Lemma
3.13. ✷
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A Function spaces, auxilliary results
A.1 C–spaces
For k ∈ N we denote by Ck(Ω) the set of all functions which are k times continu-
ously differentiable on Ω. We denote by Ck(Ω) the set of Ck(Ω)–functions which
can be extended by continuity to Ck functions defined in an open neighborhood
of Ω.
Let F be a space of functions, we shall say that f ∈ xαyβF if x−αy−βf ∈ F .
We need to introduce various families of function spaces with controlled
singular behavior at {x = 0}, or {y = 0}, or {x = y = 0}. The domains we will
consider will always be subsets of the set 0 ≤ x ≤ y ≤ y0 for some y0 <∞. For
k ∈ N we define
C
α
{x=0},k(Ω) = {f : ∀ i, j ∈ N , β ∈ Nr , i+ j + |β| ≤ k , sup
Ω
|x−α∂βv [∂y]i[x∂x]jf | <∞} ,
C
σ
{y=0},k(Ω) = {f : ∀ i, j ∈ N , β ∈ Nr , i+ j + |β| ≤ k , sup
Ω
|y−σ∂βv [y∂y]i[∂x]jf | <∞} ,
C
α
{0≤x≤y},k(Ω) = {f : ∀ i, j ∈ N , β ∈ Nr , i+ j + |β| ≤ k , sup
Ω
|x−α∂βv [y∂y]i[x∂x]jf | <∞} ,
C
α,σ
{0≤x≤y},k(Ω) = {f : ∀ i, j ∈ N , β ∈ Nr , i+ j + |β| ≤ k , sup
Ω
|x−αy−σ∂βv [y∂y]i[x∂x]jf | <∞} .
The spaces C α{x=0},k here correspond to the spaces C
α
k of [11].
We shall write
C
α
{0≤x≤y},∞ = ∩k∈NC α{0≤x≤y},k ,
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similarly for C∞(Ω), C α{x=0},∞, etc.
We note the following:
Proposition A.1 ∀δ ≥ 0 we have xαC β{y=0},k ⊂ C α−δ,β+δ{0≤x≤y},k .
Proof: There exist constants Cℓ,α and C such that, for 0 ≤ x ≤ y and for
f ∈ C β{y=0},k we have
(x∂x)
i(y∂y)
j∂βv (x
αf) = xα
i∑
ℓ=0
Cℓ,α(x∂x)
ℓ(y∂y)
j∂βv f
≤ Cxαyβ = Cxα−δxδyβ ≤ Cxα−δyβ+δ .
✷
A.2 Polyhomogeneous functions (A –spaces)
A function f ∈ C∞ (Ω) will be said to be polyhomogeneous at {x = y = 0} if
there exist integers Ni, real numbers ni, nˆi, and functions fijℓ ∈ C∞
(
Ω
)
with
the property that
∀m ∈ N ∃ N(m) such that
f −
N(m)∑
i=0
Ni∑
j,ℓ=0
fijℓ y
nˆixni lnj y lnℓ x ∈ Cm(Ω) . (A.1)
We then write f ∈ A{0≤x≤y}. To avoid repetitions of terms with identical
powers in (A.1) it is convenient to impose (ni, nˆi) 6= (nj , nˆj) for i 6= j, and we
will always assume that this condition is satisfied.
We write
f ∈ A δ{0≤x≤y} when δ ∈ 1/N∗ and {ni} ⊂ δN , {nˆi} ⊂ δZ , nˆi ≥ −ni .
(A.2)
The last inequality (recall that 0 ≤ x ≤ y) guarantees that functions in
A δ{0≤x≤y} are estimated by C(1 + | lnx|N ) for some N ∈ N, and that they
are bounded up to a finite number of logarithmic terms. The need for nega-
tive powers of y arises from the requirement of invariance of A δ{0≤x≤y} under
x∂y. As an example, consider the function ln y ∈ A δ{0≤x≤y} for any δ, then
x∂y ln y = x/y. This exhibits the necessity of negative powers of y, appearing
however in a way consistent with the inequalities in (A.2).
Similarly we shall write f ∈ A{x=0} if (A.1) holds with nˆi = 0 for all i,
and with no non-trivial powers of ln y, with the obvious definitions for A δ{x=0},
A{y=0}, etc.
The following observation will be used repeatedly:
Proposition A.2 1. We have the inclusion
A
δ
{0≤x≤y} ∩ L∞ ⊂ C 0{0≤x≤y},∞ .
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It follows that for any ǫ > 0 we have A δ{0≤x≤y} ⊂ C 0−ǫ{0≤x≤y},∞ .
2. Similarly
A
δ
{x=0} ∩ L∞ ⊂ C 0{x=0},∞ ,
and for any ǫ > 0 we have A δ{x=0} ⊂ C 0−ǫ{x=0},∞ .
Proof: 1. The last statement is obvious given the previous ones. It remains
to show that for all k ∈ N we have A δ{0≤x≤y} ∩ L∞ ⊂ C 0{0≤x≤y},k . But clearly
each term in the sum in (A.1) with m = k, as well as f minus the whole sum,
is in C 0{0≤x≤y},k, whence the result. The proof of point 2. is identical. ✷
We shall need the following characterisation of the space of polyhomoge-
neous functions:
Proposition A.3 f ∈ A{x=0} if and only if for every m ∈ N there exist
N(m), Ni(m), ni(m) and functions fij ∈ Cm(Ω) such that
f −
N(m)∑
i=0
Ni(m)∑
j=0
fij x
ni(m) lnj x ∈ Cm(Ω) , (A.3)
with a similar property for A δ{x=0}, A{0≤x≤y}, etc.
Proof: The direct implication is obvious, therefore we only need to prove the
reverse one. We start by noting that in (A.3) we can choose the fij’s to be
independent of x. Indeed, if some fij depends on x one can Taylor-expand it
with respect to x = 0:
fij(x, v
A, y) =
n∑
ℓ=0
1
ℓ!
∂ℓfij(0, v
A, y)
∂xℓ
xℓ + r .
The coefficients of the expansion are in Cm−n(Ω). Therefore
fijx
ni(m) lnj x =
n∑
ℓ=0
f˜ijℓ(v
A, y)xℓ+ni(m) lnj x+ xni(m) lnj x r .
The last term is in Ck(Ω) with k arbitrary large, provided one started with m
large enough. Similarly, one can arrange things so that the Cm(Ω) term in (A.3)
is o(xm). Hence for every m there exist N(m), Ni(m), ni(m) and fij(v
A, y) such
that
f =
N(m)∑
i=0
Ni(m)∑
j=0
fij x
ni(m) lnj x+ rm , (A.4)
with rm ∈ Cm(Ω) and rm = o(xm). If necessary we rearrange the ni’s increas-
ingly, and we also assume that fij ’s do not vanish identically.
The next step in the proof is to show that the fij ’s, defined as in (A.4),
do not depend upon m, i.e., if one writes (A.4) with some m′ then the fij’s
corresponding to ni < min{m,m′} will be equal. This is proved by comparing
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the expansions order by order, starting with the smallest ni and largest j. For
example:
f =
N0(m)∑
j=0
f0jx
n0(m) lnj x+ o(xn0(m)+ǫ) =
N0(m′)∑
j=0
f ′0jx
n0(m′) lnj x+ o(xn0(m
′)+ǫ) .
Dividing this equation by xn0(m) lnN0(m) x and taking the limit x → 0 one
gets n0(m) ≤ n0(m′), similarly dividing by xn0(m′) lnN0(m′) x one gets n0(m) ≥
n0(m
′), hence n0(m) = n0(m′), N0(m) = N0(m′) and f0N0 = f ′0N0 . Once the
uniqueness of N,Ni, ni and fij is established, the smoothness of fij follows.
This proves that f ∈ A{x=0}. The result in A δ{x=0} follows as the property
ni ∈ δN is clearly preserved by the above procedure. The result for A{0≤x≤y}
is proved similarly, using Taylor expansions both in x and y. ✷
The space denoted by A δ{x=0} here coincides with the space A
δ∞ of [11]:
Proposition A.4 f ∈ A{x=0} if and only if for all α ∈ R there exists Nˆ(α)
and functions fiℓ ∈ C∞(Ω) such that
f −
Nˆ(α)∑
i=0
Ni∑
ℓ=0
fiℓ x
ni lnℓ x ∈ C α{x=0},∞ . (A.5)
This implies A δ{x=0} = A
δ∞.
Proof: Let f satisfy the condition in the right member of the equivalence
above, then the property f ∈ A{x=0} follows from the inclusion C α{x=0},∞ ⊂
Ck(Ω) for k < α. Reciprocally, suppose that there exist integers Ni, real num-
bers ni, and functions fiℓ ∈ C∞
(
Ω
)
such that for all m ∈ N there exists N(m)
such that
f −
N(m)∑
i=0
Ni∑
ℓ=0
fiℓ x
ni lnℓ x =: rm ∈ Cm(Ω) . (A.6)
Replacing fil by x
kf ′il if necessary, without loss of generality we may assume
that fil|x=0 6≡ 0 for all i, ℓ ∈ N. From what has been said it should be clear
that the set {ni ≤ 0} is finite. It suffices to prove the result for
f −
∑
ni≤0
Ni∑
ℓ=0
fiℓ x
ni lnℓ x ,
and thus without loss of generality we may assume that f ∈ L∞. By Proposi-
tion A.2 the left-hand side of the defining equality (A.6) is then in C 0{x=0},∞,
thus rm ∈ C 0{x=0},∞.
It follows from the definition that f |x=0 ∈ C∞, which clearly implies that
rm|x=0 ∈ C∞. One similarly shows that (∂ixrm)|x=0 ∈ C∞ for 0 ≤ i ≤ m. Let
r′m be defined as rm minus its Taylor series in x of order m − 1, then we still
have r′m ∈ C 0{x=0},∞, and r′m = O(xm), thus
r′m ∈ C 0{x=0},∞ ∩ Cm{x=0},0 .
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Redefining the fiℓ’s, (A.6) still holds with rm replaced by r
′
m.
Let m′ > m, we then have
r′m −
N(m′)∑
i=N(m)+1
Ni∑
ℓ=0
fiℓ x
ni lnℓ x = r′m′ ∈ C 0{x=0},∞ ∩ Cm
′
{x=0},0 , (A.7)
with each term in the sum being O(xm) (otherwise r′m′ wouldn’t be O(x
m′)).
Recall the usual interpolation inequality [14], for 0 < k < ℓ,
‖f‖Ck ≤ C(k, ℓ)‖f‖
1− k
ℓ
C0
‖f‖
k
ℓ
Cℓ
;
its weighted equivalent reads (compare the proof of [11, Lemma A.4])
‖r′m′‖
C
(1− k
ℓ
)m′
{x=0},k
≤ C ′(k, ℓ)‖r′m′‖
1− k
ℓ
Cm
′
{x=0},0
‖r′m′‖
k
ℓ
C 0
{x=0},ℓ
.
Given k ∈ N we choose ℓ = 2k, m′ = 2m, leading to
r′m −
N(m′)∑
i=N(m)+1
Ni∑
ℓ=0
fiℓ x
ni lnℓ x ∈ Cm{x=0},k =⇒ r′m ∈ Cm{x=0},k .
Since k is arbitrary, we find that
r′m ∈ Cm{x=0},∞ ,
and our claim follows. ✷
Let F be a space of functions on Ω such that F ⊂ C∞(Ω). We shall say
that f ∈ A δ{x=0},F if for any k ∈ N there exists N(k) and functions ϕij ∈ F
such that
f −
N(k)∑
i,j=0
ϕijx
δi lnj x ∈ Ck(Ω) . (A.8)
The spaces A δ{0≤x≤y},F are defined in a similar way; for example we have the
identity
A
δ
{0≤x≤y} = A
δ
{0≤x≤y},C∞(Ω) .
In this notation it holds that
A
δ
{0≤x≤y} = A
δ
{x=0},A δ
{y=0}
.
We will need the following characterisation of functions which are polyho-
mogeneous up to lower order terms. To avoid annoying special cases involving
logarithms we assume σ 6∈ N, though the proof gives also a corresponding state-
ment in this case:
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Proposition A.5 Suppose that σ 6∈ N, let
f |S ∈ xβA{0≤x≤y} , f ∈ xβA δ{0≤x≤y} + yβA δ{0≤x≤y} + C σ{0≤x≤y},k ,
and assume that for all i, j satisfying i+ j ≤ k + 1 there exists
gi,j ∈ xβA δ{0≤x≤y} + yβA δ{0≤x≤y}
such that for every multi-index γ for which i+ j + |γ| = k + 1 we have
|(x∂x)i(y∂y)j∂γv (f − gi,j)| ≤ Cxσ .
Then
f ∈ xβA δ{0≤x≤y} + yβA δ{0≤x≤y} + C σ{0≤x≤y},k+1 . (A.9)
Proof: For σ < β and, simultaneously, σ < 0 there is nothing to prove, as then
the first two spaces are included in the third one, and the claimed decomposition
of f is uninteresting, and can be done in many different ways. We therefore
assume that at least one of those inequalities is violated, and we proceed by
induction on k. Suppose we know that the property
∂Af , y∂yf , x∂xf ∈ xβA δ{0≤x≤y} + yβA δ{0≤x≤y} + C σ{0≤x≤y},k (A.10)
implies (A.9). Then Proposition A.5 is also established for k = 0. Next,
applying the already established case k = 0 of the proposition to (x∂x)
ℓ−1f we
find that
(x∂x)
ℓ−1f ∈ xβA δ{0≤x≤y} + yβA δ{0≤x≤y} + C σ{0≤x≤y},1 .
Similarly, applying the case k = 0 of the current proposition to y∂y(x∂x)
ℓ−2f
and ∂A(x∂x)
ℓ−2f we find that
y∂y(x∂x)
ℓ−2f ∈ xβA δ{0≤x≤y} + yβA δ{0≤x≤y} + C σ{0≤x≤y},1 ,
∂A(x∂x)
ℓ−2f ∈ xβA δ{0≤x≤y} + yβA δ{0≤x≤y} + C σ{0≤x≤y},1 .
The implication (A.10)⇒(A.9) gives then
(x∂x)
ℓ−2f ∈ xβA δ{0≤x≤y} + yβA δ{0≤x≤y} + C σ{0≤x≤y},2 .
Taking ℓ = 2 establishes Proposition A.5 with k = 1. Continuing in this way,
Proposition A.5 follows for all k ∈ N.
It remains to establish the implication (A.10)⇒(A.9). Writing
∂xf = fx,k,phg︸ ︷︷ ︸
∈xβ−1A δ
{0≤x≤y}
+x−1yβA δ
{0≤x≤y}
+ fx,k,σ︸ ︷︷ ︸
∈Cσ−1
{0≤x≤y},k
,
we have
f(x, vA, y) = f(y, vA, y) +
∫ x
y
fx,k,phg(s, v
A, y) ds︸ ︷︷ ︸
=:fk+1,phg∈xβA δ{0≤x≤y}+yβA δ{0≤x≤y}
+
∫ x
y
fx,k,σ(s, v
A, y) ds︸ ︷︷ ︸
=:fk+1,σ
.
(A.11)
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We want to show that fk+1,σ ∈ C σ{0≤x≤y},k+1; equivalently:
∀γ , i+ j + |γ| ≤ k + 1 |∂γv (∂x)i(∂y)jfk+1,σ| ≤ Cxσ−iy−j .
The inequality is clear if i ≥ 1 or if |γ|+j < k+1, by differentiating the integral
defining fk+1,σ. Suppose thus that i = 0 and |γ| + j = k + 1. Recall that, by
hypothesis, we have
∂γv (y∂y)
jf = ∂γv fj,y,k+1,phg︸ ︷︷ ︸
∈xβA δ
{0≤x≤y}
+yβA δ
{0≤x≤y}
+O(xσ) ,
and comparing with (A.11),
∂γv (y∂y)
jfk+1,σ = ∂
γ
v fj,y,k+1,phg − ∂γv (y∂y)jfk+1,phg︸ ︷︷ ︸
=: gk+1,1︸ ︷︷ ︸
∈xβA δ
{0≤x≤y}
+ gk+1,2︸ ︷︷ ︸
∈yβA δ
{0≤x≤y}
+O(xσ) . (A.12)
Recall, now, that we only have to consider the cases σ ≥ β, or σ ≥ 0, or both.
For y > 0 consider the collected polyhomogeneous terms in (A.12), they can be
written as a finite sum
gk+1,1(x, y, v
A) =
∑
β+nδ≤σ
Nn∑
m
fmn(y, v
A)xβ+nδ lnm x+ rk+1,1(x, y, v
A) ,
gk+1,2(x, y, v
A) =
∑
nδ≤σ
N ′n∑
m
f ′mn(y, v
A)xnδ lnm x+ rk+1,2(x, y, v
A) ,
with functions fnm and f
′
nm which are smooth in both variables (as long as
y > 0), and with the remainders being O(xσ). If β ∈ −N we absorb the second
sum in the first one; similarly if β ∈ N we absorb the first sum in the second
one. This shows that without loss of generality we can always assume that all
powers of x appearing in the sums above are now pairwise distinct. Suppose
that fmn 6≡ 0 or f ′mn 6≡ 0 for some couple mn, then fk+1,σ wouldn’t be O(xσ)
for all (y, vA)’s by integration of (A.12) in y or in v. It follows that
gk+1,1 + gk+1,2 = rk+1,1 + rk+1,2 = O(x
σ) ,
which establishes our claim. ✷
A.3 F– and T –spaces
For α ∈ R and k ∈ N we set
F
α
{0≤x≤y},k =
{
f | ∀ 0 ≤ i+ j + |γ| ≤ k ∃N :
|∂ix∂jy∂γv f | ≤
{
Cyα−i−j(1 + | ln y|)N if α− i− j ≥ 0
Cxα−i−j(1 + | ln x|)N if α− i− j < 0
}
. (A.13)
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We will also need a version of the F -spaces where the functions involved are
“almost independent of x when α is large”, in the following sense:
F˚
α
{0≤x≤y},k =
{
f | ∀ 0 ≤ i+ j + |γ| ≤ k ∃N :
|∂ix∂jy∂γv f | ≤
{
Cyα−j(1 + | ln y|)N if α− j ≥ 0, i = 0
Cxα−i−j(1 + | lnx|)N otherwise
}
.(A.14)
Let α, β ∈ R, k ∈ N. To be able to estimate in terms of powers of | ln x|
rather than 1 + | lnx| it is convenient to assume 0 < y0 < 1. We say that
f ∈ T α,(β;k){0≤x≤y},∞ if for all i, j, γ there exist constants C > 0 and N ∈ N such
that, for 0 < x ≤ y ≤ y0 we have
|∂ix∂jy∂γv f | ≤ C
(
xα+β−i−j + xα−iyβ−j + xα+β−i−kyk−j
)
| lnN x| .(A.15)
We write f ∈ T α,β{0≤x≤y},∞ for f ∈ T
α,(β;0)
{0≤x≤y},∞, and we note that for k = 0, or
for β = k, the last term in (A.15) is not needed, e.g.:
f ∈ T α,β{0≤x≤y},∞ ⇐⇒ |∂ix∂jy∂γv f | ≤ C
(
xα+β−i−j + xα−iyβ−j
)
| lnN x| .
(A.16)
Finally, for β ≤ 0 the last term in (A.16) can be dropped altogether.
Strictly speaking, the only space out of the T
α,(β;k)
{0≤x≤y},∞’s which is absolutely
necessary in our proofs is the one with k = β = 0. However, we have decided
to include a short discussion of the other ones as well, as those spaces appear
naturally in the problem at hand.
Let {Fi}i∈N be any countable family of function spaces, we shall write
⊕˙nFn = {f : ∃N ∈ N , fn ∈ Fn , 0 ≤ n ≤ N , f =
N∑
n=0
fn} .
The dot over the symbol ⊕ is meant to emphasise the fact that only finite linear
combinations are considered.
For further use we note the following elementary properties:
Proposition A.6 1. If f ∈ T α,(β;k){0≤x≤y},∞ then ∂xf ∈ T
α−1,(β;k)
{0≤x≤y},∞ and ∂yf ∈
T
α,(β−1;max(k−1,0))
{0≤x≤y},∞
2. For α′ ≥ α and β′ ≥ β we have T α′,(β′;k){0≤x≤y},∞ ⊂ T
α,(β;k)
{0≤x≤y},∞.
3. For σ ≥ 0 we have T α+σ,(β;k){0≤x≤y},∞ ⊂ T
α,(β+σ;k)
{0≤x≤y},∞.
4. If N ∋ ℓ < α and ℓ ≤ k ≤ β we have T α,(β;k){0≤x≤y},∞ ⊂ C β{y=0},ℓ.
5. C α{x=0},∞ ⊂ C α{0≤x≤y},∞ ⊂ T
α,(0;k)
{0≤x≤y},∞, and C
β
{y=0},∞ ⊂ T
0,(β;k)
{0≤x≤y},∞ for
all k.
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6. If f ∈ T α,(β;k){0≤x≤y},∞ and g ∈ C∞, then fg ∈ T
α,(β;k)
{0≤x≤y},∞.
7. If g ∈ C α{x=0},∞ and h ∈ C β{y=0},∞ then gh ∈ T
α,(β;k)
{0≤x≤y},∞ for all k.
8. We have xσT
α,(β;k)
{0≤x≤y},∞ = T
α+σ,(β;k)
{0≤x≤y},∞ for all k ∈ N and σ ∈ R.
9. For f ∈ T α,(β;k){0≤x≤y},∞ and ℓ ∈ N we have xℓf ∈ T
α,(β+ℓ;k+ℓ)
{0≤x≤y},∞ for all k.
Proof: Points 6–8 follow immediately from the formula
∂ix∂
j
y(gh) =
∑
r + s = i
m+ n = j
C(r, s,m, n)(∂rx∂
m
y g)(∂
s
x∂
n
y h) . (A.17)
The remaining claims are direct consequences of the definition. ✷
A.4 Extensions of a class of functions
Let 0 ≤ ϕ ∈ C∞(R), suppϕ ⊂ [−1/2, 1/2], ∫
R
ϕ(x)dx = 1. For 0 < x ≤ y ≤ y0
we set
E[f ](x, y, v) :=
∫ ∞
0
ϕ(w−yx )
x
f(w, v)dw (A.18a)
=
∫ 3y/2
y/2
ϕ(w−yx )
x
f(w, v)dw (A.18b)
=
∫ ∞
−∞
ϕ(w−yx )
x
f(w, v)dw (A.18c)
=
∫ ∞
−∞
ϕ(z)f(y + xz, v)dz (A.18d)
=
∫ 1/2
−1/2
ϕ(z)f(y + xz, v)dz (A.18e)
(there is no need to know the values of f for negative w when using (A.18c) as
ϕ = 0 there; a similar comment applies to (A.18d)).
The results here are an adaptation to the problem at hand of [2, Section 3.3].
In the lemma that follows one can think of µ as belonging to [0, 1), but this
restriction is not necessary for the result:
Lemma A.7 For k ∈ N and µ ∈ R suppose that
|∂γv ∂ℓyf | ≤ Cyk+µ−ℓ(1 + | ln y|)N for 0 ≤ ℓ ≤ k , (A.19)
then
E[f ] ∈ yµF k{0≤x≤y},∞ . (A.20)
If moreover there exists λ > 0 such that
|∂γv ∂kyf(y, v)− ∂γv ∂kyf(y′, v)| ≤ Cyµ−λ(1+ | ln y|)N |y− y′|λ for |y′− y| ≤ y/2 ,
(A.21)
then we also have
E[f ](x, y, v) ∈ yµ−λF k+λ{0≤x≤y},∞ . (A.22)
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Proof: The estimate (A.19) together with (A.18e) gives
0 ≤ i+ j ≤ k |∂ix∂jy∂γvE[f ](x, y, v)| =
∣∣∣ ∫ 1/2
−1/2
ϕ(z)∂i+jy ∂
γ
v f(y + xz, v)z
idz
∣∣∣
≤ Cyk+µ−i−j(1 + | ln y|)N . (A.23)
On the other hand, if i + j > k we write i = i1 + i2 and j = j1 + j2 with
i2 + j2 = k, obtaining
∂ix∂
j
y∂
γ
vE[f ](x, y, v) = ∂
i1
x ∂
j1
y
∫ 1/2
−1/2
ϕ(z)zi2︸ ︷︷ ︸
=:ϕi2(z)
∂ky∂
γ
v f(y + xz, v)dz
= ∂i1x ∂
j1
y
∫ ∞
0
ϕi2(
w−y
x )
x
∂ky∂
γ
v f(w, v)dw
= x−i1−j1
∫ ∞
0
ϕi1,i2,j1(
w−y
x )
x
∂ky∂
γ
v f(w, v)dw ,(A.24)
where we have set
ϕi1,i2,j1(
w − y
x
) := x1+i1+j1∂i1x ∂
j1
y (
ϕi2(
w−y
x )
x
)
.
It follows that
|∂ix∂jy∂γvE[f ](x, y, v)| ≤ Cx−i1−j1yµ(1 + | ln y|)N
∫ ∞
0
∣∣∣ϕi1,i2,j1(w−yx )
x
∣∣∣dw
= Cx−i1−j1yµ(1 + | ln y|)N
∫ 1/2
−1/2
|ϕi1,i2,j1(z)|dz
≤ CC ′x−i1−j1yµ(1 + | ln y|)N
= CC ′xk−i−jyµ(1 + | ln y|)N , (A.25)
which establishes (A.20).
To prove (A.22), we start by noting that for i1 + j1 > 0 we have
0 = ∂i1x ∂
j1
y
∫ ∞
−∞
ϕi2(z)dz
= ∂i1x ∂
j1
y
∫ ∞
0
ϕi2(
w−y
x )
x
dw =
∫ ∞
0
∂i1x ∂
j1
y
(ϕi2(w−yx )
x
)
dw
This allows us to write (compare (A.24))
∂ix∂
j
y∂
γ
vE[f ](x, y, v) =
∫ ∞
0
∂i1x ∂
j1
y
(ϕi2(w−yx )
x
)(
∂ky∂
γ
v f(w, v)− ∂ky∂γv f(y, v)
)
dw
= x−i1−j1
∫ ∞
0
ϕi1,i2,j1(
w−y
x )
x
(
∂ky∂
γ
v f(w, v) − ∂ky∂γv f(y, v)
)
dw
= x−i1−j1
∫ ∞
∞
ϕi1,i2,j1(z)
(
∂ky∂
γ
v f(y + zx, v)− ∂ky∂γv f(y, v)
)
︸ ︷︷ ︸
≤Cyµ−λ(1+| ln y|)Nxλ
dz
≤ C ′yµ−λ(1 + | ln y|)Nxk+λ−i−j ,
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as desired. ✷
We continue with
Lemma A.8 Let µ ≥ 0 and for 0 ≤ i ≤ m let fi satisfy (A.19) with k there
replaced by m− i. There exists h ∈ yµFm{0≤x≤y},∞ such that
0 ≤ i ≤ m ∂ixh|x=0 = fi . (A.26)
If the fi’s satisfy (A.21) with k = m− i then h ∈ yµ−λFm+λ{0≤x≤y},∞.
Proof: We start by considering the following set of functions, defined for
0 ≤ i ≤ m,
gi(x, y, v) =
xi
i!
E[fi](x, y, v) . (A.27)
It follows from Proposition A.7 that gi ∈ yµxiFm−i{0≤x≤y},∞ ⊂ yµFm{0≤x≤y},∞, or
gi ∈ yµ−λxiFm+λ−i{0≤x≤y},∞ ⊂ yµ−λFm+λ{0≤x≤y},∞ if (A.22) holds. It also follows from
(A.23) and from Lebesgue’s differentiation theorem that for 0 ≤ j ≤ m the
functions ∂jxgi extend by continuity to continuous functions on {x = 0}, and
that gi|x=0 satisfies (A.19) with k there equal to m− i, and with the modulus
of Ho¨lder continuity satisfying (A.22) if this condition was satisfied by the fi’s.
Those considerations imply that the following inductive scheme is well de-
fined: we set h0 = E[f0] and
hi+1(x, y, v) = hi(x, y, v) +
xi
i!
E[fi − (∂ixhi)|x=0] .
Then the function h := hm satisfies (A.26), and belongs to the spaces claimed.
✷
A.5 Integral operators on A – and C –spaces
For 0 ≤ x ≤ y ≤ y0 <∞ set
I1(f)(x, v
A, y) =
∫ y
x
f(s, vA, y)ds , (A.28)
I2(f)(x, v
A, y) =
∫ y
x
f(x, vA, s)ds . (A.29)
In our arguments we will need to understand the action of I1 and I2 on various
spaces defined above. We start with polyhomogeneous functions:
Proposition A.9 1. Let g ∈ xβyγA δ{0≤x≤y}. Then
I1(g) ∈ yβ+γ+1A δ{y=0} + xβ+1yγA δ{0≤x≤y} ,
I2(g) ∈ xβ+γ+1A δ{x=0} + xβyγ+1A δ{0≤x≤y} .
It follows in particular that A{0≤x≤y} is stable under both integrations
above.
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2. Let g ∈ xβyγA δ{x=0}. Then
I1(g) ∈ yβ+γ+1A δ{y=0} + xβ+1yγA δ{x=0} ,
I2(g) ∈ xβ+γ+1A δ{x=0} + xβyγ+1A δ{x=0} .
Proof: Let f ∈ C∞(Ω), p ∈ R, j ∈ N. We start by showing that for every
m ∈ N there exist an integer N , sequences of numbers ki ∈ N, ℓi ∈ N, a
sequence of smooth functions fi and a function rm ∈ Cm(Ω) such that∫ y
x
f(s, vA, y)sp lnj s ds =
N∑
i=1
fi
(
yp+ki+1 lnℓi y − xp+ki+1 lnℓi x
)
+ rm . (A.30)
Several integrations by parts in the integral
∫
v′u with v′ = sp and u = lnj s
yield this formula when ∂xf = 0. The result for general f is also obtained by
integration by parts by taking u = f and v′ = sp lnj s. Using the result already
proved with f = 1 one obtains a v with a power of s higher by one. Repeating
the integration by parts a finite number of times one obtains a remainder term
in Cm(Ω), and one concludes by Proposition A.3. ✷
We continue with a study of the action of I1 and I2 on the C
α,σ
{0≤x≤y},k spaces.
Note that the action on the C α{0≤x≤y},k spaces is obtained as a special case from
C
α
{0≤x≤y},k = C
α,0
{0≤x≤y},k .
Lemma A.10 Let α, σ ∈ R, k ∈ N ∪ {∞},
1. If f ∈ C α,σ{0≤x≤y},k, α < −1, then I1(f) ∈ C α+1,σ{0≤x≤y},k.
2. If f ∈ C α,σ{0≤x≤y},k, α > −1, then I1(f) ∈ C α+σ+1{y=0},k + C α+1,σ{0≤x≤y},k.
Proof: 1. The case α < −1 is obtained by straightforward estimations.
2. For α > −1 we write
I1(f)(x, v
A, y) =
∫ y
0
f(s, vA, y)ds︸ ︷︷ ︸
g1
−
∫ x
0
f(s, vA, y)ds︸ ︷︷ ︸
g2
. (A.31)
We have ∂γv g1 = O(y
α+σ+1), ∂xg1 = 0, y
ℓ∂ℓy∂
γ
v g1(x, v
A, y) = yℓ∂ℓ−1y (∂
γ
v f(y, vA, y)),
and all the estimates readily follow. ✷
Lemma A.11 Let α, σ ∈ R, k ∈ N ∪ {∞},
1. If f ∈ C α,σ{0≤x≤y},k, σ > −1 then I2(f) ∈ C α,σ+1{0≤x≤y},k.
2. If f ∈ C σ{y=0},∞, then I2(f) ∈ Fσ+1{0≤x≤y},∞.
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Proof: 1. One is tempted to argue from point 2. of Lemma A.11 by symmetry
that I2(f) ∈ C α+σ+1{x=0},k + C α,σ+1{0≤x≤y},k, but this is not clear, because one is not
allowed to integrate all the way to zero in y, as done in the proof of 2. So we
calculate directly:
∂ℓx∂
β
v
∫ y
x
f(x, vA, s)ds =
∫ y
x
∂ℓx∂
β
v f(x, v
A, s) ds−
ℓ−1∑
i=0
Cℓ,i∂
ℓ−1−i
x ∂
i
y∂
β
v f(x, v
A, s)
∣∣∣
s=x
,
(A.32)
∂ℓx∂
i
y∂
β
v
∫ y
x
f(x, vA, s)ds = ∂ℓx∂
i−1
y ∂
β
v f(x, v
A, y) , i ≥ 1 . (A.33)
From (A.33) one immediately finds |∂ℓx∂iy∂βv I2(f)| ≤ Cxα−ℓyσ+1−i for i ≥ 1.
Since σ > −1, the first term in (A.32) is estimated by
Cxα−ℓ|yσ+1 − xσ+1| ≤ Cxα−ℓyσ+1 ,
as desired. Similarly, each term in the sum is estimated by
Cxα−ℓ+i+1yσ−i
∣∣∣
y=x
= Cxα−ℓ+1+σ ≤ Cxα−ℓyσ+1 ,
and the result follows.
2. The estimates in the ℓ = 0 case are proved similarly as in point 1, see
(A.32). For 1 ≤ ℓ ≤ k and 1 ≤ i+ ℓ+ |γ| ≤ k we have
|∂ix∂ℓy∂γv I2(f)| = |∂ix∂ℓ−1y ∂γv f | ,
and the desired estimate is straightforward. ✷
A.6 Integral operators on T – and F–spaces
Proposition A.12 Let α > −1, β ≥ k. For any ǫ > 0 we have
I1(T
α,(β;k)
{0≤x≤y},∞) ⊂ yǫF˚
α+1−ǫ+β
{0≤x≤y},∞ +T
α+1−ǫ,(β;k)
{0≤x≤y},∞ .
Remark A.13 We expect the result to remain valid with ǫ = 0, but the proof
below fails for this value of ǫ. In any case the current result is sufficient for our
purposes.
Proof: Write α+ β = n− σ, n ∈ N, σ ∈ [0, 1). Let f ∈ T α,(β;k){0≤x≤y},∞, set
g(y, v) =
∫ y
0
f(s, y, v)ds .
We want to show that the function g satisfies the hypotheses needed to construct
the extensions of Section A.4. For j such that α+ β − j > −1 we have
∂jy∂
γ
v g(y, v) =
∑
ℓ+m=j−1
C(ℓ,m)∂ℓx∂
m
y ∂
γ
v f(y, y, v)+
∫ y
0
∂jy∂
γ
v f(x, y, v)dx . (A.34)
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From the definition of T
α,(β;k)
{0≤x≤y},∞ one thus finds, for 0 ≤ j ≤ n,
|∂jy∂γv g| ≤ Cyα+β+1−j| ln y|N .
Next, we need to control the modulus of Ho¨lder continuity of the top order
derivatives. In order to do that, consider any of the terms appearing under the
sum symbol in (A.34) with j = n. For y′ ∈ B(y, y/2) we write∣∣∣∂ℓx∂my ∂γv(f(y, y, v)− f(y′, y′, v))∣∣∣ = ∣∣∣ ∫ y′
y
(
∂ℓ+1x ∂
m
y ∂
γ
v f(s, s, v) + ∂
ℓ
x∂
m+1
y ∂
γ
v f(s, s, v)
)
︸ ︷︷ ︸
≤Cy−σ | ln y|N
ds
∣∣∣
≤ Cy−σ|y′ − y|| ln y|N+1 ≤ C ′y1−σ−λ|y′ − y|λ| ln y|N+1 (A.35)
for any λ ∈ [0, 1]. Next,∫ y
0
∂ny ∂
γ
v f(x, y, v)dx−
∫ y′
0
∂ny ∂
γ
v f(x, y
′, v)dx
=
∫ y
y′
∂ny ∂
γ
v f(x, y, v)dx+
∫ y′
0
(
∂ny ∂
γ
v f(x, y, v)− ∂ny ∂γv f(x, y′, v)
)
dx .
(A.36)
The first term is estimated similarly to (A.35),∣∣∣ ∫ y
y′
∂ny ∂
γ
v f(x, y, v)dx
∣∣∣ ≤ Cy1−σ−λ|y′ − y|λ| ln y|N+1 . (A.37)
To control the second we will need a weighted interpolation inequality, obtained
as follows: for t ∈ [1/2, 3/2] set
χ(t) = ∂ny ∂
γ
v f(x, ty, v) . (A.38)
Recall the inequality [14, Theorem A.5]
‖χ‖λ ≤ Cλ‖χ‖λ1‖χ‖1−λ0 , 0 ≤ λ ≤ 1 , (A.39)
where ‖ · ‖µ denotes the usual Ho¨lder Cµ([1/2, 3/2]) norm. Applying (A.39) to
χ defined in (A.38) gives
|∂ny ∂γv f(x, y, v)− ∂ny ∂γv f(x, y′, v)|
≤ C
( y
x
x−σ| lnN x|︸ ︷︷ ︸
↔‖χ‖1
)λ(
x−σ| lnN x|︸ ︷︷ ︸
↔‖χ‖0
)1−λ
y−λ|y − y′|λ
= Cx−λ−σ| lnN x||y − y′|λ . (A.40)
It follows that the last integral in (A.36) converges for λ < 1− σ, leading to
0 ≤ λ+ σ < 1
∣∣∣∂ny ∂γv g(y, v) − ∂ny ∂γv g(y′, v)∣∣∣ ≤ Cy1−σ−λ|y′ − y|λ| ln y|N .
(A.41)
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Setting
g0 = g , gi = 0 for 1 ≤ i ≤ n ,
by Lemma A.8 there exists a function h ∈ y1−σ−λFn+λ{0≤x≤y},∞ for any 0 ≤
λ+ σ < 1 such that ∂ixh|x=0 = gi. Define
hˆ = I1(f)− h .
For 0 ≤ i+ j ≤ n we write
|∂ix∂jy∂γv hˆ| =
∣∣∣∂ix∂jy∂γv( ∫ y
x
f(s, · · ·)ds− h
)∣∣∣
=
∣∣∣∂ix∂jy∂γv( ∫ y
0
f(s, · · ·)ds− h−
∫ x
0
f(s, · · ·)ds
)∣∣∣
≤
∣∣∣∂ix∂jy(∫ y
0
∂γv f(s, · · ·)ds− ∂γvh
)∣∣∣︸ ︷︷ ︸
I
+
∣∣∣∂ix ∫ x
0
∂jy∂
γ
v f(s, · · ·)ds
∣∣∣︸ ︷︷ ︸
II
.
The estimate of II is straightforward:
|II| ≤ C
(
xα+1+β−i−j + xα+1−iyβ−j + xα+1+β−i−kyk−j
)
| lnN x| . (A.42)
To estimate I we use Taylor’s formula,
∂ixh(x, y, v) =
n−i−j∑
ℓ=0
xℓ
ℓ!
∂ℓ+ix h(0, y, v) +
∫ x
0
(x− t)n−i−j
(n− i− j)! ∂
n+1−j
x h(t, y, v)dt
=
∫ x
0
(x− t)n−i−j
(n− i− j)! ∂
n+1−j
x h(t, y, v)dt +
{
g(y, v), i = 0;
0, otherwise.
This gives
|I| =
∫ x
0
(x− t)n−i−j
(n− i− j)! |∂
j
y∂
n+1−j
x ∂
γ
vh(t, y, v)|︸ ︷︷ ︸
≤Cy1−σ−λ| lnN t|(yn+λ−n−1+tn+λ−n−1)≤2Cy1−σ−λtλ−1| lnN t|
dt
≤ C ′xn+λ−i−jy1−σ−λ| lnN+1 x| . (A.43)
This calculation also proves that
h ∈ y1−σ−λF˚n+λ{0≤x≤y},∞ .
For i+ j > n we write
|∂ix∂jy∂γv hˆ| =
∣∣∣∂ix∂jy∂γv( ∫ y
x
f(s, · · ·)ds− h
)∣∣∣
≤
∣∣∣∂ix∂jy( ∫ y
x
∂γv f(s, · · ·)ds
)∣∣∣︸ ︷︷ ︸
A
+
∣∣∣∂ix∂jy∂γv hˆ∣∣∣︸ ︷︷ ︸
B
.
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The second term is immediately estimated by a constant times xn+λ−i−jy1−σ−λ| lnN x|.
The estimation of A is simplest when i > 0 as then we have
|A| =
∣∣∣∂i−1x ∂jy∂γv f(x, y, v)∣∣∣ ≤ C(xα+1+β−i−j+xα+1−iyβ−j+xα+1+β−i−kyk−j)| lnN x| .
(A.44)
When i = 0 we use instead
|A| =
∣∣∣ ∑
ℓ+m=j−1
C(ℓ,m)∂ℓx∂
m
y ∂
γ
v f(y, y, v)︸ ︷︷ ︸
≤Cyα+1+β−j | lnN y|≤Cxα+1+β−j| lnN x|
+
∫ y
x
∂jy∂
γ
v f(x, y, v)
∣∣∣ ,
which is again estimated as in (A.44). Summarising, we have obtained
|∂ix∂jy∂γv hˆ| ≤ C
(
xα+1+β−i−j+xα+1−iyβ−j+xα+1+β−i−kyk−j+xα+1+β+λ+σ−i−jy1−σ−λ
)
| lnN x| ,
for any 0 ≤ σ+λ < 1. Setting λ = 1−σ−ǫ and estimating yǫ ≤ yǫ0, xα ≤ yǫ0xα−ǫ,
the result follows. ✷
Proposition A.14 Let α+ pδ > −1. For any ǫ > 0 we have
1. I1(x
pδ lnℓ xF˚
α
{0≤x≤y},∞) ⊂ yǫF˚
α+pδ+1−ǫ
{0≤x≤y},∞ + A δ{x=0},xF˚α{0≤x≤y},∞
.
2. I1(A
δ
{x=0},xpδF˚α{0≤x≤y},∞
) ⊂ yǫF˚α+pδ+1−ǫ{0≤x≤y},∞ + A δ{x=0},xpδ+1F˚α{0≤x≤y},∞ .
Proof: The proof of point 1. is essentially the same as that of Proposition A.12,
once the integration by parts of (A.45) has been done; we outline the main steps
for completeness. We write again α+ pδ = n− σ, n ∈ N, σ ∈ [0, 1).
Let f ∈ F˚α{0≤x≤y},∞. First we integrate by parts, obtaining
I1(x
pδ lnℓ xf) =
N∑
r=0
C(r)spδ+1 lnr sf(s, y, v)
∣∣∣s=y
s=x
−
N∑
r=0
∫ y
x
C(r)spδ+1 lnr s∂xf(s, y, v)ds .
(A.45)
(The heuristics behind the integration by parts is that ∂xf behaves differently
from f at the boundary, in particular ∂xf vanishes at the boundary for α > 1,
while f itself does not.) We set
g(y, v) = −
N∑
r=0
∫ y
0
C(r)spδ+1 lnr s∂xf(s, y, v)ds .
A repetition of the argument in the proof of A.12 shows that the function g
satisfies the hypotheses needed to construct the extensions of Section A.4, with
m in Lemma A.8 equal to n, µ = 1− σ and any 0 ≤ λ < 1− σ. We set
g0 = g , gi = 0 for 1 ≤ i ≤ n .
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By Lemma A.8 there exists a function h, belonging to the space y1−σ−λFn+λ{0≤x≤y},∞
for any 0 ≤ λ+ σ < 1, such that ∂ixh|x=0 = gi. The Taylor expansion as in the
previous proof proves further that
h ∈ y1−σ−λF˚n+λ{0≤x≤y},∞ .
Let us now define
hˆ = I1(x
pδ lnℓ xf)− h−
N∑
r=0
C(r)spδ+1 lnr sf(s, y, v)
∣∣∣s=y
s=x
.
An argument as in the proof of Proposition A.12 gives hˆ ∈ yǫF˚α+pδ+1−ǫ{0≤x≤y},∞.
What remains are the terms
N∑
r=0
C(r)spδ+1 lnr sf(s, y, v)
∣∣∣s=y
s=x
.
The part with s = y is in F˚
α+pδ+1
{0≤x≤y},∞ ⊂ yǫF˚
α+pδ+1−ǫ
{0≤x≤y},∞ and the part with s = x
belongs to A δ{x=0},xF˚α{0≤x≤y},∞
.
Point 2 follows immediately from point 1 using the expansion (A.8). ✷
Proposition A.15 1. I2(F˚
α
{0≤x≤y},∞) ⊂ F˚
α
{0≤x≤y},∞ .
2. I2(A
δ
{x=0},xnF˚α{0≤x≤y},∞
) ⊂ A δ{x=0},xnF˚α{0≤x≤y},∞ .
3. I2(T
α,(β;k)
{0≤x≤y},∞) ⊂ T
α,(β+1;k+1)
{0≤x≤y},∞ .
Proof: 1. For f ∈ F˚α{0≤x≤y},∞ define F := I2(f). For j ≥ 1 we have
∂ix∂
j
y∂
γ
vF (x, y, v) = ∂
i
x∂
j−1
y ∂
γ
v f(x, y, v) ,
and the estimates are obvious. For j = 0 we use
|∂ix∂γvF | ≤
∑
ℓ+m=i−1
C(ℓ,m)
∣∣∣∂ℓx∂my ∂γv f(x, x, v)∣∣∣︸ ︷︷ ︸
≤Cxα+1−i| lnN x|
+
∫ y
x
|∂ix∂γv f(x, s, v)|ds︸ ︷︷ ︸
≤C′xα−iy| lnN x|
.
In the first term we estimate xα+1−i ≤ xα−iy0, in the second y ≤ y0, and the
proof is done.
2. The result follows from 1 and the definition of A δ{x=0},F (see Equa-
tion (A.8)).
3. For f ∈ T α,(β;k){0≤x≤y},∞ let us define F := I2(f). We have to estimate
|∂ix∂jy∂γvF |. This is simplest for j ≥ 1, we have then
|∂ix∂jy∂γvF | = |∂ix∂j−1y ∂γv f | ,
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and the appropriate estimates with β → β + 1, k → k + 1 follow from the
definition of T
α,(β;k)
{0≤x≤y},∞. Again for j = 0 we use
|∂ix∂γvF | ≤
∑
ℓ+m=i−1
C(ℓ,m)
∣∣∣∂ℓx∂my ∂γv f(x, x, v)∣∣∣︸ ︷︷ ︸
≤Cxα+β+1−i| lnN x|
+
∫ y
x
|∂ix∂γv f(x, s, v)|ds .
The second term is estimated by
C
(
xα+β−iy + xα−iyβ+1 + xα+β+1−i−kyk+1 + xα+β+1−i
)
| lnN+1 x| .
The calculation
xα+β−iy| lnN+1 x| = xα+(β+1)−(k+1)−ixky| lnN+1 x| ≤ xα+(β+1)−(k+1)−iyk+1| lnN+1 x|
ends the proof. ✷
B Polyhomogeneity of solutions for a class of lin-
ear symmetric hyperbolic systems with smooth coef-
ficients
In this appendix we give a simple proof of a counterpart of [11, Theorem 3.4]
without corner conditions. The A δk , C
α
l|0 and C
α spaces are defined as in [11,
Sections 3.3, 3.4 and (A.2)]. We work in the (x, vA, τ) coordinates of [11], see
Figure 1. Let us define the following space:
F̂
α
k =
{
f : ∀ 0 ≤ i+ j + |γ| ≤ k
|∂ix∂jτ∂γv f | ≤
{
C(x+ 2τ)α−i−j if α− i− j ≥ 0
Cxα−i−j if α− i− j < 0
}
.
This space is very similar, but not identical, to the space defined in (A.14),
because of the log factor occurring in (A.14); that factor is not needed in the
current section. Next, the space Aδk is defined as the space of functions which
can be written in the form
k∑
i=0
Ni∑
j=0
fij(x+ 2τ)
iδ lnj(x+ 2τ) + fkδ+ǫ ,
for some ǫ > 0, with functions fij ∈ C∞(Ω) and fkδ+ǫ ∈ F̂
kδ+ǫ
∞ . We will always
assume 1/δ ∈ N.
We note the following properties:
Proposition B.1 1. F̂
α
k ⊂ F̂
β
k for α ≥ β,
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2. C αl|0 ⊂ F̂
α
l ,
3. set fˆ(x, vA, τ) := f(x + 2τ, vA), then for α /∈ Z we have fˆ ∈ F̂α∞ for
f ∈ C α∞({τ = 0}) and fˆ ∈ Aδk for f ∈ A δk ({τ = 0}),
4. f ∈ F̂α∞ ⇒ xf ∈ F̂
α+1
∞ ,
5. f ∈ F̂α∞ ⇒ ∂xf, ∂τf ∈ F̂
α−1
∞ , ∂vf ∈ F̂
α
∞.
Proof: 1: This follows from the definition of F̂
α
∞ and from the fact that
(x+ 2τ)α−β ≤ C.
2: f ∈ C αl|0 iff for all m,n, γ satisfying 0 ≤ m + n + |γ| ≤ l we have
|∂mx ∂nτ ∂γv f | ≤ Cxα−m−n. For α−m−n < 0 this is exactly the estimate we need
and for α−m− n ≥ 0 we have xα−m−n ≤ (x+ 2τ)α−m−n.
3: Since f ∈ C α(τ = 0) we have |∂mx ∂γv f(x, vA)| ≤ Cxα−m. The following
holds: |∂mx ∂nτ ∂γv fˆ(x, vA, τ)| = 2n|∂m+nx ∂γv f(x + 2τ, vA)| ≤ C(x + 2τ)α−m−n,
which together with (x+ 2τ)β ≤ xβ for β < 0 yields the result. The statement
concerning A follows from the application of the result to the error term fkδ+ǫ ∈
C kδ+ǫ∞ .
4: This follows from ∂mx ∂
n
τ ∂
γ
v (xf) = m∂m−1x ∂nτ ∂
γ
v f + x∂mx ∂
n
τ ∂
γ
v f .
5: Obvious. ✷
Remark B.2 Let γ ∈ R and f ∈ F̂α∞. It may happen that xγf /∈ F̂
α+γ
∞ or
(x+ 2τ)γf /∈ F̂α+γ∞ .
The behavior of F̂
α
spaces under integration is summarised in the following
proposition:
Proposition B.3 Let f ∈ F̂α∞, α ∈ R \ Z. Then
I1(f) :=
∫ x+2τ
x
f(s, vA,
1
2
x+ τ − 1
2
s) ds ∈ F̂α+1∞ ,
I2(f) :=
∫ τ
0
f(x, vA, s) ds ∈ F̂α∞ .
Proof: First we note that
∂xI1(f) = I1(∂xf) , ∂τ I1(f) = f(x+ 2τ, v
A, 0) + I1(∂τf) ,
and for the latter integral
∂xI2(f) = I2(∂xf) , ∂τI2(f) = f(x, v
A, τ).
Then the result is easily obtained, with the following formula being the key
estimate:
I1(x
α) =
(x+ 2τ)α+1
α+ 1
− x
α+1
α+ 1
≤
{
C(x+ 2τ)α+1 α+ 1 > 0
Cxα+1 α+ 1 < 0
.
✷
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It is obvious that the standard space of polyhomogeneous functions A δk is
closed with respect to x∂x, the same is true for x
βA δk . The A
δ
k space does
not have this property (terms like xx+2τ may appear). In order to fix this we
introduce another space, denoted by Aδk±, consisting of functions which can be
written as a finite sum of terms of the form
fijℓx
i(x+ 2τ)jδ lnℓ(x+ 2τ) ,
with i, ℓ ∈ N, j ∈ Z, 0 ≤ i + jδ ≤ kδ, plus an error term fkδ+ǫ ∈ F̂
kδ+ǫ
∞ . The
space Aδk± as well as (x+ 2τ)
βAδk± is closed with respect to x∂x, x∂τ and ∂v.
We use the symbols A˚k
δ, A˚δk and A˚
δ
k± for spaces of function which can be
written as sums of a finite number of terms as above without the error term.
If we restrict ourselves to one value of τ ≥ 0 then there is a correspondence
between the spaces A δk and A
δ
k±. Obviously any function belonging to A
δ
k
belongs also to A˚k
δ + Aδk and A˚k
δ + Aδk±. The relation in the opposite direction
is given by the following Lemma:
Lemma B.4 Let τ˚ ≥ 0 and let f ∈ (A δk + Aδk±)|τ=τ˚ . Then f ∈ A δk .
Proof: The “error term’ r ∈ F̂ kδ+ǫ∞ in f equals
f −
∑
i,j,ℓ
fijℓx
i(x+ 2˚τ )jδ lnℓ(x+ 2˚τ)−
∑
i,j
fijx
iδ lnj x ,
with both sums being finite. From the definition of our spaces we have
|∂nx∂αv r| ≤ C ·
{
(x+ 2˚τ )kδ+ǫ−n if kδ + ǫ− n ≥ 0,
xkδ+ǫ−n if kδ + ǫ− n < 0. (B.1)
We want to show that there exist fˆij such that
|∂nx∂αv (f −
∑
ij
fˆijx
iδ lnj x)| ≤ C · xkδ+ǫ−n . (B.2)
The estimate for kδ + ǫ − n < 0 is trivial so we focus on the first case. Let
us notice that kδ + ǫ = m + α with m = ⌊kδ + ǫ⌋ and α ∈ [0, 1). Now, r has
m x-derivatives ∂nx∂
α
v r bounded by a constant and the (m+ 1)-th x-derivative
∂m+1x ∂
α
v r is bounded by C · xα−1. Therefore we can Taylor-expand r up to the
order m. The rest is of order m+ α:
|r(x, v) −
m∑
i=0
∂ixr(x = 0, v)
i!
xi| ≤ C · xm+α (B.3)
and the proof is easily completed. ✷
The following proposition gives the behaviour of polyhomogeneous spaces
under integration:
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Proposition B.5 1. Let f ∈ (x+2τ)β A˚δk±. There exists fβ+kδ+ǫ ∈ F̂
β+kδ+ǫ
∞ ,
for some ǫ > 0, such that
I2(f) ∈ (x+ 2τ)β A˚δk± + xβA˚kδ + fβ+kδ+ǫ; ,
I1(f) ∈ (x+ 2τ)β A˚δk± + fβ+kδ+ǫ .
2. Let f ∈ xβA˚kδ. There exists fβ+kδ+ǫ ∈ F̂
β+kδ+ǫ
∞ such that
I1(f) ∈ (x+ 2τ)β A˚δk± + xβA˚kδ + fβ+kδ+ǫ .
Proof: The proposition readily follows from the next two lemmata. ✷
Lemma B.6 Let f be a smooth function, p ∈ R, k ∈ N. For all α ∈ R there
exists N ∈ N, sequences of numbers Ai ∈ p + 1 + N, Bi ∈ N ,a sequence of
smooth functions fi and a function fα ∈ F̂α∞ such that
I1(fx
p lnk x) =
N∑
i=1
fi
(
(x+ 2τ)Ai lnBi(x+ 2τ)− xAi lnBi x)+ fα .
Proof: Integration by parts yields the result for f = 1. The result for general
f is also obtained by integration by parts:∫
fv′ = fv −
∫
f ′v ,
where v′ = sp lnk s. Using the result for f = 1 one gets that v has a power of s
one higher than v′. Repeating this integration a finite number of times yields
a result with an error term in F̂
n
∞ and n high enough. ✷
Lemma B.7 Let f be smooth, i ≥ −1 and α > 0. Then there exists n ∈ N, a
sequence of smooth functions fj and fα ∈ F̂α∞ such that
I1(fx
i) =
n∑
j=0
fj
(
(x+ 2τ)i+j+1 − xi+j+1)+ fα .
Proof: Since f is smooth it can be expanded in powers of x to any order and
the result follows. ✷
Proposition B.8 Let ϕ be a solution of
∂τϕ+ bϕ = c ,
with
b ∈ C∞(Ω) .
Let us assume that
ϕ(x, v, 0) ∈ xβA δk
and
c ∈ (x+ 2τ)β A˚δk± + xβA˚kδ + F̂
α
∞ + C∞(Ω) .
Then
ϕ ∈ (x+ 2τ)β A˚δk± + xβA˚kδ + F̂
min(α,β+kδ+1)
∞ + C∞(Ω) .
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Proof: The solution of the equation at hand may be expressed as
ϕ(·, τ) = R(·, τ)ϕ(·, 0) +
∫ τ
0
R(·, s)c(·, s) ds ,
where R(x, v, τ) is the resolvent of the equation ∂τϕ = −bϕ. It is a standard
result that for b ∈ C∞(Ω) we have also R ∈ C∞(Ω). Then the result follows
from the analysis of the above formula and Propositions B.3 and B.5. ✷
Now we are ready to pass to the proof of polyhomogeneity of solutions:
Theorem B.9 Let α, β ∈ R, k ∈ N, and let (ϕ,ψ) ∈ C α∞ be a solution of
∂τϕ+B11ϕ+B12ψ = L11ϕ+ L12ψ + a ,
e+ψ +B21ϕ+B22ψ = L21ϕ+ L22ψ + b ,
where e+ = ∂τ − 2∂x. Suppose that
Lij = L
A
ij∂A + xL
τ
ij∂τ + xL
x
ij∂x , (B.4)
with
Lµ11 ∈ xC∞(Ω) , Lµ21 , Lµ12 , Lµ22 ∈ C∞(Ω) , (B.5)
and that
Bab ∈ C∞(Ω) , (B.6a)
a, b ∈ C∞(Ω) , ϕ(0), ψ(0) ∈ xβA δk (Mx0) . (B.6b)
Then
ϕ,ψ ∈ xβA˚kδ + (x+ 2τ)β A˚δk± + C∞(Ω) + F̂
β+kδ+ǫ
∞
for some ǫ > 0.
Proof: The proof is very similar to the proof of Theorem [11, Theorem 3.4].
First we notice that
(ϕ,ψ) ∈ F̂α∞ ,
which is due to Proposition B.1 point 2. For the purpose of the proof it will be
convenient to use the following notation:
S
α := F̂
α
∞ + C∞ + x
β
A˚k
δ + (x+ 2τ)β A˚δk± .
To prove the theorem we need to show
(ϕ,ψ) ∈ S β+kδ+ǫ . (B.7)
We rewrite the equations at hand as
∂τϕ+B11ϕ = c1 ,
e+ψ = c2 ,
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where
c1 := L11ϕ+ L12ψ + a−B12ψ ,
c2 := L21ϕ+ L22ψ + b−B21ϕ−B22ψ .
Let us start with the second of the equations. The integration yields
ψ(x, vA, τ) = ψ(x+ 2τ, vA, 0) +
1
2
I1(c2) .
We have
c2 ∈ F̂
α
∞ + C∞ ⊂ S α .
Propositions B.3 and B.5 together with B.1 point 1 yield
I1(c2) ∈ S min(α+1,β+kδ+ǫ) .
From Proposition B.1 point 3 we have
ψ(x+ 2τ, vA, 0) ∈ S β+kδ+ǫ .
Therefore
ψ ∈ S min(α+1,β+kδ+ǫ) .
Now we estimate c1 to be in S
min(α+1,β+kδ+ǫ) and use Proposition B.8 to get
ϕ ∈ S min(α+1,β+kδ+ǫ) .
Then we repeat this procedure, with c2 now in S
min(α+1,β+kδ+ǫ) and get first
ψ then ϕ in the appropriate S space with the error-term index increased by
one. After a finite number of steps we get (B.7). ✷
Remark B.10 If we make an additional assumption that Lτij = L
x
ij = 0, we
obtaint the following variant of the result:
ϕ,ψ ∈ xβA˚kδ + (x+ 2τ)β A˚δk + C∞(Ω) + F̂
β+kδ+ǫ
∞ .
The A˚δk± space has been replaced by A˚
δ
k.
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