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Summary
As the largest bound objects in the universe, galaxy clusters are unique targets to study
astrophysical processes, as well as powerful probes for precision cosmology. Galaxy clusters
are dynamically young and their merger history and energetic feedback from galaxies
leave significant traces in the pressure or entropy distribution of the intra-cluster medium
(ICM), the hot plasma that contains most of the baryonic mass in clusters. A detailed
understanding of how ICM observables relate to cluster mass at different cosmic epochs
is also crucial to reduce the systematic uncertainties in the measurement of cosmological
parameters from cluster observations.
Through analysis of new observational data, mock observations, and modelling, I ex-
plore how current and future millimeter-wavelength interferometer observations of the
Sunyaev-Zel’dovich effect (SZE) allow detailed studies of the ICM structure and physics.
The SZE is a change in the emission spectrum of the Cosmic Microwave Background
(CMB) caused by the scattering of CMB photons off the hot ICM free electrons. The SZE
signal is proportional to the electron pressure and thus allows a measure of the thermal
energy content and morphology of the ICM.
I focus on the projected triaxial cluster morphology, whose extended structure is best
observed at millimeter-wavelengths with a combination of interferometer and single-dish
imaging observations. Interferometric observations provide good spatial resolution but
suffer from sparse spatial sampling, which may hamper non-spherical cluster pressure
profile constraints. Single dish observations are naturally limited in spatial resolution and
commonly do not resolve the interesting cluster core regions or shocks in the ICM.
My interferometric CARMA/SZA SZE observations of the galaxy cluster MS0451 com-
plement our prior single-dish APEX observations. While the small-dish interferometric
SZA data offer better precision in spherical pressure profile fits, they suffer from insuf-
ficient interferometric spatial sampling, which does not allow to constrain the projected
elliptical shape and orientation of MS0451. APEX-SZ data thus complement the interfer-
ometric fits, as they can constrain the non-spherical projected morphology.
The ICM in the core regions of clusters retains signatures of AGN energy feedback
and merger-induced disturbance. The unrivaled high resolution and sensitivity of the
new Atacama Large Millimeter Array (ALMA) and its compact sub-array (ACA) offer
unique capabilities to study cluster cores and merger-induced shock fronts. Through mock
simulations of ALMA and SZA observations and using my Bayesian MCMC code, I show
that it is possible to distinguish different morphological states of clusters through their
characteristic, observable pressure profiles. In addition, I quantify how future ALMA
lower frequency (Band 1) observations can strengthen the present capability to measure
the cluster pressure distribution. My simulations also outline how ALMA observations
provide detailed views on shock fronts in the ICM. The famous Bullet Cluster is taken as
an example case, for which ALMA/ACA Cycle 2 configuration simulations illustrate how
the merger-induced bow shock structure can indeed be imaged.
“Nature uses only the longest threads to weave her pattern,
so each small piece of her fabric
reveals the organization of the entire tapestry.”
- Richard Feynman
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Chapter 1
Outline
In order to illustrate the potential of interferometric observations of galaxy clusters across
a wide redshift range, this thesis explores several approaches:
1. The comparison of interferometric and bolometer single-dish galaxy cluster obser-
vations of the galaxy cluster MS0451 and their respective suitabilities for different
parametric studies. (Chapters 5,6 & 9)
2. A mock cluster evolution study aimed at assessing the feasibility of joint ALMA/ACA/
SZA observations in distinguishing relaxed and morphologically disturbed galaxy
clusters while exploiting the new high-resolution interferometric capabilities. (Chap-
ter 7)
3. ALMA/ACA simulations of the ’Bullet Cluster’ of galaxies, that outline the potential
to image shock structures in galaxy clusters via interferometry. (Chapter 8)
Chapter 2 gives an overview of the standard cosmological model, introducing the cosmo-
logical concepts and parameters relevant for the rest of this thesis.
This is followed by an overview of the status of current galaxy cluster research, in
terms of multi-wavelength observations, instrumental considerations as well as of detailed
cluster astrophysics (Chapter 3).
Since topic 1 assesses the nature of interferometric CARMA/SZA and single-dish
APEX-SZ measurements, these two observing techniques are outlined in chapter 4. Chap-
ter 5 comprises a discussion on my two accepted CARMA/SZA proposals on the galaxy
cluster MS0451 as well as on the subsequent interferometric data reduction and single-
dish/interferometric data combination. The implemented Bayesian MCMC visibility and
APEX-SZ fitting methods are described in chapter 6 and the subsequent results are com-
pared.
Chapter 7 introduces the concept of joint ALMA/ACA/SZA mock simulations for re-
laxed and morphologically disturbed clusters as well as the 2D likelihood parametric model
contours from the Bayesian MCMC fits for selected clusters.
High-resolution mock simulated observations are further used to assess the feasibility
of ALMA/ACA Cycle 2 observations in imaging the bow shock structure in the ’Bullet
1
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Cluster’ of galaxies (Chapter 8).
Chapter 9 outlines the framework for a full triaxial multi-wavelength analysis of the
MS0451 project. In light of recent publicly released archival CARMA/SZA data as well
as a newly accepted collaboration proposal, a planned extension of the MS0451 cluster
study to a wide cluster selection is outlined.
The detailed thesis structure is outlined in Fig. 1.1 via a pyramid structure whose
breakdown mirrors the topic divisions and discussion flow.
Figure 1.1: Thesis structure. The cosmological framework as well as the current status
of galaxy cluster research is outlined in chapters 2 + 3 (purple). Chapter 3 further outlines
the addressed science themes (turquoise). The observational techniques with an integrated
discussion on my interferometric simulator code are discussed in chapter 4 (blue). In
the next sections, green denotes simulations (chapter 7, chapter 8), red illustrates data
reduction/analysis (chapter 5, chapter 6) and yellow stands for future projects and their
subsequent preparation in terms of simulation frameworks (chapter 9). Simulations are
implemented for the galaxy cluster shock project (chapter 8) as well as for the pressure
profile study (chapter 7).
Chapter 2
Cosmology and structure formation
Cosmology is the study of the largest laboratory one could possibly imagine - the
Universe. Rather than being investigators who design an experimental set-up and
set the initial conditions of our experiments, we take the role of observers.
We test hypotheses put forward by theory, or indeed numerical simulations,
through diligent comparison with what we ’see’ beyond our Earth’s atmosphere.
Cosmology deals with the properties of our whole universe - its shape, content
and evolution - spanning the concepts of quantum fluctuations and horizons.
In the simplest inflation theory scenarios, it is the quantum fluctuations of a
scalar field during a period of rapid expansion of the universe, inflation, which are
thought to have caused small disturbances in spacetime curvature, thus providing
the seeds for structure formation.
Non-baryonic dark matter starts to form the small-scale structures that develop
through hierarchical merging processes into larger scale systems, baryonic matter
falling into the dark matter potential wells at a later stage. The cosmic web is
made up of filaments, voids and filament intersections in which galaxy clusters
reside. The study of galaxy clusters across a wide redshift range thus contributes
in tracing the large-scale structure.
In order to put galaxy cluster research in a cosmological context, the cornerstones
of structure evolution are outlined in this chapter.
3
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2.1 A homogenous and isotropic picture of the universe
One may start with two postulates about the universe - the cosmological principle: ”The
universe is homogenous and isotropic”.
Isotropy implies homogeneity but homogeneity does not imply isotropy. Before ac-
cepting the cosmological principle as given, one should test whether it provides a plausible
description of reality.
Figure 2.1: The Planck satellite view of the Cosmic Microwave Background radiation
after removal of foreground, dipole moment and secondary anisotropies. The variation in
this map is of the order of 1:100000. (Image credit: ESA and the Planck Collaboration -
D. Ducros)
The Cosmic Microwave Background (CMB) was discovered by Penzias and Wilson in
1964. It provides us with a view of the universe at the surface of last scattering around
the redshift of z ≈ 1100 where photons and baryons decouple, allowing the CMB photons
to propagate freely. The CMB has a black body spectrum at a temperature of 2.725±0.002
K (Mather et al. 1999) and is almost uniform over the whole sky, showing variations only
at the order of 10−5 (Fig. 2.1) (Planck Collaboration XVI 2013).
In the quasi-stellar object redshift survey (2dF QSO) over two 75◦ × 5◦ strips in the
sky, Croom et al. (2005) showed a vanishing two-point correlation beyond scales of 100
h−1 Mpc.1
1 More recently, Clowes et al. (2013) have found a structure in the Sloan Digital Sky Survey (SDSS) data
set at redshift z ≈ 1.3 with a characteristic size of z ≈ 500 Mpc, which may prove to challenge the
homogeneity assumption. In this thesis, the homogeneity and isotropy assumption will be adopted.
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In the following sections, I build up an argument for the cosmological framework based on
the approaches of D’Inverno OUP (2007), Hobson CUP (2006) and the cosmology lecture
notes by Prof. Schneider (2010).
Weyl’s postulate states that, in a homogeneous and isotropic universe, there is an
observer, the comoving observer, whose 4-velocity is orthogonal to a spacelike hypersurface
defined by a constant proper time. This comoving observer thus travels along a worldline
which intersects with no other along its path except for the start and possibly end point.
One could hence propose the line element to be of the form 2
ds2 = gµνdxµdxν (µ, ν = 0, 1, 2, 3), (2.1)
where ds2 describes the distance between two points in a pseudo-Riemannian manifold.
The specification of a pseudo-Riemannian manifold implies that we are dealing with a con-
tinuously parameterisable set whose line element does not necessarily have to be greater
than zero, thus allowing for transformations to a local frame in which special relativity
applies. The latter is required by Einstein’s equivalence principle, which states that ” In
a freely falling laboratory the laws should be those of special relativity, provided that we
are considering a small region of spacetime.” (Hobson CUP 2006).
On account of the isotropy assumption, this line element should also satisfy the con-
dition that no points and directions on the hypersurface are preferred. Therefore, any
change in time will affect dxi for i=1,2,3, in the same way, such that the time variation
can be described by a scale factor that solely depends on the cosmic time t - the time
associated with a comoving observer. This scale factor is given by the cosmic scale factor,
a(t), in Eq. 2.2 which, by definition, is normalized to 1 at the current epoch.
It now remains to find an expression for the curvature of this hypersurface. The sim-
plest case, which satisfies homogeneity and isotropy, is a constant curvature space with
curvature k. The line element can thus be expressed as
ds2 = c2dt2 − a2(t)
{
dχ2 + f2k (χ)
(
dθ2 + sin2 θdψ2
)}
, (2.2)
where the comoving angular diameter distance, fk, is given by
fk(χ) =

k−
1
2 sin(k 12χ) (k >0)
χ (k = 0)
(−k)− 12 sinh((−k) 12χ) (k <0) .
(2.3)
The comoving radial coordinate is denoted by χ and (θ,φ) are the angular coordinates.
This thus ensures that no positions or directions on the hypersurface are in any way special,
that the scale factor applies to all points on the hypersurface and that Weyl’s postulate
is satisfied.
2 Note that Einstein’s summation convention is used: any repeated index is summed over.
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Now that the form of the line element, and thus the Robertson-Walker (RW) metric, has
been established, one may move on towards Einstein’s grand idea that the energy momen-
tum tensor is related to the curvature of the manifold.
One way to see why one would like to motivate such a tensor equation is the fact that
tensor equations have the property of being coordinate independent.
Before describing the nature of the energy-momentum tensor, one might first consider how
an intrinsic curvature might be assigned to a manifold - intrinsic meaning that it solely de-
pends on the manifold under consideration. The way to describe curvature should, again,
be in the form of a tensor since one would like to relate it directly to the metric without
any coordinate system dependence.
With the hindsight that curvature should be linked to a second order derivative, and
taking into account that, for a vector field, the second covariant derivative is not commu-
tative (i.e. changing the order of doing the differentiation, changes the result), one can
define the elements of the curvature tensor, as
Rabcd ≡ ∂cΓabd − ∂dΓabc + ΓebdΓaec − ΓebcΓaed (2.4)
and the metric connection, Γabc, can be related to the metric for torsionless manifolds
Γabc =
1
2g
ad (∂bgdc + ∂cgdb − ∂dgbc) . (2.5)
Via contraction of indices, one can also define the Ricci tensor Raband the Ricci scalar R,
whose symmetry properties give
∇a(Rab − 12g
abR) = 0 , (2.6)
where the expression in brackets is the Einstein tensor, Gab. Having established how
curvature can be expressed for a manifold, it now remains to discuss the source term - the
matter and energy distribution. The latter is desribed by the energy-momentum tensor,
T ab, of a perfect fluid, being characterized by the scalar density, ρ, and pressure, p, fields.
Conservation of energy and momentum demands that
∇aT ab = 0 , (2.7)
such that the covariant form of Einstein’s field equations is given by
Gab =
8piG
c4
Tab − Λgab , (2.8)
where Λ is a cosmological constant that can be added to the rhs of Eq. (2.8) since
∇agab = 0. G is the gravitational constant. Hence, knowing the form of the metric for
homogenous and isotropic hypersurfaces, and assuming the energy-momentum tensor to
be described by a perfect fluid whose scalar fields are functions of cosmic time, one can
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write the cosmological field equations, the Friedmann equations, in terms of the scale
parameter as
(
a˙
a
)2
= 8piG3 ρ−
kc2
a2
+ Λ3 (2.9)
(
a¨
a
)
= −4piG3
(
ρ+ 3p
c2
)
+ Λ3 . (2.10)
The Hubble parameter is given by
H(t) = a˙(t)
a(t) (2.11)
and is defined as H0 at the current epoch, specified by time t0 and denoted via the zero
subscript. As will further be described in section 2.2, the universe currently seems to
undergo acceleration such that a¨>0. Examination of Eq. (2.10) shows that, assuming the
prescription of general relativity to be correct, this can only be brought about if either the
cosmological constant Λ is non-zero or if we consider a field with negative pressure. For
all the components of the cosmological fluid, one can write
ρ˙ = −3H
(
ρ+ p
c2
)
, (2.12)
by combining Eq. (2.9) and (2.10). Adopting the equation of state parameter
w = p
ρc2
, (2.13)
one may write the solution to Eq. (2.12) for a non-evolving equation of state parameter
as
ρ = ρ0a−3(1+w) . (2.14)
The evolution of dust and radiation with redshift or, equivalently, the scale factor, is given
by ρm,0 a−3 and ρr,0 a−4. The evolution of an arbitrary component X responsible for
a¨>0 is given by ρX,0 a−3(1+w), where w = −1 satisfies the condition for the cosmological
constant and w &= −1 suggests a dark energy model with a non-evolving equation of state
parameter. Including an evolution term for the dark energy model requires
ρDE = ρDE,0 e−3
∫ a
1
1+w(a′)
a′ da
′
. (2.15)
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Often, the evolution is parameterized as w(a) = w0 + wa(1− a). The contribution of the
cosmological fluid components can be normalized by the critical density at the current
epoch
ρcr,0 :=
3H20
8piG (2.16)
to give the normalized cosmological density parameters for the matter, radiation and
cosmological constant: Ωm ≡ ρm,0/ρcr,0, Ωr ≡ ρr,0/ρcr,0, ΩΛ ≡ Λc2/3H20 . Hence, in the
case were the cosmological constant is considered the acceleration cause (rather than a
dark energy model), one can write Eq. (2.9) as
E2(a) = H
2(a)
H20
= Ωra−4 + Ωma−3 + ΩΛ + Ωka−2 , (2.17)
where Ωk has been defined as −kc2/H20 via
Ωr + Ωm + ΩΛ +Ωk = 1 . (2.18)
Having discussed the different contributions to the energy content of the universe and their
evolution, one may move on to consider distance measures as a function of the universe’s
expansion history.
The wavelength of an emitted photon is redshifted as it traverses the universe due to
the expansion of the latter. The redshift of the source from which the photon was emitted
is therefore defined as the ratio of the change in wavelength to the emitted wavelength. It
can be shown to satisfy 1 + z = 1/a(temitted).
The first characteristic scale one might consider is the maximum scale, which a comov-
ing observer can be in contact with - the horizon:
rhorizon(z) =
∫ 1
1+z
0
c
H(a)a2 da . (2.19)
The angular diameter distance, Fig. (2.2), relates the physical transverse size of an object
to the subtended angle and is given by
DA(z) = a(z)fk(χ) . (2.20)
The luminosity distance,
DL(z) =
fk(χ)
a(z) , (2.21)
relates the flux to the luminosity.
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Figure 2.2: Angular diameter distance as a function of redshift for a fiducial (ΩX = 0.7,
Ωm = 0.3, H0 = 70, w = -1) cosmological model.
2.2 Results from recent experiments
The Planck and WMAP satellites have both mapped the angular power spectrum of the
Cosmic Microwave Background (CMB) radiation up to multipoles of 2500 (Planck Col-
laboration XV) and 1200 (Larson et al. 2011) respectively. Recent results from the South
Pole Telescope (SPT) (Keisler et al. 2011), the Atacama Cosmology Telescope (ACT)
(Das et al. 2013) and APEX-SZ (Reichardt et al. 2009) have complemented these results
at multipoles higher than 2500 (Fig. 2.3).
These results support the cosmological ΛCDM model which describes a spatially flat
universe consisting of baryonic matter, dark matter, radiation and a cosmological con-
stant. Dark matter (DM) is believed to be in the form of non-baryonic cold dark matter
(CDM), which is characterised by its electromagnetic neutrality and sub-relativistic ve-
locities. This dark matter is needed in order to explain the size of the CMB fluctuations,
which, in its absence, would be predicted to be of the order of 10−3. Its cold nature can
be inferred from the observed structure distribution in the universe. In the hot or warm
dark matter paradigm, structures would be smoothed out since dark matter would have
sufficient energy to escape out of the potential wells. In addition, the presence of dark
matter is needed in order to explain rotation curves in galaxies and the velocity dispersions
in galaxy clusters (see Chapter 3).
Recent sole Planck temperature power spectrum fit results have shown that the bary-
onic and cold dark matter densities are Ωbh2 = 0.02207 ± 0.00033 (68% confidence level
(CL)) and Ωch2 = 0.1196± 0.0031 (68% CL), where H0 = 100h km s−1 Mpc−1. The cur-
rent critical density normalized dark energy density is ΩΛ = 0.686 ± 0.02 (68% CL). The
curvature parameter joint Planck+WMAP+ lensing +high multipole fit is consistent with
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Figure 2.3: CMB power spectrum: The CMB power spectrum as mapped by Planck
(Planck Collaboration XV 2013). The inset illustrates the complementary information at
higher multipoles from ACT and SPT (Shirokoff et al. 2011, Luecker et al. 2010).(image
credit: Planck Collaboration XV 2013, inset: Shirokoff et al. 2011)
a spatially flat universe, 100Ωk = −1.0+1.8−1.9 (95% CL) (Planck Collaboration XVI 2013).
The necessity for an ΩX component (be it in the form of ΩDE and/or ΩΛ) can be seen
from the energy budget of Eq. (2.18). Perlmutter et al. (1999) and Riess et al. (1998)
have both shown that the expansion of the universe is currently undergoing acceleration
from the distance-redshift relation of Supernova type 1a, which can be treated as standard
candles. More recently, these results have been further confirmed by Suzuki et al. (2012)
who studied SNe Ia over the redshift range 0.623<z<1.415.
Constraints on the dark energy equation of state parameter from joint Planck,WMAP
and Baryon Accoustic Oscillation (BAO), (Anderson et al. 2013, Planck Collaboration
XVI 2013) information give w = −1.13+0.24−0.25, consistent with a cosmological constant pa-
rameter model.
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Figure 2.4: Cosmological estimates from joint data sets. Left: The 68.3% and 95.4%
confidence levels in the dark energy equation of state parameter - matter density plane
using information from galaxy cluster investigations through gas fraction, fgas, measure-
ments (Allen et al. 2008) and cluster number counts as a function of redshift (Mantz et
al. 2010). The figure is taken from Allen et al. (2013) and also includes Supernova type
1a (Kowalski et al. 2008), WMAP (Dunkley et al. 2009) and BAO information (Percival
et al. 2010). Right: The 68.3% and 95.4% confidence levels in the dark energy density -
matter density parameter plane assuming a non-flat ΛCDM model are taken from Allen
et al. (2013). The supernova information (Suzuki et al. 2012) is denoted by Union 2.1
and WMAP, BAO and fgas levels were derived from Hinshaw et al. (2013), Anderson et
al. (2013) and Suzuki et al. (2012) respectively.
In combining the results from cosmological investigations on galaxy clusters and supernova
Type 1a investigations in conjunction with CMB and baryon accoustic oscillation (BAO)
data, one can derive further estimates on w and ΩΛ as is illustrated in Fig. 2.4. Galaxy
cluster data therefore provides vital information in the w − Ωm plane (Fig. 2.4), that
complements the other techniques in use.
It can also be seen that the cluster growth information provides, at the present state,
tighter constraints on the w parameter than gas mass fraction, fgas, measurements. Fu-
ture high-redshift large sample galaxy cluster observations will decrease the acceptable
parameter space in both galaxy cluster cosmological estimation techniques, allowing the
nature of dark energy to be examined at greater precision.
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2.3 Inflation and the seeds for structure formation
Having outlined the present findings on the cosmological parameters, it remains to be
discussed how the CMB radiation can appear so uniform across the whole sky if only
scales of 1◦ should have been in causual contact on the surface of last scattering - this
denotes the horizon problem. In addition, for Eq. (2.18) to hold at the present epoch, it
requires a considerable amount of fine-tuning in the past - the flatness problem. The lack
of monopoles, predicted by a grand unified theory (GUT) phase transition, that describes
the symmetry breaking resulting in the separation of the electroweak and strong forces, is
another puzzle that cannot be solved directly.
These issues can be addressed via inflation theory - a theory that predicts a rapid
expansion of the universe of the order of 60-70 e-foldings. I will give a qualitative explana-
tion of inflationary theory below since the length of a mathematical description is beyond
the scope of this introduction. For further details, readers are advised to consult review
articles (Baumann et al. 2012) and Planck Collaboration XXII (2013). The mathemati-
cal approach relies on pertubing the Einstein field equations and choosing an appropriate
gauge to describe the comoving curvature perturbations.
Inflation theory is based on the idea that there exists a scalar field φ which has an equa-
tion of state with negative pressure, giving rise to a period of rapid expansion. Different
inflationary theories predict different starting conditions of the scalar field and different
forms of the potential V(φ) (Fig. 2.5).
Figure 2.5: Planck predictions on inflationary models. Left: The tensor to scalar ratio
plotted against the primordial tilt, defined in section 2.4, comparing the predictions of
different inflationary models and forms of the inflaton potential with results from Planck
and joint Planck+WMAP+BAO data with confidence levels (CL) of 68 % and 95 % (image
credit: Planck collaboration XXII 2013). Top right: Potential form for chaotic inflation
models (image credit: Baumann et al. 2012). Botom right: Potential form for natural
inflation models. The periodicity is given by 2pif (image credit: Baumann et al. 2012).
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In order for the rapid expansion period to be sustained under the assumption of a homo-
geneous scalar field, the theories predict that inflation be driven by the vacuum energy
of the inflaton field. For inflation, the condition φ˙2<V (φ) must be met, which, in turn,
implies that the potential must be sufficiently flat - the ’slow-roll’ approximation.
For periods where the potential can be approximated to be flat, the scale factor grows
exponentially, hence providing a solution for the flatness and horizon problems since small
primordial perturbations are ’flattened out’ and regions in space which are beyond to-
day’s horizon could have been in causual contact with each other at earlier times. In-
flation ceases when the slow-roll condition is no longer satisfied and the field oscillates
about its minimum. During the phase-transition of the scalar field, re-heating takes place
which explains the thermal background after inflation. The reason for why a discussion
on inflation is relevant for structure formation lies in the fact that it provides the seeds
for the latter. This can be explained by the fact that the scalar field undergoes thermal
quantum fluctuations. Due to the fact that field fluctuations link to perturbations in the
stress-energy-momentum tensor, they also link to perturbations in the metric and thus to
perturbations in space-time curvature.
These perturbations have scalar and tensor modes, the latter predicting gravitational
waves. For the scalar modes, one can thus predict comoving curvature perturbations,
under an appropriate gauge choice (choice of coordinate system), the details of which are
outlined in Dimopoulos (2011). During inflation, the quantum fluctuations are inflated,
the wavelength growing exponentially, while the amplitudes of the fluctuations are frozen
in as they cross the horizon.
Inflation thus predicts super-horizon curvature perturbations, which can re-enter the
horizon scale after the inflationary phase and are coherent, thus providing the seeds for
the accoustic peaks in the power spectrum of the Cosmic Microwave Background (CMB)
and subsequently also the seeds for the formation of structure. Recent BICEP2 experi-
ment results (BICEP2 Collaboration, Ade et al. 2014) have, for the first time, shown a
>5σ detection of the CMB B-mode polarization, which puts further constraints on the r
parameter in Fig. 2.5.
2.4 Linear and non-linear structure growth
As the curvature perturbations re-enter the horizon, they can be regarded as giving rise
to fluctuations in the gravitational potential. A full treatment involves linking the per-
turbations of the energy-momentum tensor for a multi-component perfect fluid to the
perturbations of the space-time metric. For small perturbations in the relative density
contrast
δ(x, t) = ρˆ(x, t)− ρ¯(t)
ρ¯(t) , (2.22)
where ρˆ(x, t) is the random density field depending on the comoving coordinate x and
obeys gaussian statistics. The term ρ¯(t) denotes the average density at a given cosmic
time t. For small perturbations, for which δ ' 1, one may use linear perturbation theory
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on the continuity, Euler and Poisson equations for a perfect fluid. 3 Following the notation
of Schneider (2010), one can therefore define a transfer function, Tk, that describes the
evolution of the density contrast on different scales at an early epoch i to the current
density fluctuation,
δ0(k)
δ0(kls)
= Tk
δi(k)
δi(kls)
, (2.23)
where kls denotes the wavenumber of a perturbation that entered the horizon in the matter-
dominated phase and the subscript 0 denotes the current density contrast at the given
scale. The initial properties of the density perturbations rely on isotropic homogeneous
gaussian field statistics.
Knowing the evolution from linear perturbation theory, and the initial properties of
the density field, one can therefore derive the power spectrum in the matter-dominated
era to be related to the growth factor D+(a) via
P (k, a) = AknsT 2kD2+(a) , (2.24)
where ns ! 1 implies that, in the cold dark matter scenario, hierarchical structure forma-
tion is expected to proceed in a bottom-up approach with smallest scales collapsing first
and then merging into larger scale structures. A is a normalization factor. The best fit
value of ns by Planck is 0.9603 ± 0.0073 (95% CL) (Planck Collaboration XXII 2013).
The normalization parameter is related to the dispersion of the density field when smoothed
over a characteristic scale of 8h−1Mpc such that the dispersion parameter at this scale is
defined as
σ28 ≡ σ2(8h−1Mpc) . (2.25)
The rms variance of a linear density field smoothed on scale R is given by,
σ2(R, ti) =
1
(2pi)3
∫
d3k P (k, ti) |WR(k) |2 , (2.26)
where one can see that this is linked to the size-dependent, and thus R dependent, window
filter function W and the linear matter power spectrum P (k, ti) at some early time ti.
The linear regime is valid for very high redshifts but as shell-crossing, and therefore
mode-mixing, takes place in the structure collapse, the linear approximation breaks down.
One needs to resort to numerical simulations to follow the evolution of the dark matter
and baryon density contrasts. There is one case though, in which one can make predictions
into the non-linear regime: top-hat spherical collapse. The main assumptions rely on a
homogenous Einstein de Sitter (EdS) universe in the matter-dominated phase filled with
a collisionless fluid, which is affected by a single top-hat spherical perturbation. One can
3 A full treatement of linearizing these equations follows from usual perturbation theory and the solving
of second-order differential equations for sub-horizon perturbations.
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follow the evolution of mass shells as a function of redshift during the expansion, eventual
halt and collapse stages. The characteristic scales can be compared to the results of linear
theory. The average overdensity of a virialized halo in this thought experiment can be
shown to be ≈ 178, which is close to the 200 ×ρcr(z) often adopted in galaxy cluster
studies.4 Zel’dovich proposed a Lagrangian formalism which breaks down at a later stage
than the linear model. It is based on the idea that a triaxial overdensity will collapse along
the direction given by the largest eigenvalue of the deformation tensor describing how the
particles, which the cosmological fluid is described by, move within a small time interval.
This leads to the formation of sheets which then collapse into filaments and subsequently
form halos.
2.5 Cosmological simulations
The Millenium Simulation explores the non-linear regime of structure formation by fol-
lowing the evolution of dark matter across a redshift range of z = 127 to z = 0 in a cube
of side-length 500 h−1 Mpc containing 21603 particles (Springel et al. 2005).
A WMAP1 ΛCDM model is adopted and the initial conditions are based on gaussian
perturbations. As one can see from Fig. (2.6), the dark matter distribution follows hi-
erarchical structure formation with the smallest scales assembling first and then merging
into larger halos along filamentary structures (Wechsler 2001).
There exist several methods of defining a DM halo in cosmological simulations, such
as the Friends of Friends approach (FOF) (Davis et al. 1985). Navarro Frenk and White
(1996) have shown that the NFW-profile, that describes the dark matter mass profile,
takes the form
ρ(r) = ρs(r/rs)(1 + r/rs)2
(2.27)
where rs is a scale parameter. In order to describe the inner cuspiness of simulated dark
matter halos, Navarro (2010) tested the application of the Einasto profile (Einasto 1965).
Navarro et al. (2010) were able to show that more peaked inner profiles better describe the
shape of galaxy-sized halos. Recently, Okabe et al. (2013) have shown the NFW profile
to be a good fit to a sample of stacked weak lensing measurements of 50 galaxy clusters
across the redshift range 0.15<z<0.3.
Since we cannot observe dark matter directly, re-simulations of dark matter halos
including baryons and non-gravitational effects are vital (Planelles et al. 2013). Dolag
et al. (2009) re-simulated a number of dark matter halos with different gas physics such
as star formation and feedback, allowing the gas structure within galaxy clusters to be
examined. This re-simulation is feasible as dark matter halos assemble first, with the
baryon fluid falling into the dark matter potential wells at later stages since it experiences
pressure forces that counteract collapse before the decoupling period of the baryon-photon
fluid.
4 The radius rδ corresponds to the density contrast, δ, when compared to the critical density ρ(z). The
corresponding mass is denoted by Mδ .
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Figure 2.6: The Millenium simulation dark matter density cut-outs as a function of
different redshifts (columns) and zoomed in regions (rows). One can clearly see small-
scale structures forming first, which then agglomerate into larger scale structures along
filaments. (Image credit: The Millennium Simulation Project webpage, VIRGO, Springel
et al. 2005)
Due to the X-ray shape Theorem (Buote & Canizares 1994), the isodensity surfaces co-
incide with the dark matter iso-potential surfaces under the consideration of hydrostatic
equilibrium
∇P ×∇φ = ∇ρgas ×∇φ = 0 . (2.28)
Hence, one would expect the projected gas density and pressure distribution to be more
spherical than the projected dark matter density. This can be seen in Fig. (2.7), which also
illustrates that galaxy clusters become more spherical as a function of redshift5. Observa-
tions in the past years have suggested that non-gravitational processes can influence the
gas properties such as the metallicity and entropy distributions in galaxy clusters. Sub-
sequently, current hydrodynamical simulations are continuing to improve the modeling of
processes such as winds, AGN feedback or pre-heating scenarios in order to reproduce the
observed star formation rates and central cluster density profiles. The simulations in Fig.
2.7 follow the csf prescription that includes the effect of weak winds (Dolag et al. 2009).
5 The JobRunner web application was constructed by Laurent Bourges and Gerard Lemson as part of the
activities of the German Astrophysical Virtual Observatory.
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Figure 2.7: These simulations were made using Klaus Dolag’s JobRunner tool (Dolag et
al. 2009). The g51 cluster was chosen with the csf simulation model. The physical size
of each image is 2 Mpc on each side. The units of the dark matter distribution (top row)
are g/cm2 and the gas simulations (bottom row) show the dimensionless Compton-y map,
which is proportional to the integrated pressure along the line of sight. The ellipticity of the
dark matter distribution decreases as a function of redshift. Merger events cause pressure
variations, and therefore shock features, in the intra-cluster gas. The gas distribution is
overall more spherical than the dark matter density distribution at a given redshift.
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Chapter 3
Galaxy clusters: a cosmology perspective
Galaxy clusters are found in the intersections of filaments that form the cosmic
web. Alluding to Feynman’s quote, they are thus the knots in the fabric which
reveal ’the organization of the entire tapestry’.
The abundance of galaxy clusters as a function of mass and redshift, their redshift-
dependent angular size as well as their baryon budget probe the cosmological
parameters which describe our universe.
This chapter gives an extensive overview on the present status of galaxy cluster
research, drawing on the latest findings in multi-wavelength studies.
First, clusters are introduced from an observational viewpoint. This is then fol-
lowed by a review on current galaxy cluster sample studies and their link to
cosmological predictions. This subsequently promotes the necessity for studying
the structure in galaxy clusters - the prime emphasis in this thesis being placed on
high-resolution interferometric observations addressed from data and simulation
perspectives.
I identified three major research foci - a pathfinder project on a single galaxy cluster
using interferometric/bolometer single-dish Sunyaev-Zel’dovich data, simulations
that assess the suitability of current and future interferometers in identifying re-
laxed and morphologically disturbed clusters, as well as mock observations of a
merger-induced shock front using ALMA/ACA.
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3.1 The anatomy of galaxy clusters
As their name suggests, galaxy clusters are assemblies of > 50 to 1000s of galaxies that,
together with the intra-cluster gas and intra-cluster light, reside in dark matter potential
wells. The size of galaxy clusters is of the order of a few Mpc and their masses range from
1014 − 1015M#, with galaxy groups being in the lower mass range and usually containing
< 50 galaxies.
Figure 3.1: A Hubble view of the galaxy cluster Abell 2218, exhibiting strong lensing
arcs. (Image credit: NASA)
In 1933 Zwicky investigated the velocity dispersions of galaxies in the Coma cluster and,
taking into account the mass to light ratio, postulated that ’dark matter is present with
a much greater density than luminous matter’ (Zwicky 1933). More recently, Becker et
al. (2007) have shown the mean velocity dispersion of their massive cluster sample to be
854±102 km s−1. It is the dark matter which only interacts gravitationally that starts the
formation of small-scale structure in the very early universe with the baryonic components
falling into the dark matter potential wells later on since, before the era of decoupling,
these are subject to radiation pressure forces. The brightest cluster galaxies, BCGs, are
located at the bottom of a cluster’s potential well and are preferentially aligned with its
major axis (Niederste-Ostholt et al. 2010). The alignment of galaxies in galaxy clusters
can thus be used as an indication for halo shapes (Hashimoto et al. 2008).
In this thesis, I mostly focus on the intra-cluster medium (ICM), which makes up
∼ 12% of the mass of a galaxy cluster. In comparison, dark matter accounts for ∼ 85%
and stellar and galactic material for ∼ 3%. The intra-cluster light is a stellar component
not confined to galaxies (Castro-Rodriguez et al. 2009). The intra-cluster medium is made
up of a hot plasma with temperatures of the order of 107 − 108 K and electron number
densities of 10−4 − 10−2 cm−3 tracing the dark matter distribution in relaxed systems (as
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opposed to dissociative merger events discussed in chapter 8).
As gas accretes onto the galaxy cluster from the filamentary structures, it undergoes
adiabatic compression and shocks, thus giving rise to the high gas temperatures. For
gas settled into the dark matter potential wells, under the assumption of hydrostatic
equilibrium and spherical symmetry, hydrostatic equilibrium implies
1
ρg
dPg
dr
= −dφ
dr
, (3.1)
where φ is the cluster potential. For the ideal gas equation Pg = ρgkBTg/(µmu) = ngkBTg
this gives
Mtotal(< r) = −kBTg(r)rGµmp
(
∂lnρg(r)
∂lnr +
∂lnTg
∂lnr
)
, (3.2)
where G is the gravitational constant, mu is the atomic mass unit, µ is the mean molecular
weight. Pg(r), ng(r) and Tg(r) denote the radially dependent gas pressure, density and
temperature respectively. As the gas cools, star formation and black-hole accretion remove
gas from the intracluster medium. Feedback processes are however thought to supply the
ICM with sufficient energy to halter ’run-away’ cooling, which provides an explanation for
why the star formation rates (SFRs) are lower than expected from sole gravitational pro-
cesses (McDonald et al. 2011, Hicks & Mushotzky 2005, Rawle et al. 2012). This balance
between heating and cooling mechanisms is an active field of research with hydrodynami-
cal simulations trying to match the observed temperature and entropy distributions of the
intracluster gas to their feedback recipes. In current studies, particular focus is given to
the amount of feedback, its onset and the relative contribution from supernovae, winds or
AGNs (Battaglia et al. 2012).
3.2 Galaxy cluster research: current perspectives
Galaxy clusters provide an exciting interface between cosmology and astrophysics. As a
result of hierarchical structure formation, their morphological states range from relaxed
systems, hosting cooling cores, to systems whose states have become disturbed due to
recent merger actitviy. If mere gravitational effects played a role in cluster formation, one
would expect galaxy clusters to be scaled versions of each other. Departures from self-
similarity arise due to the action of non-gravitational effects such as feedback processes or
preheating scenarios. In addition, geometric assumptions such as spherical symmetry are
thought to bias single-cluster mass estimates.
It is therefore vital for cosmological studies to ensure that mass estimation on individual
clusters is as accurate and as precise as possible. With future and current instruments,
such as e-ROSITA and Planck, being expected to produce large cluster catalogues, we
are going to be limited mostly by our understanding of systematics rather than number
counts. There is growing evidence that the study of a relaxed galaxy cluster subset should
be preferred for obtaining cosmological estimates, since they exhibit less scatter than
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disturbed systems in the observable-mass scaling relations. This factor will be ever more
important in the current era in which surveys are detecting an increasing number galaxy
clusters at redhifts above 1, the merger rate being higher at these redshifts than at the
current epoch, stressing that the associated uncertainties in the effect of systematics need
to be studied in detail. In addition, studying the merger history via simulations and the
nature of shock fronts through observational studies of galaxy clusters gives insight into
the nature of dark matter and the temperatures attainable in such merger scenarios.
3.2.1 An X-ray view of galaxy clusters
The hot diffuse intra-cluster medium cools through a combination of thermal bremsstrahlung,
recombination and de-excitation radiation giving rise to extended X-ray emission (Sarazin
1988, Bo¨hringer et al. 2010). The X-ray luminosity of galaxy clusters, LX , ranges from
1043 to 1045 erg s−1. X-ray observations with high-resolution spatial and spectral instru-
ments such as those on the Chandra and XMM-Newton satellites, have enabled the study
of density, metallicity and temperature profiles in galaxy clusters (Leccardi et al. 2008,
Arnaud et al. 2010). The X-ray surface brightness of a cluster at redshift z , is given by
SX =
1
4pi(1 + z)4
∫
n2eΛeHdl , (3.3)
where ΛeH is the X-ray cooling function and the integral is performed along the line
of sight. The electron density squared dependence implies that X-ray observations are
particularly sensitive to regions in which the density is highest, as well as to clumping
effects in cluster outskirts and shock structures in the central regions of clusters (Fig.
3.2).
The Perseus cluster, z = 0.0179, being the brightest X-ray observed cluster in the sky,
is a prime example for illustrating the potential of X-ray observations. Recent observations
with the Suzaku satellite have allowed cluster outskirts to be mapped out to beyond R200
(Simionescu et al. 2011, Urban et al. 2014). Urban et al. (2014) explain the mismatch
between measured and expected density and pressure profiles due to the effect of gas
clumping (Fig. 3.2).
Fabian et al. (2003, 2011) and Sanders & Fabian (2007) have studied the centre of
the Perseus cluster with deep exposure Chandra measurements (Fig. 3.2). The resulting
high-resolution X-ray image shows a highly disturbed intra-cluster medium, classified by a
combination of a cold front, a shock structure (Churazov et al. 2003), sound wave ripples
as well as two X-ray cavities. The latter are caused by relativistic plasma that is blown into
the ICM through AGN radio jets, observed with the VLA (Fabian et al. 2003). It is the low
redshift of the Perseus cluster, which enables such detailed analyses to be feasible in terms
of a cost benefit analysis considering scientific outcome versus the required observation
time. Due to the 1/(1 + z)4 dependence of the X-ray surface brightness, it is not viable
to invest an equivalent or even higher observation time on clusters at higher redshifts due
to the decreased photon count statistics (Fig. 3.3).
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Figure 3.2: X-ray observations of the Perseus clusters. Left: An image by Urban et
al. (2014) showing Suzaku observations of the Perseus cluster beyond the virial radius
(dashed circle), the small circles indicating the presence of point sources. Right: An
image by Fabian et al. (2011) showing the adaptively smoothed fractional variation image
of an 1.4 Ms Chandra exposure. One can clearly see the X-ray cavities and associated
sound waves, illustrating the sensitivity of X-ray observations to density contrasts.
Figure 3.3: A mock simulations study taken from Santos et al. (2008), outlining the
decreased photon count statistics at higher redshifts for clone clusters with the same
properties as their lower-redshift counterpart A2163. A qualitative comparisons with real
data at these redshifts is given below.
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Figure 3.4: The Arnaud galaxy cluster sample illustrating relaxed and morphologically
disturbed clusters. Top: Fabian & Sanders (2009) illustrate the difference in the nature
of relaxed and morphologically disturbed galaxy clusters via the excess central surface
brightness signature in the former, which also manifests itself in a higher central density
profile (bottom left) and lower central temperature value (bottom right) as is illustrated by
the the z<0.2 Arnaud cluster sample (Arnaud et al. 2010). The profiles are scaled to R500
and normalized by the respective mean density within R500 and the average spectroscopic
temperature within [0.15 - 0.75] R500 ( R500 denotes the radius at which the density is 500
times the critical density at the cluster’s redshift).
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Radial temperature information is usually obtained from spectral fitting in annular regions
whose total areas are dependent on the photon count statistics.
In the early era of X-ray observations, Cavaliere & Fusco-Femiano (1976) put forward
the isothermal beta profile. In galaxy cluster studies, this has been used extensively as a
parametric description of galaxy clusters’ surface brightness radial variations, such that
SX = SX0
(
1 + θ
2
θ2c
) 1
2−3β
, (3.4)
where SX0 is the central surface brightness, β is the slope parameter and θc corresponds
to the angular core radius. The corresponding expression for the gas density under the
assumptions of spherical symmetry, isothermal cluster properties and hydrostatic equilib-
rium gives
ng(r) = ng,0
[
1 + r
2
r2c
]−3β
2
, (3.5)
where ng,0 is the central gas density and rc is the core radius. With high resolution
Chandra and XMM-Newton X-ray satellite missions opening up the opportunity of 1′′-
6′′ angular resolution observations, annular spectroscopic temperature fitting has become
possible in the past decade. It was shown that the isothermal assumption was not valid
for clusters since radial temperature dependences were indeed observed (Arnaud et al.
2010, Fig. 3.4). In addition, a sub-sample of clusters were shown to exhibit excess surface
brightness signatures in the centre of clusters (Fig. 3.4 (top)).
These clusters were thus termed cool-core clusters and the concept of a double-beta
model fit with inner and outer normalization, core and slope parameters was suggested
and applied to data. This discovery also led to the ’cooling-flow’ problem on account of
the low detected quantity of cold gas in the clusters’ central regions and the lower than
expected star formation rate from sole mass deposition rate estimates (Peterson & Fabian
2006). At redshifts below 0.2, Arnaud et al. (2010) illustrate that, on average, cool-core
clusters exhibit a decline in temperature towards their central regions and can thus be
distinguished from less relaxed systems.
A detailed discussion on the derived characteristic pressure and entropy profiles, as
well as the possible solutions to the ’cooling flow’ problem, will follow in section 3.4 and
chapter 7.
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3.2.2 The Sunyaev-Zel’dovich effect
The Sunyaev-Zel’dovich effect is caused by inverse Compton scattering of Cosmic Mi-
crowave Background photons off hot electrons in the intra-cluster gas (Fig. 3.5 a & b).
This causes the CMB spectrum to be shifted to higher frequencies (Fig. 3.5c), resulting
in a CMB decrement/increment below/above 217GHz in the cluster direction (Fig. 3.5e,
Fig. 3.6), when only considering the pure thermal SZ effect.
The preferential up-scattering of CMB photons can be derived by calculating the prob-
ability of a single photon scattering event for a given frequency shift and electron velocity
and by combining this with the properties of the electron velocity distribution (Birkinshaw
et al. 1999). There is only a ≈ 1% chance of a CMB photon scattering off an electron
(Carlstrom et al. 2002).
Figure 3.5: An illustration of the Sunyaev-Zel’dovich effect: CMB photons stream freely
since the surface of last scattering (a) (image credit: NASA / WMAP Science Team).
When they traverse a galaxy cluster and thus also its gas plasma (b), ≈ 1% of these
CMB photons are preferentially up-scattered towards higher frequencies (c) (image credit:
Carlstrom et al. 2002) through inverse-Compton scattering. This effect can be observed
with radio telescopes (d) (image credit: ALMA (ESO/NAOJ/NRAO), W. Garnier (JAO))
which detect a decrement signature in the sky at frequencies below 217 GHz (assuming a
pure thermal SZE) (e) (image credit: Carlstrom et al. 2002).
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Figure 3.6: The spectral signature of the Sunyaev-Zel’dovich effect. Top: The thermal
and kinetic SZ (vpeculiar = 500 km s−1) spectral CMB distorsions as a function of fre-
quency taken from Carlstrom et al. (2002). Bottom: The frequency dependence is further
illustrated through Planck multi-frequency cutouts of the galaxy cluster A2136 (Planck
Collaboration Early results VIII 2011)
In the non-relativistic limit, the scattering process can be described by a so-called Kom-
paneet’s scattering kernal, Fig. 3.7 (Birkinshaw et al. 1999), giving rise to the thermal
Sunyaev-Zel’dovich effect, which fails to describe relativistic electron populations.
The spectral distorsion in terms of the dimensionless frequency x ≡ hν/kBTCMB can
be expressed as
∆T
TCMB
= f(x)y , (3.6)
where y is a dimensionless parameter, the Compton y-parameter, which denotes the elec-
tron pressure integrated along the line of sight
y =
∫
σT
kBTe
mec2
nedl . (3.7)
The spectral distorsion is therefore redshift independent, the redshift merely affecting the
angular size of clusters in the sky. The parameter f(x) describes the spectral signature via
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f(x) =
(
x
ex + 1
ex − 1 − 4
)
(1 + δrel(x, Te)) , (3.8)
where the δrel(x, Te) includes relativistic corrections. In terms of units of specific intensity,
one can write
∆I = 2(kBTCMB)
3
(hc)2 y
x4ex
(ex − 1)2
(
x
ex + 1
ex − 1 − 4
)
(1 + δrel(x, Te)) . (3.9)
Recently, the Planck satellite has mapped galaxy clusters from 44GHz to frequencies that
probe the increment region of the Sunyaev-Zel’dovich effect, illustrated in Fig. 3.6.
The relativistic SZ effect can either be obtained via a higher order expansion of the
scattering equations in the electron temperature (Challinor et al. 1998, Itoh et al. 1998),
or indeed via the Boltzmann equation numerical integration approach (Itoh et al. 2004),
this method being more accurate up to higher temperatures and frequencies. A comparison
of the scattering kernal for non-relativistic and relativistic electrons is given in Birkinshaw
et al. (1999) and shown in Fig. 3.7 (top). Fig. 3.7 (middle) shows the spectral distorsion
using the Itoh et al. (2004) numerical fits and Fig. 3.7 (bottom) compares this to the
electron temperature expansion of Itoh et al. (1998) in order to illustrate the validity of
the latter as a function of the dimensionless frequency range.
The kinetic SZ effect (kSZ) is caused by the effect of the bulk motion of the ICM and
therefore lends itself well to non-thermal pressure ICM studies. Recently, the detection
of the kSZ in MACS J0717.5+3745 has been reported (Sayers et al. 2013). Future in-
struments such as CCAT will make kSZ measurements a promising tool for improving SZ
power spectrum modeling (CCAT Scientific Memo in prep).
In the case of the isothermal beta model described in section 3.2.1, one can express
the brightness temperature profile parametricallly as
∆T (θ) = ∆T0
(
1 + θ
2
θ2c
)(1−3β)/2
(3.10)
with ∆T0 being the central brightness temperature change and θ = rc/DA. Equivalently,
one can define the central Compton-y parameter, y0. A variable that is proportional to
a galaxy cluster’s total thermal energy content, is the spherically integrated Compton Y
parameter
Ysph(r) =
4piσT
mec2
∫ r
0
Pe(r′)r
′2dr . (3.11)
The cylindrically integrated Y parameter in terms of the radial 3D pressure profile Pe(r)
integrated over a projected radius R, can be expressed as
Ycyl(R) =
2piσT
mec2
∫ ∞
−∞
dl
∫ R
0
Pe(r)rdr . (3.12)
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Figure 3.7: The relativistic SZ effect. Top: The scattering kernel as a function of the
logarithmic frequency shift, s, for 5.1 keV (red) and 15.3 keV (blue) electron temperatures
taken from Birkinshaw et al. (1999). This illustrates the necessity for using the relativistic
formulation in the 15.3 keV case. Middle: The relativistic spectral distorsion for different
electron temperatures as reported in the Itoh et al. (2004) numerical fits. Bottom: A
comparison of the results by Itoh et al. (2004) (coloured lines) with the numerical higher
order temperature expansion results of Itoh et al. (1998) (black lines) for different electron
temperatures. As one can see, the disagreement is strongest for the highest electron
temperatures.
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3.2.3 Weak and strong lensing
Both, the Sunyaev-Zel’dovich effect and the X-ray emission are dependent on ICM gas
properties and therefore rely on assumptions of hydrostatic equilibrium and non-thermal
pressure support alongside with assumed symmetry properties in order to derive a galaxy
cluster’s total mass, unless the latter is derived from empirical scaling relations (section
3.5).
Weak and strong lensing probe the gravitational cluster potentials directly without
having to rely on the assumed state of the ICM (Becker & Kravtsov 2011). Projection
effects through the projected surface mass density dependence of weak lensing measure-
ments are nevertheless present. Lensed arc statistics help in pinning down a galaxy clus-
ter’s dark matter triaxiality (Oguri et al. 2003). The concept of galaxy cluster gravita-
tional lensing exploits the fact that light travels along geodesics following the curvature of
space-time caused by the presence of the massive galaxy cluster.
Figure 3.8: Left: The stacked lensing signal from 25 galaxy clusters. The figure is taken
from Oguri et al. (2012). The lines indicate the smoothed orientation of the shear and
the smoothed surface density map. Right: The strong lensing arcs in the galaxy cluster
MS0451 with a sketch of the best model fit (Comerford et al. 2006). A more prominent
example of lensing arcs can also be seen in Fig. 3.1.
Hence, light from background galaxies can be lensed into strong lensing arcs and multiple
images if the lens is massive and the background source is close enough to the lens. In the
weak lensing regime, one can statistically measure small distorsions of background sources
(Fig. 3.8). Weak lensing analyses suffer from uncertainties in shape measurements (Young
in prep) and source redshifts (Applegate et al. 2012, Gruen et al. 2013), a factor which
needs particular attention at very high redshifts.
Mathematically, gravitational lensing can be characterized by three distances under
the thin lens approximation, which treats the source and lens as planes in redshift space:
the angular diameter distance from the source to the lens (Dds), the angular diameter
distance from the lens to the observer (Dd) and the angular diameter distance from the
observer to the source (Ds), (Fig. 3.9). From these, one can derive the deflection angle,
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α and the angle at which the source would be observed in the absence of the lens. In
addition, one can define an angle, θ, with respect to the optical axis. For a detailed
lensing review, the reader is advised to consult Schneider (2005), Bartelmann & Schneider
(2001) and Umetsu et al. (2013), whose approaches are followed in this section.
The convergence, κ, is defined as the projected mass density, Σ, normalized by the
critical density Σcr
κ(.θ) = Σ(
.θDd)
Σcr
, (3.13)
where
Σcr =
c2
4piGDd
Ds
Dds
. (3.14)
In the case where κ' 1, the weak field condition is satisfied such that weak lensing
analyses apply.
One can write the deflection angle, .α(.θ) as
.α(.θ) = 1
pi
∫
d2θ′κ(.θ′)
.θ − .θ′
|.θ − .θ′|2 , (3.15)
which can itself be related to the deflection potential ψ via the relation
.α = ∇ψ . (3.16)
In practice, the measured statistical shear distorsions (Kaiser et al. 1995), under the
assumption of a randomly oriented background galaxy sample, can be related to the con-
vergence through inversion, although the effects of mass-sheet degeneracy need to be
considered.
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Figure 3.9: The concepts of gravitational lensing. The sketch is based on a figure
in Bartelmann & Schneider (2001). It illustrates the source and lens planes as well as
the observer in the form of space-based telescopes (Hubble, image credit: NASA) or
ground-based mirrors (MPG/ESO 2.2-metre telescope, image credit: ESO/H.H.Heyer).
The angular diameter distance from the source to the lens (Dds), the angular diameter
distance from the lens to the observer (Dd) and the angular diameter distance from the
observer to the source (Ds) are also indicated. Only a single source in the source plane is
sketched for clarity purposes.
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3.2.4 IR and other cluster detection methods
Galaxy clusters can be identified via their red-sequence in colour-magnitude space (Glad-
ders & Yee 2005). This has been exploited in the Red-Sequence-Cluster Survey (RSC),
(Barrientos et al. 2003) and the second RCS2 survey, which aim to detect clusters up to
redshift 1. In addition, the IRAC camera on Spitzer has allowed galaxy cluster searches
to be conducted above redshift 1 using colour selection techniques (Papovich et al. 2010)
(Fig 3.10).
Figure 3.10: A Spitzer-detected galaxy cluster at redshift 1.62. The image is taken from
Papovich et al. (2010) and constitutes a combined image of Spitzer 4.5 µm band and
Suprime-Cam B and i-band data with green circles indicating potential cluster members.
Smolcˇic´ et al. (2007) present a study of a wide angle tailed radio galaxy whose tails are
thought to be bent due to ram pressure. The presence of such bent jets has been suggested
to be a good tracer of young galaxy clusters. This has been investigated as part of the
FIRST survey by Blanton et al. (2003).
Non-thermal radiation from galaxy clusters has been observed in the form of synchro-
ton radiation from radio relics, radio halos and radio mini halos due to the presence of the
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order of µG magnetic fields (Bonafede et al. 2010).
Radio relics are highly polarized radio emission regions found in the cluster periphery
(van Weeren et al. 2011, Venturi et al. 2013). Their bent shape suggests that they trace
shock waves from merger events (Enßlin & Bru¨ggen 2002). Radio halos represent diffuse
emission with large-scale sizes of 1-2 Mpc. Radio mini-halos are located in the very central
regions, a few hundred kpc in size (Donnert et al. 2013).
The mechanism that produces the large-scale unpolarized radio emission from galaxy
clusters is a current active field of research with two scenarios being at the forefront of
studies: the hadronic model versus the re-acceleration model. Both of these models have
been motivated by the fact that the lifetime of cosmic ray electrons is far shorter than
the characteristic time needed to cross the size of radio halos (Donnert et al. 2013). The
re-acceleration model proposes that electons are accelerated by merger-driven turbulence
plasma waves (Brunetti et al. 2012, Enßlin et al. 2011). The methods by which the
flat extended cosmic ray profiles can be re-produced have been studied by Ensslin et al.
(2011), who found streaming to be an important component in the generation of radio
halos. The hadronic model is based on the fact that the lifetime of cosmic ray protons
should be higher than cosmic ray electrons, overcoming the aforementioned need for cos-
mic ray electron re-acceleration to account for extended radio halos. The model predicts
the generation of gamma rays (Brunetti et al. 2012) and secondary particles on account
of a hadronic cascade (Donnert et al. 2013, Dermer 1986).
Future radio halo observations from LOFAR (Ferrari et al. 2012) and the SKA will
provide a plethora of data in the next decades that will help to pinpoint the exact non-
thermal processes in galaxy clusters.
The detection of gamma ray emission from galaxy clusters would shed light not only
on the acceleration process that creates its emission but also on the possibility of dark
matter annihilation. Supposing dark matter to be composed of weakly interacting mas-
sive particles (WIMPS), one of their annihilation products is predicted to be in the form
gamma ray emission. The chosen dark matter candidates of WIMPs is motivated by their
predicted abundance which matches the cosmological predictions well. Galaxy clusters
are particularly well-suited for such annihilation fingerprint searches due to their high DM
mass and recent formation histories (Pinzke et al. 2009).
The Large Array Telesope (LAT) instrument on the Fermi satellite makes gamma ray
observations across the energy range 20 MeV to above 300 GeV (Atwood et al. 2009).
Ackerman et al. (2013) have reported a tentative spectral line at 133 GeV with a signif-
icance of 3.3σ. They do not yet claim this to be a direct proof of a WIMP signal, but
stress the need for further systematic bias studies before a firm conclusion can be reached.
The previous sections have thus given an overview of the multi-wavelength observa-
tional techniques used in galaxy cluster research, which will help in assessing the suitability
of current and future instruments for detecting structures in clusters at different scales.
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3.3 Significance of galaxy cluster studies for cosmology
Having established that galaxy clusters form from the seeds of rare primordial density
fluctuations, it is therefore expected that their abundance and mass/redshift distribution
should give insight into the matter power spectrum, the amount of dark and baryonic
matter in the universe as well as the dark energy equation of state. There are several
different ways in which galaxy clusters can be used for cosmological studies. Below, I
illustrate how different cosmological parameters affect our current picture of structure
distribution across a wide redshift range in our universe.
First, it is necessary to find an expression that describes how the cluster number
density within a given physical scale changes as a function of redshift and cosmological
parameters. In a ’perfect survey’, survey-specific factors such as observable/mass survey
limits, the survey spectral and spatial response and coverage do not need to be taken
into account. Since, however, I will be discussing the neccessity of low-scatter scaling
relations in section 3.4, this discussion will follow the approach and notation by Planck
Collaboration XX (2013), which includes a discussion on survey limitations.
The galaxy cluster property which best describes its evolutionary state in the process
of hierarchical structure formation is the mass M∆ within a given radius r∆, characterized
by the radius that encompasses a mean density, which is ∆ times bigger than the critical
density, ρc(z), at the cluster redshift. Suppose that a survey with a survey completeness
fs detects galaxy clusters via the observable O∆ through its signal amplitude Of,∆ and
characteristic angular extent Oθ,∆. The number of clusters observed within a redshift
element dz and solid angle dΩ is then given by
dN
dzdΩ =
∫
fs(M∆, z, /, η)
dN
dzdM∆dΩ
dM∆, (3.17)
the survey completeness,
fs =
∫
dO(f,∆)
∫
dO(θ,∆)P (M∆, z | O(f,∆), O(θ,∆))finstr(O(f,∆), O(θ,∆), /, η), (3.18)
being dependent on the intrinsic properties of the measurement characteristics finstr as
a function of sky position (/, η) and also on the probability that the measured quantity
reflects the true mass, a topic to which I will return in the discussion on scaling relations.
The instrument characteristics may include factors such as scanning strategies, beam char-
acteristics as a function of position on the sky and sensitivity limitations of the survey.
As was discussed in the last chapter, in order to predict the evolution of linear density
perturbations into the non-linear regime, N-body simulations are needed. Tinker et al.
(2008) propose a mass function, that describes the number density of halos of mass M,
based on the assumption that a halo can be described by a spherical overdensity, whose
radial extent is defined by a given overdensity within this sphere measured with respect
to the mean density at the redshift of the halo1
1 I assume that, following Planck collaboration XX (2013) a conversion from the mean to the critical
overdensity convention has been included, allowing the aperture radius to be labelled with ∆
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dN
dM∆
(M∆, z) = fmf (σ)
ρm,0
M∆
d ln σ−1
dM∆
, (3.19)
where
fmf (σ) = A
[
1 +
(
σ
b
)−a]
exp
(
− c
σ2
)
, (3.20)
describes the evolution of the mass function with redshift since the parameters A, b,a,c
depend on redshift. This non-universality is most likely caused by the evolution of the
halo concentrations, which themselves are dependent on Ωm. This mass function should
therefore only be used up to a redshift of z = 2.5 and for cosmologies for which Ωm is
close to the flat ΛCDM cosmology (Tinker et al. 2008).
There are also analytical ways to approach the halo mass function, most notably the
Press-Schechter mass function and the Press-Sheth-Torman mass function. The former
relies on the spherical collapse model where the condition of collapse is given by the critical
overdensity δc, whereas the latter apply an excursion set formalism to ellipsoidal collapse.
Since M∆ defines not only a certain mass but also a volume within which the mass is
contained, dNdzdM∆dΩ is obtained from the multiplication of the cosmic volume element
dV
dzdΩ with the cluster mass function above.
From these considerations, and a given cosmological model, one can subsequently compute:
• The expected number of galaxy clusters above a certain mass threshold at the current
epoch as a function of the matter density and σ8 (Rosati et al. 2002, Fig. 3.11a).
• The expected number of galaxy clusters for different matter densities and cosmolog-
ical constant values as a function of redshift above a given mass threshold, given a
uniform normalization at the current epoch (Rosati et al. 2002, Fig. 3.11b).
• The expected number of galaxy clusters as a function of redshift for a given dark
energy content and σ8 but for different dark energy equation of state evolution
parameters (Mohr et al. 2003, Fig. 3.11c).
As one can see from Fig. (3.11 a), the cumulative mass function at z = 0 is most sensitive
to Ωm in comparison to ΩX since, for a small redshift range, the sensitivity for any
evolutionary charateristics is not given. Given a measured value for the cumulative mass
function, a higher Ωm predicts a lower σ8. This is to be expected because a higher matter
density requires lower initial amplitude fluctuations than a lower matter density for a given
cumulative mass function value above a certain mass threshold at a given epoch.
A pedagogically intuitive illustration of the mass function dependence on the dark
energy equation of state parameter is given in Mohr et al. (2003).
As one see in Fig. 3.11c , for a more positive w parameter than −1, i.e. a dark energy
model instead of a cosmological constant model, structure forms more slowly at high
redshift and the volume element is smaller than in the w = −1 case.
By investigating the cumulative mass function above a given mass threshold over a
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Figure 3.11: Cosmological predictions with galaxy clusters. a) The expected number of
galaxy clusters above a certain mass threshold, M > 5 × 1014 h−1 M), at the current
epoch as a function of the matter density and σ8 by Rosati et al. (2002). The coloured
lines correspond to the same cosmological model colouring adopted in b. b) The expected
number of galaxy clusters for different matter densities and cosmological constants as a
function of redshift above a given mass threshold, given a uniform normalization at the
current epoch by Rosati et al. (2002). c) The effect of different dark energy models on
the cluster number counts (figure by Mohr et al. 2003).
wide redshift range in conjunction with knowledge of the current normalization, further
studies on Ωm and ΩX can be made as is illustrated by Rosati et al. (2002), Fig. 3.11b.
In addition, more recently, Vikhlinin et al. (2009) studied 86 galaxy clusters separated
into a low-redshift sample of 49 cluster in z<0.25 and a high-redshift sample of 37 clusters
for which 0.35<z<0.9. They examined the mass function as a function of mass and
redshift. From their low-redshift sample, they derive constraints on σ8 and Ωm. Using
this information, by comparing their high and low-redhsift samples, Vikhlinin et al. (2009)
were able to constrain ΩΛ and w0 (see table 2 of Vikhlinin et al. (2009) for the results,
including the information from other experiments).
The above discussion, focussed on examining the masses of galaxy clusters over a wide
mass and redshift range. Single cluster studies that have higher masses than expected from
the currently accepted cosmological model, can however also contribute to the testing of
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these models. The high-mass/redshift test is particularly sensitive at high redshift. Recent
high-redshift, high-mass clusters have all passed the ΛCDM model test, the most famous
being ’El Gordo’ from the ACT sample (Menanteau et al. 2012).
Under the assumption of spherical symmetry and exploiting the different distance
dependences of X-ray and Sunyaev-Zel’dovich measurements, one can use galaxy clusters
to measure the angular diameter distance as a function of redshift (Fig. 2.2).
Cosmological simulations show that the baryonic gas fraction in galaxy clusters should
stay constant as a function of redshift. Hence, any evolution of the gas fraction must be
attributed to an evolution due to the acceleration of the universe. This has been studied
for a SZA/CARMA observed sample of clusters by LaRoque et al. (2006).
The lately reported tension in Planck number count derived and CMB-derived σ8−Ωm
parameter space (Planck Collaboration XX 2013) has led to numerous discussions as to its
origins. It is currently believed to be caused by a combination of mass function estimates,
total mass/mass-proxy scaling relations and neutrino mass considerations - the respective
contribution of these possible explanations is still an active area of research. This, once
again, stresses the need for accurate and precise mass estimations for galaxy cluster studies.
3.4 Redshift range of detected galaxy clusters
The Sunyaev-Zel’dovich effect is of particular importance in the study of high-redshift
galaxy clusters due to its redshift independence, not taking into account the galaxy clus-
ter angular diameter distance cosmic evolution. The examination of structure in galaxy
clusters across a wide redshift range can also give important insight into the degree of
disturbance in the ICM at different cosmic epochs.
In addition, having established that a wide redshift- and mass-range study is vital for
galaxy cluster studies if one is to constrain the cosmological parameters to high accuracy,
particularly with regard to the dark energy equation of state parameter and its evolution,
it now remains to discuss the redshift range that current and future instruments can probe.
The Planck survey has detected galaxy clusters out to redshift z = 0.99 (Planck Col-
laboration XX 2013). In addition, the highest redshift clusters yet detected by the SPT
and ACT surveys are at z = 1.32 (Stalder et al. 2013) and z = 1.36± 0.06 (Hasselfield et
al. 2013) respectively.
Mass-limited surveys, however, do not have the required sensitivity to detect clusters
at very high redshift with low mass over a large survey volume. The IRAC Distant Cluster
Survey (IDCS) identifies clusters via photometric studies, the redshifts being spectroscopi-
cally confirmed via follow-up studies. One such example is the cluster IDCS J1444.2+3306
at 〈zspec = 1.89〉 (Zeimann et al. 2012).
In addition, Brodwin et al. (2012) followed up an IDCS detected cluster at z = 1.75
with 31 GHz SZA. This is one of the most distant cluster with a mass of M200 =
(4.3 ± 1.1) × 1014M# observed via SZ up till now. The XMM-Newton Distant Cluster
project (XDCP) (de Hoon et al. 2013) discovered a z = 1.45 cluster whose surface bright-
ness profile was fit with a beta model. Spectroscopic fitting in annular bins was however
not feasible due to the low photon count statistics. Gobat et al. (2011) have reported the
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existence of a mature cluster at redshift z = 2.07, first discovered via a galaxy overden-
sity in Sptizer data and then confimed by 3.5σ XMM-Newton observations of the galaxy
cluster’s extended ICM emission within 20′′ − 30′′.
Selected future instruments
CCAT will be a 25 m telescope, to be completed by 2016, operating over a frequency
range of 200− 2200µm. It will probe the ICM via Sunyaev-Zel’dovich observations out to
high z ∼ 1 − 2 redshifts (CCAT Cosmology Report 2013). It is the combination of wide
frequency coverage and high sensitivity alongside with simultaneous multi-colour obser-
vations which will make it one of the most promising instruments in the next few years.
In addition, its complementarity with high-resolution ALMA observations highlights the
need for the development of tools for interferometer/sd combination techniques.
eRosita will start observing at the beginning of 2016 and will perform an all-sky sur-
vey detecting galaxy clusters with a median redshift of z = 0.35 (Pillepich et al. 2012).
The planned X-ray Athena+ mission will enable a selection of the eRosita/Euclid/LSST
clusters to be followed up at high spatial and spectral resolution out to redshifts around
z = 2 (Pointecouteau et al. 2013).
The LSST will be a ground-based telescope that will cover six bands, allowing weak
lensing studies to be made with a median redshift of 1.2 for observing set-ups that will
give 56 galaxies per arcminute squared (Ivezic et al. 2008).
The Euclid satellite, to be launched in 2019, contains a 1.2m dish with which one will
be able to study the clustering of galaxies and make weak lensing estimates over a wide
redshift range (Euclid report 2011). It will cover 15 000 deg2 in the wide survey, which
will then be followed up with two deep field surveys a 20 deg2.
The recently lauched NuSTAR satellite will enable the temperature in galaxy cluster
shock fronts to be measured more accurately than Chandra. The latter suffers from its lack
of ability in measuring high temperatures in soft bandpasses such that NuSTAR greatly
enhances our current understanding of the very hot gas in galaxy clusters.
Future SZ targeted observations fromMustang 1.5 and MUSIC in conjunction with cur-
rently operating bolometer ACT, SPT and Bolocam instruments will further enhance our
knowledge of the ICM in galaxy custers. Interferometric data from AMI, CARMA/SZA
and ALMA/ACA will significantly complement this picture (Chapter 7).
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Figure 3.12: Current and future instruments that have or are expected to have a sig-
nificant impact on galaxy cluster studies. [Image credits: (SPT (KICP Chicago), Planck
(ESA), ACT telescope (ACT), CCAT (Caltech: CCAT website), e-ROSITA (Merloni et
al. 2012), LSST (LSST Collaboration), Spitzer (NASA/JPL), Euclid (ESA - C. Carreau),
ALMA/ACA artist’s impression (ESO/NAOJ/NRAO), CARMA/SZA (CARMA website),
AMI (Astrophysics Group Cambridge website), Athena+ (Ettori et al. Athena+ support-
ing paper (The Astrophysics of galaxy groups and clusters)), Bolocam (Caltech: BOLO-
CAM website), APEX-SZ (APEX-SZ collaboration), MUSTANG 1.5 (NRAO website),
GISMO (IRAM 30m, credit IRAM), Chandra (NASA/CXC/NGST/M.Weiss), XMM-
Newton (ESA, D.Ducros), NuSTAR (NuSTAR), Hubble (NASA)]
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3.5 Galaxy clusters: an in-depth view
In order to motivate the study of structure in the ICM of galaxy clusters, I outline the
current status of galaxy cluster research with respect to their morphology-dependent char-
acteristics at different spatial scales.
The fraction of galaxy clusters undergoing major merger events increases with redshift
(Santos et al. 2008, Mann & Ebeling 2012). This is a direct consequence of hierarchical
structure formation, which describes the formation of massive halos from the merging of
smaller halo systems. A major merger, categorized by the collision of galaxy clusters or
groups and the subsequent equilibrium disruption (Cohn & White 2005), is to be distin-
guished from the continuous accretion of gas from the filamentary structures (Simoniescu
et al. 2011), which is present in all clusters. In addition, from an observational perspective,
one should distinguish head-on merger events that are taking place very close to the plane
of the sky and are thus better suited for modeling (Markevitch et al. 2002), to multiple
merger systems in which consecutive merger events disturb the cluster system before the
relaxation time of the first major merger event (Hsu et al. 2013).
Galaxy clusters can therefore be described by their morphological state. Classifying
galaxy clusters as relaxed or disturbed systems and finding appropriate identifiers across
a wide redshift range is one of the main challenges for current and future X-ray/Sunyaev-
Zel’dovich surveys. The necessity for such morphological galaxy cluster classifications is
motivated by the need for low-scatter scaling relations that link the observables to the
total galaxy cluster mass. It is therefore necessary to identify methods, with which the
degree of disturbance in clusters can be determined quantitatively.
Figure 3.13: An X-ray view of selected Planck clusters (Planck Collaboration Early
Results IX 2011) illustrating the vast range in the degree of ICM disturbance.
Morphologically disturbed clusters have often been classified via the brightest cluster
galaxy (BCG) offset, defined as the offset, as seen in projection, between the X-ray gas
emission peak or SZ peak and the position of the BCG (Lin & Mohr (2004), Mann &
Ebeling (2012), Sanderson et al. (2009), Song et al. (2012)), a larger offset indicating
more disturbed systems.
In the case of X-ray observations, the centroid shift parameter, wcs, has been used in
numerous publications (O’Hara et al. (2006), Poole et al (2006)). It is based on computing
the variance of the computed emission centroid as a function of the projected radius within
42 Chapter 3. Galaxy clusters: a cosmology perspective
which the peak is determined. In addition, disturbed clusters are thought to exhibit more
ellipsoidal dark matter distributions than relaxed clusters, with higher redshift systems at
a given mass being more ellipsoidal than their low-redshift counterparts (Limousin et al.
2013), (Fig. 2.7). This led to the the use of power ratio and eccentricity measure methods
(Buote et al. 1995, Weißmann et al. 2013). The degree of mean eccentricity evolution
with redshift is currently under debate with deduced halo ellipticities from numerical sim-
ulations (Floor et al. 2004) being in slight disagreement with X-ray observations (Jeltema
et al. 2005).
Maughan et al. (2008) studied a sample of 115 Chandra-observed galaxy clusters in a
redshift range of 0.1<z<1.3. They see a decreasing fraction of cool-core clusters at high
redshift in conjunction with a decreasing metallicity. They classify clusters according to
their ellipticity and centroid shifts, finding the centroid shift parameter to be a better
indicator of the morphological state of clusters since little ellipticity evolution is observed.
Weißmann et al. (2013) challenge previous results on the disturbed cluster fraction with
increasing redshift determined via the power-ratio method (Buote & Tsai 1995) of Jeltema
et al. (2005) and Andersson et al. (2009). They argue that decreasing X-ray data quality
at high redshift may bias the power ratio redshift-evolution derived in previous studies
towards a positive trend. They report the centre shift parameter to be less sensitive to
Poisson noise effects but also find a mere mild evolution of wcs across their samples with
redshifts spanning 0.05<z<1.08.
On the radio side, simulations have shown (Ricker & Sarazin 2001) that double radio
relics can indicate binary merger events, creating shock waves at the outskirts that are
symmetric in shape. Weak lensing analyses can exhibit multiple peaks in the convergence
maps, which therefore directly indicates a merger event (Ragozzine et al. 2012). However,
currently, it may not be feasible to do detailed weak lensing analyses for a large sample of
galaxy clusters over a wide redshift range since, especially at high redshift, this requires
a lot of observation time with Hubble. In addition minor mergers might not show up due
to high noise in the shear estimates.
Relaxed clusters at low redshift are easily characterized by their peaked X-ray sur-
face brightness profiles in the centre. In the 90s, this lead to the ’cooling flow problem’,
first put forward by Fabian (1994). These clusters were found to have cooling times, de-
fined as tcool = 69(ne/10−3cm−3)−1(T/108K)1/2 Gyr, which were shorter than a cluster’s
age (Sanderson et al. 2006). Such a cooling rate would predict gas flow to occur at a
rate of several hundreds of solar masses per year (Fabian 1994). However, only a small
fraction of the cold gas expected at the centre was indeed detected (Peterson & Fabian
2006). In a study by Morris & Fabian (2005) of A2597, the cooling rate was shown to be
≈ 100M#year−1. O’Dea et al. (2008) computed the 62 BCG sample star formation to be
≈ 1− 10 M#year−1 and thus a factor 10 to 100 lower than the expected mass deposition
rate (McDonald et al. 2011), suggesting that the ICM is re-heated to higher temperatures,
which prevents it from cooling and forming stars.
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Feedback
X-ray cavities, such as those observed in the Perseus cluster (Fabian et al. (2011), Fig.
3.2) suggest that periodic AGN feedback outflows over a galaxy cluster’s lifetime may
heat up the cooling gas (Heinz et al. 2006). The entropy injection may therefore be just
sufficient to prevent the gas from cooling below a given entropy level.
The entropy of the intra-cluster gas is defined as K = kBT/n2/3e and tends to K ∝ r1.1
(Voit et al. 2005) in the absence of feedback. Departure from this relation can thus give
indications to the nature of the feedback present (Chaudhuri et al. 2012). A galaxy clus-
ter’s entropy profile therefore contains information on the ICM’s entire thermal history.
Alternative, or indeed supplementary, mechanisms to AGN feedback such as supernova
winds and pre-heating have also been suggested. Pre-heating describes a scenario in which
gas is heated at very high redshhifts 3<z<10 (Vazza et al. 2011) by processes that are
speculated to involve star formation, supernova and a hard X-ray background as outlined
by Tozzi & Norman (2001) and Younger & Bryan (2007).
Figure 3.14: Entropy distribution and central density evolution. Left: The dimensionless
entropy distribution as a function of radius from the Arnaud cluster sample showing
high scatter in the central regions with morphologically disturbed systems exhibiting, on
average, higher central entropy levels. The self-similar expectation is indicated via the
dashed line. (image credit: Pratt et al. 2010) Right: The evolution of the density profile
of clusters with central entropy levels K0<30 KeV cm2 is shown, indicating that cool-core
systems have evolved from cooling-flow clusters (image credit: McDonald et al. (2013)).
The gas in cool core clusters does not seem to cool below entropy levels of K0<10 KeV cm2
and their central density is higher than in more disturbed clusters. McDonald et al. (2013)
found that there is a dichotomy in the central entropy of cool-core clusters compared to
non-cool disturbed clusters. This dichotomy was also seen in BCG offset/cooling times.
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Recent simulations have tried to incorporate feedback, preheating, cooling and star forma-
tion (Kay et al. 2007, Borgani et al. 2002, Kravtsov et al. 2006). In particular, Fabjan et
al. (2010) investigate the effect of AGN activity via simulations of galaxy clusters, finding
that it does indeed quench the star formation rate. Such simulation studies are far from
being complete. The role of turbulence in transferring the energy from the plasma bubbles,
formed by AGN jets, to the ICM is an active area of research (Nath et al. 2011, Scan-
napieco et al. 2009). Recently, Short et al. (2010) have managed to reproduce cool-core
clusters via hydrodynamical simulations that do not suffer from the over-cooling problem
often observed in such simulations. In their study of simulated galaxy groups, McCarthy
et al. (2011) suggest quasar mode feedback at high redshift to be the dominant source for
the high-entropy gas.
Cluster pressure profiles
Arnaud et al. (2010) examined a sample of 33 galaxy clusters from the REFLEX catalogue
at redshifts below z<0.2 with XMM-Newton observations. In classifying the morphological
states of galaxy clusters via the central gas density measurements and centre shift param-
eters, they divide their sample up into morphologically disturbed (non-cool core), relaxed
(cool core) and cool core (CC) + morphologically disturbed (NCC) systems. Using an-
nularly binned temperature measurements, pressure profiles were calculated and rescaled
according to the clusters’ redshifts and masses in terms of R500 and M500 respectively. As
one can see in Fig. (3.15), relaxed clusters manifest themselves through both, peaked den-
sity and pressure profiles. Parametric models in the form of a generalized NFW (GNFW)
profile were fitted to the ensemble average as well as to the relaxed and disturbed sub-sets.
The GNFW pressure profile incorporates one normalization parameter, one scale param-
eter as well as three slope parameters (see chapter 7 for a detailed discussion). Recent
Arnaud-profile fitting procedures for multiple observing telescopes and samples are further
outlined in chapter 7.
Evolution of cluster properties
The profiles from the Arnaud sample were fit in a low-redshift range and it remains to be
tested up to which redshift they remain valid approximations to the actual galaxy cluster
pressure profiles. The evolution of the fraction of cool-core galaxy clusters as a function
of redshift has been studied, amongst others, by Vikhlinin et al. (2007), Andersson et
al. (2009), Santos et al. (2008) and Maughan et al. (2008), with the general consensus
being that the fraction of strong cool-core clusters diminishes at higher redshift. With
the merger fraction increasing at higher redshift (Mann & Ebeling 2012), it was discussed
for a long time whether mergers could destroy cool-cores. Poole et al. (2008) find that
cool-cores are only destroyed in head-on or multiple collisions.
McDonald et al. (2013) observed 83 SPT-detected clusters with Chandra spanning a
redshift range 0.3<z<1.2. They found that the gas in these clusters never reaches entropy
levels below 10 keV cm2 and that the cooling properties, described by the central mass
deposition rate, cooling time and central entropy value exhibit very little evolution.
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Figure 3.15: Pressure profile from the Arnaud sample. This figure is taken from Arnaud
et al. (2010) and shows the re-scaled pressure profiles with cool-core systems (blue) and
morphologically disturbed clusters (red) agreeing beyond r500, but showing morphologi-
cally characteristic dispersions in the central regions.
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This suggests that clusters develop from cooling cluster to cool-core clusters, implying
that the feedback mechanisms have been active for a very long time.
McDonald et al. (2013) find a threshold of z = 0.75 beyond which they find no cuspy
surface brightness profiles in their clusters that mark them as cool cores. A redshift margin
should be allowed around this redshift threshold to take into account the limited sample
size of 83 clusters, though selection effects for or against cool core clusters can be neglected
for the SPT survey (Sun et al. in prep). McDonald et al. (2013) therefore deduce that
cool-core clusters, as we know them at low redshifts with their cuspy surface brightness
profiles, have built up from higher redshifts where the central density of relaxed clusters
was lower but the type of feedback was similar to what is observed at the current epoch.
Their lower limit for the onset of feedback matches the assumptions of AGN themal feed-
back onset in simulations (Vazza et al. 2011). The low X-ray number counts at high
redshift do not allow for detailed radially-fit spectra, so that the error bars in the cen-
tral cluster region cannot distinguish a self-similar temperature evolution from additional
feedback heating. As a consequence, radial pressure profiles could not be derived for the
sample, leaving the issue on the validity of the Arnaud pressure profile at high redshifts
open (for further discussions see Chapter 7).
Cluster outskirts
Having focussed on the difference between cool-core and non-cool core clusters within or
close to R500, it remains to be discussed how galaxy cluster outskirts can be character-
ized. A recent combination of the Planck pressure profile with ROSAT density profiles,
Eckert et al. (2013), allowed temperature and entropy profiles to be analysed out to
radii beyond R500 without the need for spectroscopic follow-up under the assumptions of
hydrostatic equilibrium and spherical symmetry. Eckert et al. (2013) not only analyse
sample-averaged profiles but also single cluster systems of which 6 are cool-core (CC) and
12 non-cool core (NCC) clusters, as determined from their central entropy value. Both
types of clusters show declining temperatures in the outskirts. CC systems were found to
agree with expectations in the entropy profile from gravitational collapse at outer radii,
1 − 2 R500,whereas NCC clusters lie, on average, below these expectations. They argue
that this could be explained by a higher clumping factor of 1.23 ± 0.06 at R200 in NCC
systems. These results are in tension with recent Suzaku observations of the Perseus clus-
ter by Urban et al. (2014), who report a flattening of the entropy profile at large radii.
Eckert et al. (2013) II also find substantial differences in the cluster gas mass fractions
of CC and NCC systems at R200, with CC system gas mass fractions converging to the
expected cosmic baryon fraction.
Cluster scaling relations
Understanding the balance between cooling and feedback in galaxy clusters is enriching
our knowledge of clusters per se, but in light of cosmological predictions, it remains to
discuss its effect on scaling relations. One of the most important steps in making cos-
mological predictions from galaxy cluster studies is relating the observables to the mass
of a galaxy cluster, encompassed in the formula P (M∆, z | O(f,∆), O(θ,∆)) in Eq. (3.18).
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Kaiser et al. (1986) proposed simple scaling relations between cluster properties under
the assumptions of purely self-similar evolution.
Any deviation from self-similarity as a function of redshift or indeed in a small redshift
range, should therefore indicate the degree to which non-gravitational processes play a
role. In addition, any assumptions involved in obtaining the derived observables such as
hydrostatic equilibrium, spherical symmetry or the extent of non-thermal pressure sup-
port can lead to a higher systematic scatter in these relations. For a recent review on
scaling relations, see Giodini et al. (2013). It has been shown in numerous scaling re-
lation studies (Pratt et al. 2010, Maughan et al. 2008, Mantz et al. 2010 ) that X-ray
luminosity is very sensitive to baryonic processes in the core regions, biasing the scaling
relations, if the central regions of cool-core clusters are not removed. In contrast, weak-
lensing-based total mass estimates do not make assumptions on the ICM gas state since
they indirectly measure the shear of background galaxies caused by the joint dark matter
and baryonic matter mass over a statistically large sample of background galaxies. The
lensing mass/gas-derived mass observable relations are therefore of particular significance
since they can give vital insight into scatter originating from systematics due to departures
from hydrodynamical state assumptions.
In the case where spherical dark matter NFW profiles are assumed for both, weak-
lensing and ICM-derived properties, the systematics due to shape assumptions cannot be
pinned down. For a large cluster sample, the effect of sphericity assumptions should cancel
out, given that the sample is a fair representation of the galaxy cluster distribution and
does not favour any particular orientation of galaxy clusters. An example case for such a
scenario - a sample consisting primarily of strong lensing clusters - has a higher probability
of being orientation biased, since it has been shown that strong lensing clusters have their
major axis preferentially oriented close to the line of sight (Limousin et al. 2013). The
need for full triaxial galaxy cluster analyses will be further discussed in the next discussion
item.
The scatter in total mass/mass proxy relations can be studied via simulation studies,
for which the total mass in galaxy clusters is known, such that any systematic biases can
be quantified. Krause et al. (2012) tested 30 galaxy groups and clusters from Dolag et
al. (2006, 2009) and constructed Compton y maps. They find the extent to which the
M200−(Y200) relation deduced mass to be biased low can reach more than 10% within a
Gyr after a cluster merger event. Krause et al. also note that, since mergers are more
frequent at higher redshift, the scatter in M200 − (Y200) should be expected to be redshift
dependent. It has also be shown by Maughan et al. (2012) in a study of 114 Chandra
observed clusters over a redshift range 0.1<z<1.3 that the core-excised X-ray luminos-
ity/temperature relation, LX −TX , is in agreement with the self-similar model for relaxed
clusters, as classified by X-ray surface brightness cuspiness, centroid shift parameter and
the core-flux ratio. This was in tension with the results by Pratt et al. (2009) who found
a steeper slope. Maughan et al. (2012) account the difference due to both, morphologi-
cal state classification and sample selection - their sample favouring higher mass systems.
This stresses, once more, the need to find robust estimators for a galaxy cluster’s degree
of disturbance away from a relaxed state in conjunction with scaling relation studies over
wide mass ranges.
In addition, it is vital to specify over which radial range the scaling relations are de-
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termined and over which radius the cool-core cut-out is made. Maughan et al. (2012) find
that unrelaxed cluster deviate from the self-similar LX − TX out to 0.7R500. One might,
of course, argue that the LX − TX relation is not the most favourable scaling relation
for galaxy cluster, exactly due to the parameters’ sensitivities to a cluster’s dynamical
state. Extensive studies have therefore been tailored towards finding proxies, based on
ICM observations, that prove to have better mass-related properties than a cluster’s av-
erage temperature. One such suggested parameter for X-ray observations is YX =MgTX ,
where Mg denotes the gas mass. This was first proposed by Kravtsov et al. (2006) on
account of its direct dependence on the thermal ICM energy content. Simulations have
shown YX and its SZ equivalent, YSZ, to have low scatter and to be less affected by the
cluster’ s dynamical state.
The degree to which the assumption of HSE biases the derived Y values has been stud-
ied by Mahdavi et al. (2013) and Maughan et al. (2007). Wik et al. (2008) use a set of
hydrodynamical simulations of binary galaxy cluster merger events in order to study the
effect on the maximum ymax and the spherically integrated Comptonization paramter Y.
Both parameters are boosted during a merger, the boost lasting around four times longer
for Y which is lower at the boost than in the final ’completeley-merged-Y’ stage. They
find an overall scatter of 2 % and 24 % for the Y −M and ymax−M relations respectively,
in line with the results by Motl et al. (2005). As has been suggested by YX , global values
are therefore to be preferred to central values for cosmological estimations.
Weak-lensing/SZ scaling studies have only recently been performed. Most notably, the
APEX-SZ collaboration has collected lensing data of up to 40 galaxy clusters, which are
compared to integrated YSZ measurements from the APEX-SZ experiment that covers a
redshift range of 0.152 - 1.450 with 19 morphologically disturbed and 20 relaxed clusters,
the 3 remaining cluster not being included in the scaling relations (APEX-SZ collabora-
tion, Bender et al. submitted, M. Klein PhD Thesis). Six non-detections are also included
in the sample. Smaller sample, weak-lensing/SZ scaling relations have been performed us-
ing CARMA/SZA data by Marrone et al. (2012) and Hoekstra et al. (2012), their covered
redshift range and sample size being smaller than the APEX-SZ collaboration’s follow-up
program. More recently, Gruen et al. (2013) have reported a weak-lensing follow up of a
small subset from their SPT sample.
Cluster triaxiality
All previous discussions have assumed spherical symmetry of the dark matter potential
and subsequently also of the three-dimensional intra-cluster gas shape. It was Corless
et al. (2009), Sereno et al. (2006, 2007, 2012) and Morandi et al. (2010, 2011, 2012)
who pioneered the study of combined triaxial multi-wavelength analyses. These studies
were motivated by the fact that, for some clusters the weak-lensing and X-ray derived
total galaxy cluster masses were discrepant by up to 50%, as was the case for Abell 1689.
In addition, the over-concentration problem was shown to partially originate from the
triaxial nature of lensing-selected, and also X-ray selected, samples (Sereno et al. 2010,
Meneghetti et al. 2011). Since triaxiality could not explain the derived high concentration
parameters for all outliers, further studies needed to be made. The mass-concentration
relation and its evolution as a function of redshift was studied by Oguri et al. (2012) and
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Sereno & Zitrin (2012). More recently Sereno et al. (2013) suggest that, following Ludlow
et al. (2012), more concentrated halos may represent less relaxed systems.
Multi-wavelength studies in conjunction with a triaxial analysis have only been com-
puted for a few galaxy clusters, MACS 1423 (Morandi et al. 2012), A383 (Morandi &
Limousin 2012), A1835 (Coreless et al. 2009) and A1689 (Morandi et al. 2011a, 2011b)
and their analyses rely heavily on the adopted priors, which help to narrow down the
most likely parameter space. Triaxial analyses will become ever more important once large
galaxy cluster multi-wavelength follow-up catalogues are constructed and cross-calibrated.
Discrepant results for which high levels of disturbance can be ruled out as a cause for in-
accurate and inconsistent mass determinations across a wide redshift range, will be the
prime targets for triaxial analyses. Besides contributing to more accurate mass measure-
ments of galaxy clusters, the ellipticity of clusters in the plane of the sky has also been
suggested by Ho et al. (2006) to be a function of the cosmological parameters themselves.
This effect still needs to be tested more extensively for different cosmological models via
simulations and for a large sample of observational data. Limousin et al. (2013) have also
reported cluster ellipticity to be a tool for studying the degree of self-interaction of dark
matter, relying on results by Yoshida et al. (2000).
Galaxy cluster shocks
Shocks in galaxy clusters can also contribute in deriving an upper limit for the dark mat-
ter cross-section. Markevitch et al. (2004) outline three different methods for the case
of the dissociative ’Bullet Cluster’ merging system - a system nearly aligned in the plane
of the sky showing a post-near-core-passage sub-cluster, the bullet, travelling through a
more massive cluster. The resultant shock front is clearly visible in X-rays and there is
a distinct offset between the gas and the dark matter distribution as derived from weak
lensing measurements (Clowe et al. 2004), see Fig. 3.16b.
Under the assumption that the sub-cluster’s scattering depth is less than 1 (Markevitch
et al. 2004), and further modeling a spherical sub-cluster, one can derive an expression
for the dark matter (DM) collision cross section, σ, for a particle mass m via
τs =
σ
m
Σs , (3.21)
where τs is the scattering depth and Σs is defined by Markevitch et al. (2004) as the
’subcluster’s DM mass surface density’. The so far lowest upper bound on the dark matter
cross-section from the Bullet Cluster system stems from the mass to light ratio of the sub-
cluster and its dark matter mass loss during its trajectory (σ/m<1 cm2 g−1). In addition,
Markevitch outlines how the sub-cluster’s velocity can be used to derive a second estimate
for the dark matter cross-section. This relies on the fact that a non-negligible cross-
section implies additional drag forces alongside those from the gas stripping during the
sub-cluster’s passage. By calculating the average momentum loss during each dark matter
particle collision, p, Markevitch derived a formula for the velocity decrease, assuming the
main contributor to drag forces being dark-matter particle collisions,
v − vff = pσm2Σm , (3.22)
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Figure 3.16: Shock fronts in galaxy cluster and gas/dark matter offsets. a)
Sunyaev-Zel’dovich MACS0744 observations with MUSTANG showing a pressure dis-
continuity. b) The Bullet Cluster of galaxies (X-ray: pink, optical: white/orange,
lensing map: blue) c) The trainwreck cluster Abell 520 (X-ray: pink, lensing:
blue, optical: yellow, orange). d) The Musket Ball Cluster (X-ray: red-purple,
projected mas map: blue, optical background: red, green, blue). [Image cred-
its: (a) Korngut et al. (2011), (b) X-ray: NASA/CXC/CfA/M.Markevitch, Op-
tical and lensing map: NASA/STScI, Magellan/U.Arizona/D.Clowe, Lensing map:
ESO WFI, (c) X-ray: NASA/CXC/UVic./A.Mahdavi et al. 2007, Optical/Lensing:
CFHT/UVic./Mahdavi, A. et al, 2007, (d) NASA/CXC/STScI/UC Davis/W.Dawson
et al. 2012, X-ray: NASA/CXC/UCDavis/W.Dawson et al. 2012; Optical:
NASA/STScI/UCDavis/W.Dawson)]
where Σm is defined by Markevitch as the ’mass column density of the main cluster along
the sub-cluster’s trajectory’ and vff is the free-fall velocity. As one can see, the sub-cluster
velocity is an important factor in this equation. In the case of the Bullet Cluster, this has
been derived from the Mach number of the shock front. Besides being good laboratories
for studying the nature of dark matter, shock features near the plane of the sky also offer a
window into the ICM attainable temperatures during such collisions. A further discussion
will be given in Chapter 8, describing the famous case of the Bullet Cluster in more detail.
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3.6 Milestones for interferometric SZ studies
Thesis outline: The main motivation for this thesis was not only to identify those areas
of galaxy cluster research which can benefit from high-resolution interferometric Sunyaev-
Zel’dovich follow-up, but also to quantitatively demonstrate how these concepts can be
put into practice via data/simulation analyses.
Below, I will incentivize the identified topics formed on the basis of the previous in-
troduction and pose the questions that initiated work on this thesis.
Bolometer single-dish and interferometric SZ observations
Single-dish SZ measurements from ACT, SPT, BOLOCAM and APEX-SZ cannot map
the SZ signal at angular resolutions lower than 1′ and may suffer from systematics inherent
to bolometer single-dish data reduction. Hence, cross-calibration between interferometric
and bolometer single-dish measurements are vital to assess any biases in their respective
data analyses.
Figure 3.17: The combination and comparison of interferometric and single-dish data
is motivated by the need to improve the accuracy and precision of mass-proxies as well
as to assess systematics through morphology-induced or instrumental effects. This is
exemplified via the latest SPT scaling relations (Saliwanchik et al. 2013, left) as well
as the AMI/Planck comparison, illustrating a mismatch between Planck and AMI data
(Planck intermediate Results II, 2013, bottom right). The proposed approach in this thesis
is to assess these effects in a single-cluster APEX-SZ follow-up study with interferometric
observations (instrument image credit: CARMA, APEX-SZ collaboration). Note that the
’test for systematics error’ merely serves as an indicative illustration for a possible galaxy
cluster parameter mismatch and does not address the specific cluster.
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Recently, AMI and Planck observations of 11 clusters in the redshift range 0.11<z<0.55
were compared in the Y500 − θ500 plane (Planck intermediate Results II, 2013). In the
majority of cases, the interferometric visibility fitting results in best-fit models, that are
fainter and smaller than those inferred from the Planck data, with 3 clusters showing dis-
agreement between the derived acceptable parameter spaces. They speculate the cause of
these differences to being either of a systematic nature or due to a limited and inappropri-
ate parameter space choice. Such cross-calibrations, not only between different observing
strategies but also between similar wavelength studies, will become ever more important
as we are reaching observable/mass-proxy relations that are limited by systematics.
Questions:
• How good is the cross-calibration between clusters from our APEX-SZ sample and
interferometric observations ?
• How can interferometric and single-dish observations be combined
in the image plane ?
• How well do parametric fits of the single-dish and interferometric SZ data agree
and in what ways can they complement each other in galaxy cluster pressure profile
studies ?
Applied approach
Being part of the APEX-SZ collaboration, which made targeted APEX-SZ cluster obser-
vations, several clusters from this bolometer single-dish SZ data set lend themselves to
interferometric follow-up. Further details on the APEX-SZ sample selection criteria and
observations are given in chapter 4. The radio interferometer choice for the follow-up
program was based on uv-coverage, uv-range, and required on-source integration time
given the typical array flux sensitivity and resulted in choosing a combination of the
SZA/CARMA arrays.
Two proposals for CARMA/SZA observations (PI: Sandra Burkutean) of the galaxy
cluster MS0451 were accepted and observed. The galaxy cluster and interferometer choice
for this pilot study are outlined in chapter 5. In addition, interferometric data analysis
and its combination with APEX-SZ data is described in this chapter.
I developed a Bayesian Markov Chain Monte Carlo model fitting approach to test the
suitability of interferometric and single-dish data in probing the chosen galaxy cluster’s
pressure profile. This is outlined in chapter 6. In view of an elliptical elongation of MS0451
in the plane of the sky, as seen from SZ and X-ray observations, the theoretical and com-
putational frameworks for a triaxial cluster analysis are given in chapter 9. More recently,
a third SZA proposal in the form of a collaboration proposal on three additional galaxy
clusters was accepted for which I undertook the proposal planning and writing on behalf
of the APEX-SZ collaboration.
During the course of this thesis, data, which were not yet publicly availble at the onset
of this project, have now become publicly available. These new data offer the opportunity
to extend the single cluster MS0451 study to a wider investigation, using the techniques
developed in this thesis. The ’Future Investigations and outlook’ chapter further sketches
out the possible analyses on a cluster-by-cluster basis.
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Distinguishing cool-core from non-cool core galaxy clusters
It is particularly in the core regions that CC and NCC clusters have been shown to differ.
Hence, in light of the need to classify clusters as cool-core/cooling-core or morphologically
disturbed systems, surveys could indeed benefit from high-resolution SZ follow-up. Under
the assumption of hydrostatic equilibrium and spherical symmetry a pressure profile could
be obtained from such investigations for clusters whose X-ray photon count statistics
might not be sufficient for an annularly binned temperature profile fit. This is particularly
motivated by the need for high-redshift galaxy cluster studies for which the cosmological
dimming is a particular issue with regard to the required X-ray on-source observation
time.
Figure 3.18: The motivation for pressure profile studies. Top: Simulated luminosity
maps of cool-core clusters by Andersson et al. (2009) with annotated maximum recoverable
angular scales for ALMA (dashed circle) and ACA (dotted circle). The colour scale is in
units of 1044 erg s−1 (”)−2. An artist’s impression of the full ALMA/ACA array is given
below (image credit: top) Andersson et al. (2009), bottom) ALMA (ESO/NAOJ/NRAO))
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A morphological galaxy cluster classification that complements already exisiting methods
such as surface brightness excess and BCG offset, would allow the evolution of scaling
relations to be monitored more effectively out to very high redshifts. In addition, the na-
ture and evolution of cool-core or, in fact, cooling core, systems in terms of any evolutions
in the characteristic cluster pressure profiles could also be mapped if such a follow-up
study was made for a well-defined cluster sample. With the new ALMA interferometer
being close to completion, the potential for a new era of combined high-resolution and
high-sensitivity interferometric SZ observations has opened up.
Questions:
• Which interferometer combination is best suited for galaxy cluster profile studies?
• Over which mass and redshift range can morphologically relaxed and disturbed clus-
ters be imaged for realistic on-source integration times and weather conditions ?
• To what extent can different pressure profiles be distinguished quantitatively with
interferometric SZ observations ?
Applied approach
As in the case of the follow-up MS0451 project, the choice of the interferometer com-
bination focusses mainly on uv-coverage and required observation times. Since no joint
SZ ALMA/ACA observations are available up to this date, this investigation is based on
interferometric mock simulations in conjunction with the developed Bayesian MCMC in-
terferometric visibility fitting code. The pressure model choice is described in chapter 6
and image galleries provide an overview of the results (Appendix B).
Shocks in galaxy clusters
In order to distinguish shock fronts from cold fronts in galaxy clusters via X-ray observa-
tions, both density and temperature profiles are needed. The profile deprojection greatly
depends on the assumed shock symmetry and modeling.
Sunyaev-Zel’dovich observations, being directly dependent on the integrated pressure
along the line of sight, can greatly contribute to galaxy cluster shock studies (Korngut et
al. 2011, Mason et al. 2010). For cases with optimal geometric projection, the pressure
jump can be used to derive the Mach number of the shock, which in itself can contribute
in giving upper limits on the dark matter cross-section. The temperatures attainable in
such shock structures can also help our understanding of the nature of electron-proton
equilibration. Using the gas equation of state and assuming a particular 3D shock struc-
ture, information on the integrated pressure can therefore greatly help in pinning down
this issue.
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Figure 3.19: A sketch of a galaxy cluster collision scenario taking place in the plane of
the sky, involving a small-mass sub-cluster that passes through the centre of the main
cluster causing gas to be stripped from the sub-cluster. A shock front is produced
in front of the sub-cluster. The ALMA/ACA artist’s impression is taken from ALMA
(ESO/NAOJ/NRAO).
High-resolution SZ observations of the Bullet Cluster will thus allow us to address the
following questions:
I What electron temperatures are present in the most prominent galaxy cluster merger
shock front known?
II What are the processes that heat the plasma electrons in the shock front ?
III What is the upper limit of the dark matter collisional cross-section computed from
the sub-cluster Bullet velocity via joint SZ and X-ray information ?
Since interferometric observations of the most famous case for such a shock feature - the
Bullet cluster - are not yet available, one has to resort to simulations to identify the
feasibility of such high-resolution observations. I therefore address the following topics:
• Given that hydrodynamical simulations of the Bullet cluster shock structures were
not publicly available, how can one model the Bullet cluster shock structure ?
• Which combination of ALMA/ACA observations of the Bullet cluster is both, feasi-
ble and realistic ?
• Can different post-shock temperature scenarios be distinguished from the strength
of the SZ shock feature in the mock simulated images ?
Applied approach
Since high-resolution hydrodynamical simulations were not availabe to our group, I used
a simplified model based on the results of Markevitch et al. (2002). The suitability and
potential shortcomings of this model are discussed in chapter 8 alongside with a compar-
ison to previous Bullet Cluster simulation studies. In addition, mock simulations using
ALMA /ACA Cycle 2 configurations are presented for different mean post-shock temper-
ature models.
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Chapter 4
Technical Background
In sight of the fact that the following chapters will assess and compare interfero-
metric and bolometer single-dish measurements of the Sunyaev-Zel’dovich effect
in galaxy clusters, the different technologies and data processing techniques are
outlined in this chapter.
The concept of radio interferometers, described in its most basic sense as an array
of multiple telescopes, is exemplified via the consideration of a simple two-element
system, whose extension to a full array is further outlined via my interferometric
simulator and its subsequent comparison with the simulator built into the CASA
data reduction software.
In the bolometer array data reduction overview, the focus is layed on APEX-SZ,
particularly with regard to the pipeline processing developed by the APEX-SZ
collaboration. My project within this collaboration, being the interferometric
follow-up and comparison of single clusters from the APEX-SZ galaxy cluster
sample, relies on the concepts of the pipeline transfer function and bolometer
map cleaning methods, developed by the APEX-SZ collaboration and introduced
in this chapter.
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4.1 A brief introduction to Radio Interferometry
Radio interferometers consist of several antennas whose output signals are brought to-
gether in a correlator. In the case of very long baseline interferometry (VLBI), these
antennas can be placed thousands of kilometres apart, spanning whole continents. In
this thesis, I will focus on connected-element arrays such as CARMA/SZA, JVLA and
ALMA/ACA whose maximum baselines, the physical distance between two antennas,
range from less than ten metres to several kilometres and whose operation is based on
mechanical dishes rather than omni-directional antennas, as is the case for LOFAR.
The largest mechanically movable single-dish telescope is the Green Bank telescope
with 100 m ×110 m, followed by the Effelsberg telescope, which measures 100 m in diam-
eter. Building larger single dish telescopes is unfeasible from engineering considerations,
so that one must turn to interferometers if one requires higher angular resolution mea-
surements than those currently offered by single-dish telescopes at a given frequency.
Before delving into the full principle of aperture synthesis, one may start by examining
a simple two-element system Fig. (4.1). The subsequent discussion follows the approach
of Taylor et al. (1999) and Thompson, Moran & Swenson (2001). Suppose that the astro-
nomical source under investigation is a long way away such that the incoming signal can be
described by the plane wave approximation. In order to simplify the following discussion,
I will neglect polarization which would require a matrix notation. In addition, a homo-
geneous array will be considered. One may also imagine a situation in which the signal
is not attenuated along its path or, in other words, that the space between the emission
region and the observer is empty. Please note that this assumption will break down in
reality due to absorption, emission and re-emission processes. These can have their origin
in astrophysical sources, or indeed, through the effect of the Earth’s atmosphere through
which the radiation must pass before reaching our telescopes.
In the two-element interferometer set-up, one can see from Fig. (4.1) that there will
be a geometric path delay of τg = (B · s0)/c between the antenna ant1 and antenna ant2
separated by a baseline B, since the plane wave reaches ant1 before ant2. This delay is
compensated for by an instrumental path delay τi in one of the antenna’s signal paths,
Fig. 4.1 (4), such that the source can be tracked. In order to introduce the concept
of time-domain fringes, first consider the case where τi = 0 and V1(t) and V2(t) denote
the time-varying voltage outputs of ant1 and ant2 respectively. These voltages are then
multiplied in a correlator, giving the cross-correlation in the form of a cosine fringe pattern
R12(τg) =
1
2〈V1(t)V2(t)〉 =
V1V2
2 cos(2piντg). (4.1)
The astronomical fringe rate depends on the Earth rotation and is thus known. This fringe
rate is different from contributions from the atmosphere, ground-spill or other terrestrial
interference. The angular pattern of the normalized reception pattern, the primary beam
A, of a single dish consists of a main lobe and lower amplitude side-lobes away from
the pointing centre, s0. For a monochromatic point source passing above the 2-element
interferometer as the Earth rotates, under the assumption that the effect of bandwidth
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Figure 4.1: The workings of a radio interferometer: Radiation from the tracking centre
in direction .s0 is received at ant1 and ant2 with a time delay that is accounted for by
an instrumental time delay added to the signal of one of the antennas (4) after initial
amplification (1), frequency down-conversion through mixing with a local oscillator signal
(2) and additional phase corrections (3) as well as potential other phase corrections (4)
to both antennas. The signals are then cross-correlated in a complex correlator (5). The
projected baseline is shown in the uv-coordinate system defined by (u,v,w) whose normal
is in the tracking centre direction and thus parallel to the sky coordinate axis (n). The
latter is orthogonal to the tangent plane in wich (l,m) lie. (SZA image credit: CARMA,
sketch made after example in Thompson, Moran & Swenson (2001))
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can be neglected, one can write an expression for the corresponding visibilities Vi,j(u, v),
exploiting the geometry in Fig. 4.1 and applying the small-angle approximation
Vi,j(u, v) =
∫ ∫
A(l,m)Bν(l,m)e−2pii(ul+vm)dldm, (4.2)
where A(l,m) is the antenna response and Bν(l,m) is the source brightness distribution.
We can therefore recover both, the amplitude and the phase, since Vi,j is complex. This
means that, if we had complete uv-coverage, one would recover the source brightness
distribution through a 2D Fourier Transform for a source small in extent such that the
small angle approximation holds. Complete uv-coverage would, however, imply an infinite
number of baselines which is clearly not possible for interferometric arrays. Interferometric
arrays are designed in such a way as to optimize the uv-coverage for a given number of
telescopes, producing a characteristic sampling function whose inverse Fourier Transform
gives the synthesized beam. The sampling function, S(u, v), is zero at all points in the
uv-plane except for at the interferometrically sampled uv points, giving
Idirty =
∫ ∫
V (u, v)S(u, v)e2pii(ul+vm)dudv . (4.3)
The noise in the image plane for a homogeneous array made up of N antennas is
σs =
2kTsys
/q/cAeff
√
N(N − 1)np∆νtint
, (4.4)
with a correlator efficiency /c, a quantization efficiency, /q, number of polarizations, np,
bandwidth per polarization, ∆ν, on-source integration time, tint, system temperature, Tsys
as well as an effective area Aeff, which itself is related to the rms surface accuracy through
the Ruze formula and the geometrical dish area.
’Aperture Synthesis Imaging Simulator’
In order to verify the proper workings of the earlier versions of CASA’s interferometric
simulator (simdata in CASA V. 3.2 and below), I wrote an interferometric simulator code,
that can simulate the uv-coverage and synthesized beam, given a set of antenna positions.
In addition, the workings of CASA’s natural and uniform weighting were examined with
my simulator. The results from the two simulation packages were found to aggree when
set to the same observing conditions. This cross-check was, at the time, important since
several mock interferometric simulations were used to make predictions for ALMA, JVLA
and CARMA/SZA proposals for which accurate predictions on the trade-off between uv-
coverage, observation time and required sensitivity were crucial.
My simulator had the advantage to earlier CASA simulators in that flagging due to ele-
vation limits could more easily be identified and manual noise addition was more intuitive.
The simulator code was extensively used in the initial testing phase of my visibility fitting
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Figure 4.2: Simulator comparisons. Top: A uv-coverage comparison of simulated SZA
array observations via my simulator (green) and CASA (red) with the central uv-coverage
being shown as a zoomed in image (top right). CASA exploits the symmetry in the uv-
plane such that only half the visibilities are diplayed. Bottom: Weighting comparison
between my simulator (green) and CASA (red) for natural (left) and uniform (right)
weighting.
code (Chapter 6). In the latest CASA versions, the aforementioned difficulties have now
been rectified through the option to display flagged visibilities on top of the non-flagged
data as well as through the availability of separate ’simobserve’ and ’simanalyze’ tasks that
separate the aperture synthesis and imaging steps. The first step in my simulator/CASA
comparison lies in the examination of the uv-coverage for a given set of antenna positions
and subsequent Earth sysnthesis.
The SZA is taken as an example array and the corresponding CASA and my simulated
uv points agree very well (Fig. 4.2). In order for the visibilities to be transformed back
to the image plane, they need to be gridded onto a regular grid before being subjected
to the Fast Fourier Transform (FFT) algorithm that is computationally much faster than
conventional fourier transforming.
Before inversion, the visibilities can be weighted taking into account factors such as ta-
pering, system temperature and single visibility accumulation time or, indeed, the density
of weights in the uv-plane. Uniform weighting applies the same weight to all visibilities
by applying a weighting factor proportional to the inverse of the number of visibilities
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within a specified small sub-set of the uv-plane such as a box or circular region. It thus
maximizes the attainable angular resolution at the cost of decreasing sensitivity. Natural
weighting does not apply such a weighting factor and therefore retains information of the
intrinsic density variations in the uv-plane. As such, it results in maximum sensitivity but
does not give as high an angular resolution as the uniform weighting case (Fig. 4.2).
Due to the fact that incomplete sampling introduces sidelobes in the final dirty image,
de-convolution algorithms such as CLEAN or MEM need to be applied to generate cleaned
images. The clean algorithm is introduced via its application to bolometer single-dish data
in section 4.3.5, whose basic principles follow the interferometric clean method, the most
important difference lying in the interferometric clean beam peak normalization to 1.
4.2 A selection of current interferometers
The specifications of interferometers with relevance to galaxy cluster observations as well
as open proposal calls are given in Fig. 4.3. Only those arrays with current calls for open
observing time are included. As one can see from the offered frequency bands and baseline
ranges, all three istruments are suitable for SZ observations. The sensitivities as well as
the uv-coverage are the limiting factors in determining the array choice. This stresses the
need for interferometric simulations that quantitatively illustrate these effects.
Figure 4.3: Interferometers suitable for SZ cluster observations and the available fre-
quency bands and baselines. Numbers in blue indicate planned future frequency bands.
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4.3 APEX-SZ
The APEX telescope is located on Llano de Chajnantor at 5107 m altitude in the Atacama
desert, Chile. Its design is an on-axis Cassegrain with 12-m diameter. The APEX-SZ
experiment is a collaboration between Berkeley, University of Bonn, MPIfR, University
of Chicago, Onsala, Cardiff, MPE and ESO operating a 280 element bolometer camera
during 2007−2010 at the APEX telescope. Targeted observations of over 40 X-ray selected
galaxy clusters were made.
4.3.1 APEX-SZ - technology
For the APEX-SZ observations, the signal was collected by the APEX-SZ primary mirror
and then reflected by re-imaging optics in the Cassegrain cabin into the cryostat (Fig. 4.4).
The latter encompassed filters, lenses as well as the bomometric array and superconducting
quantum interference devices (SQUIDs) readout electronics (Schwan et al. 2011). A Pulse-
tube cooler and a 3-stage helium sorption refrigerator ensured that the bolometers are
cooled down to 280 mK.
Figure 4.4: APEX-SZ: the technology. a) The cryostat and two mirrors at the bottom
(Dobbs et al. 2006) b) a bolometer wafer (Schwan et al. 2011) c) 330 element bolometer
array composed of 6 bolometric wafers (Schwan et al. 2011) d) A single pixel showing the
location of the TES (Westbrook et al. 2009).
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The bolometer array consisted of 6 bolometric wafers each having 55 elements (Fig. 4.4).
It was found that one of the sub-arrays was not functional and that a further 14 elements
had faulty SQUIDs and a few did not have the desired optical efficiency (Schwan et al.
2012). This meant that, during the observations, typically 170-180 of the remaining 280
channels could be used (Fig. 4.6b).
4.3.2 Operation of a bolometer
The response of incoherent detection is proportional to the power of the incoming radi-
ation. Bolometers operate on the principle of direct thermal detection and offer both,
high sensitivity and wide bandwidth in the sub-mm range. The detectors of the APEX-
SZ receiver are sub-arrays of transition-edge sensor (TES) bolometers whose operation is
described below. A summary of the work done by the APEX-SZ collaboration on data
aquisition and processing is also presented.
Bolometer elements consists of an absorber with heat capacity C and a thermistor,
which are thermally connected to a heat sink of temperature Ts through a thermal con-
ductance, G, as depicted in Fig. 4.5.
Figure 4.5: A sketch of the main components of a bolometer element and a typical
resistance-temperature sketch for a Transition Edge Sensor (TES) bolometer.
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A thermistor is a device whose resistance changes as a response to a temperature change.
In this case, a temperature change of the absorber is brought about by the incident power of
the photons that have been reflected into the detector. A typical time constant indicating
the time between independent measurements is the intrinsic thermal time constant τ0,
given by the ratio of the heat capacity of the absorber to the conductance of the thermal
link
τ0 =
C
G
, (4.5)
since it is the thermal link through which the cooling process takes place. This change
in temperature thus results in a change in resistance. Ideally, one would like to use a
thermistor whose resistance changes as much as possible for a given temperature change.
One type of thermistor is the semiconducting bolometer whose resistance is dependent on
temperature via the relation
R(T ) = R0e(
δ
T )
1
2 (4.6)
and is thus exponentially dependent on the root of the ratio between the band gap and the
bolometer temperature. In recent years, it has become possible to manufacture bolometer
arrays of superconducting bolometers via micro-lithographic processes. These bolometers
operate in the superconducting transition, i.e. the transition between the normal and the
superconducting state, and are named Transistion Edge Sensor (TES) bolometers. The
APEX-SZ detector is composed of such arrays of TES bolometers (Fig. 4.4). They have a
very sharp resistance-temperature relation near the critical temperature, 465 mK and 570
mK for the type-1 and type-2 APEX-SZ TES bolometers (Schwan et al. 2011), as shown
by the sketch in Fig. 4.5.
In order for a TES bolometer to be stable, it needs to be voltage biased so that the total
power remains constant through negative electrothermal feedback (ETF), thus ensuring
that the TES stays in the transition state. This can be exemplified by the following
consideration of energy conservation which follows Lee et al. (1998)
P0 + δPeiwt +
V 2b
R
− V
2
b
R2
dR
dT
δTeiwt = G(T − Ts) +GδTeiwt + iwCδTeiwt , (4.7)
where Vb is the bias voltage and the first term on the rhs gives the power flowing through
the thermal link. The conductance is
G = A
l
(
1
Ts− T
∫ Ts
T
κ(T )dT
)
(4.8)
where κ(T ) is the thermal link conductivity, A is the cross-sectional area and l is the length
of the thermal link. The last term in Eq. 4.7 on the rhs originates from the power stored
in the heat capacity of the detector C. As one can see by inspecting the time-invariant and
time-variant parts of Eq. 4.7 separately, for a detector with dRdT > 0, an increase in the
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power incident on the detector leads to an increase in the detector’s resistance, and thus
to a decrease in the bias power through the term −V 2bR2 dRdT δTeiwt. This can be quantified
by a single parameter, the loop gain,
L(ω) = Pbα
GT (1 + iωτ0)
. (4.9)
Since it is the change in current as a function of a change in received power that one is
interested in, one defines the responsitivity to be
δI
δP
≈ − 1
Vb
(4.10)
in the limit where ω << 1τ and τ =
τ0
L+1 . It is this change in current which is then
measured with the superconducting quantum interference devices (SQUIDs) (Schwan et
al. 2011).
4.3.3 APEX-SZ data analysis
Two scanning strategies were used with APEX-SZ for science and flux calibrator observa-
tions - a raster scan pattern at constant elevation and, primarily, a drift circle scan pattern
fixed in azimuth/elevation for each pass, different passes being separated by elevation in-
crements (Fig. 4.6a).
The latter was the preferred scanning strategy for science targets. One set of circular
scans fixed in azimuth/elevation typically consists of 20 circular subscans each of 5 second
duration with a circular scan radius chosen as a function of redshift (M. Sommer PhD
Thesis). Not only does the full cluster radial extent need to be covered but the circles
must also cover a sufficiently extended region in order to be able to baseline relative to the
primary CMB (M. Sommer PhD Thesis). The resultant timestreams of the observations
are the data products. Below, a brief outline of the APEX-SZ data processing developped
by the APEX-SZ collaboration is given (for a detailed discussion see Martin Sommer’s
and Amy Bender’s PhD theses).
In order to determine the overall instrument beam size, a point source such as Mars (seen
in relation to the final beam) was observed in a raster mode. Co-adding the data from all
working bolometers, Fig. 4.6b, yielded a beam shape whose best gaussian fit has a FWHM
of 58′′ (Fig. 4.6c). The central frequency was found to be 151 GHz via
νc =
∫
F (ν)νdν∫
F (ν)dν (4.11)
where F (ν) is the bandpass shape. Absolute flux calibration was also done with Mars
observations.
The data processing included the removal of bad channels as well as of spikes and
glitches in the data timestreams. In addition, timestream atmosphere removal was ensured
through a joint polynomial + elevation-dependent term fitting and subtraction. Signals
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Figure 4.6: A summary of the main reduction steps of APEX-SZ. a) A circular sub-
scan scan pattern in constant EL/AZ (image credit: Amy Bender Thesis). b) Individual
bolometer beams for the TES bolometers in the wafers that are operational (Schwan et
al. 2011). c) The beam pattern obtained from the co-added beam map (Schwan et al.
2011). d) A raw map of APEX-SZ MS0451 data.e) The weight map of the galaxy cluster
MS0451. f ) The MS0451 point source transfer map zoomed into the scanning pattern.
All APEX-SZ maps were produced by Martin Sommer.
correlated across the array were also removed (Nord et al. 2009). The map-making
included weighting by the inverse rms squared of individual channels (individual bolometer
signals). With the reduction pipeline being in operation, it was then possible for the
APEX-collaboration to quantify the sum of all steps via a point source transfer function
(PST). This PST was obtained by passing a beam-convolved point source through the same
pipeline steps, that were previously used for the particular galaxy cluster observation. The
derived transfer function can therefore be used to predict the effect of the pipeline on a
given input cluster model,
Mpipe =Mmodel ⊗ T +N (4.12)
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where Mmodel is the input model, T is the point source transfer function and N is an
APEX-SZ noise map. The jack-knived noise maps are formed by multiplying half of the
timestreams by −1 before the mapping steps (Nord et al. 2009). It has recently been found
that the circular scan pattern and its subsequent intrinsic non-uniform map coverage affect
the viability of the transfer function. In this thesis, the point source transfer method is
nevertheless adopted.
4.3.4 APEX-SZ sample
The APEX-SZ sample consists of 43 galaxy clusters, a sub-set of which constitutes 11
out of 13 clusters from the statistically complete X-ray selected REFLEX-DXL sample
by Zhang et al. (2006). The redshift distribution of the extended DXL and low-redshift
samples is illustrated in Fig. 4.7. Note that a few selected clusters supplement the sample
at higher redshifts and are not included in the graph. The morphological classification of
all 43 clusters was obtained from literature (see chapter 7).
Figure 4.7: The X-ray selected sample (image credit: F. Pacaud). These targets are com-
plemented with supplementary cluster observations, some of which are at higher redshift
and don’t belong to the X-ray selected sub-set.
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4.3.5 The APEX-SZ CLEAN method
Within the framework of his PhD thesis, Martin Sommer developed a way to de-convolve
bolometer single-dish maps given a point source transfer function. The clean method relies
heavily on the validity of the PST, since it assumes that the final map can be thought of
as the sum of PST convolved point sources,
Mpipe =
i=N1∑
i=1
j=N2∑
j=1
αcl(i, j)δ(i, j) ⊗ T +N (i, j) (4.13)
for a map, Mpipe, of size N1 × N2 and clean components with amplitudes αcl(i, j). As
with for every type of clean algorithm, the maximum peak is located in the map, which is,
in this case, a beam-smoothed signal-to-noise map. This extra smoothing helps to avoid
primarily picking up pixel noise.
A conversion factor quantifies the effect of the joint convolution with the PST and the
smoothing kernel on a unit point source at the position of the peak. The peak signal is
then corrected by this conversion factor and the result is added as a clean component to
the clean map.
The PST convolved point source is then subtracted from the raw map and the process
of peak searching is repeated on the new kernal smoothed SNR residual map. After
cleaning, the clean components are convolved with the APEX-SZ beam and added to the
final residual map.
4.4 Conclusion
This chapter thus presents my interferometric simulation code, placing it in comparison
with the available CASA software simulator. This investigation is vital as it lays the foun-
dation for the testing of my interferometric visibility fitting code, having examined, and
subsequently reassured, the proper workings of the CASA visibility generation. The out-
lined pipeline transfer function as well as the jack-knive noise generation, both developed
by the APEX-SZ collaboration, provide the vital inputs for my APEX-SZ galaxy cluster
pressure profile fitting code, which is further described in Chapter 6.
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Chapter 5
CARMA/SZA observations of MS0451
During the course of this thesis, I devised a single cluster pilot study via two
accepted proposals (PI: Burkutean) for the CARMA/SZA interferometric arrays,
giving a total interferometric observation time of 75 hours.
The cluster choice was tailored not only towards cross-calibration of the
interferometric and the available APEX-SZ data sets but also towards a more
involved multi-wavelength triaxial galaxy cluster study, the theoretical simulation
framework of which is described in chapter 9.
The interferometric data from the SZA/OVRO/BIMA arrays was analysed with
separate and joint-heterogenous imaging. The visibility data itself covered a far
wider uv-range than the previously reported 30 GHz OVRO observations. I also
present an image plane combination of the cleaned APEX-SZ and interferometric
maps. This, in turn, motivates the parametric fitting approach in chapter 6.
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5.1 Scientific and technical objectives
Having established in the previous chapters that cluster scaling relations rely heavily on ac-
curate and precise mass proxy deductions, which themselves may be subject to instrument-
induced systematics or, in fact, due to an intrinsic morphological bias, these factors can
be studied with the available APEX-SZ cluster sample, which lends itself well to follow-up
high resolution studies with interferometers. In order to design such an interferometric
APEX-SZ follow-up project, I chose a galaxy cluster out of the APEX-SZ sample in or-
der to explore two projects; one that has a scientific focus and another that is of a more
technical nature.
Scientific project
The scientific goal of this particular investigation is based on examining the pressure pro-
file of the intra-cluster gas. This is motivated by the need to find accurate and precise
measurements of the integrated SZ signal over a given radius, in the case of Ysph, or
aperture for Ycyl, in order to serve as a mass proxy for cosmological investigations. Its
immediate use for a single-cluster study is to provide a means to diplay the acceptable
parameter space for the interferometric and single-dish data and thus to examine the ad-
vantages and disadvantages of both observing methods. This, in turn, will motivate a
joint interferometric/single-dish follow-up program of additional clusters, that is outlined
in Chapter 9.
Technical project
The technical project is concerned with the nature of single-dish and interferometric data
combination, which, in the particular case of Sunyaev-Zel’dovich observations, has not
been done to this date. This involves both, combinations in the image plane as well as
comparisons in the visibility plane. The latter opens up the possibility to compare inter-
ferometric and single-dish parametric Markov Chain Monte Carlo Bayesian model fittings
(Chapter 6). In the era of ALMA and future CCAT observations, such techniques will
become ever more important since the unprecedented sensitivity of current interferomet-
ric arrays as well as future single-dish experiments will enable detailed Sunyaev-Zel’dovich
studies of individual clusters to be made, covering scales from a few arcseconds to several
arcminutes (Chapter 7). Combining single-dish and interferometric Sunyaev-Zel’dovich
data is thus an approach, which will have numerous applications in the near future.
Future scientific outlook
In order to infer the 3D pressure profile of the ICM gas in galaxy clusters, most inves-
tigations assume spherical symmetry alongside with hydrostatic equilibrium. It has only
been recently, (Sereno et al. 2011, Morandi et al. 2011), that a multi-wavelength triaxial
structure analysis including dark matter and ICM parameters, has been put forward. The
aim of such modeling is to infer the 2D likelihood regions of the triaxial cluster shape
parameters in conjunction with non-thermal pressure support factors. Such triaxial shape
determinations are crucial when examining outliers in weak-lensing mass/gas-derived mass
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comparisons, that may bias scaling relations. These outliers may originate from very
disrupting merger events or from spherical shape assumptions being imposed on more
triaxially-shaped clusters. For large samples, shape variations will average out (Battaglia
et al. 2012) and spherical symmetry assumtions are believed to be sufficient. The study of
cluster ellipticity as a function of redshift will profit from triaxial analyses, if one is to infer
knowledge of the acceptable shape parameter space, or indeed lack thereof. Within this
thesis, the computational framework for such triaxial fitting has been initiated (Chapter
9), which will later be applied to a full multi-wavelength analysis on the chosen cluster.
Preliminary X-ray analyses of archival Chandra data are also discussed in Chapter 9.
5.2 The CARMA interferometer: a first overview
The Combined Array for Research in Millimeter-wave Astronomy (CARMA) is an inter-
ferometric array located in the desert Owen’s Valley at Cedar Flat, California, at 2200m
altitude. It is jointly operated by the California Institute of Technology, the Univer-
sity of California Berkeley as well as the Universities of Illinois, Maryland and Chicago.
The heterogeneous interferometric CARMA array is made up of the Owens Valley Ra-
dio Observatory array (OVRO), the Berkeley Illinois Maryland Array (BIMA) and the
Sunyaev-Zel’dovich Array (SZA). For each observing cycle, 30 % of the total allocated
time is given to institutions outside of the CARMA collaboration.
Figure 5.1: The CARMA interferometer is composed of the 3.5m diameter SZA antennas
as well as the 10.4 and 6.1m diameter OVRO and BIMA arrays. These can operate as
8-element, 15-element or 23 element arrays. (image credit: CARMA)
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The array comprises 23 antennas that can operate as a joint array or as two OVRO/BIMA
and SZA sub-arrays. The 15-element sub-array consists of 6 OVRO antennas with a dish
diameter of 10.4 m and 9 BIMA antennas with a dish diameter of 6.1 m.
The 8 SZA antennas, with a dish diameter of 3.5m, have 26-36 GHz and 85-115 GHz
single-sideband receivers. Up until the 2012b semester, the 15-element array had 215-265
GHz and 85-116 GHz double-sideband receivers. It was equipped with single-sideband 26-
36 GHz receivers in the 2013a semester. The 10.4 and 6.1 m antennae correlator provides
a maximum bandwidth of 4 GHz per sideband. During the time of observations reported
in the next sections, the SZA had a fixed correlator setting of 15 bands, each consisting
of 15 × 31.25 MHz channels, giving a total 7.5 GHz bandwidth.
The 15-element array has 5 different configurations with maximum angular resolutions
ranging from 0.3” to 10” at 100 GHz. The SZA has two different configurations, named
SH and SL, for high and low declination targets respectively.
The SZA antenna positions were devised such that the array consists of 6 closely-spaced
antennas which are supplemented by two outer antennas that provide the long baselines
necessary for high-resolution point source detection.
Instrument selection
The APEX-SZ observations span a galaxy cluster declination range of ≈ −56deg to
≈ +17deg. In terms of interferometer-based pressure profile follow-up studies, this narrows
down the interferometer selection to the JVLA, CARMA-SZA, AMI and ALMA/ACA
arrays. The JVLA does not provide the desired uv-coverage and sensitivity within rea-
sonable observation times. In addition, it lacks the short baselines necessary for APEX-
SZ/interferometric cross-calibration studies.
ALMA/ACA does provide shorter baselines than the JVLA due to its 7 m dishes that
can be closely packed at 9 m distance from each other. However, the lack of Band 1 re-
ceivers makes the annular overlap region with APEX-SZ insufficient for cross-calibration
of the wide angular scale signal. The AMI instrument would provide the required scales
but has no public opening for proposal submission. Its location demands long observing
times to reach sensitivity levels required for cluster Sunyaev-Zel’dovich observations.
The CARMA/SZA array overcomes these shortcomings, with the 3.5m dishes having
Band 1 and Band 3 receivers and the location being at high altitude in a dry climate. Its
choice as the prime instrument for APEX-SZ cluster follow-up projects is further outlined
in section 5.4.
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Figure 5.2: APEX-SZ sample declination range for the whole sample (blue, using the
APEX-SZ pointings) and the combined low redshift eDXL and high redshift Lx sample
(red, using the X-ray centres) (X-ray information by F. Pacaud). The limit below which
CARMA/SZA observations are not feasible is denoted by a green line. Observations with
a declination margin above -25 deg are to be preferred for a decent tracking of the source.
Figure 5.3: The galaxy cluster MS0451. Left: An adaptively smoothed XMM-Newton
X-ray image by F. Pacaud. Right: The APEX-SZ signal to noise image by M. Sommer.
Both images indicate an elliptical projected shape.
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5.3 Galaxy cluster choice
Taking CARMA/SZA as the desired follow-up instrument, limits the galaxy cluster se-
lection to higher declination targets, since observations beyond and excluding -30deg
(CARMA sensitivity calculator) are not feasible from antenna shadowing considerations
for the low declination SZA antenna configuration SL (Fig.5.2). With this selection cri-
teria, there are 38 clusters (including APEX-SZ non-detections) suitable for the desired
pilot study. Out of this sub-sample, the galaxy cluster choice was driven by the
availability of high quality complementary X-ray data, weak lensing archival data, strong
lensing information as well as evidence for an elliptical shape in the APEX-SZ image in
order to offer the broadest scientific single-cluster study possible. MS0451.6-0305 is one
of the most X-ray luminous clusters, LX = 3.8 × 1011L# (Donahue et al. 2003), and has
a mass of M500 = (8.6-8.9) ×1014h−1M#.
In addition it exhibits a projected elliptical gas distribution as can be seen in our
signal to noise APEX-SZ map (Fig. 5.3). Recent results, Sereno et al. (2010), suggest
this cluster is strongly elongated along the line of sight. Archival Suprime-Cam Subaru
data, sufficient for at least a 3 filter weak lensing analysis, are available to allow for a high
resolution multi-wavelength study of MS0451. All these factors make MS0451 the ideal
target for a combined interferometric/single-dish study in terms of pressure profile param-
eter space comparisons, which have the potential for future multi-wavelength analyses. In
addition, its declination of -03d01m01.3s is well below the critical declination range near
-25 deg in which shadowing becomes a serious issue. It should however be noted that the
uv-coverage is not optimal for declinations near 0 deg.
5.4 Detailed justification for the interferometer choice
There are two complementary methods to assess an interferometer’s suitability for the
planned observations. One is the generation of mock simulations, as was done for the
CARMA proposals described below, the other is direct inspection of the uv-coverage.
The uv-coverage and radially binned visibility histograms are illustrated in Figs. 5.4 and
5.5. In this case, the actual observed data, as opposed to the mock simulated visibilities,
have been used. As one can see in Fig. 5.4, the uv-tracks are quite flat owing to the
low declination of -3.01 deg of the target cluster. One can clearly see the two outrigger
antennas of the SZA (red) in Fig. 5.4, whose baselines will be used in the later sections
to construct a high-resolution map of the target cluster in order to detect and remove
points sources present in the field. The uv-density relates to the sensitivity at the probed
scales. However, binned visibility histograms (Fig. 5.5) do not account for primary beam
attenuation at the larger scales. Hence, the characteristic scale beyond which the signal
cannot be recovered, typically 1/3 to 1/2 of the primary beam FWHM, has been labeled
in each plot for the SZA and CARMA antennas respectively. The baseline-type colour
coding will be consistent throughout this chapter. One should also note the characteristic
’hole’ in the uv-range for the SL-SZA configuration near 2 kλ. This gap will now be filled
with the recently installed Band 1 receiver on the OVRO and BIMA antennas, that was
not yet present at the time of proposal submission.
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5.5 Accepted Proposals
In order to assess the frequency and CARMA configuration choice for the proposed MS0451
observations for the CARMA December 2011 call for proposals, I made an extensive study
via simulated mock observations with the CASA simulator tool.
The results showed that a total of 24 hours total observation time (with overheads) in
the CARMA E configuration and 9 hours observation time in the SZA configuration at 90
GHz under typical weather conditions would ensure CARMA/APEX-SZ uv-overlap with
sufficient sensitivity, while offering synthesized beams of 13.7′′ × 8.9′′ and 53′′ × 36′′.
The proposal was accepted as program c0879 (P.I. Burkutean) for the 2012a semester,
which gave A priority to the SZA and B priority to the E-configuration MS0451 observa-
tions (Table 5.1). The priority level indicates the likelihood of a programme being observed
and gives an indication into the effort being made to schedule the observations under good
weather conditions.
In the c0879 program, no 30 GHz SZA array observations were asked for, in order to
focus on spatial scales smaller than or comparable to the APEX-SZ beam of 58′′.
In my next proposal, the technical goal focussed on an extension of the cross-calibration
analysis between interferometric and single-dish data as well as on an investigation into
joint interferometric/single-dish data, in order to reveal systematic errors from the neces-
sarily simplifying assumptions underlying each analysis and thus required 30 GHz data.
In this proposal run, a total of 52 proposals were accepted for the 30 and 90 GHz SZA
array of which 48 projects were B-priority and only 4 programmes were given A-priority.
My proposal was accepted as A-priority programme c1015 (P.I. Burkutean) and per-
mission was granted for additional observing time at 30 GHz beyond the time that was
requested (Table 5.1).
Table 5.1: CARMA programmes c0879 and c1015 (PI: Burkutean)
Array Central Frequency Priority Total observation time
GHz with overheads (hrs)
SZA 31.2 A 17.6
SZA 90.3 A 20.7
CARMA-E 93.1 B 36.8
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Figure 5.4: Visibility coverage of CARMA and the SZA. Top: UV-tracks of my MS0451
observations (section 5.5). Due to symmetry in the uv-plane only half of the baselines
are plotted. Bottom: The physical positions of the antennas. The dotted lines show
representative baselines. The baseline colour coding in both graphs is 30 GHz SZA (red),
90 GHz SZA (blue), 93 GHz BIMA-BIMA (black), 93 GHz BIMA-OVRO (green), 90 GHz
OVRO-OVRO (orange).
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Figure 5.5: Visibility histograms of CARMA and the SZA. Top: Radially binned visibil-
ity histogram for the 30 GHz SZA (red), 90 GHZ SZA (blue) and 93 GHz BIMA-BIMA
(black) baselines. The vertical dashed lines denote the scales beyond which no signal can
be recovered. The vertical dashed magenta lines denote the minimum and maximum scale
to which a signal can be recovered in the single-dish APEX-SZ observations. Bottom:
Radially binned visibility histogram for the 93 GHz BIMA-BIMA (black), 93 GHz BIMA-
OVRO (green), 90 GHz OVRO-OVRO (orange) baselines. The vertical dashed lines note
the scale beyond which no signal can be recovered and correspond to 1/3 primary beam
FWHM .
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5.5.1 Interferometric data reduction and imaging
The observed visibilities, V obsi,j , contain spectral and temporal variations from instrumental
and atmospheric effects
V obsi,j (u, v, ν) = gijgi(t)gj(t)
[
Bi (ν, t)B&j (ν, t)
]
Vi,je
i(θi(t)−θj (t)) , (5.1)
where Bi denotes the complex bandpass for antenna i and gij is the baseline term, i.e.
the gain between antennas i and j. The antenna dependent complex gain is described by
the gain amplitude gi(t) and the gain phase θi(t). Interferometric data reduction aims to
correct for these spectral and temporal changes unrelated to the source emission in order
to deduce Vi,j, from which the source information can be obtained.
Data reduction procedure
The data were reduced with the data reduction package MIRIAD (Sault et al. 1995).
First, times when one antenna is shadowed by another are flagged. This is then followed
by baseline correction in which updated antenna positions are written into the data set.
Next, linelength corrections are applied. These take into account fiber length changes due
to temperature variations.
The system temperatures for each antenna are inspected as a function of observation
time and very high temperatures are flagged. Malfunctioning antennas can also be iden-
tified this way. The optical depth values at 230 GHz as a function of observing time were
used to identify bad weather periods which were then flagged accordingly.
Whenever a source observation was not bracketed by a phase calibrator observation
on either side due to flagging, this on-target period was also flagged since no proper phase
calibration would be possible in this time window.
After edge channel flagging, the data are bandpass calibrated using a flat-spectrum
bandpass calibrator source to take out instrumental frequency-dependent effects. This is
then folowed by phase calibration of the phase calibrator which was chosen such that it
was close to the target since, in applying the derived phase solutions to the target data,
one assumes that both are subject to the same atmospheric fluctuations.
Absolute flux calibration with a planet or quasar of known flux from the CARMA
calibrator archive was done to derive the flux scaling of the gain calibrator. The flux cali-
bration using URANUS is described in more detail in the next section. Gain calibration is
then done using the derived bootstrapped gain calibrator flux and the solutions are copied
to the rest of the data. The amplitude and phases of the resultant calibrated calibrators
are inspected as a function of time and baseline for each antenna.
The data imaging was also done in MIRIAD using natural weighting in which the
gains were included along with the system temperatures in the variance-based weight
calculation.
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5.6 CARMA/SZA data reduction
The data from the c0879 and c1015 projects were first analyzed via frequency and antenna-
type baseline separation so as to properly take into account point source removal. This is
vital for obtaining accurate SZ flux estimates as point sources can contribute considerable
positive flux to the negative SZ signal, thus partially, or even completely, canceling the SZ
decrement. This, in the case of no removal, leads to an underestimate of the SZ flux.
30 GHz all baselines
The SZA observations, with a central frequency of 31.1 GHz, were made between October
2012 and January 2013. The total on-source integration time was 11.35 hours and the
data spans the uv-range 0.39− 8.67 kλ. The primary beam at 31.1 GHz has a FWHM of
10.7 arcmin (Hasler et al. 2012).
Three out of my four 30 GHz SZA tracks used Uranus as an absolute flux calibrator.
Uranus was chosen since Mars and Neptune were not visible at the time of observation.
The default brightness temperature used in the MIRIAD bootflux task corresponds to 220
K, which is too high compared to the measured values by WMAP (Weiland et al. 2011),
Fig. 5.6, and the VLA measurements by de Pater et al. (1991).
Thus, within the bootflux routine, Uranus’ brightness temperature was manually set
to the WMAP value, which also lies within the error bars of the 30 GHz data point in the
de Pater plot.
Figure 5.6: Uranus’ brightness temperature as measured by WMAP (left) Weiland et al.
(2011) and by the de Pater et al. (1991) investigation (right). The dip in the brightness
temperature near 30 GHz is clearly visible in both plots.
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Point source removal
Point source confusion, or in other words the effect that point sources within the FOV can
cancel the SZ decrement, lead to an underestimation of the overall SZ signal. Single band
single-dish observations, such as APEX-SZ, which cannot use spectral fitting to isolate
the point source population component, suffer particularly from this effect.
An example of possibly such a scenario may be present in the APEX-SZ RXCJ2014
observation. The cluster contains a bright NVSS point source in its centre, Fig. 5.7 (I
will return to this issue in chapter 9). The 1.4 GHz continuum NRAO VLA Sky Survey
(NVSS) mapped the sky north of -40 deg with a map sensitivity of 0.49 mJy/beam at 45
arcsec resolution (Condon et al. 1998). It can be used to indicate potential flat-spectrum
radio sources in the SZA 30 GHz map.
Figure 5.7: A potential example case of a point source canceling the SZ decrement. Left:
APEX-SZ 150 GHz SNR map of the cluster RXCJ2014 by M. Sommer. Right: A 0.24
mJy/beam point source in the NVSS catalogue at 1.4 GHz. This source could potentially
be the cause of the noisy RXCJ2014 map.
Interferometers with extended baselines can be used to constrain the position and flux of
point sources. The two outer antennas of the SZA allow for such point source imaging.
In the case of MS0451, the 30 GHz data was first imaged using the whole uv range with
natural weighting (Fig. 5.8). This weighs down low-density regions in the uv-plane.
The noise level in this image is 0.19 mJy/beam, which is lower than the 0.27 mJy/beam
obtained from the CARMA sensitivity calculator for good weather conditions. This can
be explained by the fact that the average antenna system temperature is slightly below
the 40 K assumed in the calculator. My weighting scheme includes the gains in the system
temperature weightings and on two days the opacity was 30% below that expected. The
overall observing conditions were thus better than expected in 50% of the tracks.
5.6. CARMA/SZA data reduction 83
Figure 5.8: A cleaned map of the 30 GHz SZA observations including all baselines. The
point source next to the SZ decrement is clearly visible.
Figure 5.9: A cleaned map of the 30 GHz SZA observations including only the baselines
>2 kλ. The NVSS contours in 1σ steps of the NVSS map are overlayed.
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Another high-resolution MS0451 30 GHz image using only the 2 − 8kλ baselines was im-
aged and cleaned (Fig. 5.9). The NVSS contours were then overlayed and a single NVSS
point source was confirmed.
These images are not primary beam corrected. The primary beam corrected point source
value at a central frequency of 31 GHz is 1.48+0.28−0.28 mJy/beam which confirms the OVRO/BIMA
result of 1.41+0.26−0.26 mJy/beam at 30 GHz by Reese et al. (2002).
Point-source removed 30 GHz - short baselines
Having determined the position and flux of the point source, one can model the interfer-
ometric response and directly subtract the point source with the corresponding phase in
the visibility plane.
After successful point-source removal, the 30 GHz data were imaged in the uv-range
0− 2kλ and the resultant cleaned image was primary beam corrected, Fig. 5.10.
Figure 5.10: 30 GHz SZA cleaned tapered images after point source removal. Left: UV-
tapered, 0 − 2kλ, 30 GHz SZA cleaned image with an rms noise of 0.2 mJy/beam and
a beam size of 105.8 × 81.9 arcsec2. Right: The corresponding primary beam corrected
image with contours in steps of 2σ.
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SZA - 90 GHz Data
The 90 GHz data were tapered to a uv-range of 0 − 5kλ, giving a synthesized beam of
37.5′′ × 32.8′′ and a noise level of 0.92 mJy/beam for a total on-source integration time of
8.28 hours. The noise level is above the predicted sensitivity from the CARMA sensitivity
calculator of 0.79 mJy/beam for typical weather conditions and 0.58 mJy/beam for good
weather conditions since the overall observing conditions were worse than what is assumed
in the calculator.
The image in Fig. 5.11 shows the cleaned non-primary beam corrected map and the
corresponding synthesized beam with the 0− 5kλ taper applied.
The long baselines were also imaged in order to look for point sources in the field
but none were detected. Using the NVSS and 30 GHz point source data, and assuming a
uniform spectral index across the frequency range, the point source detected in the 30 GHz
map would be expected to have a flux of 0.6 ± 0.1 mJy/beam in the 90 GHz map, which,
given the map noise of 0.92 mJy/beam, is below the detection threshold in the 90 GHz
data. The primary beams and corresponding clean beam sizes using natural weighting for
all observations and CARMA baseline combinations are given in table 5.2.
Figure 5.11: MS0451: 90 GHz SZA cleaned tapered, 0−5kλ, image and the corresponding
synthesized beam.
Table 5.2: SZA/CARMA characteristic beams, natural weighting
Array Central primary beam selected clean
Frequency FWHM uv range beam
GHz (arcmin) (kλ) (′′ × ′′)
SZA 31.2 10.7 0-2 105.8 × 81.9
SZA 90.3 3.7 0-5 37.5× 32.8
BIMA-BIMA 93.1 1.94 all 31.9× 12.0
BIMA-OVRO 93.1 1.48 all 10.0 × 7.6
SZA 31.2 10.7 all 83.3× 66.4
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CARMA E-array data
The CARMA array is a heterogeneous array. The data were first imaged jointly, taking into
account the different primary beam weightings from each antenna. The resultant image
was mostly affected by the high noise in the OVRO-OVRO and OVRO-BIMA baselines.
Hence, I decided to image the OVRO-OVRO, OVRO-BIMA and BIMA-BIMA baselines
separately, effectively splitting the heterogenous array into two homogeneous and one
heteorgeneous combination. The OVRO-OVRO and OVRO-BIMA baselines were both
found to merely include noise with no significant detection, thus decreasing the overall
image quality of the joint image.
Sole imaging of the BIMA-BIMA baselines improved the cleaned image (Fig. 5.12).
Hence, even though the number of possible correlations per integration time was reduced
from 105 to 36, I decided to merely use the BIMA-BIMA baselines for the purpose of
imaging and later model fitting.
The resultant noise in the image of 0.15 mJy/beam is higher than that deduced from
the CARMA sensitivity calculator of 0.08 mJy/beam. Note that the conversion from the
calculator value which includes all baselines to the corresponding BIMA-BIMA noise level
involves taking into account the root of the ratio of correlations and the different beam
sizes. The weather was thus worse than typical weather conditions, which was expected
from examining the data and also explains the noisy BIMA-OVRO and OVRO-OVRO
baselines.
Figure 5.12: Splitting the CARMA data. Left: Cleaned CARMA BIMA-BIMA baseline
map. No primary beam correction is applied. Right: The equivalent synthesized beam of
size 31.9′′ × 12.0′′.
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5.7 Heterogeneous imaging
The data reduction package MIRIAD has the option to do Steer, Dewdney Ito (SDI)
cleaning for heterogeneous imaging, the operational principle being described in Sault
(2004) and, in a more detailed mathematical outline, in Koda et al. (2011). Below, I will
follow the notation adopted in these two publications.
For a heterogeneous data set, or indeed a heterogeneous combination of homogeneous
sub-arrays, as is the case for the MS0451 SZA/BIMA-BIMA data set, the heterogeneous
techniques rely on the creation of a primary beam corrected dirty image via
Idmjoint(l,m) =WSZA30
IdmSZA30
PSZA30
+WSZA90
IdmSZA90
PSZA90
+WBIM-BIM
IdmBIM-BIM
PBIM-BIM
(5.2)
with
WSZA30 +WSZA90 +WBIM-BIM = 1 (5.3)
and
WA(l,m) =
P 2b (l,m)∆νNvistvis
C2i,jTsys,iTsys,j
, (5.4)
where P denotes the primary beam, Idm is the dirty image, WA are the weighting factors
of sub-array A, which themselves are array noise and primary beam dependent. Nvis,
tvis and ∆ν are the total number of visibilities, the visibility accumulation time and total
bandwidth of the individual sub-array, whose baseline factors, numbered via ij, are given
by Ci,j in combination with the associated antenna system temperatures Tsys,i and Tsys,j.
The factor Ci,j is given by
Ci,j =
2kB√
2ηq
√
(ηa,iAi)(ηa,jAj)
, (5.5)
where ηq and ηa are the quantum and aperture efficiencies for antenna areas A.
The MIRIAD task mossdi handles multi-frequency synthesis primary beam corrected
imaging. The task restor was run using a gaussian fit of the jointly modeled point
spread functions.1 The respective joint SZA(90 GHz)/BIMA data sets as well as the
full SZA30/SZA90/BIMA combination are shown in Figures 5.14 and 5.13 respectively. It
should be noted that 90 GHz SZA and BIMA-BIMA data sets are re-scaled to a central
frequency of 31.1 GHz to take into account the spectral SZA signature including the rel-
ativistic correction for MS0451. The latter assumes the temperature of 9.11 ± 0.45 keV
reported in Ettori et al. (2009).
1 This is not explicitely outlined in Sault et al. (2004) but described in detail for the individual MIRIAD
tasks by Koda et al. (2011).
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The task linmos uses a ’joint approach’ for indvidually de-convolved and restored images
Ii via
I(l,m) =
∑
i P (l − li,m−mi)Ii(li,m)/σ2i∑
i P
2(l − li,m−mi)/σ2i
, (5.6)
as described by Sault (2004) and thus incorporates primary beam correction after the de-
convolution process as well as weighting according to the field noise variance (Fig. 5.15).
The primary beam models are updated to the values in table 5.2, so as to include the
updated beam FWHM for the OVRO, BIMA and SZA antennas.
Figure 5.13: The heterogeneously cleaned joint (30+90) GHz SZA + BIMA-BIMA im-
age.
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Figure 5.14: The heterogeneously cleaned joint 90 GHz SZA + BIMA-BIMA image.
Figure 5.15: The combined 90 GHz SZA + BIMA-BIMA image using the linmos task.
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5.8 Single-dish/interferometric data combination
The combination of interferometric and bolometer single-dish data is motivated due to
recent and future advances in single-dish SZ imaging, most notably APEX-SZ, BOLO-
CAM, SPT, ACT, MUSTANG and future CCAT. The spatial scales probed with these
instruments are complementary to current CARMA and ALMA/ACA arrays, providing
information on the larger scales that cannot be imaged via high-resolution interferometry.
It is therefore evident that interferometric/single-dish combination techniques will find
an increasing scope of application in galaxy cluster pressure profile studies across wide
redshift ranges.
The combination of single dish and interferometric data has been discussed in previous
works, most notably Stanimirovich et al. (2002) and Koda et al. (2011). Interferome-
ter/single dish combination can be performed before, during and after de-convolution.
Combination in the uv-plane, and thus data joining before de-convolution, requires
single dish data that can easily be de-convolved. The APEX-SZ noise properties do not
facilitate a direct de-convolution approach due to the subsequent significant noise ampli-
fication in the map. The APEX-SZ clean method, developed by M. Sommer and outlined
in Chapter 4, aims to remove the effects of the pipeline on the signal, but does not decon-
volve the APEX-SZ beam, as the clean components are convolved with the latter before
residual noise addition is performed in the cleaned map.
Hence, for the MS0451 data, the combination method after de-convolution is applied.
The heterogeneously imaged CARMA/SZA data is feathered with the cleaned MS0451
data yielding the image in Fig. 5.16.
Figure 5.16: The feathered APEX-SZ/ SZA cleaned map.
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Due to the fact that the probed scales by the SZA and APEX-SZ data on MS0451 do
indeed overlap owing to the interferometric beam of 121′′ × 97′′ and maximum recovered
scale of ≈ 5’, the main effect of the applied combination is an effective smoothing, while
the elliptical shape information offered by the APEX-SZ data is retained. The full po-
tential of the feathering routine is outlined in chapter 8 as the latter explores simulated
high-resolution ALMA/ACA interferometric data.
On a more technical note, I developed a graphical user interface for the CASA software
reduction package (see Appendix A). This GUI allows the user to interactively select the
relevant weighting scales for hybrid imaging as well as feathering. Hybrid imaging involves
a circular top hat weighting function in the uv-plane, while the feathering method employs
a gaussian weighting. The CASA task ’feather’ has an implemented gaussian weighting
scheme but does not offer the flexibility in weight exploration of the resultant combined
images, that are therefore implemented in the presented GUI.
Image combination during de-convolution is already implemented in CASA. It relys
on the fact that the single dish image helps to guide the CLEAN or maximum entropy
method (MEM) algorithm towards low spatial frequencies.
Image combination before de-convolution relies on the production of so-called single
dish pseudo-visibilities. These represent de-convolved single dish data that have been mul-
tiplied by the interferometric primary beam before Fourier Transforming to the visibility
plane in which they fill the low-frequency region up to a diamter of D-d, where D is the
diameter of the single dish, while d is the diameter of the interferometric dish, assuming
a homogeneous array.
Due to the fact that the transfer function cannot be de-convolved directly, the only
way to address this method is via the APEX-SZ clean algorithm. It was however observed,
that the residual map can contain noise flux gradients across the map, owing to the extent
of arbitrariness in the cleaning depth.
Since such an uncertainty is hard to quantify, the subsequent combined map would
yield a qualitative, rather than a quantitatively applicable image. As such, the noise
gradients represent a non-linearity, whose effect might itself deteriorate if this map was
introduced in the intrinsically non-linear de-convolution process.
A second GUI was written for the CASA software, that implements a single dish/
interferometer algorithm via pseudo-visibility production and is currently in the develop-
ment stage. It will be applicable to single dish data that can directy be de-convolved.
It can therefore be concluded that, though a feathered MS0451 interferometric/single-
dish image was constructed, the current uncertainties in the MS0451 cleaned map’s residual
noise properties imply that this method, at this stage, lends itself primarily to a qualitative
approach. A quantitative parametric analysis is presented in the next chapter in terms of
a Bayesian MCMC fitting to the APEX-SZ map.
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5.9 Visibility inspection
Within the framework of a preliminary interferometric SZA/CARMA data examination,
the weighted average of the visibilities in radial uv-distance bins were examined as follows,
V (rj) =
(
g(ν31.1GHz)
g(νfreq)
)
∗

n∑
i=1
Vi
σ2i
n∑
i=1
1
σ2i
 (5.7)
where V (rj) denotes the average weighted visibility in the jth radial uv-distance bin and
n is the number of visibilities within that bin.
Band 3 data are down-converted to 31.1 GHz using the known spectral shape of the
thermal Sunyaev-Zel’dovich effect along with its relativistic correction via a scaling factor
g(νconvert). This approach was chosen as opposed to taking out the spectral dependence
through
V (rj) =
( 1
g(x)I0
)
∗

n∑
i=1
Vi
σ2i
n∑
i=1
1
σ2i
 (5.8)
since one can directly compare the new CARMA/SZA data to the old non-public OVRO
30 GHz observations by Reese et al. (2002), Figs. 5.17 - 5.20.
Such a comparison of multi-frequency data is of a qualitative nature as a result of the
different array primary beams, whose effects are not removed in the visibility plane. A
proper Bayesian MCMC analysis is outlined in chapter 6.
5.10 Conclusion
This chapter thus presents an overview of the data obtained from my two accepted
CARMA/SZA proposals. The combined APEX-SZ/CARMA map lays the groundwork
for future higher-resolution interferometric/single-dish combinations, further illustrated
in chapter 8. The technical framework is described in Appendix A, which outlines the
developed GUI interface for the CASA software. The APEX-SZ cleaned residual map’s
uncertainties currently hamper its suitability for cleaned map model fittings, which mo-
tivates a parameteric fitting approach. A preliminary visibility inspection in comparison
with literature data on the cluster MS0451, clearly illustrates the superior data quality and
uv-coverage (particularly with regard to the 30 GHz SZA data in comparison to the OVRO
30 GHz data) of the new CARMA/SZA observations - a fact that will be quantitatively
demonstrated in the following chapter.
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Figure 5.17: Radially averaged visibilities of the 30 GHz SZA data (red), 90 GHz SZA
data (blue) and CARMA data (black), showing the real part of the visibilities.
Figure 5.18: Radially averaged visibilities of the old 30 GHz OVRO data showing the
real part of the visibilities. The gray line is the best-model joint SZ/X-ray fit. (image
credit: Reese et al. 2002)
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Figure 5.19: Radially averaged visibilities of the 30 GHz SZA data (red), 90 GHz SZA
data (blue) and CARMA data (black), showing the imaginary part of the visibilities.
Figure 5.20: Radially averaged visibilities of the old 30 GHz OVRO data showing the
imaginary part of the visibilities. The gray line is the best-model joint SZ/X-ray fit.
(image credit: Reese et al. 2002)
Chapter 6
Parametric APEX-SZ and SZA/CARMA
MS0451 comparison
The preceding data reduction of the CARMA/SZA-observed galaxy cluster
MS0451 as well as the available APEX-SZ data present a viable opportunity for a
comparison study of interferometric and bolometer single-dish observations. This
is further supported by the significant APEX-SZ uv-ovelap with the interferomet-
ric array, which facilitates the advantages and disadvantages of both observational
methods to be investigated.
Bayesian Markov-Chain Monte Carlo (MCMC) methods allow for data to be com-
pared to models given any available prior information. They facilitate the model
parameter space to be explored and are thus ideal for comparing the suitability of
different observational methods in parametric studies.
In order to realize such a fitting algorithm, I developed, tested and applied
a heterogeneous interferometric Bayesian MCMC visibility fitting code for the
CARMA/SZA data as well as an additional APEX-SZ data Bayesian MCMC code,
so as to map the acceptable normalization and scale radius parameter space in
the pressure-based ICM gas parameterization.
In this chapter, I outline the analysis approaches as well as the subsequent in-
sights gained from the examination of the single-dish APEX-SZ and interferomet-
ric SZA/CARMA 2D-Likelihood parameter spaces.
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6.1 Motivation for data analysis approach
Future joint CCAT/ALMA/ACA observations will have the potential to probe the Sunyaev-
Zel’dovich effect in galaxy clusters at complementary, and indeed matching, spatial scales.
It is therefore of utmost importance to develop methods that probe to what extent both,
interferometric and single-dish, observations can constrain galaxy cluster pressure profile
parameters.
This approach is employed for the interferometric and APEX-SZ data sets for para-
metric β-model as well as generalized NFW pressure profile fits. The former assumes the
gas to be of an isothermal nature whereas the latter is motivated by the fact that the gas
follows the shape of the dark matter potential, though it is more spherical than the dark
matter distribution itself.
6.2 A Bayesian MCMC method
The Bayesian approach differs from the frequentist’s through the consideration of all infor-
mation that is available besides the data being considered. It can therefore be summarized
as a relation between the data D, the model or hypothesisM and the parameter vector θ,
which describes the model. It relies on the product rule of conditional probability theory
P (θ | D,M) = P (D | θ,M)P (θ | M)
P (D | M) , (6.1)
where P (θ | D,M) denotes the posterior distribution, P (θ | M) is the prior distribution
encompassing any prior information in the form of a normalized probability distribution in
the parameter space of the modelM and P (D | θ,M) is termed the likelihood distribution
L(θ). The evidence, P (D | M), is not dependent on the model parameters θ and is of
importance when different models are compared.
Using the product rule of probability theory for N independent data sets that are
described by the same model encompassing the parameters in the parameter vector θ, the
joint likelihood is the product of the individual likelihoods
Lcomb(θ) =
i=N∏
i=0
Li . (6.2)
The form of the likelihood depends on the particular data set. In the case of statistically
Poisson-distributed data, it can be written as
lnL =
n∑
i=0
Diln(DMi )−DMi − ln(Di!) , (6.3)
where DMi is the model prediction, which is compared to the number counts of the actual
data in the ith binned entity, Di. If one assumes the data itself to be distributed in a
gaussian manner around the expected values, then the likelihood can be written as
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L = 1(2pi)n/2 | C |1/2 exp
(
−(D−D
p)TC−1(D−Dp)
2
)
, (6.4)
where C is the noise covariance matrix, D is the data vector of size n and Dp is the
data vector predicted by the model M using the parameters θ. Rather than doing a
grid-based parameter space exploration in the following analyses, a Markov Chain Monte
Carlo technique is used to map out the posterior distribution.
6.2.1 MCMC Statistics - The Metropolis-Hastings algorithm
Markov Chain Monte Carlo Statistics are a way of sampling a given distribution, the tar-
get distribution, from a proposal distribution. It generates a sequence of states where the
next state is only dependent on the previous one and the transition from one to the other
is given by a transition probability function. In addition, after a burn-in period, defined
as the first few iterations which will centre around the starting position of the chain, the
chain represents a series of samples drawn from the stationary distribution, which, ideally,
will consist of samples of the target distribution.
The general principle is that the density of explored points in the parameter plane is
a fair representation of the posterior distribution. The properties of the proposal distri-
bution define the type of MCMC algorithm - here I will focus on the Metropolis and the
Metropolis-Hastings algorithms. An ergodic sequence can be built up from the condition
pi(x1)t(x2 | x1) = pi(x2)t(x1 | x2), (6.5)
where pi is the target distribution and t(x2 | x1) denotes the distribution that determines
the probability of x2 being sampled after x1. One may therefore choose any distribution
q(x2 | x1) such that the acceptance probability of the newly sampled value is given by
α(x1, x2) = min
(
1, pi(x2)q(x1 | x2)
pi(x1)q(x2 | x1)
)
(6.6)
since
pi(x1)q(x2 | x1)α(x1, x2) = pi(x2)q(x1 | x2)α(x2, x1), (6.7)
such that the sampled distribution reflects the probability of the target distribution. The
Metropolis-Hastings algorithm differs from the Metropolis algorithm in the sense that the
former has an asymmetric proposal distribution. The convergence statistics and the speed
of convergence depends on the choice of proposal distributions. For highly degenerate
parameter spaces, convergence with independent gaussian proposal distributions for all
parameters may lead to a high fraction of rejected samples as the multi-parameter accept-
able parameter space might be very narrow compared to the explored parameter space.
In general, a proposal distribution is best chosen such that it is similar to the target
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distribution but also effective enough to rule out the parameter space at a wide enough
margin around the target distribution. In recent years, sophisticated algorithms such as
nested sampling have been developed for such situations since one might not always be
able to ’guess’ the form of the target distribution. In addition, target distributions may be
multi-modal and so care needs to be taken that the chain does not get stuck in a uni-modal
region.
6.2.2 Interferometric visibility fitting
Fitting to the interferometric data is not done in the image plane but in the visibility
plane as noise in the image plane is correlated, whereas noise in the real and imaginary
components of the visibilities is not. Additionally, in the image plane, there is always a
degree of arbitrariness left in the deepness of the cleaning process. Even though care was
taken to include only as many clean iterations as were necessary, the condition for which
was determined by the leveling off of the total cleaned flux, the extent to which one under-
or over-cleans the image is still a source of uncertainity as not only one unique solution
exists in the de-convolution process, owing to the missing information in the uv-plane.
Visibility fitting has become common practice for instruments such as the SZA or the
Arcminute Microkelvin Imager (AMI) (Reese et al. 2002, Hasler et al. 2012, Bonamente
et al. 2012). MIRIAD only contains a fitting algorithm for the simplest of models such as
gaussians, disks and point sources.
I therefore wrote a visibility fitting code that can be applied to the MS0451 CARMA/SZA
data, given the uv-points and the corresponding predicted noise properties as listed in the
CARMA/SZA visibility files. The testing of this code relied heavily on my interferomet-
ric simulator introduced in Chapter 4. The real and imaginary components are fitted
simultaneously and independently, such that the likelihood can be written as
ln(Lintf) ∝
∑
i
−12(∆R
2
i +∆I2i )Wi , (6.8)
where∆Ri and∆Ii denote the difference between the visibility data and the corresponding
model predicted visibility at u-v point i for the real and imaginary components respec-
tively and Wi = 1/σ2i denotes the corresponding noise component weighting.
In the fitting algorithm, all uv-points are used for the interferometric fitting (no taper-
ing is applied in the uv-plane). In the case of CARMA observations, only the BIMA-BIMA
baselines were used in the fit since the OVRO-OVRO and OVRO-BIMA images were dom-
inated by noise, which also suggests noise-dominated complex visibilities. Information on
the position and flux of possible point sources in the data can be left as free parameters in
the MCMC fit. Having examined the long-baseline 30 and 90 GHz SZA maps beforehand,
only one point source was detected, any other peaks being consistent with noise. The
point source was removed through modeling in the visibility plane before the interfero-
metric fitting, thus bypassing the inclusion of its properties in the chain.
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Galaxy cluster pressure models
In the following analyses, two different ICM pressure models are fitted to the data: a
β-profile and a generalized NFW profile.
In the case of the β-model fit, this involves constraining the normalization parameters, y0
and ∆T0, as well as the angular core radius parameter θc in the plane of the sky following,
∆T (θ) = ∆T0
(
1 + θ
2
θ2c
)(1−3β)/2
(6.9)
and
y = y0
(
1 + θ
2
θ2c
)(1−3β)/2
. (6.10)
The slope parameter, β, was kept fixed owing to the high degree of degeneracy between
the respective parameters. In order to assess any ellipticity in the interferometric image,
an elliptical beta model fit with the following parameterization was made
y = y0
(
1 + ((x− xc) cosφ+ (y − yc) sin φ)
2
θ2c
+ ((y − yc) cosφ− (x− xc) sin φ)
2
/θ2c
)(1−3β)/2
,
(6.11)
where, [xc, yc], φ and / are the centre coordinates, angular position and major to minor
axis ratio respectively. For the GNFW model
Pe(r) =
P0
(r/rp)c [1 + (r/rp)a](b−c)/a
, (6.12)
the slope parameters were fixed to the best-fit values of (a=0.9, b=5.0, c=0.4) found by
Plagge et al. (2010). The corresponding SZ signal is computed from the integration of Eq.
6.12 along the line of sight and the fitting is done for the corresponding normalization,
∆T0, and scale radius, rp, parameters. The associated y0 is also derived from Eq. 6.12 via
application of Eq. 3.7. In addition, the β-profile and GNFW model derived y0 and ∆T0
values are not equivalent in their mathematical meaning since the GNFW model is not
defined at zero scale radius unless c == 0.
In all model fits, delta priors were adopted for the central position and slope parame-
ters. The centre was fixed at 04h54m11.6 -03d01m01.3s following LaRoque et al. (2006) .
In order to compute the relativistic corrections, the best-fit temperature value of 9.11±0.45
KeV was adopted following Ettori et al. (2009), whose r500 value 1 from the constant tem-
perature model was also taken as 1446 ± 124 kpc.
In the elliptical β-model fits, |φ|<pi/2 and 0 < / <= 1 box priors were set. In addition
the normalization and scale radius parameters were constrained to be greater than 0.
1 The radius rδ corresponds to the density contrast, δ, when compared to the critical density ρ(z). The
corresponding mass is denoted by Mδ . This definition is adopted throughout the rest of this thesis when
referring to r500 and M500.
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MCMC chain examination
The parameter space was explored using a Markov Chain Monte Carlo approach via the
Metropolis algorithm.
In order to assess the MCMC chain convergence, the trace, a plot of the accepted
parameter values as a function of the number of iterations, was examined to indicate the
quality of the chain (Fig. 6.1).
Figure 6.1: Trace diagnostics for the scale radius (a) and normalization (b) parameters
for the β = 0.806 β-model fits on my 30 GHz SZA data.
In addition, a moving average plot was used to indicate the burn-in period - the first part
of the chain which is dependent on the initial starting conditions (Fig. 6.2). As the chain
moves towards the maximum likelihood region, any memory of these initial conditions is
lost, therefore representing the final chain used for the analyses.
Figure 6.2: Moving average plots of the the scale radius (a) and normalization (b)
parameters, illustrating the need for a burn-in phase that is not included in the final chain
for the β = 0.806 beta-model fits on my 30 GHz SZA data.
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Rubin-Gelman statistics which compare the in-between variance to the intrinsic variance
of the chain were also used to indicate convergence. In addition, a plot of the explored
parameter space versus the accepted parameter space was made for all 2D parameter
spaces to rule out any insufficient exploration of the local parameter region probed (Fig.
6.3).
Figure 6.3: The explored (blue) vs the accepted (yellow) parameter space with associated
68.3%, 95.5% and 99.7% contours for the β = 0.806 beta-model fits on my 30 GHz SZA
data. This is used to inspect whether the chosen number of iterations and the sampling
function explore the parameter space sufficiently for an expected uni-modal distribution.
The proposal distribution was chosen in such a way as to never yield an acceptance rate
greater than 25% in order to satisfy the former criteria as well as to satisfy the condi-
tion that the explored parameter space forms a wide-enough margin around the accepted
parameter space in order to ensure sufficient parameter space exploration under the as-
sumption of a uni-modal solution. Thinning of the chain, ie the use of every ith point in
the chain, can also be used to reduce the in-chain correlation.
The best-fit parameters are given in terms of the median and the 68% confidence
interval of the respective marginalized likelihood distributions in the analysis below.
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Beta-profile fit with β = 0.806 and β = 0.86
In order to compare the new SZA data’s best-fit values for the scale radius and normaliza-
tion parameters with the published 30 GHz OVRO array values, a β-profile fit was made
with the β slope parameter set to 0.806 (Reese et al. 2002).
The resultant accepted parameter space with indicated 68.3%, 95.5% and 99.7% con-
fidence levels is shown in Fig. 6.4. The corresponding histograms illustrate the likelihood
of the marginalized probabilities with the median and 68% confidence levels being shown
as magenta and green lines respectively. The accepted vs explored parameter space is
demonstrated in Fig. 6.3 and depicts a sufficient parameter exploration.
My sole 30 GHz SZA Sunyaev-Zel’dovich profile best-fit values were then compare to
the normalization and core radius parameters from the joint OVRO+ROSAT fit by (Reese
et al. 2002). The centre parameter for the OVRO+ROSAT fit was fixed but the corre-
sponding position in RA and DEC was not listed in Reese et al. (2002). Examination of
their SZ and X-ray smoothed images suggest however a pointing centre close to my chosen
value at 04h54m11.6 -03d01m01.3. This will add some uncertainty to the comparison.
In addition, they use a best-fit temperature of 10.41.0−0.8 keV from Donahue et al. (1996)
whereas the 30 GHz SZA fit adopts a value of 9.11 ± 0.45 keV (Ettori et al. 2009) in
line with the 100kpc cut best-fit Chandra value of 9.95+0.76−0.69 keV (LaRoque et al. 2006).
This will have a maximum 1% difference in the relativistic corrections for each analysis
at 30 GHz. The 9.11 ± 0.45 keV (Ettori et al. 2009) temperature is assumed in all SZ
relativistic correction frequency down-conversions to 30 GHz. For the comparison with
APEX-SZ data, β = 0.86 was chosen, Fig. 6.5, following Plagge et al. (2010).
The role of systematics should of course not be neglected. These enter from primary
CMB contribution, unremoved point sources, the effects of radio halos and calibration
systematic uncertainties. The contribution from primary CMB isotropy was reported to
be 355+137−122 µK2 for 2000<l<3500, 80-90 µK2 of which Sharp et al. (2010) account for
the primary CMB component and is thus primarily entering the CARMA/SZA data as
visibility noise.
The ability to detect and remove point sources is greatly enhanced by the available
two-band information. Given the 30 and 90 GHz data reduction and following Hasler et
al. (2012), the associated systematic uncertainty is of the order of 1%. The contribution
of a kinetic SZ effect due the the cluster’s bulk motion is of the order of 4%, assuming
the reported X-ray temperature of 8 keV and a line of sight velocity of 300 km/s, as was
adopted in Bonamente et al. (2006).
The gain calibration uncertainty for the CARMA array has been shown to be ±3%
(Hasler et al. 2012) and the absolute flux calibration uncertainty due to the URANUS dip
is estimated with a conservative ±3%. It should therefore be noted that, besides the re-
ported statistical uncertainties in the following discussion and tables, the above-mentioned
systematics additionally contribute to the total error.
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Figure 6.4: 30 GHz SZA beta-model fit for fixed β = 0.806 with associated 68.3%, 95.5%
and 99.7% 2D likelihood contours. Marginalized likelihoods are plotted in histogram
format indicating the median (magenta) and the 68% confindence (blue) interval as lines.
Figure 6.5: 30 GHz SZA beta-model fit for fixed β = 0.86 (note that this paramter is
different than in Figs. 6.3 and 6.4). Left: The 2D θc-y0 likelihood space with associated
68.3%, 95.5% and 99.7% 2D-likelihood contours and marginalized probability distribu-
tions, the magenta and blue lines denoting the median and 68% cofidence interval. Right:
The explored (blue) vs the accepted (yellow) parameter space with associated 68.3%,
95.5% and 99.7% contours.
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As can be seen from Table 6.1, my SZA 30 GHz fit agrees with the published OVRO
30 GHz data by Reese et al. (2002). The error bars in the Reese et al. (2002) fit are
smaller, since they are derived from a joint OVRO/ROSAT fitting routine. In addition,
the centre parameters were left as free parameters (the final derived centre coordinates
are not reported in Reese et al. 2002) but the OVRO/SZA pointings agree.
Table 6.1: β-model comparison with Reese et al. (2002)
DATA y0 θc
10−4 arcsec
30 GHz SZA 2.50+0.51−0.31 32.6+8.2−7.9
30 GHz OVRO 2.69+0.18−0.19 34.7+3.9−3.5
It remains to discuss how 30 GHz SZA can recover the normalization and scale parameters
so well for a given β-slope value. Due to the fact that the 30 GHz primary beam is 10.7’,
scales up to ≈ 5’ can be recovered.
In addition, under the assumptions of spherical symmetry and a pressure profile that
can be described by a continuously parameterisable function, the shape of the profile can
also be deduced from incomplete knowledge at scales larger than 5’, provided that there
is sufficient uv-coverage beyond the scale radius of the profile. Hence, it is not surprising
that the 30 GHz contours do indeed follow a region of approximately constant cylindrically
integrated Y (Fig. 6.6), where the aperture radius is chosen to be the r500 value of Ettori
et al. (2009).
Figure 6.6: 30 GHz SZA beta-model fit for fixed β = 0.86 with associated 68.3%, 95.5%
and 99.7% 2D-Likelihood contours overplotted on the Ycyl space. The likelihood contours
follow a region of ≈ constant Ycyl integrated over an aperture of size r500.
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Joint 30 GHz SZA + 90 GHz SZA + CARMA fits
Since 90 GHz SZA data are also available, the 90 GHz visibilities are re-scaled to the
central frequency of the 30 GHz data set according to the formalism in Eq. 3.9, the
resultant fit being shown in Fig. 6.7. Due to the fact that the OVRO-OVRO and BIMA-
OVRO baselines were very noisy, they were excluded from the joint CARMA+(30+90
GHz) SZA fits (Fig. 6.8). The 93 GHz BIMA-BIMA baselines were down-converted
to 31.1 GHz.
Figure 6.7: Joint 30 GHz + 90 GHz SZA fit with β = 0.86. Description as in Fig 6.5
Figure 6.8: Joint 30 GHz + 90 GHz SZA + 93 GHz BIMA-BIMA baseline fit with
β = 0.86. Description as in Fig 6.5
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Comparison between fits
The resultant confidence levels for the beta model fits are overplotted in order to illustrate
the compatibility of the sole 30 GHz, 30+90 GHz SZA and 93 GHz BIMA-BIMA+(30
GHz+90 GHz SZA) visibility fits as well as the increasingly constrained accepted param-
eter space (Fig. 6.9), which is also illustrated in Table 6.2.
Figure 6.9: Beta-model fit comparison study for joint CARMA/SZA, (30+ 90) GHz SZA
and sole 30 GHz SZA fits. The BIMA-BIMA baselines along with the 90 GHz data are
shown to improve the fit considerably. All fits are consistent with each other within 1σ in
the 2D-Likelihod space. 68.3%, 95.5% and 99.7% 2D-Likelihood contours are shown.
Table 6.2: β-model comparison with β = 0.86
DATA y0 θc
10−4 arcsec
30 GHz SZA 2.42+0.49−0.30 35.5+8.7−7.9
(30 + 90 GHz) SZA 2.56+0.37−0.29 32.6+6.4−5.4
(30 + 90 GHz) SZA + BIMA-BIMA 2.42+0.17−0.16 35.0+3.7−3.3
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Elliptical β-model fit
In the APEX-SZ map, the MS0451 cluster has a projected elliptical shape. X-ray analyses
(Donahue et al. 2003) found best-fit values for φ and (1−/) of 15±2 deg and 0.271±0.016.
In addition, recent BOLOCAM fits (Sayers et al. 2011) support this result, reporting 10±8
deg and 0.26± 0.06 for φ and (1− /) respectively.
Hence, an MCMC chain using an elliptical β-model was run on the 30 GHz data. The
resultant parameter values for the angular position, φ, and major to minor axis ratio, /,
give −29.6+41.9−24.5 and 0.87+0.08−0.10, which is illustrated in Fig. 6.12. The angular position pa-
rameter does not match the previously found value by Donahue et al. (2003). Inclusion of
90 GHz SZA and BIMA-BIMA baselines merely confirmed the 30 GHz fit, which, taking
into account the lower than expected baseline sensitivity, was to be expected.
In order to investigate the cause for the discrepant fits, 30 GHz data were simulated
using the same uv-coverage and noise levels as the actual data. The results of the marginal-
ized histograms for the φ and η parameters are illustrated in Fig. 6.10.
It could be shown that, out of 10 mock simulations and resultant MCMC elliptical
β-model fittings, only one simulation yields the expected result for the angular position.
This demonstrates that it is indeed the limited uv-coverage of the MS0451 tracks of the
30 GHz data that makes an elliptical profile fitting aimed at constraining φ to high ac-
curacy and precision unfeasible. The lower than expected sensitivity on the 90 GHz SZA
and CARMA baselines, which were originally planned to help to constrain the projected
ellipticity, did not allow for more precise and accurate projected ellipticity fitting.
Figure 6.10: The marginalized probability distributions for ten SZA 30 GHz mock sim-
ulations and subsequent visibility fitting for / and φ, the vertical line indicating the input
value. Only one simulation recovers the correct value of φ.
108 Chapter 6. Parametric APEX-SZ and SZA/CARMA MS0451 comparison
Figure 6.11: The explored (blue) vs the accepted (yellow) parameter space with asso-
ciated 68.3%, 95.5% and 99.7% contours for the 30 GHz elliptical beta-model fit with
β = 0.86.
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Figure 6.12: 30 GHz SZA elliptical β-model fit for fixed β= 0.86 with associated 68.3%,
95.5 % and 99.7% 2D-Likelihood contours. Marginalized probability distributions are also
shown, the magenta and blue lines denoting the median and 68% confidence interval.
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GNFW profile visibility fitting:
The GNFW fits for 30 GHz, (30+ 90) GHz SZA and the joint CARMA/SZA data (Fig.
6.13) were made with delta priors on the slope parameters (a = 0.9, b = 5.0, c = 0.4),
following the best-fit values by Nagai et al. (2007). This fit could easily be done for the
universal Arnaud profile. However, at the time of the simulations, APEX-SZ data were
still being fitted with the reported Nagai values and, to ease the comparison, this approach
was also followed for the interferometric data.
Figure 6.13: GNFW fit comparison study for joint CARMA/SZA, (30+90) GHz SZA
and sole 30 GHz SZA fits. The BIMA-BIMA baselines along with the 90 GHz data are
shown to improve the fit considerably. The OVRO-BIMA and OVRO-OVRO baselines
were not included in the fit. All fits are consistent with each other within 1σ in the
2D-likelihod space. The associated 68.3%, 95.5% and 99.7% 2D-Likelihood contours are
shown.
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Figure 6.14: 30 GHz SZA GNFW fit. Left: The 2D rp-y0 likelihood space with as-
sociated 68.3%, 95.5% and 99.7% 2D-Likelihood contours and marginalized probability
distributions, the magenta and blue lines denoting the median and 68% confidence inter-
val. Right: The explored (blue) vs the accepted (yellow) parameter space with associated
68.3%, 95.5% and 99.7% levels.
Figure 6.15: Joint 30 GHz + 90 GHz SZA GNFW fit. Description as in Fig 6.14
Figure 6.16: Joint 30 GHz + 90 GHz SZA + BIMA-BIMA GNFW fit. Description as
in Fig 6.14
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6.2.3 APEX-SZ data
The model fitting process of APEX-SZ data relies both, heavily on the assumptions of
noise stationarity, which requires the noise properties to stay constant in the time do-
main, as well as on the validity of the point source transfer function.
Noise properties
Noise stationarity was studied by A. Bender (see A. Bender PhD thesis) through exam-
ination of simulations comprising a β-model cluster immersed in Gaussian noise under
non-uniform coverage conditions. Work by the APEX-SZ collaboration has suggested
that, restricting model fits to a 10′ length region centred on the cluster, ensures that the
non-diagonal components of the noise covariance matrix can be assumed to be zero.
Transfer function
The transfer function depicts the joint effect of the beam and the pipeline reduction steps
on a two-dimensional unit delta function. Two different pipelines exist for the APEX-SZ
data reduction; the BOA pipeline was developed by M. Sommer in Bonn and the MATLAB
pipeline was constructed by A. Bender and collaborators. One can examine the differences
in the data reduction pipelines via comparisons of the respective MS0451 galaxy cluster
transfer functions.
The difference map (Fig. 6.18) highlights the azimuthal deviations and the heavier
filtering processes in the MATLAB pipeline are illustrated by Fourier Transforming both
transfer functions and comparing the power response as a function of spatial scale.
The validity of the point source transfer function as a function of cluster scale radius is
still an active area of research within the collaboration. It will be adopted in the MS0451
analysis, which is, at first glance, reasonable given the redshift of 0.54 and the associated
angular size of the cluster in comparison with the APEX-SZ beam and coverage.
Noise estimation
The assumption of noise stationarity implies that the diagonals of the Fourier Transformed
noise covariance matrix correspond to the power spectral distribution (PSD). This is ob-
tained through the averaging of ’jack-knifed’ noise maps, that are constructed from the
direct inversion of half of the scan maps and their subsequent co-addition.
Since APEX-SZ scans a sky region of size 21’, the effect of CMB contamination needs
to be addressed. 100 CMB realizations were made from a CMB map generation code
provided by F. Pacaud, which was based on a code by C. Reichardt. The WMAP 5-only
lensed power spectrum was used (Hinshaw et al. 2009) for the CMB map realisations. Af-
ter filtering with the transfer function, these were then added linearly to the jacknife noise
maps. The APEX-SZ data have an overall flux calibration uncertainty of ±5.5% (Halver-
son et al. 2009), which needs to be taken into account besides the intrinsic confidence
intervals listed in Table 6.3.
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The fitting procedure
In the fitting process, a two dimensional model is convolved with the point source transfer
function and compared to a 10′ × 10′ cut-out of the raw APEX-SZ map using the noise
covariance matrix whose matrix element population is described in the sections above,
giving
χ2 = (FT [D]− FT [Mmodel ⊗ T ])T C˜n−1(FT [D]− FT [Mmodel ⊗ T ]) , (6.13)
where D is the ncut × ncut pixel map, Mmodel is the input model map and C˜n−1 denotes
the Fourier domain inverse noise covariance matrix.
In the following fitting analyses, a delta prior is employed for the cluster centre position
and set to the interferometer pointing direction, which, in the case of MS0451, corresponds
to 04h54m11.6s -03d01m01.3s . In addition, any speculative DC offset parameter is set to
zero. The priors on the model parameters are the same as for the interferometric fitting
process described in section 6.2.2.
In the following analysis the BOA transfer function is used in the fitting routine.
APEX-SZ β-profile with β = 0.86 using the BOA transfer function
Figure 6.17 displays the β-profile fit with central coordinates fixed to 04h54m11.6s
-03d01m01.3s and β = 0.86. There is a positive slant in the accepted APEX-SZ parameter
space at high θc, which, when examining the parameterization, should not occur. When
running the MCMC fit with my fitting routine using the MATLAB point source transfer
function, this slant is not observed.
After relaxing the flagging conditions in the MATLAB pipeline and thus mirroring the
BOA pipeline, a new MATLAB point source transfer function was obtained by J. Kennedy.
This new transfer function produces a similar slant in the accepted parameter space as the
fit using the BOA PST. Further analyses into the exact origin of the reduction pipeline
step that causes this effect was omitted at present, since non-linearities in the point source
transfer function are still being investigated by the APEX-SZ collaboration.
It is evident from Fig. 6.17 that the constraints in the scale parameter/normalization
likelihood space are not very tight. This is most likely caused by the high noise in the
APEX-SZ map as well as on the validity of the point source transfer function itself, par-
ticularly in the large scale radius region.
Currently, the APEX-SZ collaboration is refraining from trying to fit for both of these
parameters. Solely the normalization is fit while keeping the scale radius to the best-fit
value obtained from the universal pressure profile model concentration parameter by Ar-
naud et al. (2010) and the value of r500 from the r500-T scaling relation by Vikhlinin et
al. (2006) under the assumption of spherical symmetry (Bender et al. submitted).
114 Chapter 6. Parametric APEX-SZ and SZA/CARMA MS0451 comparison
Figure 6.17: APEX-SZ β-model fit for fixed β = 0.86 with associated 68.3%, 95.5% and
99.7% 2D-Likelihood contours. Marginalized probability distributions are also shown, the
magenta and blue lines denoting the median and 68% confidence interval.
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Figure 6.18: APEX-SZ Point Source Transfer Function (PST) Comparison of the MAT-
LAB and BOA pipelines. a) MATLAB PST, b) BOA PST, c) horizontal cuts through the
MATLAB and BOA PSTs, d) vertical cuts through the MATLAB and BOA PSTs, e) Dif-
ference image between the MATLAB and BOA PST, f) Power as a function of uv-distance,
illustrating the heavier filtering of the MATLAB pipeline at large scales.
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APEX-SZ elliptical β-model fit using the BOA transfer function
An elliptical β-profile model fit was made for the APEX-SZ data and yields values of
−5.2+19.1−19.8 deg and 0.63+0.19−0.17 for φ and / respectively, in line with previously reported val-
ues in Donahue et al. (2003) and Sayers et al. (2011). This thus stresses the superiority of
bolometer single-dish observations to my 30 GHz SZA interferometric data, which suffers
from insufficient spatial sampling and thus cannot constrain the elliptical shape of the SZ
signal, given the worse than expected data quality of the 90 GHz SZA and CARMA data.
A complementary interferometric/single-dish approach thus ensures that constraints can
be placed on a cluster’s projected shape and orientation in the plane of the sky.
Figure 6.19: APEX-SZ elliptical β-model fit for fixed β = 0.86 with associated 68.3%,
95.5% and 99.7% 2D-Likelihood contours. Marginalized probability distributions are also
shown, the magenta and blue lines denoting the median and 68% confidence interval.
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Figure 6.20: APEX-SZ - elliptical β-model fit explored parameter space. The explored
(blue) vs the accepted (yellow) parameter space with associated 68.3%, 95.5% and 99.7%
contours.
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APEX-SZ GNFW fit without a scale radius priors
The GNFW APEX-SZ fits were performed with centre coordinates fixed to 04h54m11.6
-03d01m01.3s and a = 0.9, b = 5.0, c = 0.4, using the BOA transfer function. As one can
see in Fig. 6.21, the accepted parameter space extends out to very large radii and the
slant at high rp, also observed in the θc parameter in the β-model fit, is visible in the
GNFW fit, again suggesting possible transfer function dependent effects or non-diagonal
noise covariance entries, that could lie at the origin of this unrealistic positive slant.
Figure 6.21: APEX-SZ GNFW-model fit for fixed (a,b,c) slope parameters with asso-
ciated 68.3%, 95.5% and 99.7% contours. Marginalized probability distributions are also
shown, the magenta and blue lines denoting the median and 68% confidence interval.
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6.2.4 SZA/APEX-SZ comparison
Having shown that interferometric SZA/CARMA data can greatly benefit from APEX-SZ
data in elliptical model fitting procedures, it remains to explore how well the two data
sets aggree for the spherically symmetric fits. As can be seen in Fig. 6.22, the GNFW
fits with an applied box prior on rp at 230”, which is close to the reported r500 value in
Ettori et al. (2009), 30 GHz SZA and APEX-SZ data sets agree very well with each other
within 1σ. For the fits with (Fig. 6.22) and without (Fig. 6.23) a scale radius prior in
the GNFW parameterizations, the interferometric accepted parameter space is far tighter
than the APEX-SZ fits.
Figure 6.22: GNFW 30 GHz (red) and APEX-SZ (blue) comparison with an applied
upper rp prior at 230 ” with associated 68.3%, 95.5% and 99.7% contours.
Table 6.3: GNFW SZA and APEX-SZ fits with an applied upper rp prior.
DATA y0 rp
10−4 arcsec
30 GHz SZA 3.57+0.61−0.43 151.6+36.2−30.5
APEX-SZ 3.28+1.02−0.70 156.5+47.3−58.2
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Figure 6.23: GNFW 30 GHz and APEX-SZ comparison without upper scale radius priors
for the β-model (top) and GNFW model (bottom) fits. The contours indicate the 68.3%,
95.5% and 99.7% 2D-Likelihood contours.
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6.3 Conclusion
It has therefore been demonstrated that my Bayesian MCMC visibility fitting code faith-
fully explores the accepted parameter space of the MS0451 joint SZA/CARMA fits, illus-
trating that the 30 GHz SZA 2D y0−θc likelihood contours follow regions of approximately
constant Ycyl integrated over an r500 aperture.
The 30 GHz SZA data did not allow for the angular orientation of the elliptical β-model
to be constrained on account of the long- to intermediate-baseline sensitivity (baselines
>2kλ) - a fact that was confirmed via sole 30 GHz SZA visibility fitting of mock simu-
lated visibilities. This factor was aimed to be compensated for by the 90 GHz SZA and
CARMA E-array data. These, however, had lower than expected visibility sensitivities
which, while improving the normalization-scale radius constraints in the joint spherically
symmetric SZA(30+90GHz)/BIMA-BIMA fits, was not sufficient to allow for the pro-
jected elliptical shape to be determined.
Sole SZA interferometric observations, though they offer better precision in the spher-
ical pressure profile normalization and scale radius parameter space, greatly benefit from
supplementary APEX-SZ data, as the APEX-SZ map gives essential insight into a clus-
ter’s elongation and orientation in the plane of the sky. With an applied box prior on
the scale radius at r500, successful cross-calibration between 30 GHz SZA and APEX-SZ
MS0451 data was confirmed to within 1σ in the spherically symmetric GNFW fit. The
origin of the inferior precision of the APEX-SZ spherically symmetric fits compared to the
interferometric data mainly lies in the high noise of the bolometer single-dish data as well
as in possible uncertainties in the linearity of the transfer function.
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Chapter 7
A galaxy cluster evolution study with the
SZE
In this study, the feasibility of high-resolution interferometric Sunyaev-Zel’dovich
observations of relaxed and morphologically disturbed galaxy clusters over a wide
mass and redshift range is investigated, relying heavily on the assumption that
the characteristic morphologically segregated Arnaud pressure profiles are valid
for z>0.2, an issue which is currently being tested by several surveys and which
will be further discussed in this chapter.
I present a suitability study in the form of mock simulations of current interferom-
eters, which relies extensively on my extended interferometric visibility Bayesian
MCMC fitting code within this simulation framework. The presented findings
provide the basis for future potential multi-instrument SZ observations involving
ALMA.
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7.1 Motivation
Galaxy cluster cosmological studies are going to be mainly limited by systematics rather
than number counts in the future. With galaxy cluster searches extending out to ever
higher redshifts, which is necessary for studies probing dark energy, one needs to un-
derstand to what extent non-gravitational effects influence the observable-mass scaling
relations and therefore the degree to which clusters deviated from self-similar systems.
The framework for such investigations lies in the classification of galaxy clusters according
to their morphological state and the associated dependence on accurate and precise mass
determinations from galaxy cluster observables.
It is thus vital to study the ICM properties as a function of redshift in order to
assess whether high-redshift samples show departures from self-similarity and whether
sub-samples based on morphological selection criteria may help to reduce the scatter in
mass proxy relations. Particularly cluster studies at high redshift will greatly benefit from
Sunyaev-Zel’dovich observations as X-ray observations often suffer from lack of photon
counts for annularly binned spectral temperature investigations at high redshift. The
SZ-derived pressure profiles will greatly contribute in deriving galaxy clusters’ pressure
profiles, which have been shown to correlate with the morphological states of galaxy clus-
ters at low redshift.
7.2 Validity of the Arnaud pressure profile
Arnaud et al. (2010) fit characteristic cool-core (CC), morphologically disturbed (NCC) as
well as a uniform (UNIV) cluster pressure profiles, Table (7.1), to their 33 XMM-Newton
observed galaxy cluster sample at z<0.2 via the parametric form
P (r) = P500
P0
( rrs )c
(
1 + ( rrs )a
) (b−c)
a
(
M500
3× 1014h−170 M#
)αp+α′p
. (7.1)
The characterisitic pressure at r500, denoted by P500, is defined as
P500 =
3µ
8piµe
fBM
2/3
500
[
500G−1/4H(z)2
2
]4/3
(7.2)
with αp and α
′
p taking into account the mass biases of the profiles 1. The scale radius, rs
is defined as rs = r500c500 .
1 This is caused by the hydrostatic equilibrium assumption in the M500-YX relation and the corresponding
normalization correction through αp and its associated radial dependence through α
′
p
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It has only been recently, that such profiles have also been fitted to SZ observations from
different instruments spanning a wider redshift range than the Arnaud sample. The red-
shift distribution for cool-core (CC) and non-cool core (NCC) clusters is shown in Fig. 7.2
for the reported Planck release 1, Bolocam, Arnaud, SPT and APEX-SZ samples.
All of these experiments use partially different classifications for cooling core galaxy
clusters. Arnaud et al. (2010) define cooling cores by their central density and morpho-
logically disturbed systems by their centre shift parameter. The condition for cooling core
classification is h(z)−2ne,0 > 4×10−2 cm−3. The Planck sample uses the same classification
criteria. The BOXSZ sample defines cooling core clusters via the X-ray luminosity ratio
within R < 0.05 R500 and R500 (Sayers et al. 2013). Morphologically disturbed systems
are defined by the centroid shift parameter under the condition that w500 ≥ 0.01, following
the classification by Arnaud et al. (2010) (see section 3.5). The APEX-SZ sample takes
the morphological classifications from literature relying, amongst others, on cooling time
estimates, central surface brightness peak strength and the degree of projected ellipticity
(Bender et al. submitted).
The SPT sample of 83 high redshift, 0.3 > z < 1.2, clusters explores several classifica-
tion parameters (McDonald et al. 2013). The galaxy cluster sample selection in Fig. 7.2
was made via the central entropy grading selection; K0 < 30 keV cm2 indicating cooling
cores and K0 > 30 keV cm2 describing morphologically disturbed clusters.
Table 7.1: Arnaud model best-fit parameter values
Morphology P0 c500 a b c
Cool Core 3.249 1.128 1.2223 5.49 0.7736
Universal 8.403 h−3/270 1.177 1.051 5.4905 0.3081
Non-Cool core 3.202 1.083 1.4063 5.49 0.3798
The galaxy cluster number statistics at high redshift is still quite low and some of the
samples are biased towards lower redshifts from the CC side. This is not surprising since
the fraction of classical core galaxy clusters is thought to decrease with increasing redshift
(Vikhlinin et al. 2007) - cool core clusters being thought to evolve from cooling core clus-
ters that have less pronounced X-ray central peaks (McDonald et al. 2013).
The Planck, Arnaud and Bolocam experiments fit GNFW profiles to their samples,
varying not only the normalization and scale parameters, as is currently done with APEX-
SZ data, but also the slope parameters of the profiles. The fixed parameters are determined
according to the characteristic scales probed by the different instruments.
Arnaud et al. (2010) leave all the parameters as free variables except for the outer slope
parameter, b, which is fixed at 5.4905. BOXSZ fix the concentration parameter and vary
the normalization and all three slope parameters. The Planck sample keeps the central
slope parameter, c, fixed to 0.31 while varying all other parameters. In all samples, P500
was derived from the M − YX relation.
The corresponding best-fit 3D de-projected pressure profiles are shown in Fig. 7.1 for
the universal, cool-core and non-cool core cases. The BOXSZ best-fits are consistent with
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the Arnaud profiles within the error bars (Sayers et al. 2013). The Planck profiles agree
with the Arnaud profiles within the range 0.1 − 1.0R500 (Planck Intermediate Results V
2013).
Due to the lack of information of the Arnaud, Planck, APEX-SZ and Bolocam samples
at high-redshift, the evolution of the inner pressure profile could not be probed. Recently,
SPT has mapped 83 high redshift, 0.3 < z < 1.2, galaxy clusters, McDonald et al. (2013),
the sample being shown in the magenta histogram in Fig. 7.2. These SPT clusters were
followed up with Chandra. The Chandra exposure time does not allow for a detailed
spectroscopic analysis to be made but under the assumptions of hydrostatic equilibrium,
spherical symmetry and using constraints from the Duffy mass-concentration relation,
Duffy et al (2008), and the M500 − P500 relation by Nagai et al. (2007), McDonald et al.
(2013) derive a 3-bin temperature profile for each cluster.
Subject to these assumptions, a central temperature value was extrapolated towards
small radii, r < 0.012R500 (McDonald et al. 2013), and in combination with the central
density parameter, which was obtained from X-ray surface brightness observations, the
central cooling times and entropies were derived for their galaxy cluster sample. The
main findings by McDonald et al. (2013) concentrate on the property of cool-core clus-
ters at high redshift. Although the central brightness cuspiness decreases as a function
of redshift, the cooling properties of the clusters do not, suggesting that galaxy clusters
have been cooling over a long time with a feedback mechanism that prevents cooling below
entropy levels of 10 keV cm2. Whereas the central density profiles show a mild evolution
as a function of redshift for morphologically disturbed clusters, the average central den-
sity profile of clusters with central entropy levels <30 keV cm2 increases significantly as a
function of decreasing redshift.
McDonald’s temperature fitting technique does not allow for annular spectroscopic
fitting in the central cluster regions due to low X-ray photon number counts but an iter-
ative joint dark matter profile/temperature/surface brightness fit under the assumptions
of hydrostatic equilibrium and sphericity suggests that cooling flow clusters were cooler at
higher redshift, though the significance of this result is affected by the high uncertainties
in the derived central temperature values.
If the feedback properties should indeed change as a function of redshift, this would
have consequences for the mass/observable scaling relations since these non-gravitiational
effects could introduce potential biases into mass-proxy analyses (McDonald et al. 2013).
In addition, the lack of strong cool-core systems at high redshift (z<0.75) suggests that
high redshift studies will need to resort to methods complementary to the surface bright-
ness peak parameter characteristics in order to select morphologically relaxed systems for
scaling relations that reduce the intrinsic scatter caused by morphological bias effects.
At low redshifts, the pressure profile from morphologically disturbed clusters and re-
laxed clusters can be discriminated in the central regions. So far, the highest redshift
clusters for which Arnaud profiles have been fitted via SZ observations come from the
APEX-SZ and Bolocam samples. The APEX-SZ sample adopts a GNFW fit with fixed
slope parameters set to (a=0.9, b=5.0, c=0.4), whereas the BOXSZ sample leaves all slope
parameters and the normalization parameter as free parametrs only fixing the concentra-
tion. One can therefore deduce from Fig. 7.2 that the highest redshift morphologically
disturbed cluster which was included in an Arnaud/Gnfw model fit with free slope param-
7.2. Validity of the Arnaud pressure profile 127
eters is at z = 0.833.
The evolution of the cluster pressure profile as a function of redshift is therefore still an
open issue, although the central gas density evolution shown by McDonald et al. (2013) in
conjunction with their tentative decreasing mean central temperature discovery for cool-
core clusters, suggests that the cool-core pressure profile could become more shallow in
the central cluster regions as a function of redshift.
The study of galaxy cluster pressure profiles as a function of redshift would thus shed
light on the following issues:
• The dependence of the evolution of pressure profiles on different morphological states.
• In combination with X-ray surface brightness information and global temperature
measurements under the assumption of spherical symmetry, pressure profiles can be
used to derive the temperature profiles for a sample of clusters, enabling the study
of their morphology dependence.
• The items above will enhance our understanding of feedback processes in galaxy
clusters, which, in turn, will help to quantify the influence of non-gravitational effects
on cluster scaling relations.
Figure 7.1: A Comparison of the best-fit 3D universal (black), cool-core (blue), non-
cool core (red) profiles for the Arnaud (solid), Bolocam (dashed) and Planck (dot-dashed)
sample. The confidence intervals are omitted for the purpose of clarity. The BOSX sample
is reported to be consistent with the Arnaud profile (Sayers et al. 2013) and the Planck
sample agrees with it within the range 0.1 − 1.0 R500 (Planck Intermediate Results V
2013).
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Figure 7.2: Sample redshift distribution for relaxed (top) and morphologically disturbed
(bottom) clusters: Arnaud (red), Planck (green), SPT (magenta), Bolocam (blue), APEX-
SZ (orange). The Chandra observed X-ray follow-up SPT sample by McDonald et al.
(2013) has greatly extended the redshift range over which cool-core and non-cool core
clusters are studied via X-ray observations. The analysis of the samples in terms of profile
fittings differ in the number of fixed parameters.
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7.3 Interferometric studies of cluster pressure profiles
The study of the evolution of cooling cores and morphologically disturbed clusters and
their associated characteristic structure is thus vital for our understanding of the feedback
processes within clusters as well as for the assessment of possible biases in the observable-
mass relations.
Hence, I utilize a method that will complement high-redshift X-ray galaxy cluster stud-
ies - high-resolution interferometric Sunyaev-Zel’dovich observations.
Altough interferometers, such as the SZA and AMI, have already imaged high-redshift
clusters (Muchovej et al. 2007), they lack the resolution and sensitivity to accurately
probe cluster pressure profiles across a wide range of spatial scales. Hence, in the case
of detailed pressure profile studies, the interferometer choice needs to be tailored towards
scales characterized by regions smaller, comparable and larger than the scale radius, the
latter being dependent on the redshift for a cluster of a given mass with a given Arnaud
profile.
The full ALMA/ACA array will present us with an unrivalled combination of angular
resolution and sensitivity. This will allow for solid and significant imaging of the central
parts of the SZ profile. The planned addition of Band 1 receivers to both, ALMA and
ACA antennas, will greatly enhance the uv-overlap with other interferometers, such as the
SZA, or indeed single-dish instruments like CCAT, BOLOCAM as well as the observed
APEX-SZ targets.
The range of scales spanning the angular resolution to the maximum angular scale of
selected interferometric (Table 7.2) and single-dish instruments is illustrated in Fig. 7.3 in
comparison with the characteristic Arnaud profile at two different redshifts. This presents
a mere indication of the spatial scale coverage since the true coverage is affected by the
individual instrumental response and sampling functions.
Table 7.2: Characteristic instrument scales
central freq FWHM MAS beam
(GHz) (’) (”) (”) × (”)
ALMA BAND3 100 1.01 24.8 4.7 × 3.7
ALMA BAND2 79 1.27 31.3 5.9 × 4.7
ALMA BAND1 38 2.65 65.0 12.3 × 9.8
ACA BAND3 100 1.72 41.3 17.1 × 15.3
ACA BAND2 79 2.18 52.2 21.7 × 19.5
ACA BAND1 38 4.54 108.6 45.4 × 40.0
SZA 31 10.70 ≈ 270 60.7 × 52.2
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Figure 7.3: The integrated Comptonization parameter of a masive M500 = 8× 1014 M#
cluster at redshifts 0.4 (red) and 1.0 (black) derived from the universal Arnaud profile,
the characteristic scale radius being shown for each redshift by the dashed vertical lines.
The green horizontal lines with arbitrary vertical positions show the angular range of
the instruments, the leftmost part being the angular resolution and the rightmost, the
maximum angular scale that can be imaged.
As one can see from Fig. 7.3, current and future ALMA/ACA Band 3 observations have
the potential to probe the centre of galaxy clusters over a wide redshift range.
In order to complement this with large-scale information, the SZA at 30 GHz or APEX-
SZ data present viable instrument choices. The advantages and disadvantages of these two
instruments as well as their mutual compatibility have been outlined in chapter 6.
Based on experience gained from the SZA/CARMA/APEX-SZ MS0451 data sets, 30
GHz SZA was chosen as the preferred ’large-scale probing’ instrument for the following
simulation study, although the same analysis can be implemented with joint interferometric
and single-dish data sets including APEX-SZ, BOLOCAM or indeed Planck. ALMA/ACA
Band 1 will provide significant uv-overlap with ALMA/ACA Band 3 and SZA/APEX-SZ
data, allowing the cluster pressure profile to be probed at higher significance across a wider
range of spatial scales in the clusters’ central regions.
Throughout the simulation study, I assume the best-fit Arnaud profiles for morpholog-
ically disturbed, universal and cooling-core galaxy clusters to be valid across the redshift
range 0.4− 1.2.
Given the evolution of cooling core clusters indicated by McDonald et al. (2013), it
is unlikely that the cooling-core pressure profile will still be valid at redshifts above 0.75,
though a margin would need to be considered around this redshift due to low sample
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statistics in this redshift range.
In particular, the galaxy cluster XMMU J1230 at z = 1.39 has been fitted with a dou-
ble β-model (Rosati et al. 2009) as the surface brightness profile has a cuspy inner shape,
suggesting that one can find cool-core clusters even at this high redshift. This justifies
the use of a cool-core Arnaud pressure profile for high redshift clusters in this simulation
study, in order to illustrate an upper bound, the morphologically disturbed cluster profile
forming the lower bound, for characteristic cluster profiles.
The aim of the following investigation can be summarized in a single question:
How well can galaxy clusters be imaged over a wide mass and redshift range
with joint ALMA/ACA + 30 GHz SZA observations ?
This issue is approached from several different angles through:
• The generation of mock simulation image galleries spanning masses from 2.0×1014−
1.1 × 1015M#, redshifts from z = 0.4 to z = 1.2 and characteristic Arnaud profiles.
This will illustrate the covered spatial scales and the core region detection significance
for different pressure models.
• Bayesian Markov Chain Monte Carlo visibility fitting over the pressure profile pa-
rameter space for two mass and redshift test cases. This will allow for a quantitative
view of :
– the ablity to recover the pressure profile parameters as a function of mass at a
given redshift
– the ablity to recover the pressure profile parameters as a function of redshift
for a given mass
– the advantage of additional ALMA/ACA Band 1 observations to ALMA/ACA
(Band3) + 30 GHz SZA data
– the quantitative effect of the previous 3 items on the ability to recover different
cluster morphologies characterized by the Arnaud pressure profiles
Though only a few test cases will be considered here, the method can easily be
generalized to other mass/redshift/instrument combinations.
• The generation of mock simulation studies using hydrodynamical simulations by
Klaus Dolag at high redshift, z>1.2, with ALMA Band 3 observations.
7.4 Mock simulation set-up
In order to assess the suitability of joint ALMA/ACA/SZA observations, viable obser-
vation times and characteristic observing conditions need to be chosen. In addition, the
clusters need to be studied over realistic regions in the mass-redshift space, so as to avoid
focusing on unrealistically high-mass clusters for a given cosmological model or, in other
words, ’pink elephants’.
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The adopted cosmological model follows that in Arnaud et al. (2010) of (ΩM ,ΩΛ,H0, fB) =
(0.3, 0.7, 70km s−1 Mpc−1, 0.175).
7.4.1 Instrumental considerations
In view that this project is a feasibility study, characteristic and realistic observing set-ups
were chosen.
This includes selecting a target declination for the source, which minimizes shadowing
of the ALMA/ACA and SZA antennas and offers sufficient uv-coverage. Shadowing of
antennas becomes problematic for the SZA at elevations lower than −25 deg. Fig. 7.4
illustrates the shadowing fraction of ALMA/ACA cycle 1 configurations for a 2 hour in-
tegration time alongside with the SZA shadowing fraction for a 4 hour integration time.
Given that a track typically lasts for approximately 4 hours, one should note that the
ALMA/ACA full array shadowing fraction is likely to be higher for a given declination
compared to the shorter 2 hour cylce 1 on-source integration time. In addition, for a
feasibility study, one should avoid synthesized beams that are too elliptical on account of
a low declination source position.
Not only the spatial coverage, but also the sensitivity at a given spatial scale deter-
mines whether the central and near scale radius regions of the projected pressure profiles
can be recovered by the interferometric combinations within reasonable array observation
times. The chosen configurations for ALMA/ACA correspond to the full-array configu-
rations alma.out01.cfg and aca.i.cfg (CASA software). Since a low-declination position
is chosen for the source (see below), the SL configuration and associated antenna posi-
tions from the MS0451 data were used for the mock SZA simulations. The declination of
the source plays an important role, particularly for the SZA, as this affects not only the
shadowing fraction but also the resultant uv-coverage, which is illustrated for a 3.3 hour
on-source integration time mock simulation study for varying declinations in Fig. 7.4
Hence, the target declination was chosen to be at −15 deg since this presents a
good compromise between uv-coverage for all intrumental baselines, Figs. 7.5-7.6, and the
shadow fraction for a track length longer than 2 hours, alongside with elevation-dependent
flagging. In addition, the resultant ALMA/ACA beams are nearly circular (Table 7.2).
Calibrator switching is not included in the simulations. The lack of source uv-coverage
’calibrator holes’ is a secondary effect though, whose contribution is insignificant in com-
parison with the total on-source integration time for the presented simulations.
In addition, the best observing time combinations of ALMA/ACA and SZA needed to
be chosen. Here, I diverted from the current relative observing time ratio for ALMA/ACA
of 1 : 3 (ALMA Cylce0+1) and 1 : 2 (ALMA Cycle 2). For cluster profile studies, high-
resolution observations in the central regions are essential and thus require a long inte-
gration time, whereas ACA observations, with a lower resolution, do not necessitate three
times/twice this observation time to map the profile beyond the characteristic radius.
The observing time set-up shown in Table 7.3 was sufficient for the analysis and ex-
cludes flagged times due to source elevation shadowing. It also offers sufficient sensitivity
at the required scales, which is discussed in the next section.
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Figure 7.4: Source declination choice. Top: The ALMA, ACA and SZA shadowing
fractions for a 2h ALMA/ACA and 4h SZA on-source integration time (Lundgren (2012)
ALMA Technical Handbook Cycle 1, Wright (2004) CARMA-memo 25). Bottom: The
uv-coverage for the SZA SL configuration at declinations -3 deg (blue), -15 deg (red) and
-25 deg (black).
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Figure 7.5: UV-coverage with the chosen observational set-ups and an ALMA visibility
accumulation time of 600s as opposed to 10s for the ACA. The colour coding is ALMA
Band 3 (green), ALMA Band 1 (yellow), ACA Band 3 (blue), ACA Band 1 (black) as well
as the SZA (red). Note that, due to symmetry considerations, only half of the baselines
are shown.
Figure 7.6: Visibility histogram, following the set-up and colour coding above. The
ALMA visibility accumulation time of 600s, as opposed to 10s for the ACA, results in a
lower visibility number. In the simulations, the increased accumulation time results in a
decreased noise per visibility compared to a 10s accumulation time ALMA set-up.
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7.4.2 Sensitivity set-up
The observing times were estimated in conjunction with the expected observing conditions
and thus the expected sensitivities. The relevant parameters are listed in Tables 7.3 and
7.4.
The SZA sensitivity calculator was found to make rather pessimistic assumptions when
comparing it to actual data (MS0451 project c1015). The mock simulations as well as the
later Bayesian MCMC fits (section 7.6) and the aperture flux integration graphs were all
run with MS0451-like 30 GHz SZA sensitivity levels.
All ALMA/ACA mock observations were run in dual polarization observation mode,
giving 7.5 GHz bandwidth per polarization for ALMA/ACA as reported in the ALMA
sensitivity calculator. A total bandwidth of 7.0 GHz was assumed for the SZA, in line with
the MS0451 data (8 GHz are reported in the specification of the new 30 GHz receivers
installed in 2013). This is thus a conservative estimate, taking into account potential
missing or faulty spectral window ranges.
The necessity for ACA array information that supplement the ALMA data is best
understood when examining the uv-coverage and the associated probed spatial scales,
Figs. 7.5 and 7.6, as this supplementary array bridges the gap between ALMA and 30
GHz SZA uv data.
Table 7.3: Observational set-up: On-source integration time
central freq on-source observation time
(GHz) (hrs)
ALMA BAND3 100 7.6
ALMA BAND1 38 7.6
ACA BAND3 100 3.3
ACA BAND1 38 3.3
SZA 31 15.9
Table 7.4: Observational set-up: Sensitivitya
SZA30 ALMA100 ACA100 ALMA38 ACA38
central frequency[GHz] 31.2 100.0 100.0 38.0 38.0
system temperature[K] 44.6 80.0 80.0 41.1 41.1
surface accuracy[µm] − 25.0 20.0 25.0 20.0
antenna efficiency 0.66 0.712 0.715 0.719 0.719
correlator efficiency 0.983 0.88 0.88 0.88 0.88
Jy/K factor 434.65 34.28 100.32 33.95 99.71
a The good SZA condition parameters comparable to the MS0451 data quality are
given. The quantization efficiency of 0.96 was neglected in the ALMA/ACA noise
calculation (the effect on the sensitivity is however only at the 4% level).
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7.4.3 Model set-up
In order to make sure that the simulations were performed over a realistic mass-redshift
cluster property space for a given cosmological model, the cumulative cluster number func-
tion was studied (Fig. 7.7).
My CC/UNIV/NCC simulations were run over the mass range M500 = 2.0 - 11.0 ×
1014M# within a redshift range of 0.4-1.2, thus covering realistic galaxy cluster cases,
though at the high-redshift end, the higher mass clusters become scarce (Fig. 7.7).
Examples for such massive clusters include the ’El Gordo’ cluster at z = 0.87 with
M500,c = 1.67+0.2−0.2 × 1015h−170 M# (Menanteau et al. 2012) and the massive, MTX ,500 =
0.92 ± 0.37 × 1015h−170 M# cluster at z = 1.132 (Foley et al. 2011).
Single-cluster in-depth follow-up studies via Bayesian MCMC heterogeneous fitting
were performed for the mass test cases M500 = 8.0 × 1014M# and M500 = 5.0 × 1014M#
at redshifts 0.4 and 0.8.
Figure 7.7: The cumulative mass distribution as a function of redshift. The input table
was provided by F. Pacaud.
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7.5 Image gallery
The CASA simulator was used to create a gallery of cleaned images to assess the ability of
joint ALMA/ACA/SZA observations to image the SZ effect in galaxy clusters as a func-
tion of morphological state, mass and redshift.
The simulations were set up for the noise characteristics described in Table 7.4 and the
resultant dirty images were cleaned within a clean box the size of the primary beam using
a clean threshold equivalent to the expected image noise. Point sources were not included
in the simulations as it was assumed that bright point sources in real observations can be
removed via the long baselines of ALMA (Band 3 and Band 1) as well as via the two out-
rigger antennas of the SZA (30 GHz). The residual contamination due to unsuccessfully
removed point sources in the image plane was therefore neglected, as the prime focus of
this investigation was to test whether the ALMA/ACA/SZA uv-coverage itself is sufficient
for distinguishing CC/UNIV and NCC clusters over a wide mass and redshift range. A
proper treatment of point source contamination would have involved the modeling of the
evolution of the point source population across a wide redshift range as well as their spatial
distribution in clusters themselves. In order to mimic real data reduction, the 30 GHz
SZA data was imaged with both, the full and 0-2 kλ tapered uv-range. Before combining
the data sets using the feather task in CASA, ALMA/ACA Band 3 and Band 1 data are
re-scaled to 30 GHz, knowing the spectral signature of the Sunyaev-Zel’dovich effect with
the relativistic and kinetic components set to zero.
The full image gallery of all mock array simulations and resultant feathered com-
binations is presented in Appendix B. A single case study of a galaxy cluster of mass
M = 8.0 × 1014M# at redshift z = 0.8 is illustrated in Fig. 7.8 for ALMA/ACA Band 3
and 30 GHz 0-2 kλ SZA observations with good realistic weather conditions as a function
of the cluster’s morphology classified by the Arnaud pressure profile. The peaked pressure
profile of relaxed cool-core clusters is clearly reproduced in the ALMA 100 GHz cleaned
image when compared to the universal and morphologically disturbed cases. The advan-
tage of adding ACA 100 GHz and SZA 30 GHz data to the ALMA/ACA Band 1 mock
observations is clearly illustrated in the increased SNR of the joint 30 GHz feathered im-
ages (Fig. 7.9). Since, for the upcoming surveys, one will specifically be interested in how
well low-mass clusters can be imaged at high resolution via SZ, the integrated flux as a
function of integration circular aperture radius was computed for ALMA 100 GHz as well
as for feathered ALMA(Band 3)/ACA(Band 3)/SZA and ALMA(Band 1+3)/ACA(Band
1+3)/SZA mock observations using the mass test case M = 2.0 × 1014M# (Fig. 7.12).
From the images in appendix B, one can already deduce that the respective per beam
significance is relatively low. The integrated flux as a function of flux integration aperture
radius does however give insight into the overall recoverable signal as a function of scale.
The noise within a given aperture radius was computed from the corresponding 1σ region
of 70 noise-only simulations, depicted in Fig. 7.10 and Fig. 7.11 for the ALMA 100 GHz
and feathered SZA(0 − 2kλ)/ALMA/ACA cases. Such noise realizations were necessary
in order to account for the decrease in sensitivity as a function of the distance away from
the pointing centre caused by the primary beam correction after the cleaning process for
each instrument/frequency map.
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Figure 7.8: NCC/UNIV/CC cleaned images for different Arnaud pressure profile mor-
phological states for a cluster of mass M500 = 8.0 × 1014M# at z = 0.8. The feathered
ALMA/ACA(Band3)+SZA images are for the (0-2kλ) tapered SZA combination case.
The vertical line denotes a 1’ scale and the size of the FWHM is illustrated via the dashed
white circle.
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Figure 7.9: NCC/UNIV/CC cleaned images for different Arnaud pressure profile mor-
phological states for a cluster of mass M500 = 8.0 × 1014M# at z = 0.8. The feath-
ered ALMA/ACA(Band3)+ALMA/ACA(Band1)+SZA images are for the (0-2kλ) tapered
SZA combination case. The colour scale in the feathered image is the same as that in Fig.
7.8. The vertical line denotes a 1’ scale and the size of the FWHM is illustrated via the
dashed white circle.
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Figure 7.10: The noise on the aperture integrated flux as a function of aperture radius
for 70 ALMA 100 GHz noise-only simulations. The vertical line denotes an aperture radius
corresponding to half the FWHM and the yellow region corresponds to 1σ.
Figure 7.11: The noise on the aperture integrated flux as a function of aperture radius
for feathered ALMA/ACA 100 GHz and SZA noise-only simulations. The vertical lines
denote an aperture radius corresponding to half the FWHM of ALMA Band 3 (blue),
ACA Band 3 (red) and SZA(30 GHz) (orange). The yellow region corresponds to 1σ.
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Figure 7.12: The aperture integrated flux/SNR as a function of aperture radius for
different redshifts and morphological states. Top left: Integrated aperture flux at varying
redshift for a CC (dashed), UNIV (dot-dashed) and NCC (solid) profile M500 = 2.0 ×
1014M# cluster in an ALMA 100 GHz only mock observation. Top right: As in (top left)
but plotted as the SNR.Middle left: Integrated aperture flux at varying redshift for a NCC
(solid) profile M500 = 5.0× 1014M# cluster in an ALMA 100 GHz only mock observation.
Middle right: As in (middel left) but plotted as the SNR. Bottom: SNR of the integrated
aperture flux for a feathered ALMA/ACA/SZA(tapered) mock observations with (solid)
and without (dashed-dot) ALMA/ACA Band 1 for a CC M500 = 2.0 × 1014M# cluster.
The black dashed line denotes the aperture radius corresponding to half FWHM and the
coloured vertical lines represent the respective r500 values. The corresponding redshifts
are denoted in the legend.
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Figure 7.13: The aperture integrated flux as a function of aperture radius at redshift
z = 0.8 for different masses as well as CC (dashed), NCC (solid) and UNIV (dot-dashed)
profiles for feathered ALMA/ACA (Band3) + SZA mock observations. The coloured
vertical lines represent the respective r500 values. The corresponding M500 masses are
denoted in the legend in units of M#.
The flux integrated within an aperture as a function of aperture radius gives an indication
into how well low-mass clusters, of the order ofM500 = 2.0−5.0×M# can be mapped. As
can be deduced from Fig. 7.12, the detection of M500 = 2.0× 1014M# clusters is not very
significant for UNIV/NCC clusters at redshifts of 0.4 and 0.6. The detection significance
can greately be improved by the addition of joint ACA 100 GHz and SZA observations
(Fig. 7.12 (bottom)), the addition of ALMA/ACA Band 1 improving the central SNR by
a factor of 1.5 for the CC M500 = 2.0× 1014M# redshift 0.4 cluster case, though it should
be noted that these values are for single simulations. A multi-simulation study would have
been computationally time expensive and was thus not performed.
The integrated aperture flux as a function of aperture radius for varying masses and
profiles at a given redshift is illustrated in Fig. 7.13 for feathered ALMA/ACA (Band3) +
SZA observations. One can clearly observe the convergence of the integrated flux at large
radii, stressing that the feathering reduces effects of left-over positive sidelobes after the
cleaning process, that are visible in the ALMA 100 GHz aperture radius graphs in Fig.
7.12.
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7.6 Mock Bayesian MCMC fitting analysis
Tough the previous analyses illustrate the detection significance as a function of the in-
tegrated flux within an aperture radius, they do not probe the pressure profile slope
parameter degeneracies, whose inspection is vital if one is to claim that the combined
ALMA/ACA/SZA arrays, under attainable and realistic observing conditions, have the
potential for distinguishing relaxed from morphologically disturbed clusters through their
characteristic radial pressure distributions.
Hence, I developed a multi-array Bayesian MCMC visibility code - a visibility fitting
approach that has been used in literature (Bonamente et al. 2004, 2006) but is not included
for models beyond simple gaussians or disks in the MIRIAD software, thus necessitating a
new code development. The declination range, on-source integration times as well as the
observing conditions were chosen to be the same as in section 7.4.2 under the assumption
of MS0451-like weather conditions for the SZA.
In addition, in order to avoid parameter space exploration in regions giving rise to un-
realistic ICM thermal energy contents, slope parameter box priors were set to be non-zero
over the regions (P0>0, c500>0, a>0, 0<c<3.0).
The SZA cannot constrain the pressure profile shape parameter beyond the scale ra-
dius, b, due to the combined effect of primary beam tapering and the relatively scarce
uv-coverage at small baselines, particularly with regard to the chosen low declination.
Such large-scale information can only be obtained from Planck observations (Planck col-
laboration Intermediate results V).
Figure 7.14: MCMC sketch outlining the explored
mass/redshift/morphology/instrument combinations. The masses correspond to
M500 and are given in units of M#.
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Effect of mass on a high-redshift, non-relaxed cluster mock observation
In order to assess the ability to recover the central and middle slopes as well as the nor-
malization parameter as a function of mass for a given morphologically-disturbed clus-
ter profile, two MCMC visibility fits for clusters of mass M500 = 8.0 × 1014M# and
M500 = 5.0× 1014M#, both at redshift z = 0.8, were made.
The 2D-Likelihoods of the two mass cases are consistent with each other within 1σ, Fig.
7.15, and the 68% confidence interval in the marginalized posterior parameter distribu-
tions, Fig. 7.16, encompass the input parameter values. Multiple simulation runs would
allow this result to be generalized. The elongated shapes of the accepted parameter spaces
illustrates the considerable parameter degeneracy. Though it is expected that high-mass
clusters allow for tighter parameter space constraints, this is the first time that this has
been quantitatively shown via a Bayesian MCMC visibility fitting example case for joint
high-resolution ALMA/ACA and SZA mock observations.
Figure 7.15: The effect of mass on a z = 0.8 NCC cluster for fixed c500 and b with
M500 = 8.0× 1014M# (blue) and M500 = 5.0× 1014M# (red). The contours illustrate the
68.3 %, 95.5 % and 99.7% confidence levels. The stars indicate the expected values.
7.6. Mock Bayesian MCMC fitting analysis 145
Figure 7.16: Marginal distributions of the sampling parameters forM500 = 8.0×1014M#
(blue) and M500 = 5.0 × 1014M# (red). The dashed lines illustrate the 68% confidence
levels. The black vertical line denotes the input values given by the best-fit NCC Arnaud
model.
Effect of mass on a high-redshift relaxed cluster mock observation analysis
In order to assess how the aforementioned morphologically disturbed cluster 2D-parameter
likelihood mass dependence compares to an equivalent investigation for the Arnaud cool-
core cluster pressure profile, these fits were performed for relaxed clusters of mass M500 =
8.0× 1014M# and M500 = 5.0× 1014M#, both at redshift z = 0.8.
The degree to which the 2D-Likelihood acceptable parameter space is constraint is
higher for the CC than for the NCC case, Fig. 7.17. The scale radius is slightly different
for the two cases due to the different c500 parameters (forM500 = 8.0×1014M#: rp(CC) =
124′′ and rp(NCC) = 129′′ and forM500 = 5.0×1014M#: rp(CC) = 106′′ and rp(NCC) =
110′′ ). In comparison with the SZA beam, this difference is however small, such that the
above claim still holds. The high-mass case recovers the parameters within 1σ, whereas
the M500 = 5.0 × 1014M# case 1σ contours do not coincide with the actual parameters,
which is also illustrated in the marginalized parameter distribution plot in Fig. 7.18. This
is mainly linked to the expected variance caused by the fact that only single simulations
for each studied case are run.
Ideally, one would need to run several simulations, each with different noise realizations
to ensure the statistical significance of this claim.
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Figure 7.17: The effect of mass on a z = 0.8 CC cluster for fixed c500 and b with
M500 = 8.0× 1014M# (blue) and M500 = 5.0× 1014M# (red). The contours illustrate the
68.3 %, 95.5 % and 99.7% confidence levels. The stars indicate the expected values.
Figure 7.18: Marginal distributions of the sampling parameters forM500 = 8.0×1014M#
(blue) and M500 = 5.0 × 1014M# (red). The dashed lines illustrate the 68% confidence
levels. The black vertical line denotes the input values given by the best-fit CC Arnaud
model.
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Effect of redshift on a high-mass relaxed cluster mock observation
For a given mass and morphological state, the angular size of a cluster will evolve as a
function of redshift according to the angular diameter distance relation. One needs to
stress though, that this redshift comparison underlies the assumption of the universality
of the Arnaud pressure profiles alongside with a self-similar evolution. Hence for a given
instrumental sampling function, different physical scales will be probed if a given cluster
shape is observed at different redshifts. The quantiative effect on the slope and normaliza-
tion accepted parameter space for a cool-core M500 = 8.0 × 1014M# cluster is illustrated
in Fig. 7.19 for redshifts z = 0.4 and z = 0.8.
Both the high and low redshift fits are consistent within 1σ, the higher redshift clus-
ter offering tighter constraints on the accepted parameter space, as can be seen in the
marginalized parameter distribution in Fig. 7.20.
Figure 7.19: The effect of redshift on a M500 = 8.0 × 1014M# CC cluster for z = 0.8
(blue) and z = 0.4 (red). The contours illustrate the 68.3 %, 95.5 % and 99.7% confidence
levels. The stars indicate the expected values.
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Figure 7.20: Marginal distributions of the sampling parameters for z = 0.8 (blue) and
z = 0.4 (red). The dashed lines illustrate the 68% confidence levels. The black vertical
line denotes the input values given by the best-fit Arnaud models.
ALMA/ACA Band 1: a high-redshift, high mass relaxed cluster mock study
The input model comprises a mass, M500 = 8.0× 1014M#, redshift z = 0.8 mock observa-
tion of a cool-core cluster and therefore represents a cluster in the redshift range beyond
which classic cool-cores are thought to become rare events. It therefore represents an ideal
case for joint ALMA/ACA Band 1+ Band 3 and 30 GHz SZA observations as the signal
strength in the central cluster region designates the best single cluster study case.
In light of current ALMA/ACA proposal oversubscription rates, one might imagine
choosing such a real cluster case for a pilot study in order to observationally confirm
ALMA/ACA’s suitability for high-resolution cluster studies and to promote future less
favourable cases at lower redshift, lower mass and/or with a higher degree of ICM distur-
bance.
As one can see in Figs. 7.21 and 7.22, the degree to which ALMA/ACA Band 1
can add information to joint ALMA/ACA Band 3 and 30 GHz SZA mock observations
is considerable, therefore facilitating a more precise inference on the cluster parameter
slopes and normalization in this particular simulation on account of a combined effect of
improved uv-coverage and sensitivity. If computation time allows, more simulations, each
with different noise realizations, are planned in order to strengthen this case as well as to
quantify the relative contribution of sensitivity and uv-coverage to the accepted parameter
space constraints.
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Figure 7.21: The effect of supplementary ALMA/ACA Band 1 mock observations (blue)
on a CC M500 = 8.0× 1014M# cluster at redshift z = 0.8 compared to mere ALMA/ACA
Band3 + 30 GHz SZA (red). The contours illustrate the 68.3 %, 95.5 % and 99.7%
confidence levels. The stars indicate the expected values.
Figure 7.22: Marginal distributions of the sampling parameters for supplementary
ALMA/ACA Band 1 mock observations (blue) and ALMA/ACA Band3 + 30 GHz SZA
(red). The dashed lines illustrate the 68% confidence levels. The black vertical line denotes
the input values given by the best-fit CC Arnaud model.
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Can cool-core, universal and non-cool core pressure profiles be distinguished
with interferometric observations ?
In order to assess whether ALMA/ACA Band 3 + 30 GHz SZA observations have the
potential to distinguish cool-core from non-cool core galaxy clusters, the aforementioned
analysis is not sufficient as c500 is kept fixed. The outer slope parameter, b, is almost
exactly the same for all three Arnaud pressure profiles (CC: 5.49, UNIV: 5.4905, NCC:
5.49 ) and cannot be determined via SZA observations. For real observations, Planck will
greatly contribute in fitting for this parameter.
I ran an example case with c500 as a free parameter in order to illustrate that CC,UNIV
and NCC pressure profiles can indeed be distinguished via joint 30 GHz SZA+ ALMA/ACA
Band 3 mock observations. A high-mass, high-redshift cluster was chosen at M500 =
8.0× 1014M# and z = 0.8 (Fig. 7.23). This simulation specifically addresses the need for
a pressure-profile based Sunyaev-Zel’dovich morphological state indicator for high-redshift
galaxy clusters. As one can see in Fig. 7.23 the CC profiles can best be distinguished from
the NCC/UNIV cases in the 2D [c, P0], [c, c500] and [c, a] likelihood spaces. Comparing the
respective expected c values, one could have expected this result from mere considerations
of the difference in the expected c parameters of CC,UNIV and NCC profiles. However,
as can be seen in the [a, c500] accepted parameter space, uncertainties in the measurement
can lead to significant overlap in the 2D likelihood regions, thus stressing the need for a
quantitative illustration. NCC and UNIV profiles are best distinguished via examination
of the [c, P0] and [c500, P0] accepted likelihood spaces. The corresponding marginalized
posterior parameter distributions are given in Fig. 7.24.
Removing the delta priors on all pressure profile parameters except for the outer
slope parameter, b, for the single-cluster study of cool-core and non-cool core (M =
8.0 × 1014M#, z = 0.8) clusters, one can extend the above analysis by investigating the
effect of joint ALMA/ACA (Band 1 + Band3) and 30 GHz SZA observations.
In the NCC case, Fig. 7.25, the elongated shapes in the 2D-Likelihood parameter
spaces clearly illustrate the degeneracy of the parameters, the free c500 leading to a broad-
ening of the overall contours. It can also be seen that the mock simulated observations
containing ALMA/ACA Band 3 and those with additional ALMA/ACA Band 1 infor-
mation are consistent within 1σ and also recover the best-fit parameters within 1σ. The
biggest improvement in the parameter region constraints for joint BAND 1 + BAND 3
observations is seen for the parameters a and c500, which is expected as the ALMA/ACA
Band 1 observations add uv-coverage at scales comparable to the scale radius. This effect
is also observed in the CC case, Fig. 7.27, which, as in the case of Fig. 7.16, offers tighter
constraints on the 2D accepted parameter spaces than the NCC case, though the marginal-
ized posterior parameter distributions, Fig. 7.28, of the Band 1-included simulation do
not recover the parameters to within 1σ. This is most likely due to a high-noise realization
used in this mock-simulation, though multiple MCMC runs on simulations with different
noise should be run in order to test this claim, which I did not pursue in this investigation
for computing reasons, though it should be stressed that a future investigation on this
issue is forseen.
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Figure 7.23: A graph to illustrate the ability of joint ALMA/ACA (Band3) + 30 GHz
SZA observations to distinguish universal (green), CC (red), NCC (blue) cluster pressure
profiles for M500 = 8.0 × 1014M# at z = 0.8. The contours illustrate the 68.3 %, 95.5
% and 99.7% confidence levels. The expected values are denoted by a star (CC), square
(UNIV) and diamond (NCC).
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Figure 7.24: Marginal distributions of the sampling parameters for universal UNIV
(green), CC (red), NCC (blue) cluster pressure profiles for M500 = 8.0 × 1014M# at
z = 0.8. The coloured dashed lines illustrate the respective 68% confidence levels. The
coloured solid vertical lines denote the input values given by the best-fit Arnaud models.
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Figure 7.25: The effect of supplementary ALMA/ACA Band 1 (blue) observations for a
M500 = 8.0 × 1014M# NCC cluster at z = 0.8 compared to mere ALMA/ACA Band3 +
SZA (red). The contours illustrate the 68.3 %, 95.5 % and 99.7% confidence levels. The
expected values are denoted by stars.
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Figure 7.26: Marginal distributions of the sampling parameters for supplementary
ALMA/ACA Band 1 mock observations (blue) and ALMA/ACA Band3 + SZA (red)
for the NCC cluster case. The dashed lines illustrate the 68% confidence levels. The black
vertical line denotes the input values given by the best-fit NCC Arnaud model.
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Figure 7.27: The effect of supplementary ALMA/ACA Band 1 (blue) observations for
a M500 = 8.0 × 1014M# CC cluster at z = 0.8 compared to mere ALMA/ACA Band3 +
SZA (red). The contours illustrate the 68.3 %, 95.5 % and 99.7% confidence levels. The
expected values are denoted by stars.
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Figure 7.28: Marginal distributions of the sampling parameters for supplementary
ALMA/ACA Band 1 mock observations (blue) and ALMA/ACA Band3 + SZA (red)
for the CC cluster case. The dashed lines illustrate the 68% confidence levels. The black
vertical line denotes the input values given by the best-fit CC Arnaud model.
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7.7 A very high redshift galaxy cluster at z = 1.49
At redshifts >1.2, the universal Arnaud profile is unlikely to be a realistic and accurate
representation of galaxy clusters’ median pressure profiles. Hence, the JobRunner by K.
Dolag was used to simulate an ALMA 100 GHz observation of such a realistic
cluster case 2. The cluster choice was tailored towards shock detection features at this
high redshift.
Out of the 10 cluster high-resolution re-simulations (Dolag et al. 2009), the cluster
g51a exhibits a distinct pressure structure at a redshift of 1.49 under csf (weak winds)
conditions (Fig. 7.29). It has a mass of M500 = 11.16 × 1014M# at z = 0 and thus
represents a massive cluster.
Simulations were preformed for 3,6 and 9 hrs on-source integration times using ALMA
and the corresponding cleaned maps are displayed in Fig. 7.30. The cluster was placed at
a declination of -20 deg in order to provide the best-possible uv-coverage, while avoiding
pointing directly at the zenith.
It can clearly be seen that ALMA full array Band 3 imaging is ideal for detecting
shock structures within the core regions of massive clusters. The tip of the pressure
discontinuity, labeled in Fig. 7.29 via the white box, can be recovered via 3, 6 and 9 hrs
on-source integration time to a SNR of 17, 28 and 32 respectively. In a real observation,
the ACA would need to be included in order to image the more extended scales such as
to facilitate shock modeling - an issue that is further discussed in chapter 8.
Figure 7.29: The g51a input Compton-y map with a zoomed in image (right) displaying
the box (white) in which the SNR is computed for Fig. 7.30
2 The JobRunner web application was constructed by Laurent Bourges and Gerard Lemson as part of the
activities of the German Astrophysical Virtual Observatory.
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Figure 7.30: ALMA 100 GHz observations for 3 hrs (top), 6 hrs (middle) and 9 hrs
(bottom) on-source observation time under realistic noise conditions.
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7.8 Future promise for ALMA/ACA/CCAT observations
In light that future CCAT observations will be complemented by high-resolution ALMA/ACA
Band 3 observations to obtain SZ images spanning a wide range of angular scales to probe
the entire cluster pressure profiles, the uv-coverage is illustrated below in Fig. 7.31.
The lower uv-distance edge of the CCAT mock observations, and thus the maximum
recoverable scale, depends on a combination of instrumental noise characteristics, point
source removal efficiencies as well as on map coverage.
The spatial extent of significant galaxy cluster mapping would require detailed CCAT
simulations taking all the above-mentioned factors into account, which is beyond the scope
of this thesis. Hence, the leftmost edge in the uv-plane, and subsequently the maximum
spatial scale, merely serves as an indication for CCAT capabilities.
Figure 7.31: The uv-coverage overlap between ALMA/ACA Band 3 and CCAT. Only
unflagged visibilities are plotted. The vertical height of the CCAT ranges is arbitrary.
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7.9 Conclusion
The reported results have quantitatively illustrated that joint 30 GHz SZA + (ALMA/ACA)
Band 3 observations can indeed distinguish different morphological characteristic pressure
profiles, denoted by the Arnaud pressure profiles in this analysis, within reasonable on-
source integration times at high redshift for the simulations presented in this chapter.
In addition, the 2D-Likelihood parameter spaces as well as the marginalized parameter
distributions have been examined for varying mass, redshift and morphology scenarios via
a Bayesian MCMC Arnaud profile visibility fitting. The simulation set-ups exploit the
complementarity of ALMA/ACA/SZA.
The advantage of having supplementary ALMA/ACA Band 1 information in such in-
vestigations has also been illustrated via two separate CC and NCC studies of a high
redshift, z = 0.8, high-massM500 = 8.0×1014M# galaxy cluster. Future reiterations of all
simulations with different noise realizations will help to generalize the claims made from
the particular test scenarios discussed in this chapter since they will improve the statistical
significance of the results.
The suitability of mapping very high redshift galaxy clusters with realistic ALMA Band
3 observation times has been exemplified through mock observations of a cluster stemming
from hydrodynamical simulations, which further included pressure discontinuity features
- a topic that will be discussed in detail in the following chapter.
In view of future CCAT observations, these investigations shed a positive light on the
feasibility of joint CCAT/ALMA/ACA observations that will help to constrain the pres-
sure profiles of clusters over a wide mass and redshift range for a large number of X-ray
detected clusters.
Such investigations will greatly contribute to the much needed study of morphologically-
induced systematics in the scaling relations as a function of redshift and cluster mass in the
near future. It has therefore been illustrated that resolving the structural features in the
core regions of clusters is a realistic endeavour for future ALMA/ACA/SZA observations.
Chapter 8
Shocks in galaxy clusters
Galaxy cluster mergers are a direct consequence of hierarchical structure forma-
tion scenarios, which constitute the formation of massive halos from the merging
processes of smaller mass systems. The collisional signatures as well as the probed
astrophysical plasma regimes thus facilitate studies into the nature of dark matter
as well as plasma electron-ion equilibration mechanisms.
Joint ALMA/ACA SZ observations are currently opening up a window for study-
ing the intra-cluster medium shock fronts produced in such merger events with an
unrivaled combination of high resolution and sensitivity. They are indispensable
to current and future X-ray cluster shock front data, since pressure information
is needed for disentangling geometric shock dependences.
The ’Bullet Cluster’ of galaxies exhibits a textbook example of a bow-shock merger
event and is thus a good candidate for a pathfinder experiment study exploiting
high-resolution ALMA/ACA SZ. In order to illustrate the feasibility of such ob-
servations both, in terms of projected Mach cone mapping as well as in terms of
deriving the mean post-shock electron temperature for a given shock geometric
model, I present mock ALMA/ACA Cylce 2 simulations, which follow the approach
of my submitted ALMA Cycle 2 proposal.
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8.1 Motivation for galaxy cluster shock studies
Schocks in the intra-cluster medium represent prominent sites for plasma physics stud-
ies as they probe the nature of electron-ion equilibration during energy transfer of the
merger’s kinetic energy to thermal and non-thermal energy of the plasma (Sarazin 2002).
Galaxy cluster shocks can occur in galaxy cluster outskirts due to gas filametary accretion
(Plionis et al. 2002), in the central regions caused by AGN outflows (Kirkpatrick et al.
2011) as well as through major merger events.
Both, accretion shocks and small Mach number AGN-induced shocks do not have the
necessary density contrast to be detected with current X-ray instruments over a wide red-
shift range. Not only do galaxy cluster merger shocks offer the opportunity to address
potential gas/dark-matter offsets in dissociative mergers, but they also give insight into
the attainable shock ICM temperatures. Merger activity is often indicated by wide-scale
radio halo emission, whose edges have been shown to coincide with galaxy cluster shock
features (Markevitch & Vikhlinin 2007).
From a shock modeling point of view, optimal geometric shock conditions comprise a
single merger event that occurs near the plane of the sky since these factors provide the
best framework for an accurate determination of the shock Mach number.
Shock fronts are characterized by a pressure jump that can easily be derived from
the observed X-ray surface brightness discontinuity in conjunction with high-resolution
spectral temperature information at low redshift. The necessary spectral information thus
requires high X-ray number counts. The latter is needed in order to distinguish pressure-
induced surface brightness discontinuities from so-called cold fronts. Cold fronts do not
exhibit such pressure variations as they represent contact discontinuities which, in the
case of mergers, often originate from a dense sub-cluster’s motion through gas of different
entropy (Markevitch & Vikhlinin 2007). In addition, the merger process must be captured
in such an evolutionary state that the merger shock front has not moved too far out into
the cluster periphery, the n2e dependence of X-ray information hampering the ability to
detect discontinuities in these low-density regions with respect to the background noise.
Sunyaev-Zel’dovich observations of shock regions directly probe the line of sight in-
tegrated pressure discontinuities in the ICM and thus probe the strength of such shock
features directly. It has recently been shown by Korngut et al. (2011) that shock features
can indeed be observed through high-resolution, 10”, SZ observations with MUSTANG.
De-projection capabilities depend significantly on cluster shock geometry. Following Ko-
rngut et al. (2011), for a cluster merger event taking place near the plane of the sky,
Rankine-Hugoniot shock jump conditions can be applied in conjunction with density and
temperature discontinuity information in order to derive the shock Mach number via
M =
( 2(ρ2/ρ1)
γ + 1− (ρ2/ρ1)(γ − 1)
)1/2
, (8.1)
and
M = (1/5)1/2
(
8(T2/T1)− 7 +
(
[8(T2/T1)− 7]2 + 15
)1/2)1/2
, (8.2)
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where ρ1 and ρ2 denote the up- and downstream gas densities and γ is set to 5/3 under the
assumption of a non-dominant relativistic sub-population. Sarazin (2002) illustrates how
the pressure values at the stagnation point near the cold front edge and in the pre-shock
region can be used to find a pressure-based Mach number relevant for Sunyaev-Zel’dovich
studies.
Galaxy cluster shock fronts are ideal laboratories for studying astrophysical plasma
physics since they give vital insight into the attainable intra-cluster medium (ICM) plasma
temperatures during such events. These, in turn, have the potential to constrain the elec-
tron heating processes as galaxy clusters collide. As of now, it is uncertain whether
electrons are heated instantaneously with the ions, as is suggested by Bullet Cluster ob-
servations (Markevitch & Vikhlinin 2007), or whether they equilibrate with the ions on
Coulomb collision timescales, thus reaching equilibrium later than the ions, following adi-
abatic compression (indicated by the merger in Abell 2146, Russel et al. 2012).
The combined effect of cluster mass-redshift evolution and the X-ray observational
cosmological dimming factor present a challenge for detecting merger shock density and
temperature variations at sufficient angular resolution in high redshift clusters. Sunyaev-
Zel’dovich effect measurements, being proportional to the integrated pressure along the
line of sight, are useful follow-up probes for pressure variation studies across shock fronts
and do not suffer from intrinsic redshift dependence, though the shock front angular size
is subject to the angular distance evolution for a given shock geometry, timing and merger
scenario.
The approach proposed in this chapter is concerned with the suitability of high-
resolution joint ALMA/ACA Sunyaev-Zel’dovich observations for studying the ’Bullet
Cluster’ of galaxies, whose bow shock structure has already been observed in X-rays by
Markevitch et al. (2002, 2007). Even though SZ shock detections will not be able to
differentiate between different post-shock temperatures along the cold front/shock front
distance, they will however contribute significantly to the study of the average post-shock
temperature for a given X-ray density model, under shock geometry assumptions. Al-
ternatively, in case of high quality spectral and spatial galaxy cluster X-ray information
being available, these can be used in conjunction with SZ data to constrain the cluster’s
shock front geometry.
8.2 The Bullet Cluster
The ’Bullet Cluster’, at z = 0.296, has a textbook example of a merger-induced bow shock
structure. It is one of the most extensively studied galaxy clusters in X-ray and weak-
lensing studies (Markevitch et al. 2002, Clowe et al. 2006, Bradac et al. 2006) and has
recently been mapped with NuSTAR (300ks).
The cluster morphology, being characterized by the displacement of the weak-lensing
peaks with respect to the bulk of the baryonic intra-cluster gas (Clowe et al. 2006), origi-
nates from a small sub-cluster, the bullet, falling through the main cluster near the plane
of the sky (Barrena et al. 2002). This results in a boundary between the hot intra-cluster
medium and the bullet core, which has survived ram pressure stripping (Markevitch et al.
2002), giving rise to a cold front at the bullet edge. A shock front propagating away from
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Figure 8.1: The Bullet Cluster Chandra data by Markevitch et al. (2002) with overlayed
weak lensing contours. The image is taken from Clowe et al. (2006) and additional
annotations of the bullet and bow shock features are shown.
it due to the high collision velocity is clearly visible in X-rays (Fig. 8.1).
Its ideal geometry, the timing of the merger activity and its southern location makes the
’Bullet Cluster’ the ideal target for high-resolution Sunyaev-Zel’dovich (SZ) observations
with ALMA.
The most compact 34 element 12m ALMA array Cycle 2 configuration in combination
with the 9 element 7m antenna ACA array already provide sufficient sensitivity and uv-
coverage for current ’Bullet Cluster’ observations. The following discussion focuses on the
simulation work that lead to the submitted ALMA/ACA cycle 2 proposal ( 2013.1.01131.S
(PI. Burkutean)).
High-resolution ALMA/ACA 100 GHz follow-up observations of the ’Bullet cluster’
via the Sunyaev-Zel’dovich effect are motivated by the following three objectives:
• Provide an ALMA/ACA image of the shock front in the Bullet cluster, illustrating
the bow shock projected geometry.
• Measure the projected pressure discontinuity across the shock front.
• Derived the shock Mach number from sole SZ data and constrain the associated
mean post-shock temperature in conjunction with X-ray information.
The fortunate geometry and the timing of the merger activity in the ’Bullet cluster’ are
optimal for such analyses. The Bullet sub-cluster was found to be moving through the
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main cluster with a velocity of 4500+1100−800 km/s (Markevitch et al 2004), as obtained from
the X-ray derived shock Mach number of 3.0 ± 0.4. Barrena et al. (2002) were able to
show that the line of sight velocity of the sub-cluster is ≈ 600 km/s, supporting that this
merger is taking place near the plane of the sky and that it has occurred very recently,
roughly 0.1-0.2 Gyrs ago (Markevitch et al. 2002).
The determination of the SZ signal discontinuity will also provide a pressure-derived
Mach number estimate, improving the accuracy and precision of the current X-ray density
and temperature derived values of 3.0± 0.4 (Markevitch et al 2005) and 2.1± 1.1 (Marke-
vitch et al. 2002) respectively. The shock Mach number is the most important parameter
for the shock-derived dark matter cross-section estimation (Markevitch et al. 2004).
In addition, the available APEX-SZ data (Halverson et al. 2009) recover the SZ signal
over 1-6’ scales (Fig. 8.2), complementing the proposed 100 GHz ALMA/ACA observa-
tions spanning 4-41”. The APEX-SZ information will thus help in the modeling of the
extended signal that is not re-constructed in the ACA/ ALMA observations.
Immediate objective for real data analysis
The first goal will be to jointly image ALMA/ACA data and thus to confirm the direct de-
tection of the shock front as well as its associated projected pressure discontinuity. Having
demonstrated the existence of the bow-shaped pressure discontinuity, one can then per-
form detailed modeling with joint ALMA/ACA/APEX-SZ + X-ray information in order
to obtain a pressure-based Mach number estimate. Current public 500 ks Chandra data
allow the projected temperatures to be measured only in two bins near the shock front,
Figure 8.2: Available X-ray and SZ data. Left: A stacked X-ray image of the 500 ks
Chandra observation by F. Pacaud, illustrating the interesting features of this cluster and
the associated spatial scales. Red and blue vertical lines give the cold front and shock
front position respectively. Right: A reduced map of the Bullet cluster from a 151 GHz
APEX-SZ observation by M. Sommer. The APEX-SZ beam is shown in the left corner,
the green box has the same dimensions as in the X-ray image.(image credit: F. Pacaud)
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giving 27±8 keV and 30±10 keV (Fig. 8.3) (Markevitch et al. 2005). This illustrates that
the de-projected temperatures could be as high as 35+15−15 - 48+15−15 keV (Markevitch et al.
2005) but the errors are very high in this analysis due to the combined effects of modeling
uncertainties and the limited ability to measure high temperatures in soft bandpasses with
Chandra.
By deprojecting the electron density jump, derived from X-ray observations (Fig. 8.3),
and the pressure jump, obtained via joint ALMA/ACA/APEX-SZ observations, with a
simplified three-dimensional model (Markevitch et al. 2002) one can compare the derived
temperature discontinuity with those from spectroscopic X-ray measurements.
With future NuSTAR publications being expected to provide accurate projected shock
temperature measurements, these can be included in the proposed joint ALMA/ACA/
APEX-SZ/Chandra analysis outlined above. NuSTAR ’Bullet cluster’ measurements are
more sensitive than Chandra observations to the predicted electron post-shock tempera-
tures (T>19 keV).
This will help in quantifying systematic biases arising from simplified geometric as-
sumptions and will put tighter constraints on the possible de-projected shock structure,
as well as on the Mach number estimate, than sole current and future X-ray studies will
be able to provide. This, in turn, will give tighter constraints on the sub-cluster velocity
and on the dark matter collisional cross-section via an independent method to the weak-
lensing/X-ray offset test proposed by Markevitch et al. (2004).
8.3 Modelling the Bullet Cluster
Mock interferometric simulations are the best tool to assess the feasibility of future ALMA/
ACA Band 3 observations of the Bullet Cluster shock structure.
The resultant predictions are only as realistic as the assumptions the input model relies
on. The following discussion will justify the chosen model parameters while outlining the
advantages and disadvantages of the applied modeling approach.
In order to test the technical feasibility of the proposed shock front study, a three-
dimensional model of the cluster gas was constructed based on the de-projected density
graph in Markevitch et al. (2002), whose respective normalization and slope of the density
profile is being shown in Fig. 8.3.
The three-dimensional density of the bullet and the shock region were both modeled
with radial power law dependences using the parameters given by Markevitch et al. (2002).
This was immersed in a beta model centred on the main cluster. The temperature model
was derived from the de-projected temperature graph by Markevitch et al. (2005) in which
two spectra very close to the shock front were extracted and the temperature model be-
yond the cluster shock was taken into account (Fig. 8.3). In the modeling instant electron
equilibration with the ions is assumed, the electron temperature being uniform across the
cold front to shock front de-projected distance.
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Figure 8.3: Results by Markevitch et al. (2002, 2005) and the resultant parametric model.
a) Surface brightness profile (Markevitch et al. 2002). b) De-projected density profile as a
function of distance from the centre of the Bullet sub-cluster by Markevitch et al. (2002).
Red and blue vertical lines give the cold front and shock front position respectively. c)
Projected temperature model by Markevitch et al. (2005). d) De-projected temperature
profile from Markevitch (2010), centred on the centre of curvature of the shock front,
showing the model predictions from instantaneous shock heating versus the adiabatic
compression model.
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Figure 8.4: De-projected pressure profile from Markevitch et al. (2002) assuming mean
de-projected temperatures as in Fig. 8.3. The blue vertical lines give the cold front and
shock front position respectively. Horizontal lines show the temperature range estimates
from the non-de-projected temperature profile.
Figure 8.5: A radial cut through the projected Sunyaev-Zel’dovich signal being propor-
tional to the pressure model in Fig. 8.4 and its subsequent integration along the line of
sight. Red and blue vertical lines give the cold front and shock front position respectively.
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Having obtained a three-dimensional pressure model (Fig. 8.4), it was then integrated
along the line of sight in order to obtain the projected Sunyaev-Zel’dovich input map
(Fig. 8.5). Relativistic corrections to the SZ effect were also taken into account (Itoh et
al. 1998). Another phenomenological model, the ’small shock’ model with a smaller cold
front to shock front de-projected distance of 20” was also modeled using the same obser-
vational set-up to illustrate ALMA/ACA’s ability to map the bow shock geometry, which
can clearly be differentiated from the Markevitch et al. (2002) model case (Fig. 8.6).
The SZ jump in the adopted model is higher than that derived in Yamada et al. (2012).
Yamada et al. (2012) take as the model a two-temperature hydrodynamic simulation from
Akahori & Yoshikawa et al. (2012). In this paper the amount of cooling added to the
simulation has been shown to affect the width between the shock front and the contact
discontinuity (the edge of the bullet) alongside with numerical smearing effects. This may
lead to an underestimate of that width by a factor of 1.8/1.4 for the excluded/included nu-
merically smeared region when comparing their X-ray predicted surface brightness profile
to that in Markevitch et al. (2002). In simulating the ’Bullet Cluster’ a hydrodynami-
cal simulation approach should nevertheless be preferred as it offers greater flexibility in
terms of multi-component ICM temperature and shock structure modeling. For instance,
Yamada et al. (2012) leave out two cooler bins in the shock region caused by residual
cold gas, which is not part of the shock front. In the hereby adopted model, this region is
included by always referring to a mean post-shock temperature averaged over all spectral
X-ray bins in the shock front. Since hydrodynamical simulations were not available during
the course of this thesis, the parametric shock modeling by Markevitch et al. (2002), which
is directly based on X-ray data, was assumed and a range of different mean post-shock
temperatures were explored. The maximum scale of the model, 36”, fits well within the
maximum observable scale with the ACA at 100 GHz of 44”.
8.4 Bullet cluster ALMA/ACA cycle 2 mock observations
The Sunyaev-Zel’dovich models were simulated for different mean post-shock tempera-
tures, ranging from 25-44 keV in order to explore a realistic mean post-shock temperature
range. ALMA C34-1 and ACA cycle 2 configurations were used, giving angular resolutions
of 4.3” (ALMA) and 18.5” (ACA) at a central frequency of 100 GHz, 15 GHz total band-
width and single pointing for 3 hrs (ALMA) and 6 hrs (ACA) on-source integration time.
For the spectral set-up, Band 3 observations at an LO1 frequency of 100 GHz were chosen,
using the largest 1.875 GHz bandwidth per baseband as the Sunyaev-Zel’dovich spectral
signature is known and one requires continuum observations. The configurations were
chosen such that the shock width of 36” is covered at 4” resolution, which allows for the
tip of the bow shock arc to be imaged (Fig. 8.6) together with the APEX-SZ data (1-6’).
The observation times and their associated 100 GHz sensitivities of 8.0µJy/beam (ALMA)
and 65.0µJy/beam (ACA) were selected such that the relevant mean post-shock electron
temperature ranges (25-44 keV) can be probed with ALMA at sufficient significance (Fig.
8.6), which is motivated by the need for a required margin given the geometric assump-
tions and uncertainties in the de-projected density model by Markevitch et al. (2002).
In estimating the SNR across the shock front, the SZ signal was averaged in the cleaned
simulated ALMA/ACA feathered map over the post and pre-shock regions within the 41”
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maximum recoverable region. For the chosen instrumental set-up, the projected SZ dis-
continuity can be imaged to SNRs of 8 and 15 for the 25 and 44keV mean post-shock
temperatures respectively (Fig. 8.6).
In order to stress ALMA/ACA’s ability to map the projected pressure bow shock ge-
ometry up to 41” scales, Markevitch’s model was compared to a ’small shock’ model which
is characterized by a 20”, rather than a 36”, de-projected cold front/shock front distance,
giving rise to a bow shock pressure arc with a smaller curvature radius. When comparing
the cleaned feathered noisy ALMA/ACA maps of Markevitch’s model (Fig. 8.6) with
the ’small shock model’ (Fig. 8.6), it is evident that different bow shock geometries can
indeed be distinguished using the proposed observational set-up of a single pointing study
including the ACA.
One factor which may limit the detection of the Sunyaev-Zel’dovich signal is the pres-
ence of point sources which may ’fill in’ the SZ decrement. Rex et al. (2010) and Johansson
et al. (2010) investigated the point source SEDs behind the bullet cluster. The sources
that lie within 1’-3’ of the shock front (Rex et al. 2010) are HLS10, HLS11 and HLS16
with 100 GHz fluxes of 16.7 ± 1.4 mJy, 7.4 ± 1.1 mJy and 25.3 ± 1.3 mJy. These can
however be modeled and removed in the visibility plane using the long baselines, as was
done in the MS0451 analysis. In addition, radio halos may also come into play at the
shock front where electrons are accelerated. The radio halo in the Bullet cluster has been
studied by Liang et al. (2000) and they derived a spectral index of -1.2, which suggests
that, at 100 GHz, this effect is negligible.
The simulations in Fig. 8.6 take into account the estimated noise level from the ALMA
Sensitivity calculator, thus supporting the configuration, time/sensitivity, pointing and
correlator set-ups. The feathered 44keV model ALMA/ACA Band 3 simulation with the
APEX-SZ cleaned map is illustrated in Fig. 8.7. The information gained by the interfer-
ometric data in the shock front imaging is clearly seen by the sharp discontinuity in the
combined map. The submitted Cylce 2 proposal therefore asked for a total observation
time of 14.87 hrs (with overheads) with 3 hrs ALMA and 6 hrs on-source ACA integration
times for ALMA cycle 2 to reach a sensitivity of 8µJy/beam for the ALMA array. The
proposal was ’well received by the panel’ but it was lower in rank than another cluster
shock front proposal and the latter got allocated the observing time.
8.5 Conclusion
The presented mock shock structure simulation studies thus demonstrate the ability of
joint ALMA/ACA Band 3 observations, even in their early array Cycle 2 configurations,
to map the bow shock structure in the ’Bullet Cluster’ of galaxies. The strength of the
pressure discontinuity as well as its dependence on the mean post shock electron tempera-
tures has been shown through mock simulations. In addition, the advantage of combining
ALMA/ACA Band 3 interferometric and bolomter single-dish data has been demonstrated
via a combination of the APEX-SZ cleaned map and the feathered ALMA/ACA Band 3
mock simulation study. The adopted shock front model is parametrically simplified and
one may consider extending the above simulation study to a full hydrodynamical simula-
tion approach for the ’Bullet Cluster’ of galaxies.
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Figure 8.6: Mock simulation study. Top: A joint ALMA/ACA simulation (3h ALMA
and 6 h ACA integration time) for the 44keV and 25keV models based on Markevitch et
al. (2002). Bottom: A shock model with a cold/shock front de-projected distance of 20”
to illustrated ALMA/ACA’s ability to accurately map the bow shock morphology. The
simulations are all on the same colour scale ranging from -1.3e-4 to 1.0e-4 Jy/beam. The
dotted lines illustrate the bow shock structure.
Figure 8.7: The feathered ALMA/ACA 100 GHz simulated map (44 keV model) with
the APEX-SZ cleaned image.
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Chapter 9
Project extensions - future developments
Having established how interferometric and bolometer single-dish Sunyaev-
Zel’dovich measurements on MS0451 can provide complementary information on
its projected pressure profile under the assumptions of spherical symmetry for β
and GNFW-models or the projected elliptical shape in the plane of the sky, a
logical extension of this approach is epitomized via cluster triaxiality.
As discussed in Chapter 3, the determination of a cluster’s triaxiality requires
multi-wavelength information.
X-ray data are readily available for MS0451, as are archival data suitable for
weak lensing studies in conjunction with published values from a triaxial fitting
strong lensing approach. Hence, the future application of my Sunyaev-Zel’dovich
MS0451 galaxy cluster project will involve multi-wavelength modeling, for which I
have already coded a simulation framework presented in this chapter. In addition,
the calibration steps of a preliminary X-ray analysis are outlined.
Having established the workings and merits of my MS0451 SZ-fitting, a further
natural extension lies in the design of a multi-cluster follow-up program that tests
the cross-calibration between APEX-SZ/CARMA for multiple clusters.
A CARMA archive search showed that several cluster datasets have become public
during the final months of this thesis. I also present a successful CARMA/APEX-
SZ collaboration proposal on selected clusters for which I undertook the planning
and writing. My planned span and scope of future analyses on these available
SZA/CARMA-observed clusters is outlined at the end of this chapter.
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9.1 MS0451 - a triaxial analysis
Having examined ways to study the role of galaxy cluster morphology-dependent structure
via high-resolution mock observations in chapter 7, it still remains to be discussed to what
extent departures from spherical symmetry affect our mass inference. This topic has
developed into an active area of research in the past few years, motivated by mismatches
between mutli-wavelength mass estimates (Morandi et al. 2010, Sereno et al. 2011).
The galaxy cluster MS0451 has specifically been chosen so as to facilitate a study
into cluster triaxiality owing to the availability of multi-wavelength observations. One
necessitates both, the data reduction of the X-ray/weak and strong lensing data as well as
a theoretical framework which supplies the input models for the triaxial study with which
to compare the data.
In this section, I will present the triaxial code under development to yield gas density
and temperature profiles under the assumption of hydrostatic equilibrium for a given
triaxial dark matter density shape and projection. It is based on the works by Lee &
Suto (2003) whose notation and approach will be followed below. For a given triaxial dark
matter halo, one can express its density profile as,
ρ(R) = δcρc(z)(R/R0)γ(1 + (R/R0)(3−γ)
, (9.1)
where the radius, R, is given by
R2 = a2
(
x2
a2
+ y
2
b2
+ z
2
c2
)
, a ≥ b ≥ c . (9.2)
Since one wants to link the DM density profile to its potential and thus to the gas pressure,
assuming hydrostatic equilibrium, one can solve the expression by Binney & Tremaine
(2008) to obtain an expression for the gravitational potential
Φ (r) = −piG
(
bc
a
)∫ ∞
0
[ψ(∞) − ψ(m)]√
(τ + a2)(τ + b2)(τ + c2)
dτ , (9.3)
with
ψ(m) = 2
∫ m
0
ρ (R)RdR (9.4)
and
m2 = a2
(
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a2 + τ +
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b2 + τ +
z2
c2 + τ
)
. (9.5)
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Lee & Suto (2003) derive an ellipsoidal approximation to the subsequent potential equipo-
tential surfaces, which, using the X-ray shape theorem, Eq. 2.28, implies that the isoden-
sity and isobaric surfaces coincide with these under hydrostatic equilibrium conditions.
This is illustrated in Fig. 9.1, which shows the gas and dark matter isodensity surfaces at
a radial distance of 1.2 R0 and demonstrate that the gas distribution is more circular than
the dark matter distribution. In addition, weak lensing analyses infering the projected
total mass, will also be affected by sphericity assumptions when studying triaxial halos.
Fig. 9.1 illustrates a simulated convergence map with the associated noiseless shear profile
for a spherical cluster which can easily be generalized to triaxial cluster projections and
noisy galaxy cluster shear estimates.
Both, the ICM triaxial projected gas profiles as well as the presented weak lensing con-
vergence and noiseless shear simulation code lay the frameworks for future applications to
the galaxy cluster MS0451.
Figure 9.1: The triaxial simulation framework. Top: An illustration of possible 3D dark
matter density morphologies of galaxy clusters. Bottom left: The dark matter and gas
iso-density surfaces at a radius of 1.2 R0 (R0 being denoted by Rs in the figure), following
the approach of Lee & Suto (2003). Bottom right: A preliminary output of the weak
lensing simulation code showing the noiseless shear on top of the convergence map.
On the data side, a preliminary X-ray data reduction was performed on Chandra MS0451
observations (ID 902), Fig. 9.2a. The CIAO software chandra-repro task was applied to
the event 1 files, which includes corrections via destreaking and updates the bad pixel
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Figure 9.2: Preliminary Chandra X-ray reduction of MS0451. a) A view of the Chandra
chips. Chip 7 contains the cluster information. b) Light curve examination outputs and
subsequent σ clipping. c) Chip 7 with point sources denoted by purple contours and
detected via vtpdetect . d) Exposure correction.
filters (Chandra reduction manual). The lightcurve was examined, Fig. 9.2b, in order to
check for flares and good time intervals (GTIs) were determined, decreasing the exposure
time from 44.19 ks to 43.40 ks. The background files were obtained via acis-bkgrnd-lookup,
changed to contain the correct pointing information and repojected via reproject-events.
An exposure map was also generated. Point sources were detected and removed via vtpde-
tect, re-adjusting the scale to also detect faint sources. The point sources in the MS0451
field reported by Molnar et al. (2002) were all detected in my reduction pipeline. The
next steps in this analysis will be the generation of a surface brightness profile as well
as spectrum extraction, which are planned to be linked to the already coded theoretical
framework described above.
9.2. SZA archival clusters 177
9.2 SZA archival clusters
Archival data that have recently become available, allow for the extension of the previ-
ously presented MS0451 project to multiple clusters, facilitating the study of a range of
clusters with the developed techniques in the future. Below, I outline the archival cluster
properties with particular regard to the potential for possible scientific investigations that
stem from them.
RXCJ1023: This galaxy cluster, also known as Zw3146, is a cool-core galaxy cluster
(Edge et al. 1994) at a redshift of z = 0.291. The fact that there are both, 30 and 90
GHz data available makes it a promising candidate for exploring the pressure profile in
the core region of this cluster (depending on the quality of the 90 GHz data). Having had
a look at the track comments, there are several issues which might require a large flagging
fraction of the data (Bonamente et al. 2012 only report a rather short integration time
on this cluster). Baldi et al. (2007) have reduced Chandra data on this cluster confirming
its cool-core nature and also showing a metallicity gradient. This was further analysed by
Rafferty et al. (2007). The cluster is also in the APEX-SZ collaboration’s point source
follow-up program.
Next steps: This cluster lends itself very well to a joint 30GHz/90GHz SZA + APEX-
SZ + Planck analysis which can then be compared with X-ray and weak-lensing (WL) data.
MACSJ1931: This cluster is part of the CLASH sample. It has been studied by Ehlert
et al. (2011) and was shown to have one of the strongest cool-cores with hints of cool-core
disruption. X-ray cavities through AGN feedback have also been observed. The 30 GHz
data is observed over a time period of 9 days whereas the 90 GHz data is observed over
2 months. Depending on the quality of the 90 GHz data, some modeling of the potential
point source flux variability could be done. In line with RXCJ1023, this cluster could
therefore be used for a detailed cool-core study. Next steps: This cluster lends itself
very well to a joint 30GHz/90GHz SZA + APEX-SZ + Planck analysis, given that the
point source can be modeled and removed using the long baselines. This can then be
compared with X-ray and WL data.
RXCJ1206: This cluster has an elliptical elongated shape in SZ and X-rays. Umetsu
et al. (2012), have recently reported a very detailed weak and strong lensing analysis of
this cluster. They find a large projected mass ellipticity and compare their lensing mass
estimates to X-ray and SZ Bolocam data. The X-ray emission is elongated within the
central arcminute and Bolocam elliptical fits have also been done. Next steps: Even
though a large multi-wavelength analysis has already been performed on this cluster, it
is a great opportunity for a twin project to the MS0451 case. Ellipticity fits between the
Bolocam data and the APEX-SZ data can be compared and may shed some light on the
suitability of the APEX-SZ (BOA/MATLAB) point source transfer function as opposed
to the iterative Bolocam pipeline approach.
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A1835: There are only 90 GHz data available. This cluster exhibits diffuse halo emission
(Murgia et al. 2009). A weak lensing analysis has been reported by Clowe et al. (2002).
Recent Suzaku observations by Ichikawa et al. (2013) suggest deviations from hydrostatic
equilibrium.
A1689: This is a very well studied galaxy cluster at a redshift of z = 0.183. Recent
studies (Sereno et al. 2012, Sereno & Umetsu 2011, Morandi et al. 2011) have focussed
on triaxiality in this cluster. Information from SZ has already been used by Morandi et
al. (2011). The data quality of the 30 GHz data will be crucial in examining whether our
APEX-SZ data can add significantly to a similar triaxial analysis with APEX-SZ.
A2204: Only 90 GHz data are available, such that the full extent of a possible analysis
is dependent on the data quality.
RXCJ1347: This cluster was recently studied by Plagge et al. (2013) who reported a
detection of pressure sub-structure. Besides the 90 GHz SZA data reported in Table 9.1,
there is also 16.8 hrs of 100 GHz E-array data from an old APEX-SZ proposal. In addi-
tion, comissioning 30 GHz data are available, whose quality still needs to be examined, as
well as 33.2 hrs of 90 GHz E-array and 3.5 hrs of CARMA D-array data. Next steps: I
have already started the reduction on the old APEX-SZ proposal data. Instead of doing
a cleaned component fitting as in Plagge et al. (2013), one might consider combining the
cleaned APEX-SZ map with the interferometric data or doing a direct model fitting in the
visibility plane.
Table 9.1: Interferometric archival data
cluster name redshift declination BOA obstime obstime SZA 30 obstime SZA 90
(J2000) (hrs) (hrs) (hrs)
RXCJ1023 0.291 +04:11:10 15.4 25.0 60.1
MACSJ1931 0.352 -26:35:006 9.4 24.9 41.9
RXCJ1206 0.4414 -08:48:22 14.8 54.7 −−
A1689 0.183 -01:20:17 17.9 18.8 −−
A1835 0.253 02:51:32 12.5 −− 22.9
A2204 0.152 +05:34:43 20.3 −− 22.5
RXCJ1347 0.451 -11:45:12 10.2 −− 25.7
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9.3 SZA collaboration proposal
Three clusters, that had previously been observed with SZA but whose results were not
public in the previous year are of particular interest to the APEX-SZ collaboration. I
undertook the planning and writing of a collaboration proposal on these clusters, which
was submitted and accepted in October 2013.
Table 9.2: Accepted Collaboration proposal
cluster name redshift declination BOA obstime obstime obstime
SZA 30 SZA 90
(J2000) (hrs) (hrs) (hrs)
RXCJ2014.8 0.161 -24:30:30 10.1 14.8 −−
RXCJ2243.3 0.44 -09:35:18 7.1 11.5 −−
RXCJ0956.4 0.17 -10:04:12 10.7 −− 44.6 (SL), 76.6 (SH)
Two of the APEX-SZ clusters of interest were in the CARMA/SZA archive, having recently
been observed with 30 GHz SZA: RXCJ2014 and RXCJ2243 (project c1009). RXCJ2014
is a non-detection in our APEX-SZ sample. This is most likely caused by a strong NVSS
point source at the centre of the cluster, with a reported flux of 229.2 mJy at 1.4 GHz.
The long baseline information of the 30 GHz SZA data will allow the spectral index of the
source to be determined. The effect of potential source flux time variability means that
such an investigation would be limited to verifying that, at the SZA time of observation,
the positive point source flux could cancel the SZ decrement at 150 GHz. The 30 GHz
RXCJ2014 SZA data would help to explain the APEX-SZ non-detection, allowing us to
better understand our scaling relations (Bender et al. submitted 2014).
RXCJ2243 is a significant detection in our APEX-SZ data. From the experience gained
with MS0451 30 GHz SZA data, the APEX-SZ information on RXCJ2243 can be combined
with the 30 GHz SZA visibilities in a joint parametric fit to put tighter constraints on the
shape of the cluster SZ signal. In addition, a comparison between a sole interferometric
and a single-dish/interferometric combination can reveal systematic errors from the neces-
sarily simplifying assumptions underlying each analysis. Just as MS0451, RXCJ2243 has
an elliptical projected X-ray shape and our weak lensing follow-up makes it an interesting
candidate for a multi-wavelength study.
The relevance and importance of the MS0451 project was thus illustrated in the pre-
ceeding section in terms of its potential for future applications to released CARMA/SZA
archival data in conjunction with a newly accepted collaboration proposal. The developed
visibilitiy fitting code can be incorporated into the coded triaxial fitting framework, al-
lowing for a wide-ranging individual cluster study across the APEX-SZ sample within the
SZA declination range.
The aforementioned planned project extension to archival clusters relies on an ad hoc
selection of galaxy clusters. A supplementary well-selected sample could constitute a full
APEX-SZ follow-up study with SZA at 30 GHz.
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9.4 Conclusion
In this thesis, it has thereby been quantitatively illustrated that high-resolution Sunyaev-
Zel’dovich measurements contribute constructively to the study of galaxy clusters. Not
only can they provide the essential small-scale Sunyaev-Zel’dovich structural information
in galaxy cluster shock fronts necessary for pressure-based merger shock analyses, but the
currently attainable combination of high sensitivity and angular resolution in the ALMA
array also enables the study of the core regions of clusters over a wide redshift range.
With single-dish SZ surveys providing an ever more detailed picture of galaxy clus-
ters up to angular resolutions of ≈ 1’, the need to combine interferometric and bolometer
single-dish data will become ever more imminent. The developed interferometer/sd com-
bination GUI addresses this issue by providing an interactive feathering method to the
CASA software - the prime software analysis package for ALMA/ACA observations.
The developed study on the galaxy cluster MS0451 can be extended to a whole sample
in the future, stressing the wide application of the developed methods in this thesis. In
addition, the potential for multi-frequency investigations has also been outlined in the
form of the presented simulation framework.
The developed Bayesian Markov Chain Monte Carlo parametric visibility fitting ap-
proach has quantitatively shown that the shape of cluster pressure profiles can be probed
with joint ALMA/ACA/SZA observations, presenting a promising frontier in SZ galaxy
cluster future research, placing it at the forefront of high-resolution cluster studies at high
redshift in terms of pressure-based analyses.
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APPENDIX A
The Single Dish/Interferometer combination GUI is written in python such that in can
easily be run within the CASA software.
It currently takes an interferometric and a single dish map as inputs and assumes the
combination to be made on the central pixel.
A single-dish (SD)/interferometer (INTF) flux scale conversion factor is also incorpo-
rated alongside with beam scaling. The weighting widget allows for the exploration of
different weighting factors of the de-convolved interferometric and single dish images.
The explored weighting options include:
• Down-weighting of SD data at large spatial scales using a gaussian taper
• Down-weighting of INTF data at large spatial scales using a gaussian taper.
• Hybrid weighting of the SD map
• Hybrid weighting of the INTF map
The different weights can be examined via ’TEST’ buttons.
This allows for the resultant combined images to be examined before finalization via the
’FINAL’ button.
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Figure 10.1: The INTF/SD combination GUI outlining the interactive features.
183
APPENDIX B
The image galleries for the individual ALMA/ACA/SZA mock observations
are presented in the following appendix.
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Figure 10.2: Image gallery of ALMA 100 GHz mock observations for the cool-core
Arnaud pressure profile. The columns correspond to the M500 masses 2.0 × 1014M#,
5.0× 1014M# and 8.0× 1014M# (left to right). The rows correspond to redshifts 0.2, 0.4,
0.6, 0.8, 1.0 and 1.2 (from top to bottom).
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Figure 10.3: Image gallery of ALMA 100 GHz mock observations for the universal
Arnaud pressure profile. The columns correspond to the M500 masses 2.0 × 1014M#,
5.0× 1014M# and 8.0× 1014M# (left to right). The rows correspond to redshifts 0.2, 0.4,
0.6, 0.8, 1.0 and 1.2 (from top to bottom).
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Figure 10.4: Image gallery of ALMA 100 GHz mock observations for the non-cool core
Arnaud pressure profile. The columns correspond to the M500 masses 2.0 × 1014M#,
5.0× 1014M# and 8.0× 1014M# (left to right). The rows correspond to redshifts 0.2, 0.4,
0.6, 0.8, 1.0 and 1.2 (from top to bottom).
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Figure 10.5: Image gallery of ALMA/ACA (Band3)/SZA mock observations for the cool
core Arnaud pressure profile. The columns correspond to the M500 masses 2.0× 1014M#,
5.0× 1014M# and 8.0× 1014M# (left to right). The rows correspond to redshifts 0.2, 0.4,
0.6, 0.8, 1.0 and 1.2 (from top to bottom).
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Figure 10.6: Image gallery of ALMA/ACA (Band3)/SZA mock observations for the
universal Arnaud pressure profile. The columns correspond to the M500 masses 2.0 ×
1014M#, 5.0× 1014M# and 8.0× 1014M# (left to right). The rows correspond to redshifts
0.2, 0.4, 0.6, 0.8, 1.0 and 1.2 (from top to bottom).
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Figure 10.7: Image gallery of ALMA/ACA (Band3)/SZA mock observations for the
non-cool core Arnaud pressure profile. The columns correspond to the M500 masses 2.0×
1014M#, 5.0× 1014M# and 8.0× 1014M# (left to right). The rows correspond to redshifts
0.2, 0.4, 0.6, 0.8, 1.0 and 1.2 (from top to bottom).
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Figure 10.8: Image gallery of ALMA/ACA (Band 3 + 1)/SZA mock observations for
the cool core Arnaud pressure profile. The columns correspond to the M500 masses 2.0 ×
1014M#, 5.0× 1014M# and 8.0× 1014M# (left to right). The rows correspond to redshifts
0.2, 0.4, 0.6, 0.8, 1.0 and 1.2 (from top to bottom).
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Figure 10.9: Image gallery of ALMA/ACA (Band 3 + 1)/SZA mock observations for
the universal Arnaud pressure profile. The columns correspond to the M500 masses 2.0×
1014M#, 5.0× 1014M# and 8.0× 1014M# (left to right). The rows correspond to redshifts
0.2, 0.4, 0.6, 0.8, 1.0 and 1.2 (from top to bottom).
192 Chapter 10. Appendix
Figure 10.10: Image gallery of ALMA/ACA (Band 3+ 1)/SZA mock observations for
the non-cool core Arnaud pressure profile. The columns correspond to the M500 masses
2.0 × 1014M#, 5.0 × 1014M# and 8.0 × 1014M# (left to right). The rows correspond to
redshifts 0.2, 0.4 , 0.6, 0.8, 1.0 and 1.2 (from top to bottom).
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