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Let A and S be subsets of the natural numbers. Let A’(n) be the number of 
partitions of n where each part appears exactly m times for some m E A. Let 
S(n) be the number of partitions of n into parts which are elements of S. 
DEFINITION. A is admissible if there exists an S such that A’(n) = S(n) for 
every n. If  S exists, then S corresponds to A. 
THEOREMS. (1) A corresponds to itself if and only if A = tic},?, for some 
positive integer c. (2) Let k and d be positive integers. Then A is admissible g 
A={m]m+(2i-l)k+j,l<i,O<j<k-l]: 
or A = {m I m # (2i - 1)k + j, 1 < i < d, 0 < j < k - 1) 
or A={mImf(2i-l)k+j,l <igd,Ogj<k-1,and 
m < (2d + l)k}. 
These results provide generalizations of theorems by Euler, Glaisher, and 
Andrews. The proofs extend the method used to prove Glaisher’s theorem 
and are based on showing that the corresponding generating functions are 
identical. 
1. INTRODUCTION 
Let A and S be subsets of the natural numbers. Let A’(n) be the number 
of partitions of n where each part appears exactly m times for some m E A. 
For example, if 1, 2 E A, then 4 + 3 + 3 is a partition of 10 enumerated 
by A’. Let S(n) be the number of partitions of n into parts which are 
elements of S. 
This paper investigates the problem: Given a set A, does there exist 
a set S such that A’(n) = S(n) for every n ? If such a set exists, we will say 
that A is admissible and that S corresponds to A. 
Two results of this type state A = (1) and A = {i}zz are admissible sets. 
More specifically, the following two theorems are known [3, 21. 
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THEOREM (Euler). The number of partitions of n, where each part 
appears exactly once, is equal to the number of partitions of n into odd parts. 
THEOREM (Andrews). The number of partitions of n, where each part 
appears at least twice, is equal to the number of partitions of n into parts 
which are + +I (mod 6). 
The main purpose of this paper is to generalize these two results, i.e., 
to describe two classes of admissible sets. Subsequent papers will give other 
classes of admissible sets and some classes of inadmissible sets. 
2. RESULTS 
The two main theorems (Theorems 1 and 2) state that A is admissible 
if it is of one of the following two forms: 
or 
A = {m 1 m # (2i - 1)k +j, 1 < i < d, 0 <.j < k - 1, 
and m -=c (2d + l)k}, 
A = {m 1 m # (2i - 1)k +j, 1 < i < d, 0 <j < k - l}. 
THEOREM 1. Let k >, 1 and d > 0 be integers. Then the number of 
partitions qf n, where no part appears exactly (2i - I)k + j times with 
1 <i<d,O<j<k---1 ormorethan(2d+l)k-1 times,isequal 
to the number of partitions of n into parts which are + 0, (2i - 1)k 
(mod(2d + 2)k) with 1 < i < d + 1. 
For k = 2 and d = 0, this reduces to Euler’s theorem. In fact, for 
d = 0 and k > 1, this reduces to Glaisher’s theorem [4]. 
THEOREM (Glaisher). The number qf partitions qf n, where no part 
appears more than k - 1 times, is equal to the number of partitions of n into 
parts which are + 0 (mod k). 
Letting k = 1 in Theorem 1, we obtain the following result. 
COROLLARY 1. The number of partitions of n, where parts appear 
2, 4,..., or 2d times, is equal to the number of partitions of n into parts which 
are E 2, 4,..., 2d (mod 2d + 2). 
THEOREM 2. Let k and d be positive integers. Then the number of 
partitions of n, where no part appears exactly (2i - 1)k + j times with 
1 < i < d, 0 < j < k - 1, is equal to the number of partitions of n into 
parts which are + f(2i - I)k (mod(4d + 2)k) with 1 < i < d. 
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For k = I and d = 1, this reduces to Andrews’ theorem. For k = 1 
and d > 1, we obtain a result similar to Corollary 1. For d = 1 and 
k > I, we get the following result. 
COROLLARY 2. The number of partitions of n, where no part appears 
exactly k, k + I,..., or 2k - 1 times, is equal to the number of partitions of n 
into parts which are + fk (mod 6k). 
Removing the restriction that d be finite in Theorem 2, we obtain an 
additional result. 
THEOREM 3. Let k be a positive integer. Then the number of partitions 
of n, where no part appears exactly (2i - I)k + j times with i 3 1, 
0 < j < k - 1, is equal to the number ofpartitions of n into parts which are 
+ k (mod 2k). 
Letting k = 1 in Theorem 3, we note that if A is the set of even natural 
numbers, then A is not only admissible, but the corresponding set is A 
itself. In fact, this last result may be generalized independently to yield the 
following: A set A corresponds to itself if and only if it consists of all 
multiples of some positive integer. 
THEOREM 4. The number of partitions of n, where each part appears 
exactly m times for some m E A, is equaI to the number of partitions of n into 
parts which are elements of A if and only if A = {ic},“_l for some positive 
integer c. 
3. PROOFS OF THEOREMS 
Proof of Theorem 1. For d = 0, this is Glaisher’s theorem, so we may 
assume d > 1. In this case, the generating function for A’(n) is given by 
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= ii (A)( ] +Q 
?I=1 
which is the generating function for the number of partitions into parts 
which are f k (mod 2k) and + 0 (mod(2d + 2)k), i.e., + 0, (2i - 1)k 
(mod(2d + 2)k) with 1 f i < d + 1. 
Proof of Theorenz 2. The generating function for A’(n) is given by 
which is the generating function for the number of partitions into parts 
which are $ k (mod 2k) or are = (2d + I)k (mod(4d + 2)k); i.e., 
f f(2i - I)k (mod(4d + 2)k), with 1 < i ,< d. 
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Proof of Theorem 3. The generating function for A’(n) is given by 
= ii (&)(I - 1 ;;k.) 
?Z=l 
= fi(&(,:,k.) 
7L=l 
= ITI  (A)( ;I;:) 
n=1 
= Cl (A) (1 - xk(2n-19, 
which is the generating function for the number of partitions into parts 
+ k (mod 2k). 
Proof of Theorem 4. First we show that if A has the given form, then it 
corresponds to itself. Let P(n) be the number of partitions of n, and let 
A = {i~},“,~ . 
If c + n, then A(n) = 0 = A’(n). If c ( n, then A(n) = P(n/c) = A’(n), 
since there are obvious 1-l correspondences between partitions counted 
by A(n) and partitions of n/c, and those of the latter with those counted 
by A’(n). Thus, A’(n) = A(n) for every n. 
Now assume that we have some set A such that A’(n) = A(n) for every n. 
We must show that A has the desired form, i.e., if A = {ci}~=r with 
c1 < c2 < . . . . we must show that s = co and that there is some c such 
that ci = ic for every i. The proof will be by induction. 
Let Pm(n) be the number of partitions of n into parts which are less than 
or equal to m. Let &(n) be the number of partitions of 12 into at most m 
parts. Then P,(n) = Q&z) for every m and n. 
Let c = c1 and assume ci = ic for 1 < i < m < s. We need to show 
that cm+1 = (m + 1)~. Consider n = c1 + c,+~ . If c { c~+~, then 
A(n) = 1 or 2 (2 if n E A), since c 7 n implies that n = c1 + c,+~ is the only 
such partition of n using more than one part. But A’(n) = 0 or l(1 if n E A), 
EULER-TYPE PARTITIONS 83 
since c r n implies that some part must appear at least c,+~ times. Such a 
part would have to be 1, in which case the partition would consist of all I’s, 
and n E A. Therefore, if c r c,+~ , then A(n) > A’(n). Thus, c I c,+~ , so 
let c,+~ = kc, where k > tn. 
Now A(c,+J = 1 + P,(k), since c,+~ = c,+~ is the only such partition 
of c,+~ which is not of the form c,+r = Cz, ti(ci), and kc = Cz1 ti(ci) 
if and only if k = x:, ti(i), since ci = ic. A’(c,+~) > 1 + Q&k), since 
C - 1 + 1 + ... + 1, and if k = Ci tj(ei), where Cj tj < m, then m+1 - 
tj < m for each j, so that c,,+~ = ck = Cj ctj(ej) = Cj ctj(ei), which is a 
partition of c,+~ of the type enumerated by A’(c,+~). Additionally, if 
k > m + 1, then k = (k - m) + 1 + 1 + ... + 1, which has m + 1 
parts. And cm+1 = (k - m) + (k - m) + ... + (k - m) + 1 + .*. + 1, 
where (k - m) appears c1 times and 1 appears c, times. Therefore, if 
k > m + 1, then A’(c,+~) > 1 + Q,(k) = 1 + P,(k) = A(c,+,). Thus, 
k = m + 1 and c,+r = (m + 1)~. 
Now suppose s < CO, i.e., A = {c, 2c ,..., SC}. Consider PZ = (s + 2)~. 
Here A(n) = P,(s + 2). But A’(n) 3 1 + Q& + 2), since if s + 2 = 
xi tj(ej), where Cj ti < s, then tj < s for each j, so that IZ = (s + 2)c = 
Cj ctj(ej) = zj c,,(ej), which is a partition of the type enumerated by A’(n). 
Additionally, s + 2 = 2 + 1 + 1 + ... + 1, which has s + 1 parts. So 
IZ = (s + 2)c = 2 + 2 + ... + 2 + 1 + 1 + ... + 1, where 2 appears 
c1 times and 1 appears c, times. Therefore, ifs < co, then A’(n) > A(n). 
So s = cc and A = {i~}~?~. 
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