This article investigates the effects of intake pressure (boost) on the pre-ignition stratification and burn duration of homogeneous charge compression ignition combustion. Full cycle computational fluid dynamics simulations are performed with gasoline kinetics. An intake pressure sweep is performed while maintaining the same combustion timing and mean composition. The burn duration reduces with increasing boost, even though intake temperature is reduced to hold combustion timing constant. It is shown that the compositional stratification increases with boost whereas thermal stratification decreases. A quasi-dimensional model is employed to assess the effect of compositional stratification, pressure, mean temperature and isolate the effect of thermal stratification on burn duration. The analysis reveals that reducing charge temperature neutralizes the effect of increased boost on reactivity and the shorter burn durations at higher boost are primarily due to the lower thermal stratification. It is shown that higher pressures do not significantly increase the mixing and the lower thermal stratification is due to lower wall heat losses per unit charge mass. A follow-up set of non-reacting simulations with adiabatic walls corroborate this claim by revealing a constant magnitude of thermal stratification across the boost sweep.
Introduction
Homogeneous charge compression ignition (HCCI) combustion combines high efficiency with ultra-low nitrogen oxide (NOx) and soot emissions.
1,2 HCCI is commonly controlled by varying the trapped residual gases from the previous engine cycle by means of variable valve actuation which modulates the charge temperature and affects combustion phasing. [3] [4] [5] HCCI operation is limited to low and medium loads due to maximum pressure rise rates becoming unacceptable with increasing fuel rates. Intake charge boosting has been shown to increase the high load limit of HCCI engines. [6] [7] [8] This is achieved by maintaining good combustion stability at later combustion phasing due to boosted operation which is not possible under naturally aspirated conditions. 9 In addition to experimental studies, [6] [7] [8] [9] a number of simulation studies have been performed to assess the requirements of boosted HCCI turbomachinary. [10] [11] [12] [13] [14] Typically, boosted HCCI demands higher intake pressures at similar conditions than conventional engines due to greater dilution required to beat the NOx emission limit. 7 On the other hand, intake boost for turbocharged HCCI comes at a significant pumping penalty. If intake boost of ;2.5 bar absolute pressure is desired, the pumping penalty could be as high as ;3 bar pumping mean effective pressure (PMEP) due to low exhaust gas enthalpies. 12 Sjoberg and Dec 15 performed a boosting study on primary reference fuel (PRF) and demonstrated that intake boost control can be used to effectively control the amount of low temperature heat release (LTHR) and hence the overall burn rate. Silke et al. 16 investigated the effects of increased boost pressure on the chemistry of a mature PRF reaction mechanism. In his single-cylinder experimental study, Klinkert 17 has attempted to isolate the effect of boost on HCCI burn rate. He maintained the location of 50% mass burned (u 50 ) and total dilution constant while increasing boost. It was found that increasing the intake manifold absolute pressure from 1.5 to 2.5 bar resulted in slight shortening (;1°CA (crank angle)) of 10%-90% mass burned duration (u 10À90 ). Without making conclusive statements, he suggested that this effect could be due to pressure-induced shortening of ignition delays or changing thermal stratification due to charge compression or due to changing stratification due to variation of internal residuals between cases. Little work has been done to identify the dominant mechanism affecting HCCI burn durations with changing boost. This article uses simulations to isolate and explain the effect of boost on HCCI burn rates. The boosted simulations presented here are independent of experimental data. Simulations afford precise control over global composition, combustion timing and other important physical parameters, which is exceedingly difficult to achieve in experimental studies.
In this study, computational fluid dynamics (CFD) simulations are used to show that while maintaining mixture composition and 10% mass fraction burned (MFB, u 10 ) constant, increasing the boost shortens the burn durations. In order to maintain a constant u 10 timing, the charge temperatures are reduced with increasing boost. The pre-ignition thermal stratification is reduced with increasing boost, whereas the compositional stratification increases. Using ignition delay calculations and a quasidimensional model, it is shown that compositional stratification has no noticeable effect on the burn duration. The effect of increasing boost on burn duration is counteracted by lowering the mean temperature. Hence, the reduction of the burn duration is primarily due to the reduced thermal stratification. Further analysis demonstrates that the reduced thermal stratification at higher boost is due to reduced heat loss per mass. Adiabatic wall simulations are performed to illustrate that thermal stratification for all cases would be the same irrespective of boost if there are no wall heat losses.
Modeling approach
The HCCI combustion model in this work is implemented in the 3D CFD code KIVA-3V, 18 which uses a Reynolds-averaged Navier-Stokes (RANS). This framework spatially resolves the combustion chamber, intake and exhaust manifolds with moving valves, direct fuel injection and the resulting thermal and compositional stratification developed within the combustion chamber. The computational mesh is threedimensional (3D) and contains approximately 156,000 computational cells at bottom dead center (BDC) and 22,000 computational cells at top dead center (TDC). The computational mesh is based on a single-cylinder fully flexible valve actuation (FFVA) research engine previously used for low temperature combustion studies at the University of Michigan, 19, 20 which consists of a Ricardo Hydra gasoline block with modified head and piston along with a single hole, side-mounted, swirltype direct injector situated between the two intake valves. Specifications of the FFVA engine are provided in Table 1 and the mesh is shown in Figure 1 . Chemical kinetics calculations in this model are conducted using the fully coupled approach of Babajimopoulos et al. 21 wherein tens of thousands of KIVA computational cells are grouped into a smaller number of chemistry zones with similar thermodynamic states.
The zones are defined with temperature and the variable u or ''progress equivalence ratio,'' which captures reaction progress within every cell as
where C # , H # and O # are the number of carbon, hydrogen and oxygen atoms, respectively, present within a CFD cell. The subscripts ÀCO 2 and ÀH 2 O indicate that the C, H and O atoms present in the products of complete combustion (CO 2 and H 2 O) within the CFD cell are excluded to compute u. The zone resolution in the current work is selected so that the maximum spread in T and u within a chemistry zone is not more than 5K and 0.03, respectively, similar to Single hole, side-mounted, swirl-type/100/70 Figure 1 . 156,000 cell computational mesh used in this work. Exhaust ports are located on the left and intake ports on the right.
previous studies. 22, 23 This results in the creation on the order of 2500 chemistry zones corresponding to around 22,000 cells at TDC. Each chemistry zone is treated as a constant volume homogeneous reactor initialized with the zone's state information. After the kinetic calculations are performed for each zone over the simulation time step, the updated species composition is remapped back to the original KIVA cells. Using this approach, the computational expense of the chemical kinetics is reduced by an order of magnitude relative to detailed chemistry in every cell. 24 The kinetics calculations in this work use a reduced 312-species reaction mechanism based on the detailed gasoline reaction mechanism from Mehl et al. 25 along with the matched four-component gasoline surrogate fuel 26 shown in Table 2 . This surrogate and reduced gasoline mechanism captures gasoline fuel chemistry attributes such as the low, negative temperature coefficient (NTC) and high temperature ignition predicted by the detailed parent mechanism. The gasoline surrogate and kinetic reaction mechanism used here have also been evaluated against the boosted HCCI engine experiments of Dec and Yang 9 by Mehl et al. 27 The standard k-e turbulence model is used in conjunction with the standard law-of-the-wall approach to model heat transfer. The injector is modeled as a point source of Lagrangian droplets at an angle of 45°to the vertical cylinder access. The direct injection model used here was previously developed at the University of Michigan for SI engine simulations by Chryssakis 28 and Grover. 29 It accounts for both the primary and secondary atomization of fuel, transition from solid cone to a steady-state main injection event with hollow cone structure and spray wall impingement. A fuel boiling model which accounts for free droplet boiling, wall film boiling and flash boiling developed by Middleton 30 has also been implemented. For multi-component fuel injection, iso-octane liquid properties are used as a surrogate for gasoline during the injection and droplet breakup phases. During vaporization, the four components of the fuel kinetic surrogate are introduced to the gaseous phase with mass fractions corresponding to their mass fractions in the kinetic surrogate specification, using the gas phase properties as specified in the Chemkin mechanism and thermodynamic data files. 31 
Open-cycle CFD simulations
The naturally aspirated simulation, referred in this work as the baseline case, corresponds to the experimental data available from Olesky et al. 32 The intake temperature and composition at the open boundary are set based on the experimentally reported measurement. The exhaust boundary temperature and composition are set in a similar manner by assuming complete combustion products in the exhaust. Averaged boundary pressures are imposed in the intake and exhaust manifolds. These pressures are shifted by up to 60.1 bar such that the model predictions at TDC of negative valve overlap (NVO) and 20°CA bTDC (before top dead center) of firing agreed with the experimentally measured pressures. A schematic of the key events during the simulation is presented in Figure  2 . Simulations are initialized at 640°CA bTDC of combustion, during the expansion of the previous cycle before exhaust valve opening. The cylinder pressure is initialized with experimental pressure at 640°CA bTDC, composition assumed to be complete combustion products at the experimentally measured equivalence ratio, while the initial temperature is attained from the GT-Power cycle simulation. 33 The CFD simulation is run with a non-reacting eight-species composition (the four-component gasoline surrogate, O 2 , N 2 , CO 2 and H 2 O) through gas exchange, including the recompression, fuel injection and intake stroke. Liquid gasoline fuel is injected into the hot residual at 330°C
A bTDC during the expansion portion of NVO. The fuel jet with its higher momentum relative to the charge density and momentum is expected to impinge on to the piston and liner due to the orientation of the sidemounted injector. The intake valves open at 270°CA bTDC followed by induction of fresh air with high velocity entering the chamber. The intake event provides a major portion of the turbulent kinetic energy (TKE) for mixing of the fuel, residuals and fresh charge. 31 It is expected that the pre-ignition mixture will have considerably higher compositional stratification due to direct injection compared to port fuel Figure 2 . Schematic of open-cycle simulation procedure. Simulations are initialized prior to exhaust valve opening of previous cycle and run through gas exchange and fuel injection process using an eight-species chemical mechanism with no reactions. Shortly after IVC, the simulations are stopped and restarted with the gasoline surrogate mechanism.
injection. 24 Shortly after intake valve closing (IVC), the simulation is stopped and re-initialized for chemistry with the 312-species reduced gasoline mechanism. The trapped mass at exhaust valve closing (EVC) and IVC is calculated within the CFD simulation based on the initial and boundary conditions. The simulations end at 80°CA after firing TDC, to cover a full 720°CA cycle. It must be noted that chemistry during NVO is ignored. Shingne 34 has shown that reactions during NVO can change the temperature and composition of the charge. However, Olesky et al. 32 show in their experimental study that early combustion phasing, similar to current simulations, lead to high combustion efficiency and little NVO heat release due to unburned fuel. Hellstro¨m et al. 35 corroborate this justification.
Furthermore, the late injection timing fixed at 30°CA aTDC (after top dead center) of NVO for all simulations makes NVO heat release due to injected fuel less likely, as observed by Hunicz.
36
The thermal boundary conditions on the mesh solid surfaces (component temperatures) are included in Table 3 . Cycle simulations are performed with GTPower including one-dimensional manifold dynamics and predictive wall temperature solvers for the FFVA engine. The mesh solid surface temperatures imposed are roughly 25 K higher than those predicted by GTPower in order to match combustion phasing from experiments. Table 4 summarizes the operating conditions for the baseline case performed on the physical engine. Figure 3 
Boost sweep-simulation and results
Note that there is no experimental data available at boosted conditions for the FFVA engine. The goal of this sweep is to observe the effect of increasing boost on HCCI combustion while the engine speed, valve timings, injection timing, mixture composition and ignition timing are all constant. The intake and exhaust manifold absolute pressures are set at 1, 1.5 and 2 bar for the boost sweep. For turbocharged HCCI, the exhaust manifold pressures are typically much greater than the intake manifold pressures; [11] [12] [13] [14] however, this work makes a modeling simplification by setting the intake and exhaust pressures equal to each other. The amount of fuel injected is increased with boost to hold the mixture composition constant in terms of fuel-to-oxygen Table 3 . Component temperatures used in CFD simulation. equivalence ratio (f FO ), fuel-to-charge equivalence ratio (f 0 ), residual gas fraction (RGF) and oxygen mole percentage (x O 2 ). f FO is defined in equation (2) 
where m fuel is mass of fuel within the charge, m total is the total mass of the charge, m air is the mass of air within the charge, (m fuel =m air ) st is the stoichiometric fuel-to-air ratio and f is the fuel-to-air equivalence ratio. The pressure-induced enhancement of autoignition is compensated by lowering the intake temperature to hold u 10 constant at -1°CA aTDC. The inputs for the boost sweep are summarized in Table 5 . As the total mixture dilution and ignition timing are held constant during the boost sweep, the peak mean cylinder temperature is expected to be similar between the cases (within 10 K variation). As a result, the component temperatures are not expected to change significantly with boost and hence are held constant at the values in Table 3 . However, it is noted that in a physical engine, the component temperatures may change slightly with changing boost but the analysis results are expected to remain directionally the same. Additionally, it is acknowledged that matching any other combustion timing (e.g. u 50 ) than u 10 may lead to a slightly different magnitude of change in the burn duration than that presented in this work. Figure 4 (a) shows the pressure traces from CFD for the boost sweep. Note that the pre-ignition cylinder pressures are higher in proportion to the intake boost and have higher mass trapped in the cylinder. Figure 4 (b) shows the corresponding mean cylinder temperatures for the three cases. The pre-ignition mean temperature for the highest boost case is roughly 50 K lower than the naturally aspirated case whereas the peak mean cylinder temperatures are roughly the same. Figure 5 (a) and (b) respectively shows the rate of heat release (RoHR) and cumulative heat released (HR) for the boost sweep. As expected, the maximum HR scales with the amount of fuel injected but the peak RoHR scales with 1.3 times the amount of fuel injected. Figure  6 shows the MFB traces from CFD for the boost sweep. The curves are nearly overlapping until 10% mass burned; however, the u 10À90 duration reduces from u 10À90 = 6:1 8 CA to u 10À90 = 4:9 8 CA. The MFB (normalized HR) for the three cases goes to 1 as the mass averaged energy released is the same for the three cases. However, the u 10À90 reduces by 20% for the case with P INÀEX = 2 bar compared to the naturally aspirated case.
In the following sections, the authors explain the causes for the shortening of the burn duration with increasing boost. First, the CFD simulation results along with an ignition delay expression are used to analyze the reactivity of the pre-ignition charge. Subsequently, a quasi-dimensional model is used to systematically remove effects of thermodynamic parameters on the charge reactivity and burn duration.
Pre-ignition charge reactivity
Non-reacting simulations corresponding to those in Table 5 are performed to analyze the pre-ignition charge reactivity. Figure 7 visualizes the mass distribution within the cylinder over temperature and f FO for the boost sweep from the CFD domain at 12.5°CA bTDC, which corresponds to the 0.1% fuel burned location of the naturally aspirated baseline case. 37 The thermal stratification in this work is quantified as two times the standard deviation in cell temperature (2sT). The standard deviation is computed on a moleweighted basis as follows
where i is the subscript denoting a CFD cell, n represents number of moles, N represents the total number of CFD cells and T is the mole-weighted average temperature within the CFD domain. The charge mean temperature reduces from 1044 to 1001 K as boost increases from 1 to 2 bar. The thermal stratification decreases from 79 K for the naturally aspirated case to 72 K for the P INÀEX = 1:5 bar case, and to 66 K for the P INÀEX = 2 bar case. Figure 7 (b) shows the compositional stratification (2sf FO ), computed similarly to equation (4), increases from 0.2 to 0.26 from the naturally aspirated case to the case with P INÀEX = 2 bar. Figure 8 shows the cumulative distribution of reactivity at 12.5°CA bTDC, generated by calculating ignition delays in every individual CFD cell using the Goldsborough 38 correlation, for the boost sweep. The naturally aspirated baseline case has slightly shorter ignition delays in the most reactive part of the charge compared to higher boost pressures. The trend in ignition delay is reversed for t . 1.5 ms (or 55% charge mass) and the boosted cases have higher reactivity than the baseline naturally aspirated case as reflected in the shorter burn duration in the CFD data.
Quasi-dimensional model
Pre-ignition reactivity does not capture the evolution of reactivity that may occur during the combustion process. Once ignition occurs, the most reactive portions of charge burn and expand, compressing the rest of the charge and increasing its temperature causing the cumulative reactivity distribution to evolve with the combustion process. Hence, to further the insights gained from the cumulative reactivity distribution, a quasi-dimensional multi-zone model (Quasi-D) has been used. Quasi-D models have also been extensively used to model HCCI combustion, where fluid dynamics is not fully coupled with CFD. 39, 40 Non-reacting CFD simulations that account for mixing and evolution of stratification are run until pre-ignition. At that point, the CFD domain is mapped to the Quasi-D zones and the model is simulated with chemical kinetics calculations. As such, the Quasi-D model presents itself as an effective tool to decouple and isolate the effect of several thermodynamic variables on the combustion process. It is noted that the fully coupled 3D CFD itself may be used to decouple the effects of thermodynamic variables but in order to reduce computational expense and time-to-solution, the Quasi-D model developed by Kodavasal et al. 41 has been used for further analysis.
The model has been evaluated against CFD and shows comparable performance in terms of prediction. Each zone has its own temperature and composition and as such multiple zones replicate the effect of stratification.
Although there is no heat or mass transfer between the zones or surroundings, the zones interact with each other only through boundary work, changing their volumes to satisfy the assumption of uniform cylinder pressure and the sum of all the zone volumes at any CA is equal to the total cylinder volume.
The quasi-D model is initialized with results from the non-reacting simulations mentioned in section ''Preignition charge reactivity.'' The CFD domain at -12.5°C
A aTDC is zoned in terms of temperature and f FO . The temperature zones are variable as shown in Table 6 while Df FO \ 0:1. The finer temperature resolution for zoning at higher temperatures is necessary in order to have an accurate time-integration; this is due to the strong non-linear variation of the chemical reaction rates with temperature. Note that throughout the boost sweep temperature resolution steps (DT) remain the same while the temperature scale (max. T -min. T) shifts, that is, lowers with higher boost. These bins in temperature and Df FO result in the creation of 255-264 zones for boost sweep. Each of these zones within the Quasi-D model has a fixed initial temperature and composition. The Quasi-D model then solves the chemical kinetics while the heat transfer is deactivated through the simulation to enforce the closed zone formulation. Figure 9 shows the MFB results for the three cases from the Quasi-D model initialized at 12.5°C
A bTDC. The burn profiles are similar to CFD data presented in Figure 6 .
Assessing the effect of compositional stratification on reactivity Figure 10 displays the evolution of the compositional stratification expressed as 2sf FO from IVC to TDC calculated from the non-reacting CFD simulations corresponding to the boost sweep. The compositional stratification is relatively high at IVC and falls throughout compression. The compositional stratification at IVC is higher for the highest boost case (2sf FO = 0:61) compared to the naturally aspirated case (2sf FO = 0:48) likely due to the direct injection of double the mass of fuel into the chamber. The difference in compositional stratification reduces throughout the compression stroke with 2sf FO = 0:26 for the highest boost case compared to 2sf FO = 0:2 for the naturally aspirated case at -12.5°CA aTDC. Figure 11 (a) displays the cell temperature against the cell f FO from the non-reacting CFD simulation at -12.5°CA aTDC for the boost sweep. There is a large spread in f FO and temperature as expected due to NVO and direct injection. 24 In Figure 11 (b), the visualization is changed such that the CFD cells are grouped into bins of Df FO \ 0:03 to collapse the spread in temperature. The marker sizes are proportional to the mass fraction within each of the Df FO bin. The richest bins have the lowest temperatures and very little mass while the leanest bins have higher temperatures and somewhat more mass. However, for all the cases, the bins with greatest mass fraction are grouped close to the mean f FO (0.44) and have highest temperatures.
Two sets of ignition delay 38 computations are performed for all CFD cells at -12.5°CA aTDC, with cell composition and mean cylinder composition, for each case in the boost sweep in order to assess the importance of compositional stratification with respect to reactivity. Figure 12(a)-(c) shows the CFD domain at -12.5°CA aTDC in terms of mass weighted f FO against ignition delay for P INÀEX = 1 bar, P INÀEX = 1:5 bar and P INÀEX = 2 bar, respectively. The mass weighted f FO is calculated by grouping CFD cells into bins of ignition delay (Dt) \ 0.02 ms and performing a mass weighted average of f FO of the CFD cells within the bin. The blue points correspond to the bins created by the ignition delays calculated with cell composition and the red points correspond to the bins created by ignition delays with the mean composition. As expected, there is no variation in f FO for the red points whereas there is a large spread in f FO for the blue points. For the blue points, the reactivity increases with increasing f FO which means that significantly large amounts of charge mass are at high temperatures and contain large enough amounts of fuel. The slope of this correlation between reactivity and f FO increases with increasing boost as the mass of fuel injected into the hot residual mass during NVO increases. However, the highest charge reactivities calculated with the cell as well as mean composition are very similar for all the three cases. Figure 13 displays the cumulative charge reactivity for the boost sweep with and without compositional stratification. The curves calculated with cell and mean compositions overlap each other for all cases, indicating that for the conditions studied, compositional stratification has a relatively small effect on charge reactivity.
Two Quasi-D simulations per case are also performed: first where the zones are initialized as described in section ''Assessing the effect of compositional stratification on reactivity'' and second where the compositional stratification is removed (each zone has the mean charge composition) while maintaining the thermal stratification. Figure 14 shows the results of these simulations for the three cases. As seen from Figure 14 (a)-(c), throughout the boost sweep, the elimination of the compositional stratification does not affect the overall burn profile, similar to the finding by Kodavasal et al. 42 This result directly follows the cumulative reactivity distributions from Figure 13 .
Removing the effect of pressure on charge reactivity
The cylinder pressure (P cyl ) at 12.5°CA bTDC, where the stratification is visualized, for the naturally aspirated case is 22.7 bar, for the P INÀEX = 1:5 bar case is 32 bar and for the P INÀEX = 2 bar case is 43.5 bar. Figure 15 displays the cumulative reactivity distribution for the three cases where the pressure effect is removed. This is done by computing ignition delays using the pressure of the naturally aspirated case, while maintaining the cell level thermal and compositional stratification. The boosted cases in this figure are denoted by an asterisk to show that the imposed baseline cylinder pressure has been used to compute the ignition delays. As expected, the P INÀEX = 1:5 bar Ã and P INÀEX = 2 bar Ã cases exhibit ignition delays longer than the baseline cases since the pressure effect on reactivity is removed and the lower charge temperatures of the boosted cases lower their reactivity. Figure 16 shows the burn profile computed from the Quasi-D model initialized at 12.5°CA bTDC with the imposed baseline pressure for each case while maintaining the thermal and compositional stratification. deliberately set low in order to negate the chemical effect of pressure on ignition and maintain a constant u 10 . Hence, removing the pressure effect alone greatly lowers the charge reactivity leading to slower burn rates. The effect of thermal stratification is isolated in the next section by shifting the charge temperatures of higher boost cases to match the mean temperatures in addition to removing the pressure effect.
Isolating the effect of thermal stratification on burn duration
The effect of thermal stratification on burn duration is isolated by removing the effect of differing mean temperatures in addition to removing the effect of pressure on the charge. Thus, the temperature distribution of the boosted cases is shifted as a block (not scaled) so that the mean temperatures are aligned with the baseline case and the ignition delays for the three cases are recomputed with the baseline cylinder pressure. The resulting cumulative reactivity distribution is displayed in Figure 17 . The boosted cases in this figure are denoted by a diamond to show the combined effect of imposing the baseline pressure and matched mean cylinder temperature. As expected, the higher boost cases have smaller thermal stratification and shorter ignition delays with a matched highest reactivity. Thus, combustion rates increase for smaller thermal stratification when the pressure effect is removed and mean charge temperatures are matched. The Quasi-D model is also simulated, initialized at 12.5°CA bTDC with baseline pressure and shifted temperatures. Figure 18 shows that the cases with lower thermal stratification burn faster.
The relative effect of temperature and pressure on reactivity can be compared by taking partial derivatives of the He et al. 43 correlation for ignition delay (t ign ) with respect to T and P individually for nominal conditions at 12.5°CA bTDC of T= 1044 K and P = 22.7 bar. Boosting manifold pressure to 1.5 and 2 bar increases the cylinder pressure to 32 and 43.5 bar at 12.5°CA bTDC, respectively. This is equivalent to increasing the mean temperature by 30 and 60 K, respectively, in terms of ignition delay. However, in this sweep, the mean charge temperatures at 12.5°bTDC of the boosted cases (1.5 and 2 bar) are lower than the baseline case by 22 and 44 K, respectively. Thus, the pressure effect on reactivity is nearly nullified by the lower charge temperatures and the shorter burn durations at high boost are primarily due to smaller thermal stratification. This claim is supported by plotting the Quasi-D results from the original simulations ( Figure  9 ) concurrently with the Quasi-D results where pressure effect is removed and mean temperatures matched ( Figure 18 ). It is clear from Figure 19 that the dashed lines and solid lines coincide; thus, we infer that the differences in burn rate are primarily due to thermal stratification.
Cylinder walls are typically colder than the inducted gas mixture at IVC causing a net heat transfer to the walls through the compression process. The portion of charge mass with closer proximity to the walls loses more heat than the rest of the charge resulting in a stratified temperature distribution. 44 This thermal stratification broadens as the charge is compressed and the mean temperatures and heat transfer rates increase rapidly toward TDC. 45 For NVO and direct injection, the stratification is also affected by the residual and fuel mixing. 24, 46 However, in this study, the valve timings, residual fraction and injection timings are held constant to hold their effect on charge mixing constant. Based on 22,000 CFD cells at TDC, each cell volume is approximately 2.2 mm 3 which corresponds to each side of the cell being 1.3 mm assuming cubic cells. The thermal boundary layer in automotive engines is roughly 1 mm near TDC 47 which is completely contained within a single CFD cell for the mesh used in this study. Hence, the boundary layer is not resolved and the law-of-the-wall is used to model heat transfer. Further investigation of the heat transfer modeling is beyond the scope of this work. Nevertheless, the next section presents two sets of simulations that support the claim that the thermal stratification developed in the boost sweep is primarily due to wall heat losses.
Evolution of thermal stratification during compression across the boost sweep
This section identifies the dominant governing mechanism responsible for changing thermal stratification over the boost sweep. Figure 20(a) and (b) shows the spatial distribution of temperature in a clip plane from nonreacting CFD simulations for P INÀEX = 1 bar and P INÀEX = 2 bar cases, respectively. Note that the window of temperatures (DT) is constant between the two cases but shifted down for the high-pressure case as a consequence of mean cylinder temperature being roughly 50 K lower. Temperature varies across the cylinder with some of the hotter charge appearing close to the cylinder liner and the head. The higher boost case appears to have greater variation in temperature at IVC. The charge is expected to undergo mixing as well as lose heat to the colder walls through the compression process. Figure 21(a) and (b) show the spatial distribution of temperature in the same clip plane as Figure 20 for the same set of simulations later in compression stroke (at -12.5°CA aTDC). Similar to Figure 20 , the DT here is constant but shifted down by 50 K to reflect the lower mean cylinder at higher boost. There is large variation in charge temperature with a clear trend in space, the hottest charge is at the center and the colder charge is near the walls. The thermal stratification of the naturally aspirated case appears to be greater than the boosted case at -12.5°CA aTDC. Figure 22 (a) shows the evolution of thermal stratification (2sT) from IVC to TDC for the boost sweep. The stratification initially falls until ;60°CA bTDC and then rises as the wall heat losses dominate thermal stratification closer to TDC. Figure 22(b) shows the thermal stratification plotted against the mean cylinder temperature normalized by the maximum mean cylinder temperature. Thermal stratification increases with temperature and the cases with higher mean charge temperature have a higher thermal stratification. At -12.5°CA aTDC, the mean cylinder temperature reduces from 1044 K (P INÀEX = 1 bar) to 1001 K (P INÀEX = 2 bar), a reduction of 4.1% and the thermal stratification reduces from 79 to 66 K, which is a reduction of 16.5%. Figure 23 shows the evolution of the TKE for the boost sweep from IVC to TDC. The TKE for the naturally aspirated case is slightly greater than the other cases at IVC which could explain the corresponding lower thermal stratification at IVC in Figure  22 due to greater mixing. TKE for all the cases falls through compression and the slight differences between the cases disappear by -60°CA aTDC. Hence, the effect of mixing on stratification is similar for the different boost cases. Figure 24(a) shows the cumulative heat loss from the non-reacting CFD simulations and Figure 24 (b) presents the cumulative heat loss per unit mass in the cylinder. Although the heat loss increases with increasing boost, heat loss per unit mass reduces with increasing boost. At -12.5°CA aTDC, the heat loss per unit mass experienced by the highest boost case is 18% lower than the naturally aspirated case, very close to the percentage reduction in thermal stratification. Hence, the thermal stratification reduces with increasing boost primarily due to lower heat loss per unit mass experienced by the charge. Figure 21 . Spatial distribution of temperature in a clip plane from non-reacting CFD simulations at -12.5°CA aTDC for (a) P INÀEX = 1 bar and (b) P INÀEX = 2 bar cases. DT window for the two cases is constant but shifted by 50 K to reflect that the mean temperatures also roughly differ by 50 K. Figure 22 . Evolution of thermal stratification from non-reacting CFD simulations: (a) 2sT plotted versus crank angle, the thermal stratification falls after IVC due to mixing until~60°CA bTDC but rises from there to TDC due to dominant wall heat losses. The higher boost cases have a lower mean cylinder temperature due to which the wall heat loss driven thermal stratification is lower. This is explicitly clear when (b) 2sT is plotted versus normalized mean cylinder temperature. Another set of non-reactive simulations is performed corresponding to the boost sweep with adiabatic walls (no wall heat losses) in order to support the claim made in the previous paragraph. Figure 25 shows the mass distribution over temperature at -12.5°CA aTDC from non-reacting CFD simulations with adiabatic walls. The thermal stratification is nearly the same for all cases with 2sT ; 32 K. Figure 26(a) shows the thermal stratification evolution with CA. Similar to Figure  22 (a), the thermal stratification initially falls until 60°C
A bTDC but does not increase back up to the extent as it does for cases where heat transfer is allowed. Furthermore, the thermal stratification for the three cases near TDC is nearly equal, as shown in Figure  26 
Future work
Certain assumptions are made in this work to simplify the modeling approach and lower computational expense. Only single engine cycles are simulated per operating condition and reactions during NVO are neglected. The mixture composition at initialization is assumed to be products of complete combustion. In a physical engine, the mixture is expected to contain unburned fuel, NOx and other intermediate species.
These chemical species can be trapped and transferred to the next cycle or may cause heat release due to recompression during NVO. Both of these phenomena can affect the combustion of the subsequent cycles. Additionally, this work uses RANS turbulence model which may not capture small-scale fluctuations within the flows observed within engines. The assumption of flameless combustion in this work may not be valid as small-scale fluctuations, diffusion and local flames may be occurring in a physical engine. Furthermore, a quasi-dimensional model has been used to isolate physical effects on HCCI combustion.
It is recommended that the simulations be performed on a finer grid with a more sophisticated modeling approach such as large eddy simulation (LES) or direct numerical simulation (DNS) in conjunction with an improved parallelized CFD code. It is recommended that multiple cycles be simulated with chemical kinetics calculations being performed throughout the cycle. This would ensure that the simulation reaches steady state with respect to mass trapped at valve closing. This would also help quantify any heat release occurring during NVO and its effect on the subsequent cycle. Furthermore, it is recommended that fully coupled CFD multi-zone be used to isolate the effects of thermodynamic variables on combustion. This may lead to additional insights into the evolution of charge A aTDC. The thermal stratification is the same between all cases in terms of the 2sT metric.
stratification and existence of flames within stratified HCCI. It is recommended that experiments on a physical engine be performed at the operating conditions of the simulations presented in this work. This would remove all the uncertainty in prescribing initial and boundary conditions inherent in modeling and provide greater confidence in the findings of this work.
Summary and conclusion
In this work, full-cycle CFD simulations with detailed chemistry were used to understand the effect of varying levels of boost on charge stratification and burn duration. The simulation results were analyzed in detail to assess the effects of various thermodynamic parameters on combustion. Simulation inputs were adjusted to match mean composition in terms of fuel-to-oxygen equivalence ratio, oxygen mole percentage, RGF and total dilution between cases. Ignition timing was also held constant with increasing boost. The following observations and conclusions are drawn from this work:
1. The intake manifold temperature was reduced from 379.15 to 323.15 K, when boost was increased from 1 to 2 bar to hold u 10 constant at -1°CA aTDC. Correspondingly, the u 10À90 reduced by 20%, from 6.1°CA to 4.9°CA. The pre-ignition (at -12.5°CA aTDC) compositional stratification (2sf FO ) increased by 30% from 0.2 to 0.26 and thermal stratification (2sT) decreased by 16.5% from 79 to 66 K. Thus, boosting while maintaining ignition timing and total dilution led to reducing burn duration, reducing mean charge temperature, reducing thermal stratification and increasing compositional stratification.
2. 2sf FO at IVC is higher for the higher boost cases due to increasing mass of fuel injected. 2sf FO reduces from IVC to TDC for all the cases due to mixing and the difference between cases is also reduced. f FO of CFD cells varies between 0.2 and 1.1 at -12.5°CA aTDC but the majority of the charge mass is located in regions with f FO close to the mean. The charge reactivity is directly proportional to the local f FO due to fuel injection into the hot charge during NVO. This correlation increases with increasing boost due to increasing fuel injection into hot residuals. However, the charge reactivity and burn duration remain roughly the same with the removal of compositional stratification in all cases. Thus, compositional stratification does not impact HCCI burn duration for all cases studied. 3. Thermal stratification for all the cases initially falls from IVC to 60°CA bTDC due to mixing. During compression, the wall heat losses increase and the thermal stratification increases. The effect of mixing on thermal stratification is similar between cases due to small difference in TKE. The cumulative heat loss increases with increasing boost but the heat loss per unit mass decreases resulting in smaller thermal stratification at higher boost. The effect of increasing charge pressure and reducing charge temperature nearly negates each other in terms of charge reactivity. Thus, the shorter burn duration is due to reduction in thermal stratification at higher boost.
It is acknowledged that the simulations performed here were for an engine with NVO and relatively high levels of trapped residuals. The findings may be different if significant changes are made to the hardware, such as higher compression ratio (CR), or to the Figure 26 . Evolution of thermal stratification from IVC to TDC for simulations with adiabatic walls: (a) 2sT plotted versus crank angle, the thermal stratification falls after IVC due to mixing until~60°CA bTDC and rises only slightly to TDC due to no wall heat losses. All cases have nearly the same thermal stratification for crank angles after 20°bTDC. This is explicitly clear when (b) 2sT is plotted versus normalized mean cylinder temperature.
operating conditions, such as lowering IVC temperatures which may lead to operation in NTC region.
