Development of a Decision Support System for Drought Characterization and Management: Application to Lexington, Kentucky by Ormsbee, Lindell E. & Jain, Ashu
University of Kentucky
UKnowledge
KWRRI Research Reports Kentucky Water Resources Research Institute
8-1992
Development of a Decision Support System for
Drought Characterization and Management:
Application to Lexington, Kentucky
Digital Object Identifier: https://doi.org/10.13023/kwrri.rr.182
Lindell E. Ormsbee
University of Kentucky, lindell.ormsbee@uky.edu
Ashu Jain
University of Kentucky
Right click to open a feedback form in a new tab to let us know how this document benefits you.
Follow this and additional works at: https://uknowledge.uky.edu/kwrri_reports
Part of the Natural Resources Management and Policy Commons, and the Water Resource
Management Commons
This Report is brought to you for free and open access by the Kentucky Water Resources Research Institute at UKnowledge. It has been accepted for
inclusion in KWRRI Research Reports by an authorized administrator of UKnowledge. For more information, please contact
UKnowledge@lsv.uky.edu.
Repository Citation
Ormsbee, Lindell E. and Jain, Ashu, "Development of a Decision Support System for Drought Characterization and Management:
Application to Lexington, Kentucky" (1992). KWRRI Research Reports. 26.
https://uknowledge.uky.edu/kwrri_reports/26
RESEARCH REPORT NO. 182 
DEVELOPMENT OF A DECISION SUPPORT SYSTEM 
FOR 
DROUGHT CHARACTERIZATION AND MANAGEMENT: 
APPLICATION TO LEXINGTON, KENTUCKY 
By 
Lindell E. Ormsbee 
Principal Investigator 
and 
Ashu Jain 
Graduate Student 
Project Number: G2021-05* 
Agreement Number: 14-08-0001-G2021 
Period of Project: July 1990 - June 1992 
Water Resources Research Institute 
University of Kentucky 
Lexington, KY 
The work upon which this report is based was supported in part by 
funds provided by the U.S. Department of the Interior, Washington 
D.C. as authorized by the Water Resources Act of 1990 (Public 
Law 101-397. 
August 1992 
FORWARD 
The contents of this report were developed under a grant from the Department of the 
Interior, U.S.Geological Survey. However, the contents do not necessarily represent the 
policy of the agency, nor do they carry any explicit endorsement by the Federal 
Government. 
ABSTRACT 
This reJ)Ort presents the results of an investigation into the J)Otential use of expert system 
technology as an effective tool for drought forecasting and management. Historical data 
derived from the Kentucky River Basin was used to test the resulting decision support 
system. This study has demonstrated that expert system technology can serve as an 
effective platform for use in assisting the decision maker in both characterizing the 
nature of an existing drought and in selecting and implementing the . required 
management J>Olicy. 
The success of any decision making process will of course be dependent UJ)On the quality 
of the data UJ>On which those decisions are made. In the current study, the critical data 
were the forecasted streamflow and the forecasted system demand for the coming week. 
Several different model structures were investigated for use in forecasting both 
streamflow and system demand. While a reasonable level of accuracy was obtained for 
the demand forecasts, only limited success was obtained in forecasting future weekly 
average streamflows. As a result, a probabilistic model structure was developed for use 
with streamflow forecasts that allowed more interaction with the decision maker. 
Although the resulting model evaluations failed to produce what may be considered 
satisfactory results, the developed model structure does provide a flexibility that may 
lead to improved performance by augmentation with additional rule based heuristics. 
Although not fully explored, several J)Otential heuristic structures are identified. 
Additional model improvement can be expected by further refinement of the underlying 
deterministic streamflow forecast model structure. 
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I. INTRODUCTION 
In the summer of 1988 the state of Kentucky experienced a severe drought. 
Throughout and adjacent to the Bluegrass area, some 35 counties were affected by some 
type of water shortage. As a result, mandatory conservation measures were implemented 
for several supply systems. On the state level, a Kentucky Water Emergency was 
declared. The largest single municipality affected by the drought was the city of 
Lexington. At the peak of the drought, mandatory water conservation measures were 
required. 
I 
Water for the city of Lexington is provided by the Kentucky-American Water 
Company. Kentucky-American obtains water from the Kentucky River which is then 
treated at two water treatment plants before being distributed throughout the city. In 
response to the severe drought of 1988, Kentucky-American formulated a water shortage 
response program for use in managing any future drought conditions. The plan consists 
of six separate drought stages with guidelines for establishment of each stage along with 
a set of associated management practices. Characterization of the various stages of 
drought are accomplished by examination of the current state of several hydrologic 
variables. 
The objective of the proposed research was to determine the potential use of expert 
system technology in the development of a decision support system for use in the 
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characterization and management of urban drought. Of particular interest was the 
potential use of such technology to improve the performance of both supply and demand 
forecasts. In order to provide a framework for such an investigation, the Kentucky 
River Basin was initially chosen for use as a case study. This framework was later 
reduced to consider only the city of Lexington, Kentucky, partially as a result of data 
availability issues and partially in recognition that Lexington represents the dominant 
consumer within the Kentucky River basin. In particular, the research investigated the 
development of an integrated software system (capable of running on a microcomputer) 
for use in implementing an upgraded version of the Kentucky-American water shortage 
response program for the city of Lexington. Whereas the existing rAponse program 
relies on the current status of the controlling state variables, the proposed system 
environment attempts to improve the performance of such a program by using forecasted 
values of the variables. In addition, the developed system employs expert system 
technology for use in analysis of the drought status and for use in selection of the 
appropriate level of management response. Development of the decision support 
system required an investigation of three separate issues: expert system technology, 
supply forecasting, and demand forecasting. Each of these issues are examined in detail 
in the following chapters. This is then followed by a description of the final decision 
support system along with an example application. 
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Il. THE LEXINGTON WATER SUPPLY SYSTEM AND MANAGEMENT PLAN 
Before examining the individual components of the proposed decision support 
system a brief overview of the Le;;ington water supply system and its associated 
management plan is first presented. 
2.1 Description of the Kentucky River Basin 
Like the majority of central Kentucky, Lexington receives its water supply from the 
Kentucky River. From its headwaters in Eastern Kentucky, the Kentucky River follows 
a 420 mile path through the central bluegrass region to the point where it empties into 
the Ohio river at Carrollton. Water levels in the river are controlled by a series of 14 
Jocks and dams which are located between the river's mouth at Carrollton and the 
confluence of three of the largest upstream tributaries at Beattyville, Kentucky. As can 
be seen from Figure 2. I, the Kentucky River is fed by five major tributaries: Dix River, 
Red River, North Fork, Middle Fork, and South Fork. 
Kentucky River streamflows are regulated to some extent by Carr Fork and 
Buckhorn Reservoirs, two flood control reservoirs in the headwaters that are operated 
by the U.S Army Corps of Engineers (COE) and provide minimum flows for water 
quality purposes. These minimum flows are a significant portion of the Kentucky River 
flow during droughts. Dix Dam on the Dix River, impounds Lake Herrington and is a 
tributary to Pool 7 of the Kentucky River. Lake Herrington provides storage and head 
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for operating a hydroelectric generating plant operated by Kentucky Utilities, as well as 
water supply for Danville, Kentucky and cooling water for a steam electric generating 
plant also owned by Kentucky Utilities . 
..... 
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Figure 2.1 Map of the Kentucky River Basin 
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The locks and dams of the Kentucky River are owned by the U.S. Army Corps of 
Engineers. Locks 1-4 support commercial navigation and are also operated by the COE. 
Locks 5-14 support recreational navigation and are operated by the Commonwealth of 
Kentucky under an agreement with the COE. In addition to providing for navigation 
and recreation, the locks and dams also provide intake pools for several water supplies. 
A listing of the major municipal intakes is provided in Table 2.1 along with an 
illustration of their river location in Figure 2.2. 
The Kentucky River basin encompasses over 4.4 million acres of the state of 
Kentucky. Forty separate counties lie either completely or partially within the 
boundaries of the river basin. Over 40 separate utilities are dependent upon withdrawals 
from the Kentucky River for all or a major portion of their municipal water supplies. 
Of the 40 utilities, Lexington represents the major water consumer of the entire region. 
The water supply for Fayette County Kentucky, (which includes Lexington) is 
completely supplied by the Kentucky American Water Company. In addition to serving 
Lexington, Kentucky American also serves portions of Bourbon, Harrison, Jessamine, 
Scott and Woodford Counties. In the past twenty years, average day pumping has 
increased from 22.7 mgd in 1971 to 36.0 mgd in 1990. The average maximum day 
pumpage for the same period increased from 30.5 mgd to 63 mgd. 
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Table 2.1 Listing of Major Municipal Intakes 
on the Kentucky River 
Pool 14 Beattyville 
Southside Water Association 
Pool 13 No public withdrawals 
Pool 12 No public withdrawals 
Pool 11 Irvine-Ravenna 
Estill County Water District 
Richmond 
Waco Water District 
Kingston-Terrill Water Di•trict 
Milford Water District 
White Hall Water District 
Kirksville Water Asaoc:!ation 
Pool 10 Winchester 
Boonesboro Water Association 
East Clark County Water District 
Pool 9 Kentucky-American Water Company (Largest) 
Le.zington-South Elkhol'D Water District 
Pool 8 Nicholasville 
Spears Water Company 
Jessamine Co. Water District No. 1 
Lancaster 
Garrard County Water Aaaoc:iation 
Crab Orchard 
Pool 7 Harrodsburg 
North Mercer Water District 
Burgin 
Pool 6 Wilmore 
Lawrenceburg 
Alton Water District 
Stringtown Water District 
South Anderson Water District 
Pool 5 Versailles 
Northeast Woodford Water District 
South Woodford Water District 
Pool 4 Frankfort ( second largest) 
Peaks Mill Water District 
Farmdale Water District 
Elkhorn Water District 
U.S. 60 Water Di•trict 
North Woodford Water District 
North Shelby ·water Ccapany 
Pool 3 No public withdrawals 
Pool 2 Owenton 
Tri-Village Water Di•trlct 
Pool 1 No public withdrawals 
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Kentucky River Lock and Dem System 
Showing Community Water Intake Points 
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Figure 2.2 Location of Major Municipal Intakes on Kentucky River 
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2.2 Kentucky American Water Supply System 
Lexington currently receives its water from two separate treatment plants: the 
Richmond Road Plant and the Kentucky River Plant (see Figure 2.3). The Richmond 
Road plant was originally constructed in 1885 and was rebuilt in 1987. The plant 
capacity was later upgraded from 20 MGD to 25 MGD in 1992. The plant is located 
within the city and draws water from two separate reservoirs (No. 1 Reservoir and No. 
4 Reservoir). Both reservoirs can be supplied from a raw water pumping station which 
draws water from pool 9 on the Kentucky River. Reservoir No. 4 has a capacity of 619 
MG and serves as the primary source of water for the Richmond Road Plant. Reservoir 
No.I has a capacity of 122 MG and is only used in case of a severe drought or an 
operational emergency. 
In addition to the Richmond Road plant, Kentucky American also operates a 
second water treatment plant on the Kentucky River. The Kentucky River Plant was 
constructed in 1958 with an original capacity of 20 MGD. The plant was upgraded in 
1984 to a capacity of 40 MGD. As a result, the total capacity of the Kentucky-American 
system is 65 MGD. 
2.3 The Management Plan 
As discussed previously, the Kentucky American Water Company developed a 
comprehensive Water Shortage Response Program following the 1988 drought. The 
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Water Shortage Response Program proposed by Kentucky American Water Company 
is based upon the guidelines presented by the Kentucky Natural Resources and 
Environmental Protection Cabinet Division of Water. The resulting program provides 
guidelines for use in classifying the existing drought potential associated with the water 
supply system as well as prescribing specific management policies for use in reducing the 
total system demand. A summary of the different levels of drought classification along 
with a listing of the associated management policies is provided in the following sections. 
Reservoir 
LOCK/D~1 9 
25 !·!GD 
WTP 
Figure 2.3 Schematic of Lexington Water Supply System 
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2.3. l Classification of Drought Potential 
The drought potential associated with the Lexington Water Supply System has been 
classified into six categories depending upon the levels of various factors such as future 
customer demand, streamflow at Lock 10 and the reservoir supply available in both 
reservoirs No. l and 4. In terms of increasing severity the drought potential categories 
include: minor, moderate, major, serious, severe and emergency. A brief explanation 
of each category is provided in the following sections. 
(i) Normal Operation Category 
When the customer demand in the coming week is less than 35 mgd and the 
available reservoir supply is more than 10 weeks (assuming an average day demand) and 
the ratio of the total customer demand to the river flow is less than 5 % then the 
drought potential is considered minimal and the system is considered to be in a normal 
operation mode. 
(ii) Minor Drought Category 
When the customer demand in the coming week is between 35 and 45 mgd or the 
remaining duration of available reservoir supply is between 9 and 10 weeks or the 
customer demand to river flow ratio is between 5 % and 15 % then the drought 
potential is classified as 'minor'. 
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(iii) Moderate Category 
When the customer demand in the coming week is between 45 and 50 mgd or the 
remaining duration of available reservoir supply is between 7 and 8 weeks or the 
customer demand to river flow ratio is between 15 % and 25 % then the drought 
potential is classified as 'moderate'. 
(iv) Major Category 
When the customer demand in the coming week is between 50 and 55 mgd or the 
remaining duration of available reservoir supply is between 5 and 6 weeks or the 
customer demand to river flow ratio is between 25 % and 50 % then the drought 
potential is classified as 'major'. 
(v) Serious Category 
When the customer demand in the coming week is between 55 and 60 mgd or the 
remaining duration of available reservoir supply is less than 4 weeks or the customer 
demand to river flow ratio is between 50 % and 60 % then the drought potential is 
classified as 'serious'. 
11 
(vi) Severe Category 
When the customer demand in the coming week is between 60 and 65 mgd or the 
remaining duration of available reservoir supply is between 2 and 3 weeks or the 
customer demand to river flow ratio is between 60 % and 70 % then the drought 
potential is classified as 'severe'. 
(vii) Emergency Category 
When the customer demand in the coming week exceeds 65 mgd or the duration 
of available reservoir supply is less than 2 weeks or the customer demand to river flow 
ratio exceeds 70 % then the drought potential is classified as 'emergency'. 
2.3.2 Classification of the Water Conservation Phases 
Associated with the six drought categories, Kentucky American also developed six 
associated management phases along with a set of related management policies. Each 
management phase and the associated set of management policies are presented in the 
following sections. 
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(i) Preliminary Watch Phase 
The preliminary watch phase is implemented whenever it is anticipated that the 
drought potential is going to be minor in the future week. The · following steps are 
required to be taken to start this phase: 
-- > Issue Water Shortage Preliminary Phase. 
-- > Prepare Plans of Conservation Measures. 
-- > Monitor supply, river levels, reservoir capacity, and the customer demand. 
-- > Carry out the ground work for Public Education Program. 
-- > Make announcements to all employees to advise them of the 
situation. 
-- > Bring attention of the Local and State Officials. 
(ii) Advisory Phase 
The advisory phase is implemented when it is anticipated that the drought potential 
1s expected to be moderate in the coming week. The following steps should be 
implemented during this phase: 
-- > Issue the Water Shortage Advisory Phase. 
-- > Request voluntary conservation to customers on outdoor and indoor water usage. 
--> Set conservation goals ( 47 - 55 mgd ). 
13 
-- > Give priority to leak detection and repair. 
- > Start the Public Education Program through TV /Radio/Newspaper adds, & posters. 
- > Reevaluate the situation weekly. 
(iii) Partial Alert Phase 
The partial alert phase is implemented when it is anticipated that the drought 
potential is expected to be major in the coming week. The following steps should be 
taken during this phase: 
-- > Issue Water Shortage Partial Alert Phase. 
--> Request increased voluntary conservation. 
-- > Start mandatory odd/even program for outdoor watering. 
--> Set stringent conservation goals ( 40 - 47 mgd ). 
-- > Establish Water Appeal Board. 
--> Intensify Public Education Program. 
-- > Enforce compliance of Water Use Program. 
-- > Reevaluate situation every 3 - 5 days. 
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(iv) Full Alert Phase 
The full alert phase needs to be implemented when it is anticipated that the 
drought potential in the coming week is going to be serious. The following steps should 
be taken during this phase. 
-- > Issue Water Shortage Full Alert Phase. 
-- > Request customers to eliminate non-essential water use and reduce essential water 
use voluntarily. 
- > Set more stringent conservation goals ( 35 - 40 mgd ). 
-- > Restrict all outdoor water usage such as lawn watering, vehicle washing and filling 
of ornamental fountains. 
-- > Ask Governor to request upstream reservoir releases. 
--> Further intensify Public Education Program. 
-- > Reevaluate the situation every 3 - 5 days. 
(v) The Emergency Phase 
This phase needs to be implemented when it is anticipated that the drou1,ht 
potential in the coming week is going to be severe. The following steps should be taken 
during this phase. 
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- > Declare Water Shortage Emergency Phase. 
--> Request customers for voluntarily reducing the essential water usage. 
-> Set more stringent conservation goals ( 30 - 35 mgd ). 
- > Restrict all water usage. 
- > Intensify the Meter Reading Program. 
-- > Request inaction of conservation pricing through Public Service Commission. 
(vi) The Rationing Phase 
The rationing phase should be implemc;nted when it is anticipated that the drought 
potential in the coming week is going to be emergency. The following steps should be 
taken to implement this phase. 
- > Declare the Water Shortage Rationing Phase. 
-- > Set more stringent conservation goals ( < 30 mgd ). 
-- > Begin mandatory allocation of water. 
-- > Continue Conservation Pricing Program. 
--> Reevaluate the situation daily. 
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Ill. EXPERT SYSTEM TECHNOLOGY 
In the development of the proposed decision support system for drought forecasting 
and management, an attempt has been made to use expert system technology to improve 
the performance of both demand forecasting and supply forecasting as well as to provide 
an effective platform for implementation of the support system. An expert system may 
be described as a special computer program that uses expert knowledge to attain high 
levels of performance in a specific problem area (Kangari and Rouhani, 1986). The 
distinguishing feature of an expert system versus a regular computer program is the 
manner in which the decision rules are linked with the processing algorithm (see Figures 
3.1 and 3.2). In a typical structured computer program the decision rules (e.g. IF-THEN 
statements and variable assignments) are directly integrated into the processing hierarchy 
while in an expert system the decision rules (knowledge base) are totally separate and 
distinct from the processing algorithm (which is known as the inference engine). While 
a structured computer program operates on objective numerical data, an expert system 
typically operates on subjective non-numerical data (i.e. knowledge). As a result, expert 
systems may be used to obtain solutions to problems that may not yield themselves to 
objective characterizations or which involve subjective issues which may have a 
significant impact on the resulting decisions. 
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3.1 Previous Applications 
One of the first successful expert systems to be developed was MYCIN (Shortliffe, 
1976). It was developed to give expert advice in the identification of bacterial diseases. 
MYCIN has been extensively tested and shown to produce results similar to those 
obtained from physicians given the same clinical data. Another early expert system was 
PROSPECTOR (Duda et al, 1978). PROSPECTOR is an expert system very similar in 
structure to MYCIN and was designed to give expert advice on discovering ore deposits 
based upon geologic data. The earliest example of an expert system applied to water 
resources is HYDRO (Reboh et al., 1982). HYDRO was developed for use in 
calibrating a large hydrologic watershed model (HSPF) developed by Hydrocomp, Inc. 
In recent years, expert systems have been proposed for reservoir management (Kangari, 
and Rouhani, 1986), pollution source identification (Datta and Peralta, 1986), regional 
water management (Goforth and MacVicar, 1988), and reservoir operation (Akhoundi 
and Karamouz, 1988). 
More recently, Palmer and Holmes (1988) developed a decision support system for 
operational guidance during droughts. This system was developed for the Seattle Water 
Department for use in identifying the drought potential for existing conditions and for 
providing guidance in initiating voluntary and mandatory water use restrictions. Optimal 
control policies for the system were developed for various initial conditions and potential 
demand and supply scenarios. The resulting policies were then used to develop an 
operational data base for use with an expert system. The two most important data 
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inputs into the system were a monthly supply forecast and a monthly demand forecast. 
In each case, the associated values must be supplied by the user. As would be expected, 
significant errors in these estimates could lead to inappropriate operational decisions. 
3.2 Expert System Components 
All expert systems are composed of three basic components: a user interface, an 
inference engine and a knowledge base. The user interface will usually consist of a 
graphics or windows driven environment in which the user can interface with the expert 
system through the use of a computer mouse or keyboard. The expert system can 
typically be applied in either a run mode or a development mode. In a run mode, such 
interaction will involve the response of the user to a series of questions or a request 
from the user for further explanation of a particular action. In a development mode, 
such interaction will involve the construction of the rule base through a series of 
programming steps or through the use of various interactive development menus. 
Expert systems may be constructed using special programming languages (i.e. LISP, 
PROLOG, etc.) or they may be built using expert system shells. Expert system shells are 
interactive computer programs that have built in user interfaces and inference engines. 
In order to complete an expert system the user must provide the associated knowledge 
base. The knowledge base associated with an expert system is simply a collection of 
information in the form of rules, usually expressed in an IF - THEN format. 
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The expert system inference engine is a computer program that is used to examine 
the knowledge base and answer questions posed by the user. Inference engines can be 
characteriz.ed as either backward chaining or forward chaining. Backward chaining 
engines are used to analyze effect-cause problems while forward chaining engines are 
used to analyze cause-effect problems. 
3.3 Forward Chaining Operations 
In order to illustrate a forward chaining operation, consider the example rule base 
as shown in Figure 3.3. This example rule base consists of 5 simple rules. Suppose for 
the moment, that the use would like to determine the value (or state) of variable V6 
given the value (or state) of variable VI. In a forward chaining operation the inference 
engine would start at the beginning of the rule base (i.e with rule I) and then go through 
all the rules until the goal is satisfied (i.e the state of V6 is determined) or until the last 
rule is encountered. As each rule is encountered the inference engine checks to see if 
the IF condition is currently satisfied. If it is, then the program will "fire" the rule, that 
is, it will implement the THEN statement. Implementation of a THEN statement may 
thus result in the assignment of a value (or state) to some other variable which may 
ultimately impact the determination (or assignment) of the state of the desired variable 
(in this case V6). If the last rule in the data base is encountered and the goal has not 
been satisfied then the inference engine returns to the first rule and then repeats the 
process until the goal is eventually obtained or it is determined that the state of the 
variable cannot be determined with the existing rule base. For example, if variable VI 
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is initially known than rule 1 can be "fired" in the first iteration of the rule base. The 
"firing" of rule I results in the specification of variable 2 {V2) which then allows for the 
subsequent firing of rules 2 and 3. The "firing" of rule 2 results in the specification of 
variable 4 (V4) while the "firing"ofrule 3 allows for the specification of variable 3 (V3). 
After "firing"the first three rules, the inference engine next encounters rule 4. Because 
variable S has not yet been specified, the inference engine cannot "fire" rule 4 and thus 
it must move on to rule 5. Since variable 4 (V4) was previously defined by the "firing" 
of rule 2, rule 5 is now "fired" and variable 5 (VS) is assigned a value. At this point the 
inference engine has completed one iteration of the knowledge base and four rules have 
been fired. Unfortunately, the status of variable 6 (V6) has not yet been determined. 
As a result, the inference engine returns to the beginning of the rule base and now 
repeats its examination of the rule base from top to bottom. When rule 5 is encountered 
in the second iteration it can now be "fired" because variable 5 {VS) is now known (as 
a result of the "firing"of rule 5 in the previous iteration). As a result of the "firing"of 
rule 4, variable 6 (V6) is now defined and the expert system has produced the state of 
the desired variable. 
3.4 Backward Chaining Operations 
Backward chaining operations may also be visualized by using the same example 
rule base of the previous example (see Figure 3.4). As with the previous example, 
assume for the moment that the user would like to know the value (or state) of variable 
V6 given the value (or state) of variable VI. In a backward chaining operation the 
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inference engine now scans the rule base and locates the first rule where the desired 
variable (V6) is specified. At this point the inference engine now examines the IF 
condition to determine if this rule can be "fired" and thus the value (state) of variable 
V6 can be defined. If the rule can be "fired" then it is and the problem is solved. If the 
rule cannot be "fired" then the inference engine now scans the rule base in an attempt 
to locate a rule which defines the controlling variable (i.e. the variable required to 
evaluate the IF statement). This process continues until the inference engine encounters 
a rule that can be "fired" which will then allow for the subsequent processing of all the 
previous dependent rules or it is determined that no rule in the data base exist to permit 
the ultimate evaluation of the stated objective. In the latter case, the inference engine 
can be programmed to ask the user for the additional information required to process 
the dependent rule set. If the additional information is available then the answer may 
be obtained. If the additional information is not available then the expert system will be 
unable to provide the requested information. 
In order to illustrate a backward chaining operation, consider again the rule base 
of the previous example (see Figure 3.4). As before, assume that the user would like to 
know the value (or status) of variable 6 (V6) given variable I (VI). In this application, 
the inference engine would now start at the top of the rule base and locate the first rule 
in which variable 6 (V6) is defined (in this case rule 4). Once this rule is encountered 
the inference engine checks to see if it can be "fired". Since variable 5 (V5) has not yet 
been defined rule 4 cannot be "fired" and thus variable 6 (V6) remains undefined. At 
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this point, the inference engine continues through the rule base in search of another rule 
that can be "fired" to directly define variable 6 (V6) or a new rule that can be "fired" to 
define variable 5 (V5). Such a rule is encountered immediately following rule 4 (i.e. rule 
5). However, in order for rule 5 to be evaluated the value of variable 4 (V4) must be 
known. So now, the inference engine continues through the rule base in search of rules 
that can be "fired" to define variables 4 (V4), 5 (V5), or 6 (V6) directly. As with the 
previous forward chaining operation, once the inference· engine has examined all rules 
without any success the process is now repeated a second time. As subsequent 
dependent variables are identified the inference engine flags the associated rules for 
subsequent processing once an independent rule is encountered. For this example, rule 
2 is identified as the controlling independent rule during the second rule base iteration. 
At this point variable 6 (V6) may now be determined by the "firing"of rules 2, 5, and 
4. 
As can be seen from this example problem, the application of the forward chaining 
algorithm is more straight forward than the backward chaining approach, although the 
backward chaining approach usually requires the "firing" of fewer rules. In addition, 
although an initial goal (the hypothesis that variable 6 (V6) was equal to some value) 
was specified for application of the forward chain, it should be recognized that the 
forward chaining approach could be employed without the specification of a specific 
goal. In this case the inference engine could be used to evaluate the entire data base 
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until all potential hypothesis have been identified. This of course would not be possible 
in applying the backward chaining approach. 
3.5 Knowledge Acquisition 
The rules that a;>mpose the knowledge base for an expert system are acquired and 
developed through the process of knowledge acquisition. Knowledge acquisition 
represents the process whereby an "expert" is interviewed in an attempt to extract the 
subjective logic that is used by the decision maker in the associated decision making 
process. In many cases this process may be iterative in nature in that an initial expert 
system may be constructed from an initial interview which is then improved from an 
evolving interaction of the "expert" with the expert system. In the current project the 
existing drought response guidelines of the Kentucky American Water Company have 
been used to construct an initial set of decision rules for the expert system. 
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IV. DEMAND FORECASTING 
The first step in the development of an expert system for drought forecasting and 
management is to develop a model capable of forecasting user demands for a specified 
period. In the current study, a weekly time horizon was used. Previous attempts to 
develop models for use in short term demand forecasts have focused on the use of 
regression analysis or time series analysis. In using regression analysis weekly demand 
may be regressed against the demand in the previous week, the precipitation in the 
previous week, and the forecasted rainfall in the current week. One simple 
deterministic model would be to use the historical mean daily distribution of demands 
for each forecasted, week. 
In order to incorporate more of the potential autocorrelation structure of the 
weekly or daily demand series, some type of correlation or time series model will 
normally be required. However, before a time series model can be fit to the associated 
demand series, the series must first be detrended and deseasonaliz.ed. The two major 
approaches for use in deseasonalizing the original series are the use of Fourier Analysis 
(Maidment and Parsen, 1984) and the use of deterministic sine functions (Valdes and 
Sastri, 1989). 
In an attempt to examine the performance of several different model structures, 
weekly demand data from Lexington, Kentucky for the years 1982-1987was used to build 
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several weekly demand models. Once the models were developed, they were then used 
to forecast demands for an average year (1989) and a drought year (1988). 
4.1 Regression Models 
Before investigating the use of more complex time series models, a simple 
regression based model was initially developed for use in forecasting weekly demands. 
Separate regression models were developed for each week using the following equation: 
(4.1) 
where D, = the weekly demand in Lexington for week t, D ,.1 = the weekly demand in 
Lexington for week t-1, P, = the weekly precipitation forecasted for Lexington in week 
t, P ,.1 = the observed weekly precipitation in Lexington for the previous week and T, = 
average weekly maximum temperature in week t. The values of the regression 
coefficients are shown in Table 4.1. The resulting models yielded coefficients of 
determination (r2) ranging from 43.46% to 99.99% with an average value in excess of 
95%. 
The forecasted model results for 1988 and 1989 are shown in Figures 4.1.and 4.2 
respectively. The forecast performance of each model was quantified using the average 
absolute relative error (AARE). 
29 
Table 4.1 Regression Model Coefficients 
For Weekly Demand Model 
Week B, B, B, .B, B, 
l 153.24 -2.02 -l. 66 2.12 -l.49 
2 - 14.99 l. 46 - .032 3.19 .027 
3 l.2l l. 21 .687 -.50 -.099 
4 8.18 0.89 -.162 -.398 -.104 
5 6.37 l.10 -.068 -.47l .lOl 
6 2l. l8 .53 .471 .907 -.334 
7 - 10.21 l.22 -l.20 -.383 -.160 
8 - 20.07 .91 .87 4.44 .363 
9 16.58 .50 .08 .132 -.033 
10 12.85 .56 .165 -.008 -.001 
11 21.18 .40 .425 .378 -.107 
12 -12.00 1.10 -.843 -.914 .241 
13 - 2.29 .95 -.357 - .170 .093 
14 3.96 • 74 .044 -.085 .077 
15 -27.97 l.27 .090 .205 .315 
16 4.06 .79 - • 416 -.966 .091 
17 - 3. 7l .84 -.162 -.466 .17l 
18 56.42 .57 -l.12 • 040 -.513 
19 -213.97 .32 l.09 l.30 2.97 
20 - 57.49 .87 l. 37 ,183 .759 
21 26.08 .49 - .• 110 -l.48 -.025 
22 103,53 l.56 -l. 78 -4 .44 -l. 32 
23 36.94 .96 -.758 - . 528 -.382 
24 86.83 l.04 -l.33 - . 378 - • 9.79 
25 -142.35 -.9l l. 09 -l. 61 2.58 
26 - 20.44 .58 .106 ,169 .439 
27 - 38.81 .13 -.281 l.39 .803 
28 3,86 -.53 .120 .627 .592 
29 136.07 ,81 l.09 -l.59 -1.43 
30 -134.10 ,96 .030 1.38 1.55 
31 l. 53 • 77 -l.69 -.298 •• 148 
32 4.44 .31 .608 ,302 .322 
33 5.10 l.11 .387 -.509 .042 
34 9.33 l.37 1. 72 -3.39 -.021 
35 - 15.85 .95 1.65 .273 .111 
36 .151 .78 -.385 -.209 .140 
37 2l.10 .56 .043 .055 .063 
38 - 17.73 . 93 -.895 -.103 .285 
39 - 12. 7 3 2.09 .698 -3,81 -.308 
40 14.67 .52 -.190 -.984 .037 
41 7,01 l.06 l.98 -.174 .067 
42 4.08 .76 -.366 - ,550 -.085 
43 2.62 .85 .304 -.045 .107 
44 8.98 1.12 .002 -.397 .099 
45 29.18 .67 .383 -.287 -.344 
46 5. 45 .so .097 - • 044 .001 .. 
47 14.19 .87 -.017 -.105 -.175 
48 27.39 .36 -,159 -.364 - .111 
49 8.33 .92 -.020 -:236 -.087 
50 2.32 .76 -.213 -.216 .256 
51 4.65 1.12 - .262 -.526 .059 
52 36.35 .08 -.187 .243 -.239 
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Figure 4.1 1988 Weekly Demand Forecast Results 
( - forecasted, - - observed) 
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Twne in Weeks 
Figure 4.2 1989 Weekly Demand Forecast Results 
( - forecasted, - - observed) 
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The statistical measure AARE may be calculated using the following relationship: 
where 
1 N 
MRE = - E Abs(RE(t)) 
N l•I 
RE(r) = DF(t)-DO<.t) x lOO % 
DO<.t) 
(4.2) 
(4.3) 
and where DF(t), DO(t) and RE(t) are forecasted and observed water use and the 
relative error in forecasting for week t, and N is the total number of weeks in the year. 
For the 1988 forecast the AARE was 4.16 % while for 1989 forecast the AARE was 
17.49 %. 
4.2 Time Series Models 
In an attempt to provide an improved model structure for weekly demand 
forecasting, two different time series model structures were investigated. Application of 
time series modeling methods to demand forecast data usually requires a pre-detrending 
and deseasonalization of the original data series. 
4.2. l Detrending 
Any long term trend in the original data series may be removed by subtracting 
the annual mean flow from the original series as follows: 
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-
D JIJ) = D(IJ) - Dy (4.4) 
where: D(t,y) = average water use in week t and year y 
D J..t,y) = detrended average water use in week t and year y 
DY = the base water use in year y 
The parameter DY may be obtained by fitting a simple linear regression model through 
a data set consisting of the historical mean annual water demands as follows: 
(4.S) 
where: {30 & (3, = regression coefficients 
y = number of the year ( = 1 for 1982 ) 
4.2.2. Deseasonaliz.ation 
Any seasonality trends that may remain within the detrended series may be 
removed by subtracting a deterministic seasonality function from the detrended series: 
DfJJ) = DJIJ) - S(t) (4.6) 
where: D .(t,y) = the deseasonalized water use series 
S(t) = the seasonality function 
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Two different deseasonaliz.ation strategies were investigated for use in 
constructing the detrending function: 1) The use of Fourier means and 2) The use of a 
deterministic sine function. 
4.2.2.1 Fourier Mean Approach 
One approach to model the periodicity of .a given time series is to model the 
seasonality function using a Fourier series. In this case the seasonality function 1s 
composed of a series of sine and cosine terms as shown in the following equations. 
where 
2 ,: 
a=- E 
k K t•I 
1 r 21tkt (- L DJt;y)) Cos(-) 
y y•I K 
k.=1;2., ..... JQ2 
2,: Ir 2lct 
bi=- L (- L DJt;y)) Sin(-1t-) k.=1;2., ..... JQ2 
K t•I y ,-1 K 
(4. 7) 
(4.8) 
(4.9) 
Application of the Fourier Series approach to the historical demand data for 
Lexington, resulted in the following coefficients as shown in Table 4.2. Forecast results 
for 1988 and 1989 are shown in Figure 4.4 and 4.5. The resulting AARE values for each 
year were found to be 6.74 % and 8.63 % respectively. 
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Table 4.2 Fourier Series Coefficients for Demand Forecast Model 
K at bt 
1 -34.59 -15.62 
2 5.26 5.05 
3 2.10 4.09 
4 -3.10 1.19 
5 --0.56 0.77 
6 0.79 -2.39 
7 -1.56 1.52 
8 0.23 -1.69 
9 -1.61 0.31 
10 -1.68 -I.Bl 
11 --0.81 0.18 
12 0.83 -1.75 
13 -2.60 0.90 
14 2.49 0.25 
15 -1.87 -1.75 
16 --0.08 1.07 
17 0.93 -0.02 
18 -1.18 -0.25 
19 0.19 1.63 
20 1.39 -1.91 
21 -0.47 -0.72 
22 0.11 0.51 
23 -0.15 -1.12 
24 0.24 0.03 
25 -0.48 -0.40 
26 0.72 -0.04 
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Figure 4.3 1988 Weekly Demand Forecast Results 
( - forecasted, - - observed) 
r NTle in Weeks 
Figure 4.4 1989 Weekly Demand Forecast Results 
( - forecasted, - - observed) 
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4.2.2.2 Sine Function Approach 
In applying the sine function approach, the weekly water use series for the five 
year study period from 1982-1987 (see Figure 4.5) was converted into a single weekly 
mean series (Figure 4.6). An examination of the mean weekly water use series reveals 
a symmetrical pattern having one peak and two ripples with smaller amplitudes at the 
two tails. This series can also be approximated by a simple trigonometric function called 
"sine function•. Mathematically, the sine function may be expressed as: 
where: 
S(t) = a sin 1I] + d 
21I(r-c) 
b 
S(t) = a + d 
for 
a = amplitude during the summer months 
t ~ c 
for 
b = period equivalent to half the seasonal cycle 
c = horizontal shift of the peak water use 
d = vertical shift of the basic water use 
t = c 
(4.10) 
(4.11) 
The sine function. is useful for describing the seasonal nature of the daily water 
use time series because of the nature of its model parameters. The parameters b and 
c (which have units of time) can be selected explicitly depending upon the observed 
period of seasonality and day of the annual peak. The remaining parameters (a and d) 
can then be fit using nonlinear regression. The best fit • sine function• for the Lexington 
demand series is shown in Figure 4.6. 
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Figure 4.5 Mean Weekly Water Use Series for (1982-1987) 
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Figure 4.6 Deterministic Sine Function 
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The associated equation for the "sine function" is given by: 
8.8241S/N( 2II(r-29>) 
S(t)= 41 + 312237 for 
2II(t-29) '· ;,! 29 
(4.12) 
41 
S(t) =40.0478 for t = 29 (4.13) 
Subtraction of the fitted "sine function• from the historical average demand series 
produces a residual series R(t). The correlation structure associated with the residual 
series can be obtained using a normal time series approach. For a simple auto-
regressive model structure, the residual series may be modeled as: 
p 
R(t) = :E u; R(t-1) + e(t) (4.14) 
i•l 
where: R(t) = residual series after subtracting the sine function 
a, = auto regressive parameters i = 1 , 2 , .... , p 
p = order of the auto regressive model 
f(t) = random error associated with the model: 
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C(t) = i + S;, TJ (t) (4.15) 
where: 
i = mean of the residllals of the model 
s,. == standard deviation of the residuals of the model 
'l(t)= normal random number with zero mean and variance of one 
For the Lexington demand series, the auto-regressive model is provided by: 
R(t) = 0.8328 • R(t-1) + l(t) (4.16) 
E(t) = --0.0236 + 1.780712'l(t) (4.17) 
Forecast results for 1988 and 1989 using the simple auto-regressive (AR) model 
are shown in Figures 4.7and 4.8. The resulting AARE values for each year were found 
to be 5.55 % and 5.56 % respectively. 
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Figure 4. 7 Sine Model Forecast Results for 1988 
(- forecasted, - - observed) 
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Figure 4.8 Sine Model Results for 1989 
(- forecasted, - - observed) . 
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4.3 Summary 
Three separate weekly demand forecast models were developed for use for 
Lexington, Kentucky. Each model was developed using a six year data set (1982-1987). 
The resulting models were then used to forecast weekly demands for two separate years: 
1988 (a drought year) and 1989 (an average year). A summary of the average absolute 
relative errors associated with each model is provided in Table 4.3. On the basis of 
these results it was concluded that the sine function model provided the best structure 
for modeling the weekly demands for Lexington, Kentucky. 
Table 4.3: AARE from models for Drought and Non-Drought Years 
Year 
1988 
1989 
where: 
Model 
I II III 
4.16 6.74 5.55 
17.49 8.63 5.56 
Model I = Weekly Regression Model 
Model II = Weekly Time Series Model with Fourier Mean Approach 
Model III = Weekly Time Series Model with Sine Function Approach 
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V. SUPPLY FORECASTING 
As discussed previously both a demand forecast model and a supply forecast 
model are required in the development of the proposed decision support system for 
drought characterization and management. Development of a supply forecast model for 
Lexington required the development of a streamflow forecast model since Lexington 
receives its water from the Kentucky River. The first step involved in the development 
of the streamflow forecast model was the collection of 28 years of rainfall and 
streamflow data for the Kentucky River basin upstream of Lexington. Once the data 
were obtained, several potential model structures were investigated. The investigated 
model structures included: 1) Simple regression models, 2) Multiple regression models, 
3) Time series models, and 4) Simplified streamflow recession models. Based on these 
analyses, the simplified streamflow recession model was selected as the most appropriate 
for use with the associated data set. A brief description of each of the above four 
different types of models is provided in the following paragraphs. 
5 .1 Simple Regression Model 
The first type of streamflow model to be investigated was a simple regression 
model. The data considered for this model were weekly streamflow and rainfall data at 
Jackson, Kentucky (see Figure 2.1). The explanatory variable was weekly rainfall and the 
dependent variable was the change in streamflow values between current week and the 
previous week. Similar to the regression models for demand forecasts, a separate 
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streamflow forecast model was developed for each week of the year. As before, this 
resulted in 52 separate models. The mathematical form of each model was as follows: 
Q, = Q,-1 + ~ Q, (5.1) 
where 
(5.2) 
,,., ( P, + P,_1 ) p = -----• 2 
(5.3) 
where: Q 1 = average weekly streamflow in week t 
tJQ 1 = increase in streamflow from the past week t-1 
{J0 & {J1 = regression coefficients to be found 
P ,""' = average precipitation in past and current weeks 
P 1 = precipitation in week t 
P 1•1 = precipitation in week t-1 
The results obtained using this model structure were very poor. The coefficient 
of determination r 2 for the models ranged from 0.004 % to 59.0 %. The relative .errors 
ranged between 2.96 % to 1000.0 % and the AARE was around 100.0 %. As a result, 
this model was rejected from further consideration. 
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5.2 Multiple Regression Models 
In an attempt to improve the performance of the simple regression models, 
additional independent variables were considered. This resulted in a series of multiple 
regression models. Two different multiple· regression models were considered. These 
models and the associated results are discussed in the following sections. 
5 .2.1 Model I 
In this model the dependent variable was the weekly streamflow at lock 10 on 
Kentucky River and the explanatory variables were the streamflow at lock 10 in the 
previous week, average weekly precipitation at lock 10 and four upstream stations ( 
namely Heidelberg, Manchester, Hyden and Jackson ) and the weekly streamflow at 
Heidelberg lock 14 in the previous week. The mathematical form of the model 
considered is given below: 
where Q /-" = the weekly streamflow at Lock 10 (cfs) in week t, Q ,}'" = the weekly 
streamflow at Lock 10 (cfs) in week t-1, Pt"'= the average of the mean weekly rainfall 
at the five rainfall stations (mm) in week t, P •• ··• = the average of the mean weekly 
rainfall at the five stations (mm) in week t-1, and Q.11ldl = the weekly streamflow at 
Heidelberg for week (t-1) (cfs). 
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In order to accommodate the seasonality of the streamflow data, separate 
regression models were developed for each week. This resulted in 52 different models. 
The coefficient of determination ( r 2 ) associated with the models ranged from 42.5 % 
to 98.51 % with an average of 72.3 % . The relative errors ranged from 8. 7 % to almost 
1500.0 % with an AARE of 122.0 %. 
5.2.2Model n 
In this model the dependent variable was weekly streamflow at Lock 10 and the 
explanatory variables were weekly streamflow at Lock 10 in the previous week, the 
precipitation at Lexington in the present week, the precipitation at Heidelberg in the 
previous week and the weekly streamflow at Heidelberg in the previous week. The 
mathematical form of this model was: 
Lu Lu Lu Htll Htll 
Q, = Po + P1 Q,-1 + P2 P, + P3 P,-1 + P. Q,-1 (5.5) 
where Q,Le• = the average weekly streamflow at Lock 10 (cfs), Q,.1w = the average 
weekly streamflow at Lock 10 in week t-1 (cfs), P,w = the average weekly rainfall at 
Lock 10 (mm), and P,/dl = the average weekly rainfall at Heidelberg for week (t-1) 
(mm), and Q,_1Hdl = the average weekly streamflow at Heidelberg in week (t-1). 
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As with the previous case, 52 separate models were developed in order to reflect 
the seasonality of the data. The coefficient of determination (r ~ of the resulting models 
ranged from 2.0 % to 95.7 % with an average of 60.4 %. The relative errors ranged 
between 0.563 % to 453.6 % with an AARE of 111.8 %. 
5.2.3 Analysis and Summary 
In both of the above models, the performance in forecasting (as measured by the 
AARE) was found to be poor, even for those models that yielded correlation coefficients 
in excess of 90 % . This indicated that the correlation coefficient did not provide an 
adequate measure for use in predicting model performance. Part of the reason for this 
result was determined to be related to the uneven contribution of individual data points 
to the deviation of the mean of the resulting model. In one of the worst cases, over 
90% of the deviation of the mean of the resulting model was found to be attributable 
to a single data point. Such data outliers caused the resulting model correlation 
coefficients to be excessively high in relation to the values obtained after exclusion of 
these single data points. 
In an attempt to overcome this problem, the original data sets were filtered in an 
attempt to remove any unrealistic outliers. This was accomplished by setting two 
'threshold values' namely 'an upper threshold' and 'a lower threshold' for the 
streamflows. If the value of the deviation from the mean was found to be more than the 
upper threshold or less than the lower threshold then that data point was identified as 
an "outlier" and excluded from the analysis. In the present problem, the objective is to 
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forecast the streamflow for drought conditions, so it was desirable to consider only the 
upper threshold. 
Unfortunately, use of the threshold filter failed to improve the performance of 
either of the two regression models. Instead the exclusion of such outliers from the 
model analysis simply reduced the correlation coefficients to be more consistent with the 
original AARE values. 
5.3 Time Series Models 
Following an investigation of regression models, the use of a time series model 
structure was explored. The basic steps employed in the construction of a time series 
model of weekly streamflows are described in the following sections. 
5.3.1. Stationarity 
The first step involved in the construction of a time series model involves a 
determination of whether or not the series is stationary. If the series is not stationary 
then it must be converted to a stationary series. In the current investigation the weekly 
stream flow series at Lock IO was found . to be stationary so the series did not have to be 
detrended. 
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5. 3. 2 Seasonality 
Once the stationarity of the series was established, the series was then checked 
for any seasonality effects. The seasonality effects were removed using a simple 
"arithmetic mean" approach as follows: 
-
QJ.t~) = Q(t~) - Q(t) (5.6) 
where Q 4 (t,y) = the deseasonalized streamflow for week t and year y and Q(t) = the 
arithmetic mean for period t which may be defined as: 
where: 
- 1 r 
Q(t) = - :E Q(t,y> 
y y•I 
Y = total number of years of record 
t = 1,2, ..... ,T 
T = total number of periods ( 52 in this case ) 
Q(t,y) = streamflow value in period t and year ·Y 
5.3.3. Normalization 
(5.7) 
Once the series is deseasonalized, the deseasonalized series is tested for 
normality. In the event it is not normal, it may be normalized by employing the 
following transformation to each observation: 
49 
-
Q (t,y) = QJ..t,y) - Q, 
• s 
" 
(S.8) 
where: Q ..(t,y) = the weekly deseasonalized and normalized streamflow series 
Q Jt,y) = the weekly deseasonalized streamflow series 
Sd = the standard deviation of the deseasonalized series Q Jt,y) and 
Q d = the mean of the deseasonalized series Q d (t,y) 
5.3.4 Residual Correlation 
Once the original series has been deseasonalized and normalized, the resulting 
series is evaluated for the presence of any remaining correlation structure. Before 
examination of the residual correlation structure, the set of annual weekly series are first 
converted to a single composite weekly series as follows: 
Q ..(n) = Q ..(t,y) for t = I to T , y = 1 to Y 
where: n = 1 to T * Y 
Where a structural correlation still exists in the residuals of the composite series, 
it may be modeled using either a series of autoregressive terms or a series of moving 
average terms or a combination of both. The exact number of required terms may be 
determined from an evaluation of the full and partial correlograms of the resulting 
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series. For the simple case of a single autoregressive term, the resulting residual series 
may be modeled as foJJows: 
p 
o.(n) = E U; Q.(n-i} + e. 
,•I 
e,. = i + Jo - R2) TJ. 
TJ. - -- N(O,l) 
{5.9) 
{5.10) 
(5.11) 
where: Q J_n) = the composite weekly deseasonalized and normalized series 
a; = auto regressive parameters 
€u = residual error from the model 
i = mean of the residuals of the model 
p 
R2 = E ui P; = coefficient of determination of the model 
i•l 
P; = auto correlation coefficients i = l, 2, .... ~ p 
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5.3.5 Model Assembly and Forecasting : 
Once the correlative structure of the residual series has been determined, the 
complete model may be assembled. For the current study a simple AR(l) model was 
used to model the residuals. The forecasting process for the resulting model may be 
summarized as follows: 
(i) First, a normal random number ( 710 ) is generated for each week using Eq. (5.11) and 
the residual E0 calculated using Eq. (5.10). 
(ii) Given the value of the streamflow at the previous time step i.e. Q.(n-1), the value 
of deseasonalized and normalized streamflow was predicted using the following equation 
Q
0
(n) = 0.3719 Qn<n-1) + e:. (5.12) 
(iii) Once the normalized forecast was obtained, it was denormalized to get the 
deseasonalized forecast: 
(5.13) 
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(iv) Finally, the arithmetic mean for each particular week is added to the deseasonalized 
forecast (i.e. Q J..t,y)) to give the actual forecast i.e. 
Q<.t,y) = QJt;y) + Q<.t) (5.14) 
The relative errors that resulted from the application of this model to the historical 
streamflow series ranged from 3.5 % to 496.8 % with an AARE of 124.9 %. The 
coefficient of determination was 13.83 %. 
5.4 Modified Time Series Model 
In an attempt to improve the performance of the time series model, the original 
data set was reduced to 25 years and five separate series were developed by selecting 
individual annual series on the basis of their mean annual streamflow. The following 
criteria was used to break the data into five subsets. 
Mean Annual Subset Type 
Stream Flow 
< 4000 cfs A Very Dry 
4001 - 4400 cfs B Dry 
4401 - 5000 cfs c Average 
5001 - 6500 cfs D Wet 
> 6500 cfs E Very Wet 
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Each of the five subsets of data was then analyzed as an independent time series. 
In an attempt to further reduce seasonal variability, a mean series was then developed 
using the five years of data that made up each. individual subset. Additional time series 
models were then developed for each individual subset. Unfortunately, the use of the 
modified series was ineffective in producing any significant improvement in the model 
performance. 
5.5 Simplified Streamflow Recession Model 
As an alternative to a statistical time series model, a conceptual streamflow 
forecast model was also developed. In this case the average weekly streamflow forecast 
was modeled as the sum of a forecasted base flow discharge and an incremental 
discharge, the incremental discharge being the result of any hydrologic input into the 
system. Mathematically the average weekly streamflow forecast may be written as: 
-
Q, = Qbase, + Qinc, (S.15) 
In the proposed model, the base flow forecast for the· current week is expressed 
as the sum of average streamflow in the previous week (i.e. Q ,_J and an incremental 
decrease in base flow for the current week (i.e. 6QbaseJ. Mathematically this may·be 
expressed as follows: 
Qbase, = Q,_1 - .o. Qbase, (S.16) 
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• 
The incremental decrease in base flow is obtained using a series of deterministic 
recession curves which were constructed from an analysis of the historical weekly 
streamflow values for the period of 1960-1987. In developing the recession curves, each 
year was broken into 13 periods of 4 weeks in length. Separate recession curves were 
then developed for all 13 periods by considering those weeks in which minimal rainfall 
occurred. The general form of the recession curves is given as follows: 
aQ,-1 t.Qbase, = .,.,...-.....,..--,-
(b + Q,) 
(5.17) 
where ~base , = incremental decrease in streamflow under an assumption of no 
rainfall, Q ,_1 = the mean streamflow in the previous week, and a and b are parameter 
values. The fitted parameter values and associated correlation coefficients of the 13 
recession models are shown in Table 5.1. 
As discussed previously, the forecasted streamflow for the current week is 
assumed to be the sum of a forecasted base flow (which can now be determined using 
Eq. 5.16) and an incremental increase in streamflow resulting from a hydrologic input 
to the system. In the current study the weekly historical incremental increases in 
streamflow have been quantified by applying the series of recession curves to the 
historical streamflow series. Such an application resulted in a separate frequency 
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distribution of incremental increases for each week. A listing of the probability values 
associated with the frequency distributions of each week is provided in Table 5. 2. 
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Table 5.1 Parameter Values and associated Correlation Coefficients 
for the 13 Recession Curve Models 
Period Weeks a b r'(%) 
I 1 - 4 · 77 1525 53.11 
2 5-8 96 6500 82.95 
3 9 - 12 105 7200 83.99 
4 13 - 16 75 1900 63.66 
5 17 - 20 ·74 825 50.28 
6 21 - 24 91 950 75.13 
7 25 - 28 102 1450 62.66 
8 29 - 32 91 600 72.21 
9 33 - 36 91 775 68.03 
10 37 - 40 87 925 71.89 
11 41 - 44 83 1150 72.95 
12 45 - 48 76 625 54.21 
13 49 - 52 70 1375 23.85 
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Table 5.2 Frequency Distributions for Weekly Incremental Flows 
Month Week PROBABILITY PERCENTAGE 
#'s #'s 
10% 20% 30% 40% 50% 60% 70% 80% 90% 
1 1-4 30.54 61.1 91.6 304.0 1458.6 2576.1 3931.8 5855.5 9891.0 
2 5-8 40.4 80.7 790.l 1919.8 3431.4 4972.3 7219.71 9480.10 14350.3 
3 9-12 30.5 61.1 91.6 887.7 1078.5 2863.2 6079.1 9051.7 15875.1 
4 13-16 31.9 62.6 93.9 720.1 1772.91 3320.3 5042.4 9750.5 16696.8 
5 17-20 27.6 55.1 82.7 160.0 520.7 991.5 2331.7 4115.3 8559.3 
6 21-24 22.6 45.2 67.8 90.4 165.0 326.7 773.0 1675.1 5847.5 
7 25-28 40.4 80.7 145.4 284.0 387.5 600.1 1004.1 1456.0 1907.8 
8 29-32 29.7 59.5 89.2 148.0 226.9 441.5 670.0 1140.1 3012.7 
9 33-36 41.9 83.7 121.6 156.9 192.2 246.3 312.2 570.1 1450.1 
10 37-40 59.5 110.3 142.6 174.9 213.9 276.7 454.8 846.7 1956.5 
11 41-44 70.6 147.1 219.5 276.0 372.3 .616.8 1110.6 1705.1 4135.6 
12 45-48 40.4 80.7 227.9 324.0 750.0 1369.2 2489.0 4273.7 8044.2 
13. 49-52 25.7 51.4 77.1 140.0 350.0 1100.3 2820.1 5197.8 11059.3 
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In applying the proposed simplified recession flow model to forecast streamflow 
in the next week, the system operator or decision maker would first determine the 
anticipated base flow discharge by applying Eq. (5.16). The operator would then have 
to a select a probability of incremental runoff based on current knowledge of the system. 
Once the level of probability is determined an incremental streamflow forecast could be 
determined using Table 5.2. Given the anticipated baseflow and the forecasted 
incremental runoff, the forecasted mean streamflow for the next week may be obtained 
by application of Eq. (5.15). 
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VI. EXPERT SYSTEM FOR DROUGHT FORECASTING AND MANAGEMENT 
Once the demand forecast and the supply forecast models were constructed, an expert 
system for use in both drought characterization and management was developed. The expert 
system was constructed using the PC-Expert shell environment. A brief discussion of the 
components of both expert systems is presented in the following sections. 
6.1. Drought Characteriz.ation Expert System 
The rule base for use with the drought characteriz.ation expert system was built using 
guidelines developed by the Kentucky American Water Company as discussed in Chapter 2. 
However in constructing the drought forecast expert system, the drought status was expressed 
in terms of weekly forecasted values of system demand and water supply as opposed to using 
past historical values. In addition, the original plan as developed by Kentucky American 
only considered daily values while the proposed plan is based on the use of weekly forecasts. 
The drought characteriz.ation rules that make up the data base for the· drought 
forecasting expert system are used to ask the user for the current weekly system demand and 
average streamflow as well as the desired level of forecast reliability. Additional rules are 
then used to determine the forecasted drought status as a function of the current demand and 
supply values as obtained using F.q. (4.16) and F.q. (5.15). As discussed previously, the 
incremental change in baseflow which is used in evaluating F.q. (5.16) may be expressed as 
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a function of the current stream flow using Eq. (5 .17). The additional forecasted incremental 
runoff may be obtained using Table 5.2 and the specified level of forecast reliability. 
An example rule for use in determining the level of drought for a given set of 
forecasted values is provided in Table 6.1. The logic of this rule is that if the demand is 
between 45 and 50 mgd or the customer demand to river flow ratio is between 15 % and 25 
% then the current drought status is 'Minor'. 
Table 6.1 Example Drought Characterization Rule 
IF Demand Index Cur = 'B' OR - -
CORF_ Cur = 'B' THEN 
DN Cur= I 
6.2 Drought Management Expert System 
The rule base for use with the drought management expert system was also built using 
guidelines developed by the Kentucky American Water Company as discussed in Chapter 2. 
As a result, the decision rules which were developed for use in drought management expert 
system were based on the status or phase of forecasted drought. 
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F.ach phase of the Water Shortage Response Plan can be thought of as a restriction 
level to be implemented corresponding to each phase or drought potential. In order to 
achieve the optimal operating policy many decisions are required to be made. The most 
significant decisions which need to be made can be summarii.ed as follows: 
I) Initiate restrictions or not and when to initiate '! 
2) When to remain at a current restriction level '! 
3) When to increase the current restriction level '! 
4) When to decrease the current restriction level '! 
5) When to eliminate all restrictions '! 
Based upon such criteria the rules in this category were divided into three sub-classes. 
Each one of these is explained here in brief. 
6.2.1 Rules to Remain at a Restriction Level 
These rules depend upon the current drought status and the future drought potential. 
At the start of the Expert System the user is prompted to give the current restriction level 
and other system parameters. Depending upon the system configuration the Expert System 
determines the drought severity and accordingly suggests the policy. One example of such 
a rule is given here. 
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Rule 51: IF RL_CUR = 'Preliminary Watch' AND 
DN_CUR .LE. 1 AND 
DN FUT = 1 THEN 
RL_FUT = RL_CUR 
The logic of this rule may be summarized as follows: If the current restriction level 
is Preliminary Watch and the current drought number is less than or equal to one and the 
future drought number is also one then remain at the current restriction level. 
6.2.2 Rules to Increase the Restriction Level 
These rules depend only upon the future drought potential. The restriction levels are 
always increased to the next higher restriction level and not in steps of two or three. An 
example of such a rule is given below. 
Rule 60: IF RL_CUR = 'Advisory' AND 
DN FUT .GE. 3 THEN 
RL FUT = 'Partial Alert' 
The logic of this rule may be summarized as follows: If the current restriction level 
is Advisory Phase and the future drought number is greater than or equal to three then 
increase the current restriction level from Advisory Phase to Partial Alert Phase. 
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6.2.3 Rules to Decrease the Restriction Level 
These rules depend upon the current drought status and the future drought potential. 
The restriction levels are always decreased to next lower restriction level and not in the steps 
of two or three. An example of such a rule is given below. 
Rule 67: IF RL_CUR = 'Emergency' AND 
DN_CUR .LE. 5 AND 
DN_FUT .LE. 4 THEN 
RL_FUT = 'Full Alert' 
The logic of this rule may be summarized as follows: If the current restriction level 
is 'Emergency Phase' and the current drought number is five or less and the future drought 
number is four or less then decrease the current restriction level from Emergency Phase to 
Full Alert Phase. 
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VIl. MODEL APPLICATION 
Once both the demand forecast model and the supply forecast model were developed 
and the decision rules for use with both drought characterization and drought management 
were obtained, all the components were assembled into a unified decision support 
environment using PC-Expert (see Figure 7.1) 
DEMANll FORECAST USER SUPPLY FORECAST 
HODEL INTUFACE MODEL 
INFERENCE 
DROUGHT ENGINE !WIAGEIIDIT 
CIIAIIACTERIZATION POLICY 
RULE 
BASE 
Figure 7 .1 Decision Support Environment 
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In order to test the system it was used to provide a weekly drought characterization 
and management phase for each week in 1988. In order to examine the performance of the 
expert system, the associated management phases which would occur using perfect forecast 
information and historical forecast information were compared to the range of potential 
management phases that resulted from application of the drought forecast model. A 
comparison of the weekly management policies that resulted from 1) a perfect data forecast, 
2) a historical data forecast, and 3) a probability forecast (obtained from the demand and 
streamflow forecast models) is provided in Table 7.1. The perfect data forecast was 
obtained by using the historical demand and streamflow values that were actually observed 
in the next or following week. The historical data forecast was obtained by using the 
historical demand and streamflow values that were observed in the existing or current week. 
The probability forecast was obtained using a single demand forecast and a series of 
streamflow forecasts which were obtained using the probability distributions presented in 
Chapter 5. Use of the probability forecasts resulted in a separate management policy for 
each level of drought forecast probability as shown in Table 7 .1. 
The performance of the historical data forecast and the probability forecasts may be 
quantified by summing the number of weekly deviations of their forecasted management 
policies from the policy that would have occurred assuming a perfect forecast. These 
deviation sums are provided at the bottom of Table 7.1. At a minimum, one would hope 
or a least expect that one of the probability level forecasts would yield a series of policies 
that would be better than the set of policies obtained using no forecast information (Le. the 
66 
historical data forecast). Unfortunately, as can be seen from Table 7.1, the majority of the 
probability level forecasts yielded policies that were worse than the composite set obtained 
using no forecast information. Although such a result is obviously disappointing, it is not 
totally unexpected. Although some of the error in the probability level forecast policies can 
be directly attributed to inaccuracies in both the demand and streamflow forecast models, it 
is unrealistic to expect a drought realization in which the demand and runoff excess in each 
week will have the same continuing recurrence level. A more realistic scenario would be 
one in which the probability levels decrease during the onset of the drought and then increase 
as the system recovers from the drought. Obviously, several potential scenarios are possible. 
The optimal scenario can be identified by examining each week and determining the level 
of probability forecast that will result in a match with the perfect forecast policy. 
Unfortunately, there is obviously no guarantee that such a policy will result in an optimal 
set of policies for a future drought. Perhaps a more realistic approach would be to develop 
a heuristic (or set of rules) for use in making transitions from one probability level to the 
next. One possible heuristic would be to start at one probability level and stay there until 
a deviation between the observed and forecasted policy occurred. If the forecast policy is 
greater ( more severe) than the observed policy then shift to higher probability level. If the 
forecast policy is smaller (less severe) than the observed policy then shift to a lower 
probability level. It should be obvious that such a decision structure could be readily 
accommodated into the existing expert system environment to potentially increase the 
reliability of the resulting policy forecast. 
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Table 7.1 Model Performance Results 
Weck Perfect lliiiorical T•;ty Forccasta lei dill'c:nal ~6i'.1Iiy ~vela - - IOi iii,i; 90,i; 20!1 30 ! 40i ! SOll ! 60 I 70 ! 
I 0 0 0 0 0 0 0 0 0 0 0 
2 I 0 0 0 0 0 0 0 0 0 0 
3 0 I I I I I 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 0 
s 0 0 0 0 0 0 0 0 0 0 0 
6 0 0 0 0 0 0 0 0 0 0 0 
7 0 0 0 0 0 0 0 0 0 0 0 
I 0 0 0 0 0 0 0 0 0 
9 0 0 I I I 0 0 0 0 0 0 
10 0 0 I I I 0 0 0 0 0 0 
11 0 0 0 0 0 0 0 0 0 0 0 
12 0 0 I I 0 0 0 0 0 0 
13 0 0 I I 0 0 0 0 0 0 
14 0 0 I I 0 0 0 0 0 0 
IS I 0 0 0 0 0 0 0 0 0 0 
16 I I I 
17 I I 
II I 
19 I I I 
20 I I 
21 I I I I I I I I I I I 
22 2 I I I I I I I I I I 
23 3 2 2 2 2 2 2 2 2 2 2 
24 3 3 3 3 3 3 3 3 3 3 3 
2S 3 3 4 4 3 2 2 2 2 2 2 
26 4 3 s 5 3 2 2 2 2 2 2 
27 4 4 6 6 3 2 2 2 2 2 2 
28 3 4 6 6 3 2 2 I 
29 2 3 6 s 4 3 2 
30 I 2 s 4 3 2 I 
31 2 I 4 3 .2 I I I 
32 2 2 s 3 3 2 2 I I 
33 3 2 4 3 3 2 2 2 I 
34 3 3 s 4 3 3 3 2 2 
35 2 3 6 3 3 3 3 2 2 I I 
36 I 2 s 3 3 2 2 2 I I 
37 2 I 4 2 2 I I I I 0 0 
38 I 2 4 3 3 2 2 2 I 
39 0 I 3 2 2 I I I I I I 
40 I 0 2 I I 0 0 0 0 0 0 
41 2 I 3 2 2 I 0 0 0 
42 3 2 4 3 2 2 I I I 
43 2 3 4 3 2 2 0 0 0 
44 I 2 3 3 2 2 0 0 0 
45 0 I 3 3 2 I I I I I I 
46 0 0 2 2 I 0 0 0 0 0 0 
47 0 0 I I 0 0 0 0 0 0 0 
48 0 0 0 0 0 0 0 0 0 0 0 
49 0 0 0 0 0 0 0 0 0 0 0 
so 0 0 0 0 0 0 0 0 0 0 0 
SI 0 0 I I I I I 0 0 0 0 
52 0 0 0 0 0 0 0 0 0 0 0 
Number of Policy Devlltiom 
22 35 ·30 24 24 ·21 22 21 22 22 
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VII. SUMMARY AND CONCLUSIONS 
The recent drought in central Kentucky has highlighted the need for adequate water 
supplies to support continued economic development in the Bluegrass region as well as the 
need for practical decision making tools for use in managing existing supplies effectively. 
This report has presented the results of an investigation into the potential use of expert 
system technology as an effective tool for drought forecasting and management. This study 
has demonstrated that expert system technology can serve as an efficient platform for use in 
assisting the decision maker in both characterizing the nature of an existing drought and in 
selecting and implementing the correspondingly appropriate management policy. 
The success of any decision making process will of course be dependent upon the 
quality of the data upon which those decisions must be made. In the current study, the 
critical data were the forecasted streamflow and the forecasted system demand for the 
coming week. While a "reasonable" level of model accuracy was obtained for the demand 
forecasts, only Hmited success was obtained in forecasting future weekly average 
streamflows. This had a correspondingly negative impact on the capability of the overall 
expert system to provide more accurate management policies than could be obtained using 
historical (previous week) demand and streamflow values. 
It is the authors opinion that the major factor in the limitation of the streamflow 
forecast models was the noise and spatial variability inherent in the available rainfall 
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database. Due to the limitations of the examined statistical streamflow forecast models a 
decision was made to cast the streamflow forecasts in terms of a series of probability density 
functions derived from using historical rainfall excess volumes and the existing watershed 
. conditions as characterized by the existing weekly streamflow averages. Such an approach 
provides the decision maker with the capability to examine not only the probability of 
occurrence of a given level of streamflow, but also, coupled with the demand forecast, it 
provides him with the capability to examine the probabilities of occurrence of a range of 
possible drought levels and hence the associated drought management policies. 
Unfortunately, the selection of a set of management policies from any single 
probability level did not yield a global policy that was any better than was obtained using the 
historical (previous week) demand and streamflow values. Part of the lack of success in 
such an approach may be attributable to inaccuracies in the demand and streamflow forecast 
models and part of it may be due to the fact that a particular weekly drought realiz.ation 
cannot be expected to follow the same level of recurrence for. each consecutive week. 
Model deficiencies attributable to the first reason may be minimized by employing more 
accurate forecast models. Model deficiencies attributable to the second reason may be 
minimized by employing a set of heuristic rules within the context of an expanded expert 
system environment. 
While deterministic or stochastic models of the nature considered in this study may 
be used to provide reasonable demand or streamflow forecasts for a given municipality, it 
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may be that improved model performance may be obtained by combining such models with 
non-traditional modeling technologies such as expert systems or neural networks. Neural 
network technology has already been applied with some success to a variety of forecast 
problems. It is expected that such a technology may also find some applicability in the field 
of both streamflow and demand forecasts as well. 
Finally, little research has been conducted with regard to the use of expert systems 
to improve on or embellish the results of more traditional forecast models. It may be that 
some component of the resulting model error may be more easily or more accurately 
captured through the use of an empirical rule base than through the use of additional 
stochastic model components that may not have any physical interpretation or associated 
meaning. Although this research has made some attempt to investigate the feasibility of such 
an approach, at least with regard to streamflow forecasts, much more work could be done 
in this area. It is hoped that future research in this field will endeavor to address and answer 
these remaining questions. 
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