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1. はじめに
インターネットの普及や、近年のスマートフォ
ンの普及に伴い，我々は様々場面で ECサイトを
利用するようになった．ECサイトを利用するユー
ザーが増えるにつれ，ECサイトが扱う商品や情
報量が増えていったが，その結果ユーザーが目的
とする商品や情報が見つけづらくなってきている．
そこで ECサイトでは推薦システムを活用するこ
とで，そのユーザーに適した商品や情報を見つけ
てもらえるようにしている．ECサイトでこうし
た推薦システムを導入することでユーザーに関連
購買を促すことができ，客単価の購買頻度の向上
に繋がっている．
事実，推薦システムを導入するサイトが増加して
いる [3]．国内サイトで推薦システムを導入してい
るサイトは 2008年 8月時点で約 260サイト，2009
年 3月で約 430サイトに拡大している．金額ベー
スの市場規模は，2006年度に 1億 3500万円だっ
たものが，2007年度に 3億 3100万円，2008年度
に 8億 8500万円と拡大．2009年度には 12億 7000
万円，2010年度には 16億 5500万円へと拡大する
と予測されていた．推薦システムの採用は 2000年
ごろから ECサイトを中心に開始された．2006年
に ECサイトの更新時期を迎えたことでニーズが
顕在化した．このように推薦システムは非常に注
目されていることがわかる．
現在，推薦システムには協調型推薦，内容ベース
型推薦といった代表的な手法が存在している．本
研究の目的は，それら既存の手法とは異なる手法
を用い，新しい推薦システムの構築を目指すもの
である．「推薦システム」をECサイトが利用者にど
の商品，情報を推薦しようかという意思決定の問
題ととらえ，それの解決に使用される事例ベース
意思決定理論を用いることでシステムを構築する．
2. 推薦システムについて
多くのインターネットユーザーは至るところで
推薦システムを利用してきている．たとえば，友
人があなたに新しい本を推薦したとすると，あな
たはお気に入りのオンライン書店を訪れるであろ
う．その本のタイトルを入力すると，検索結果の
1つとしてその情報が提示される．あるWebペー
ジにおいては，「この商品を買った人はこんな商品
も買っています」というように，あなたが興味を
持つであろう本が推薦リストとして提示される．
もしあなたがオンライン書店の常連ユーザーであ
れば，書店に入るや否やこのような個人化された
推薦リストが自動的に提示されるであろう．この
ように特定ユーザーに対し，どの本を提示すべき
か決定するソフトウェアシステムが推薦システム
（Recommendation System）である．
3. 事例ベース意思決定理論
3.1. 概要
事例ベース意思決定理論（CBDT）は，Itzhak
GilboaとDavid Schmeidlerによって，2001年に
A Theory of Case-Based Decisionsとして体系化
された意思決定理論である．この理論は，従来，意
思決定理論の主要理論として扱われていた期待効
用理論の問題点を解決する画期的な理論である．
CBDTは過去の事例に基づき決定するという，
帰納的推論に基づく意思決定を意思決定主体がす
ることを前提として定式化されたもので，意思決
定理論の新しいパラダイムになりうると言われて
いる．
3.2. 数学的定義
CBDTの想定する意思決定のプロセスの大枠は
次の通りである．
ある意思決定主体が意思決定問題 pに直面して
いるとする．とりうる行為のうちどの行為をとる
かを決定したいが，それぞれの行為がどのような
帰結をもたらすかは不確かである．そこで，自分が
見聞きして知っている過去の事例において各行為
がどのような帰結どのような効用をもたらしたか
にもとづいて現在の行動を決めることにする．こ
の際，現問題 pにより類似している事例をより重
視して意思決定をするだろう．
数学的には次のように定式化される．意思決定
問題の集合を P，現在の問題においてとりうる行
為の集合を A，ありうる帰結の集合を Rとする．
それぞれの事例は（p,a,r）のように，直面した問題
p 2 P，その時選択した行為 a 2 A，そしてその帰
結 r 2 Rの組で表せる．したがって，考えうる事例
の集合はC＝ P ×A×Rとなる．CBDTで中心
的役割を果たすのは類似度関数 s : P ×P ! [0; 1]
である．ここで，s(p; q)は問題 p，qの類似度を定
量的に表す．最後に u : R! Rを帰結に対する効
用関数とする．
いま，記憶M  C をもち，問題 p 2 P に直面
している意思決定主体を考える．記憶Mは自分自
身が直接経験した事例のみならず，他人との会話，
あるいは書籍・テレビ・インターネットなどから
学んだ事例も含む．CBDTの基本形においては意
思決定主体は関数
U(a) =
X
(q;a;r)2M
s(p; q)u(r)
にもとづいて各行為 a 2 Aを順序付け（記憶M
に行為 aが一度も現れないときは U(a) = 0とす
る），この値を最大化する行為を選択する．つま
り，行為 aを選択した過去の事例たち（q; a; r）に
注目し，帰結から得られた効用値 u(r)を現在の問
題 pからみた問題 qの類似度 s(p; q)で重み付けし
て（より類似した事例を重視して）足し合わせた
ものを aの評価値とする．
このモデルは 4つの公理（弱順序の公理，結合
公理，連続性の公理，多様性の公理）で特徴づけ
られることが証明されている（詳細は [2]参照）．
4. 提案モデル
4.1. 扱うデータについて
本論文では，経営科学系研究部会連合協議会主
催，平成 24年度データ解析コンペティションで提
供されたデータを用いている．
このデータは，フラッシュマーケティングサイト
における１年間のデータであり，顧客のマスター
ファイル（以下，顧客マスター），クーポンのマス
ターファイル（以下，クーポンマスター），閲覧明
細ファイル（以下，閲覧明細）等から構成されて
いる．顧客マスターには顧客の性別や年齢，登録
日等，クーポンマスターにはクーポンの定価，販
売価格，ジャンル，利用可能日等，閲覧明細には
顧客とその顧客が見たクーポンの対や購買フラグ
等がある．
4.2. CBDTを用いた推薦システム
一般的な推薦システムは「ある特定の顧客にど
の商品を推薦すればよいか」という意思決定問題
を解いているシステムだと考えることができる．こ
れに合わせて CBDTのモデルを作成する．
意思決定問題 P : あるクーポンをどの顧客に
推薦すればよいか
行為A : 推薦される顧客を選択
帰結R : 推薦された顧客の行動
記憶M : 閲覧明細
新しいクーポンに対し，推薦されるべき顧客の
順位付けをすることで推薦対象を決定する．
4.3. 類似度関数
次にCBDTで重要な働きをする類似度関数 sを
定義する．類似度関数 sは 2つの意思決定問題 p; q
の類似度を定量的に表すものである．本論文では
問題 pと問題 qの類似度を各問題で推薦している
クーポン間の類似度としている．クーポン間の類似
度を計る尺度には様々なものがあるが，本論文では
Simrankという類似尺度を扱う [1]．以下，Simrank
について説明を行う．
Simrank
オブジェクト間の類似性を測りたいと考えたと
き，オブジェクトの様々な側面が類似性の決定に
利用できる．そこで，オブジェクトとオブジェク
トの関係から類似度を測ろうとしよう．関係とい
うのは，たとえば，論文の引用関係や，Webペー
ジのリンク，被リンクの関係などである．こうし
た関係性は，ノードをオブジェクト，エッジを関係
性と表すことで自然とグラフ化することができる．
そのグラフを調べることでノード間の類似性を測
ろうとするのが Simrankである．Simrankは \似
ているオブジェクトたちは似ているオブジェクト
たちと関連している"という考えがベースにある．
次に Simrankの詳細な定義を記す．いま有向グ
ラフGが与えられているとする．2つのノード a; b
の simrankSim(a; b)は
Siml+1(a; b) =

1 　 (a = b); (1)
0 　 (I(a) = ; or I(b) = ;); (2)
C
j I(a) jj I(b) j
∑
a02I(a)
∑
b02I(b)
Siml(a
0; b0) 　 (otherwise); (3)
に対し，liml!1 Siml(a; b) = Sim(a; b)と定義さ
れる．2つのノード aとノード bの類似度を求める
際に 2つのノードが同じ (a = b)ならば類似度は 1
になり，2つのノードが同じでないなら式 3を用い
る．Cは 0 < C < 1の定数で，反復計算の減衰因
子として用いられる．式 2と 3で用いられている，
I(a)，I(b)はインリンクで a; bに隣接するノード
の集合を表している．また，j I(a) j，j I(b) jはイ
ンリンクで隣接するノードの数を表す．
本論文で Simrankを用いてクーポン間の類似度
を測るにあたり，クーポン集合と特徴集合を頂点
集合とする 2部グラフ（図 1）を構成した．左側
はクーポン IDの集合である．左側のノード 2つ
（クーポン 2つ）に対し，Simrankを使い類似度
を計る．右側はクーポンの持つ特徴の集合である．
特徴集合はクーポンのジャンル，クーポンの定価，
クーポンの割引率，クーポンの利用可能日の 4つ
のカテゴリーで構成されている．
このグラフを利用し，クーポン間の類似度を計
ることで類似度関数 s(p; q)を作成した．
4.4. 効用関数
効用関数は帰結の望ましさを計るものであり、
この関数の値が高ければ高いほど，帰結が望まし
いものであると考えられる．本研究では 2種類の
効用関数を導入する．
u1(r)
本論文では帰結 rを推薦された顧客の行動と定
義している．顧客の取りうる行動は「クーポンを
購入する」か「クーポンを購入しない」の 2つに分
けることができる．帰結の望ましさとすれば「クー
ポンを購入する」という帰結は「クーポンを購入
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図 1. 作成したグラフ
しない」という帰結に比べ良い帰結である．そこ
で効用関数 u1(r)を「クーポンを購入する」とい
う帰結の場合 1，「クーポンを購入しない」という
帰結の場合 0と定義する．
u2(r)
ただし，クーポンを購入した，していないに関
わらずクーポンを閲覧したことに意味があるので
はないかという考えもある．顧客は興味があるジャ
ンルといったような，ある範囲のクーポンを閲覧し
た上で購入を行っている場合がある．この時，閲覧
の結果購入をした，していないに関わらず一定の
効用があると考えることもできる．このような想
定の下では，閲覧明細に含まれるすべての履歴に
対し，効用関数の値を 1に設定する．ちなみに，本
研究では記憶Mは閲覧明細であることから，M中
すべての事例に対し，その効用関数値は u2(r) = 1
となる．
5. 計算機実験
効用関数の定義やCBDTの基本形の関数を変形
することでより良い推薦を行えるシステムを選ぶ．
5.1. 提案手法
提案したそれぞれの手法を説明する．
buysum
Ubs(a) =
X
(q;a;r)2M
s(p; q)u1(r)
buysumは提案モデルそのものである．記憶M
の中にある事例の中で帰結がクーポンを購入した
場合のときのクーポン間の類似度を足し合わせて
いることを表している．
looksum
Uls(a) =
X
(q;a;r)2M
s(p; q)u2(r) =
X
(q;a;r)2M
s(p; q)
looksumは buysumの式の効用関数を常に 1と
した手法である．buysumの手法ではクーポンを
購入している帰結のある事例のみを見ているのに
対し，looksumはすべての事例を見ている．クー
ポンを購入せずに閲覧のみで終わってしまった事
例にも意味があると考えた手法である．
buyave
Uba(a) =
1
jM j
X
(q;a;r)2M
s(p; q)u(r)
buyaveは buysumの結果を事例の総数 jM jで
割り，平均値を出している．buysumでは多く購入
を行った顧客における評価値をもとめる関数内で
の類似度を足しこむ回数が多くなるので，その顧
客の順位が上がり購入回数が少ない顧客を軽視す
るのではないか，という懸念がある．そこで，記
憶にある事例の総数で割ったものを用いる手法で
ある．
lookave
Uia(a) =
1
jM j
X
(q;a;r)2M
s(p; q)u2(r)
=
1
jM j
X
(q;a;r)2M
s(p; q)
これも buyaveと同様の理由で平均値を用いた手
法である．
以上が提案した手法である．それぞれの手法は
次のように評価する．
1年分の閲覧明細を古いほうから 9か月分と 3か
月分に分割し，古い 9か月分の閲覧明細を記憶をし
て使用する．その後，3か月分の閲覧明細からその
期間内で販売開始されたクーポンを選び顧客のラ
ンク付けを行う．実際にそのクーポンを購入した
顧客がどの順位にいるかで評価を行う．（与えられ
たデータには 22873人の顧客データがあり，それ
らすべてのランク付けを行い順位を付けている．）
5.2. 実験結果
4種類の手法をいくつかの実験を行うことで比
較し，lookaveが最もよい手法であることがわかっ
た．さらに，その手法を使うことのほかに，顧客
の閲覧回数に着目することでさらに精度のよい推
薦システムを構築することができた．
6. まとめ
本研究では CBDT を用いた推薦システムを
構築した．推薦システムの扱う問題は無理なく
CBDTのモデルに置き換えることができたことか
ら，CBDTは推薦システムに取り入れ易いもので
あることがわかった．また，CBDTのほぼ基本形
の関数のままで良質な推薦システムを構築するこ
とができたことからもそうであることがわかった．
さらに，効用関数の定義の仕方や，CBDTの基本
的な関数を推薦システムに合うように変形するこ
とで精度のよい結果が得られた．
今後の課題として，様々な類似度関数や効用関
数を試すことで更なる精度の向上を目指したい．
CBDTは類似度関数と効用関数によって得られる
値が変わってくる．推薦システムに求められる類
似度関数や，顧客の行動がどのような効用をもた
らすかを細部にわたって反映させるような効用関
数を定義していきたい．
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