We study the existence of global weak solutions for a hyperbolic differential inclusion with a source term, and then investigate the asymptotic stability of the solutions by using Nakao lemma.
Introduction
In this paper, we are concerned with the global existence and the asymptotic stability of weak solutions for a hyperbolic differential inclusion with nonlinear damping and source terms:
Ξ(x,t) ∈ ϕ y t (x,t) a.e. (x,t) ∈ Ω × (0,∞),
y(x,0) = y 0 (x), y t (x,0) = y 1 (x) in x ∈ Ω,
where Ω is a bounded domain in R N with sufficiently smooth boundary ∂Ω, p ≥ 2, λ > 0, and ϕ is a discontinuous and nonlinear set-valued mapping by filling in jumps of a locally bounded function b.
Statement of main results
We first introduce the following abbreviations: (Ω) . For simplicity, we denote · 2 by · . For every q ∈ (1,∞), we denote the dual of W 1,q 0 by W −1,q with q = q/(q − 1). The notation (·,·) for the L 2 -inner product will also be used for the notation of duality pairing between dual spaces.
Throughout this paper, we assume that p and m are positive real numbers satisfying 
where μ 1 and μ 2 are some positive constants. (H 2 ) y 0 ∈ ᐃ, y 1 ∈ L 2 (Ω), and
. (2.10) The multivalued function ϕ : R → 2 R is obtained by filling in jumps of a function b : R → R by means of the functions b , b , b, b : R → R as follows:
We will need a regularization of b defined by 
) and the following relations hold: 
and if p > 2, then there exists a constant C > 0 such that
where
In order to prove the decay rates of Theorem 2.3, we need the following lemma by Nakao (see [8, 9] for the proof).
Lemma 2.4. Let φ : R + → R be a bounded nonincreasing and nonnegative function for which there exist constants α > 0 and β ≥ 0 such that
Then the following hold.
(1) If β = 0, there exist positive constants C and γ such that
Proof of Theorem 2.2
In this section, we are going to show the existence of solutions to problem (1.1) using the Faedo-Galerkin approximation and the potential method. To this end let
be a basis in W
We choose y n 0 and y n 1 in V n such that
Let y n (t) = n j=1 g jn (t)w j be the solution to the approximate equation
By standard methods of ordinary differential equations, we can prove the existence of a solution to (3.2) on some interval [0,t m ). Then this solution can be extended to the closed interval [0,T] by using the a priori estimate below.
Step 1 (a priori estimate). Equation (3.1) and the condition y 0 ∈ ᐃ imply that
Hence, without loss of generality, we assume that
Integrating (3.4) over (0,t) and using assumption (H 1 ), we have
Since E n (0) → E(0) and E(0) > 0, without loss of generality, we assume that E n (0) < 2E(0) for all n. Now, we claim that
Assume that there exists a constant T > 0 such that y n (t) ∈ ᐃ for t ∈ [0,T) and y n (T) ∈ ∂ᐃ, that is, I(y n (T)) = 0. From (2.6), (3.4), and (3.5), we obtain
and therefore
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Combining this with (2.4) and using (2.10), we see that 12) here and in the sequel we denote by c a generic positive constant independent of n and t. It follows from (3.11) and (3.12) that Step 2 (passage to the limit 
Considering that the imbeddings W
are compact and using the Aubin-Lions compactness lemma [3] , it follows from (3.18) that
Using the first convergence result in (3.18) and the fact that the imbedding W
This implies that
On the other hand, we have from (3.19) 
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Step 3 ((y,Ξ) is a solution of (1.1)). Let φ ∈ C 1 [0,T] with φ(T) = 0. By replacing w j by φ(t)w j in (3.2) and integrating by parts the result over (0,T), we have
(3.24)
Similarly from (3.23), we get Now, we show that Ξ(x,t) ∈ ϕ(y t (x,t)) a.e. in Q T . Indeed, since y n t → y t strongly in L 2 (Q T ) (see (3.20) ), y n t (x,t) → y t (x,t) a.e. in Q T . Let η > 0. Using the theorem of Lusin and Egoroff, we can choose a subset ω ⊂ Q T such that |ω| < η, y t ∈ L 2 (Q T \ ω), and y n t → y t uniformly on Q T \ ω. Thus, for each > 0, there is an M > 2/ such that
Then, if |y n t (x,t) − s| < 1/n, we have |y t (x,t) − s| < for all n > M and (x,t) ∈ Q T \ ω. Therefore, we have Letting n → ∞ in this inequality and using the last convergence result in (3.18), we obtain
(3.30)
Letting → 0 + in this inequality, we deduce that 
On the other hand, it follows from (3.23) that
Combining (3.33) and (3.34), we get
Since A is a monotone operator, we have By Mintiy's monotonicity argument (see, e.g., [17] ),
Therefore the proof of Theorem 2.2 is completed.
Asymptotic behavior of solutions
In this section, we will prove the decay rates (2.14) and (2.15) in Theorem 2.3 by applying Lemma 2.4. To prove the decay property, we first obtain uniform estimates for the approximated energy
and then pass to the limit. Note that E n (t) is nonnegative and uniformly bounded. Let us fix an arbitary t > 0. From the approximated problem (3.2) and w j = y n t (t), we get
This implies that E n (t) is a nonincreasing function. Setting F 2 n (t) = E n (t) − E n (t + 1) and integrating (4.2) over (t,t + 1), we have 
