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Abstract
The Grassmann envelope (S) = S0¯ ⊗0¯ +S1¯ ⊗1¯ is a useful tool for deciding varietal questions
about supersystems S = S0¯ + S1¯. It is not useful in deciding simplicity, since the envelope is always
fraught with trivial ideals coming from trivial superscalars. At first glance it would not seem useful
in deciding superspeciality either, but we will show that it is a more sensitive tool than it seems. We
say a Jordan supersystem Js (algebra, triple, or pair) is Grassmann special if its Grassmann envelope
is special as an ordinary Jordan system over 0¯. Certainly superspeciality Js ⊂ A+s over  implies
Grassmann speciality (Js) ⊂ (As)+ over 0¯, but it is not obvious how Grassmann speciality
influences superspeciality of Js . Nevertheless, we show how to transform obstacles to speciality of
Js over  (anti-superspecial elements) into obstacles to speciality of (Js) over 0¯ (anti-special
elements) using Grassmann boosters, so that non-superspeciality Js over  implies non-speciality
of (Js) over 0¯. Thus Grassmann speciality is the same as superspeciality: a supersystem J is a
superspecial Jordan supersystem over  iff (Js) is a special Jordan system over 0¯. (It is not clear
this is the same as speciality of (Js) over , since in general speciality of quadratic Jordan systems
depends on the scalars: we give an example of a Jordan -algebra which is not special, but is special
over a scalar subring .) As a corollary, any Jordan superalgebra with zero linear extreme radical
which is viably evenly 4-interconnected is superspecial; thus exceptional superalgebras must be built
over even parts of degree  3.
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Throughout, we deal with systems over an unital commutative associative ring of
scalars . We assume familiarity with the basic Jordan systems S, which are modules
over  endowed with certain bilinear, trilinear, and quadratic “Jordan products.” These
systems are genetically related to associative algebras: any associative system A gives rise
to a Jordan system A+. A specialization of a Jordan system S in an associative system A
is a Jordan homomorphism S σ−→ A+, and we say a Jordan system is special if it can be
faithfully imbedded in a system of the form A+ (has a faithful specialization).
There is a universal specialization µs of S in its universal special -envelope use(S),
such that any specialization S σ−→ A+ in the categories of -systems factors through the
universal one
S
σ
µs
A
use(S)
σˆ
(0.1)
via a unique associative homomorphism σˆ . This universal special -envelope can be
constructed as the quotient of a -tensor system T (S) by an ideal I(S) generated by a set
of kernel elements kα designed to turn the linear imbedding S → T (S) into a multiplicative
specialization µs(x) = x¯ sending x ∈ S ⊆ T (S) to its coset modulo the ideal in T (S)
generated by the set {kα(x1, . . . , xn)},
use(S) := T (S)/I(S) for I(S) := IT (S)
({kα}). (0.2)
(See [3, pp. 65–75]. We will discuss the particular tensor system and kernel elements for
each type of system separately.)
The special kernel
K(S) := ker(µs) = S ∩ I(S) (0.3)
is the smallest ideal whose quotient is special, the intersection of the kernels of all -spe-
cializations of S; it is the ideal whose removal is necessary for speciality. Its elements, the
anti-special elements, are the obstacles to speciality:
S is special as a -system ⇔ K(S) = 0. (0.4)
All of these concepts are defined within the category of -systems, and as long as it is
clear which  we are working over we will seldom use the more precise notation use(S),
µ,S , K(S) (and when the system is clear we will even delete the subscript S).
The universal special envelope defines a functor from Jordan systems to associative
systems which enjoys all the usual functorial properties. In particular, it preserves scalar
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extension S := S ⊗  is the scalar extension of the envelope:
use(S) ∼= (use S), µ = µ⊗ 1. (0.5)
For these or any variety of systems there is a corresponding notion of supersystem,
a Z2-graded space Ss = S0¯ ⊕ S1¯ composed of “even” and “odd” elements, with graded
operations satisfying “graded” version of the rules defining the original systems. We will
consistently distinguish supersystems from ordinary systems by use of the subscript s, and
will always use the bar on subscripts to indicate they are taken modulo 2, i.e., as elements
of Z2. We will denote associative systems by A and general Jordan systems by S, Jordan
systems of a particular flavor (algebra, triple, pair) by J .
The clearest way to explain the graded laws defining the super variety is through the
Grassmann Super Principle: a supersystem Ss over scalars  is super-V for a variety V if
its Grassmann envelope
(S) = (S0¯ ⊗ 0¯)⊕ (S1¯ ⊗1¯) ⊆ Ss ⊗ 
is an ordinary V-system over the Grassmann scalars 0¯. An associative supersystem
As = A0¯ ⊕A1¯ is just an associative system with a Z2-grading, so Ai¯Aj¯ ⊂ Ai+j for bilinear
products and Ai¯Aj¯Ak¯ ⊂ Ai+j+k for trilinear products, but a Jordan supersystem Ss is not
a Jordan system: S0¯ is a Jordan system, S1¯ is a Jordan bimodule for S0¯, but S1¯ has Lie-like
skew products in such a way that the Grassmann envelope is an ordinary Jordan system
over the Grassmann scalars 0¯.
Here the Grassmann algebra  is the exterior algebra
 = Λ(V )
(
V =
∞⊕
i=1
vi
)
(0.6)
of a free -module V of countable rank.  is Z-graded by degree, hence Z2-graded into
even and odd degrees, yielding a unital algebra of Grassmann superscalars s = 0¯ ⊕1¯.
If we denote by νi the basic Grassmann variables (the images in Λ(V ) of the basic vectors
vi ∈ V ), then  is a free -module with basis of basic wedges ωI := νi1 ∧ νi2 ∧ · · · ∧ νin
which are even (in 0¯) or odd (in 1¯) according as n is even or odd:
 =
∞⊕
n=0
⊕
In
ωI
(
ωI := νi1 ∧ νi2 ∧ · · · ∧ νin , νi := vi
)
(
In = (i1, . . . , in) ∈ Zn for i1 < · · · < in, n 0
)
. (0.7)
We will consistently use νi and ωI to denote basic Grassmann variables and wedges. Note
that the subscripts labelling the variables and wedges are ordinary natural numbers and not
elements of Z2 (all the νi are odd in 1¯).
Although the Grassmann algebra is full of zero divisors, we nevertheless have
Grassmann Cancellation
6 K. McCrimmon / Journal of Algebra 278 (2004) 3–31all terms mI in m˜ =∑mI ⊗ ωI ∈ M ⊗  will vanish if some m˜ · νi1 ∧ · · · ∧ νin = 0
for distinct ik not in any I, in particular, if some m˜ ·i1 · · ·in = 0, (0.8)
because in that case the ωI ∧ νi1 ∧ · · · ∧ νin are distinct basic wedges.
The even elements 0¯ form a unital commutative associative ring of scalars, called
the Grassmann scalars,1 and we will call the odd elements 1¯ the Grassmann variables
(though frequently this term is used only for the basic νi ). An associative -superalgebra
Σ = Σ0¯ ⊕Σ1¯ will be called a -algebra of superscalars if it is supercommutative (σi¯σj¯ =
(−1)ij σj¯ σi¯ ) and in addition alternating (σ 21¯ = 0 for all σ1¯ ∈ Σ1¯); the latter follows from the
former if 1/2 ∈ .  =Fs,[{νi}i∈N] is just the free algebra of superscalars over  on the
odd generators νi , where in general the free -algebra of superscalars on a set X = X0¯ ∪˙X1¯
of “even and odd elements” isFs,[X] := [X0¯]⊗[X1¯] = ([X0¯]⊗0¯)⊕([X0¯]⊗1¯)
([X0¯] the usual algebra of polynomials, and [X1¯] = Λ(V (X1¯)) = 0¯ ⊕ 1¯ the exterior
algebra on the free -module V (X1¯) =
⊕
x1¯∈X1¯ x1¯).
Erhard Neher [10] has recently introduced the important concept of Jordan supersys-
tems over superrings (supercommutative associative superalgebras). We prefer to empha-
size superscalars (superrings with alternating odd product). Although it would be de-
sirable to extend the results of this paper to superscalars, we have contented ourselves
with formulating only the boosting results 1.1 and 1.2 in this general context. Tensor
products over superscalars Σ create technical obstacles (for example, the tensor algebra
T (Js) =∑I Ji1 ⊗Σ · · · ⊗Σ Jin is not a direct sum) which would further obscure our basic
arguments (and further delay a paper written in a previous millennium).
Following the dicta of [9] (see also [4]), we will never use the precise super-identities
that define Jordan supersystems. We only need to note that any associative supersystem As
gives rise to a linear Jordan supersystem A+s . Such A+s are always Jordan supersystems
since

(
A+s
)= (As)+ ⊆ (As ⊗ )+ (0.9)
imbeds in the Jordan system obtained from the associative system As ⊗ . These
supersystems A+s provide a natural notion of superspeciality: Ss is superspecial if it can be
imbedded in some A+s , equivalently has a faithful superspecialization Ss
σs−→ A+s . We will
be pedantic and consistently use the term “superspecial” for speciality of supersystems.
Just as for ordinary systems, for Jordan supersystems Ss there is a universal super-
specialization µSs of Ss in its universal superspecial -envelope usse(Ss), such that any
superspecialization Ss σs−→ A+s in the categories of -systems factors through the universal
one
Ss
σ
µSs
As
usse(Ss)
σˆs
(0.10)
1 Since ω2 = 0 for each even ωI with |I |> 0, these are a generalized “ring of dual numbers.”I
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can be constructed as the quotient of a -supertensor system T (Ss) by an ideal I(Ss )
generated by a set of kernel elements ks,α(x1, . . . , xn) designed to turn the imbedding
Ss → T (Ss) into a universal superspecialization µSs (x) = x¯,
use(Ss) := T (Ss)/I(Ss) for I(Ss ) := IT (Ss)
({ks,α}). (0.11)
The superspecial kernel
K(Ss ) := ker(µSs ) = Ss ∩ I(Ss ) (0.12)
is the ideal whose removal is necessary for superspeciality. Its elements, the anti-
superspecial elements, are the obstacles to superspeciality:
Ss is special as a -supersystem ⇔ K(Ss) = 0. (0.13)
We say a supersystem Ss is Grassmann special if its Grassmann envelope (Ss) is
special as an ordinary Jordan system over 0¯. (0.9) shows that any superspecial system is
Grassmann special. Our goal is to prove that, conversely, Grassmann speciality implies
superspeciality of the original supersystem. We will not give a “global” proof of this
converse: we will show that we can use a “Grassmann booster” to carry an obstacle 0 =
z ∈ K(Ss ) to superspeciality over into an obstacle 0 = Bm(z) ∈ K((Ss)) to Grassmann
speciality.
1. Superscalar alternation
The heart of Grassmann speciality is the behavior of tensor products over the Grassmann
scalars. It is a surprising fact that 0¯-multilinear maps are automatically “almost-
alternating,” needing only a slight boost to make them truly alternating. The following
general formulation for  was suggested by John Faulkner, and for general superscalars Σ
by Erhard Neher.
Lemma 1.1 (Superscalar Boost). If F :Σr1¯ → M is a Σ0¯-multilinear map of Σ0¯-modules,
then for any m = r + 2s, s  1 the boosted function Fboost(σ1, . . . , σr , τ1, . . . , τ2s) :=
F(σ1, . . . , σr ) · (τ1 · · ·τ2s) :Σm1¯ → M is an alternating Σ0¯-multilinear function of m
variables.
Proof. The function Fboost is a Σ0¯-multilinear function of m variables, alternating in
the last 2s by the nature of superscalars, and alternating in τ1, τ2 and any σk by
F(σ1, . . . , σk, . . . , σr ) ·(τ1τ2τ3 · · · τ2s) = F(σ1, . . . , σk ·(τ1τ2), . . . , σr ) ·(τ3 · · · τ2s) (by Σ0¯-
linearity in the kth variable) = F(σ1, . . . , σkτ1τ2, . . . , σr ) · (τ3 · · · τ2s) and the nature of
superscalars again. 
Now we come to the crucial step in defining maps which transform -obstacles to
superspeciality into ¯ -obstacles to ordinary speciality. We will convert tensor products0
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use ⊗ to denote tensor products over , and barred ⊗ to denote tensor products over 0¯:
⊗ = ⊗, ⊗ = ⊗0¯ .
Theorem 1.2 (Boosters). If Ms = M0¯ ⊕ M1¯ is a -supermodule, let the -module
Tm :=
[m/2]⊕
s=1
⊕
{I¯ |odd(I¯ )=m−2s}
MI¯ (MI¯ := Mi1 ⊗ · · · ⊗Min)
be the sum of all -tensor products MI¯ of arbitrary length n of spaces Mi¯ with r = odd(I¯ )
odd factors such that m = r + 2s equals r with 2s  2 left over.
Similarly, if Σ = Σ0¯ ⊕Σ1¯ a -algebra of superscalars then the Σ-envelope Σ(Ms) :=
Ms := M 0¯ ⊕ M 1¯ := (M0¯ ⊗Σ0¯) ⊕ (M1¯ ⊗ Σ1¯) is a Σ0¯-module, and we let
T m :=
[m/2]⊕
s=1
⊕
{I¯ |odd(I¯ )=m−2s}
MI¯
(
MI¯ := Mi1 ⊗ · · · ⊗ Min
)
be the corresponding sum of Σ0¯-tensor products of spaces Mi¯ .
Define the boosting map Bm :Σm1¯ → Hom(Tm,T m) of right Σ0¯-modules where each
individual booster Bm(σ1, . . . , σm) is defined on summands MI with odd(I¯ ) = r = m− 2s
by
Bm(σ1, . . . , σm)(xi1 ⊗ · · · ⊗ xin)
:= b(xi1) ⊗ · · · ⊗ b(xin) · (σr+1 · · ·σr+2s) (1.2.1)
where the conversion map b :Mi¯ → Mi¯ = Mi¯ ⊗ Σi¯ is given by
b(xik ) =
{
xik ⊗ 1 if Mik = M0¯ is even,
xik ⊗ σj if Mik = M1¯ is j th odd factor of MI¯ . (1.2.2)
Then Bm is an alternating Σ0¯-multilinear function of m variables.
The boosters have the multiplicative property that if p ∈ MI¯ , q ∈ MK where odd(I¯ ) =
r1, odd(K) = r2, r1 + r2 = r = m− 2s < m then
Bm(σ1, . . . , σm)(p ⊗ q)
= Br1(σ1, . . . , σr1)(p) ⊗ Br2+2s(σr1+1, . . . , σm)(q)
= Br1(σ1, . . . , σr1)(p) ⊗ Br2(σr1+1, . . . , σr )(q) · (σr+1 · · ·σr+2s). (1.2.3)
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the even remainder (and it is important for boosting that there always is a remainder) as
an external right multiplication. To see that each Bm(σ1, . . . , σm) is a well-defined -
linear map on Tm, it suffices to check it on each direct summand Mi1 ⊗ · · · ⊗ Min , and
by the universal property of tensor products it suffices to prove that it is -multilinear
on the cartesian product Mi1 × · · · × Min ; but this follows from (1.2.1)–(1.2.2) by the -
multilinearity of the n-fold tensor product ⊗ and the -linearity of the conversion map b
(due to -linearity of the tensor product ⊗).
To see that Bm is Σ0¯-multilinear on Σ
m
1¯ it again suffices to check this on each summand
MI¯ = Mi1 ⊗ · · · ⊗Min with odd(I¯ ) = r = m − 2s. It is Σ0¯-multilinear in σ1, . . . , σr from
(1.2.1)–(1.2.2) by the Σ0¯-multilinearity of tensor products ⊗ of the Σ0¯-modules Mi¯ , and
in σr+1, . . . , σr+2s by the Σ0¯-multilinearity of multiplication in Σ . Because by (1.2.1)
there are always an even number 2s  2 of factors σj¯ outside, by Superscalar Boost (1.1)
this is alternating in all m = r + 2s odd variables.
The multiplicative property (1.2.3) holds on monomials straight from the definitions
(1.2.1)–(1.2.2):Bm inserts ⊗1 on the even xi¯ ∈ M0¯, and inserts the odd ⊗σi ’s one at a time
on the odd xi¯ ∈ M1¯ from left to right as they occur, so the first r1 go onto the odd factors of
p, the next r2 go onto the odd factors of q , and the remaining m − r = 2s form a product
in Σ0¯ and are multiplied on the right. 
Since the anti-special and anti-superspecial kernel elements kα are not homogeneous,
but contain terms from several tensor spaces, it is important that Bm is defined
simultaneously on all tensor spaces MI with m − 2s (s  1) odd factors M1¯. Here Bm
contains enough odd variables to cover the odd factors of MI (turning each M1¯ into a M 0¯
in the Σ-envelope Ms ) and still have an even number of variables left over to provide
superscalar boosting. Note also that the tensor products in T m are taken over the ordinary
scalars Σ0¯ (where the decomposition remains direct), rather than over the superscalars Σ .
Since these boosters exist for any sort of graded module M , we can apply it to any sort of
Jordan system. We now take up the various types of system in turn, describe their universal
special envelopes, and verify that non-superspeciality leads to Grassmann non-speciality.
2. Linear Jordan algebras
We begin with the easiest and most familiar category, that of linear Jordan algebras J
(defined only over scalars  containing 1/2). These have basic product {x, y} (we prefer
to use this instead of the more common x · y = 12 {x, y} to avoid messy factors 1/2),
which is commutative and satisfies the linear Jordan identity {{x2, y}, x} = {x2, {y, x}}
for x2 := 12 {x, x}. Associative algebras A gives rise to special linear Jordan algebras A+
and the notion of specialization σ of J in A,
A+: {x, y} := xy + yx, σ ({x, y})= σ(x)σ (y)+ σ(y)σ (x). (2.1)
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ordinary (non-unital) tensor algebra
T (J ) :=
∞⊕
r=1
r︷ ︸︸ ︷
J ⊗ · · · ⊗ J
via
use(J ) := T (J )/I(J ) where I(J ) := IT (J )
({
k2(x, y)
})
,
for kernel elements k2(x, y) := x ⊗ y + y ⊗ x − {x, y};
J is special iff K(J ) := J ∩ I(J ) is zero. (2.2)
Note that by commutativity of the Jordan product {x, y}, the kernel elements are
symmetric:
k2(x, y) = k2(y, x). (2.2′)
The corresponding linear Jordan superalgebras Js = J0¯ ⊕ J1¯ have products {xi¯, yj¯ }s ∈
Ji+j which are supercommutative and satisfy certain other super-Jordan axioms. We
will be careful to indicate super-operations by subscripts s, to warn us that they will
not have the usual Jordan commutativity, only super-commutativity. Every associative
superalgebra As = A0¯ ⊕ A1¯ gives rise to a linear Jordan superalgebra and the notion of
superspecialization σs of Js in As ,
A+s : {xi¯, yj¯ }s = xi¯yj¯ + (−1)ij yj¯ xi¯ ,
σs
({xi¯, yj¯ }s)= σs(xi¯)σs(yj¯ )+ (−1)ij σs(yj¯ )σs(xi¯). (2.3)
Thus σs({x0¯, yj¯ }s ) = σs(x0¯)σs(yj¯ ) + σs(yj¯ )σs(x0¯) and σs({x1¯, y1¯}s) = σs(x1¯)σs(y1¯) −
σs(y1¯)σs(x1¯), so the super-Jordan product is the usual Jordan product xy + yx except
when both x , y are odd, in which case it is the Lie bracket xy − yx . Js is superspecial
if it has an injective superspecialization, allowing us to imbed Js as a sub-superalgebra of
some A+s .
The universal superspecial envelope, kernel elements, and superspecial kernel are built
from the ordinary tensor superalgebra, with grading inherited from Js :
T (Js) :=
∞⊕
r=1
r︷ ︸︸ ︷
J ⊗ · · · ⊗ J , Tj¯ (Js) =
⊕
j1+···+jr=j
Jj1
⊗ · · · ⊗ Jjr
via
usse(Js) := T (Js)/I(Js) for I(Js) := IT (Js)
({
ks,2(xi¯, yj¯ )
})
,
where ks,2(xi¯, yj¯ ) := xi¯ ⊗ yj¯ + (−1)ij yj¯ ⊗ xi¯ − {xi¯, yj¯ }s;
Js is superspecial iff K(Js) := Js ∩ I(Js) is zero. (2.4)
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are supersymmetric:
ks,2(xi¯ , yj¯ ) = (−1)ij ks,2(yj¯ , xi¯). (2.4′)
The Grassmann envelope (Js) = (J0¯ ⊗0¯)⊕ (J1¯ ⊗1¯) of a linear Jordan superalgebra
is an ordinary linear Jordan algebra over the Grassmann scalars 0¯ under the operations{
(xi¯ ⊗ αi¯), (yj¯ ⊗ βj¯ )
}= {xi¯, yj¯ }s ⊗ (αi¯ ∧ βj¯ ) ∈ Ji+j ⊗ i+j (2.5)
induced from the usual tensor product Js ⊗ . It is easily verified (using Grassmann
Cancellation (0.8)) that Js σs−→ A+s is a superspecialization iff (Js) (σs)−−−→ (As)+ is an
ordinary specialization, where (σs)(xi¯ ⊗ αi¯) = σs(xi¯)⊗ αi¯ .
For example, the anti-special elements of the free Jordan algebra are the s-identities
(Jordan polynomials vanishing in all special algebras). The most understandable s-identity
is Thedy’s operator identity T10 and the corresponding elemental identity T11. The fact that
these vanish on all special algebras means they must be expressible in terms of the basic
kernel elements, though the explicit expression is by no means trivial.
Example 2.6 (Thedy’s anti-special element T11). If the operator
T10(x, y, z) := UU[x,y]z −U[x,y]UzU[x,y] (2.6.1)
measures how far the “U -commutator” operator
U[x,y] := U{x,y} − 2{Ux,Uy} (2.6.2)
is from being a structural transformation, then T11(x, y, z;w) := T10(w) is an anti-special
element of the free Jordan algebra FJ[x, y, z,w] with explicit representation
T11(x, y, z;w)= −Kx,y(z)⊗ w ⊗ 〈x, y〉 ⊗ z⊗ 〈x, y〉
− 〈x, y〉 ⊗ z ⊗ 〈x, y〉 ⊗w ⊗ Kx,y(z)
+ 〈x, y〉 ⊗ (z ⊗Kx,y(w) ⊗ z + kz(U[x,y](w)))⊗ 〈x, y〉
+Kx,y(z)⊗ w ⊗Kx,y(z)− kU[x,y]z(w)+Kx,y
(
UzU[x,y](w)
) (2.6.3)
as an element of K(FJ[x, y, z,w])= FJ[x, y, z,w] ∩ I(FJ[x, y, z,w]) in terms of
〈x, y〉 := x ⊗ y − y ⊗ x
and the following elements of K:
k(x, y) := (x ⊗ y + y ⊗ x)− {x, y}, k(x) = 1
2
k(x, x),
kx(a) := (x ⊗ a ⊗ x)−Ux(a)
= 1 (k(x, {x, a})− k(x2, a)− k(x)⊗ a − a ⊗ k(x)2
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Kx,y(a) := 〈x, y〉 ⊗ a ⊗ 〈x, y〉 −U[x,y](a)
= −k(x, y)⊗ a ⊗ k(x, y)+ k{x,y}(a)
+ k(x, y)⊗ a ⊗ (x ⊗ y + y ⊗ x)
+ (x ⊗ y + y ⊗ x)⊗ a ⊗ k(x, y)
− 2x ⊗ ky(a)⊗ x − 2y ⊗ kx(a)⊗ y − 2kx(Uya)− 2ky(Uxa). (2.6.4)
As yet, no examples are known of super-s-identities (anti-special elements of the free
Jordan superalgebra mapped into zero in the free associative superalgebra) except those
generated by ordinary s-identities. (See remarks below about warding off super-s-identities
by requiring alternation instead of skew-symmetry for odd products.)
3. Grassmann speciality of linear Jordan algebras
Now we establish our main result, that speciality of (Js) over 0¯ forces speciality
of Js over  because -super-obstacles can be converted into 0¯-obstacles by suitable
Grassmann boosters.
Theorem 3.1 (Grassmann Speciality). A linear Jordan superalgebra Js over  is super-
special iff its Grassmann envelope (Js) is a special Jordan 0¯-algebra.
Proof. We have remarked that superspeciality clearly implies Grassmann speciality. For
the converse it suffices to show the contrapositive, that non-superspeciality of Js over 
implies non-Grassmann speciality of its Grassmann envelope (Js) over 0¯ :
K(Js) = 0 ⇒ K0¯
(
(Js)
) = 0, (3.1.1)
In view of the characterizations (2.2), (2.4) of the special and superspecial kernels
K(J ),K(Js), it will suffice if we can find a Grassmann booster Bm which converts a
nonzero anti-superspecial element z ∈ Js to a nonzero anti-special element Bm(z) ∈ (Js):
0 = z ∈ Js ∩ I(Js) ⇒ 0 = Bm(z) ∈ (Js)∩ I
(
(Js)
)
. (3.1.2)
By homogeneity of K(Js) we may suppose
0 = z = zi¯ ∈ Ji¯ (3.1.3)
is homogeneous in Js , yet by (2) at the same time expressible as an element
∑
p ⊗
ks,2(xj¯ , yk¯) ⊗ q summed over monomials p ∈ JK , q ∈ JL (where JI¯ := Ji1 ⊗ · · · ⊗ Jin
as in (1.2)) for odd(K) := r1, odd(L) := r2 with r = r1 + j + k + r2 ≡ i mod 2. If r ′
is the maximal number of odd factors which occurs in any summand, consider the basic
Grassmann booster Bm(ν1, . . . , νm) for m = r ′ + 2, and m ≡ r ′ ≡ i mod 2. Then for any
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each monomial p ⊗ ks,2(xj¯ , yk¯) ⊗ q belongs to Tm by (1.2). We claim this Grassmann
booster creates the desired obstacle,
0 = Bm(zi¯) ∈ (Js)∩ I
(
(Js)
)
. (3.1.4)
First we show that Bm(zi¯) = 0 in (Js). If i = 0 we have m even, and by definitions
(1.2.1)–(1.2.2) we have
Bm(z0¯) = (z0¯ ⊗ 1) · (ν1 ∧ · · · ∧ νm) = z0¯ ⊗ ω0¯ = 0
by Grassmann Cancellation (0.8) (or since ω0¯ is a basic even wedge). Similarly, if i = 1
then m is odd and by definitions (1.2.1)–(1.2.2) and the 0¯-module structure of 1¯ we have
Bm(z1¯) = (z1¯ ⊗ ν1) · (ν2 ∧ · · · ∧ νm) = z1¯ ⊗ (ν1 ∧ ν2 ∧ · · · ∧ νm) = z1¯ ⊗ ω1¯ = 0
by Grassmann Cancellation (or since ω1¯ is a basic odd wedge). In either case Bm(zi¯) is
nonzero in (Js).
The final step is to show that Bm(zi¯) ∈ I((Js)). We will show that each mono-
mial Bm(p ⊗ ks,2(xj¯ , yk¯) ⊗ q) belongs of I((Js). We consider the 3 possibilities
(0,0), (0,1), (1,1) for the pair (j, k) separately (taking into account symmetry (2.2′) and
supersymmetry (2.4′) for the case (1,0)). We write our string of m basic Grassmann vari-
ables as
(ν1, . . . , νm) =
(
ν1, . . . , νr1,
︷ ︸︸ ︷
σj¯ , τk¯,µ1, . . . ,µr2, λ1, . . . , λ2s
)= (ν, ︷ ︸︸ ︷σj¯ , τk¯, µ, λ)
to make the correspondence between clumps of Grassmann variables and the odd elements
of p, ks,2, q in the tensor product clearer; here we agree that if j or k is 0 the corresponding
σj¯ or τk¯ is 1 and will be omitted from the string. For convenience we introduce the
abbreviations
p = Br1(ν1, . . . , νr1)(p), xj¯ := xj¯ ⊗ σj¯ , yk¯ := yk¯ ⊗ τk¯,
q = Br2(µ1, . . . ,µr2)(q), ω = λ1 ∧ · · · ∧ λ2s ∈ 0¯.
With this notation, we will show
Bm
(
p ⊗ ks,2(xj¯ , yk¯) ⊗ q
)= p ⊗ k2(xj¯ , yk¯)⊗ q ·ω ∈ I((Js)).
The cases (0,0) and (0,1) are easy because the odd variables do not undergo
any permutation, and ks,2(xj¯ , yk¯) has the same form as k2(xj¯ , yk¯). Here our string is
(ν, τk¯, µ, λ) (remember that τk¯ = 1 is missing if k = 0), and by definition (2.3) of ks,2
and the Grassmann multiplication property (1.2.3) we have
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(
p ⊗ ks,2(x0¯, yk¯)⊗ q
)
= Bm
(
p ⊗ [x0¯ ⊗ yk¯ + yk¯ ⊗ x0¯ − {x0¯, yk¯}s]⊗ q)
= Br1
(ν)(p) ⊗Bk(τk¯)(x0¯ ⊗ yk¯ + yk¯ ⊗ x0¯ − {x0¯, yk¯}s)⊗Br2( µ)(q) ·ω
= p ⊗ [(x0¯ ⊗ 1)⊗ (yk¯ ⊗ τk¯)+ (yk¯ ⊗ τk¯)⊗ (x0¯ ⊗ 1)− {x0¯, yk¯}s ⊗ τk¯]⊗ q ·ω
= p ⊗ [x0¯ ⊗ yk¯ + yk¯ ⊗ x0¯ − {(x0¯ ⊗ 1), (yk¯ ⊗ τk¯)}]⊗ q ·ω (by (2.5))
= p ⊗ [k2(x0¯, yk¯)]⊗ q ·ω (by definition (2.2)).
The final case (1,1) is the trickiest, because here the two odd variables xj¯ , yk¯ undergo
an odd permutation (transposition), so ks,2(xj¯ , yk¯) has a super-sign (−1)jk = −1 where
k2(xj¯ , yk¯) has +1, and we require Grassmann alternation to turn the −1 back to +1. Here
our string is (ν,σ1¯, τ1¯, µ, λ) (both σ and τ are honest Grassmann variables). By definition
(2.3) of k2, the Grassmann alternation property (1.2), and the Grassmann multiplication
property (1.2.3) we have
Bm
(
p ⊗ ks,2(x1¯, y1¯)⊗ q
)
= Bm
(
p ⊗ [x1¯ ⊗ y1¯ − y1¯ ⊗ x1¯ − {x1¯, y1¯}s]⊗ q)
= Bm
(ν, ︷ ︸︸ ︷σ1¯, τ1¯, µ, λ)(p ⊗ [x1¯ ⊗ y1¯] ⊗ q)
−Bm
(ν, ︷ ︸︸ ︷τ1¯, σ1¯, µ, λ)(p ⊗ [−y1¯ ⊗ x1¯] ⊗ q) (note two minus signs !!)
+Bm
(ν, µ, ︷ ︸︸ ︷σ1¯, τ1¯, λ)(p ⊗ [−{x1¯, y1¯}s]⊗ q)
= p ⊗ [(x1¯ ⊗ σ1¯) ⊗ (y1¯ ⊗ τ1¯)]⊗ q · ω + p ⊗ [(y1¯ ⊗ τ1¯) ⊗ (x1¯ ⊗ σ1¯)]⊗ q ·ω
− p ⊗ [{x1¯, y1¯}s ⊗ 1]⊗ q · σ1¯ ∧ τ1¯ ∧ω
= p ⊗ [x1¯ ⊗ y1¯ + y1¯ ⊗ x1¯]⊗ q ·ω
− p ⊗ [{x1¯, y1¯}s ⊗ (σ1¯ ∧ τ1¯)]⊗ q ·ω (by 0¯-linearity of ⊗)
= p ⊗ [x1¯ ⊗ y1¯ + y1¯ ⊗ x1¯ − {(x1¯ ⊗ σ1¯), (y1¯ ⊗ τ1¯)}]⊗ q ·ω (by (2.5))
= p ⊗ [k2(x1¯, y1¯)]⊗ q ·ω (by definition (2.2)).
Thus in all 3 cases the Grassmann booster takes ks,2(xj¯ , yk¯) into k2(xj¯ , yk¯), creating a
nonzero Bm(zi¯) ∈ I(Js). This establishes (1.3.2), and hence the theorem. 
The basic idea of the proof is really quite simple. Just as the Jordan superalgebra
axioms are obtained from graded versions of the Jordan algebra axioms with a sign (−1)π
inserted before each term where the odd variables have undergone a permutation π , so
the defining elements ks,2(x, y) of the superspecial kernel are obtained from the elements
k2(x, y) of the special kernel by inserting (−1)π before each term where the odd variables
have undergone a permutation π . To make sure our Grassmann booster Bm(ν1, . . . , νm)
attaches the same basic Grassmann variables νj to the odd variables x¯ even if they undergoi
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which by Superscalar Boost 1.1 inserts exactly the same sign Bm(νπ(1), . . . , νπ(m)) =
(−1)πBm(ν1, . . . , νm). But then the two signs cancel out, and we return to the original
Jordan formulation k2:
Bm(ν1, . . . , νm)(p ⊗ ks,2 ⊗ q) = p ⊗ k2 ⊗ q.
4. Grassmann speciality of quadratic Jordan algebras
A unital quadratic Jordan algebra J carries a unit element 1J and a product Uxy which
is quadratic in x and linear in y , strictly2 satisfying U1 = idJ , UUxy = UxUyUx , UxVy,x =
Vx,yUx for the derived operation Vx,y(z) = {x, y, z} in terms of the trilinear Jordan
triple product obtained by polarizing the U operator: {x, y, z} := (Ux+z − Ux − Uz)(y).
Evaluating the U -operator on the unit element produces a squaring map x2 := Ux1, with
linearization {x,1, y} = {x, y}. A quadratic Jordan algebra (with or without unit) carries
two products Uxy and x2, such that the unital hull Ĵ := 1 ⊕ J under Uα1+x(β1 + y) :=
α21 ⊕ (α2x + 2αx + α{x, y} + βx2 + βUxy) becomes a unital Jordan algebra.
Any (respectively unital) associative A yields a (respectively unital) quadratic Jordan
algebra A+ = Aq .
Aq : Uxy := xyx, x2 := xx (respectively 1J = 1 if A is unital)(
hence also {x, y, z} = xyz+ zyx, {x, y} = xy + yx) (4.1)
and a notion of a (respectively unital) specialization σ of J in A
σ(Uxy) = σ(x)σ (y)σ (x), σ
(
x2
)= σ(x)σ (x) (respectively σ(1J ) = 1A)(
hence also σ
({x, y, z})= σ(x)σ (y)σ (z)+ σ(z)σ (y)σ (x), and
σ
({x, y})= σ(x)σ (y)+ σ(y)σ (x)). (4.2)
The universal special envelope is again built from the ordinary tensor algebra, but in
the unital case we must take the unital tensor algebra, which is just the unital hull of the
ordinary tensor algebra:
T (1)(J ) :=
∞⊕
r=0
r︷ ︸︸ ︷
J ⊗ · · · ⊗ J = 1T ⊕ T (J ).
The universal special envelope and special kernel are
2 Recall that an identity holds strictly if it continues to hold in all scalar extensions J , equivalently, if all
linearizations of the identity hold in J itself.
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({kα}),
J is special iff K(J ) := J ∩ I(J ) is zero. (4.3)
In the quadratic case the kernel elements kα take a different form from the linear case. To
guarantee the universal specialization µJ is indeed a homomorphism of unital quadratic
Jordan algebras, we must control the unit and U -operator in the unital tensor algebra T (J )
by dividing out by the ideal I(J ) generated by the following kernel elements:
(K0) k0 := 1J − 1T ,
(K1) kq(x;y) := x ⊗ y ⊗ x −Uxy. (4.4)
The kernel element (K1) which controls specialization of the U -operator automatically
controls trilinear products by polarization, and controls squares and bilinear products as
well by taking y = 1J :
(K0′) kq(x) := kq(x;1J )− x ⊗ k0 ⊗ x = x ⊗ x − x2,
(K2) k2(x, y) := kq(x + y)− kq(x)− kq(y) = x ⊗ y + y ⊗ x − {x, y},
(K3) k3(x, y, z) := kq(x + z;y)− kq(x;y)− kq(z;y)
= x ⊗ y ⊗ z + z ⊗ y ⊗ x − {x, y, z}. (4.4′)
Note that symmetry {x, y, z} = {z, y, x} and switching {x, y, z} + {x, z, y} = {x, {y, z}}
imply redundance in the kernel elements:
k3(x, y, z)= k3(z, y, x),
k3(x, y, z)+ k3(x, z, y)= k2
(
x, {y, z})+ x ⊗ k2(y, z)+ k2(y, z)⊗ x. (4.4′)
For non-unital Jordan algebras we have no tensor unit 1T , and we must replace the
condition (K0) controling the unit by the condition (K0′) controlling squares, then again
(K2), (K3) are automatic consequences.
Analogously, a (respectively unital) quadratic Jordan superalgebra Js is a supermodule
carrying (respectively a unit element 1Js ∈ J0¯ and) an attenuated U -operator Usx0¯yj¯ ∈ Jj¯
and squaring map x20¯ (= Usx0¯1 ∈ J0¯ in the unital case) for even x only, from which by
linearization we can only obtain triple products {x0¯, yj¯ , z0¯}s and bilinear products {x0¯, z0¯}s ,
so we have to explicitly assume global triple and bilinear products
{xi¯, yj¯ , zk¯}s ∈ Ji+j+k, {xi¯, yj¯ }s ∈ Ji+j
in such a way that the Grassmann envelope (Js) = (J0¯ ⊗ 0¯) ⊕ (J1¯ ⊗ 1¯) becomes a
(respectively unital) quadratic Jordan algebra under
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Uxi¯⊗γi¯ ,zk¯⊗λk¯ (yj¯ ⊗ ηj¯ ) := {xi¯, yj¯ , zk¯}s ⊗ (γi¯ ∧ ηj¯ ∧ λk¯),
(x0¯ ⊗ γ0¯)2 := x20¯ ⊗ γ 20¯ , (x1¯ ⊗ γ1¯)2 := 0,{
(xi¯ ⊗ γi¯), (yj¯ ⊗ ηj¯ )
} := {xi¯, yj¯ }s ⊗ (γi¯ ∧ ηj¯ ). (4.5)
(The fact that Ux1¯ and x21¯ are going to disappear in the Grassmann envelope is the reason
we do not assume the existence of such products in Js .) The Us , square, bilinear, and
trilinear products must be related by
{x0¯, z0¯}s = (x0¯ + z0¯)2 − x20¯ − z20¯, {x0¯, yj¯ , z0¯}s = Usx0¯,z0¯(yj¯ ),
{xi¯, yj¯ }s = (−1)ij {yj¯ , xi¯}s, {x1¯, x1¯}s = 0,
{xi¯, yj¯ , zk¯}s = (−1)(ijk){zk¯, yj¯ , xi¯}s, {x1¯, yj¯ , x1¯}s = 0,
{xi¯, yj¯ , zk¯}s + (−1)jk{xi¯, zk¯ , yj¯ }s =
{
xi¯, {yj¯ , zk¯}s
}
s
, (4.5′)
where the supersign (−1)(ijk) = (−1)ij+jk+ki denotes majority rule, being +1 if the
majority are even (two or three factors from J0¯), and −1 if the majority are odd (two or
three factors from J1¯). (The Grassmann Principle only requires that {x1¯, z1¯}s, {x1¯, yj¯ , z1¯}s
be skew in x, z, but in characteristic 2 the Principle must be adjusted to everywhere
replace skew-symmetric by alternating. We are thus capitulating, retreating from the
axioms in [4] to those in [10]. We advocate a similar retreat in the theory of alternative
superalgebras [12].)
The archetypal example is A+s = Aqs .
A
q
s : Ux0¯yj¯ := x0¯yj¯ x0¯, x20¯ := x0¯x0¯ (respectively 1J := 1A),
{xi¯, yj¯ , zk¯}s := xi¯yj¯ zk¯ + (−1)(ijk)zk¯yj¯ xi¯ ,
{xi¯, yj¯ }s := xi¯yj¯ + (−1)ij xi¯yj¯ . (4.6)
A superspecialization Js σ−→ As is a linear map preserving U -operators, squares, triples,
and circles (respectively unit),
σ(Ux0¯yj¯ ) = σ(x0¯)σ (yj¯ )σ (x0¯),
σ
(
x20¯
)= σ(x0¯)σ (x0¯) (respectively σ(1J ) = 1A),
σ
({xi¯, yj¯ , zk¯}s)= σ(xi¯)σ (yj¯ )σ (zk¯)+ (1)(ijk)σ (zk¯)σ (yj¯ )σ (xi¯),
σ
({xi¯, yj¯ }s)= σ(xi¯)σ (yj¯ )+ (1)ij σ (yj¯ )σ (xi¯). (4.7)
Notice that if we followed the strict Grassmann Principle and did not assume alternation
of {x1¯, z1¯} and {x1¯, yj¯ , z1¯} in x, z these would become s-superidentities (vanishing in all
special superalgebras), and s-superidentities should not come so cheaply.
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superalgebra as in the linear case
usses(Js) := T (Js)/I(Js), I(Js) := IT (Js))
({kα}),
Js is superspecial iff Ks(Js) := Js ∩ I(Js) is zero. (4.8)
To guarantee the universal superspecialization µJs is indeed a homomorphism of quadratic
Jordan superalgebras, we must control the U -operator, square (respectively unit), triple
products, and circles in the tensor algebra T (Js) by dividing out by the ideal I(Js)
generated by the following Z2-homogeneous kernel elements:
(SK0) ks,0 := 1J − 1T ,
(SK1) ks,q(x0¯;yj¯ ) := x0¯ ⊗ yj¯ ⊗ x0¯ −Ux0¯yj¯ ,
(SK2) ks,2(xi¯, yj¯ ) := xi¯ ⊗ yj¯ + (−1)ij yj¯ ⊗ xi¯ − {xi¯, yj¯ }s ,
(SK3) ks,3(xi¯, yj¯ , zk¯) := xi¯ ⊗ yj¯ ⊗ zk¯ + (−1)(ijk)zk¯ ⊗ yj¯ ⊗ xi¯ − {xi¯, yj¯ , zk¯}s . (4.9)
In the case of non-unital Jordan superalgebra we replace (SK0) by a generator controlling
even squares,
(SK0′) ks,q(x0¯) := x0¯ ⊗ x0¯ − x20¯ . (4.9′)
Observe again that some of these kernel elements are redundant, since from (4.5′) we
get
ks,2(x0¯, y0¯) = ks,q(x0¯ + y0¯)− ks,q(x0¯)− ks,q(y0¯),
ks,3(x0¯, yj¯ , z0¯) = ks,q(x0¯ + z0¯;yj¯ ) − ks,q(x0¯;yj¯ )− ks,q(z0¯;yj¯ ),
ks,2(xi¯, yj¯ ) = (−1)ij ks,2(yj¯ , xj¯ ),
ks,3(xi¯, yj¯ , zk¯) = (−1)(ijk)ks,3(zk¯, yj¯ , xi¯),
ks,3(xi¯, yj¯ , zk¯) + (−1)jkks,3(xi¯, zk¯, yj¯ )
= ks,2
(
xi¯, {yj¯ , zk¯}s
)+ xi¯ ⊗ ks,2(yj¯ , zk¯)+ (−1)i(j+k)ks,2(yj¯ , zk¯)⊗ xi¯ . (4.9′′)
These relations show that in (SK2) we need only the index forms j1 of ks,2,
(SK2′) ks,2(x0¯, y1¯), ks,2(x1¯, y1¯),
while in (SK3) we need only the index forms 11 of ks,3,
(SK3′) ks,3(x¯ , y¯ , z ¯).1 1 
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(SK1), (SK2′), (SK3′) alone.
Theorem 4.10 (Quadratic Grassmann Speciality). A quadratic Jordan superalgebra Js
over  is superspecial iff its Grassmann envelope (Js) is a special quadratic Jordan
0¯-algebra.
Proof. The proof follows exactly the same lines as in the linear case: it suffices to show
Grassmann boosting takes a nonzero anti-superspecial element zi¯ ∈ Ji¯ to a nonzero anti-
special element Bm(zi¯) ∈ (Js):
0 = zi¯ ∈ Ji¯ ∩ I(Js) ⇒ 0 = Bm(zi¯) ∈ (Js)∩ I
(
(Js)
)
. (4.10.1)
We again take Bm = Bm(ν1, . . . , νm) for m as before, where zi¯ is expressible as sum of
monomials p ⊗ ks ⊗ q , and for any individual monomial the number of odd variables is
r = m− 2s ≡ i mod 2 for s  1, so as before we know
0 = Bm(zi¯) ∈ (Js).
All that remains is to check that for each super kernel generator ks as in (SK0), (SK0′),
(SK1), (SK2′), (SK3′) the monomial Bm(p ⊗ ks ⊗ q) = p ⊗ k ⊗ q · ω for a Grassmann
kernel generator k, so the monomial lies in I((Js)).
We do this for each kernel type separately. If p ∈ JK,q ∈ JL then r = r1 + t + r2 where
odd(K) = r1, odd(L) = r2 and the number t = odd(ks) of odd variables in the generators
of (4.9), (4.9′) is
odd(ks,0) := 0, odd
(
ks,q(x0¯;yk¯)
) := k, odd(ks,q(x0¯)) := 0,
odd
(
ks,2(xj¯ , yk¯)
)= j + k, odd(ks,3(xj¯ , yk¯, z¯)) := j + k + .
Recalling the conventions of the linear case, we write our string of m basic Grassmann
variables as
(ν1, . . . , νm) =
(
ν1, . . . , νr1,
︷ ︸︸ ︷
σj¯ , τk¯, ρ¯,µ1, . . . ,µr2, λ1, . . . , λ2s
)= (ν, ︷ ︸︸ ︷σj¯ , τk¯, ρ¯, µ, λ),
where we agree that if an index j or k or  of an element xj¯ , yk¯ , or z¯ of ks is 0, then
the corresponding σ or τ or ρ is 1 and will be omitted from the string. We continue the
abbreviations
xj¯ := xj¯ ⊗ σj¯ , yk¯ := yk¯ ⊗ τk¯, z¯ := z¯ ⊗ ρ¯,
p = Br1(ν1, . . . , νr1)(p), q = Br2(µ1, . . . ,µr2)(q), ω = λ1 ∧ · · · ∧ λ2s ∈ 0¯.
Further, in the definition (1.2.2) of the conversion map we agree on the “empty”
conversions
b(1)= 1, i.e., b(1T ) = 1 .T
20 K. McCrimmon / Journal of Algebra 278 (2004) 3–31Once more we will show that
Bm(p ⊗ ks ⊗ q) = p ⊗ k ⊗ q ·ω ∈ I
(
(Js)
)
.
The case (SK2′) follows by the same argument as in the linear Jordan proof. As in the
linear case, (SK0), (SK0′), (SK1) are easy since there is at most one odd variable in ks and
in the monomial the odd variables do not undergo permutation. For (SK0), (SK0′) we have
t = 0 where
Bm
(
p ⊗ [ks,0] ⊗ q
)= Br1(p)⊗ B0(1Js − 1T )⊗Br2(q) ·ω
= p ⊗ [(1J ⊗ 1)− 1T ]⊗ q · ω = p ⊗ [1(Js) − 1T ((Js))] ⊗ q ·ω
= p ⊗ k0 ⊗ q · ω
by the definitions (4.4)(K0), (4.9)(SK0), and
Bm
(
p ⊗ [ks,q(x0¯)]⊗ q)= Br1(p) ⊗B0[x0¯ ⊗ x0¯ − x20¯]⊗ Br2(q) ·ω
= p ⊗ [(x0¯ ⊗ 1)⊗ (x0¯ ⊗ 1)− (x20¯ ⊗ 1)]⊗ q ·ω
= p ⊗ [x0¯ ⊗ x0¯ − x0¯2]⊗ q · ω = p ⊗ [kq(x0¯)]⊗ q ·ω.
by (4.4)(K0′), (4.9′)(SK0′). In (SK1) we have t = k, so by (4.9)(SK1), (4.4)(K1)
Bm
(
p ⊗ [ks,q(x0¯;yk¯)]⊗ q)
= Br1(p) ⊗ Bt(x0¯ ⊗ yk¯ ⊗ x0¯ −Ux0¯yk¯)⊗ Br2(q) ·ω
= p ⊗ [(x0¯ ⊗ 1)⊗ (yk¯ ⊗ τk¯) ⊗ (x0¯ ⊗ 1)− (Ux0¯yk¯ ⊗ τk¯)]⊗ q ·ω
= p ⊗ [x0¯ ⊗ yk¯ ⊗ x0¯ −Ux0¯yk¯]⊗ q ·ω = p ⊗ [kq(x0¯;yk¯)]⊗ q · ω.
It remains only to check (SK3′), the trilinear ks,3(x1¯, y1¯, z¯) where t = 1 + 1 + 
(remember that ρ = 1 is missing if  = 0). Here there are t = 2 or 3 odd variables and
the parity is i =  = 0 or 1, the odd variables undergo an odd permutation (a transposition
in all cases), and ks,3(x1¯, y1¯, z¯) has a super-sign −1 where k3(x1¯, y1¯, z¯) has +1, and
we again require Grassmann alternation to turn the −1 back to +1. Here our string is
(ν,σ1¯, τ1¯, ρ¯, µ, λ), where (σ1¯, τ1¯) is an honest pair of odd variables, and
(σ1¯, τ1¯, ρ¯) → (ρ¯, τ1¯, σ1¯) is an odd permutation,(
σ1¯, τ1¯, µ
)→ ( µ,σ1¯, τ1¯) is an even permutation. (4.10.2)
By the Grassmann alternation (1.2) and multiplication (1.2.3) and the definition (4.9)(SK3)
we have
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(
p ⊗ [x1¯ ⊗ y1¯ ⊗ z¯ − z¯ ⊗ y1¯ ⊗ x1¯ − {x1¯, y1¯, z¯}s]⊗ q)
= Bm
(ν, ︷ ︸︸ ︷σ1¯, τ1¯, ρ¯, µ, λ)(p ⊗ [x1¯ ⊗ y1¯ ⊗ z¯] ⊗ q)
−Bm
(ν, ︷ ︸︸ ︷ρ¯, τ1¯, σ1¯, µ, λ)(p ⊗ [−z¯ ⊗ y1¯ ⊗ x1¯] ⊗ q) (by oddness (3))
+Bm
(ν,ρ¯, µ, ︷ ︸︸ ︷σ1¯, τ1¯, λ)(p ⊗ [−{x1¯, y1¯, z¯}s]⊗ q) (by evenness (3))
= p ⊗ [(x1¯ ⊗ σ1¯)⊗ (y1¯ ⊗ τ1¯)⊗ (z¯ ⊗ ρ¯)]⊗ q ·ω
+ p ⊗ [(z¯ ⊗ ρ¯)⊗ (y1¯ ⊗ τ1¯) ⊗ (x1¯ ⊗ σ1¯)]⊗ q ·ω
− p ⊗ [{x1¯, y1¯, z¯}s ⊗ ρ¯]⊗ q · σ1¯ ∧ τ1¯ ∧ω
= p ⊗ [x1¯ ⊗ y1¯ ⊗ z¯ + z¯ ⊗ y1¯ ⊗ x1¯]⊗ q ·ω
− p ⊗ [{x1¯, y1¯, z¯}s ⊗ ρ¯ · σ1¯ ∧ τ1¯]⊗ q ·ω (by 0¯-linearity of ⊗)
= p ⊗ [x1¯ ⊗ y1¯ ⊗ z¯ + z¯ ⊗ y1¯ ⊗ x1¯ − ({x1¯, y1¯, z¯}s ⊗ ρ¯ ∧ σ1¯ ∧ τ1¯)]⊗ q · ω
= p ⊗ [xj¯ ⊗ y¯ ⊗ z¯ + z¯ ⊗ y1¯ ⊗ x1¯
− ({x1¯, y1¯, z¯}s ⊗ σ1¯ ∧ τ1¯ ∧ ρ¯)]⊗ q ·ω (by σ1¯ ∧ τ1¯ ∈ 0¯)
= p ⊗ [x1¯ ⊗ y1¯ ⊗ z¯ + z¯ ⊗ y1¯ ⊗ x1¯
− {(x1¯ ⊗ σ1¯), (y1¯ ⊗ τ1¯), (z¯ ⊗ ρ¯)}]⊗ q ·ω (by definition (4.5))
= p ⊗ [x1¯ ⊗ y1¯ ⊗ z¯ + z¯ ⊗ y1¯ ⊗ x1¯ − {x1¯, y1¯, z¯}]⊗ q ·ω
= p ⊗ [k3(x1¯, y1¯, z¯)]⊗ q ∈ I((Js)) (by (4.4′)(K3)).
This completes the verification that our Grassmann booster takes super-kernel elements ks
into Grassmann kernel elements k, and thus that it takes the nonzero anti-superspecial zi¯
into a nonzero anti-special Bm(zi¯). 
5. Grassmann speciality of Jordan triple systems
Jordan triple systems discard the square and bilinear product: they carry only a quadratic
product Pxy strictly satisfying PPxy = PxPyPx , PxLy,x = Lx,yPx , LPxy,y = Lx,Pyx
for the operation Lx,y(z) = {x, y, z} where again the trilinear triple product {x, y, z} is
obtained by polarizing Pxy . In particular, the triple product is symmetric in the outer
variables: {x, y, z} = {z, y, x}.
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have a triple product (but no bilinear product) satisfying the associative law xy(zwv) =
x(yzw)v = (xyz)wv, with archetype xyz in an associative algebra, and yield a Jordan
triple A+ = At and a notion of specialization of J in A via
Pxy := xyx
(
hence automatically {x, y, z} := xyz+ yzx), σ (Pxy) = σ(x)σ (y)σ (x)(
hence automatically σ
({x, y, z})= σ(x)σ (y)σ (z)+ σ(z)σ (y)σ (x)). (5.1)
A triple is special iff it imbeds J ⊆ At in the Jordanification of an associative triple.
The universal special triple envelope is built from the odd tensor triple
Todd(J ) :=
∞⊕
r=0
2r+1︷ ︸︸ ︷
J ⊗ · · · ⊗ J ⊆ T (J )
consisting of tensor products of odd length (note the tensor algebra is Z-graded, hence
a Z2-graded associative superalgebra with Todd(J ) as its odd part). The universal special
triple envelope and kernel elements are
uste(J ) := Todd(J )/I(J ) for I(J ) := IT (J )
({
kq(x;y)
})
,
(K1) kq(x;y)= x ⊗ y ⊗ x − Pxy,
(K3) k3(x, y, z)= kq(x + z;y)− kq(x;y)− kq(z;y)
= x ⊗ y ⊗ z + z ⊗ y ⊗ x − {x, y, z},
J is special iff K(J ) := J ∩ I(J ) is zero. (5.2)
Analogously, a Jordan supertriple Js is a supermodule carrying an even P -operator
Px0¯yj¯ , and global triple products {xi¯, yj¯ , zk¯}s ∈ Ji+j+k in such a way that the Grassmann
envelope (Js) becomes a Jordan triple system over 0¯ via
Px0¯⊗γ0¯(yj¯ ⊗ ηj¯ ) = Px0¯(yj¯ )⊗ (γ0¯ ∧ ηj¯ ∧ γ0¯),
Px1¯⊗γ1¯(yj¯ ⊗ ηj¯ ) = 0,
Pxi¯⊗γi¯ ,zk¯⊗λk¯ (yj¯ ⊗ ηj¯ ) = {xi¯, yj¯ , zk¯}s ⊗ (γi¯ ∧ ηj¯ ∧ λk¯). (5.3)
3 This is the “correct” construction (see [1]), though associative triples of second kind (where xy(zwv) =
x(wzy)v = (xyz)wv, with archetype xy∗z in associative algebra with involution) would be philosophically
correcter. But the construction of a universal special envelope using triples of second kind would require
“twisting” the tensor algebra; we prefer to stick to associative triples of first kind, where the standard tensor
algebra works nicely. Since all associative triple of first or second kind imbed in associative algebras or ∗-algebras,
the notions of speciality of first kind or second kind, algebra speciality J ⊆ At , or ∗-speciality J ⊆ At,∗ are all
equivalent (cf. [5]). This second kind or ∗-speciality viewpoint is nevertheless more profound: it highlights the
“dual nature” of the middle variable in the triple product (important in bounded symmetric domains, where the
product is actually complex conjugate-linear in the middle variable), leading naturally to Jordan pairs.
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superproduct,
{xi¯, yj¯ , zk¯}s = (−1)(ijk){zk¯, yj¯ , xi¯}s,
and since we are capitulating on all fronts, we will also require alternation
{x1¯, yj¯ , x1¯} = 0.
The archetypal example is obtained from an associative supertriple via
Ats : Px0¯yj¯ := x0¯yj¯x0¯, {xi¯, yj¯ , zk¯}s := xi¯yj¯ zk¯ + (−1)(ijk)zk¯yj¯ xi¯ . (5.4)
A superspecialization of Js in As is a graded linear map preserving P -operators and
supertriples,
σ(Px0¯yj¯ ) = σ(x0¯)σ (yj¯ )σ (x0¯),
σ
({xi¯, yj¯ , zk¯}s)= σ(xi¯)σ (yj¯ )σ (zk¯)+ (−1)(ijk)σ (zk¯)σ (yj¯ )σ (xi¯). (5.5)
Notice that our alternation capitulation saves us from accepting {x1¯, yj¯ , x1¯} as a super-s-
identity.
The universal superspecial envelope is again built from the odd tensor supertriple (the
odd tensor triple with Z2-grading induced from Js ),
usses(Js) := Todd(Js)/I(Js), I(Js) := ITodd(Js)
({kα})
Js is superspecial iff K(Js) := Js ∩ I(Js) is zero, (5.6)
by dividing out the Z2-homogeneous kernel elements:
(SK1) ks,q(x0¯;yj¯ ) := x0¯ ⊗ yj¯ ⊗ x0¯ − Px0¯yj¯ ,
(SK3) ks,3(xi¯, yj¯ , zk¯) := xi¯ ⊗ yj¯ ⊗ zk¯ + (−1)(ijk)zk¯ ⊗ yj¯ ⊗ xi¯ − {xi¯, yj¯ , zk¯}s
= (−1)(ijk)ks,3(zk¯, yj¯ , xi¯). (5.7)
Note that while the (K3)’s were redundant for Jordan triples (as linearizations of (K1)’s),
they are not redundant for supertriples (since the corresponding P -operators may be
missing), though we do have
Theorem 5.8 (Grassmann Triple Speciality). A Jordan supertriple system Js over  is
superspecial iff its Grassmann envelope (Js) is a special Jordan triple system over ¯ .0
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Grassmann boosters convert superspecial kernel elements ks,q , ks,3 of (SK1), (SK3) in
Jordan superalgebras into special kernel elements kq , k3 of (K1), (K3) in Jordan algebras.
The one big difference with triple systems is that while there is symmetry there is no
switching formula for the triple product as in (4.5′), and therefore the indices in the kernel
generators k3, k3 cannot be reduced solely to (0j0) and (11j), the cases (001) and (101)
must be handled separately. But these are handled in a completely analogous way, keeping
the notations of Theorem 4.10.
In the case (001) the odd variables do not undergo any permutation, ks has the same
form as k, our string (ν,ρ1¯, µ, λ) has σ = τ = 1, and we have
Bm
(
p ⊗ [ks,3(x0¯, y0¯, z1¯)]⊗ q)
= Br1(p) ⊗B1(ρ1¯)
[
x0¯ ⊗ y0¯ ⊗ z1¯ + z1¯ ⊗ y0¯ ⊗ x0¯ − {x0¯, y0¯, z1¯}s
]⊗Br2(q) · ω
= p ⊗ [x0¯ ⊗ y0¯ ⊗ z1¯ + z1¯ ⊗ y0¯ ⊗ x0¯ − {x0¯, y0¯, z1¯}s ⊗ ρ1¯]⊗ q ·ω
= p ⊗ [k3(x0¯, y0¯, z1¯)]⊗ q ·ω.
In the case (101) the odd variables do undergo an odd permutation, our string (ν,σ1, ρ1¯,
µ, λ) now has τ = 1, and as in the (110) case we have
Bm
(
p ⊗ [ks,3(x1¯, y0¯, z1¯)]⊗ q)
= Bm
(ν, ︷ ︸︸ ︷σ1¯, ρ1¯, µ, λ)(p ⊗ [x1¯ ⊗ y0¯ ⊗ z1¯] ⊗ q)
−Bm
(ν, ︷ ︸︸ ︷ρ1¯, σ1¯, µ, λ)(p ⊗ [−z1¯ ⊗ y0¯ ⊗ x1¯] ⊗ q)
+Bm
(ν, µ, ︷ ︸︸ ︷σ1, ρ1¯, λ)(p ⊗ [−{x1¯, y0¯, z1¯}s]⊗ q)
= p ⊗ [(x1¯ ⊗ σ1¯) ⊗ (y0¯ ⊗ 1)⊗ (z1¯ ⊗ ρ1¯)]⊗ q ·ω
+ p ⊗ [(z1¯ ⊗ ρ1¯) ⊗ (y0¯ ⊗ 1)⊗ (x1¯ ⊗ σ1¯)]⊗ q ·ω
− p ⊗ [{x1¯, y0¯, z1¯}s ⊗ 1]⊗ q · σ1¯ ∧ ρ1¯ ∧ω
= p ⊗ [x1¯ ⊗ y0¯ ⊗ z1¯ + z1¯ ⊗ y0¯ ⊗ x1¯ − {x1¯, y0¯, z1¯}s ⊗ σ1¯ ∧ ρ1¯]⊗ q ·ω
= p ⊗ [k3(x1¯, y0¯, z1¯)]⊗ q.
This finishes the verification for Jordan triples. 
6. Grassmann speciality of Jordan pairs
A Jordan pair J = (J+, J−) is a pair of spaces carrying quadratic and triple products
Qxεy
−ε, {xε, y−ε, zε} ∈ J ε acting on each other like Jordan triple systems.4 Jordan pairs
4 Jordan pairs are categorically equivalent to polarized Jordan triples, Jordan triples having a decomposition
J = J+ ⊕ J− such that all products with adjacent terms in the same component vanish, PJε J ε =
{Jε,J ε, J−ε} = 0. We could derive our results about pairs from the results on triples, but the notion of universal
special envelope fits more naturally in the context of the tensor pair instead of artificially polarizing the tensor
triple.
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from the same part J ε .
An associative pair A = (A+,A−) is a pair of spaces acting on each other (but not
themselves) as an associative triple system,
xεy−ε
(
zεw−εvε
)= xε(y−εzεw−ε)vε = (xεy−εzε)w−εvε.
Any associative pair A = (A+,A−) produces a Jordan pair (A)+ = Ap under the
predictable operation
Qxεy
−ε = xεy−εxε,{
xε, y−ε, zε
}= xεy−εzε + zεy−εxε. (6.1)
A specialization of a Jordan pair J in an associative pair A is a pair of maps σε :J ε → Aε
which form a homomorphism from J to Ap :
σε
(
Qxεy
−ε)= σε(xε)σ−ε(y−ε)σε(xε). (6.2)
The universal special pair envelope is built out of the tensor pair T ± = (T +(J ),T −(J ))
where
T ε(J ) :=
∞⊕
r=0
2r+1︷ ︸︸ ︷
J ε ⊗ J−ε ⊗ · · · ⊗ J−ε ⊗ J ε
is the associative pair spanned by monomials xε⊗y−ε⊗· · ·⊗y−ε⊗xε of odd length where
consecutive terms come from opposite parts J+, J− of the pair. This has the universal
property of factoring maps J → A of module pairs through maps (T +(J ),T −(J )) → A
of associative pairs. The universal special pair envelope uspe(J ) is obtained by factoring
out the usual kernel elements,
uspe(J ) := T ±(J )/I(J ), I(J ) := IT ±(J )
({kα})
J is special iff K(J ) = J ∩ I(J ) is zero, (6.3)
where the kernel elements are
(K1) kq
(
xε;y−ε) := xε ⊗ y−ε ⊗ xε −Qxεy−ε,
(K3) k3
(
xε, y−ε, zε
) := xε ⊗ y−ε ⊗ zε + zε ⊗ y−ε ⊗ xε − {xε, y−ε, zε}. (6.4)
In what by now is a completely predictable (though indicially messy!!) manner, we
have a concept of Jordan superpair carrying two compatible Z2-gradings (J+s , J−s ) =
(J+0¯ ⊕ J
+
1¯ , J
−
0¯ ⊕ J
−
1¯ ) = (J
+
0¯ , J
−
0¯ )⊕ (J
+
1¯ , J
−
1¯ ) and even Q-operators Q(x
ε
0¯)y
−ε
j¯
∈ J ε
j¯
and
global triple products {xε
i¯
, y−ε
j¯
, zε
k¯
}s ∈ J εi+j+k in such a way that the Grassmann envelope
(Js) becomes a Jordan pair over ¯ via0
26 K. McCrimmon / Journal of Algebra 278 (2004) 3–31Qxε0¯⊗γ0¯
(
y−ε
j¯
⊗ ηj¯
)= Qxε0¯ (y−εj¯ )⊗ (γ0¯ ∧ ηj¯ ∧ γ0¯),
Qxε1¯⊗γ1¯
(
y−ε
j¯
⊗ ηj¯
)= 0,
Qxε
i¯
⊗γi¯ ,zεk¯⊗λk¯
(
y−ε
j¯
⊗ ηj¯
)= {xε
i¯
, y−ε
j¯
, zε
k¯
}
s
⊗ (γi¯ ∧ ηj¯ ∧ λk¯). (6.5)
Symmetry of this triple product again requires supersymmetry of the triple superproduct,{
xε
i¯
, y−ε
j¯
, zε
k¯
}
s
= (−1)(ijk){zε
k¯
, y−ε
j¯
, xε
i¯
}
s
,
and we make the usual capitulation of requiring alternation{
xε1¯, y
−ε
j¯
, xε1¯
}= 0.
The archetypal example is obtained from an associative superpair via(
A+0¯ ⊕ A
+
1¯ ,A
−
0¯ ⊕A
−
1¯
)q
: Qxε0¯
y−ε
j¯
:= xε0¯y−εj¯ xε0¯,{
xε
i¯
, y−ε
j¯
, zε
k¯
}
s
:= xε
i¯
y−ε
j¯
zε
k¯
+ (−1)(ijk)zε
k¯
y−ε
j¯
xε
i¯
. (6.6)
A superspecialization of Js in As is a linear map preserving Q-operators and supertriples,
σ
(
Qxε0¯
y−ε
j¯
)= σ (xε0¯)σ (y−εj¯ )σ (xε0¯),
σ
({
xε
i¯
, y−ε
j¯
, zε
k¯
}
s
)= σ (xε
i¯
)
σ
(
y−ε
j¯
)
σ
(
zε
k¯
)+ (−1)(ijk)σ (zε
k¯
)
σ
(
yε
j¯
)
σ
(
xε
i¯
)
. (6.7)
The universal superspecial pair envelope is built from the tensor superpair T ± =
(T +,T −) (the tensor pair with Z2-grading induced from the J εs = (J ε)0¯ ⊕ (J ε)1¯),
T ε
j¯
(J ) :=
∞⊕
r=0
⊕
j1+···+j2r+1=j
J ε
j1
⊗ J−ε
j2
⊗ · · · ⊗ J−ε
j2r
⊗ J ε
j2r+1
by the usual quotient procedure
usspes(Js) := T ±(Js)/I(Js), I(Js) := IT ±(J s)
({kα})
Js is superspecial iff K(Js) := Js ∩ I(Js) is zero (6.8)
by dividing out the ideal generated by the kernel elements
(SK1) ks,q
(
xε0¯;y−εj¯
) := xε0¯ ⊗ y−εj¯ ⊗ xε0¯ −Qxε0¯y−εj¯ ,
(SK3) ks,3
(
xε
i¯
, y−ε
j¯
, zε
k¯
) := xε
i¯
⊗ yε
j¯
⊗ zε
k¯
+ (−1)(ijk)zε
k¯
⊗ y−ε
j¯
⊗ xε
i¯
− {xε¯ , y−ε, zε¯} . (6.9)i j¯ k s
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Theorem 6.10 (Grassmann Pair Speciality). A Jordan superpair Js = (J+s , J−s ) over  is
superspecial iff its Grassmann envelope (Js) is a special Jordan pair over 0¯.
Proof. Just as in the case of triples, in the pair case the familiar argument boils down to
showing that Grassmann boosters convert superspecial kernel elements into special kernel
elements, and once more the elements (SK1), (SK3) follow exactly as in the triple case
(5.8) (noticing that in p ⊗ kε ⊗ q = p ⊗ [xε ⊗ y−ε ⊗ xε − Qxεy−ε] ⊗ q the terms all
follow the same alternating pattern of spaces J ε, J−ε). 
7. Speciality of superalgebras
Speciality of Jordan superalgebras is a delicate matter, with some basic simple
superalgebras turning out to be unexpectedly exceptional (Kantor superalgebras of Poisson
type are exceptional [8], though Shestakov [11] has shown they are “close” to being special
in an interesting way). In this section we will use Grassmann speciality to carry over to
superalgebras a criterion for speciality developed for Jordan algebras.
A (generally non-unital) quadratic Jordan algebra J is called n-interconnected if
it has a family of n − 1 pairwise orthogonal idempotents e1, . . . , en−1 whose sum is
not the unit element, and where any two diagonal spaces of the Peirce decomposition
J = ⊕0ijn−1 Jij are “interconnected” Jii = UJij Jjj by the off-diagonal space for
all indices i = j . (For indices i = 0 this just means ei ∈ UJij Jjj , but for the index 0
there is no e0¯ to coerce the rest of J00, so we must explicitly assume J00 ⊆ UJ0j Jjj .)
Simple Jordan algebras with 3 idempotents are always interconnected in this sense. In
[6, Theorem 2, p. 1329] it was shown that any 4-interconnected linear Jordan algebra
is special if it satisfies the nondegeneracy condition {zi0, J0k} = 0 (k = i,0) ⇒ zi0 = 0. In
[7, Theorem 2.10, p. 919] it was proven that every 4-interconnected unital quadratic Jordan
algebra is special if it has zero extreme radical; here the nondegeneracy condition for the
index 0 is avoided by the (very restrictive) assumption of a unit, but in quadratic algebras
we must stamp out the extreme radical Z = {z ∈ J | UzJ = {z, J, J } = {z, J } = 0} (a beast
which never appears in unital linear Jordan algebras). The ultimate speciality theorem
for non-unital quadratic algebras is due to Hall [2]: a 4-interconnected quadratic Jordan
algebra is special if it has zero extreme radical and is viably 4-interconnected (satisfies the
nondegeneracy condition UJ z00 = 0 ⇒ z00 = 0 on Peirce elements z00 ∈ J00, a condition
trivially satisfied in any unital algebra).
Presumably these results can be extended (with tiresome effort) to Jordan superalgebras.
But we can obtain a somewhat weaker super version by straining it through the Grassmann
envelope. We say a quadratic Jordan superalgebra Js = J0¯ ⊕ J1¯ is evenly n-interconnected
if it has a non-supplementary family of n − 1 orthogonal idempotents e1, . . . , en−1
(necessarily in J0¯) which interconnect the even part J0¯ and also reproduce the odd diagonal
part (J¯ )00:1
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= j,0,
(ii) (J0¯)00 ⊆ U(J0¯)0j (J0¯)jj ∀0 = j,
(iii) (J1¯)00 ⊆ U(J0¯)0j (J1¯)jj +
{
(J0¯)0j , (J0¯)jj , (J1¯)0j
}
s
∀0 = j. (7.1)
The resulting Peirce decomposition is viably n-interconnected in the non-unital case if the
Peirce space J00 satisfies
Viability: UJ0¯z00 = {Js, z00, Js}s = 0 ⇒ z00 = 0. (7.2)
The linear extreme radical is
LExtRad(Js): Z =
{
z ∈ Js | {z, Js, Js}s = {z, Js}s = 0
}
. (7.3)
Theorem 7.4. If Js is a quadratic Jordan superalgebra which is viably 4-interconnected
with zero linear extreme radical, then Js is special.
Proof. By Grassmann speciality, we need only show the Grassmann envelope J˜ =
(Js) remains a viably 4-interconnected quadratic Jordan algebra over 0¯ with zero
extreme radical. Since J0¯ ∼= J0¯ ⊗ 1 is faithfully imbedded in the Grassmann envelope,
(Js) has a family of 3 orthogonal non-supplementary idempotents. These remain
interconnected: ei ⊗ 1 ∈ U(J0¯)ij⊗1(J0¯)jj ⊗ 1 ⊆ UJ˜ij J˜jj (i = j,0) by (7.1)(i), J˜00 =
((J0¯)00 ⊗ 0¯) ⊕ ((J1¯)00 ⊗ 1¯) ⊆ U(J0¯)0j⊗1((J0¯)jj ⊗ 0¯) + U(J0¯)0j⊗1((J1¯)jj ⊗ 1¯) +
{(J0¯)0j ⊗ 1, (J0¯)jj ⊗ 1, (J1¯)0j ⊗1¯} ⊆ UJ˜0j J˜0j by (7.1)(ii)–(iii).
Viability of J˜ follows easily from viability of Js , with the help of Grassmann
Cancellation. Indeed, if z˜00 ∈ J˜00 has UJ˜ z˜00 = 0 and we write z˜00 =
∑
zI ⊗ ωI
in terms of the basis (0.7) with each zI ∈ J00, we claim each zI satisfies the two
conditions of (7.2) and therefore vanishes by assumption, forcing z˜ to vanish too: first,
0 = UJ0¯⊗1z˜00 =
∑
(UJ0¯zI ) ⊗ ωI forces UJ0¯zI = 0 for all I by Cancellation (0.8) [with
n = 0!], secondly 0 = {Ji¯ ⊗i¯, z˜00, Jj¯ ⊗j¯ } =
∑{Ji¯, zI , Jj¯ }s ⊗ (±ωI ) ∧ i¯ ∧ j¯ again
forces {Ji¯, zI , Jj¯ }s = 0 for all I by Cancellation (0.8), hence {Js, zI , Js} = 0 too.
Analogously, the hypothesis that Js has zero linear extreme radical guarantees that J˜
has zero extreme radical (in fact, has zero linear extreme radical). Indeed, if z˜ ∈ J˜ merely
satisfies the linear condition {z˜, J˜ , J˜ } = {z˜, J˜ } = 0 and we again write z˜ = ∑ zI ⊗ ωI ,
we claim each zI satisfies the two conditions (7.3) for the linear extreme radical of Js
and therefore vanishes by assumption, forcing z˜ too: first, 0 = {z˜, Ji¯ ⊗ i¯, Jj¯ ⊗j¯ } =∑{zI , Ji¯ , Jj¯ }s ⊗ ωI ∧ i¯ ∧ j¯ forces {zI , Ji¯, Jj¯ }s = 0 by Cancellation (0.8) for each
i, j = 0,1, so {zI , Js, Js}s = 0, and second, 0 = {z˜, Ji¯ ⊗ i¯} =
∑{zI , Ji¯}s ⊗ωI ∧i¯ forces{z_I, Ji¯}s = 0 by Cancellation for each i = 0,1, so {zI , Js}s = 0 too. 
8. Speciality and scalars
Here we make some remarks about the interaction of scalars with speciality. The first
question is whether scalar extension can destroy speciality; we show it can’t as long as the
scalar extension is free.
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(e.g., if  is free as a -module), then a Jordan -superalgebra Js is superspecial as a
-algebra iff the scalar extension (Js) = Js ⊗  is superspecial as an -algebra.
Proof. If (Js) is -superspecial then its -sub-superalgebra Js (by the imbedding
hypothesis) is -superspecial. To see that freeness guarantees an imbedding, if  =⊕
i∈I ωi has -basis {ωi}i∈I then (Js) =
⊕
i Js ⊗ωi¯ =
⊕
i¯ Js ⊗ωi¯ where Js ⊗ωi¯ ∼=
Js under the natural identification. Then 1 =∑ni=1 αi¯ωi¯ is a finite sum of basic ωi¯ , and if
z ∈ Js lies in the kernel of σs then 0 = σs(z) = z⊗ 1 = z⊗ (∑ni=1 αi¯ωi¯ ) =⊕ni=1 αi¯z⊗ωi¯
implies αi¯z = 0 for all i , and z ⊗ ω1¯ = z ⊗ 1ω1¯ = z ⊗ (
∑n
i=1 αi¯ωi¯ )ω1¯ =
∑n
i=1 αi¯z ⊗
ωi¯ω1¯ = 0 implies z = 0. Thus ker(σs) = 0 and σs is an imbedding.
Conversely, if Js ⊆ A+s is superspecial over  then (Js) =
⊕
i¯ Js ⊗ ωi¯ ⊆
⊕
i¯ As ⊗
ωi¯ = (As)+ is also superspecial over ; equivalently, notice that tensoring with the free
-module  is exact, so the inclusion 0 → Js i−→ As induces an inclusion
0 → Js ⊗  i⊗1−−→ As ⊗ . 
Since 0¯ is free over  by (0.3), we get an immediate consequence.
Corollary 8.2. A Jordan -superalgebra Js is special as a -superalgebra iff its scalar
extension Js ⊗ 0¯ is special as a 0¯-superalgebra.
Note, however, that Grassmann Speciality (4.1) for the 0¯-superalgebra Js0 says it is
superspecial iff its Grassmann envelope ˜(Js0) is special not as 0¯-algebra, but as ˜0¯-
algebra, where ˜0¯ is a free 0¯-module of infinite rank (not rank 1) inside ˜ = Λ(V ⊗0¯).
Remark 8.3. It is not clear whether
Js ⊆ A+s ⇒ (Js) ⊆ (As)+ (8.3.1)
holds for all  and all imbeddings in all As . We have been unable to decide whether the
weaker result
Js superspecial ⇒ (Js) superspecial (8.3.2)
holds for all scalar extensions. As usual, (usses((Js),µs,)) ∼= (usses (Js)⊗,µs,J ⊗1),
so (8.3.1) is equivalent to
µs,J :Js → usses (Js) injective
⇒ µs,J ⊗ 1 :Js ⊗ → usses(Js) ⊗ injective. (8.3.2′)
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The next question is whether speciality of a given algebra depends on what we take
as its ring of scalars. Unfortunately, for quadratic algebras this is the case (upsetting our
intuitive notion that speciality is intrinsic to the multiplication):
If J is special over , it need not be special over a larger ring of scalars  ⊆  ⊆
Centroid(J ).
Notice that we are not taking scalar extensions here, we are merely considering speciality
over existing scalar actions.
The following lemma gives a particularly blatant non-speciality criterion.
Lemma 9.1. If J is a Jordan -algebra containing an element x with ωx = 0 = ωx2 for
some ω ∈ , then J cannot be special as an -algebra.
Proof. If J ⊆ B+ as -algebras for an associative B , then in B we would have 0 = ωx2
(by the imbedding) = ω(xx) (the Jordan square in B+ is induced from the associative
square in B) = (ωx)x (since B is an -algebra) = 0, a contradiction. 
Example 9.2. Let  be a scalar ring of characteristic 2 containing a nonzero element ε
with ε2 = 0 (e.g.,  = Z2[ε] a ring of dual numbers), and let A = [x] be the unital,
commutative, associative polynomial ring truncated at x3 = 0. Then J = A+ is obviously
a special Jordan -algebra. Commutativity of A, characteristic 2, and ε2 = 0 together
guarantee that the -linear transformation
ω
(
α01 + α1x + α2x2
) := εα01 + εα2x2
has ω2 = εω = Uω(J ) = 0 and the algebra  := [ω] =  ⊕ ω is centroidal. But J is
non-special as -algebra since ω(x) = 0, ω(x2) = εx2 = 0.
We remark that if A is unital of characteristic 2, the scalar ω in Lemma 9.1 cannot
be a square: if ω = γ 2 for centroidal γ then the element a = γ (1) would have Va =
2γ = 0,Ua = γ 2 = ω, and ωx2 = ax2a = ax(xa + ax)− (axa)x = ax(Vax)− (Uax)x =
0 − (ωx)x = 0. If we drop the unitality condition, it is possible to give an example where
ω = γ 2.
Example 9.3. Let > 2 be a ring of scalars without 1/2, and P = 0[t1, t2, t3] the ring
of polynomials in 3 commuting indeterminates with zero constant term. Let A := P/I
for I = IP (ti tj tk , ti tj (i = j), 2t2i , 2t3, t23 ) the associative ideal of P generated by all
monomials of degree 3 and mixed monomials of degree 2, together with the even multiple
and square of t3, and all even multiples of the other squares. Then
J := A+ = x1 ⊕ x2 ⊕ x3 ⊕ x21 ⊕ x22
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Yet J is also a Jordan algebra
J = x1 ⊕ x21 =
(
x1 ⊕γ (x1)
)⊕ (x21 ⊕ γ (x21)⊕γ 2(x21))
over  := [γ ] for the centroidal element γ defined by
γ (x1) := x2, γ (x2) := 0, γ
(
x21
) := x3, γ (x3) := x22 , γ (x22) := 0,
and the element ω := γ 2 has ω(x1) = 0, ω(x21 ) = x22 = 0, so J cannot be special as -
algebra.
The above examples are of course highly degenerate. One suspects that a nondegenerate
J will be special over its centroid as soon as it is special over Z (though this is no help for
the highly degenerate Grassmann envelope!).
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