Abstract-Joint calibration of the laser range finder (LRF) and the camera is the foundation of their information fusion and it is also the key step in visual measurement. In this paper, a joint calibration method based on the feature points matching of a grid calibration target is proposed. Firstly, the camera and the LRF internal parameters are calibrated. Then the cloud point data which LRF output is dealt to be triangular mesh. Normal vector of each triangular mesh is calculated, though projecting normal vector to color space, the normal vector (NV) image is constructed. Detecting the edges of the grid calibration target in NV image and color image, intersections of the edges are regard as the feature points. Finally the transformation matrix between LRF coordinate system and image coordinate system is solved by the feature points.
I. INTRODUCTION
Robot vision is the main way for intelligent robot to understand the environment. Laser range finder (LRF) and camera are two mainly sensor to environment perception. Depth information can be obtained by LRF. And color information can be obtained by camera. The two kinds of information are highly complementary, so fusions of color image and depth image have important value of route planning, target recognition and Obstacle avoidance [1] .
For accomplishing the fusion, camera and LRF must be calibrated. The transformation between the two LRF coordinate system and image coordinate system should be estimated. The process is divided into three steps.1) Camera Calibration. 2) Laser range finder Calibration. 3) Joint Calibration. Substantial prior work has been done on joint calibration of the camera and the LRF , they are inexpensive and are significantly helpful in many robotics applications. Zhang [2] described a method that requires a planar checkerboard pattern to be simultaneously observed by the 2D LRF and camera systems. PENG [3] developed the error function which used by Zhang to finish the calibration and acquired the better result. G.H.Li [4] design a right-angled triangular checkerboard and to employ the invisible intersection points of the laser range finder's slice plane with the edges of the checkerboard to set up the constraints equations to get the extrinsic parameters. D.Scarramuzza [5] propose a method to converts the visually ambiguous 3D range information into a 2D map ,and find the corresponding points of the camera image to accomplish Calibration. A. Sergio [6] uses a circle-based calibration object to accomplish extrinsic calibration between a multi-layer lidar and a camera. K Kwak [7] gets the edge and centerline features on a v-shaped calibration target and the extrinsic calibration parameters are estimated by minimizing the distance between corresponding features. Xiang [8] use the distance pairs between the sensor original points and the target plane to adopt as the main cues of the calibration. Most of these methods mentioned above use the corresponding points to accomplish joint calibrated. So we can improve the accuracy of the corresponding points to improve the accuracy of joint calibration.
In this paper, a joint calibration method of the LRF and the camera is proposed. We design a grid calibrated target. Though a method relies on a novel technique to visualize the range information obtained from LRF. The crossover points of three planes in the grid calibration target are regarded as feature points. Then we acquire the transformation relation between the camera and the LRF.
II. CALIBRATION PRINCIPLE

A. Calibration principle of LRF
In this paper, we use the 2D LRF in the sensor system. And using a stepping motor control the LRF rotation in the pitch; it can reach the effect of 3D LRF. The 3D information of point cloud can be obtained. LRF put three variable, ρ the distance, φ yaw angle and η pitching angle, so the coordinate points of the LRF are expressed as (ρ, φ, η). And coordinate points in the 3-dimensional state space are expressed as (x, y, z). The model of mapping from polar coordinates to spatial coordinates is established:
The model is shown in fig.1 .where r is the distance between the vertical rotating axis and the real origin of the LRF. is the angle between the y axis and the origin position of the stepping motor. is the angle between the line of the vertical rotating axis and the real origin of the LRF and the scanning line of the LRF.
is one line of the laser scan beams. is the unknown parameters, they should be calibrated. The algorithm introduced in [8] is referred, but the model is different, the algorithm is revised. We put a plane front of the LRF and Perpendicular to the ground, as shown in fig 2. d is the distance between the vertical rotating axis and the plane. is the angle between x axis and the plane. To reach the minimum of the objective equation , and figure out , , and , the calibration of LRF have been done.
B. Calibration principle of camera
The theory of camera calibration has been achieved good results .the pin-hole camera model is often used for calibration. As shown in fig 3, where is the lens focal length. is the optical center of the camera.
is the origin of the image coordinate system. is a point of the camera coordinate system, the coordination is . Its projection point on the camera imaging plane is p, the coordination is in the image coordinate system. Camera calibration using the method proposed by Zhang [9] , Limited by space, omitted here. 
C. Joint calibration of the LRF and camera
After completing the LRF calibration and the camera calibration, we start the joint calibration. This paper designs a new calibration target. The calibration target is collected by the LRF and the camera, and then the corresponding feature points are found by a series of processing. The transformation relation between the camera and the LRF is acquired by the corresponding feature points.
We acquire the LRF data of the calibration target, the data is depth information of scene including the calibration target. According to the above method, the depth information is converted to the point cloud matrix. Then By making the adjacent three points of the point cloud matrix are connected into a triangular plane, a reconstructed triangular mesh is generated [10] . As shown in Fig. 4 , a triangular facet is denoted as ( ). Because the direction and the color between the three planes are different, then we find the edges of the color images and NV image by Canny operator. The intersections are selected of the edge lines between the three planes as the feature points. 18 feature points are detected in the image of the same scene to use in calibration. Taking the feature points into the coordinate system transformation model, the model can be written as:
Where u, v is the feature point of image coordinate system, x, y, z is the feature point of space coordinate system. u, v can be expressed as:
Put it in a matrix form as:
It needs at least 6 points to be solved, but for improving the accuracy, we use more than 6 to solve the equation by least square method: Where
III. EXPERIMENTAL TESTING AND ANALYSIS
The sensor system consists of a LRF, a CCD camera and a pan tilt actuator.LRF is the Hokuyo UTM-30LX which is an outdoor electro-optical laser measurement system. Its measurement distance is maximum 30m, the scanning range up to 270 , and the angular resolution 0.25 The CCD color camera captures images in 24-bit RGB color at rates to 60 fps. Its resolution is 1024 1280 pixels. Real figure and 3D model are shown in Fig 7. (1) (2) Fig 7 (1) Real figure of the sensor system (2) 3D model of the sensor system
We use a plane which is perpendicular to the ground to calibrate the LRF.
is obtained by minimizing the objective function:
The results as follows:
In addition obtained:
Then we use the method in [8] The joint calibration have completed by the grid calibration target. Changing the position of the grid calibration target, the LRF and the camera acquire data of the scene. When the LRF scan the scene, we put a plane on the calibration target. The purpose is let the feature points on the continuous plane and eliminates interference of mixed pixel. The fig 8 is one of the data which have collected by the LRF and the camera. Intersections of edges are regard as feature points, we can acquire 18 feature points in each set of data. The following is the feature points in third group's image. The joint calibration model has been solved by least square method. The results as follows: 
IV. CONCLUSIONS
In this paper, a new approach for processing the LRF data is presented. Three-dimensional point cloud data transform into normal vector image. And the planes of different direction are marked different color. Using this characteristic, a kind of grid calibration target is designed to detect the feature points. The matching precision of the feature points is improved between LRF data and camera data. The grid calibration target also can eliminate interference of mixed pixel. Then the accuracy of joint calibration is improved.
