can distinguish between the texts. Thus, authorship attribution investigates style differences between texts written by different people.
Most of previous researches on authorship attribution were completely or partially based on frequency analysis of most frequent words, especially those also called function words. Function words were found to be among the best features for authorship attribution [2] . Some other researches have applied context words to authorship attribution. They have shown that context words can also contribute to style identification [3] [4] . Beside authorship attribution methods using word level characteristics, there are some further aspects of natural language explored, such as syntactic features, semantic features and application-specific features [2] . These features are found normally less effective than word level features for authorship attribution, but can augment to some extent the attribution results when used together with word level features. As a result, word level features play a crucial role in the solution of authorship attribution problems.
In this paper, we examine all words in a given text for its author's writing style. We group all words to some word groups (natural frequency zones) according to their general frequencies in natural language (natural frequencies), instead of using the words themselves directly. We argue that all words in a given text would contribute to analyzing its author's writing style no matter whether the words are function words or context words. The reasons are as follows. First, it is a good consensus that function words contribute a lot to author style identification; second, some researches have initially shown that content words has effect on author style identification [3] [4]; third, as described above, in our examination we focus only on the natural frequency property for all words instead of themselves, reducing the effect of text contents as much as possible. A more intuitive argument is that, to express the same meanings, one author may tend to use very frequent content words, while another may tend to employ less frequent, jargon words, causing distribution differences of words of different natural frequencies.
Furthermore, the "word distribution" in our paper comprises three levels (As shown in Fig.   1 ): which groups of words are used in the text (Vocabulary); how frequently does each group of words occur (Frequency); how are the occurrences of each group of words distributed in the text (Occurrence). The first two levels of information are also explored similarly in the previous work that based on "bag-of-words". However, the third level of information has been first introduced in our conference paper [5] as far as we know. Different from normal word frequency analysis focusing only on the information of word frequencies, in the third level we further examine the differences of distributions of word occurrences in the text. In Fig. 1, we can see that level vocabulary provides subset of information provided by level frequency, which in turn provides subset of information provided by level occurrence. Additionally, the figure shows that two texts possibly result in the same information (or similar information) of level vocabulary and frequency, but the styles of them can be very different. In this case, it is necessary to take the information of level occurrence into account for style identification. In this paper, we examine carefully the level occurrence to provide more information for authorship attribution of digital texts.
From the descriptions above, we can see that our new method is different from the previous work in authorship attribution in some points. First of all, all words are used for analyzing the writing style. Second, words are identified and grouped only according to their natural frequencies, but not senses, spelling or part of speech, and so on, making the analysis being less content-sensitive intuitively. Third, word occurrence information is retained to provide more information about styles of texts, while the previous method normally uses only the word frequency information. The remainder of the paper is organized as follows: In Section II, the detailed style analytic method is presented; next, two authorship attribution schemes are proposed in Section III; then, experiments and analysis are carried out in Section IV; related work is given in Section V; finally, section VI is the conclusions and future work.
II. STYLE ANALYTIC METHOD
As already described in Section I, the proposed text style analytic method called natural frequency zoned word distribution analysis (NFZ-WDA) will explore the occurrence information of all words in texts. Besides, previous researches have shown that a wealth of features, many of which may be weak discriminators, almost always offer more tenable results than a smaller number of strong ones [6] . Therefore, in our analysis, we group words into a lot of natural frequency zones (NFZs) according to their natural frequencies, and for each NFZ, design two features describing the distributions of NFZ word occurrences, resulting in a great number of features. We use the large number of features to represent the writing styles of authors.
The original version of the analysis was firstly introduced in our conference paper [5] .
However, in the current version we have designed two more ways of NFZ partition, corrected some errors, added some more explanations and examples, and rearranged the presentation more clearly. In this presentation, the analysis is depicted in four steps as follows.
A. Word Occurrence Computation
In this step, occurrence information of all words in the given text is represented and computed for later use.
As done in papers [5] [7] , in the analysis a given text is simply viewed as a sequence of word occurrences, regardless of other text components such as punctuation and space marks, as follows. 
Here, (0 1)
i n is the (i+1) th word occurrence of the text and n is the length of the text. In Equation (1), we use the subscript of each word occurrence to identify its occurrence position. Furthermore, the subscripts are normalized with the word length of the text for the purpose of removing the influence of different text lengths. Then, the word occurrence position (or word position for short) of i w in text T is defined as follows.
. Therefore, Equations (1) and (2) represent all word occurrence information of the given text.
B. NFZ Partition
In this step, all words in a given text are grouped into NFZs according to their NF values.
Herein, the notions of NF and NFZ are defined as follows. 
to the second one and so on, i.e.,
The NFZs are formalized as 
Here, the parameter R is subject to that 1  R and R is an integer. We call R as the base radix and L as the base size of NFZs. The item 
Definition 5 Logarithm partition:
In the logarithm partition, the NFZs are formalized as
Here, the parameter r is logarithm base and is subject to 1  r and r is a real.
The following example illustrates how to partition a text in NFZs. Given   0  1  2  3  4 ={ , , , , } T w w w w w , {0,80,10000, 200000,3000000}  F , find the NFZs.
Question:

Solution:
For linear partition, given =100 L , we have 0
For logarithm partition, given 1.1  r , we have 0
C. NFZ Representation
After having formalized NFZs, a text T can be regarded as a sequence of NFZ words from all the NFZs. Suppose that the text T contains NFZ words from NFZ k Z with k n times, we
In other hand, the word position set of NFZ k Z can be obtained by Equation (1) and (2) and
This equation is subject to 0
Let Z denote the set of NFZs, L denote the set of ( )
We can represent the text T in NFZ representation form
D. Text Style Computation
Based on the text formalization in Equation (12), in this step we can compute word distribution feature vector indicating text styles making use of the word occurrence information.
In order to measure the distribution of word occurrences, we first define the distance of word occurrences i w and j w in the text T as
Then, we define in NFZ k Z Occurrence Distance Expectation (ODE) and Occurrence
Distance Variance (ODV) as the average and variance of distances of neighboring word occurrences respectively, which are denoted by  k and  k , as
Here,
w , which are the ( 1)  i th and i th word occurrences of NFZ k Z . The boundary conditions are defined as in stead of k n in Equation (14) and (15).
ODE and ODV of an NFZ have obvious meanings: ODE implies the frequency of the NFZ word in the text, while ODV depicts the distribution of occurrences of the NFZ word in the text.
For example, in Fig. 1 , the word occurrence distances of NFZ word A in Text-1 are   0  3  3  2  1  1  2  1  1  14 14 14 14 14 14 14 14 14 , , , , , , , , and ODE and ODV values are 
We can see that though both texts have the same ODE values, Text-2 has greater ODV values than Text-1, indicating the difference of styles.
Finally, we combine all the ODE and ODV values as style feature vector Γ as follows.
Therefore, the vector Γ represents the word distribution information of a text. As the size of NFZ decreases, it can depict the text style information to an inch.
III. AUTHORSHIP ATTRIBUTION SCHEMES
In this section, we propose a basic authorship attribution scheme to solve closed authorship attribution problems, in which the author of the given text must be in a known candidate author set. Based on the basic authorship attribution scheme, we also propose an open authorship attribution scheme for the solution of open authorship attribution problems, in which the author of the given text is not necessary in a known candidate author set.
A. Basic Authorship Attribution Scheme
Normally, authorship attribution refers to attributing one author in a candidate set to a given testing text whose author is known to be among the candidate set. The version of authorship attribution is called closed authorship attribution in the paper. In our basic attribution scheme, we aim to effectively solve the closed authorship attribution problems.
In the basic authorship attribution scheme, there are two main procedures employed: feature extraction and classification. According to the style analytic method described in Section II, the following steps are applied to extract the style feature vector for a text being processed.
Step 1: Word Occurrence Computation. The algorithm reads the given textT , parses it, splits it into words and obtains the word list T in the form of Equation (1) . Then the algorithm computes the word position of each word in the given text using Equation (2) . See Alg. 1 in Fig. 
2.
Step (14) and (15). See Alg. 3 in Fig. 2 . Going through all the steps described above, the analyzer converts the given text T to a style feature vector Γ as formalized in Equation (16). The vector Γ is then used as the exclusive basis for the text style classification.
In the classification procedure, as Support Vector Machine (SVM) classifier is able to work effectively even when several thousands of features are used [2] , we employ an existent SVM classifier LIBSVM [8] .
The basic authorship attribution scheme is shown as Fig. 3 . The arrowhead represents the flow of data. The dashed line arrowhead represents the training process that can be omitted if the classification model has already been prepared. The thick dashed rectangle indicates the whole analytic system.
Note that in the basic attribution scheme, we require that all training and testing texts are text segments roughly of the same word length. This requirement would avoid unbalance problem of text length and would make the analysis be more effective. The attribution results include the detailed information indicating which candidate author is attributed to each testing text, which will be used in the open authorship attribution scheme. 
B. Open Authorship Attribution Scheme
The open authorship attribution refers to attributing one author in a candidate author set to a given text if its true author is among the candidate set, or rejecting all candidate authors as the author of the text if its true author is not among the candidate set.
Open authorship attribution problems are rarely addressed in the previous researches. They are obviously more difficult than closed attribution problems. In this section, we present an open attribution scheme making use of comparatively more sample texts by each author than the case of closed authorship attribution. More specifically, we assume that each testing text is long enough so that it can be split into some text segments to form a subset of sample texts.
Formally, we define the open authorship attribution problem as follows: given the sample text set 
Where  T X ,  a Y and ( )  a auth T represents the true author of sample text subsetT .
The main ideal of our solution for the open authorship attribution problem is that if the true author of a sample text subset is among the candidate author set, then a test of closed authorship attribution on the subset will produce a result attributing most of the sample texts in the subset to the true author in the candidate set; otherwise, the result will attribute the sample texts comparatively equally among the candidate authors.
In practice, as absolutely accurate authorship attribution is impossible, we define the confidence of attributing author a in candidate author set Y to sample text subset T as Equation (18) .
Where ( ) T p a is the proportion of sample texts in subsetT that are attributed to author a .
Here, the proportion ( )  T p a a Y （ ） can be obtained by test the sample text subset T using the basic authorship attribution scheme; item 1/ | | Y is the expected proportion for each author in the candidate set when using random attribution. In Equation (18)
which indicates that the attribution to author a is more possible than random attribution;
, which indicates that the attribution is no more possible than the random attribution. Therefore, the greater the confidence f is, the more possible the author a is attributed to the sample text subsetT . Step 1 For a given long sample text t , segment it into n short sample texts 0 1 1 , ,...,  n t t t , composing a sample text subset
Definition 6 Sample text subset T is
Step 2 Input the sample text subset scheme, getting the proportion of sample texts that are attributed to each candidate author in the candidate author setY , using Equation (18) to compute the confidence for each author.
Step 3 Search the confidence values for all the candidate authors, if there is only one author with confidence not smaller than , attribute the author to the sample text t ; otherwise, reject to attribute any author to the sample text t .
IV. EXPERIMENTS AND ANALYSIS
In this section, we experimentally apply both basic authorship attribution scheme and open authorship attribution scheme to analyzing texts written by different authors. We have designed four groups of experiments. The first group illustrates that the features employed in the proposed method are more than normal word frequency features. Next, the second one compares the effectiveness of the basic attribution scheme with that of Delta under various conditions. Then,
the basic attribution scheme is tested with NF dictionaries generated from different corpuses and sample texts of blogs. Finally, the open attribution scheme is tested and compared to Delta.
In our experiments, we use 10 candidate authors with two prose works by each. Tab. 1
shows both training and testing data of the candidate author set and the word length distribution of the chapters. Because natural languages evolve as time goes, and so does the writing style of an author, we select prose works that are written in the same period between 1900 and 1920. We use one prose works to train and the other to test for each candidate author. For each prose works, we select 30 longest chapters (If there are less than 30 chapters in the prose works then use all the chapters.) as the training or testing set. In the experiments, both training and testing sample texts are in fact the front segments of the chapters, which are of a certain word length determined by a word length parameter, or the whole chapters if they are shorter than the designated length.
For convenience, we combine the author's name, the writing year and the prose works' title to name the data set as shown in Tab. 1. In the experiments, if no specific instruction, the configures are as follows: NF dictionary is the word frequency list in descending order obtained from BNC corpus [9] ; the first hundreds of words in NF dictionary are also used in Delta analysis as the most frequent words; the NFZ partition parameters are set by experience as follow: for linear partition, 10
Tab. 1. Word Length Distribution of Chapters in Training and Testing Data of the Candidate Author Set
; for logarithm partition, 1.0001  r .
A. More than Word Frequencies
In NFZ-WDA style analysis, style feature set can be divided into two parts: ODE subset and ODV subset. In order to evaluate the effectiveness of each part of style feature set, we compare the analysis using the whole feature set with the analysis using only one feature subset. In Fig. 4 , we can see that attribution using the whole feature set provides steadily better results than that using only one feature subset, while the attribution using only ODE subset provides better results than that using ODV subset. Thus, the experimental results confirm that the distribution features of NFZ word occurrences provide more style details than normal word frequencies, which also make the NFZ-WDA be more effective than normal word frequency analysis. In fact, even the ODE subset is different from the previous word frequency analysis such as in Delta, since in NFZ-WDA all words are grouped into different NFZs according merely to their NF values and all words contribute to the text style analysis. 
B. Comparison between NFZ-WDA and Delta
Delta is one of the most promising developments in authorship attribution in recent years, which has been first introduced by John F. Burrows in his Busa Award presentation [10] . Later, Delta is further tested and developed by Hoover [3] [11]. In our experiments, we implement the Delta method using the most frequent words obtained from British National Corpus (BNC) [9] , and compare the effectiveness of NFZ-WDA with that of Delta analysis. most frequent words and the test with 700 words is considered to be the most effective [11] . In 
C. Tests with Other NF Dictionaries and Sample Texts
In this group of experiments, we test the basic scheme with NF dictionaries generated from different corpuses and with blog texts.
We use three different NF dictionaries: NF dictionary from BNC Corpus, NF dictionary from the Corpus of Contemporary American English (COCA) [12] and NF dictionary from the literature works gathered by us (LIT). We use radix partition with 10  L , 100000  R for all the three cases. The word length of sample texts is 1000 and the training and testing texts are shown as Tab. 1. The experimental results depicted in Fig. 6(a) show roughly the same trend line for the three cases, which indicates that NFZ-WDA with different NF dictionaries generated from different corpuses performs similarly. For further verification, we test NFZ-WDA and Delta with blog texts extracted from the blog corpus [13] .The blog texts of 10 authors as shown in Tab. 2 are used. 80 blog texts of lengths more than 3000 characters (about 500 words) are selected for each author (with 50 texts as training texts and 30 texts as testing texts). As the lengths of most blog texts are between 500
and 1000 words, we make the word length change from 100 to 1000. Fig. 6(b) shows the experimental results on the blog texts. Compared to Fig. 5(c) , both NFZ-WDA and Delta perform better on blog texts than on prose texts and still NFZ-WDA outperforms Delta. It seems that authorship attribution for blog texts is easier than texts of prose works of the same length, for the writing time for blogs by the same author is often very close and the writing style changes little. 
D. Open Authorship Attribution
In this group of experiments, we first show that by using our basic authorship attribution scheme the sample texts by authors in the candidate author set can be attributed to the true author with an especially high possibility, while those by authors out of the candidate author set are attributed comparatively equally among the candidate authors. As depicted in Tab (=34/35), for both cases. So, the word length 400 seems to be enough for open attribution test, while the increase of the word length only makes the confidence differences of sample texts written by authors in or out of candidate set be more obvious. Furthermore, in both Fig. 7 (a) and (b), there is still one prose works by author in the candidate author set is wrongly rejected. It seems that increasing the word length makes the prose more tend to be accepted. Referring to Tab. 5, we can see that the wrongly rejected prose works is James' prose entitled "The Europeans" written in 1878. The rejecting of the prose "The Europeans" seems to imply that James' style changes a lot from 1878 to 1909 (Note that the prose "The ambassadors" written in 1909 is used as the training set). In the previous research, a great number of textual features for authorship attribution have been proposed, including lexical features, character features, syntactic features, semantic features and application-specific features [2] . Lexical features can be defined, from the simple measures such as sentence length and word length [14] to the vocabulary richness features, and then to the vectors of function word frequencies and even word n-gram frequencies. Character features includes alphabetic character count, digit character count, uppercase and lowercase character count, letter frequencies, punctuation marks count, character n-gram frequencies, and so on Among all these features, the most frequent words, or the function words are found to be the best features to discriminate between authors [19] [20] . The most notable method of using the most frequent words has been proposed by Burrows [10] under the name 'Delta'. Delta works as follows. First, the method calculates the z distributions of a set of function words (originally, the 150 most frequent words). Then, for each text, the deviation of each word frequency from the norm is calculated in terms of z-score, roughly indicating whether it is used more (positive z-score) or less (negative z-score) times than the average. Finally, the Delta measure is the mean of the absolute differences between the z-scores for the entire function word set in a set of training texts written by the same author and the corresponding z-scores of an unknown text, indicating the difference between the training texts and the unknown text. The smaller Delta measure the greater stylistic similarity between the unknown text and the candidate author.
Together with the features proposed above, classification methods such as support vector machine (SVM), k-nearest neighbors (KNN) and regularized discriminant analysis (RDA), can be applied to authorship attribution [1] . Among these methods, SVM is able to properly deal with the high dimension feature vector even with several thousands of features and is considered one of the best classifier [4] .
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we have further developed and tested the text style analysis called natural frequency zoned word distribution analysis (NFZ-WDA) that was first proposed in our conference paper [5] . The future work is to apply NFZ-WDA to authorship attribution for other natural languages and more kinds of practical texts under more strict conditions. Our current work has mainly focused on English and the literature, blog texts. Other natural languages and more kinds of texts, such as the texts of emails, newspapers, messages, should be considered. More practical conditions, such as the conditions of limited data and various genres, should also be taken into account.
