In this letter we propose a mathematical framework to couple transcription and translation in which mRNA production is described by a set of master equations while the dynamics of protein density is governed by a random differential equation. The coupling between the two processes is given by a stochastic perturbation whose statistics satisfies the master equations. In this approach, from the knowledge of the analytical time dependent distribution of mRNA number, we are able to calculate the dynamics of the probability density of the protein population.
Stochasticity in gene expression has been studied, both experimentally and theoretically, at least since the pioneering work of Delbrück. Recent advances in experimental methods have enabled direct observation of stochastic features of gene expression, such as temporal fluctuations in individual cells or steady-state variations across a cell population [1] [2] [3] [4] [5] [6] [7] , and data acquisition has experienced a huge improvement in the last decade. However, theoretical models have not yet been developed to the point of providing a quantitative dynamical description for gene expression. The stationary regime has been exhaustively discussed in the literature, but studies on time dependent probability distributions are still scarce [8] [9] [10] .
In this letter, our main goal is to initiate a comprehensive stochastic description for mRNA-protein dynamics. More precisely, we propose and solve a hybrid model for stochastic gene expression, consisting of a master equation (ME) coupled to a random differential equation (RDE). The ME describes the production of mRNA molecules triggered by a gene with various levels of promoter activity and has already been studied in [11, 12] . The RDE governs the dynamics of protein synthesis: it is a linear ordinary differential equation randomly perturbed by the Markov jump process underlying the ME.
A RDE resembles a Langevin equation, with one crucial difference: the driving stochastic process is not a singular delta-like noise, but rather a non-singular stationary stochastic process. Such non-white noise driven Langevin-like equations have been widely discussed in the literature under different names, such as colored noise [13] or real noise [14] . Pure RDE models for gene expression have been introduced in [15] (continuous time) and [16, 17] (discrete time). Besides the biological motivation, there is a mathematical advantage in dealing with RDE's: one does not need an underlying theory of stochastic integration in order to solve them. As a matter of fact, RDE's are solved by Riemann integrating, sample path by sample path, ordinary differential equations: hence the term random differential equation instead of the more familiar term stochastic differential equation, which is reserved for differential equations associated to a stochastic integration theory [14] .
Let us describe our model in more detail. Gene transcription is described by a pair of master equations, corresponding to two states {1, 2} of promoter activity, for a birth and death process coupled by a telegraph-like process encoding the switch between promoter states (generalization to a higher number of promoter states will be left to future work):
(1)
The discrete random variable n stands for the number of mRNA molecules in the cell and φ j n (t) is the probability for finding the gene in state number j (j = 1 or 2) with n mRNA molecules in the cell, at time t. Production of mRNA is controlled by the rates k 1 and k 2 , while its degradation is taken into account by the rate ρ which is independent of the activity level of the promoter. The switch between the two states is controlled by the rates h and f . Protein synthesis/degradation is governed by an RDE of the form d dt
where m is a continuous random variable representing the protein number density in the cell, A and B are the protein degradation and synthesis rates, respectively, and n is as before, but now with time dependence following a stochastic Markov jump process where n t+∆t = n t ± 1 with probability (k 1 + k 2 )∆t for +1 and ρn t ∆t for −1 (and n t+∆t = n t with remaining probability): this is consistent with the time evolution of the total probability distribution φ n = φ 1 n +φ 2 n that follows from Eq. (1). With the assumption that A and B are constant our model focuses on the effects of the stochasticity of the transcription process and neglects the protein production/decay noise.
A complete description of n t is achieved by obtaining the time dependent solutions of the ME (1), and this is what we do in the following. However, before dealing with the ME, let us first redefine the parameter space and introduce the biological quantities of the model, as in [11] , namely: the efficiency parameters N j = k j /ρ (j = 1, 2), the switching parameter ǫ = (h + f )/ρ and the occupancy probabilities p 1 = f /(h + f ) and p 2 = h/(h + f ). Using the generating function technique [13] the coupled master equations are transformed into a set of PDEs (partial differential equations) for the functions
The probability distributions are obtained from the generating functions using
Introducing a new set of variables through the transformations µ = (z − 1)e −ρt and ν = z − 1, Eq. (3) assumes the form
i.e., this transformation reduces the original set of PDEs to a set of ODEs (ordinary differential equations), which have already been solved in [11] ; a similar transformation with the same purpose has been used in [8, 10] . Following [11] , the solutions of Eq. (5) are:
where F and G are arbitrary functions that must be determined from the initial conditions, where we note that t = 0 corresponds to µ = ν. The symbol M stands for the Kummer M function [18] with parameters a = ǫp 2 , b = ǫ and η = (N 2 − N 1 )ν. In order to determine F and G we will use matrix and vector notation to rewrite the solutions in Eq. (6) as φ(µ, ν) = U (ν) F (µ), where φ = (φ 1 , φ 2 ) T and F = (F, G)
T ; then the entries of the matrix U (ν) are
Inverting the relation φ(µ, ν) = U (ν) F (µ) gives
Setting µ = ν, we obtain an expression for F (µ) in terms of the initial conditions. The crucial point here is to take the inverse of the matrix U (ν), which amounts to calculating its determinant. At a first glance, it might appear difficult to obtain a compact formula for that since it involves products of Kummer functions. Fortunately, the well known relations for Kummer functions, especially the one concerning the Wronskian (relations 13.1.20 in [18] ), allow us to obtain a simple expression for this determinant:
Putting everything together, we obtain the time dependent probability distributions that solve Eq. (1) and will serve as input to solve Eq. (2). Considering any given perturbation n t as input, the ODE (2) governing the protein dynamics is easily solved by applying the standard integral formula from the theory of ODEs. Introducing the dimensionless parameters τ = tρ, α = A/ρ and β = B/ρ, the solution reads
where the integral is an ordinary Riemann integral (applied to the product of an exponential function by a step function) and m 0 = m(0). In the present case, where both n τ and m τ are stochastic processes, we can interpret this formula as an operator that maps the process n τ (for mRNA number) to the process m τ (for protein number density), sample by sample.
Recalling that the ultimate goal is to compute the probability density of the protein population, say P(τ, m), the traditional method consists in randomly generating stochastic processes n τ for mRNA number, applying the previous integral formula to produce corresponding stochastic processes m τ for protein number density and looking at the resulting statistics. Here, and this is perhaps the central point of the present paper, we propose a different procedure: since the solution of Eq. (1) has already provided us with a probability distribution for mRNA number, it suffices to take its pushforward, in the sense of measure theory, under the operator defined by solving Eq. (10) to directly obtain the corresponding probability distribution for protein number density, without having to resort to random process generation. To describe how to compute the push-forward, let us consider the integral on the rhs of Eq. (10). Dividing the interval [0, τ ] in p sub-intervals we have:
If the partition is sufficiently fine (i.e., for p sufficiently large), the function n τ will be constant on each subinterval and the integral can be performed explicitly to give
n τq (e ατq+1 − e ατq ). (11) For smaller values of p, this is of course only an approximation, but -as we shall see -quite a good one. Namely, in order to obtain a sample path for the process m τ using this formula, it suffices to represent a sample path for the process n τ by the "shrunk" numerical sequence (n 0 , . . . , n p−1 ), the only modification being that we must now allow consecutive numbers to differ by more than ±1. Finally, to make our sample space finite, we also introduce a cutoff L and impose that all n q should be L. For instance, by choosing L so large that the probability of n q > L is smaller than 10 −20 , say, we can certainly neglect all values higher than L and restrict the set of possible values for n q to the finite set {0, 1, . . . , L − 1, L} and then the space of sequences has (L + 1) p elements. Now, Eq. (11) provides a map from the space of sequences (n 0 , . . . , n p−1 ) to that of numbers m τ . Using this mapping we define the push-forward probability on the set of possible values of m τ by
It is important to note that according to the general definition of the push-forward of probabilities, one should really take the sum of the probabilities corresponding to all sequences (n 0 , . . . , n p−1 ) producing the same value of m τ ; however, in our case it is easy to see that for any two different sequences, Eq. (11) gives different values. For the sake of greater clarity, let us consider the simplest example: p = 2 and L = 1. Here, the sample space has four elements, namely, (0, 0), (0, 1), (1, 0) and (1, 1). Typically, each of these sequences will produce a different number m τ . Therefore, the probability assigned to each m τ is equal to the probability assigned to the sequence (n 0 , n 1 ) which produces the value m τ :
From Eq. (12) the probability density for protein number is obtained as the limit
where τ q+1 − τ q → 0 as p → ∞ in such a way that the product p (τ q+1 − τ q ) remains finite. The computational implementation of this limit is obtained by approximating the probability density by a histogram. Finally, to consider arbitrarily long times, we take advantage of the fact that Eq. (2) is autonomous and hence its solutions have a composition property, namely:
These formulas are obtained from the general solution of the initial value problem with m(τ
which defines a family of transformations acting on the set of initial conditions. By iteration, it follows that the solution m τ may be written as m τ = m τ1,τ0 •· · ·•m τj,τj−1 , where {τ 0 = 0, . . . , τ j = τ } is any subdivision of the time interval [0, τ ] and each m τi,τi−1 is given by Eq. (14), with the initial condition m(τ i−1 ) = m τi−1 having probability density P(τ i−1 , m), for i = 0, . . . , j.
Using the approach discussed above we have calculated the time dependent probability density for proteins. The accuracy of our method can be evaluated by comparing the approximate mean value as estimated from the histogram with the exact mean value m τ obtained from solving the ODE derived by averaging Eq. (2):
where n τ = ∞ n=0 nφ n (τ ) is the time dependent total mean value of mRNA molecules. In the equilibrium state, we have m = β α n . The solution of Eq. (15) is straightforward:
Equivalently, the solution of Eq. (15) can be obtained from Eq. (10) by taking averages on both sides. The integral to be evaluated in Eq. (16) is a product of exponential functions because the quantity n τ is also given by the derivative of the functions in Eqs (6) evaluated at ν = 0. The derivative of a Kummer M function is again a Kummer M function, and the value of a Kummer M function at zero equals 1. The results are shown in Fig. 1 for two values of the switching parameter: ǫ = 0.5 (slow switch) and ǫ = 5 (fast switch). In both cases, the initial mRNA configuration is given by the generating function φ(µ) = exp(−N 2 µ), representing the gene in the off state, with probability one, whereas the initial probability density for protein number is a Dirac delta function at zero, δ(m), meaning that initially there is no protein. On the other hand, the final equilibrium state chosen corresponds to the occupancy probabilities p 1 = 1, p 2 = 0, representing the gene in full activity. The four panels at the top display the dynamical evolution of mRNA probability distribution and protein probability density for both regimes. The four panels at the bottom display the dynamics of mRNA and protein mean values and variances. The protein mean value plot shows good agreement between the estimated mean value from our approach and the exact mean value given by Eq. (16) .
The transient behavior of mRNA in the slow switch regime has a two peak distribution, indicating a more noisy configuration as compared to the fast switch regime, where the distribution is unimodal. The multimodality in the slow switch regime is not reflected in the protein probability density, but accounts for an increase in the noise of protein synthesis in the transient time. Increasing gene flexibility decreases the variance in mRNA production. The decrease of noise in mRNA production by increasing gene flexibility is well known [11, 12] . Although the same effect manifests itself only in a short transient time window, as can be seen in the protein variance plot, its main role in this case is to speed up the approach to the steady-state configuration. The model presented here shows how to couple transcription and translation providing a complete picture of the entire dynamical process. The randomness of protein synthesis due to the stochastic nature of transcription is exhibited in the dynamical behavior of the protein probability density.
Future directions of research include using this model as a building block but including other phenomenological aspects of gene expression. One modification consists in allowing the protein synthesis/degradation rates to be random variables, thus taking into account the inherent noise due to the translational process. Another amounts to add a non-linear term to the RDE, reflecting a decrease in protein number due to other effects than just degradation, such as complex formation by dimerization: this will introduce a bifurcation parameter and ultimately implement the observed (multi)bistability in the steady state of protein population. In contrast to (multi)bistability, the multi-modality in the protein probability density can be introduced by allowing the parameter B in Eq. (2) to be a matrix, turning the RDE for protein density into a vector equation. The model can also be extended to study eukaryotes, which requires introducing a time-delay accounting for the transport of mRNA out of the nucleus. The idea of using simple models as building blocks for more complicated ones is ubiquitous in physics, and in the same spirit the model presented here should be used as such a building block for analyzing gene regulatory networks.
