This paper reviews inverse selection probability weighting to estimate dynamic causal effects.
INTRODUCTION
There is a substantial literature about the estimation of average 'causal effects' of policy interventions using large micro data. Examples are numerous studies concerned with employment effects for unemployed who participate in publicly financed training programs. In this microeconometric framework, a causal effect is defined as a comparison of what would have happened in two (or more) different potential states of the world. This binary comparison is based on those observations that are actually observed in the two different states. If the allocation to a specific state is random, then the difference of the means of the outcome variables of the respective participants in the different states is a valid estimator for the average causal effect. If participation is not random, then selection problems arise and weighted means are required. In its static version, the selection problem received considerable attention in the microeconometrics and statistics literature, resulting in numerous suggestions about how to derive the required weights. Angrist and Krueger (1999) , Heckman, LaLonde, and Smith (1999) , and Imbens (2004) provide surveys of various parts of this vast literature.
However, the static model may not be able to address all relevant selection issues that may occur. Consider the evaluation of training programs: Suppose that interest is not in the effect of one particular training course, but in a sequence of courses. However, if the first course in such a sequence is effective, some unemployed individuals take up a job before the second course starts. If interest is not in the effect of the first course, but in the effect of the sequence of two courses, such behavior creates a selection problem that cannot be addressed in the static model. For example, solely controlling for pre-training variables does not work for obvious reasons. One important selection variable, namely the outcome of the first participation, is missing. However, controlling for variables realized after the first training course that influence selection into the second course bears the potential problem that they may be influenced by the first part of the training sequence. Thus, they are 'endogenous' and ruled out as control variables in standard econometric approaches. Finally, it would be hard to find an instrument that is valid in that particular case. Robins (1986) suggests an explicitly dynamic causal framework that allows defining causal effects of dynamic interventions and systematically addressing this type of selection problem.
His approach is based on the key assumption that it is possible to control for the variables jointly influencing outcomes and selection at each particular selection step of the sequential selection process. Robins' (1986) approach was applied subsequently in epidemiology and biostatistics. Gill and Robins (2001) extend this approach to continuous treatments. Estimation strategies proposed for this model by Robins and various co-authors usually make parametric or semiparametric modeling assumptions about the relation of the potential outcomes to the confounding variables, like in g-estimation proposed by Robins (1986) . G-estimation is based on recursively modeling the dependence of the outcome variables on the histories of confounders and treatments. To do so more parsimoniously, so-called structural nested models (SNM) have been proposed by Robins (1993 Robins ( , 1994 . However, estimation (typically by some form of maximum likelihood) of such models, which are necessarily complex, is very tedious. An alternative to this class of models are the so-called marginal structural models (MSM) again proposed by Robins (1998a, b) . MSM are more tractable and probably more robust because they model the dependence of the potential outcomes only on those confounders that are time constant. Since controlling for those variables does not remove selection bias, weighting by the inverse of the treatment probabilities is used in addition. Robins (1999) discusses the advantages and disadvantages of MSM and SNM. Various types of MSM are discussed in Robins, Greenland, and Hu (1999) , Robins, Hernan, and Brumback (1999) , Hernan, Brumback, and Robins (2001) , as swell as Joffe, Ten Have, Feldman, and Kimmel (2004) . Miller, Ten Have, Reboussin, Lohmann, and Rejeski (2001) relate MSN to the literature on missing data problems. Estimation of MSM typically appears to be done by the (weighted) method of generalized estimating equations (GEE, Liang and Zeger, 1986) , which has conceptional similarities to the generalized methods of moments (Hansen, 1982) that is more common in econometrics. So far, there seem to be no applications of dynamic potential outcome models to economic problems. Lechner and Miquel (2001, LM01 further on) adapt Robins' (1986) framework to comparisons of more general sequences, different parameters and selection processes, and reformulate the identifying assumptions. The assumptions used by Robins and coauthors and LM01 bear considerable similarity to the selection-on-observables or conditional independence assumption (CIA) that is prominent in the static evaluation literature. When the CIA holds, inverse selection probability weighting estimators (IPW) as well as matching estimators are typically used (see Imbens, 2004) . Both classes of estimators have the advantage that the relation of the outcome variables to the confounders does not need to be specified. They require only the specification of the relation of the confounders to the selection process. In typical labor market evaluation studies, this feature is considered an important advantage, because applied researchers may have better knowledge about the selection process than about the outcome process. Although inverse probability weighting estimators are in principle easy to implement and efficient under suitable conditions (e.g. Hirano, Imbens, and Ridder, 2003) , they are known to have problematic finite sample properties (e.g. Frölich, 2004) when very small or very large probabilities occur which could lead to too much importance (weight) for a single (or a few) observations. However, although matching estimators may be more robust (but less efficient) in this sense, for many important versions of these estimators the asymptotic distribution has not yet been established (see Abadie and Imbens, 2006) . This paper proposes estimators for the models of Robins (1986) in the formulation suggested by LM01 that retain the flexible and convenient properties of the aforementioned estimators, although some increase in complexity is unavoidable. Although sequential propensity score matching estimators could be applied in this context as well (and are discussed in an earlier discussion paper version of this paper that is available on the internet), this paper focuses on IPW estimation of the dynamic causal models. As mentioned above, it is an advantage that both methods do not require modeling the dependence of the outcomes and the confounders.
The required specification of the relation between selection and confounders is done sequentially, i.e. each selection step over time is considered explicitly, which allows a detailed and flexible specification of this relation. Although these advantages are shared by both, matching and IPW estimators, it is easy to derive its asymptotic distribution only for IPW, though. For the case of a parametric modeling of the relation of the selection process to confounders, in each period, which is the common case in static evaluation studies, the paper provides the asymptotic distribution of the IPW estimators based on the theory of sequential GMM estimation as proposed, for example, by Newey (1984) . As a further addition to the literature in epidemiology, this paper considers not only the estimation of the effects for some general population (the average treatment effect as it would be called in the static evaluation literature), but also some effect heterogeneity by treatment status (average treatment effects on the treated). Moreover, it discusses issues of common support that arise this context with IPW estimation in some detail. An empirical analysis of different components of the Swiss active labor market policy illustrates its application and addresses a couple of practical issues.
The paper proceeds as follows: Section 2 outlines the dynamic causal framework using the notation suggested by LM01 and details the IPW estimator. In Section 3, the practical application of the estimator is illustrated using Swiss administrative data. Section 4 concludes.
Appendix A addresses issues that arise with multiple treatments as used in the empirical part.
Appendix B shows the derivation of the sequential inverse probability weighted estimator and its asymptotic distribution.
THE DYNAMIC CAUSAL MODEL: DEFINITION OF THE MODEL AND IDENTIFICATION

Notation and Causal Effects
This section briefly repeats the definition of the dynamic selection model as well as the identification results as presented by LM01 using the terminology of the econometric evaluation literature. Since a three-periods-two-treatments model is sufficient to discuss most relevant issues that distinguish the dynamic from the static model and comes with a much lighter notational burden than the general model, this section shows the results only for this basic version.
Suppose there is an initial period '0', in which everybody is in the same treatment state (e.g.
everybody in the population of interest is unemployed), followed by two periods in which different treatment states could be realized (for example, unemployed may participate in some training courses). Periods are indexed by t or τ ( , {0,1,2} t τ ∈ ). For this population, the complete treatment is described by a vector of random variables (RV), 
= means that each element of the vector of random variables B is independent of the random variable A conditional on the random variable C taking a value of c in the sense of Dawid (1979) . Part a) of W-DCIA states that, conditional on 0 X , potential outcomes are independent of treatment choice in period 1 ( 1 S ). This is the standard version of the static CIA. Part b) states that conditional on the treatment in period 1, on observable outcomes (which may be part of 1 X ) and on confounding variables of period 0 and 1 ( 1 X ), potential outcomes are independent of participation in period 2 ( 2 S ). LM01 show that to identify all treatment parameters, W-DCIA must be strenghened by imposing that the confounding variables used to control selection into the treatment of the second period are not influenced by the selection into the first treatment. Thus, the dynamic selection problem collapses into a static selection problem with multiple treatments as discussed by Imbens (2000) , and Lechner (2001a) .
Appendix A contains some brief considerations for the dynamic case with multiple treatments. The extension to more than 2 periods is direct.
Estimation
All relevant estimators of the causal effects of the treatment sequences are based on differences of weighted means of the observable outcomes of those actually receiving the two treatments of interest: An obvious way to reweight the observations of a specific treatment population towards the target population ( (1952) . Recently, the idea of directly reweighting the observations based on the choice probabilities has found renewed interest (e.g. Hahn, 1998 , Hernan, Brumback, and Robins, 2001 , Hirano and Imbens, 2001 , Hirano, Imbens, and Ridder 2003 , Nevo, 2003 , Robins, Hernan, and Brumback 2000 , Robins, Rotnitzky, and Zhao, 1995 , and Wooldridge, 2002 . The reason is probably two-fold. Firstly, as advocated for example by Robins, Hernan, and Brumback (2000) , they are easy to use, if a parametric model is used to estimate the choice probabilities. Secondly, Imbens, Hirano, and Ridder (2003) show for the static model, that for a suitably chosen nonparametric estimator of the choice probabilities, the inverse-probability estimator is efficient. 
is a consistent estimate of
A similar result can be derived for the DATE(T), namely:
Appendix B shows that such weights solve the selection problem.
It is so far common practice in the static evaluation literature to estimate such selection probabilities with parametric binary or multiple response models (for each selection or transition).
Under the standard regularity conditions of GMM estimation that are usually considered to be weak (see Hansen, 1982, or for this special case Newey, 1984) , such an estimator is N − consistent with an asymptotically normal distribution. Appendix B shows its asymptotic covariance matrix.
AN EMPIRICAL APPLICATION
In this section, the IPW estimator is applied to an evaluation of active labor market programs in Switzerland to show that it can provide interesting new insights and to discuss issues of implementation that may arise.
Setting the Scene
The study by Gerfin and Lechner (2002, GL02 henceforth) serves as an example for this exercise. They are interested in the effects of different components of the Swiss active labor market policy on subsequent labor market outcomes using a rich administrative database coming from the merged records of the Swiss unemployment insurance system and the public pension system. They consider several types of programs and argue extensively that the data are infor-mative enough to make the conditional independence assumption plausible. It contains very good information about variables explaining program participation as well as potential outcomes, such as long employment histories, regional, socio-demographic and occupational information, as well as subjective information on the unemployed provided by the caseworkers who are in charge of program assignment. For more details about the programs evaluated and the data used, the reader is referred to GL02. This application relies on the same population as GL02, but uses the extended version of the sample described in the follow-up study by Gerfin, Lechner, and Steiger (2005) . Here, interest is in the effects of being two periods in different states for individuals entering unemployment in the last quarter of 1997. The different states used are unemployment (U), participating in training courses (C) or employment programs (E), and receiving temporary wage subsidies (T). A period is defined as an interval of two months. Given the usual duration of Swiss programs, a bimonthly period appears to be appropriate to capture the essential dynamics. Any bimonthly period in which an individual participates at least two weeks in a program (C, E or T) is considered as program participation. In the rare event of participation in two different programs in the same period, the individual is defined to participate in the longest of those programs. Treatment occurs between January and April 1998. For example, considering sequences like EE compared to CC allows assessing the effects of four months of employment programs compared to four months of courses. Obviously, this approach allows investigating the effects of program combinations as well, for example by comparing CE to UU or EE. As another example, it is possible to check the effect of waiting for future participation by, for example, comparing UC (or UCC) to CC. For the sake of brevity, only effects of the types CC, EE, TT and UU are considered. Since W-DCIA is assumed to hold, we consider only effects for subpopulations defined by the treatment in the first period.
The outcome variables of interest are the probability of finding unsubsidized employment as well as monthly earnings between May 1998 and the end of the observation period in December 1999. If we believe in the validity of the identification arguments of GL02 for the beginning of the first program, then the part of W-DCIA relating to the first period is no problem. When the intermediate outcomes that determine the selection in March are observable, then the part of W-DCIA relating to the second selection step is plausible as well. Table 1 gives descriptive statistics on some important control variables related to W-DCIA (see Table 2 for a full list of control variables used), treatments, intermediate as well as final outcomes for the different subsamples of interest. The control variables ( 0 X ) considered in this table are the monthly earnings in the previous job, the subjective valuation of the caseworkers as well as the number of sanction days without benefit (imposed by the caseworkers on unemployed individuals violating the rules). The subjective valuation gives an assessment of the employability of the unemployed. This assessment is a time varying variable that the caseworker may change at the monthly interview of the unemployed (it is observed for every month). Comparing descriptive statistics across subsamples defined by treatment status reveals that participants in employment programs are having the worst a priori chances in the labor market. Participants in temporary wage subsidies appear to be those with the best a priori chances.
The lower panel in Table 1 shows statistics for the four intermediate outcomes ( 1 X ), namely employment, earnings, the subjective valuation of the caseworkers, and sanction days (i.e.
reduced benefits if the unemployed violates the rules). Comparing the variables across treatments confirms the previous conclusion. However, it also shows that participants leaving the sequence are different from participants who finish the sequence.
The IPW Estimator in Practice
Estimation of the Conditional Participation Probabilities
Conditional probabilities are estimated at each step in each subsample using binary probits, which are subjected to specification tests. Table 2 presents the six binary probits that are required to estimate all selection equations that are of interest for the effects of the treatments defined above. The specifications broadly follow the specifications of GL02 and Gerfin, Lechner, and Steiger (2005) adjusted for the specifics of the dynamic framework, the different aggregation levels, and sample sizes. Since the outcome variables after period 1, 1 X , do not influence 1 S conditional on 0 X , they are omitted from the first period probits (their entries are denoted as 'X'). Furthermore, the sample sizes and the variation of the dependent and independent variables in some cases require omitting specific variables from the specification (their entries are denoted as '0'). The latter problem is particularly pronounced for the transition from E to EE with only 19 observations leaving the sequence at this stage.
Common Support and the Sensitivity of the IPW Estimator to Extreme Probabilities
It may not be possible to obtain reliable estimates of the mean effects of the target populations as a whole, when some groups of the target population have characteristics that make them very unlikely to appear in one (or both) of the sequences under consideration. If it is impossi-ble for such groups to appear in one of the treatments, then the support assumption of W-DCIA is violated, which means that the data are uninformative about this part of the target population (other than by extrapolation from other parts of the population). The common remedy is to remove this subpopulation from the target sample and redefine the causal effect appropriately. Even if their probability of occurrence is positive but small, IPW estimators may have bad properties (e.g. Frölich, 2004, Robins, Hernan, and Brumback, 2000 , and the Monte Carlo study in the discussion paper version of this paper). Therefore, even in this case the target population needs to be adjusted. Although, there is some discussion of support issues in the matching literature (e.g. Todd, 2005, Lechner, 2001b) , the literature on IPW appears to be silent on that topic. The typical IPW solution to the problem is to remove (or rescale) observations with very large weights and check the sensitivity of the results with respect to the trimming rules used.
Trimming observations, however, changes the target distribution (shrinking large weights changes the target population as well, but in a way that is very hard to describe empirically).
This change of the target distribution can be monitored by computing the same weights for the target population as for the treated population (i.e. the weights they would have obtained had they participated in such treatment). Then the subpopulation with values of those probabilities that lead to a removal in one of the treatment samples is descriptively compared to the subpopulation with no such extreme values.
Since two potential outcomes are estimated for the same target population, trimming has to be done in both treated subsamples. However, when the trimming is done independently for both subsamples, the estimates of the two mean potential outcomes may end up being valid for different target populations. Therefore, the same 'types' of observations should be removed.
Here, this idea is implemented in a simple way: Denote the weights used to weight observa- Comparing descriptive statistics of confounders in the retained versus the deleted target sample shows how this reduction affects the interpretation of the parameters estimated. Furthermore, predicting the means of the confounders for the reduced sample in the same way as the mean potential outcomes is a second way to characterize the adjusted target population.
In the application, we compare the results of four different trimming rules for the various sequences and subpopulations. The first rule does not trim any observation at all; the second to fourth ones trim a given share of the observations with the largest weights (applied in both treated subsamples separately). The shares that are used are 0.1%, 1%, and 5%, respectively. Table 3 contains four blocs, each bloc corresponding to an IPW estimator using one of the four cut-off rules. For each estimator, Table 3 contains a part related to common support issues (columns 3 to 6, and 12 to 15) and the weights (columns 7, 8, and 16, 17) , as well as a part showing the estimates of the potential outcomes (monthly earnings in CHF in December 1999; columns 5, 6 and 18, 19) and the effects of the sequences (11, 20) .
Results for the Different Estimators
The part about the common support begins with the share of observations that would be deleted by adjusting the reference distribution (3, 12). The deleted share increases with the decreasing cut-off points for the weights and it varies with the different sequences investigated.
Concerning trimming, using the 5% trimming leads to a loss of between 30% and 55% of the observations, whereas a 0.1% trimming rule leads to considerably smaller losses between 3% and 18%. Comparing different sequences, the largest losses occur when comparing participants in employment programs (EE) to recipients of temporary wage subsidies (TT). This is expected, because they are the most dissimilar groups.
The next column (4, 13) gives the mean of the earnings variable in the last job before treatment. This variable cannot be influenced by the treatment and is thus exogenous. Comparing its mean in the adjusted reference sample with its mean in the original reference sample (same as those for the IPW without trimming) shows the direction of the adjustment. With the exception of some comparisons based on the 5% rule, adjusting the reference distribution does not change the mean of this lagged earnings measure very much. Columns (5, 14) and (6, 15) contain the predictions of this variable based on the two treatment samples using the same weights as used for computing the mean potential outcomes. Since the effect for this variable is zero, those estimates should be similar (if the probability model is correctly specified) and both values should be similar to its mean in the adjusted reference population (4, 13). Taking into account the sampling variability, those conditions appear to be fulfilled. Thus, those comparisons, which are like balancing tests used with static matching, give no indication of a misspecification of the selection model used.
Columns (7, 16) and (8, 17) contain the 10% concentration ratio of the weights in the two subsamples of treated observations (after adjusting for common support). This ratio shows the share of the target population covered by those 10% of the treatment population that have the largest weights. In the case of random assignment, this ratio would be about 10. However, if only a single observation would be used to predict outcomes for all members of the target population, this ratio would be 100. The results show systematically higher ratios when small treated groups are used to predict outcomes for large (and diverse) target populations, but overall do not indicate that the estimates are dominated by very few observations. Columns (9, 18) and (10, 19) show the predicted counterfactual mean earnings of the sequences (1) for the respective target populations (2). Comparing the exogenous lagged earnings of both treatment groups with those of the target group using the lower panel of Table 1 gives an idea whether we expect IPW to adjust mean observed post-treatment earnings upwards or downwards. Indeed these adjustments appear to move the estimators in the expected direction in almost all cases.
Comparing the stability of the results across estimators (and thus across different common supports) shows qualitatively similar results, although the 5% trimming rule leads to a fairly different magnitude of the effect for the comparison of UU to CC for population U. In this case, the latter estimator finds considerably lower mean potential earnings for participating in CC compared to the other estimators. This goes along with the fact that when using the weights for the subpopulation in CC, the predicted mean lagged earnings are lower than the sample mean for the 5%-rule, but are higher for the other estimators with more extreme cutoff values. This difference is reflected in the effect estimates as well. However, even though these differences exist, standard errors for that mean counterfactual are rather large. Therefore, it is probably not possible to reject the hypothesis that the estimators give the same results.
Finally, it should be pointed out that for several comparisons the number of observations ending up in the sequences is too small to lead to significant results, although the estimated effects are not too small (like for the comparison of UU to EE or EE to TT).
Effects of the Program Sequences on Labor Market Outcomes
In addition to the result for December 1999, Table 4 presents results for outcome variables 1, 6, 17, 20 months after the end of the sequence of interest to shed some light on the development of the effects over time. Furthermore, since it is the 'official' objective for the active labor market policy to increase reemployment chances, in addition the earnings variable that is shown in the upper panel of Table 4 , an outcome variable measuring whether an individual is employed or not is presented in the lower panel of Table 4 .
-----------------------------------------------Table 4 about here ---------------------------------------
To summarize, the results suggest that it is clearly better to participate in a course or receive a wage subsidy for two periods compared to remaining unemployed over that period. However, for employment programs it does not matter whether an unemployed participates in such a program or remains unemployed. Of course, since the latter is much cheaper, employment programs appear to be ineffective. Looking at the dynamics of the program effects, the reason seems to be a large lock-in effect (individuals in the program search less intensively than those outside the program), since the typical duration of an employment program would be six months, which is longer than for the other measures. The comparison between wage subsidies and employment programs indicates the superiority of the former when both have at least a duration of two periods, but this effect is not precisely enough estimated for a firm conclusion. Table 5 shows the results of five different estimators for the standard errors. The first two procedures shown in columns (3, 8, 13) and (4, 9, 14) are agnostic about the specific structure of the first-step estimator. They exploit the fact that the mean potential outcomes are weighted means of the observed outcomes in the respective sequence. To ease notation, define normalized weights as The conditional variance of the outcome appearing in this term is estimated by a k-nearestneighbor method. The number of neighbors is set to 2 N . It is robust to rather large changes in that smoothing factor, indicating that heteroscedasticity conditional on the weights may not be a big issue in this application. Note that inference based on 1 V is informative about the effects defined for the sample, not the population (see Abadie and Imbens, 2006 , for the distinction between population and sample treatment effects).
Standard Errors
The second version acknowledges the randomness of the weights (Var(A) = E(Var(A|B) + Var(E(A|B))
. Therefore, the empirical variance of V , again using nearest-neighbor estimation to estimate the conditional expectation. Furthermore, since the observations in the different sequences are independent, the variance of the effect is computed as the sum of the variances of the potential outcomes.
These estimators are in the same spirit as proposals by Abadie and Imbens (2006) .
Since the parametric IPW estimators can be interpreted as sequential GMM estimators as, for example, analyzed by Newey (1984) , the GMM approach is used to compute standard errors as well. Columns (5, 10, 15) show the version which ignores the estimation of the probit coefficients, whereas the results in columns (6, 11, 16) takes full account of all random elements in the estimation process. All details on the GMM variances are presented in Appendix B.2.
Finally, columns (7, 12, 17) present naïve bootstrap estimates by taking the empirical standard deviation over the effects estimated in 1000 random draws of 100%-subsamples. Therefore, the bootstrap estimator is the only estimator that explicitly takes into account the variation that comes from the trimming rules.
Estimates are presented for the effects (13-17) as well as for the potential outcomes (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) . Note that the estimation of the weights may induce a correlation between the outcomes, so that the variance of the effect does not necessarily equal the sum of the variances of the mean potential outcomes.
Comparing the estimates across the board, it is obvious that for the larger treatment samples all estimates are close together (level of UU for target population U, T, or E), whereas for the smaller samples they deviate much more from each other. It may be suspected that this results from less precise estimation of the variances in the smaller samples. In general, it is hard to detect any systematic trends, other than Hirano, Imbens, and Ridder, 2003 , Lunceford and Davidian, 2004 , Robins, Rotnitzky, and Zhao, 1995 , or Wooldridge, 2002 . Finally, the bootstrapped standard errors appear to be at the lower end of the values presented, which is somewhat surprising. However, it might be conjectured that the rule brings in some non-smoothness that leads to a deviation from the validity of the bootstrap. However, it is beyond the scope of this paper to investigate the issue of precise variance estimation of the IPW estimator in depth. Here, it will suffice to see that the different estimators lead to similar statistical decisions for most cases.
CONCLUSION
This paper discusses sequential inverse selection probability weighted estimators to estimate mean causal effects defined within the dynamic causal model introduced by Robins (1986) .
GMM theory is used to provide a distribution theory for the case when the selection prob- Furthermore, I thank an associate editor of this journal as well as anonymous referees for helpful comments on earlier versions of the paper. The usual disclaimer applies.
APPENDIX A: MULTIPLE TREATMENTS AND MANY PERIODS
The main issue concerns the specification of the propensity scores: For example, when specifying the probability 
s being the target population as before). Therefore, the conditional probabilities of not participating in the event of interest conditional on the history are sufficient (Imbens (2000) and Lechner (2001a) develop the same argument to show that in the static multiple treatment models conditioning on appropriate one-dimensional scores is sufficient). Hence,
] may be used to construct the weights. The multiple treatment feature of the problem does not add to the dimension of the propensity scores.
APPENDIX B: THE SEQUENTIAL INVERSE PROBABILITY WEIGHTED ESTIMATORS
B.1 Nonparametric Identification
In this appendix, two examples show that the SIPW estimators proposed in Section 2.3 are indeed estimating the desired quantities. For simplicity, it is assumed that the probabilities are estimated consistently and with enough regularity such that the following exposition based on true probabilities holds asymptotically with estimated probabilities as well.
a) The SIPW estimator for
is given in detail:
b) The SIPW estimator for 
B.2 Distribution of Two-step Estimator With Parametric First Step
The previous section showed that the suggested sequential inverse probability weighted estimator is nonparametrically identified. Here, the asymptotic distribution of the specific estimator used in the application is presented. It consists of estimating the weights in a first step without considering the outcomes. In the second step, the estimated weights are used to obtain the reweighted mean of the outcomes in the respective subsample. The general structure of the estimator is as follows:
For simplicity, reduce the notation, so that For example, this would be the case if a probit model is used for the estimation of the various probabilities. In this case, the moment conditions correspond to the score of the likelihood function. Note that this moment condition is a collection of all moment conditions that are required to compute all necessary transition probabilities that enter the weight function. Thus, β is a collection of all parameters necessary to characterize the transition probabilities required for a particular weight function.
To ease notation, rewrite the estimator of the effect in terms of a moment condition: These equations constitute a standard parametric generalized method of moments (GMM) estimation problem as analyzed in the classical paper by Hansen (1982) as well as by Newey and McFadden (1994) . Newey (1984) considered the special case that is of relevance here, namely that some of the moment conditions depend only on a subset of the parameters (here the moment conditions coming from the first stage selection steps do not depend on the causal effects of the treatments). Newey (1984) established the regularity conditions (conditions (i) to (iv) on page 202) required for consistency and asymptotic normality of this type of estimator. These conditions require that the data come from stationary and ergodic processes, that first and second moment functions and their respective derivatives exist, are measurable, continuous, and the parameters are finite and not on the boundary of the parameter space. Furthermore, the derivatives of the moment conditions with respect the parameters have full rank. The sample moments should converge to their population counterparts with diminishing variances and lead to uniquely identified solutions for the unknown coefficients (consistent estimators).
When these standard GMM conditions (usually considered to be rather weak particularly in the case of data that are i.i.d. in the dimension 'i') hold, then the resulting (sequential) GMM estimator is consistent and asymptotically normal (for the proof see Hansen, 1982 , Newey, 1984 , or Newey and McFadden, 1994 . For our special case, Newey (1984) devised an easy way to obtain its asymptotic covariance matrix: 
Therefore, without specifying the model used to estimate the probabilities, we obtain the following specialization of the general variance formula: 
Ignoring the estimation of the first step leads to . Under certain conditions, the full variance is smaller than the variance ignoring that probabilities are estimated (see for example Hirano, Imbens, and Ridder, 2003 , Lunceford and Davidian, 2004 , Robins, Rotnitzky, and Zhao, 1995 , or Wooldridge, 2002 .
To understand the structure of the covariance matrix better, let us consider more special forms of the weights, like those implied by 
Taking derivatives of those weights with respect to
is straightforward and is omitted here for the sake of brevity.
As usual in GMM estimation, consistent estimators can be obtained by estimating the expectations with sample means and plugging in consistent estimators for the unknown coefficients. Gerfin and Lechner (2002) , but constrained to those entering unemployment in the 4th quarter of 1997. The sequences are defined on a bimonthly basis. The states in each period are abbreviated as U (unemployed), C (training course), E (employment program), and T (temporary wage subsidy). X (XX) means being unemployed at the end of 1997 and in state X (XX) for the first 2 (4) months in 1998 (X = U, C, E, T). T  36  3827  3785  3669 16 39  2412  2196  215  55  3763  3730  3655  15 33  2479  2503  -23  E  25  3666  3652  3717 41 17  2271  2197  73  43  3637  3741  3657  35 16  2561  2263 298 NOTE: Sequences: Treatments for which the effects are estimated. Target population: Population for which the effects of the treatments are estimated. Common support: Part of the target sample for which the effects could be estimated from observations in the two subsamples of treatment participants. In the adjusted target sample observations for whom the treatment sample could not be used to predict the effects are removed (the share of the removed part is shown in the column headed by % of target sample deleted). Predicted value of … means that the mean of 0 Y is predicted using the same weights as used for the estimation of the effects. Concentration ratio of weights: Sum of the 10% largest weights divided by the sum of all weights *100. Y0 denotes 'insured monthly earnings' in CHF (used by the unemployment insurance to calculate unemployment benefits). Since Y0 is computed from the UE insurance data, they may not be perfectly comparable to the outcome variable that is calculated from the pension records. Earnings are coded as 0 if individuals receive a temporary wage subsidy, participate in a programme, or are unemployed. For the effects, bold letters in italics denote significance at the 1% level. Bold letters denote significance at the 5% level. Italics denote significance at the 10% level. Estimates for the same counterfactual mean outcome may differ across different comparisons because the common support is comparison specific. See also note below 
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