Let P λ := P λκ denote a Poisson point process of intensity λκ on [0, 1] 
1 Main results
Introduction
Here ξ(x, P λ ) represents the contribution from x, which in general, depends on P λ . It is often more natural to consider re-scaled statistics
Laws of large numbers, variance asymptotics, and asymptotic normality as λ → ∞ for such statistics are established in [6, 18, 19, 20, 22] with limits governed by the behavior of ξ at a point inserted into the origin of a homogeneous Poisson point process. The sums H ξ (P λ ) exhibit growth of order Vol d ((λ 1/d [0, 1]) d ) = λ, the ddimensional volume measure of the set carrying the scaled input λ 1/d P λ . This gives the limit theory for score functions of nearest neighbor distances, Voronoi tessellations, percolation and germ grain models [6, 18, 20] . Problems of interest sometimes involve R-valued score functions ξ of three arguments, with the third being a set M ⊂ R d of Hausdorff dimension (d − 1), and where scores ξ(λ 1/d x, λ 1/d P λ , λ 1/d M) vanish unless x is close to M. This gives rise to
Here M might represent the boundary of the support of κ or more generally, the boundary of a fixed body, as would be the case in volume and surface integral estimators. We show that modifications of the methods used to study (1.1) yield the limit theory of (1.2) , showing that the scaling is surface order, that is
The general limit theory for (1.2), as given in Section 1.2, yields variance asymptotics and central limit theorems for the Poisson-Voronoi volume estimator, answering questions posed in [17, 26] . We introduce a surface area estimator induced by Poisson-Voronoi tessellations and we use the general theory to obtain its consistency and variance asymptotics. Finally, the general theory yields the limit theory for the number of maximal points in random sample, including variance asymptotics and rates of normal convergence, extending [2] - [5] . See Section 2 for details. We anticipate further applications to germ-grain and continuum percolation models, but postpone treatment of this.
General results
We first introduce terminology, c.f. [6, 18, 19, 20, 22] where y := y x ∈ M is the closest point in M to x, t := t x ∈ R and u y is a fixed direction (see e.g. Thm 1G of [11] , [12] ); u y coincides with the unit outward normal to M at y when M ∈ M 2 (d). We write x = (y x , t x ) := (y, t) and shorthand (y, 0) as y when the context is clear. To avoid pathologies, we assume H Let ξ(x, X , M) be a Borel measurable R-valued function defined on triples (x, X , M), where X ⊂ R d is finite, x ∈ X , and M ∈ M(d). If x / ∈ X , we shorthand ξ(x, X ∪ {x}, M) as ξ(x, X , M). Let S := S(M) ⊂ [0, 1] d be the set of points admitting the unique representation (1.3) and put S ′ := {(y x , t x )} x∈S . If (y, t) ∈ S ′ , then we put ξ((y, t), X , M) = ξ(x, X , M) where x = y + tu y , otherwise we put ξ((y, t), X , M) = 0.
We assume ξ is translation invariant, i.e., for all z ∈ R d and input (x, X , M) we have ξ(x, X , M) = ξ(x + z, X + z, M + z). Given λ ∈ [1, ∞), define dilated scores ξ λ by ξ λ (x, X , M) : We now give three general limit theorems, proved in Sections 4 and 5. In Section 2 we use these results to deduce the limit theory for statistics arising in stochastic geometry. Let C(M) denote the set of functions on [0, 1] d which are continuous at all points y ∈ M. Let 0 y be a point at the origin of H y . Theorem 1.1 (Weak law of large numbers) Assume M ∈ M 2 (d) and κ ∈ C(M). If ξ is homogeneously stabilizing (1.6), satisfies the moment condition (1.8) for some p > 1, and is well approximated by P λ input on half-spaces (1.10), then
If ξ is homogeneously stabilizing (1.6), exponentially stabilizing (1.7), satisfies the moment condition (1.8) for some p > 2, and is well approximated by P λ input on half-spaces (1.10), then lim
Let N(0, σ 2 ) denote a mean zero normal random variable with variance σ 2 and let Φ(t) := P [N(0, 1) ≤ t], t ∈ R, be the distribution function of the standard normal. Theorem 1.3 (Rate of convergence to the normal) Assume M ∈ M(d). If ξ is exponentially stabilizing (1.7) and satisfies exponential decay (1.9) for some p > q, q ∈ (2, 3], then there is a finite constant c := c(d, ξ, p, q) such that for all λ ≥ 2
In particular, if σ 2 (ξ, M) > 0, then putting q = 3 yields a rate of convergence
is invariant under rotations of (x, X , M), then the limit µ(ξ, M) at (1.11) simplifies to 15) where (0, u) ∈ R d−1 × R. The limit (1.12) simplifies to
If, in addition, ξ is homogeneous of order γ in the sense that for all a ∈ (0, ∞) we have
we get that µ(ξ, M) further simplifies to
Similarly the variance limit σ 2 (ξ, M) simplifies to
we get that (1.11) and (1.13) respectively reduce to
(ii) (A scalar central limit theorem) Under the hypotheses of Theorems 1.2 and 1.3 we obtain as λ → ∞,
In general, separate arguments are needed to show strict positivity of σ 2 (ξ, M). 
Using that a.e. x ∈ [0, 1] d is a Lebesgue point for f , it may be shown this limit extends to f ∈ B([0, 1] d ) (Lemma 3.5 of [18] and Lemma 3.5 of [19] ). The limit (1.23) shows up in surface integral approximation as seen in Theorem 2.4 in Section 2.2.
Likewise, under the assumptions of Theorem 1.2 it may be shown for all
where
Finally, under the assumptions of Theorem 1.3, we get the rate of convergence (1.14) with
(v) (Comparison with [22] ) Theorem 1.3 is the surface order analog of Theorem 2.1 of [22] . Were one to directly apply the latter result to H ξ (P λ , M), one would get
, as is the case in Theorem 1.2, the right hand side of (1.24) is O((log λ) 3d+1 λ −(d+1)/2d ). The reason for this sub-optimal rate is that [22] considers sums of Θ(λ) non-negligible contributions ξ(x, P λ ), whereas here, due to condition (1.9), the number of non-negligible contributions is surface order, that is of order Θ(λ
In contrast with the present paper, [23] considers statistics
carried by M rather than [0, 1] d . In this set-up H ξ (Y n ) exhibits growth Θ(n).
Applications

Poisson-Voronoi volume estimators
Given P λ as in Section 1 and an unknown Borel set A ⊂ [0, 1] d , suppose one can determine which points in the realization of P λ belong to A and which belong to
How can one use this information to establish consistent statistical estimators of geometric properties of A, including Vol(A) and H d−1 (∂A)? Here and henceforth, we shorthand Vol d by Vol. In this section we use our general results to give the limit theory for a well-known estimator of Vol(A); the next section proposes a new estimator of H d−1 (∂A) and gives its limit theory as well. For X ⊂ R d locally finite and x ∈ X , let C(x, X ) denote the Voronoi cell generated by X and with center x. Given P λ and a Borel set A ⊂ [0, 1] d , the Poisson-Voronoi approximation of A is the union of Voronoi cells with centers inside A, namely
The set A λ was introduced by Khmaladze and Toronjadze [15] , who anticipated that A λ should well approximate the target A in the sense that a.s. lim λ→∞ Vol(A∆A λ ) = 0. This conjectured limit holds, as shown by [15] when d = 1 and by Penrose [18] for all d = 1, 2, .... Additionally, if P λ is replaced by a homogeneous Poisson point process on R d of intensity λ, then Vol(A λ ) is an unbiased estimator of Vol(A) (cf. [26] ), rendering A λ of interest in image analysis, non-parametric statistics, and quantization, as discussed in Section 1 of [15] as well as Section 1 of Heveling and Reitzner [17] .
Heuristically, Vol( 
. This adds to Schulte [28] , who for κ ≡ 1 and A compact, convex, shows that
We obtain analogous limits for Vol(A∆A λ ). In addition to the standing assumption ||κ|| ∞ < ∞, we assume everywhere in this section that κ is bounded away from zero on [0, 1] d .
The rate of convergence is uninformative without lower bounds on VarVol(A λ ) and VarVol(A∆A λ ). Schulte [28] shows VarVol(A λ ) = Ω(λ −(d+1)/d ) when A is compact and convex. The next result provides lower bounds when ∂A contains a smooth subset. For locally finite X ⊂ R d , x ∈ X , define the scores
In view of limits such as (1.16) we need to define scores on hyperplanes R d−1 . We thus put
3) 
Combining the above results gives the following central limit theorem for Vol(A λ )− Vol(A); identical results hold for Vol(A∆A λ ) − E Vol(A∆A λ ). 
. The binomial-Voronoi approximation of A is A n := X i ∈A C(X i , X n ). The above theorems extend to binomial input as follows. 
and as n → ∞,
Remarks. 
, where c d is an explicit constant depending only on dimension. This remarkable result, based on covariograms, holds with no other assumptions on A. Theorem 2.2 and Corollary 2.1 hold for ∂A not necessarily in M 2 (d); see [29] .
Poisson-Voronoi surface integral estimators
We show that the surface area of A λ , when corrected by a factor independent of A, consistently estimates H d−1 (∂A) and that it satisfies the limits in Theorems 1.1-1.3. Given X locally finite and a Borel subset A ⊂ R d , define for x ∈ X ∩ A the area score α(x, X , ∂A) to be the H d−1 measure of the (d − 1)-dimensional faces of C(x, X ) belonging to the boundary of w∈X ∩A C(w, X ); if there are no such faces or if x / ∈ X ∩ A, then set α(x, X , ∂A) to be zero. Similarly, for x ∈ X ∩ R
The surface area of A λ is then given by x∈P λ α(x, P λ , ∂A). We might expect that the statistic λ
consistently estimates the surface integral ∂A f (x)H d−1 (dx). Provided that one introduces a universal correction factor which is independent of the target A, this turns out to be the case, as seen in the next theorem. Define µ(α, d) and ν(α, d) by putting ξ to be α in (1.17) and (1.19), respectively.
Remarks. (i) (Extensions) Assuming only ∂A ∈ M(d), it follows from Theorem 1.3 and the upcoming proof of Theorem 2.4 that
with
(ii) (Related work) Using the Delaunay triangulation of P λ , [14] introduces an a.s. consistent estimator of surface integrals of possibly non-smooth boundaries. The limit theory for the Poisson-Voronoi estimator H α (P λ , ∂A) extends to non-smooth ∂A as in [29] .
Maximal points
Let K ⊂ R d be a cone with non-empty interior and apex at the origin of
Maximal points feature in various disciplines. They are of broad interest in computational geometry; see books by Preparata and Shamos [25] , Chen et al. [8] . Maximal points appear in pattern classification, multi-criteria decision analysis, networks, data mining, analysis of linear programming, and statistical decision theory; see Ehrgott [10] , Pomerol and Barba-Romero [24] . In economics, when K = (R + ) d , the maximal layer and K are termed the Pareto set and Pareto cone, respectively; see Sholomov [27] for a survey on Pareto optimality.
Next let κ be a density having support
, which are bounded away from zero and negative infinity;
, and |F | ≤ 1. Let P λ := P λκ and
as above. Using Theorems 1.1-1.3, we deduce laws of large numbers, variance asymptotics, and central limit theorems for
When x = (y, t), y ∈ ∂A, we write
where H + (y, ∂A) is the half-space containing 0 and with hyperplane H(y, ∂A).
To simplify the presentation, we take K = (R + ) d , but the results extend to general cones. Recalling definitions (1.11) and (1.12) we have the following results.
Theorem 2.5 If κ ∈ C(∂A) and if κ is bounded away from 0 on A then
and lim
Moreover, as λ → ∞, we have
Identical limits hold with
Remarks (i) (Related expectation and variance asymptotics) Formula (2.10) is new for all dimensions d, whereas formula (2.9) is new for d > 2. For d = 2, (2.9) extends work of Devroye [9] , who treats the case κ ≡ 1. Barbour and Xia [3, 4] establish growth rates for Var[M K (P λ )] but do not determine limiting means or variances for d > 2. Hwang and Tsai [13] 
(ii) (Related central limit theorems) Using Stein's method, Barbour and Xia [3, 4] show for d = 2, κ uniform, and
tends to a standard normal. Assuming differentiability conditions on F , they find rates of normal convergence of M K (X n ) and M K (P λ ) with respect to the bounded Wasserstein distance [3] and the Kolmogorov distance [4] , respectively. Their work adds to Bai et al. [2] , which for K = (R + ) 2 establishes variance asymptotics and central limit theorems when κ is uniform on a convex polygonal region, and Baryshnikov [5] , who proves a central limit theorem under general conditions on ∂A, still in the setting of homogeneous point sets.
(iii) (Related results) Parametrizing points in R d with respect to a fixed (d − 1)-dimensional plane H 0 , the preprint [7] obtains expectation and variance asymptotics for M K (P λ ) and M K (X n ), with limits depending on an integral over the projection of ∂A onto H 0 . By comparison, the limits in Theorem 2.5 follow straightforwardly from the general limit theorems and exhibit an explicit dependence on the graph of F , i.e., ∂A. Preprint [7] uses cumulants to show asymptotic normality without delivering the rate of convergence offered by Theorem 1.3.
(iv) (Extensions) Separate analysis is needed to extend Theorem 2.5 to spherical boundaries
Navigation in Poisson-Voronoi tessellations
Put κ ≡ 1. Let X ⊂ R 2 be locally finite and let r(t), 0 ≤ t ≤ 1, be a
2 . Let V C := V C (X ) be the union of the Voronoi cells C(x, X ) meeting C. Order the constituent cells of V C according to the 'time' at which r(t) first meets the cells. Enumerate the cells as
The piecewise linear path joining the nodes x 1 , ..., x N is a path C(X ) whose length |C(X )| approximates the length of C. The random path C(P λ ) has been studied in e.g.
Bacelli et al. [1] , which restricts to linear C. For all x ∈ X define the score ρ(x, X , C) := one half the sum of lengths of edges incident to x in C(X ) if x ∈ C(X ) 0 otherwise.
Then the path length |C(P λ )| satisfies
We claim that the score ρ satisfies the conditions of Theorems 1.1-1.3 and that therefore the limit theory of |C(P λ )| may be deduced from these general theorems, adding to [1] . Likewise, using the Delaunay triangulation of P λ , one can find a unique random pathC λ (P λ ) whose edges meet C and belong to the triangulation of P λ , with length
wherẽ ρ(x, P λ , C) := one half the sum of lengths of edges incident to x if x ∈C λ (P λ ) 0 otherwise. Theorems 1.1-1.3 provide the limit theory for |C λ (P λ )|.
Auxiliary results
We give three lemmas pertaining to the re-scaled scores ξ λ , λ > 0, defined at (1.4).
Assume that ξ is homogeneously stabilizing, satisfies the moment condition (1.8) for p > 1 and is well approximated by P λ input on halfspaces (1.10). Then for almost all y ∈ M, all u ∈ R, and all x ∈ R d ∪ ∅ we have
We first show for almost all y ∈ M that there exist coupled realizations P ′ λ and H ′ κ(y) of P λ and H ′ κ(y) , respectively, such that for u ∈ R and x ∈ R d , we have as λ → ∞
By translation invariance of ξ we have
By the half-space approximation assumption (1.10) we need only show for almost all y ∈ M that there exist coupled realizations P
This however follows from the homogeneous stabilization of ξ and the continuous mapping theorem; see Lemmas 3.2 and 3.2 of [18] , which proves this assertion for the more involved case of binomial input.Thus (3.2) holds and Lemma 3.1 follows from uniform integrability of ξ λ ((y,
, which follows from the moment condition (1.8).
Assume that ξ is homogeneously stabilizing, satisfies the moment condition (1.8) for p > 2, and is well approximated by P λ input on halfspaces (1.10). Given y ∈ M, x ∈ R d and u ∈ R, put
, H y ), and
Then for almost all y ∈ M we have lim λ→∞ E X λ Y λ = E XY.
Proof. By the moment condition (1.8), the sequence X 
Lemma 3.2 follows since sup λ>0 ||Y λ || 2 < ∞ and ||X|| 2 < ∞.
The next result quantifies the exponential decay of correlations between scores on re-scaled input separated by Euclidean distance ||x||.
Let ξ be exponentially stabilizing (1.7) and assume the moment condition (1.8) holds for some p > 2. Then there is a c 0 ∈ (0, ∞) such that for all w, x ∈ R d and λ ∈ (0, ∞), we have
Proof. See the proof of Lemma 4.2 of [19] or Lemma 4.1 of [6] .
4 Proofs of Theorems 1.1-1.2
Roughly speaking, putting x = ∅ in (3.1) and integrating (3.1) over y ∈ M and u ∈ R, we obtain expectation convergence of λ
The details go as follows.
Proof of Theorem 1.1. We first prove L 2 convergence. Recall the definitions of H ξ (P λ , M) and µ(ξ, M) at (1.2) and (1.11), respectively. In view of the identity
it suffices to show lim
To show (4.1), we first write
3) the parametrization x = y + tu y , with u y the unit outward normal to M at y. The Jacobian of the map h :
Given y ∈ M, let N y be the set of points in [0, 1] d with parametrization (y, t) for some t ∈ R. Define T y := {t ∈ R : (y, t) ∈ N y }. This gives t) )|κ((y, t))dtdy.
By Lemma 3.1, for almost all y ∈ M and u ∈ R we have
By (1.8), for y ∈ M, u ∈ R, and λ ∈ (0, ∞), the integrand in (4) is bounded by G ξ,1 (|u|)||J h || ∞ ||κ|| ∞ , which is integrable with respect to the measure dudy. Therefore by the dominated convergence theorem, the limit λ 1/d T y ↑ R, the continuity of κ, and (4.4), we obtain (4.1), namely
To show (4.2), we note
The first integral goes to zero, since sup λ>0 λ
As λ → ∞, this tends to µ(ξ, M) 2 by independence, proving the asserted L 2 convergence of Theorem 1.1.
To prove L 1 convergence we follow a truncation argument similar to that for the proof of Proposition 3.2 in [21] . Given K > 0, we put
Then ξ K is homogenously stabilizing and uniformly bounded and therefore by the first part of this proof we get
Also, following the arguments around (4) we have
This expected difference tends to zero as K → ∞, because the moments condition (1.8) with p > 1 implies that |ξ λ ((y,
Proof of Theorem 1.2. We have
For a fixed (y, t) ∈ M × R, parametrize points x ∈ [0, 1] d by x y := (z y , s y ), where z y ∈ H y and s y ∈ R. Given (y, t) ∈ [0, 1] d and z y ∈ H y , let S zy := S zy,t := {s y ∈ R :
y∈M Ty Zy Sz y {...}|J h ((y, t))|κ((y, t))κ((y, t) + (z y , s y ))ds y dz y dtdy, where
As in the proof of Theorem 1.1, the first integral in (4.6) converges to
In the second integral in (4.6) we let
These substitutions transform the multiplicative factor
|J h ((y, t))|κ((y, t))κ((y, t) + (z y , s y ))
they transform the differential λ 1+1/d ds y dz y dtdy into dsdzdudy, and, lastly, they transform (recalling x y = (z y , s y )) the covariance term {...} into
The factor at (4.8) is bounded by ||J h || ∞ ||κ|| 2 ∞ and converges to κ(y) 2 , as λ → ∞. By Lemma 3.2, for almost all y ∈ M, the covariance term {...} ′ at (4) converges to
By Lemma 3.3 as well as (1.8), the factor {...} ′ is dominated by an integrable function of (y, u, x y ) ∈ M × R × R d . By dominated convergence, together with the set limits
which is finite. Combining (4.7) and (4.10) we obtain Theorem 1.2.
5 Proof of Theorem 1.3
We shall first prove that Theorem 1.3 holds when T λ is replaced by a version T ′ λ on input concentrated near M. To show asymptotic normality of T ′ λ , we follow the set-up of [22] , which makes use of dependency graphs, allowing applicability of Stein's method. We show that T ′ λ is close to T λ , thus yielding Theorem 1.3. This goes as follows.
Put 
where N i is an independent Poisson random variable with parameter
We may thus write
j=1 , where for 1 ≤ i ≤ W , we have X ij are i.i.d. on Q i with density
Then by definition of W , N i , and X ij , we may writẽ
As in [22] , it is useful to consider a version T ′ λ ofT λ which has more independence between summands. This goes as follows. For all 1 ≤ i ≤ W and all j = 1, 2, ..., recalling the definition (1.7), let R ij := R ξ (X ij , P λ , M) denote the radius of stabilization of ξ at X ij if 1 ≤ j ≤ N i and otherwise let R ij be zero. Put E ij := {R ij ≤ ρ λ }, let
and define
For all 1 ≤ i ≤ W define
Note that S i and S j are independent if d(
We aim to show that T ′ λ closely approximates T λ , but first we show thatT λ closely approximates T λ .
Thus by (1.8) and (1.9), for large
, another application of the Cauchy-Schwarz inequality gives
Combining (5.5) and (5.6) gives (5.4).
Lemma 5.2
Assume that ξ satisfies the moment conditions (1.8) and (1.9) for some p > q, q ∈ (2, 3]. For β large we have
and 
, and then using ||T Now we are ready to prove Theorem 1.3. Since (1.14) trivially holds for large enough λ when VarT λ < 1, we may without loss of generality assume VarT λ ≥ 1.
As in [22] , we define a dependency graph
. The set V λ consists of the cubes Q 1 , ..., Q V and edges (Q i , Q j ) belong to E λ iff d(Q i , Q j ) < 2λ −1/d ρ λ . Using Stein's method in the context of dependency graphs, we adapt the proof in [22] to show the asymptotic normality of S λ , λ → ∞, and then use this to show the asymptotic normality of T λ , λ → ∞. In [22] we essentially replace the term
, and instead of (4.16) and (4.17) of [22] , we use (5.7) and (5.8). Note that for p > q, q ∈ (2, 3], we have
). We sketch the argument as follows. Let c denote a generic constant whose value may change at each occurrence. Following Section 4.3 of [22] verbatim up to (4.18) gives, via Lemma 4.1 of [22] , with p > q, q ∈ (2, 3] and θ := c(Var[T
where we use Var[T [22] , with V (λ) there replaced by W . Recall that q ∈ (2, 3] with p > q. Making use of (5.7), this gives the analog of (4.20) of [22] . In other words, this gives a constant c depending on d, ξ, p, and q such that for all λ ≥ 2 the inequality (5.9) becomes
By [6, 19] , we have VarT λ = O(λ) and so cλ −2 is negligible with respect to the first term on the right hand side of (5.10).
Finally we replace VarT ′ λ by VarT λ on the left-hand side of (5.10). As in [22] we have by the triangle inequality
We have
Let φ := Φ ′ be the density of Φ. Following the analysis after (4.21) of [22] , we get
This gives (1.14) as desired.
Proofs of Theorems 2.1-2.5
We first give a general result useful in proving versions of Theorems 1.1-1.3 for binomial input. Say that ξ is binomially exponentially stabilizing with respect to the pair
, and moreover the tail probabilityτ (t) :
Let ξ be exponentially stabilizing (1.7), binomially exponentially stabilizing (6.1), and assume the moment conditions (1.8) and (1.9) hold for some p > 2. If there is constant c 1 ∈ (0, ∞) such that 2) and if N(n) is an independent Poisson random variable with parameter n, then
As in the proof of Theorem 1.3, put s n := β log n/n
, and β is a constant to be determined. Consider the event F n,2 such that for all 1 ≤ i ≤ n + 1, we have ξ n (X i , X n , M) = ξ n (X i , X n ∩ B s(n) (X i ), M). By binomial exponential stabilization (6.1) and for β large enough, we have
. Define for all n = 1, 2, ...
As in Lemma 5.1, for β large we have the generous bounds
Therefore, to show (6.3), it is enough to show
we thus have
2 ). We deduce there is a c 3 such that on F n,1 ∩ F n,2 ∩ F n,3 and all integers l ∈ {1, ..., n}
To show (6.5) we shall show
To show (6.7), write
It is thus enough to show
since the last two terms in (6.8) are then O((log n)
There is a coupling of B(n, s n ) and N(n · s n ) such that
. By (6.6) we have
For random variables U and Y we have ||UY ||
Combining (6.10)-(6.11) yields (6.9) as desired:
Proof of Theorem 2.1. Recalling the definition of ν − at (2.2) we have 12) where the last equality follows from (1.5). Therefore
It is therefore enough to show that ν − and ν + satisfy the conditions of Theorem 1.3. We show this for ν − ; similar arguments apply for ν + . Write ν for ν − in all that follows.
As seen in Lemma 5.1 of [18] , when κ is bounded away from 0 and infinity, the functionalν(x, X ) := Vol(C(x, X )) is homogeneously stabilizing and exponentially stabilizing with respect to P λ . Identical arguments show that ν is homogeneously stabilizing and exponentially stabilizing with respect to (P λ , ∂A). The arguments in [18] may be adapted to show that ν satisfies the p-moment condition (1.8), and we provide the details. For all y ∈ ∂A, z ∈ R d , u ∈ R we have
has finite moments of all orders, uniformly in y and z [16] . It may be seen that
] decays exponentially fast in u, uniformly in y and z (see e.g. Lemma 2.2 of [16] ), giving condition (1.8). The Cauchy-Schwarz inequality gives exponential decay (1.9) for ν.
Thus ν := ν − satisfies all conditions of Theorem 1.3 and therefore recalling (6.12), the first part of Theorem 2.1 follows. The second part of Theorem 2.1 follows from identical arguments involving ν := ν + .
Proof of Theorem 2.2. As seen above, ν is homogeneously and exponentially stabilizing with respect to (P λ , ∂A). It remains only to establish that ν is well approximated by P λ input on half-spaces (1.10) and we may then deduce the second part of Theorem 2.2 from Theorem 1.2. This goes as follows. Fix ∂A ∈ M 2 (d), y ∈ ∂A. Translating y to the origin, letting P λ denote a Poisson point process on [0, 1] d − y, letting ∂A denote ∂A − y, and using rotation invariance of ν, it is enough to show for all w ∈ R d that
Without loss of generality, we assume, locally around the origin, that ∂A ⊂ R 
It is therefore enough to show for all
We first assume w ∈ R d−1
− ; the arguments with w ∈ R d−1 + are nearly identical. Moreover, we may assume w ∈ λ 1/d A for λ large. Consider the (possibly degenerate) solid
Since ∂A is C 2 , the solid ∆ λ (w) has maximal 'height' o((||w|| + 2β log λ)λ −1/d ) with respect to the hyperplane R d−1 . It follows that
On the event E(λ, w), the difference of the volumes C(w, λ
which gives (6.15) and thus the variance asymptotics follow. We next prove the first part of Theorem 2. 
, if necessary, we obtain a collectionQ 1 , ...,Q M of disjoint cubes (with faces not necessarily parallel to a coordinate plane) such that
• Γ contains the center of eachQ i , here denoted
By the C 1 property, Γ is well approximated locally around each x i by a hyperplane H i tangent to Γ at x i . Making a further rotation of Q i , if necessary, we may assume that H i partitionsQ i into congruent rectangular solids.
Write ν for ν − . We now exhibit a configuration of Poisson points P λ which has strictly positive probability, for which λ Re-labeling if necessary, let I := {1, ..., K} be the indices of cubesQ i having properties (a)-(c). It is easily checked that the probability a givenQ i satisfies property (a) is strictly positive, uniform in λ. This is also true for properties (b)-(c), showing that
Without loss of generality we may assume that A contains B ǫ/20 (x i − ǫ 10
Let F λ be the sigma algebra determined by the random set I, the positions of points of P λ in all boundary subcubes, and the positions of points P λ in Q c . Given F λ , properties (a) and (c) imply that Vol(C(w i , P λ )) = Ω(ǫ d ). Simple geometry shows that when
On the other hand, when w i ∈ B ǫ/20 (x i + ǫ 10 n i ), then there is no contribution to A λ . Moreover, in either case, the volume contribution to A λ arising from points of P λ in the boundary subcubes is modified by o(ǫ d ) regardless of the position of w i . Conditional on F λ , and using that w i is equally likely to belong to either ball, it follows that Vol(A λ ∩Q i ) has variability Ω(ǫ
By the conditional variance formula
Given F λ , the Poisson-Voronoi tessellation of P λ admits variability only inside Q, that is Vol(A λ ∩ Q c ) is constant. Thus
since, given F λ , Vol(A λ ∩Q i ), i ∈ I, are independent. By (6.17) and (6.18), we have
concluding the proof of Theorem 2.2 when ν is set to
(a') the 'boundary subcubes', each contain at least one point from P λ ,
n i ) consists of a singleton, say w i , and
consists of a singleton, say z i , (d') P λ puts no other points inQ i .
Let I
′ := {1, ..., K ′ } be the indices of cubesQ i having properties (a')-(d'). Let F λ be as above, with I replaced by I ′ . It suffices to notice that on F λ , we have
¿From this we may deduce the analog of (6.18), namely
and follow the above arguments nearly verbatim. This concludes the proof when ν is set to ν + .
Proof of Theorem 2.3. For any ∂A we have |ν
Modifications of Lemma 2.2 of [16] show that with probability at least
, that is to say ν ± satisfies (6.2). The discussion in section 6.3 of [19] shows that the functionals ν + and ν − are binomially exponentially stabilizing as at (6.1). Theorem 2.3 follows from Lemma 6.1, Theorems 2.1 -2.2, and Corollary 2.1.
Proof of Theorem 2.4. It suffices to show that the functional α defining the statistics (2.4) satisfies the conditions of Theorems 1.1 and 1.2 and then apply (1.20) and (1.21) to the statistic (2.4) to obtain (2.5) and (2.6), respectively. To do this, we shall follow the proof that the volume functional ν defined at (2.2) satisfies these conditions. The proof that α is homogeneously stabilizing and satisfies the moment condition (1.8) follows nearly verbatim the proof that ν satisfies these conditions, where we only need to replace the factor
To show that α is well-approximated by P λ input on half-spaces (1.10), by moment bounds on α and the Cauchy-Schwarz inequality, it is enough to show the analog of (6.15), namely for all 19) where E(λ, w) is at (6.14) . Recalling the definition of ∆ λ (w) at (6.16), define
Since the intensity measure of λ 1/d P λ is upper bounded by ||κ|| ∞ , we have
On the event E(λ, w)∩E 0 (λ, w), the scores α(w,
Indeed, on this event it follows that f is face of the boundary cell C(w, λ On the other hand, since
and since by (6.20) we have
, it follows by the CauchySchwarz inequality that as λ → ∞,
Therefore (6.19) holds and so α is well-approximated by P λ input on half-spaces and α satisfies all conditions of Theorems 1.1 and 1.2. This proves statements (2.5)-(2.6). Note that (2.7) follows from (1.23), proving Theorem 2.4. To show these limits hold when Poisson input is replaced by binomial input X n we shall show that α satisfies the conditions of Lemma 6.1. Notice that
) with probability at least 1−n −D−1 , that is α satisfies condition (6.2), where D = 2/(1 − 1/p). The arguments in Section 6.3 of [19] may be modified to show that α is binomially exponentially stabilizing as at (6.1), and therefore by Lemma 6.1, the limits (2.5)-(2.7) hold for input X n , as asserted in Remark(i) following Theorem 2.4.
Proof of Theorem 2.5. Orient ∂A so that points (y, t) ∈ A, have positive t coordinate. Notice that ζ satisfies the decay condition (1.9) for all p ∈ [1, ∞). Indeed, for all z ∈ R d ∪ ∅, y ∈ ∂A, u ∈ (−∞, ∞), and λ ∈ (0, ∞), we have |ζ λ ((y, λ −1/d u), P λ ∪ z, ∂A)| ≤ 1((K ⊕ (y, λ −1/d u)) ∩ A ∩ P λ = ∅). decays exponentially fast in |u| ∈ (0, ∞), uniformly in y ∈ ∂A and λ ∈ (0, ∞) and therefore (1.9) holds for all p ∈ [1, ∞). To see that ζ is homogeneously stabilizing as at (1.6), we argue as follows. Without loss of generality, let 0 belong to the half-space H with hyperplane H, as otherwise ζ(0, H τ , H) = 0. Now ζ(0, H τ , H) is insensitive to point configurations outside K ∩ H and so R ζ (H τ , H) := diam(K ∩ H) is a radius of stabilization for ζ. To show exponential stabilization of ζ as at (1.7), we argue similarly. By definition of maximality, ζ λ (x, P λ , ∂A) is insensitive to point configurations outside (K ⊕ x) ∩ A. In other words, ζ(λ 1/d x, λ 1/d P λ , λ 1/d ∂A) is unaffected by point configurations outside
Let R(x) := R ζ (x, P λ , ∂A) be the distance between λ 1/d x and the nearest point in and point configurations outside B R (x) do not modify ζ, since maximality of x is preserved. Thus R(x) := R ζ (x, P λ , ∂A) is a radius of stabilization for ζ at x, it decays exponentially fast by (6.22) , and (1.7) holds.
It remains to show that ζ is well-approximated by P λ input on half-spaces (1.10). As with the Poisson-Voronoi functional, it is enough to show the convergence (6.15), with ν replaced by ζ there. However, since ζ is either 0 or 1, we have that (6.15) is bounded by the probability of the event that λ 1/d P λ puts points in the region ∆ λ (w) defined at (6.16) . However this probability tends to zero as λ → ∞, since the complement probability satisfies This gives the required analog of (6.15) for ζ and so ζ λ satisfies (1.10), which was to be shown. Thus Theorem 2.5 holds for Poisson input P λ , where we note σ 2 (ζ, ∂A) ∈ (0, ∞) by Theorem 4.3 of [3] . Straightforward modifications of the above arguments show that ζ is binomially exponentially stabilizing as at (6.1). Now |ζ| ≤ 1, so ζ trivially satisfies (6.2) . Therefore by Lemma 6.1, Theorem 2.5 holds for binomial input X n .
This completes the proof of Theorem 2. More generally, in d > 2, assume that F is continuously differentiable with partials which are negative and bounded away from 0 and −∞. Let y ∈ ∂A be given by y = (v, F (v)), v ∈ D, and put F i := ∂F/∂v i . Then for u ∈ (0, ∞) we have E ζ((0 y , u), H 1 , H y ) = exp 
that is to say (2.9) holds.
