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EQUIVALENCE OF DOMAINS WITH ISOMORPHIC
SEMIGROUPS OF ENDOMORPHISMS
SERGEI MERENKOV
Abstract. For two bounded domains Ω1, Ω2 in C whose semi-
groups of analytic endomorphisms E(Ω1), E(Ω2) are isomorphic
with an isomorphism ϕ : E(Ω1) → E(Ω2), Eremenko proved in
1993 that there exists a conformal or anticonformal map ψ : Ω1 →
Ω2 such that ϕf = ψ ◦ f ◦ ψ−1, for all f ∈ E(Ω1).
In the present paper we prove an analogue of this result for the
case of bounded domains in Cn.
1. Introduction
A classical theorem of L. Bers says that every C-algebra isomorphism
H(A)→ H(B) of algebras of holomorphic functions in domains A and
B in the complex plane has the form f 7→ f ◦ θ, where θ : B → A
is a conformal isomorphism, or f 7→ f ◦ θ with anticonformal θ. In
particular, the algebras H(A) and H(B) are isomorphic if and only if
the domains A and B are conformally equivalent. H. Iss’sa [9] obtained
a similar theorem for fields of meromorphic functions on Stein spaces.
A good reference for these results is [5].
Likewise, a question of recovering a topological space from the al-
gebraic structure of its semigroup of continuous self-maps has been
extensively studied [12].
In 1990, L. Rubel asked whether similar results hold for semigroups
(under composition) E(D) of holomorphic endomorphisms of a do-
main D. A. Hinkkanen constructed examples [6] which show that even
non-homeomorphic domains in C can have isomorphic semigroups of
endomorphisms. The reason is that the semigroup of endomorphisms
of a domain can be too small to characterize this domain.
However, in 1993, A. Eremenko [4] proved that for two Riemann
surfaces D1, D2, which admit bounded nonconstant holomorphic func-
tions, and such that the semigroups of analytic endomorphisms E(D1)
and E(D2) are isomorphic with an isomorphism ϕ : E(D1)→ E(D2),
there exists a conformal or anticonformal map ψ : D1 → D2 such that
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ϕf = ψ ◦ f ◦ ψ−1, for all f ∈ E(D1). In the present paper we inves-
tigate the analogue of this result for the case of bounded domains in
C
n. The theorems of Bers and Iss’sa, mentioned above, do not extend
to arbitrary domains in Cn.
For a bounded domain Ω in Cn we denote by E(Ω) the semigroup
of analytic endomorphisms of Ω under composition. In what follows,
we say that a map is (anti-) biholomorphic, if it is biholomorphic or
antibiholomorphic. We prove the following theorem.
Theorem 1. Let Ω1, Ω2 be bounded domains in C
n, Cm respectively,
and suppose that there exists ϕ : E(Ω1) → E(Ω2), an isomorphism
of semigroups. Then n = m and there exists an (anti-) biholomorphic
map ψ : Ω1 → Ω2 such that
(1) ϕf = ψ ◦ f ◦ ψ−1, for all f ∈ E(Ω1).
The existence of a homeomorphism ψ satisfying (1) follows from
simple general considerations (Section 2). The hard part is proving that
ψ is (anti-) biholomorphic. In dimension 1 this is done by linearization
of holomorphic germs of f ∈ E(Ω) near an attracting fixed point.
In several dimensions such linearization theory exists ([1], pp. 192–
194), but it is too complicated (many germs with an attracting fixed
point are non-linearizable, even formally). In Sections 3, 4 we show
how to localize the problem. In Sections 5, 6 we describe, using only
the semigroup structure, a large enough class of linearizable germs.
Linearization of these germs permits us to reduce the problem to a
matrix functional equation, which is solved in Section 7. In Section 8
we complete the proof that ψ is (anti-) biholomorphic.
Theorem 1 can be slightly generalized, namely one may assume that
ϕ is an epimorphism. In Section 9 we prove the following theorem.
Theorem 2. If ϕ : E(Ω1)→ E(Ω2) is an epimorphism between semi-
groups, where Ω1, Ω2 are bounded domains in C
n, Cm respectively,
then ϕ is an isomorphism.
The author is grateful to A. Eremenko for his guidance and numerous
suggestions concerning the paper. He also thanks L. Avramov, S. Bell
and A. Gabrielov for valuable discussions and their interest in this
work.
2. Topology
For a bounded domain Ω in Cn we denote by C(Ω) the subsemigroup
of E(Ω) consisting of constant maps. An endomorphism cz is constant
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if it sends Ω to a point z ∈ Ω. The subset C(Ω) ⊂ E(Ω) can be
described using only the semigroup structure as follows:
(2) c ∈ C(Ω) iff ∀(f ∈ E(Ω)), (c ◦ f = c).
It is clear that we have a bijection between constant endomorphisms
of Ω and points of this domain as a set: to each z corresponds a unique
cz ∈ C(Ω) and vice versa, so we can identify the two. Under this
identification, a subset of Ω corresponds to a subsemigroup of C(Ω).
Having defined points of a domain in terms of its semigroup structure
of analytic endomorphisms, we can construct a map ψ between Ω1 and
Ω2 as follows
(3) ψ(z) = w iff ϕcz = cw.
So defined, ψ satisfies (1). Indeed, let f ∈ E(Ω1), f(z) = ζ . This is
equivalent to
(4) f ◦ cz = cζ .
Applying ϕ to both sides of (4) we have
(5) ϕf ◦ cψ(z) = cψ(ζ).
But (5) is equivalent to ϕf(ψ(z)) = ψ(ζ) = ψ(f(z)), which is (1).
We describe the topology of a domain Ω using its injective endomor-
phisms. A map f ∈ E(Ω) is injective if and only if
∀(c′ ∈ C(Ω)) ∀(c′′ ∈ C(Ω)), ((f ◦ c′ = f ◦ c′′)⇒ (c′ = c′′)).
We denote the class of injective endomorphisms of Ω by Ei(Ω). For
every f ∈ Ei(Ω), fi(Ω) is open [2]. The family {f(Ω), f ∈ Ei(Ω)}
of subsets of Ω forms a base of topology, because every z ∈ Ω has a
neighborhood f(Ω), where f(ζ) = z + λ(ζ − z), f belongs to Ei(Ω) for
every λ such that |λ| is small.
To summarize, we described subsets of Ω and the topology on it using
only the semigroup structure of E(Ω). Since this is so, the semigroup
structure also defines the notions of an open set, closed set, compact
set, closure of a set.
Now we can easily prove continuity of the map ψ constructed above.
Indeed, let g(Ω2), g ∈ Ei(Ω2) be a set from the base of topology of
Ω2. We take f = ϕ
−1g. Then f ∈ Ei(Ω1) and ψ
−1(g(Ω2)) = f(Ω1),
which proves that ψ is continuous. Since ϕ is an isomorphism, the
same argument works to prove that ψ−1 is also continuous, and thus ψ
is a homeomorphism.
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Therefore the domains Ω1, Ω2 are homeomorphic, and hence [8] they
have the same dimension, i. e. n = m.
3. Localization
We need the following lemma.
Lemma 1. Suppose H is a semigroup with identity, and f an element
of H with the following two properties:
(i) hf = fh, for every h in H;
(ii) h1f = h2f implies h1 = h2, for every h1 and h2 in H.
Then there exists a semigroup Sf and a monomorphism i : H → Sf ,
such that i(f) is invertible in Sf and commutes with all elements of Sf .
Moreover, the semigroup Sf satisfies the following universal property:
for every semigroup S1 with a monomorphism i1 : H → S1 such that
i1(f) is invertible in S1 and commutes with all elements of S1, there
exists a unique monomorphism iˆ1 : Sf → S1 such that i1 = iˆ1 ◦ i.
Remark 1. Uniqueness of iˆ1 implies that the semigroup Sf with the
universal property is unique up to an isomorphism.
Proof. We construct Sf as follows. First we consider formal ex-
pressions of the form hfk, where h ∈ H and k is an integer (may be
positive, negative or zero). Then we define a multiplication on this set:
h1f
k1 ∗ h2f
k2 = h1h2f
k1+k2. Next we consider a relation on the set of
formal expressions: h1f
k1 ∼ h2f
k2 if k1 ≤ k2 and h1 = h2f
k2−k1 in H ,
or k2 ≤ k1 and h2 = h1f
k1−k2 in H . It is easy to verify that this is an
equivalence relation and it is compatible with the operation ∗; that is,
x ∼ y, u ∼ v implies x ∗ u ∼ y ∗ v.
Lastly, let Sf be the set of equivalence classes with the binary opera-
tion induced by ∗. For Sf to be a semigroup, we need to show that the
binary operation ∗ is associative. Let h1f
k1 ∼ h′1f
k′
1, h2f
k2 ∼ h′2f
k′
2
and h3f
k3 ∼ h′3f
k′
3. We need to show that (h1f
k1 ∗ h2f
k2) ∗ h3f
k3 ∼
h′1f
k′
1 ∗ (h′2f
k′
2 ∗ h′3f
k′
3). By the definition of the operation ∗, the last
equivalence is the same as h1h2h3f
k1+k2+k3 ∼ h′1h
′
2h
′
3f
k′
1
+k′
2
+k′
3. Assum-
ing that k1 + k2 + k3 ≤ k
′
1 + k
′
2 + k
′
3, we have essentially one possibility
to consider (the others are either similar or trivial): k1 ≤ k
′
1, k2 ≤
k′2, k
′
3 ≤ k3. In this case h1h2h3f
k3−k
′
3 = h′1h
′
2h
′
3f
k′
1
−k1+k′2−k2. Now we
can use the cancellation property (ii) to get the desired equivalence.
The semigroup H is embedded into Sf via i : h 7→ [hf
0]. The
element i(f) = [idf ], where id is the identity in H , is invertible in Sf
with the inverse [idf−1]. Clearly, [idf ] commutes with all elements of
Sf .
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Now, suppose that S1, i1 : H → S1 is a semigroup and a monomor-
phism, such that i1(f) is invertible in S1 and commutes with all ele-
ments of S1. Then we define
iˆ1([hf
k]) = i1(h)(i1(f))
k.
This definition does not depend on a representative of [hfk]. Indeed,
suppose h1f
k1 ∼ h2f
k2 and assume k1 ≤ k2. Then h1 = h2f
k2−k1 , and
thus i1(h1) = i1(h2)i1(f)
k2−k1 . Hence i1(h1)i1(f)
k1 = i1(h2)i1(f)
k2.
So defined, iˆ1 is a homomorphism:
iˆ1([h1f
k1][h2f
k2]) = iˆ1([h1h2f
k1+k2])
= i1(h1h2)i1(f)
k1+k2 = i1(h1)i1(h2)i1(f)
k1i1(f)
k2
= i1(h1)i1(f)
k1i1(h2)i1(f)
k2 = iˆ1([h1f
k1])ˆi1([h2f
k2 ]).
The relation iˆ1 ◦ i = i1 holds, since iˆ1([hf
0]) = i1(h) for all h ∈ H .
Uniqueness of iˆ1 is clear. Lemma 1 is proved.
4. Extension of ϕ
Following [4], we say that for a bounded domain Ω an element f ∈
E(Ω) is good at z ∈ Ω, denoted by f ∈ Gz(Ω), if
(1) z is a unique fixed point of f ;
(2) f(Ω) has compact closure in Ω;
(3) f is injective in Ω.
Property 3 of a good element was already stated in terms of the
semigroup structure of Ω. Since the topology on Ω was described using
only the semigroup structure, Property 2 can also be stated in these
terms. Property 1 can be expressed in terms of the semigroup structure
as
(f ◦ cz = cz) ∧ ((f ◦ cζ = cζ)⇒ (cζ = cz)).
Since f is an endomorphism of a domain, all eigenvalues λ of its
linear part at z satisfy |λ| ≤ 1 [10]. Moreover, |λ| < 1 because the
closure of f(Ω) is a compact set in Ω. The injectivity of f implies [2]
that it is biholomorphic onto f(Ω) and the Jacobian determinant of f
does not vanish at any point of Ω.
It is clear that for every z ∈ Ω a good element f at z exists. For
example, we can take f(ζ) = z + λ(ζ − z) with sufficiently small |λ|.
Consider a good element f ∈ Gz(Ω) and its commutant Hf(Ω) in
E(Ω):
Hf (Ω) = {h ∈ E(Ω) : hf = fh}.
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Clearly Hf(Ω) is a subsemigroup of E(Ω). The element f , being good
(hence injective), satisfies the cancellation property (ii) of Lemma 1
in Hf (Ω). Thus, by Lemma 1, we have the extension Sf of Hf(Ω) in
which f is invertible and commutes with all elements of Sf . In the case
of analytic endomorphisms we can embed Hf (Ω) into the subsemigroup
of Az, the semigroup of germs of analytic mappings at z under com-
position, consisting of elements that commute with the germ of f and
containing the germ of f−1. We use the universal property of Lemma 1
to conclude that Sf is isomorphic to a subsemigroup of Az. We identify
Sf with this semigroup, i. e. we consider elements of Sf as germs of
analytic mappings at z.
In proving that ψ is (anti-) biholomorphic we need to show that it is
so in a neighborhood of every point of Ω1. Since an (anti-) biholomor-
phic type of a domain is preserved by translations in Cn, it is enough
to show that ψ is (anti-) biholomorphic in a neighborhood of 0 ∈ Cn,
assuming that Ω1 and Ω2 contain 0 and ψ(0) = 0.
Let ϕ : E(Ω1) → E(Ω2) be an isomorphism of the semigroups, f
a good element, f ∈ G0(Ω1), and Hf(Ω1) the commutant of f . Then
clearlyHg(Ω2) = ϕ(Hf (Ω1)) is the commutant of g = ϕf . By Lemma 1,
we have the extensions Sf , Sg of Hf(Ω1) and Hg(Ω2) respectively, and
by the universal property of this lemma the isomorphism ϕ extends to
an isomorphism
Φ : Sf → Sg.
5. System of projections and linearization
Let Ω be a bounded domain in Cn. We say that a good element
f ∈ G0(Ω) is very good at 0, and write f ∈ V G0(Ω), if the correspond-
ing semigroup Sf ⊂ A0 constructed in Section 4 contains a system
of elements, which we call a system of projections, {pi}
n
i=1 with the
following properties:
(a) ∀ (i = 1, . . . , n), (pi 6= 0);
(b) ∀ (i = 1, . . . , n), (p2i = pi);
(c) ∀ (i, j = 1, . . . , n, i 6= j), (pipj = 0).
There does exist a very good element, since we can take f to be a
homothetic transformation at 0 with sufficiently small coefficient, pi a
projection on the i’th coordinate of the standard coordinate system.
Clearly, pif = fpi and there exists k such that pif
k ∈ E(Ω), and
hence pi ∈ Sf . From now on, we fix a very good element f ∈ V G0(Ω),
associated semigroups Hf(Ω), Sf and a system of projections {pi}.
We introduce another subsemigroup of E(Ω):
Pf(Ω) = {h ∈ G0(Ω) ∩Hf(Ω), hpi = pih i = 1, . . . , n},
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where the commutativity relations are in Sf ⊂ A0. Notice that Pf (Ω) 6=
∅ since f belongs to it.
Lemma 2. For every h ∈ Pf(Ω) there exists a biholomorphic germ
θh at 0 ∈ C
n such that θhh = Λθh, where Λ = diag(λ1, . . . , λn) is an
invertible diagonal matrix which is similar to dh(0) in GL(n,C).
Proof. The relations pi 6= 0, p
2
i = pi, pipj = 0, i 6= j, imply that for
Pi = dpi(0), the linear part of pi at 0, we have Pi 6= 0, P
2
i = Pi, PiPj =
0, i 6= j. Since the matrices Pi commute, there exists [7] a matrix
A ∈ GL(n,C) such that P ′i = APiA
−1 = ∆i = diag(0, . . . , 1, . . . , 0),
where the only non-zero entry appears in the i’th place.
Since p2i = pi, i = 1, . . . , n, we can use the argument given in [10] to
linearize pi, i. e. there exists a biholomorphic germ ξi at 0 such that
ξipi = Piξi, dξi(0) = id, i = 1, . . . , n. The map ξi is constructed in [10]
as follows:
ξi = id + (2Pi − id)(pi − Pi), i = 1, . . . , n.
If we take ξ′i = Aξi, we have ξ
′
ipi = P
′
i ξ
′
i. For simplicity of nota-
tions, we assume that ξi itself conjugates pi to a diagonal matrix,
that is, Pi = P
′
i (in this case Pi is not necessarily dpi(0), but rather
Adpi(0)A
−1; dξi(0) = A). For every i = 1, . . . , n we have hiPi = Pihi,
where hi = ξihξ
−1
i . Let Hi = dhi(0). Then HiPi = PiHi, and hence
in the i’th row and the i’th column the matrix Hi has only one non-
zero entry, λi, which is located at their intersection. Thus λi has to be
an eigenvalue of Hi, and hence of the linear part of h. In particular,
0 < |λi| < 1.
Let Ii : C → C
n be the embedding z 7→ (0, . . . , z, . . . , 0), where the
only non-zero entry is z, which is in the i’th place; and pii : C
n → C, a
projection (z1, . . . , zn) 7→ zi, corresponding to the i’th axis. For every
i = 1, . . . , n, the map piihiIi sends a neighborhood of 0 in C into C, and
its derivative at 0, λi, is an eigenvalue of h. Hence ([3], p. 31) piihiIi is
linearized by the unique solution ηh,i of the Schro¨der equation
(6) η(piihiIi) = λiη, η(0) = 0, η
′(0) = 1.
Since PiIi = Ii, piiPiIi = idC, we can rewrite (6) as
ηh,ipiihiPiIi = λiηh,ipiiPiIi, or ηh,ipiihiPi = λiηh,ipiiPi.
But hiPi = Pihi, and so
(7) ηh,ipiiPihi = λiηh,ipiiPi.
The equation (7), in its turn, is equivalent to
(8) ηh,ipiiξipih = λiηh,ipiiξipi.
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We denote
(9) θh,i = ηh,ipiiξipi,
a map from a neighborhood of 0 ∈ Cn into C. Then (8) becomes
θh,ih = λiθh,i. Now we define
θh = (θh,1, . . . , θh,n),
which is a germ of an analytic map at 0. This germ linearizes h:
θhh = (θh,1h, . . . , θh,nh) = (λ1θh,1, . . . , λnθh,n) = Λθh,
where Λ = diag(λ1, . . . , λn) is an invertible diagonal matrix, which has
eigenvalues of dh(0) on its diagonal.
The germ θh is biholomorphic. Indeed,
θh,i = ηh,ipiiξipi = ηh,ipiiPiξi, i = 1, . . . , n.
Using the chain rule, we see that dθh(0) = A, where A is an invertible
diagonal matrix that diagonalizes Pi. We conclude that θh is biholo-
morphic. Lemma 2 is proved.
6. Simultaneous linearization
Using Lemma 2, we can linearize elements of Pf (Ω). Namely, for
every h ∈ Pf (Ω) there exists θh (constructed in Section 5), such that
θhh = Λhθh, where Λh is an invertible diagonal matrix. In particular,
we can linearize f :
θff = Λfθf ,
where the germ θf is biholomorphic at 0, and Λf is an invertible diag-
onal matrix.
Lemma 3. For every h ∈ Pf(Ω) we have θh = θf .
Proof. Let us consider the germ
(10) θ = Λ−1f θhf,
which is clearly biholomorphic. We have
θh = Λ−1f θhfh = Λ
−1
f θhhf = Λ
−1
f Λhθhf = ΛhΛ
−1
f θhf = Λhθ.
Using (10), we write the equation θh = Λhθ in the coordinate form:
(1/λf,i)θh,ifh = (λh,i/λf,i)θh,if, i = 1, . . . , n.
By (9) and the definition of ξi,
(1/λf,i)ηh,ipiiPifihi = (λh,i/λf,i)ηh,ipiiPifi, i = 1, . . . , n,
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where fi = ξifξ
−1
i . Using the commutativity relations fiPi = Pifi,
hiPi = Pihi, which hold since {pi} ⊂ Sf , h ∈ Pf(Ω), we get
(1/λf,i)ηh,ipiifihiPi = (λh,i/λf,i)ηh,ipiifiPi, or
(1/λf,i)ηh,ipiifihiIi = (λh,i/λf,i)ηh,ipiifiIi, i = 1, . . . , n.
This is the same as
((1/λf,i)ηh,ipiifiIi)(piihiIi) = λh,i((1/λf,i)ηh,ipiifiIi), i = 1, . . . , n,
since hi locally preserves the i’th coordinate axis (hiPi = Pihi). It is
easily seen that
((1/λf,i)ηh,ipiifiIi)(0) = 0,
((1/λf,i)ηh,ipiifiIi)
′(0) = 1.
A normalized solution to a Schro¨der equation is unique, though; thus
we have
ηh,i(piifiIi) = λf,iηh,i, ηh,i(0) = 0, η
′
h,i(0) = 1.
Using the uniqueness argument again, we obtain ηh,i = ηf,i, and hence
θh = θf . The lemma is proved.
According to Lemma 3, the single biholomorphic germ θf conjugates
the subsemigroup Pf(Ω) to some subsemigroup Df of invertible diago-
nal matrices in Dn, the set of all n × n diagonal matrices with entries
in C. We show that Df contains all invertible diagonal matrices with
sufficiently small entries. To do this, first we extend θf to an analytic
map on the whole domain Ω using the formula
θf = Λ
−l
f θff
l,
where l is chosen so large that Cl{f l(Ω)} is contained in a neighborhood
of 0 where θf is originally defined and biholomorphic; the symbol Cl
denotes closure. From the procedure of extending θf to Ω we see that
it is one-to-one and bounded in the whole domain.
Now, let Λ = diag(λ1, . . . , λn) be a matrix such that Cl{Λθf(Ω)} ⊂
W , where W is a neighborhood of 0 ∈ Cn for which Cl{θ−1f W} ⊂ Ω.
Such a matrix Λ exists since θf is bounded in Ω. Consider h = θ
−1
f Λθf ,
which belongs to G0(Ω). The map h commutes with f and all pi’s.
Indeed, using the formula θffθ
−1
f = Λf , we conclude that hf = fh is
equivalent to ΛΛf = ΛfΛ, which is a true relation since both matrices
Λ and Λf are diagonal. The relations hpi = pih, i = 1, . . . , n, are
verified similarly, using the formula θfpiθ
−1
f = Pi, which follows from
the definition of θf .
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7. Solving a matrix equation
We proved that for an element f ∈ V G0(Ω) there exists a biholo-
morphic germ θf conjugating the semigroup Pf (Ω) to a subsemigroup
Df ⊂ Dn, which contains all invertible diagonal matrices with suffi-
ciently small entries.
Let f ∈ V G0(Ω1), and g = ϕf . Then g ∈ V G0(Ω2), and there is an
isomorphism
Φ : Sf → Sg.
For the mappings f and g we have
θff = Λfθf , θgg =Mgθg,
where Λf , Mg are invertible diagonal matrices.
Let us consider the germ L = θgψθ
−1
f . This germ conjugates the
semigroups Df , Dg:
LΛL−1 = θgψθ
−1
f Λθfψ
−1θ−1g
= θgψhψ
−1θ−1g = θgjθ
−1
g =M,
where h ∈ Pf , θfh = Λθf ; j = ϕh, θgj =Mθg.
Define R(Λ) = LΛL−1. Then R : Df → Dg,
R(Λ1Λ2) = R(Λ1)R(Λ2), Λ1, Λ2 ∈ Df .
In what follows, we will identify Dn with the multiplicative semi-
group Cn (Dn ∼= C
n) in the obvious way and consider a topology on
Dn induced by the standard topology on C
n.
We are going to extend R to an isomorphism of Dn. First, we denote
by Df , Dg the closures of Df , Dg in Dn, and for Λ ∈ Df we set
R(Λ) = limR(Λk), Λk → Λ, Λk ∈ Df .
This limit exists and does not depend on the sequence {Λk}, which
follows from the fact that ψ±1, θ±1f , θ
±1
g are continuous. The map R is
an isomorphism of topological semigroups Df and Dg (the inverse of
R has a similar representation).
Next, we extend the map R to Dn as
R(Γ) = R(ΓΛ)R(Λ)−1, Γ ∈ Dn,
where Λ ∈ Df is chosen so that ΓΛ ∈ Df . This definition does not de-
pend on the choice of Λ. Indeed, since all matrices in question are diag-
onal (hence commute), the relation R(ΓΛ1)R(Λ1)
−1 = R(ΓΛ2)R(Λ2)
−1
is equivalent to R(ΓΛ1)R(Λ2) = R(ΓΛ2)R(Λ1), which holds.
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The extended map R is clearly an isomorphism of Dn onto itself.
Thus we have
(11) R(Λ′Λ′′) = R(Λ′)R(Λ′′), Λ′, Λ′′ ∈ Dn.
Injectivity of R and (11) imply that R(∆i) = ∆j for all i, where
j = j(i) depends on i; j(i) is a permutation on {1, . . . , n} (we recall that
∆i = diag(0, . . . , 1, . . . , 0)). This is because {∆i}
n
i=1 is the only system
in Dn with the following relations: ∆i 6= 0, ∆
2
i = ∆i, ∆i∆j = 0, i 6= j.
Since all matrices Λ and their images R(Λ) are diagonal, we can
consider the matrix equation (11) as n scalar equations:
(12) rj(λ
′
1λ
′′
1, . . . , λ
′
nλ
′′
n) = rj(λ
′
1, . . . , λ
′
n)rj(λ
′′
1, . . . , λ
′′
n), j = 1, . . . , n,
where rj are components of R. If we rewrite the equation R(∆iΛ) =
∆jR(Λ) in the coordinate form, we see that
rj(λ1, . . . , λn) = rj(0, . . . , λi, . . . , 0) = qj(λi);
that is, each rj depends on only one of the λi’s. For each j the corre-
sponding equation in (12) in terms of the qj ’s becomes
qj(λ
′
iλ
′′
i ) = qj(λ
′
i)qj(λ
′′
i ).
This equation has ([4], p. 130) either the constant solution qj(λi) = 1,
or
qj(λi) = λ
αij
i λ
βij
i , αij, βij ∈ C, αij − βij = ±1.
Going back to the function L, we have
Ldiag(λ1, . . . , λn) = diag(λ
α1
i(1)λ
β1
i(1), . . . , λ
αn
i(n)λ
βn
i(n))L,
αi − βi = ±1, i = 1, . . . , n,
where i(j) is the inverse permutation to j(i).
Let us choose and fix (µ1, . . . , µn) such that (1/µ1, . . . , 1/µn) belongs
to a neighborhood W0 of 0 ∈ C
n where L is defined, and let W1 be a
neighborhood of 0 ∈ Cn such that (µ1z1, . . . , µnzn) ∈ W0, whenever
(z1, . . . , zn) ∈ W1. Then from (13) we have
L(z1, . . . , zn) = Ldiag(µ1z1, . . . , µnzn)(1/µ1, . . . , 1/µn)
= diag((µi(1)zi(1))
α1(µi(1)zi(1))
β1, . . . , (µi(n)zi(n))
αn(µi(n)zi(n))
βn)
× L(1/µ1, . . . , 1/µn) = B(z
α1
1 z
β1
1 , . . . , z
αn
n z
βn
n ),
where B is a constant matrix. The last formula is the explicit expres-
sion for L.
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8. Proving that ψ is (anti-) biholomorphic
To prove that ψ is (anti-) biholomorphic is the same as to prove that
L is (anti-) biholomorphic, because the relation L = θg ◦ψ ◦ θ
−1
f holds.
We showed that
(13)
L(z1, . . . , zn) = B(z
α1
1 z
β1
1 , . . . , z
αn
n z
βn
n ), αi − βi = ±1, i = 1, . . . , n
in a neighborhood W1 of 0. From the representation (13) we see that L
is R-differentiable and non-degenerate in W1 \∪
n
k=1{(z1, . . . , zn) : zk =
0}. Since this is true for every point in the domain Ω1, the map ψ
is R-differentiable and non-degenerate everywhere, with the possible
exception of an analytic set. Let us remove this set from Ω1, as well
as its image under ψ from Ω2. We call the domains obtained in this
way Ω′, Ω′′. Now the map ψ : Ω′ → Ω′′ is R-differentiable and non-
degenerate everywhere. It is clear that if we prove that ψ is (anti-)
biholomorphic between Ω′, Ω′′, then it is (anti-) biholomorphic between
Ω1, Ω2 due to a standard continuation argument [11]. So we can think
that ψ is R-differentiable and non-degenerate in Ω1 itself. The map
L thus has to be R-differentiable and non-degenerate at 0. However,
this is the case if and only if αi + βi = 1, i = 1, . . . , n. Together with
the equation αi − βi = ±1 it gives us that either αi = 1, βi = 0, or
αi = 0, βi = 1.
It remains to show that either αi = 1 and βi = 0, or αi = 0 and
βi = 1, simultaneously for all i. Suppose, by way of contradiction, that
we have L(z1, . . . , zn) = B(. . . , zi, . . . , zj, . . . ). Then
L−1(w1, . . . , wn) = (. . . , li(w1, . . . , wn), . . . , lj(w1, . . . , wn), . . . ),
where li, lj are linear analytic functions. Let us look at an endomor-
phism f0 of Ω1 in the form
f0 = θ
−1
f λ(. . . , θf,iθf,j , . . . , θf,j , . . . )θf ,
where θf,iθf,j is in the i’th place and θf,j in the j’th; |λ| is sufficiently
small. Using (1) and the definition of L, we have
θgϕf0θ
−1
g = θgψf0ψ
−1θ−1g = Lθff0θ
−1
f L
−1.
So,
θgϕf0θ
−1
g (w1, . . . , wn)
= B′(. . . , li(w1, . . . , wn)lj(w1, . . . , wn), . . . , lj(w1, . . . , wn), . . . )
for some constant matrix B′. This map, and hence ϕf0, is not analytic,
though, in a neighborhood of 0, which is a contradiction. Thus L, and
hence ψ, is either analytic or antianalytic in a neighborhood of 0.
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Theorem 1 is proved completely.
9. Proof of Theorem 2
Since ϕ is an epimorphism, it takes constant endomorphisms of Ω1
to constant endomorphisms of Ω2, which follows from (2). Thus we can
define a map ψ : Ω1 → Ω2 as in (3). Following the same steps as in
verifying (1), we obtain
(14) ϕf ◦ ψ = ψ ◦ f, for all f ∈ E(Ω1).
We will show that (14) implies bijectivity of ψ. The map ψ is sur-
jective. Indeed, let w ∈ Ω2 and cw be the corresponding constant
endomorphism. Since ϕ is an epimorphism, there exists f ∈ E(Ω1),
such that ϕf = cw. If we plug this f into (14), we get
ψf(z) = w
for all z ∈ Ω1. Thus ψ is surjective.
To prove that ψ is injective, we show that for every w ∈ Ω2, the full
preimage of w under ψ, ψ−1(w), consists of one point.
Assume for contradiction that Sw = ψ
−1(w) consists of more than
one point for some w ∈ Ω2. The set Sw cannot be all of Ω1, since ψ
is surjective. For z0 ∈ ∂Sw ∩ Ω1 we can find z1 ∈ Sw and ζ /∈ Sw
which are arbitrarily close to z0. Let z2 be a fixed point of Sw different
from z1. Consider a homothetic transformation h such that h(z1) =
z1, h(z2) = ζ . Since the domain Ω1 is bounded, we can choose points
z1 and ζ sufficiently close to each other so that h belongs to E(Ω1).
Applying (14) to h we obtain
ϕh(w) = ϕh ◦ ψ(z1) = ψ ◦ h(z1) = ψ(z1) = w;
ϕh(w) = ϕh ◦ ψ(z2) = ψ ◦ h(z2) = ψ(ζ) 6= w.
The contradiction shows injectivity of ψ. Thus we have proved that ψ
is bijective.
According to (14) we have
ϕf = ψ ◦ f ◦ ψ−1, for all f ∈ E(Ω1),
which implies that ϕ is an isomorphism.
Theorem 2 is proved.
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