We consider the distortions of reconstructed chaotic attractors related with the choice of reconstruction parameters (embedding dimension m and delay τ ) and characteristic scales of these distortions. The "spatial" scale may be interpreted as the upper bound for neighborhood size, which is used in many algorithms such as the calculation of Lyapunov exponents. The corresponding "temporal scale" gives the upper bound for the window length spanned by reconstructed vector w = (m − 1)τ -the so-called "irrelevance time" .
Reconstruction Mapping
Attractor reconstruction from a scalar time series is a widely used technique [Packard et al., 1980; Takens, 1981; Eckmann & Ruelle, 1985; Sauer et al., 1991; Abarbanel et al., 1993] . It enables one to study the properties of attractor of a dynamical system without knowing its original phase space. It is assumed that the time series h i = h(t i ), i = 1, . . . , N, t i = (i − 1)τ consists of the values of "observable" h(t) = h(x(t)), where x(t) is a trajectory on attractor A of an n-dimensional dynamical system
(time may be both continuous and discrete). The technique of reconstruction is well known: One uses the set of vectors z ∈ R m z(t) = (h(t), h(t + τ), h(t + 2τ), . . . ,
where τ is called delay or lag. It is known, that if A belongs to smooth d-dimensional manifold and m ≥ 2d + 1, then for almost all τ the mapping Λ : x → z is one-to-one, and on the reconstructed attractor A R = Λ(A) there exists an inverse mapping z → x. That is, under such circumstances the mapping Λ may be considered as a nondegenerate "change of variables". The properties of the reconstruction mapping Λ depend on the parameters m and τ , and often -only on their combination, the "window length" w = (m − 1)τ , which is the time difference between the first and the last entry in the z-vector Gibson et al., 1992; Malinetskii et al., 1993] . The theory of reconstruction was developed in [Eckmann & Ruelle, 1985; Packard et al., 1980; Takens, 1981; Sauer et al., 1991] , and some practical techniques for choosing m and τ or w were proposed in [Abarbanel et al., 1993; Liebert et al., 1991; Buzug & Pfister, 1992; Rosenstein et al., 1994; Fraser, 1989; Casdagli et al., 1991; Gibson et al., 1992] . Casdagli et al. [1991] have shown that there are two characteristic time scales: w min , the "redundancy time", and w max , the "irrelevance time". If w < w min , then h(t) and h(t + w) differ too little to give enough information about the attractor. If w > w max , then h(t) and h(t + w) seem to be irrelevant to each other, like uncorrelated random numbers. In both cases the Takens theorem remains valid and the reconstruction mapping Λ(x) (2) is still continuous, differentiable and invertible. Problems arise because of the finite length of the available time series: in delay reconstruction the attractor structure is resolved only down to some scale ε 1 -trajectory in original x-space returns to the ε 1 -neighborhood of most of its points, and the value of ε 1 decreases with the increase of the trajectory length Nτ . At the same time the mapping Λ(x) on large scales may change the shape of the attractor due to stretching, compression, curving, folding etc., and for this reason the properties of the attractor and its reconstruction should be compared on the scales ∆x < ε 2 , and ε 2 depends on w. Therefore, to study the properties of the attractor from a time series, one must be sure that the inequality ε 2 (w) ε 1 (Nτ ) holds. This can be achieved either by increasing Nτ or by choosing w properly, or both. Below we shall call the changes of the reconstructed attractor related with improper w choice the distortions of delay reconstruction.
The distortions for w < w min have been quantitatively described by Gibson et al. [1992] and Malinetskii et al. [1993] . Here we deal mainly with the description of large-w distortions. We shall show that there exist the characteristic scale of these distortions ε N , which can be found by several methods (e.g. from the plots of correlation integral). This "spatial" scale is related with "temporal scale" w max , which can be defined as w, for which the distance between almost all pairs of points in reconstruction exceeds ε N .
The Example of Distortions
To show the influence of distortions it is convenient to consider the relation between the distances in original and reconstructed space: ∆x and ∆z = ∆Λ(x) , e.g. for the Lorenz systeṁ Figure 1(b) shows good reconstruction -almost always the ratio of ∆x and ∆z does not exceed 5-7. In Fig. 1(a) ∆z may be about 30 times less than ∆x , that is the reconstruction with too small w compresses the attractor in some directions. Figure 1(c) shows the effects of largew distortions -(1) stretching, there are many pairs with ∆z essentially larger that ∆x , and (2) most probably, folding. The most interesting examples, which can be interpreted as the traces of the reconstruction folds are the two "beaks" at ln ∆x ∼ = 0 and 2.5. They mean that there are parts of attractor, where z − z 0 is less than x−x 0 , but for smaller x−x 0 the value z−z 0 become larger (the empty space below the beak). Figure 2 shows the plots of correlation integral for these three reconstructions, and the influence of the distortions is rather obvious. Good reconstruction gives the plot a long linear part, from which the correlation dimension can be estimated. Distortions change the slope on large scales: compression makes it too small and folding -too big. In both cases the correct dimension estimate can be obtained only from small scales, which in turn requires a longer time series. If N is not large enough, the necessary scales may not be achieved at all, and the dimension estimate will be incorrect. Therefore, it is important to know the scale at which the influence of distortions becomes essential. This is the natural upper limit to the neighborhood size for many algorithms of time series processing.
Linear and Nonlinear Distortions
For the case of small w it proves that essential is the dependence of Λ on w rather than x [Gibson et al., 1992; Malinetskii et al., 1993] . The lowering of the estimated "dimension" (Fig. 2 ) on large scales can be predicted, and the relation for the optimal window length w * has been proposed by Gibson et al. [1992] . Here we shall consider mostly the case w > w * and study the dependence on both x and w.
For a pair of the attractor points x and x + ∆x and their images z and z + ∆z If ∆x is small, the nonlinear terms are negligible and ∆z ≈ DΛ(x)∆x. The kth component of the z-vector is z k (t) = h(x(t + kτ )) = h(f kτ (x(t))), and therefore Casdagli et al., 1991] . The matrix
arise in the algorithms for calculating Lyapunov exponents (LE). As t → ∞, Y (t) grows as e λt , and therefore DΛ ki ∼ = |∆h|e kλτ , where λ is the largest LE. This causes stretching in some directions.
But linear distortions has one important feature. For the given set of vectors they cannot increase the estimated dimension: if original vectors ∆x i belong to k-dimensional subspace, then the some is true for the images DΛ∆x i . For nonlinear distortions this is not true -due to curvature the set of ∆z i = Λ(x + ∆x i ) − Λ(x) may look to be of higher dimension, provided ∆x i is large enough, and due to folds false neighbors appear. Figure 2 shows such increase of "dimension" for reconstruction with w large. Therefore, it is possible to conclude that (1) distortions for large w are essentially nonlinear; (2) plot of correlation integral enables to find the scale ∆z = ε N , where this nonlinearity becomes essential (the point of "bend", where the slope starts to grow, ln ε N ∼ = 1 in Fig. 2) .
The plots presented e.g. in [Theiler, 1990; Malinetskii et al., 1993; Grassberger & Procaccia, 1983 ] enable one to conclude that this scale ε N (in z-space) practically does not depend on w. The relation (4) enables one to explain this fact.
The influence of nonlinear terms can be approximately estimated with the help of the results Fig. 2 . Plots of correlation integral for three reconstructions mentioned in Fig. 1 . The curves from top to bottom correspond to m = 5, τ = 0.01, 0.1, 1. N = 50 000, ∆t = 0.01. The long-dashed line has the slope 2.06 (attractor dimension) and the short-dashed line -1.0. Due to the distortions, the slope of the upper curve is too small, and for the lower curve at the scales ln ∈ > 1 -too big.
of [Dressler & Farmer, 1992] , where it has been proposed that Lyapunov exponents for higher derivatives should be generalized. Similarly to (6), it is possible to consider the matrix of second derivatives Dressler & Farmer [1992] have shown that Y (2) ∼ = exp(2λt), and therefore D 2 Λ ∼ = exp(2λw). Now we can estimate that, for δx = ε NX and correspondingly δz = Λ(x + δx) − Λ(x) = ε N , the nonlinear terms in (4) become essential. Let us take for ε NX the min δx for which linear and quadratic terms in (4) become equal:
Note that the scales ε N and ε NX are not usually the same at different points x, and to characterize the whole attractor we shall take the mean value.
Using the estimates for Y and Y (2) and neglecting the factors of O(1), we have
That is, approximately the scale of nonlinear distortions ε N should be independent of w, which is in good agreement with the mentioned properties of correlation integral.
Algorithm for Estimating the Irrelevance Time and the Entropy K 2 from a Time Series
The results of the previous section show that the nonlinear scale practically does not depend on w.
But for the fixed pair of attractor points x and x + ∆x the distance between images ∆z = ∆Λ(x) grows as exp(λw). Therefore, if w is large enough, ∆z become greater than ε N , and this pair of points most probably cannot be used for studying the attractor properties since at the same distance false neighbors on folds appear. So, this pair will seem irrelevant to true attractor structure. If the time series is finite, and for almost all pairs z i −z j > ε N , then the whole reconstructed attractor will be distorted and therefore useless, e.g. for dimension measurements. This allows one to estimate the irrelevance time w max . To study the process of "passing the nonlinear scale" it is necessary to collect statistics from the reconstructions with different w. In contrast with dimension algorithms, which require fixing w and studying the dependence on ε, we now need fixing ε and studying the dependence on w.
For this reason let us consider the ensemble of reconstruction with w L ≤ w ≤ w U for the same time series. Let us take a pair of points (z i , z j ) from one of the reconstruction, this pair can be characterized by the values of w and ε = z i − z j . What is the probability distribution of w for the fixed ε value ρ ε (w)?
For small ε we can use the well-known Grassberger and Procaccia [1983] relation for the correlation integral
where K 2 is the generalized or Renyi entropy. The correlation integral for a time series of the length N (w is fixed) can be interpreted as the probability that the distance between two points z i − z j < ε. If N is large enough, the total number of pairs in each reconstruction is approximately the same, and hence (7) enables one to obtain the joint probability distribution of ε and w. Therefore, ρ ε (w) = Ae −K 2 w . Assuming that exp(−Kw U ) 1 and taking into account that wu w L ρ ε (w)dw = 1 we get
The mean window length corresponding to this distribution
Therefore we come to the conclusion: If the relation (7) holds, then for the ensemble of pairs (z i , z j ) from different reconstructions with w L ≤ w ≤ w U the mean value of w − w L for all pairs with fixed ε < ε 0 should be independent from ε and w U , provided the latter is large enough. The reason for it is the described above "escaping" of pairs form the small scales region ε < ε N as w grows. So, another conclusion is that ε 0 ∼ = ε N . Moreover, this approach provides another method of estimation K 2 from a time series (or another implementation of the Grassberger-Procaccia method). For convenience let us introduce w R = w −w L , then
For the scale of the attractor size the dependence of w R both on ε and w U changes considerably. If ε ε N , there are many pairs with this ε in reconstructions for any w. Therefore, a good approximation for ρ ε (w) in this case seems to be the uniform distribution on the segment [w L , w U ], i.e. ρ ε (w) ∼ = (w U − w L ) −1 , and
Near to ε N there should be an intermediate behavior of w R (ε), and from this change on w R (ε) plot ε N also can be determined. As it has been said earlier, we can subdivide into two groups all pairs of vectors in a reconstruction: "relevant" pairs for which z i − z j < ε N (δz is not affected by nonlinear distortions) and "irrelevant" with z i − z j > ε N . Using C(ε, w), the number of relevant pairs can be estimated as
The irrelevance time w max corresponds to the situation when N R ∼ = 1, therefore
can be replaced by w R (ε N ), and finally we come to
This relation contains only the values which can be obtained from a time series. For the w L one can take, for example, the optimal embedding window recommended by Gibson et al. [1992] . Now let us consider the details of numerical algorithm.
The first important detail is that is this case, like in the implementation of usual GrassbergerProcaccia algorithm for the entropy calculation, the so-called "dimension scaled distances" should be used [Frank et al., 1993] :
In this norm definition the mean z = |h| does not grow with the increase of m. This makes the comparison of different embeddings easier. The proposed algorithm is as follows. For the given time series h i let us consider reconstructions with dimensions m L ≤ m ≤ m U . For every m and all pairs of vectors (z i , z j ) we calculate
For every l ijm there is the corresponding window length
Then, to do averaging over w for ε fixed, we need to select from the whole set of l ijm those for which l ijm ∼ = ε. Let us denote by I(ε) the set of indices {i, j, m} such that ln ε − (∆ ln ε)/2 ≤ ln l ijm ≤ ln ε + (∆ ln ε)/2. Then the averaged window length:
the number of {i, j, m} ∈ I(ε) .
Since the attractor dimension and optimal value for m L are usually unknown, the optimal strategy is to calculate w R for the increasing sequence of w L values until the convergence of the w R plot is achieved, as done in the Grassberger-Procaccia algorithm. The graph of w R (ε) for the Lorenz system is shown in Fig. 3 . Here the length of time series N = 20 000, ∆t = τ = 0.02, m changes from 1 to 251, i.e. w U = 5.0, and different curves correspond to w L values from 0.02 up to 0.40 (m L = 2, 3, . . . , 21), For ε small (ε min ≤ ε < ε N ) w R tends to the value w ∼ = 1.1, which is in good agreement with the known value K 2 ∼ = 0.9 for the Lorenz system. For ε ≥ ε N , w R (ε) grows, and this growth is so sharp that the nonlinear scale can be determined from this plot with better accuracy than from the correlation integral plots, with ln ε N ∼ = 1. Figure 4 shows the same plot for the Henon attractor (a = 1.4, b = 0.3, N = 10 000), K −1 2 ∼ = 3 -for the Henon attractor K 2 is significantly less than K 1 ∼ = λ max ∼ = 0.42 [Grassberger & Procaccia, 1984] , and it should be estimated for rather small scales, ln ε < −5. Figure 5 shows w R (ε) for the "surrogate data" for the Lorenz system, obtained by the procedure of phase randomizing [Fraser, 1989] . The difference with Fig. 3 is obvious. Here K 2 is not defined, and the fact that on small scales w R ∼ = 0 can be interpreted as noise in data.
Conclusions
The analysis of distortions of attractor structure arising in delay reconstruction enabled one to propose the algorithm for calculating new characteristic of time series -w R , which is related to the chaotic properties of the system (entropy) and to the "irrelevance time" introduced by Casdagli et al. [1991] . The algorithm is very simple in implementation. The introduced scale of nonlinear distortions ε N may be useful in some algorithms of time series processing [Abarbanel et al., 1993] as the upper bound for the neighborhood size for nearest neighbors search.
