Abstract. In this paper we report on the design and analysis of a multilevel method for the solution of the OrnsteinZernike Equations and related systems of integro-algebraic equations. Our approach is based on an extension of the Atkinson-Brakhage method, with Newton-GMRES used as the coarse mesh solver. We report on several numerical experiments to illustrate the effectiveness of the method.
Ö only. is the total number density usually expressed in particles per volume such as atoms per cubic angstrom; is the radial pair correlation function and is the so called direct correlation function and may be taken to be defined by this equation. The total radial correlation function, , is an experimental observable from x-ray or neutron diffraction experiments which provides a connection for this theory to physics.
The convolution £ can be computed with only one-dimensional integrals using the spherical- 
´ µ ¾
We compute £ by discretizing the formula £ À ½´ µ (1.3) where is the pointwise product of functions. Next we can view the closure equation as an algebraic constraint. Here we chose the HNC equation which may be derived as an approximation from the partition function for the system. ÜÔ´ ¬ ÙÖµ · ´Öµ ´Öµµ ´Öµ ½ ¼ for all ¼ Ö ½ (1.4) The unknowns are ¾ ¼ ½ . We truncate the interval for computational purposes and consider ¾ ¼ Ä for Ä ½.
In (1.4) , Ù is the pair potential between particles. Here we will take the usual Lennard-Jones potential as typical In (1.5), ¬,¯, and are parameters. In particular ¬ is the inverse of the product of absolute temperature and Boltzmanns constant,¯is the well depth of the potential, and determines the size of the particles. Equations (1.1)-(1.4) are representative of more general systems of equations [7, 18] in which the may be unknown and/or the unknowns may be matrix-valued. We apply the algorithm proposed in this paper to such problems in Ü 3.
The system (1.1)-(1.4) and the more complex systems from [7, 18] We will assume throughout this paper that the standard assumptions [14] for nonlinear equations hold for (1.6). These are that there is a solution Í £ ¾ , that is Fréchet differentiable and Lipschitz continuous in a neighborhood of Í £ , and that ¼´Í£ µ is nonsingular. These assumptions imply that Å ¼´Í£ µ is a nonsingular È ¢ È matrix-valued function of Ö.
In the simple example consisting of equations ( 
Algorithms.
In this section we focus entirely on the simple system (1.1)-(1.4). The more general systems can be solved using exactly the same intergrid transfers and discretizations. The notation is complicated by the need to refer to the mesh size for both the approximate solutions and the discretized nonlinear equations. Our fine-to-coarse mesh intergrid transfer will be based on the usual Ä ¾ projection onto Î AE . 
end while
For the computations in this paper, we used nested grids with the mesh size reduced by a factor of two at each level. The design of the algorithms allows for non-nested grids. Second order accuracy implies that the truncation error should be reduced by a factor of four at each level. To that end we solve the equation on the coarsest mesh of high precision, driving the nonlinear residual to a very small value, and then ask that the nonlinear solver reduce the nonlinear residual by a factor of ten on the subsequent, finer, grids. This took a single nonlinear iteration in the computations reported in Ü 3. with a GMRES [19] iteration. The termination criterion for the linear iteration is the standard [9, 14] inexact Newton condition:
is a parameter, which we set to ½ ½¼ in all of the computations reported in Ü 3.
The Newton-GMRES code NITSOL [17] was applied to the OZ equations in [2] . The algorithm performed well, which is not surprising in view of the mesh independence results for GMRES when applied to integral equations.
Mesh-independence of the GMRES iteration will follow from the convergence of Ã ¼´ÍAE µ to Ã ¼´Í£ µ in the operator norm [5, 6] . This means that then the number of GMRES iterations needed to satisfy (2.5) from an initial iterate of × ¼ is independent of the level AE of discretization. 
Algorithm 2 Newton-GMRES

end while
Our implementation of nested Newton-GMRES uses newton-gmres to solve the coarse mesh equation to high precision. On the finer meshes we ask that the size of the residual be reduced by a factor of ten. This nesting is a step beyond the method in [2] and substantially improves performance, because the most of the matrix-vector products are done on coarse grids.
The theory in [6] implies that the number of GMRES iterations at each level is bounded independently of AE. Since each GMRES iteration requires a function evaluation for the forward difference approximation to the Jacobian-vector product and only one nonlinear iteration per level will be needed if the coarse mesh solution is sufficiently accurate, the number of calls to the function at each level is bounded. Let ´AEµ denote the the cost of a function evaluation on ª AE .
For the examples considered here,
´AEµ Ç´ÐÓ ´½ AEµ AEµ
Assume that no more than GMRES iterations are needed at each level. The the cost of the solve can be bounded bý
Hence, if the coarse mesh solution is sufficiently accurate, a solution accurate to truncation error can be obtained at a cost proportional to that of a fine-mesh function evaluation. The proportionality constant is related to the number of GMRES iterations needed for each nonlinear iteration.
Multilevel Iteration.
In this section we describe an approximate Newton method that uses an extension of the method in [13] to approximate the Newton step. The idea is to use a coarse mesh approximate inverse of ¼´Í µ and base the computation of the approximate Newton step on that approximate inverse.
The approach in [13] , which we follow in this section, is a degenerate kernel approach for solving second kind Fredholm integral equations of the forḿ
The approach is to build an approximate inverse To solve the discretization of (2.7) on ª AE , we approximate Ã by Ã ¡ , wheré
and is the piecewise linear "hat function" centered at Ö ¡ . The operators Á Ã ¡ converge in the operator norm to Á Ã and, therefore,´Á Ã ¡ µ ½ is an approximate inverse of Á Ã and can be used as a preconditioner for a Richardson iteration to solve the discrete problem on ª AE for any AE ¡. The nested iteration form of this algorithm is We apply this algorithm to the OZ equations by using it to solve the equation for the Newton step´Å ¼´Í µ Ã ¼´Í µµ× ¼´Í µ× ´Íµ
We implement the multilevel solver as an approximate inverse for ¼ , rather than one for To take an approximate Newton step Í · Í Â ½ ¡ AE´Í µ on AE , we apply the approximate inverse to AE´Í µ. This requires only coarse mesh solves and multiplications by Å ¼ ½ . The latter is trivial, since Å ¼ is a ¾ ¢ ¾ matrix-value function of Ö.
In fact, if we set AE´ µ´Öµ Ü Ố ¬ ÙÖµ · ´Öµ ´Öµµ
Therefore the discrete operator Å ¼ is a block diagonal matrix with ¾ ¢ ¾ blocks.
For ¡ sufficiently small, a single nonlinear iteration will suffice for each AE and one can refine the mesh after each Newton iteration [13] . The multilevel algorithm is The cost of the computation differs from that of the nested Newton-GMRES algorithm only in that there are no fine-mesh GMRES iterations. Hence, neglecting all coarse mesh work, the bound on the cost of a solve to truncation error is ¾ ´AE ÐÑ Ü µ 3. Numerical Results. In this section we consider three examples and compare the performance of the nested Newton-GMRES method with the multilevel method proposed in Ü 2
The computations were done in MATLAB 5.3, using the Newton-GMRES code from [12] for the nested Newton-GMRES results and the coarse mesh computations for the multilevel results.
A nested iteration, if working properly, will decrease the error at each level in a way consistent with theory. To illustrate this, we tabulate the scaled Ð ¾ norm of initial nonlinear residual at each mesh. In the language of Algorithm nest generic, we tabulate Because both the discretization and the coarse-to-fine intergrid transfer are second order accurate, one would expect these residual norms to decrease by factors of four as AE AE ¾. We also tabulate the number of GMRES iterations for each nonlinear iteration. This refers to fine-mesh iterations (i. e. on ª AE ) for Newton-GMRES and coarse mesh (i. e. on ª ¡ ) for the multilevel method.
In each example the multilevel iteration is significantly less costly than the nested Newton-GMRES. The multilevel iteration requires only one fine mesh function evaluation for each iteration, while the Newton-GMRES requires at least 5 for the two examples.
Scalar Equations.
In this section we report on computational experiments with the simple system (1.1)-(1.4). The parameters in the equation, similar to those used in [8] The reformulation has the additional advantage that Ø´Å ¼´Í µµ´Öµ ½ for all Ö ¾ ¼ Ä . Therefore, it is easy to analytically use Å ¼´Í µ ½ in the multilevel iteration (2.10).
Å ¼´Í µ ½´Ö µ ½ · AE´ µ´Öµ AE´ µ´Öµ AE´ µ´Öµ ½ AE´ µ´Öµ
In Table 3 .1 we show the results for both the Newton-GMRES and multilevel solvers. This is a more difficult problem than the one in Ü 3.1, both because Ä ½¼¼, which will require more mesh points, and because is also an unknown. A coarse mesh of points was needed for
Newton-GMRES and one of ¾ for the multilevel method. While these imply larger values of AE than the ones needed in Ü 3.1, the number of unknowns is much larger. In Table 3 .2 we compare the two methods. The first three rows are the same because the multilevel method is only applied when AE ½¿. 
