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Abstract—The increase in penetration of inverter-based re-
sources provide us with more flexibility in frequency regulation
of power systems in addition to conventional linear droop con-
trollers. Because of the fast power electronic interfaces, inverter-
based resources can be used to realize complex control functions
and potentially offer large gains in performance compared to
linear controllers. Reinforcement learning has emerged as popu-
lar method to find these nonlinear controllers by parameterizing
them as neural networks.
The key challenge with learning based approach is that stabil-
ity constraints are difficult to enforce on the learned controllers.
In addition, optimizing the controllers are nontrivial because of
the time-coupled dynamics of power systems. In this paper, we
propose to explicitly engineer the structure of neural network
based controllers such that they guarantee system stability for
all topologies and parameters. This is done by using a Lyapunov
function to guide their structures. A recurrent neural network
based reinforcement learning architecture is used to efficiently
train the weights of controllers. The resulting controllers only
use local information and outperform linear droop as well as
strategies learned purely by using reinforcement learning.
Index Terms—Frequency control, reinforcement learning, Lya-
punov stability, recurrent neural network.
I. INTRODUCTION
DROOP responses of synchronous machines are of funda-mental importance to power system frequency stability.
Because of the inertial characteristic of conventional gener-
ators, droop controls are typically linear in the frequency
deviations [1]. However, for the common performance met-
rics adopted in practice including frequency deviation and
control expenses [2]–[4], linear controller may not optimal.
The increasing penetration of inverter-based devices provide
more flexibility in control because of their ability to quickly
adjust power output setpoint [5]. They offer the potential
to implement more complex control strategies with better
performance compared to linear droop response.
Even though inverters can implement almost any control
strategy, designing nonlinear optimal controllers is not trivial.
Since we are designing over a space of functions, the problem
is infinite-dimensional. In addition, the controller need to
be stabilizing, introducing a nonlinear constraint. Therefore,
model predictive control (MPC) is commonly adopted to iter-
atively solve the frequency control problem with time-coupled
state variables and constraints [4], [5]. However, MPC requires
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real-time communication and computation capabilities, which
may not available in the current system.
If the linearized small signal model is considered, dis-
tributed controllers can be designed to guarantee asymptotic
stability. Reference [2] and [3] propose a distributed primal-
dual algorithm to minimize the control cost expressed as the
quadratic function of control action. Asymptotic stability of
the power system under control is proven using Lyapunov
function. However, optimal controller design becomes more
crucial when deviations in the systems are larger, that is, under
transient stability considerations. But because of the nonlin-
earity of power flow equations, most previous approaches
restrict themselves to tuning the slopes of the linear droop
controllers [6]. In Virtual Synchronous Machines (VSMs),
both the damping and the inertial coefficients are tuned to
optimize performance [7]. However, these strategies are lim-
ited to resemble the characteristics of traditional generators
and may not make full use of the flexibility of inverter-based
resources.
To break the unenviable position of not fully utilizing
the control capabilities of inverters for transient stability,
reinforcement learning (RL) approaches have been proposed
[8]–[11]. Specifically, RL uses (deep) neural networks as a
tool to flexibly parameterize unknown controllers. Generated
trajectories are utilized to train the neural networks and thus
obtain an optimal controller. However, time-coupled state
variables in large time stages make it difficult to compute
back-propagation directly. To solve this challenge, most papers
update weights of neural network from the rewards observed
in the generated trajectories of system states. Reference [8] ap-
plies deterministic policy gradient algorithm (DDPG) to learn
optimal frequency control action from rewards represented by
dynamic frequency performance. Reference [9] combines a
multi-Q leaning for emergency frequency control in limited
scenarios and DDPG for continuous action search under each
scenario. Considering that it is almost impossible to explore
different actions freedom in power system, these methods still
need physical models to generate reward information. As a
result, the physical model cannot be utilized efficiently to
update weights of neural network controller.
Another key challenge in reinforcement learning is to
guarantee the stability of system under control. To this end,
existing research normally add penalty of stability on reward
function. In [10], a high penalty is added to the reward function
when the power flow diverges. For the specific system with
infinite size generator, a safety domain is pre-defined in [11]
where the action is also penalized when leaving the domain.
Nevertheless, the state trajectory may not blow up in the
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2limited time stages even if the system is unstable. Moreover,
penalty function may mislead the search of action to a too
conservative region.
This paper proposes a recurrent neural network (RNN)
based reinforcement learning framework to solve optimal
frequency control problem with stability guarantee. Lyapunov
condition is enforced in controller to guarantee asymptotic
stability for all system parameter and topologies. We also
prove that a monotonic control function can further contribute
to exponential stability and enforce the monotone property
in controller accordingly. The structure property of controller
is realized through a stacked ReLU neural network and
therefore avoid explicit non-linear constraints. In order to
train the neural network for control efficiently, we design
a RNN framework where the time-coupled variables in the
power system form the cell component of RNN. This way,
state transition dynamics will be directly utilized in back-
propagation to guide weight updates efficiently. Simulation
results show that the proposed method can learn a static non-
linear controller that performs better than traditional linear
droop control. All of the code and data described in this pa-
per are publicly available at https://https://github.com/Wenqi-
Cui/RNN-RL-Frequency-Lyapunov.
The main contributions are as follows:
1) Lyapunov condition for transient stability dynamics of
power system is integrated in the structure property of
controller, which guarantee asymptotic stability for all
system parameter and topologies.
2) The controller is parameterized wih a stacked ReLU
neural network to guarantee exponential stability without
explicitly adding constraints on training process.
3) A RNN-based reinforcement learning framework is pro-
posed to train the neural network controller with time-
coupled state dynamics efficiently.
The paper is organized as the following. In Section II we
introduce the dynamical system model and the optimal control
problem. In Section III we give the main theorems governing
the structure of a stabilizing controller and how it can be
achieved via neural networks. In Section IV, we show how
to train the weights of these controllers efficiently. Section V
shows the simulation results and Section VI concludes the
paper.
II. MODEL AND PROBLEM FORMULATION
A. Dynamic Network Model
Let N be the number of buses and B be the set of buses.
The set of transmission lines connecting the buses is denoted
as E . The susceptance of the line (i, j) ∈ E is Bij = Bji > 0.
The susceptance Bkl = Blk = 0 when (k, l) /∈ E . The inertial
constant of bus i is denoted as Mi. The total power injection
setpoint of bus i is Pm,i. The angle and frequency of bus i are
δi and ωi, respectively. We make the following assumptions:
1) Bus voltage magnitudes are 1 p.u. for i ∈ B, then
Bij sin(δi − δj) is the active power flow from bus i
to bus j.
2) Each bus only has its local frequency measurement. The
controller at bus i is a function of ωi, writen as ui(ωi).
It controls the changes in active power.
3) Reactive power injections on the buses and reactive
power flows on the lines are ignored.
The transient stability dynamics of the power system is
represented by the swing equation [1]
δ˙i = ωi,∀i ∈ B (1a)
Miω˙i = Pm,i − ui(ωi)−
N∑
j=1
Bij sin(δi − δj),∀i ∈ B (1b)
The goal of the ui’s is to decrease frequency deviations
while avoiding a high control cost. The control cost incurred
from the action to adjust active power setpoint. For example, a
quadratic cost is typically used in the literature [4], [12]–[14].
The space of feasible ui’s are constrained by the fact that
they should be stabilizing, that is, the system in (1) should
be asymptotically stable within some region. Because of
saturation in inverter-connected resources, ui is also bounded
by upper and lower bounds.
B. Optimization Problem Formulation
We consider two costs in the objective function of optimal
frequency control problem: the cost on frequency deviations
and the cost of controllers. Firstly, considering that the power
system operators restrict the maximum frequency deviation,
the cost on frequency deviation is represented by the infinity
norm of ωi(t) over the time horizon from 0 to the total
time length T defined by ||ωi||∞ = sup0≤t≤T |ωi(t)| [15].
Secondly, the cost on controller is the quadratic function of
action defined by its two-norm ||ui||22 = 1T
∫ T
t=0
(ui(t))
2dt
[4], [12]–[14]. The optimization problem is formulated as
min
u
N∑
i=1
||ωi||∞ + γ||ui||22 (2a)
s.t. δ˙i = ωi (2b)
Miω˙i = Pm,i − ui(ωi)−
N∑
j=1
Bij sin(δi − δj) (2c)
ui ≤ ui(ωi) ≤ ui (2d)
ui(ωi) is stabilizing (2e)
where γ is the coefficient that stands for the relative cost
of action with respect to frequency deviation. ui and ui are
the lower and upper bound for the control action at bus i.
Constraints (2b)-(2e) hold for the time t from 0 to T . Other
costs can also be accomodated in formulation (2).
Considering that not all the generators have the computation
ability to conduct real-time optimization, ui(ωi) is formulated
as static controller where the coefficients are determined before
real-time operations. In (2), we are optimizing the function
u, which is an infinite dimensional problem. The stabilizing
constraint and hard limits are also nonlinear. Therefore, prob-
lem (2) is challenging to solve by conventional optimization
techniques and thus we try to find an optimal controller
through reinforcement learning.
3C. Reinforcement Learning for Optimal Frequency Control
The controller ui(ωi) is flexibly parameterized as a neural
network with weight θi, written as uθi(ωi). Reinforcement
learning trains neural networks to map state of the environment
to control action so as to minimize the numerical loss function
[16]. By defining the loss function as the objective function
(2a), the training of RL will gradually drive the decrease of
loss function and equivalently optimize the objective function.
Existing RL techniques, including Q-learning, policy gradi-
ent and DDPG, usually adopts a model-free approach to update
weights θi through observable numerical loss data. One major
challenge for these methods comes from the hard constraint
on stability of the system. Although we can add high penalty
to large magnitude of ωi, such penalty may not guarantee that
the constraints are always satisfied. The learned controllers
that leads to reasonably looking and low cost trajectories in
training may distablize the system for different starting points.
This paper directly use the physical model (1) to derive the
structure of the stabilizing controller according to Lyapunov
theory. As illustrated in Fig.1(b), stability is guaranteed by
enforcing the structure property on designing neural network
controller uθi(ωi(t)). Details are elaborated in Section III.
Fig. 1. Reinforcement learning for frequency control problem
Another challenge is the interconnected dependence of the
weights θi on the time-coupled variables (δi(t), ωi(t), uθi(t))
over the whole time stages shown by (2b) and (2c). For
gradient-based method to search for optimal θi, that means the
subsequent application of chain rule to compute gradient all
the way through the time steps. This becomes hard to compute
when there are a large number of time steps. Therefore,
we formulate the state transition dynamics and the neural
network controller implicitly in the framework of RNN to
increase training efficiency, as illustrated in Fig. 1(c). Details
are elaborated in Section IV.
III. STRUCTURE PROPERTIES OF THE CONTROLLER
A. Lyapunov Stability
To constrain the search space of the set of stabilizing
controllers, we investigate the reasonable structure property
of controllers from Lyapunov stability theory. The Lyapunov
approach provides the advantage to asertain the stability of
the equilibrium point without numerical integraion [17]. The
general structure property of the controllers are obtained
through the following two theorems.
Theorem 1. The equilibrium point {(δi, ωi)|wi = 0, Pm,i =∑N
j=1Bij sin(δi − δj), i = 1, . . . , N} of the dynamic system
in (1) is locally asymptotic stable if ui(ωi) is the same sign
as ωi for all i = 1, · · · , N
The qualifier “local” in the theorem is important since we
need to assume that the trajectories start within a bounded
region of the equilibrium point. This region is derived based
on well understood power system energy (or Lyapunov)
functions [18]–[21] and can be explicitly characterized (see
Appendix A). The next theorem shows that if controllers
have more structure, a desirable rate of convergence can be
obtained.
Theorem 2. If the control function ui(ωi) monotonically
increases with ωi for all i = 1, · · · , N , then the equilibrium
point is locally exponentially stable.
Theorem 1 and 2 give structure properties for controllers
that guarantee asymptotic and exponential stability for all
system parameter and topologies. Namely, if the controllers
satisfy the conditions in the theorems, they would be locally
stabilizing for any network. Therefore, the optimal perfor-
mance comes from training on a particular network, but the
stability guarantees do not. This robustness to changes and
uncertainties is a key advantage of defining the structure of
networks compared to purely model free RL approaches.
The design of neural networks that satisfy these properties
are given in the next section (Section III-B). The proof of
Theorem 1 is given below and the proof of Theorem 2 is
given in the Appendix B.
Proof. A local Lyapunov function for the dynamic system
represented by (1) is [18]–[21]:
V (δ, ω) =
1
2
N∑
i=1
Miω
2
i −
N∑
i=1
Pm,iδi
− 1
2
N∑
i=1
N∑
j=1
Bij cos(δi − δj)
(3)
where the first term in the right hand side represents the
kinetic energy of the turbines and the second is the potential
energy of the system stored in the inductive lines in the power
grid network. This function is not a “true” Lyaponuv function
since it is unbounded, and it is used to show that trajectories
that start not too far away from the equilibrium point would
converge to it.
4Partial Derivative of the Lyapunov function is
∂V (δ, ω)
∂δi
= −Pm,i +
N∑
j=1
Bij sin(δi − δj) (4a)
∂V (δ, ω)
∂ωi
= Miωi (4b)
An equilibrium point of the dynamic system is a state (δ, ω)
where wi = 0 for i ∈ B and Pm,i =
∑N
j=1Bij sin(δi − δj)
for (i, j) ∈ E , i.e.,where all frequency deviations and branch
power deviations are constant over time.
The total derivative of the Lyapunov function with respect
to t is
V˙ (δ, ω) =
N∑
i=1
∂V (δ, ω)
∂δi
δ˙i +
∂V (δ, ω)
∂ωi
ω˙i
=
N∑
i=1
−ωiui(ωi)
(5)
The equilibrium is locally asymptotically stable when
V˙ (δ, ω) ≤ 0 with equality only reached at the equilibrium.
From (5), V˙ (δ, ω) < 0 can be satisfied if ωiui(ωi) > 0 for
ωi 6= 0. This is equivalent to the constraint that the sign of
action ui(ωi) is the same as the sign of ωi. Note this condition
is distributed in the sense that it needs to be satisfied at each
of the buses.
By the Krasovski-Lasalle principle [22], the constraint
on control action can be further relaxed to include
equality, i.e., ωiui(ωi) ≥ 0. Define the set S ={
(δ, ω) ∈ Ωr : V˙ (δ, ω) = 0
}
where the derivative of Lya-
punov equals to zero. For a trajectory to remain in this set
we must have ωi = 0 or ui(ωi) = 0. Consider one point
where ωi 6= 0 while ui(ωi) = 0. Using the dynamics (1a)
we have δ˙i 6= 0, this implies that ω˙i 6= 0 if ui(ωi) = 0.
Therefore, points with ωi 6= 0 are not in the invariant set
inside S. In other words, S contains no invariant sets other
than the states that wi = 0. Then from the Krasovski-Lasalle
principle, we can conclude that the state (δ, ω) where wi = 0
and Pm,i =
∑N
j=1Bij sin(δi − δj) for (i, j) ∈ E , is locally
asymptotically stable.
B. Design of Neural Network Controllers
In this paper, we parametrize the controllers ui by a single
hidden layer neural network. By Theorems 1 and 2, we design
the weights and the biases of the neural networks to have the
following structures:
1) uθi(ωi) has the same sign as ωi
2) uθi(ωi) is monotonically increasing
3) ui ≤ uθi(ωi) ≤ ui
The first two requirements are equivalent to designing a
monotonic increasing function through the origin. This is
constructed by decomposing the function into a positive and
a negative part as fi(ωi) = f+i (ωi) + f
−
i (ωi), where f
+
i (ωi)
is monotonic increasing for ωi > 0 and zero when ωi ≤ 0;
f−i (ωi) is monotonic increasing for ωi < 0 and zero when
ωi ≥ 0. The saturation constraints can be satisfied by hard
thresholding the output of the neural network.
The function f+i (ωi) and f
−
i (ωi) are constructed using
a single-layer neural network designed by stacking ReLU
function. Let m be the number of hidden units. For f+i (ωi),
let qi = [q1i q
2
i · · · qmi ] be the weight vector of bus i;
bi = [b
1
i b
2
i · · · bmi ]ᵀ be the corresponding bias vector. For
f−i (ωi), let zi = [z
1
i z
2
i · · · zmi ] be the weights vector and
ci = [c
1
i c
2
i · · · cmi ]ᵀ be the bias vector. Denote 1 ∈ Rm
as the all 1’s column vector. The detailed construction of
f+i (ωi) and f
−
i (ωi) is given in Lemma 3.
Lemma 3. The stacked ReLU function constructed by (6) is
monotonic increasing for ωi > 0 and zero when ωi ≤ 0.
f+i (ωi) = qiσ(1ωi + bi) (6a)
where
l∑
j=1
qji ≥ 0, ∀l = 1, 2, · · · ,m (6b)
b1i = 0, b
l
i ≤ b(l−1)i , ∀l = 2, 3, · · · ,m (6c)
The stacked ReLU function constructed by (7) is monotonic
increasing for ωi < 0 and zero when ωi ≥ 0.
f−i (ωi) = ziσ(−1ωi + ci) (7a)
where
l∑
j=1
zji ≤ 0, ∀l = 1, 2, · · · ,m (7b)
c1i = 0, c
l
i ≤ c(l−1)i , ∀l = 2, 3, · · · ,m (7c)
Proof. Note that the ReLU function σ(x) is linear with x when
activated (x > 0) and equals to zero when deactivated (x ≤ 0),
we construct the monotonic increasing function f+i (ωi) by
stacking the function gli(ωi) = q
l
iσ(ωi + b
l
i) as illustrated by
Fig.2. Since b1+i = 0 and b
l+
i ≤ b(l−1)+i ,∀1 ≤ l ≤ m, gli(ωi)
is activated in sequence from g1i (ωi) to g
m
i (ωi) with the in-
crease of ωi. In this way, stacked function is a piece-wise linear
function and the slope for each piece is
∑l
j=1 q
j
i . Monotonic
property can be satisfied as long as the slope of all the pieces
are positive, i.e.,
∑l
j=1 q
l
i ≥ 0,∀1 ≤ l ≤ m. Similarly, f−i (ωi)
also construct by ReLU function activated for negative wi in
sequence corresponding to cli for l = 1, · · · ,m.
∑l
j=1 z
j
i ≤ 0
means that all the slop of the piece-wise linear function is
positive and therefore guarantees monotone.
Note that there still exists inequality constraints in (6)
and (7), which makes the training of the neural networks
cumbersome. We can reformulate the weights to get a equiv-
alent representation that is easier to deal with in training.
Define the non-negative vectors qˆi =
[
qˆ1i · · · qˆmi
]
and
bˆi =
[
bˆ1i · · · bˆmi
]ᵀ
. Then, (6b) is satisfied if q1i = qˆ
1
i ,
qli = qˆ
l
i − qˆ(l−1)i for l = 2, · · · ,m. (6c) is satisfied if
b1i = 0, b
l
i = −
∑l
j=2 bˆ
j
i for l = 2, · · · ,m. Similarly, define
zˆi =
[
zˆ1i · · · zˆmi
] ≥ 0 and cˆi = [cˆ1i · · · cˆmi ]ᵀ ≥ 0.
Then, (7b) is satisfied if z1i = −zˆ1i , zli = −zˆli + zˆ(l−1)i for
l = 2, · · · ,m. (7c) is satisfied if c1i = 0, cli = −
∑l
j=2 cˆ
l
i for
l = 2, · · · ,m.
The next Theorem states the converse of Lemma 3, that
is, the constructions in (6) and (7) suffice to approximate all
functions of interest.
5Fig. 2. Stacked ReLU neural network to formulate a monotonic increasing
function through the origin
Theorem 4. Let r(x) be any continuous, bounded monotonic
function through the origin with bounded derivatives, mapping
compact set X to R. Then there exists a function f(x) =
f+(x) + f−(x) constructed by (6) and (7) such that, for any
 and any x ∈ X, |r(x)− f(x)| < 
The proof is given in Appendix C. The last step is to bound
the output of the neural networks, which can be done easily
using ReLU activation functions.
Lemma 5. The neural network controller ui given below is a
monotonic increasing function through the origin and bounded
in [ui, ui] for all i = 1, · · · , N :
ui(ωi) =ui − σ(ui − f+i (ωi)− f−i (ωi))
+ σ(ui − f+i (ωi)− f−i (ωi))
(8)
The proof of this lemma is by inspection.
IV. LEARNING CONTROL POLICIES USING RNNS
The structure of the controllers are decided by the construc-
tions in (6), (7) and (8). In this section we develop a RNN
based RL algorithm to learn the weights and biases of these
networks.
A. Discretize Time System
To learn the controller and simulate the trajectories of
the system, we discretize the dynamics (1) with step
size ∆t. We use k and K to represent the discrete
time and total number of stages, respectively. The states
(δi, wi) at bus i evolves along the trajectory are rep-
resented as δi = (δi(0), δi(1), · · · , δi(K)) and ωi =
(ωi(0), ωi(1), · · · , ωi(K)) over K stages, with the control
sequence uθi = (uθi(ωi(0)), · · · , uθi(ωi(K))). The infin-
ity norm of the sequence of ωi(k) is then defined by
||ωi||∞ = maxk=0,··· ,K |wi(k)|. The cost on controller is
the quadratic function of action defined by its two-norm
||uθi ||22 = 1K
∑K
k=1(uθi(k))
2 . The optimization problem is
min
θ
N∑
i=1
||ωi||∞ + γ||uθi ||22 (9a)
s.t. δi(k) = δi(k − 1) + ωi(k − 1)∆t (9b)
ωi(k) = −∆t
Mi
|B|∑
j=1
Bij sin(δi(k − 1)− δj(k − 1))
+ωi(k − 1)− ∆t
Mi
uθi(ωi(k − 1)) +
∆t
Mi
Pm,i
(9c)
ui ≤ uθi(ωi(k)) ≤ ui (9d)
ωi(k)uθi(ωi(k)) ≥ 0 (9e)
duθi(ωi(k))
dωi(k)
≥ 0 (9f)
and all equations hold for i = 1, . . . , N . The constraints (9e)
and (9f) guarantee exponentially stability.
Note that the optimization variable θ exist in all the
time steps in (9). A straightforward gradient-based training
approach is challenging since we need to calculate the gra-
dient all the way to the first time step for all time steps
k = 0, · · · ,K. To mitigate this challenge, we propose a RNN-
based framework to integrate the state transition dynamics
(9b) and (9c) implicitly. This way, gradient of optimization
objective with respect to θ can be computed efficiently through
back-propagation.
B. RNN for control
A recurrent neural network (RNN) is a class of artificial
neural networks where connections between nodes form a
directed graph along a temporal sequence. This allows it
to exhibit temporal dynamic behavior. By defining the cell
state as the time-coupled states δi and ωi, the state transition
dynamics of the power system is integrated as illustrated in
Fig. 3
Fig. 3. Structure of RNN for frequency control problem
The operation process of RNN is shown by the left side of
Fig. 3. The cell unit of RNN will remember its current state at
the stage k and pass it as an input to the next stage. Unfolding
the cell unit through time will give the right side of Fig. 3. In
this way, RNN can be utilized in the frequency control problem
to deal with time-coupled state variables. Specifically, the state
(δi(k − 1), ωi(k − 1)) for all i = 1, · · · , N at the stage k−1 is
taken as an input in the state transition function (9b) (9c) and
thus the state (δi(k), ωi(k)) for all i = 1, · · · , N at the stage
k is obtained. The control function uθi(ωi(k)) in the state
6transition function is formatted through (8) to satisfy inequality
constraints. The output Oi(k) =
[
O1i (k) O
2
i (k)
]
at stage k
is a vector with two component computed by O1i (k) = ωi(k)
and O2i (k) = (uθi(ωi(k)))
2. The loss function is formulated
to be equivalent with the objective function (9a) as:
Loss =
N∑
i=1
max
k=0,··· ,K
|O1i (k)|+ γ
1
K
K∑
k=1
O2i (k) (10)
The trainable variables θ is specified in the neural network
controller (8) and updated by gradient descent though the Loss
function (10). The unfolded structure of RNN form a directed
graph along a temporal sequence where the gradient of Loss
function can be efficiently computed by auto-differentiation
mechanisms [23].
C. Algorithm
The pseudo-code for our proposed method is given in Algo-
rithm 1. The variables to be trained are weights θ = {qˆ, bˆ, zˆ, cˆ}
for control network represented by (6)-(8) . The i− th row of
qˆ and zˆ are the vector qˆi and zˆi in (6) and (7), respectively.
The i-th column of bˆ and cˆ are the vector bˆi and cˆi in (6) and
(7), respectively. Training is implemented in a batch updating
style where the h-th batch initialized with randomly generated
initial states {δhi (0), ωhi (0)} for all i = 1, · · · , N . Evolution of
states in K stages will be computed through structure of RNN
as shown by Fig.3. Adam algorithum is adopted to update
weights θ in each episode.
Algorithm 1 Reinforcement Learning with RNN
Require: Learning rate α, batch size H , total time stages K,
number of episodes I , parameters in optimal frequency
control problem (9)
Input: Initial states δhi (0), ωhi (0) for the i-th bus in the h-th
batch, i = 1, · · · , N , h = 1, · · · , H
Initialisation :Initial weights θ for control network
1: for episode = 1 to I do
2: Reset the state of cells in each batch as the initial value
xhi ← {δhi (0), ωhi (0)}.
RNN cells compute through K stages to obtain output
{Oh,i(0), Oh,i(1), · · · , Oh,i(K)}
Calculate total loss of all the batches
Loss = 1H
∑H
h=1
∑N
i=1 maxk=0,··· ,K |O1h,i(k)| +
γ 1K
∑K
k=1O
2
h,i(k)
Update weights in the neural network by passing Loss
to Adam optimizer: θ ← θ − αAdam(Loss)
3: end for
V. CASE STUDY
Case studies are conducted on the IEEE New England
10-machine 39-bus (NE39) power network to illustrate the
effectiveness of the proposed method. Firstly, we show that
the proposed Lyapunov-based approaches for designing neu-
ral network controller can guarantee stability, while uncon-
strained neural networks may result in unstable controllers.
Then, we show that the proposed structure can learn a non-
linear controller that performs better than linear droop con-
trol. All codes and simulation parameters can be found at
https://github.com/Wenqi-Cui/RNN-RL-Frequency-Lyapunov.
A. Simulation Setting
The step size for the discrete simulation is set to 0.05
(50ms) and the time stages K is 100, which means the total
time horizon is 5 seconds. The system is in the Kron reduced
form [4], [24] and its dynamics is represent by (1). The bound
on action ui is generated to be 1.5 times Pm,i plus a random
number that uniformly distributed in [0, 1]. γ is set as 0.2. The
initial states of angle and frequency are randomly generated
such that δi(0) is uniformly distributed in [0, 0.3], ωi(0) is
uniformly distributed in [−0.05, 0.05].
We compare the performance of the proposed RNN based
structure where the neural network controller is designed with
and without the Lyapunov-based approach, and the drop con-
trol with optimized linear coefficient. The parameter settings
are as follows:
1) RNN-Lyapunov: Neural network controller designed
based on Algorithm 1, which satisfies Theorems 1 and
2. The episode number is 2000. Each episode has the
batch number of 600 with random initial states. The
neural networks have one hidden layer with 20 neurons
(m = 20). Parameters of RNN are updated using Adam
with learning rate initializes at 0.05 and decay every 100
steps with a base of 0.85.
2) RNN-Wo-Lyapunov: Controllers are learned without im-
posing any structures and purely optimizes the reward
during training. The structure is the neural network with
two dense layer where the activation function in the first
layer is Tanh. All the other parameters are the same as
RNN-Lyapunov.
3) Linear droop control: Let ki be the droop coefficient for
bus i, droop control policy is represented as ui(ωi) =
kiωi for i = 1, · · · , N , thresholded to their upper
and lower bounds. The optimized droop coefficient is
obtained by solving problem (9) using fmincon function
of Matlab.
B. Necessity of Lyapunov-based Approach
Theorems 1 and 2 ensures that the learned controller would
be locally exponentially stable, but it’s interesting to check
the performance of an unconstrained controller. Intuitively, an
unstable controller should lead to large costs since some states
would be blowing up. Then maybe a controller that minimize
the cost would also be stabilizing.
We show that in this section the above intuition can be mis-
leading. Figure 4 shows the training loss between controllers
learned with and without the Lyapunov-based approach. Both
losses converge, with the Lyapunov-based controller having
better performances. However, when we implement the con-
trollers, the one without Lyapunov-based approach is unstable
and lead to very large state oscillations (Fig. 5b. In contrast,
the controller constrained by the Lyapunov condition shows
good performance in Fig. 5a. The reason for this dichotomy
7in performance is that we can only check a finite number
of starting points in training, and good training performance
does not in itself guarantee good generalization. Therefore,
explicitly constraining the controller structure is necessary.
Fig. 4. Average batch loss along episodes for neural network controller
designed with and without the Lyapunov-based approach. Both converges
quickly, with the former having better performance than the latter.
(a) Dynamics of δ (left) and ω (right) for RNN-Lyapunov
(b) Dynamics of δ (left) and ω (right) for RNN-Wo-Lyapunov
Fig. 5. Dynamics of angle δ and frequency deviation ω in 10 generator
buses corresponding to (a) the neural network controller designed with the
Lyapunov-based approach and (b) the neural network controller designed
without the Lyapunov-based approach. The two controller exhibit qualitatively
different behavior even though they both achieve finite training losses in Fig. 4.
The controller designed without the Lyapunov-based approach lead to unstable
trajectories of the system.
C. Performance Results
This subsection shows that the proposed method can lean a
static non-linear controller that outperfroms the optimal linear
droop control. Fig.6 illustrates the control policy learnt from
RNN-Lyapunov and the linear droop control with optimized
droop coefficient for four generators. Compared with the
traditional droop control, the proposed stacked ReLU neural
Fig. 6. Control action u of RNN-Lyaounov and Linear droop control for
generator buses 4,5,7,8. The comparision shows that the proposed Stacked-
ReLU neural network will learn a non-linear controller in flexible shapes.
network learns a non-linear controller with different shapes.
Fig.7 are the dynamics of ω and corresponding control action
u for RNN-Lyapunov and Linear droop control with the same
initial condition. The frequency deviation ranges between -
0.04 to 0.03 for linear droop control in Fig.7(b). By contrast,
the frequency deviation ranges between -0.032 to 0.028 for
RNN in Fig.7(a), which means the general frequency deviation
of RNN is lower than that of linear control. The control action
ranges between -0.6 to 1.0 for linear droop control in Fig.7(b).
By contrast, the control action ranges between -0.6 to 0.6 for
RNN in Fig.7(a), which is also generally lower than that of
linear control. Therefore, lower deviation of frequency and
lower magnitude of control action contribute to lower loss of
RNN compared with linear droop control. Moreover, Fig.7
(b) shows that there exists oscillations in ω and corresponding
control action u for linear droop control. Such oscillations are
avoided in RNN by learning the slop of approximately zero
when frequency deviation is small, as shown by Fig. 6.
The trajectories start from different initial points will lead
to different loss values. To investigate the general performance
of RNN-Lyapunov and Linear droop control with different
initial conditions, we fix initial δ and let the initial ω to
uniformly distributed in U [−ω¯, ω¯]. ω¯ denotes the variation
bound of initial ω. The distribution of loss corresponding
to ω¯ = 0.00, 0.01, · · · , 0.04 are illustrated as box plot in
Fig.8. ω¯ = 0 is the case that no variation exists in the
intial condition. For this case, the loss of RNN-Lyapunov
is 1.28, which is approximate 10% lower than that of linear
droop control. The average losses increase slightly with larger
ω¯ for both RNN-Lyapunov and linear droop control. The
variation of loss increases significant with larger ω¯ for linear
droop control, while the variation increase slightly for RNN-
Lyapunov. Therefore, the proposed method learn the non-
linear control that lead to lower average loss and variation
of loss, which means improved average control performance
and higher robustness under different initial conditions.
VI. CONCLUSION
This paper investigates the optimal frequency control prob-
lem using reinforcement learning with stability guarantees.
8(a) Dynamics of ω (left) and u (right) for RNN-Lyapunov
(b) Dynamics of ω (left) and u (right) for linear droop control
Fig. 7. Dynamics of frequency deviation w and control action u in selected
generator buses corresponding to (a) the neural network controller designed
with the Lyapunov approach and (b) linear droop control. The neural network
controller generally bring lower magnitude of frequency deviation and control
action, and also avoid oscillations.
Fig. 8. Loss with different variation range of initial conditions for RNN-
Lyapunov and Linear droop controller. Compared with Linear droop con-
troller, RNN-Lyapunov reduces the loss by approximate 10%.
Constraints obtained from Lyapunov stability theory and satu-
ration limits are realized by parameterizing the controller with
stacked ReLU neural network. In particular, we construct the
controllers to be monotonically increasing through the origin,
and prove they guarantee stability for all operating points in
a region. These controllers are trained using a RNN-based
method that allows for efficient back propagation through time.
The learned controllers are static piece-wise linear functions
that do not need real-time computation and is practical for
implementation. Through simulations, we show that they out-
performs optimal linear droop as well as purely unstructured
controllers trained via reinforcement learning. In particular,
controllers failing to consider stability constraints in learning
may lead to unstable trajectories of the state variables, while
our proposed controllers can achieve optimal performances in
system frequency responses that use small control efforts.
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9APPENDIX A
REGION OF ATTRACTION
The region of attraction (ROA) interested in this paper is the
state (δ, ω) that satisfies |δi − δj | ∈ [0, pi/2] for all (i, j) ∈ E
and |ωi| ∈ [0, ωi] for all i = 1, · · · , N , where ωi is the upper
bound of ω covers the variation range of frequency. Without
loss of generosity, let the angle of bus N be zero and thus the
angle of each bus will be determined from the angle difference.
From [12], the equilibrium point {(δ∗i , ω∗i )|wi = 0, Pm,i =∑N
j=1Bij sin(δ
∗
i −δ∗j ), i = 1, . . . , N} is unique in the defined
ROA. According to (4a), ∂V (δ,ω)∂δi is monotonic increasing
and zero at equilibrium δ∗i for δi that satisfy |δi − δj | ∈
[0, pi/2]. According to (4b), ∂V (δ,ω)∂ωi is monotonic increasing
and zero at equilibrium for ωi in its boundary |ωi| ∈ [0, ωi]
∀i = 1, · · · , N . Therefore, the Lyapunov function in ROA
is bounded below at the equilibrium and bounded above by
the neighbouring local maximal. This makes (3) a qualified
Lyapunov function in the defined ROA.
APPENDIX B
PROOF THEOREM 2
For the system with N buses, we have 2N state variables and
stack as [δ1, · · · , δN , ω1, · · · , ωN ]. Without loss of generosity,
let bus N be the slack bus. The Jacobian of the state transition
dynamics (1) is
J(δ, ω) =
[
0 I
Jδω Jωω
]
(11)
where 0 ∈ R(N−1)×(N−1) is the Jacobian of δ with respect
to δ and all the element equals to zero according to (1a).
I ∈ R(N−1)×(N−1) is the Jacobian of δ with respect to ω and
all the diagonal element equals to one according to (1a). Jδω ∈
R(N−1)×(N−1) and Jωω ∈ R(N−1)×(N−1) is the jacobian of
ω with respect to δ and ω, respectively.
From (1b), the Jacobian of ω with respect to δ is computed
as
Jδω =
−∑Nj=1 B1j cos δ1j B12 cos δ12 ··· B1(N−1) cos δ1(N−1)
B21 cos δ21 −
∑N
j=1 B2j cos δ2j ··· B2(N−1) cos δ2(N−1)
...
. . .
B(N−1)1 cos δ(N−1)1 ··· −
∑N
j=1 B(N−1)j cos δ(N−1)j

≺ 0
(12)
From (1b), the Jacobian of ω with respect to ω is
Jωω =
−
du1(ω1)
dω1
. . .
− duN−1(ωN−1)dωN−1
 (13)
To prove that the system is exponential stable under control,
we show that all the real part of eigenvalues are negative
for Jacobian J(δ, ω). To this end, we show that there exist
a matrix P ∈ R(N−1)×(N−1),P  0, such that J(δ, ω)P +
PJ(δ, ω)T ≺ 0. Define P as
P =
[
− (Jδω)−1 β (Jδω)−1
β (Jδω)
−1
I
]
(14)
where β ∈ R is a positive number and we will specify its
value in the following part.
From (12) and (14), we have
J(δ, ω)P+PJ(δ, ω)T =[
2β (Jδω)
−1
β (Jδω)
−1
(Jωω)
β (Jωω) (Jδω)
−1
2βI+ 2 (Jωω)
]
(15)
where 2β (Jδω)
−1 ≺ 0 for positive β since we have shown
that Jδω ≺ 0. The Schur complement of J(δ, ω)P+PJ(δ, ω)T
is
S =2 (βI+ Jωω)
−
(
β (Jωω) (Jδω)
−1
)(
2β (Jδω)
−1
)−1 (
β (Jδω)
−1
(Jωω)
)
=2Jωω + β
(
2I− 1
2
Jωω (Jδω)
−1
Jωω
)
(16)
From (13), we have Jωω ≺ 0 when the control function
ui(ωi) is monotonic increasing with ωi for all i = 1, · · · , N−
1. Take β as a sufficiently small positive number, we have
(16)≺ 0. Therefore, J(δ, ω)P + PJ(δ, ω)T ≺ 0 and we
complete the proof.
APPENDIX C
PROOF OF THEOREM 4
Let α bound the magnitude of first derivative of r on X
. Define an equispaced grid of points on X, where β = 1n
is the spacing between grid points along each dimension.
Corresponding to each grid interval [kβ, (k + 1)β], assign
a linear function y(x) = r(kβ) + r((k+1)β)−r(kβ)β (x − kβ),
where y(kβ) = r(kβ) and y((k + 1)β) = r((k + 1)β). For
all x ∈ [kβ, (k + 1)β], from monotonic property, we have
r(kβ) ≤ r(x) ≤ r((k+1)β) and r(kβ) ≤ y(x) ≤ r((k+1)β).
Therefore, we can bound the approximation error by
|y(x)− r(x)| ≤ |r((k + 1)β)− r(kβ)| (17)
By mean value theorem, we know that
r((k + 1)β)− r(kβ) = β ∂r(c)
∂x
(18)
for some point c on the line segment between kβ and (k+1)β.
Given the assumptions made at the outset, |∂r(c)∂x | is bounded
by α and therefore |y(x)− r(x)| can be bounded by βα.
Further, we show that any piece-wise linear function
of y(x) = r(kβ) + r((k+1)β)−r(kβ)β (x − kβ) can be
represented by the proposed construction (6)(7). Without
loss of generosity, assume that y(x) is the positive fraction
and approximated by f+(x). Let b1i = 0, q
1 = r(β) and
subsequently bki = (k − 1)β,
∑k
j=1 q
j = r(kβ)−r((k−1)β)β for
k = 2, 3, · · · , n. Then the construction of f+(x) through (6)
is exactly the same as y(x). Therefore, |f(x) − r(x)| can
also be bounded by βα. We take β < α to complete the proof.
