Abstract-Cost estimation is crucial for optimizing the performance of parallel algorithms on distributed systems. This paper performs load analysis and cost estimation of constrained producer-consumer (CPC) parallel algorithms. In CPC algorithms, the computation is performed by classes of nodes (tasks), separated in time. For any given CPC problem, the cost can be modelled as a linear combination of computational imbalance components and a communication load. These components can be determined from analysis of the inter-task communication of the algorithm.
I. INTRODUCTION
Constrained producer-consumer modeling is a natural and widely used approach for modeling complex systems consisting of multiple interacting entities. It has wide application in Genetic Algorithms [1] , molecular dynamics [2] , computational epidemiology [3] , [4] , and human immune simulators [5] , among many others. In CPC parallel programs, the processing is performed by classes of tasks, (C 1 ,. . .,C N ), in N phases. The tasks in successive classes have a producer-consumer relationship. One distinguishing feature of these types of algorithms is that the processing of a consumer task will not start until it receives all of the messages destined for it.
In this work, we perform load analysis of CPC algorithms aimed at estimating the time taken to execute them on a particular data set (i.e., their execution cost). The execution cost can help in evaluation of data distribution schemes and in the allocation of computational resources. Moreover, a number of future applications, including load balancing schemes and performance analysis tools, can benefit from it.
An interesting feature of CPC algorithms is the number of computations performed by its tasks and their relationship with communication. In each phase, the producer needs to send data to a subset of consumers in the form of messages where the consumers perform computations on the received messages. Given the semantics of the simulation algorithm and data-flow analysis, we determine the amount of computation performed.
Our work combines data flow analysis with estimation of computational imbalances and communication load to develop a cost metric, which estimates the execution cost of a CPC parallel program. The cost metric has N + 1 components: N computational components (one for each class) and one communication component. Due to synchronization, the execution time of a class (of tasks) is determined by the most compute-heavy processor, therefore, we use the load of the most loaded partition to quantify its computational load. The communication load is measured in the total number of inter-process messages. The assignment of tasks to partitions plays a vital role in the total cost of simulation.
II. LOAD ANALYSIS
In this section, we perform load analysis of the general CPC algorithm. The parallel CPC program can be characterized by a multi-partite interaction graph, G(C 1 , . . . , C N , E), as shown in Figure 1 . Each C i is the set of vertices representing the tasks in class i, and E is the set of directed edges corresponding to communication dependencies between those tasks. The weight of a vertex gives the relative computational load of that task, and the weight of an edge gives the relative amount of communication required between the tasks. Vertices (tasks) are grouped into N distinct classes (C 1 , . . . , C N ). Each task works as a producer and a consumer, alternatively, and is assigned to exactly one class.
In CPC algorithms, the computation performed by a task is related to its communication. The processing of a task belonging to class C k happens in two steps. First, it consumes messages received from tasks in the producing-class. Second, it generates messages for tasks in the consuming-class. Therefore, the total number of computations performed by a task, f c , is a function of the processing done on messages received, and computation performed in generating messages, and is quantified in Equation 1.
where f c is the number of computations performed by task c, OD(c) is the number of messages sent by task c, and ID(c) is the number of messages received by task c. The function f is application specific.
Depending on the application, the number of messages generated by a task, and/or received may be negligible. For example, in simulations that model the spread of contagion in a population [3] , the number of outcome-messages is usually negligible. In that situation, the number of computations performed by the task c is a function of the number of messages sent or received only. Moreover, the function f could be a combination of linear and non-linear terms (constant, polynomial, exponential, etc.).
III. THE COST ESTIMATION METRIC
In this section, we propose a cost metric that estimates the cost of CPC algorithms. The cost metric is an extension of the min-max model developed by Chien-Chung [6] . The key feature that enabled our approach is the synchronization separated computations and remote communication. In CPC programs, the execution cost is dominated by the maximally-loaded or most-imbalanced processors as shown in Figure 2 , therefore, we use the computational imbalances and communication load to estimate the execution cost.
In the equation, IC j is the computational imbalance in Class C j tasks, defined below, and CL is the communication load. The constants, k 1 , . . . , k n , and k c , show the relative contribution of components in the cost of simulation.
The computational and communication components of the cost metric can be quantified in terms of incoming and outgoing messages (edges). The processing of classes is separated in time, and in an ideally load-balanced assignment of CPC tasks, each partition of a class will have an equal computational load (i.e., mean-load of class). A partition contains one or more tasks of a particular class. Every class has R partitions, and each task is assigned to exactly one partition. The partition with the maximum load finishes last, and makes other partitions wait for it to reach synchronization. We measure the computational imbalance in C k by IC k , which is quantified in Equation 3 .
In the equation, L(P ki ) is the computational load of tasks in partition i of C k , L k is the mean load of C k , tL k is the total-class load (summation of computational loads of all the tasks in C k ). The total-class load works as a normalization factor and keeps the imbalance in bounds. If the computation of C k is perfectly balanced then IC k = 0 -every partition is assigned tasks with a total load of L k . In contrast, if the load of C k is maximally imbalanced, then IC k = (1 − (1/R) (approx. 1) -one partition is assigned all of the tasks. The communication load, denoted by CL is the ratio of remote messages to total messages. When there are no interprocess messages, CL = 0. In contrast, when all the messages are remote, CL = 1.
IV. CONCLUSIONS
The paper presents a novel approach for quantifying the computational loads of CPC algorithms in terms of communication dependencies. We also propose a cost metric that estimates the execution cost of CPC parallel programs in the number of processors and execution time. The constants of the cost metric are very application-specific and can be extracted using statistical regression modeling.
