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Abstract
One important demonstration of web intelligence is
learning oriented search, which means to ﬁnd the right
knowledge from the right place and present to the user in
the right order so that the user can learn fast and manage
the knowledge easily. The most difﬁcult question here is
how to present the knowledge to the user for fast learning,
whichrequirestodiscovertheknowledgehierarchyfromthe
web automatically. We study this problem using the Math-
World as an example, which is an online encyclopedia of
mathematics. We study various statistical properties of the
network, and ﬁnd that the network of mathematical knowl-
edgeisasmallworldandisnotcreatedthroughpreferential
attachment. Only a small number of knowledge with large
betweenness centralities are the basic and important math-
ematical knowledge, and should be learned ﬁrst by a user.
We hope this work sheds insight to the study on web intelli-
gence in general.
Index Terms— Knowledge hierarchy, learning ori-
ented search, web intelligence, MathWorld.
1. Introduction
Internet is one of the most complex networks that are
built by human beings. The growing amount of data and
the increasing search ability in the web have changed how
we work, how we live, and how we think. There is a grow-
ing research interest in web intelligence [7], which tries to
combine the immense computing power of web and the cre-
ativity of human brain together to further advance human
intelligence. One important function and demonstration of
web intelligence is learning oriented search, which means
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to ﬁnd the right knowledge from the right place and present
to the user in the right order so that the user can learn fast
and manage the knowledge easily. Despite the abundant
research on how to put knowledge in the right place (i.e.,
data structure and database organization) and how to ﬁnd
the right knowledge from the right place (i.e., web search
engines such as Google, Yahoo, and Baidu), there is little
existing study in computer science on the most difﬁcult part
oflearningorientedsearch, thatishowtopresenttheknowl-
edge to the user for fast learning and better management.
There are at least three difﬁculties here. First, it is not
clear how the order of knowledge in the presentation af-
fects the learning process. Second, it is not clear how to
learn a knowledge in order to better manage and utilize this
knowledge. Third, the knowledge hierarchy should be dis-
covered from the web automatically. The three difﬁculties
are correlated. Intuitively speaking, for the ﬁrst difﬁculty,
when we learn an area, the basic and fundamental knowl-
edge should be learned ﬁrst, and the advanced knowledge
should be learned later. For the second difﬁculty, establish-
ing relationship between the knowledge that is new to a user
and the knowledge this user already knows could be a good
wayfortheusertounderstandthisknowledge. Themorere-
lationship built in this way, the better management and uti-
lization of the knowledge the user could achieve, hopefully.
The third difﬁculty is less studied. In a well-established
area, say mathematics and physics, people identify the im-
portance and relationship among different knowledge and
iteratively improve the way of teaching. The Internet leads
us to an era where knowledge explodes. There are so many
new areas, where few people know the knowledge hierar-
chy, nor the best way of teaching and learning. Thus we
need to ﬁnd a way for the computer to discover the knowl-
edge hierarchy from the web automatically. While the ﬁrst
two difﬁculties were mainly studied in the brain science and
cognition science, the third difﬁcult is more related to the
computer science, and is the focus of this paper.
There have been some studies in understanding the struc-
ture of knowledge in the web. Phenomena such as the small
world [12], i.e., a pair of nodes are connected by a shortpath on the average, and scale-free [1], i.e., certain sta-
tistical properties exist in different scales of the network.
Zlatic et al. regarded Wikipedia as a cognitive network,
and found that Wikipedia in different languages share sim-
ilar properties such as degree distribution [14]. Capocci et
al. showed that the Wikipedia growth can be described us-
ing preferential-attachment model [5]. Muchnik et al. de-
signed an algorithm to extract the knowledge hierarchy of
Wikipedia [9]. As for why Wikipedia displays the proper-
ties in structure as they found, the question remains open.
In this paper, we use MathWorld as an example to study
the knowledge hierarchy in an online encyclopedia. We
choose the encyclopedia of mathematical knowledge be-
cause comparing with some other areas it is easier to tell
which knowledge are more basic and fundamental in math-
ematics and thus should be learned early. Though the Math-
World is organized as a tree, we focus on the relationship
among the leaf-pages in the tree, each of which contains
explanation to a speciﬁc mathematical knowledge, and usu-
ally cites other related concepts for further reading. We re-
gard these leaf-pages as nodes, and the citing relationship
among the pages as edges. After studying various statis-
tics of this network, we ﬁnd that the MathWorld possesses
the small-world phenomenon, that the degree distribution
does not obey the power-law, and that the network is not
grown through preferential attachment. And we ﬁnd the
knowledge hierarchy of MathWorld is that only a small part
of the knowledge nodes with large betweenness centralities
are basic and important mathematical knowledge.
The rest of the paper is organized as follows. In section 2
we present the network model for the MathWorld website.
In section 3 we study various statistics of the knowledge
network of MathWorld and discuss implications. We brieﬂy
conclude in section 4.
2. Network model for MathWorld
MathWorld (http://mathworld.wolfram.com) is an online
mathematical encyclopedia, which is founded and subsi-
dized by the Wolfram Research Inc.. In MathWorld, over
12,000 entries (as on December 1st, 2008) of mathematical
knowledge are organized as a tree except for the references
among the leaf-pages. The mathematical knowledge is clas-
siﬁed into eleven categories. And each category contains
some sub-categories. If we start from the welcome page and
pick a category and a sub-category so and so forth, we usu-
ally arrive at a leaf-page within ﬁve to seven steps, which
contains the explanation to a speciﬁc mathematical knowl-
edge. During the course of explanation, some other math-
ematical concepts may be used. And some related mathe-
matical concepts are listed in the ”see also” section of the
page for the interested audience to get further reading.
We focus on the network that is composed by the leaf-
pages and the reference among these pages. We do not
utilize the tree-structure that is built by the website man-
ager, but want to discover the knowledge hierarchy through
studying the relationship among the leaf-pages only. Let
G(N;E) be the graph that describes this network, where N
is the set of nodes each of which represents a leaf-page, E
is the set of directed edges each of which represents the ref-
erence among the leaf-pages. If there is a hyperlink in page
i to page j, a directed edge (i;j) 2 E. We focus on this
directed graph G in the following discussion. We collect
data from MathWorld using a Java program, which parses
the html text of leaf-pages, extracts links, and stores into a
database.
3. Main results
In this section, we study various statistics of the directed
graph G, including the degree distribution, the distance dis-
tribution, the average distance, the betweenness centrality,
the clustering coefﬁcient, and the average neighbors degree,
respectively.
3.1. Degree distribution
The in-degree (out-degree) of a node is deﬁned as the
number of edges arriving at (sending out from) this node.
Degree distribution shows how many nodes have speciﬁc
value of in-degree (out-degree). We show the in-degree and
out-degree distribution of the MathWorld in Fig. 1.
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Figure 1. The in/out-degree distribution of
MathWorld.
We can see that neither the in-degree distribution nor the
out-degree distribution obeys the power law. This is dif-
ferent from what is found in many other networks such asthe Internet [3] and the the biological networks [8]. Since
Barab´ asi and Albert showed that a network that is generated
by preferential attachment obeys the power law [1], where
preferential attachment means that when a network grows a
new node is attached to an existing node with a probability
thatisproportionaltothedegreeofthethatexistingnode, an
implication of Fig. 1 is that the mathematical network is not
generated through preferential attachment. Note that when
we learn new knowledge, we intend to establish relationship
between this new knowledge and the knowledge we already
know. So one implication of Fig. 1 is that we may not
always establish relationship between the new knowledge
and the most important/familiar knowledge that we already
know. Establishing relationship between the new knowl-
edge and some knowledge we are not familiar with helps
to diversify our knowledge structure, which could be useful
for creation.
3.2. Distance distribution and average dis-
tance
In the directed graph G, a path from node i to j is de-
ﬁned as a sequence of edges ((i;k1);(k1;k2);:::(kn;j)),
where f(i;k1);(kn;j);(kl;kl+1);l = 1;:::n ¡ 1;g ½ E.
Let A be the adjacency matrix, where Aij = 1 represents
that (i;j) 2 E and Aij = 0 represents that (i;j) = 2 E.
Note that in MathWorld, Aii = 0, i = 1;:::jNj. Deﬁne
An+1 = An­A, n = 1;2;::: and A¤ = I ©A©A2©:::,
where ­ and © means to use AND and OR to replace the
multiplication and addition in the calculation; I is the iden-
tity matrix. It is straightforward to show that if and only if
there is a path from node i to j, we have A¤
ij = 1.
The length of a path is deﬁned as the number of edges in
the path. If there is a path from node i to j, i.e., A¤
ij = 1,
the (directed) distance from i to j is deﬁned as the short-
est length of the path from i to j, and denoted as dij. If
A¤
ij = 0, dij is not deﬁned. Let ni be the number of
nodes that node i can reach in the directed graph G, i.e.,
ni = (
P
j A¤
ij) ¡ 1. We analyze ni for all i 2 N of
the MathWorld and ﬁnd that most nodes in MathWorld can
reach all the other nodes. Denote this set of nodes as N0.
For i 2 N0, let ¹ di be the average distance from node i to all
the other nodes, i.e., ¹ di =
P
j dij=ni.
We ﬁnd that the average distance over all nodes in N0
is 5.14, which is small comparing with the large size of
N0. This means most mathematical knowledge can be re-
lated to most other mathematical knowledge within 6 steps.
So the mathematical knowledge constitutes a small world.
This implies that when we learn the mathematical knowl-
edge, if we are willing to associate a new knowledge with
some other knowledge that we already know, say 6 such
knowledge, this could be sufﬁcient to establish close rela-
tionship between this new knowledge and most, if not all, of
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Figure 2. The betweenness centrality of the
nodes in MathWorld.
the knowledge that we already know. Since strong connec-
tions among the knowledge help to manage and utilize the
knowledge, the above implication indicates a possible way
to present the knowledge for better learning, i.e., to com-
pare the new knowledge with a small number of knowledge
that the user already knows.
3.3. Betweenness centrality
We take a closer look at the nodes that play important
role in reducing the average distance among the nodes in
MathWorld. The concept of betweenness centrality mea-
sures the importance of a node in reducing the average dis-
tance, which is deﬁned in [6] as
b(i) =
X
j;k2N;i6=j6=k
njk(i)
njk
; (1)
where njk is the number of shortest path from node j to
k, njk(i) is the number of appearance of node i in all the
shortest paths from j to k. So if a node i appears for many
timesinthe shortestpaths amongothernodes, b(i)willhave
a large value, which shows that node i is important for the
connectivity of the graph. We use the fast algorithm in [2]
to calculate the betweenness centrality of all the nodes in
the MathWorld, and show the results in Fig. 2.
In Fig. 2 we can see that most nodes have small be-
tweenness centralities, which are no greater than 1, and only
a small part of nodes have large betweenness centralities.
We show the nodes with the largest 10 betweenness cen-
tralities in Table 1. We can see that these nodes are basic
andfundamentalconceptsinmathematics. Thisimpliesthat
only a few nodes in the MathWorld are important to reduc-
ing the average distance among the nodes, that these nodesTable 1. The nodes with top-10 betweenness
centralities.
Betweenness centrality node
6894143 Circle
5984163 Polynomial
4279133 Binomial Coefﬁcient
4099527 Prime Number
3917131 Integer
3901553 Set
3891247 Matrix
3662737 Group
3306080 Power
3045903 Graph
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Figure 3. The in/out-clustering coefﬁcient of
the MathWorld.
are with large betweenness centrality, and that these nodes
represent basic and fundamental mathematical knowledge.
So, in learning-oriented search, we can use the betweenness
centralities of the nodes as indicators of how important and
fundamental the nodes are, and let the user start the learning
from the node with the largest betweenness centrality.
3.4. Clustering coe±cient
The clustering coefﬁcient can be used to detect whether
there are hierarchies in a network [13]. For a directed graph,
the in-clustering coefﬁcient Cin
i and out-clustering coefﬁ-
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Figure 4. The average in/out-clustering coef-
ﬁcient vs. the in/out-degree.
cient Cout
i are deﬁned as [4]
Cin
i =
1
kin
i (kin
i ¡ 1)=2
X
j;k
AjiAki
(Ajk + Akj)
2
; (2)
Cout
i =
1
kout
i (kout
i ¡ 1)=2
X
j;k
AijAik
(Ajk + Akj)
2
;(3)
where kin
i and kout
i are the in-degree and out-degree of node
i. The in-clustering coefﬁcient and the out-clustering coef-
ﬁcient of the MathWorld are shown in Fig. 3. The average
in-clustering coefﬁcient and the average out-clustering co-
efﬁcient are 0.2536 and 0.1980, respectively. Since these
values are larger than the theoretical value in random net-
works, i.e., O(jNj¡1) ¼ 8:3 £ 10¡5, this implies that the
mathematical network contains hierarchy.
We further show the relationship between the average in-
clustering coefﬁcient and the in-degree, and the relationship
between the average out-clustering coefﬁcient and the out-
degree in Fig. 4. We can see that the average in-clustering
(out-clustering)coefﬁcientreduceswhenthein-degree(out-
degree) increases. This shows that nodes with larger de-
grees are important to connect the neighboring nodes and
form clusters. The same phenomenon is found by Ravasz et
al. in the metabolic networks [11].
3.5. Average neighbors degree
Average neighbors degree is a simple and intuitive ap-
proach to study the correlation between nodes in a network.
We start from a node whose in-degree (out-degree) is k and
then compute the average in-degree (out-degree) of the in-
neighboring (out-neighboring) nodes. This quantity is ingeneral a function of the degree of the node, and shows
the assortativity of the graph [10]. We show the average
in-degree of the in-neighbors and the average out-degree
of the out-neighbors in Fig. 5. Unfortunately, the results
do not show strong assortative neither disassortative rela-
tionship between the degree and the average neighbors de-
gree. Pastor-Satorras et al. found that in Internet the aver-
age neighbors degree reduces when the degree k increases
and exhibits power law [10]. This shows that in Internet
nodes with small degrees usually link to nodes with large
degrees to make themselves more important in Internet. But
the nodes with large degrees usually do the opposite. But
from Fig. 5 we can see that the mathematical network does
not have this property.
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Figure 5. Average in/out-degree of the in/out-
neighbors.
4. Concluding remarks
Discovering the knowledge hierarchy is an important
and challenging task in order to achieve learning-oriented
search in web intelligence. In this paper, we use MathWorld
as an example and focus on the network consisting of the
leaf-pages and the hyperlinks among these pages. We ﬁnd
that the MathWorld has the small-world phenomenon, that
the degree distribution does not obey the power-law, that the
network is not grown through preferential attachment, that
only a small part of the knowledge nodes are basic and im-
portant mathematical knowledge, and that these fundamen-
talknowledgenodesarewithlargebetweennesscentralities.
Thissuggeststolearnnodeswithlargebetweennesscentral-
ities ﬁrst, and to compare the new knowledge with a small
number of, say 6, knowledge nodes that we already know
during the learning. Betweenness centralities may again be
used to recommend such nodes. Our future work is to im-
plement a software to demonstrate learning-oriented search
for the mathematical knowledge, and to extend this study
to online encyclopedia in other areas. We hope this work
sheds insight to learning oriented search in web intelligence
in general.
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