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THE LOCI OF ABELIAN VARIETIES WITH POINTS
OF HIGH MULTIPLICITY ON THE THETA DIVISOR
SAMUEL GRUSHEVSKY AND RICCARDO SALVATI MANNI
To the memory of Sevin Recillas
Abstract. We study the loci of principally polarized abelian va-
rieties with points of high multiplicity on the theta divisor. Using
the heat equation and degeneration techniques, we relate these loci
and their closures to each other, as well as to the singular set of
the universal theta divisor. We obtain bounds on the dimensions of
these loci and relations among their dimensions, and make further
conjectures about their structure.
1. Introduction
Let Ag be the moduli space of complex g-dimensional principally
polarized abelian varieties (ppavs). Denote π′ : Xg → Ag the universal
family of ppavs over it. Let Θg ⊆ Xg, and π : Θg → Ag denote the
universal theta divisor. We shall omit the index g when it is clear.
We can identify X and A respectively with the spaces
Sp(g,Z)× Z2g\Hg × C
g, Sp(g,Z)\Hg,
where Hg is the Siegel upper half-space. For τ ∈ H, we denote by Xτ ,
resp. Θτ , the fiber of π
′, resp. π, over τ (more precisely, over the image
of τ in A.
A symmetric principal polarization Θ is the zero set of the holomor-
phic function (where tn stands for the transpose of a vector n)
ϑ(τ, z) =
∑
n∈Zg
exp(iπ(tnτn + 2tnz),
and all the other principal polarization divisors symmetric under the
±1 involution of Xτ are obtained from this divisor by translating by
points of order two τǫ+δ
2
∈ Xτ [2] ⊂ Xτ , for some ǫ, δ ∈ (Z/2Z)
g.
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We denote by Θsing ⊆ Θ the singular locus on Θ, i.e. the set of the
classes of the points (τ, z) defined by
Θsing := {(τ, z) ∈ Hg × C
g | ϑ(τ, z) = ∂iϑ(τ, z) = ∂i∂jϑ(τ, z) = 0}
(where from here on we denote by ∂i =
∂
∂zi
the partial derivative in
the zi direction). Moreover we denote by S the union of the singular
points of Θτ , i.e. the set of the classes of the points (τ, z) defined by
S := {(τ, z) ∈ Hg × C
g | ϑ(τ, z) = ∂iϑ(τ, z) = 0}.
Obviously we have
Θsing ⊂ S ⊂ Θ.
There has been great interest in the singularities of the theta divisor
and the loci of ppavs for which the theta divisor is singular at least
since the ground-breaking work of Andreotti and Mayer [1], who defined
what are now called the Andreotti-Mayer loci
Nk := π∗(S) = {(Xτ ,Θτ) ∈ A | dimSingΘτ ≥ k}.
It is known that N0 ⊂ A is a divisor, which has at most two compo-
nents, cf. [18, 2, 6]:
θnull := {(Xτ ,Θτ) ∈ A | Xτ [2]
even ∩ SingΘτ 6= ∅}
N ′0 := the closure of {(Xτ ,Θτ) ∈ A | (Xτ \Xτ [2]
even) ∩ SingΘτ 6= ∅}
(whereXτ [2]
even denotes the even points of order two). The intersection
of these two components was studied in [6, 13].
In general the dimensions of the loci Nk are not known. They were
studied in detail by Ciliberto and van der Geer in [4],[5], who conjec-
ture that within the locus of ppavs with endomorphism ring Z (i.e.
essentially with Picard group Z) the codimension of any component
of Nk is equal to at least
(k+1)(k+2)
2
. They prove that for g ≥ 4 and
1 ≤ k ≤ g − 3 one has codimNk ≥ k + 2.
In this paper we will be interested in the loci of ppavs for which the
theta divisor has points of higher multiplicity. For points of multiplicity
two the natural loci to consider are
Gk :={(Xτ ,Θτ ) ∈ A | dim{z ∈ Xτ : multzΘτ ≥ 2} ≥ k}
={(Xτ ,Θτ ) ∈ A | dim(Xτ ∩Θsing) ≥ k}
(the two definitions are equivalent by the heat equation).
Already the locus G0 is still a rather unknown object, and we will
mostly concentrate on studying it. It has a natural subset
(∂θ)null := {(Xτ ,Θτ) ∈ A | Xτ [2]
odd ∩Θsing 6= ∅}.
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We can further generalize this to define
(∂kθ)null := {(Xτ ,Θτ ) ∈ A | ∃x ∈ Xτ [2] : multxΘτ − k ∈ 2Z>0}
For some computations it will be important to keep track of which
dimension we are in. In this case we will use an upper index (g) and
write Θ
(g)
sing, (∂θ)
(g)
null, etc.
In this paper we give equations for (∂θ)null and (∂
2θ)null using mod-
ular forms and so we can say that we solve Schottky’s problem for
them. We describe explicitly some irreducible components of (∂kθ)null,
and thus obtain an estimate for their codimension in Ag. Moreover
we shall prove that these loci are reducible for 1 ≤ k ≤ g − 4 (from
[8] it follows that (∂g−2θ)null is irreducible). Finally we shall give some
evidence for the expected dimensions of (∂θ)null, G0 and (∂
2θ)null. Do-
ing this we will relate the dimension of these three varieties with the
dimension of Θsing.
The methods we use consist mostly of working with theta functions
and their derivatives, computing and bounding the dimensions of the
tangent spaces by the ranks of explicit matrices of derivatives. We
use the heat equation in many places, and compute the intersections
of the loci we are interested in with the boundary of the partial com-
pactification of A. In [5] Ciliberto and van der Geer study primarily
the dimensions of the loci Nk, while we are mostly interested in the
dimensions of Gk and (∂
kθ)null. Perhaps uniting the two approaches
may yield further insights into the geometry of the theta divisor.
2. Notations
We start by recalling some basic facts about theta functions and
modular forms. We denote Hg the Siegel upper half-space, i.e. the set
of symmetric complex g×g matrices τ with positive definite imaginary
part. Each such τ defines a complex abelian variety Cg/τZg + Zg. If
σ =
(
a b
c d
)
∈ Sp(g,Z) is a symplectic matrix in a g × g block form,
then its action on τ ∈ Hg is defined by σ · τ := (aτ + b)(cτ + d)
−1, and
the moduli space of ppavs is the quotient Ag = Hg/ Sp(g,Z). A period
matrix τ is called decomposable if there exists σ ∈ Sp(g,Z) such that
σ · τ =
(
τ1 0
0 τ2
)
, τi ∈ Hgi, g1 + g2 = g, gi > 0;
otherwise we say that τ is indecomposable.
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For ǫ, δ ∈ (Z/2Z)g, thought of as vectors of zeros and ones, τ ∈ Hg
and z ∈ Cg, the theta function with characteristic [ǫ, δ] is
θ
[
ǫ
δ
]
(τ, z) :=
∑
m∈Zg
exp πi
[
t(m+
ǫ
2
)τ(m+
ǫ
2
) + 2 t(m+
ǫ
2
)(z +
δ
2
)
]
.
We write ϑ(τ, z) for the theta function with characteristic [0, 0]. Ob-
serve that
θ
[
0
0
](
τ, z + τ
ǫ
2
+
δ
2
)
= exp πi
(
−
tǫ
2
τ
ǫ
2
−
tǫ
2
(z +
δ
2
)
)
θ
[
ǫ
δ
]
(τ, z),
i.e. theta functions with characteristics are, up to some non-zero factor,
equal to ϑ(τ, z) shifted by points of order two.
A characteristic [ǫ, δ] is called even or odd depending on whether the
scalar product ǫ · δ ∈ Z/2Z is zero or one, respectively. The function
θ
[
ǫ
δ
]
(τ, z) is even or odd as a function of z, according to the parity of
the characteristic; thus a characteristic [ǫ, δ] is even (resp. odd) if the
multiplicity of the theta function ϑ(τ, z) at the point z = (τǫ + δ)/2
is even (resp. odd). We denote by Xτ [2]
even/odd the set of even/odd
points of order two on Xτ .
A theta constant is the evaluation at z = 0 of a theta function. All
odd theta constants of course vanish identically in τ , but their first
derivatives at zero do not vanish identically, and in fact transform in a
nice way under the Sp(g,Z) action.
For a finite index subgroup Γ ⊂ Sp(g,Z) a multiplier system of
weight r/2 is a map v : Γ→ C∗, such that the map
σ 7→ v(σ) det(cτ + d)r/2
satisfies the cocycle condition for every σ ∈ Γ and τ ∈ Hg.
Given a pair ρ = (ρ0, r), where r is half integral, and ρ0 : GL(g,C)→
EndV is an irreducible rational representation with the highest weight
(k1, k2, . . . , kg), k1 ≥ k2 ≥ · · · ≥ kg = 0, we use the notation
ρ(A) = ρ0(A) detA
r/2 .
A map f : Hg → V is called a modular form for ρ, or simply a
vector-valued modular form, if the choice of ρ is clear, with multiplier
v, with respect to a finite index subgroup Γ ⊂ Sp(g,Z) if
(1) f(σ · τ) = v(σ)ρ(cτ + d)f(τ) ∀τ ∈ Hg, ∀σ ∈ Γ,
and if additionally f is holomorphic at all cusps of Hg/Γ.
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We define the level and Igusa’s subgroups of the symplectic group to
be
Γg(n) :=
{
σ =
(
a b
c d
)
∈ Sp(g,Z) | σ ≡
(
1 0
0 1
)
mod n
}
Γg(n, 2n) :=
{
σ ∈ Γg(n) | diag(a
tb) ≡ diag(ctd) ≡ 0 mod 2n
}
.
When n is even, these are finite index normal subgroups of Sp(g,Z).
Under the action of σ ∈ Sp(g,Z) the theta functions transform as
follows:
θ
[
σ
(
ǫ
δ
)]
(σ · τ, t(cτ + d)−1z)
= φ(ǫ, δ, σ, τ, z) det(cτ + d)
1
2 θ
[
ǫ
δ
]
(τ, z),
where
σ
(
ǫ
δ
)
:=
(
d −c
−b a
)(
ǫ
δ
)
+
(
diag(c td)
diag(a tb)
)
,
considered in (Z/2Z)g, and φ(ǫ, δ, σ, τ, z) is some complicated explicit
function. For more details, we refer to [14]. Thus theta constants with
characteristics are (scalar) modular forms of weight 1/2 with multiplier
with respect to Γg(2), i.e. we have
θ
[
ǫ
δ
]
(σ · τ, 0) = v(σ, ǫ, δ) det(cτ + d)1/2θ
[
ǫ
δ
]
(τ, 0) ∀σ ∈ Γg(2).
where the multiplier v becomes trivial if we assume σ ∈ Γg(4, 8).
We call the theta-null divisor θnull ⊂ Ag the zero locus of the product
of all even theta constants. We denote by grad θ
[
ǫ
δ
]
(τ) the gradient of
the theta function of characteristic [ǫ, δ] with respect to z1, . . . , zg and
evaluating at z = 0. This gradient is not identically zero if and only
if the characteristic is odd. The gradient is a vector valued modular
form for ρ = (St, 1/2) with multiplier v, cf.[11].
We recall that theta functions (and their derivatives) satisfy the heat
equation, i.e.
∂2θ
[
ǫ
δ
]
(τ, z)
∂zj∂zk
= 2πi(1 + δj,k)
∂θ
[
ǫ
δ
]
(τ, z)
∂τjk
,
(where δj,k is Kronecker’s symbol).
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The symmetric matrix associated to the second derivatives
(2)


∂2θ
[
ǫ
δ
]
(τ, z)
∂zj∂zk
|z=0


is a vector valued modular form for Γg(2) if we restrict to the locus
θ
[
ǫ
δ
]
(τ, 0) = 0. This is a general fact: the derivative of a section of a line
bundle is a section of the same bundle when restricted to the zero locus
of the section — the modularity of this particular gradient is discussed
in [12]. Similarly note that third derivatives of a theta function with
an odd characteristics for a modular form, when restricted to the locus
grad θ
[
ǫ
δ
]
(τ, 0) = 0.
3. Equations for the loci (∂kθ)null
Similarly to the case of θnull, we give vector valued (and alternatively,
scalar valued) equations for the loci (∂θ)null and (∂
2θ)null. We will
work on the level covers Ag(2) := Hg/Γg(2) or Ag(4, 8) := Hg/Γg(4, 8),
where the θnull divisor decomposes into a union of components corre-
sponding to the individual characteristics. Note also that Ag(4, 8) is
a smooth manifold cover of the stack/orbifold Ag, so working on the
level cover takes care of the stackiness.
OnAg(2) for any odd [ǫ, δ] the vector valued equation grad θ
[
ǫ
δ
]
(τ) =
0 defines a certain set of components of (∂θ)null. The (possibly re-
ducible) loci grad θ
[
ǫ
δ
]
(τ) = 0 for various ǫ, δ are conjugate under the
action of Sp(g,Z).
For any [ǫ1, δ1], . . . , [ǫg, δg] we define
D([ǫ1, δ1], . . . , [ǫg, δg])(τ) := grad θ
[
ǫ1
δ1
]
∧grad θ
[
ǫ2
δ2
]
∧· · ·∧grad θ
[
ǫg
δg
]
(τ)
which is a scalar modular form with multiplier of weight g+2
2
with
respect to Γg(2), cf. [19].
It follows from Lefschetz theorem for abelian varieties, cf. [11], that
the g × 2g−1(2g − 1) matrix(
. . . grad θ
[
ǫ
δ
]
(τ) . . .
)
all odd[ǫ, δ]
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has maximal rank for all τ . Thus if all its minors including a fixed
characteristic [ǫ, δ] vanish, the corresponding gradient must be zero,
and we get
Proposition 1. The common zero locus of the scalar modular forms
D([ǫ, δ], [ǫ2, δ2], . . . ([ǫg, δg](τ)
for [ǫ, δ] fixed, and all possible odd characteristics [ǫ2, δ2], . . . , [ǫg, δg],
is equal to the locus grad θ
[
ǫ
δ
]
(τ) = 0.
Proposition 2. Similarly, if [ǫ, δ] is an even characteristic, the com-
mon zero locus of the scalar valued equation
(3) θ
[
ǫ
δ
]
(τ) = 0
and the vector valued equations
(4)

(1 + δi,j)
∂2θ
[
ǫ
δ
]
∂τi j
θ
[
α
β
]
− (1 + δi,j)
∂2θ
[
α
β
]
∂τi j
θ
[
ǫ
δ
] (τ) = 0
for all even characteristics [α, β], defines a union of some irreducible
components of (∂2θ)null on Ag(2). (To see this, one notes that all even
theta constants cannot vanish simultaneously, cf. [12].)
Note that of course the components of (∂2θ)null on Ag(2) are given
by
(5)

(1 + δi,j)
∂2θ
[
ǫ
δ
]
∂τi j

 (τ) = 0;
however, this expression is a modular form only along the divisor
θ
[
ǫ
δ
]
(τ, 0) = 0, cf. [12].
There is also another method to produce scalar valued modular forms
vanishing exactly on the component of (∂2θ)null. This method is similar
to the method used for (∂θ)null. Indeed, the 2
g−1(2g+1)×
(
g(g+1)
2
+ 1
)
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matrix 

. . . θ
[
ǫ
δ
]
. . .
. . . . . . . . .
. . . ∂θ
[
ǫ
δ
]
/∂τi j . . .


all even[ǫ, δ]
has maximal rank, cf.[14]. Hence, setting N = (1/2)g(g+ 1), the form
D2([ǫ, δ], [ǫ1, δ1] . . . [ǫN , δN ])(τ) :=
det


θ
[
ǫ
δ
]
θ
[
ǫ1
δ1
]
. . . θ
[
ǫN
δN
]
∂θ
[
ǫ
δ
]
/∂τ1 1 ∂θ
[
ǫ1
δ1
]
/∂τ1 1 . . . ∂θ
[
ǫN
δN
]
/∂τ1 1
. . . . . . . . . . . .
∂θ
[
ǫ
δ
]
/∂τi j ∂θ
[
ǫ1
δ1
]
/∂τi j . . . ∂θ
[
ǫN
δN
]
/∂τi j
. . . . . . . . . . . .
∂θ
[
ǫ
δ
]
/∂τg g ∂θ
[
ǫ1
δ1
]
/∂τg g . . . ∂θ
[
ǫN
δN
]
/∂τg g


(τ),
is a modular form with multiplier, of weight g + 1 + (1/2)(N + 1)
relatively to Γg(2), cf. [20], and similarly to the previous case we have
Proposition 3. The modular forms
D2([ǫ, δ], [ǫ1, δ1] . . . [ǫN , δN ])(τ)
for [ǫ, δ] and all possible even characteristics [ǫ1, δ1], . . . , [ǫN , δN ], van-
ish simultaneously along the locus defined by (3) and (5), and give
scalar equations for one component of the locus (∂2θ)null.
Remark 4. One could also write more complicated equations for the
locus (∂kθ)null for k ≥ 3, using suitable vector-valued modular forms.
Unfortunately our method for obtaining equations using scalar modular
forms does not work in this case, since the jacobian matrices do not
have maximal rank everywhere, cf. [20].
4. Some components of (∂kθ)null within the locus of
decomposable ppavs
In this section we start our investigation of the irreducible compo-
nents of (∂kθ)null and their possible dimensions.
As an immediate consequence of the results of [16] or [8], we have
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Proposition 5.
(∂kθ)null = ∅ for k ≥ g − 1
(∂g−2θ)null = A1 × · · · × A1
For lower values of k we can describe some components:
Theorem 6. For 1 ≤ k ≤ g−2, the variety θg−k, null×A1×· · ·×A1 is an
irreducible components of (∂kθ)null. The codimension of this subvariety
gives the bound
codim(∂kθ)null ≤ gk + 1− (1/2)(k
2 + k)
Proof. We perform the computation on Ag(4, 8) for the characteris-
tic ǫ = (α, 1, . . . , 1) and δ = (β, 1, . . . , 1), where [α, β] is a (g − k)-
dimensional characteristic. Note that [α, β] is necessarily even. Con-
sider then the set
Ak([ǫ, δ]) :=


∂hθ
[
ǫ
δ
]
(τ, z)
∂zi1 . . . ∂zih
|z=0 = 0


for all h≤k.
Obviously Ak contains the Γg(2) conjugates of the locus(
θ
[
α
β
]
(τ ′) = 0
)
×H1 × · · · × H1,
(where τ ′ ∈ Ag−k), which is of codimension gk + 1 − (1/2)(k
2 + k) in
Ag. The only non-zero elements of the jacobian matrix of the equations
defining Ak are those involving derivatives of order k + 2. These form
a matrix with (1/2)(g+1)g rows and the columns that can be indexed
in the following three ways:
1) the k derivatives involve the indices g − k + 1, g − k + 2, . . . , g
2) the k derivatives involve only one of the first g−k indices and all,
but one among g − k + 1, g − k + 2, . . . , g
3) the k derivatives involve two ( even with multiplicity) of the first
g − k indices and all, but two among g − k + 1, g − k + 2, . . . , g.
Then we have to consider the derivative ∂/∂τa,b, or equivalently, by
the heat equation, ∂2/∂za∂zb. In the first of the above cases we get a
column with non-zero entries being
∂2θ
[
α
β
]
(τ ′)
∂za∂zb
k∏
i=1
(
θ
[
1
1
]′
(λi)
)
with 1 ≤ a ≤ b ≤ g − k.
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In the second case we get (g − k)k columns involving in the (a, b) row
∂2θ
[
α
β
]
(τ ′)
∂za∂zj
k∏
i=1
(
θ
[
1
1
]′
(λi)
)
with 1 ≤ a ≤ g − k < b ≤ g.
In the third case we get 1/2)k(k − 1) columns involving in the (a, b)
row
∂2θ
[
α
β
]
(τ ′)
∂zl∂zj
k∏
i=1
(
θ
[
1
1
]′
(λi)
)
with g − k < a < b ≤ g,
where we denoted θ
[
1
1
]′
(λi) the derivative of the one-dimensional theta
function with odd characteristic evaluated at zero for the elliptic curve
with periods 1 and λi = τg−k+i,g−k+i.
It can be easily checked that all these columns are linearly indepen-
dent, and hence the Jacobian has maximal rank, so that the equations
give an irreducible component of the locus (∂kθ)null, as claimed. 
Proposition 7. When k ≤ g − 4, the locus (∂kθ)null is reducible.
Proof. We recall that θ2, null = A1 × A1 and θ3, null is the hyperelliptic
locus in A3 (in particular a generic element of it is indecomposable).
Thus the locus
θg−k−1,null ×A2 ×A1 × · · · × A1 ⊂ (∂
kθ)null,
and must be contained in an irreducible component of (∂kθ)null different
from θg−k,null ×A1 × · · · ×A1. 
Remark 8. When k = g−3, for small g, we have that (∂g−3θ)null is ir-
reducible. In general this is not known. Repeating the argument of the
proof of corollary 2 in [8], one can show that if a principally polarized
abelian variety in (∂g−3θ)null is decomposable, and thus necessarily lies
in θg−3, null×A1× · · ·×A1. It is interesting to know whether there are
indecomposable ppavs in (∂g−3θ)null. See also remark 20
Remark 9. For a generic τ ∈ θg−k,null×A1×· · ·×A1 the theta divisor
Θτ has a unique point of order 2 having multiplicity k + 2. However,
for a generic point in θg−k−n,null×Ai1×· · ·×Aik , with k < i1+ . . . ik =
k + n ≤ g − 2, the theta divisor Θτ has several points of order 2 and
multiplicity k + 2. As a consequence we see that the latter product is
contained in the singular locus of (∂kθ)null ⊂ Ag(2).
We now investigate the reducibility of the locus G0.
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Theorem 10. The loci N ′g−1, 0 ×A1 and θg−1, null ×A1 are irreducible
components of G0.
Proof. Recall that the locus Θsing ⊂ Xg is defined by the following
equations (using the heat equation for the theta function)
0 = ϑ(τ, z) = ∂iϑ(τ, z) = ∂i∂jϑ(τ, z) ∀1 ≤ i, j ≤ g.
Computing the Jacobian matrix of these defining equations for τ ∈
Ag−1 ×A1 we get

∂1ϑ ∂1∂1ϑ . . . ∂1∂gϑ ∂1∂1∂1ϑ . . . ∂1∂g∂gϑ
∂2ϑ ∂2∂1ϑ . . . ∂2∂gϑ ∂2∂1∂1ϑ . . . ∂2∂g∂gϑ
. . . . . . . . . . . . . . . . . . . . .
∂gϑ ∂g∂1ϑ . . . ∂g∂gϑ ∂g∂1∂1ϑ . . . ∂g∂g∂gϑ
∂1∂1ϑ ∂1∂1∂1ϑ . . . ∂1∂1∂gϑ ∂1∂1∂1∂1ϑ . . . ∂1∂1∂g∂gϑ
. . . . . . . . . . . . . . . . . .
∂g∂gϑ ∂g∂g∂1ϑ . . . ∂g∂g∂gϑ ∂g∂g∂1∂1ϑ . . . ∂g∂g∂g∂gϑ


In both cases, let
(Xτ ,Θτ ) = (Xτ ′ ,Θτ ′)× (Eλ,Θλ)
and let x = (x′, y) be the point of multiplicity at least 3 such that x′
is a singular point of Θτ ′ and y = Θλ. We can assume that x
′ is an
ordinary double point, then we have that the jacobian matrix at the
point (τ, x) ∈ Θsing is of the form(
0 0 ∂i∂j∂kϑ
0 t(∂i∂j∂kϑ) ∂i∂j∂k∂lϑ
)
Here the first column is in fact a column-vector, the entry (1,2) is the
g×g null matrix; (∂i(∂j∂kϑ)) is the g×(1/2)g(g+1) matrix of the third
derivatives of ϑ, t(∂i∂j∂kϑ) is its transpose, and the entry (2,3) is the
(1/2)g(g+1)× (1/2)g(g+1) matrix of the fourth derivatives of ϑ. An
elementary computation gives that the rank of the matrix (∂i∂j∂kϑ) is
g, since x′ is an ordinary double point, hence the previous matrix has
rank 2g.
Hence in a neighborhood of the point (τ, x) the subvariety Θsing has
codimension at least 2g in Xg, and thus its projection has codimen-
sion at least g in Ag. Since N
′
g−1, 0 × A1 and θg−1, null × A1 both have
codimension g in Ag, these are two irreducible components of G0. 
In more generality, note that (∂kθ)null × A1 ⊂ (∂
k+1θ)null, and we
will now consider the question of whether these give irreducible com-
ponents. The result is the following generalization of theorem 6.
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Proposition 11. Let X be an irreducible component of (∂kθ)
(g)
null. Then
the locus X×A1 is an irreducible component of (∂
k+1θ)
(g+1)
null if and only
if the rank of the g ×
(
g+k
k+1
)
matrix
L :=


∂θ
[
ǫ
δ
]
(Z)
∂za∂zI


for 1 ≤ a ≤ g and I ⊂ {1, . . . , g} with #I = k + 1, is equal to g.
Moreover, if k = 1, the set X × A1 is an irreducible component of
(∂2θ)null if and only if the codimension of X in Ag is equal to g.
Proof. As before, we will compute the Jacobian matrix of the defining
equations at a smooth point τ ∈ X , lifted to the level cover Ag(4, 8), so
that we are talking about the multiplicity of the theta function with a
given characteristic [α, β] at zero. The (1/2)g(g+1)×
(
g+k−1
k
)
Jacobian
matrix is then
J =


∂2θ
[
α
β
]
(τ)
∂za∂zb∂zI


with 1 ≤ a ≤ b ≤ g, and I ⊂ {1, . . . , g}, with #I = k. Since this is the
Jacobian matrix of the equations defining X , its rank is equal to the
codimension of X in Ag.
Then for any x ∈ A1 the point (τ, x) ∈ Ag × A1 is a smooth
point of (∂k+1θ)null, with the vanishing theta function with high mul-
tiplicity being θ
[
α 1
β 1
]
. The Jacobian matrix of the equations defining
∂k+1θ)null ⊂ Ag+1 is the same as J together with the matrix L. The
first statement of the proposition follows, while for the special case of
k = 1 we observe that L is the transpose of J and thus has the same
rank. 
5. Codimensions of (∂θ)null, (∂
2θ)null, and G0
Note that the dimension of a reducible variety means the maximum
dimension of the components, and thus codim means the minimal codi-
mension of the components.
In the previous section we have computed some components of the
loci (∂kθ)null and thus know their dimensions. It is natural to conjecture
the following.
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Conjecture 1. For any g ≥ 3
codimAg(∂θ)null = codimAg G0 = g.
We give some evidence for this conjecture by using the degeneration
techniques. We want to consider the intersection of (∂θ)null with ∂Ag+1,
the corank one boundary component of any toroidal compactification
of Ag+1. A point of ∂Ag+1 is a semiabelian variety of torus rank one,
i.e. a pair (G,D), where G is a non-normal compactification of the
extension 1 → Gm → G → B → 0 for some B ∈ Ag, and D is an
ample divisor that is the limit of the theta divisors. The restriction of
the map
(6) π|∂Ag+1 : ∂Ag+1 → Ag
has B/Aut(B,Ξ) as fiber over (B,Ξ). This means that the fiber over
a general (B,Ξ) ∈ Ag is the Kummer variety B/± 1.
Studying the boundary behavior of the universal theta divisor and
using the Fourier-Jacobi expansion similarly to [18], we get the follow-
ing
Proposition 12.
(7)
(∂θ)
(g+1)
null ∩∂Ag+1 =

 ⋃
(G,D)
2B(S
(g) ∩ π−1((B,Ξ))

∪(π−1(∂θ)(g)null ∩Θg)
Proof. Analytically we consider the Fourier-Jacobi expansion of
grad θ
[
ǫ
δ
]
(Z, 0) with Z =
(
τ z
z′ w
)
along the boundary components. Since the symplectic group acts tran-
sitively on the boundary components and on the odd characteristics,
considering the Fourier-Jacobi expansion of a fixed grad θ
[
ǫ
δ
]
at all
boundary components is equivalent to considering the Fourier-Jacobi
expansion of grad θ
[
ǫ
δ
]
for all possible [ǫ, δ] at the standard boundary
component where the period matrix element τg+1,g+1 goes to i∞. It
is easy to check that the Fourier-Jacobi expansions are of two types
depending on whether the (g+1)’th entry of the characteristic is 0 and
1. If it is 1 one we get
∂i θ
[
ǫ
δ
]
(Z, 0) = ∂iθ
[
α
β
]
(τ, z/2)exp(iπw/4) + . . . when i = 1, . . . , g
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∂g+1 θ
[
ǫ
δ
]
(Z, 0) = θ
[
α
β
]
(τ, z/2)exp(iπw/4) + . . .
If it is 0 we get
∂i θ
[
ǫ
δ
]
(Z, 0) = ∂iθ
[
α
β
]
(τ, 0) + . . .
∂g+1 θ
[
ǫ
δ
]
(Z, 0) = θ
[
α
β
]
(τ, z)exp(iπw) + . . .
Now the intersection of grad θ
[
ǫ
δ
]
= 0 with the blow up of the first
boundary components gives 2Xτ (Sing(Θτ )) along each fiber, and Θτ
along p−1((∂θ)
(g)
null) 
Notice that by results of Keel and Sadun [15], any component of
(∂θ)
(g)
null, which is a priori of codimension at most g, must intersect the
boundary of any toroidal compactification of Ag. We can handle the
degenerations only for the case when the components intersect the torus
rank one boundary component, i.e. when they intersect the boundary
of the partial compactification.
Theorem 13. If all irreducible components of (∂θ)
(g)
null meet ∂Ag (the
boundary of the partial compactification), and codimAg−1(∂θ)
(g−1)
null = g−
1, then codimAg(∂θ)null = g, i.e. if for any g all irreducible components
of (∂θ)
(g)
null meet ∂Ag, then conjecture 1 holds.
Proof. Obviously we know that the codimension is less or equal to
g. The first case in the intersection above gives a subvariety of codi-
mension g. By induction the second case also gives a subvariety of
codimension g, since (∂θ)
(g−1)
null has codimension g− 1 (and thus also its
preimage under π−1), and we are then intersecting with a divisor. 
One can also conjecture the codimensions of the other loci we study.
Conjecture 2. For any g ≥ 3
codimXg Θsing = 2g.
Conjecture 3. For any g ≥ 4
codimAg(∂
2θ)null = 2g − 2.
We will give a degeneration argument relating these two conjectures.
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Theorem 14.
(8) (∂2θ)
(g+1)
null ∩ ∂Ag+1 =

 ⋃
(G,D)
2B(Θsing|Ξ)

 ∪ (π−1(∂2θ)(g)null ∩ S(g))
Proof. The proof is analogous to the proof of the identity (7), if one
considers the second derivatives as well. There are no new technicalities
or ideas involved, and we omit the details here. 
Remark 15. This intersection give us a rough estimate for the dimen-
sion of (∂2θ)
(g+1)
null . In fact the intersection of any irreducible compo-
nents of (∂2θ)
(g+1)
null , meeting the first boundary component ∂Ag+1 have
dimension less or equal to dim S(g) = (1/2)g(g + 1)− 1. This implies
that all irreducible components of (∂2θ)
(g+1)
null meeting the first boundary
component have codimension at least g + 1.
We can relate the two conjectures by the following theorem
Theorem 16. If for any k ∈ [4, g + 1] all components of (∂2θ)knull
intersect ∂Ak, then conjecture 3 is true for all k ∈ [4, g+1] if and only
if conjecture 2 is true for all k ∈ [3, g].
Proof. We use the description of the boundary of the locus (∂2θ)null
from formula (8). We know a priori that Θ
(g)
sing has codimension at most
2g (since its projection to Ag contains (∂θ)null, which is of codimension
at most g). Similarly we know a priori that codim(∂2θ)null ≤ 2g − 2,
since this locus contains θ
(g−2)
null ×A1 ×A1.
One implication is easy: if conjecture 3 holds for k = g + 1, i.e.
codimAg+1(∂
2θ)
(g+1)
null = 2g, then codim∂Ag+1
(
(∂2θ)
(g+1)
null ∩ ∂Ag+1
)
= 2g
(we know from (8) that this intersection with an open divisor ∂Ag+1 ⊂
¯Ag+1 is non-empty, so it has codimension one in (∂
2θ)
(g+1)
null ), and thus
the codimension of its component 2B(Θ
(g)
sing) cannot be less than 2g.
For the other direction, assume that conjecture 2 holds for k = g,
i.e. that codimXg(Θsing) = 2g, and also inductively assume that we
know that codim(∂2θ)
(g)
null = 2g − 2. Since for any τ ∈ Ag we have
codimXτ S ∩Xτ ≥ 2 (a generic point of Θτ is smooth). Thus we have
codimXg π
−1(∂2θ
(g)
null ∩ S
(g)) ≥ 2g, and thus codimAg+1(∂
2θ)
(g+1)
null = 2g.
For the base of the induction, observe that the locus Θ
(3)
sing consists
of the family of odd points of order two over A1 × A1 × A1 and so
has codimension 6 in X3, while (∂
2θ)
(4)
null = A1 × A1 × A1 × A1 =
θ
(2)
null ×A1 ×A1 also has codimension 6 (see theorem 6). 
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Remark 17. In lemma 9 of [13] we proved and used that (∂2θ)null has
codimension greater than 2 in Ag+1. Our proof quoted a result of [5]
the proof of theorem 8.11 in [5], while it seems to us the statement
in theorem 8.6(ii) of [5] yields this more directly, implying that 3 ≤
codimG0 ≤ codim(∂
2θ)null.
In analogy with the situation for Andreotti-Mayer loci, it is natural
to make the following
Conjecture 4. For any g ≥ 3
codimGk ≥ g + k
Remark 18. Notice that we know that the locus (∂θ)null is by defini-
tion a subset of G0; however, (∂θ)null is locally given by the vanishing
of a gradient of an odd theta function with characteristic at zero, i.e. is
given by g equations, and thus we have g ≤ codim(∂θ)null ≤ codimG0,
so the above conjecture implies that codimG0 = codim(∂θ)null = g.
Remark 19. In fact it seems likely that the locus (∂θ)null is of pure
codimension g, while it seems less likely that G0 is of pure dimension:
the second derivatives of theta automatically vanish at odd points of
order two, but not generically on Xg, and thus it is natural to expect
that there exist components of G0 \ (∂θ)null are of codimension higher
than g.
Remark 20. In the notations of [5] the loci Ng,k,3 = G
(g)
k are studied,
and the following results are know for them. Theorem 8.6(ii) in [5]
then says that codimGk ≥ k + 3, while theorem 7.5(ii) in [5] in our
notations is that
G
(g)
g−3 =
⋃
g1+g2+g3=g, g1g2g3>0
Ag1 ×Ag2 ×Ag3,
which is not purely dimensional, but has codimension 2g−3 — so that
conjecture 4 is true for k = g − 3.
The statement about the codimension of Gk seems to be rather con-
vincing, but we could not find a proof. Note that the argument to prove
codimN1 > 1 given by Mumford in [18] uses an involved heat equa-
tions argument, while Ciliberto and van der Geer in [4], [5] show, with
a lot of work, that codimNk ≥ k + 2. The basic question seems to be
whether the locus Θsing is pure-dimensional or not, and the relationship
of the conjecture is the following
Proposition 21. Conjecture 2, for a fixed g, is equivalent to conjecture
4, for the same g, and all k.
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Proof. Indeed recall that by definition the map π restricted to Θsing ∩
π−1(Gk) has fiber dimension k, and thus dimΘsing ≥ k+dimGk. Thus
if we know that codimXg Θsing = 2g, it follows that codimAg Gk ≥
g + k. In the other direction, if codimGk ≥ g + k for all k, we have
dimΘsing = maxk(k + dimGk) ≤ maxk(k + dimAg − g − k), and thus
codimΘsing ≥ 2g, in which case it must be equal to 2g. 
Now we would like to give some evidence for the validity of these
conjectures. Note that if z = (τǫ+ δ)/2 ∈ Xτ [2] is an odd point, then
0 = ϑ(τ, z) = ∂i∂jϑ(τ, z) automatically as the value and derivatives of
an odd function, and thus the locus
Y := {(τ, z) ∈ Xg | gradϑ(τ, z) = 0; z = (τǫ+ δ)/2}
is a subset of Θsing ⊂ Xg, while the projection π(Y ) = (∂θ)null ⊂ Ag
(notice that by definition (∂θ)null is the union of such projections over
all odd [ǫ, δ], but they are all conjugate under Sp(g,Z), and thus have
the same image on Ag). The expected codimension of Y in Xg is
equal to 2g (g for fixing a point on Xτ , and g for the vanishing of the
gradient).
Theorem 22. Let Z be a reduced irreducible component of Θsing that
is contained in Y as above. Then Z has codimension 2g in Xg and
π(Z) has codimension g in Ag (and is thus an irreducible component
of (∂θ)null).
Proof. We apply the jacobian criterion, in a smooth point of Z. As
in the theorem 10, the dimension of the tangent space to Θsing is
(1/2)g(g + 1)− g + 2k if rk(∂i∂j∂kϑ) = g − k.
On the other hand, the normal space to Y at the same point is given
by the matrix (
0 1g
(∂i∂j∂kϑ)
′ M(ǫ)
)
with M(ǫ) a (1/2)g(g+1)× g matrix depending on ǫ. This matrix has
rank 2g−k, hence the dimension of the tangent space is (1/2)g(g+1)−
g+ k. Since the two computations give the same result , we get k = 0.
We get that the codimension of π(Y ) is at least g. Since on a suitable
covering of A we have that this locus is defined by the equations
∂iθ
[
ǫ
δ
]
(τ, 0) = 0,
We have that the codimension is at most g, hence it is exactly g. 
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