














Do Localization Economies Derive from 
Human Capital Externalities? 
 
 
















FEDERAL RESERVE BANK OF ST. LOUIS 
Research Division 
411 Locust Street 
St. Louis, MO 63102 
______________________________________________________________________________________ 
The views expressed are those of the individual authors and do not necessarily reflect official positions of 
the Federal Reserve Bank of St. Louis, the Federal Reserve System, or the Board of Governors. 
Federal Reserve Bank of St. Louis Working Papers are preliminary materials circulated to stimulate 
discussion and critical comment. References in publications to Federal Reserve Bank of St. Louis Working 
Papers (other than an acknowledgment that the writer has had access to unpublished material) should be 
cleared with the author or authors. 




Federal Reserve Bank of St. Louis
P.O. Box 442




One of the most robust ﬁndings emerging from studies of industrial agglomeration
is the rise in productivity that tends to accompany it. What most studies have not
addressed, however, is the potential role played by human capital externalities in driv-
ing this relationship. This paper seeks to do so using data from the 1980, 1990, and
2000 US Census covering a collection of 77 (primarily) 3-digit manufacturing industries
across a sample of more than 200 metropolitan areas. The analysis generates two pri-
mary results. First, a variety of education- and experience-based measures of average
human capital rise signiﬁcantly as an industry’s employment in a metropolitan area
increases. Hence, clusters of industry do tend to be characterized by larger stocks of
human capital. However, second, even after accounting for the level of human capital
in a worker’s own industry, the overall size of the industry remains strongly associated
with wages. Such results suggest that localization economies are largely not the product
of knowledge spillovers.
JEL Classiﬁcation:R 1 1
Keywords: Human Capital Externalities, Agglomeration Economies, Industrial Local-
ization
∗The views expressed herein are those of the author and do not represent the oﬃcial positions of the
Federal Reserve Bank of St. Louis or the Federal Reserve System.
11 Introduction
Productivity gains tied to the geographic concentration of industry (i.e. ‘localization’) are
among the most robust empirical ﬁndings in the urban economics literature. Regardless
of the productivity measure considered (e.g. output per worker, total factor productivity,
wages) or the level of aggregation on which the analysis is based (e.g. plants, workers, ag-
gregate city- or state-industries), studies uniformly ﬁnd that productivity rises signiﬁcantly
as an industry’s presence within a local labor market grows (e.g. Carlino (1979), Henderson
(1986, 2003), Wheeler (2004)).1
Traditionally, this empirical regularity has been interpreted as evidence of Marshallian
externalities: that is, external productivity shifts that Alfred Marshall (1920) suggested
were the product of (i) the spillover of industry-speciﬁc knowledge across producers, (ii)
the creation of a specialized input-producing sector, and (iii) a more eﬃcient ﬁrm-worker
matching mechanism. Through each of these channels, localization is hypothesized to oﬀer
a residual boost to production, increasing the output that an individual producer generates
with a given set of inputs.
A related literature, grounded more in the theory of economic growth than urban eco-
nomics, holds that human capital also has important external eﬀects on productivity. Fol-
lowing the models of Romer (1986)and Lucas (1988), a large literature has emerged over the
past decade connecting long run economic growth to the positive external eﬀects inherent
in the accumulation of knowledge and skills. A larger base of knowledge, after all, should
1The magnitudes of these associations do vary somewhat depending on the productivity and localiza-
tion measures considered, yet most tend to be sizable. Henderson (1986), for example, estimates output-
employment elasticities in excess of 0.1 - that is, a 10 percent increase in local industry employment cor-
responds to a 1 percent rise in output, all else equal - using aggregate city-industry manufacturing data.
Wheeler (2004) estimates wage-employment elasticities between 0.02 and 0.03 using worker-level data from
US metropolitan areas.
2make workers in an economy more productive by exposing them to greater quantities of
information which, presumably, allows them to learn more quickly.
Of course, due to the local nature of human interactions, these types of spillovers are
likely to be conﬁned to relatively small geographic areas.2 Hence, many empirical studies of
this issue over the past decade have examined the relationship between productivity (usually
quantiﬁed by wages) and human capital using a variety of local labor markets (primarily
cities) as economies.3 The ﬁndings, to a large degree, suggest that human capital external-
ities may be quite sizable. Rauch (1993), for instance, estimates that, after conditioning on
a host of personal and city-speciﬁc observables, an additional year of schooling among the
residents of a metropolitan area is associated with a 3 percent rise in average hourly wages.4
Moretti (2004b) ﬁnds that, after accounting for a plant’s own inputs, an 1-percentage point
increase in the share of workers with a college degree in the local market (outside the plant’s
own industry) correlates with a 0.8 percent rise, roughly, in its output. While there remains
some disagreement about the true signiﬁcance of these estimates, virtually all studies of
this issue using local labor markets in the US have found some evidence of a strong positive
association between aggregate human capital and productivity.
What few studies have considered, however, is whether these two empirical regularities
are in some way related. In particular, little work on industrial concentration has explored
the possibility that localization economies may be the reﬂection of intra-industry human
capital spillovers. Such neglect is surprising in light of the following two well-established
2Jaﬀe et al. (1993) have provided evidence on this matter with respect to patent citations.
3Among the more prominent examples are Rauch (1993), Acemoglu and Angrist (2000), Moretti (2004a,
2004b), and Ciccone and Peri (2004). With the exception of Moretti (2004b), which explores output-based
productivity measures using plant-level data, all examine the relationship between wages and human capital.
Also, other than Acemoglu and Angrist (2000), who look at US states, all others examine externalities in
metropolitan areas.
4Moretti (2004a) reports similar ﬁgures using data from both the US Census and National Longitudinal
Survey of Youth.
3results.
First, localization- quantiﬁed either by total industry-employment within a local market
or the degree to which an industry is over-represented in an area’s total employment when
compared to the national average - is strongly associated with average establishment size.
Evidence reported by Kim (1995), Holmes and Stevens (2002), and Wheeler (2004)indicates
that industrial clusters tend to be populated by large numbers of producers who employ,
on average, large numbers of workers. Wheeler’s (2004) estimates from two- and three-digit
US manufacturing, for instance, suggest elasticities of average employment per plant with
respect to industry employment between 0.6 and 0.9.
Second, large establishments tend to employ more educated workers than small estab-
lishments. Idson (1989), Dunne (1994), Doms et al. (1997), Oi and Idson (1999), Troske
(1999), and Moretti (2004b) (among many others) all report evidence that large plants hire
more skilled (at least, more educated) employees than small plants. For example, looking at
data on non-union workers employed in the private, non-agricultural sector of the US, Idson
(1989) reports a mean of 11.43 years of schooling among plants with 1 to 24 employees. The
corresponding averages for plants with 25 to 99, 100 to 999, and 1000 or more employees
are 12.46, 13.59, and 14.07 years.
One of the reasons we observe a positive connection between industry localization and
wages, therefore, may be that clusters of industry are characterized by relatively large stocks
of human capital. This paper seeks to evaluate this conjecture by exploring two rather
simple, yet fundamental issues: ﬁrst, whether there is any signiﬁcant relationship between
an industry’s local market scale and its level of human capital; and second, whether the
estimated association between labor earnings and industrial concentration can be explained
by human capital externalities. As far as I am aware, this paper is the ﬁrst to do so.
Using micro-data from the 1980, 1990, and 2000 US Census on workers employed in
77 (mostly three-digit) manufacturing industries across a sample more than 200 metropoli-
4tan areas, I ﬁnd two primary results. First, education- and experience-based measures of
average human capital do indeed rise with city-industry employment.5 While not over-
whelmingly large, the estimated magnitudes of the associations are far from trivial: a 1
standard deviation increase in city-industry employment, for example, corresponds to a,
roughly, 1 percentage point increase in the fraction of workers with a college degree and
a 0.7-year increase in average work experience. Given Moretti’s (2004a) estimates asso-
ciating a 1 percentage point increase in a worker’s city-level college fraction with a 1 to
1.5 percent increase, approximately, in his or her wages, this result suggests that human
capital externalities may very well account for a signiﬁcant part of the localization-wage
correlation.6
The data, however, only show limited support for this idea because, second, the esti-
mated localization elasticities from standard hedonic wage regressions change only slightly
once I condition on industry-speciﬁc human capital. Without controlling for human cap-
ital, localization ‘eﬀects’ average approximately 0.028, which is similar to what previous
research has documented. Conditional on human capital, the average elasticity only drops
to roughly 0.024. Although certainly not negligible, such a change is small - on the order
of 14 percent of the unconditional estimate - which suggests that localization economies, in
large part, do not reﬂect human capital externalities. Mechanisms operating independently
of human capital appear to account for the majority of the localization phenomenon.
The remainder of the paper is organized as follows. The next section provides a brief
discussion of the data. Section 3 then presents the results. Section 4 concludes with a short
discussion of what this evidence may imply with respect to theories of localization.
5Although metropolitan areas are the geographic unit of analysis in this paper, I use the terms ‘city’ and
‘metropolitan area’ interchangeably for expositional purposes.
6Based on Wheeler’s (2004) estimates, for instance, 1.5 percent is approximately one quarter to one third
of the implied localization association.
52D a t a
Individual-level data are taken from the 1980, 1990, and 2000 US Census as prepared by the
Integrated Public Use Microdata Series (IPUMS).7 Because the vast majority of previous
work on industrial agglomeration has focused on manufacturing, I restrict the analysis to
workers employed in this sector.
For the sake of the wage analysis conducted below, I utilize the IPUMS 1 percent samples
for each year. From these, I limit the observations to white males between the ages of 18 and
65 who reported working at least 30 hours per week for at least 14 weeks during the previous
year and who were not in school at the time of the survey.8 Doing so conﬁnes the analysis
to individuals with a relatively strong attachment to the labor force (i.e. their primary
activity is work) and eliminates the need to control for earnings diﬀerentials based on race
and gender. After further eliminating individuals for whom some of the basic covariates
used below were not identiﬁed (e.g. metropolitan area of residence), I arrive at a sample of
176084 observations over the three years.
Local labor markets are taken to be metropolitan areas, deﬁned as metropolitan statis-
tical areas (MSAs), New England County Metropolitan Areas (NECMAs), or consolidated
metropolitan statistical areas (CMSAs) if an MSA or NECMA belongs to a CMSA. Al-
though somewhat large when considering local labor markets, the use of CMSAs facilitates
the creation of metropolitan areas with consistent deﬁnitions over time. Of the 275 such
areas that exist in the US (using 1995 deﬁnitions), 219 distinct metropolitan areas appear
in the sample used in the analysis below.
Industries are deﬁned by the Census three-digit code. For the most part, these cor-
respond to three-digit Standard Industrial Classiﬁcation (SIC) industries, although some
7For details, see Ruggles and Sobek et al. (2003).
8While I use the 5 percent samples to calculate human capital in city-industries, the 5 percent samples
are extremely large and, thus, make the estimation of the wage regressions (described below) very diﬃcult.
6represent two-digit, four-digit, or combinations of three- and four-digit sectors. For exam-
ple, Dairy Products (Census code 101) and Drugs (181) are also three-digit SIC industries.
However, Tobacco products (130) is a two-digit industry; Pulp, Paper, and Paperboard
Mills (160) represents a group of three-digit industries; Primary Aluminum Industries (272)
and Electronic Computing Equipment (322) are collections of four-digit sectors. In all, a
total of 77 manufacturing industries are represented in the ﬁnal sample.
Because the calculation of human capital within reasonably detailed city-industries re-
quires large numbers of observations, I use the 5 percent IPUMS samples from each year for
this purpose. From them, I compute four measures of city-industry human capital: mean
years of education, mean years of experience, the fraction of college educated workers in
total employment, and the fraction of total hours worked accounted for by college educated
workers.9 To maximize the number of observations used to compute these quantities, all
individuals with positive wage and salary earnings who report an industry of employment
are used in the calculations. Additional details about these data appear in the Appendix.
Data on city-industry employment is calculated from three County Business Patterns
(CBP) ﬁles which cover the years 1980, 1990, and 1997. Because the CBP data were
compiled according to the SIC system prior to 1998, but the North American Industry
Classiﬁcation System (NAICS) thereafter, I use the 1997 CBP data instead of the 2000 data
for the sake of consistently matching city-industries across the two data sets.10 I assume
that the 1997 ﬁgures provide a reasonable approximation to the 2000 data.11 Metropolitan
9The education measures, not surprisingly, tend to be positively correlated with one another: 0.99 for
the employment and hours fractions, 0.66 for the employment fraction and mean education years, 0.65 for
the hours fraction and mean education years. Mean years of experience, however, varies inversely with each
of these: -0.2 for mean education years, -0.07 for the two college fractions. This result very likely reﬂects
the fact that older workers in the sample tend to possess lower levels of education.
10The SIC and NAICS are, unfortunately, not directly comparable in many cases. The Census Bureau
provides a description of the two systems at www.census.gov/epcd/www/naics.html.
11Conﬁning the analysis to the 1980 and 1990 data produces estimates similar to what I report here.
7area-level employment ﬁgures for each industry are computed by aggregating the county-
level ﬁgures reported in the CBP.12 Additional data on US metropolitan areas - resident
population, density, unemployment - is derived from the USA Counties 1998 on CD-ROM
(US Bureau of the Census (1999)) for the years 1980 and 1990 and the US Census Bureau
and Bureau of Labor Statistics for 2000.13
A few summary statistics characterizing the data appear in the Appendix. In particular,
Table A1 reports the college employment fraction for the top and bottom 10 industries
(taken across all city-year observations for each industry) which should help to provide
some idea about the degree of heterogeneity in the levels of human capital across industries
within the manufacturing sector. Within this particular sample, college rates range from
less than 0.07 for Logging (Census code 230) and Leather Tanning and Finishing (220) to
nearly 0.5 for Drugs (181) and Guided Missiles, Space Vehicles, and Parts (362). Table
A2 presents statistics for a some selected individual-level characteristics used in the wage
regressions below.
3R e s u l t s
3.1 Human Capital and Localization
As noted in the Introduction, indirect evidence suggests that clusters of industry ought to
be characterized by larger stocks of human capital. In this section, I take a direct look at
12Occasionally, employment is reported in the CBP as a range to adhere to disclosure regulations. Although
12 such ranges are described in the CBP documentation (0-19, 20-99, 100-249, 250-499, 500-999, 1000-2499,
2500-4999, 5000-9999, 10000-24999, 25000-49999, 50000-99999, 100000 or more), the largest two categories
did not appear for any of the industries considered here. Where employment is reported in this way, I
estimate by taking the midpoint of the range.
13County-level population is derived from the 2000 Census at www.census.gov. County-level unemploy-
ment data is derived from the Bureau of Labor Statistics’ Local Area Unemployment Statistics ﬁles at
www.bls.gov/lau/home.htm.
8this relationship by specifying the average human capital in industry i of city c in year t,
Hict,a s
Hict = µi + µc + µt + θlog (Empict)+βZct +  ict (1)
where Empict is the industry’s total employment in city c at time t; Zct is a vector of
time varying city-level characteristics (described below) that may inﬂuence the extent to
which all industries in the same city employ skilled or unskilled workers; µi, µc,a n dµt are
industry-, city-, and time-speciﬁc ﬁxed eﬀects included to account for exogenous diﬀerences
in human capital across sectors, locations, and years; and  ict is a residual.
Again, four measures of city-industry human capital are considered: (i) average years
of schooling, (ii) average years of (potential) work experience, (iii) the fraction of college
graduates in total employment, and (iv) the fraction of total hours worked accounted for by
college graduates. Collectively, these four encompass the most commonly studied measures
in the literature on local human capital externalities. Note, the basic intent behind the
estimation of (1) is merely to compute partial associations to see how city-industry human
capital and scale are related. The equation is not intended to quantify the causal association
between the two.
Because the dependent variables are calculated based on varying numbers of Census
observations, they likely involve some sampling error which, itself, is inversely associated
with the number of observations used to compute Hict. A college employment fraction based
on 5 observations, for example, likely involves greater variance than one based on 1000. To
account for this aspect of the human capital measures, I estimate (1) using a weighted
(or generalized) least squares procedure where the weights are given by the number of
observations used in the calculation. Hence, a city-industry with 5 observations is given
smaller weight than one with 1000.
9Two speciﬁcations of (1) are considered. In the ﬁrst, I drop the vector of time varying
city-level covariates, Zct, in an attempt to focus purely on the association between log in-
dustry employment and city-industry human capital. The resulting localization estimates,
ˆ θ, are reported in the rows labeled I in Table 1. While it is evident from the goodness-of-ﬁt
statistics that the ﬁxed eﬀects collectively account for a large fraction of the total variation
in each dependent variable, the coeﬃcient on log industry employment is signiﬁcantly pos-
itive in each of the four cases. To be sure, the implied magnitudes are somewhat modest:
a 1 standard deviation increase in an industry’s employment14 within a metropolitan area
is accompanied by an increase of 0.04 years in mean schooling, 0.7 years in mean expe-
rience, and 1 percentage point in either college fraction. Nevertheless, they indicate that
concentrations of industry tend to be characterized by greater quantities of human capital.
Of course, because this ﬁrst speciﬁcation does not account for a variety of city-level
characteristics that likely inﬂuence the degree to which industries employ skilled or unskilled
workers, I also estimate a second speciﬁcation in which the vector Zct is added back to
the regression. Foremost among the quantities included is the ‘overall’ college share for
the metropolitan area (i.e. the fraction of the population 25 or older with a bachelor’s
degree). A priori, one would expect that a larger supply of college-educated individuals in
the local labor market would increase the extent to which industries hire educated workers.
In addition, I add two overall scale eﬀects - the logarithms of resident population and
population density - since workers with high levels of human capital may have a tendency
to cluster in large metropolitan areas (Glaeser (1999)).15 I further include four population
14In these data, the standard deviation of employment taken across all industries is approximately 2.
15Metropolitan area density is calculated as a weighted average of constituent county-level densities, where
the weights are given by county population shares. This provides a more representative measure of density
(i.e. that faced by an average resident) than city-level average density (total city population divided by total
city area). It also may help to mitigate the eﬀects of extremely large but sparsely populated counties, such
as many in the western US, on the calculations.
10fractions - under 18 years of age, older than 64 years of age, non-white, and foreign born
- in an attempt to capture the inﬂuence of the local demographics on city-industry human
capital.16 These results are reported in speciﬁcation II of Table 1.
Looking at the coeﬃcients on the city-speciﬁc covariates, the one that appears to be
the most important is the overall college fraction which enters signiﬁcantly in every case.
Indeed, each of the education-based measures of industry-speciﬁc human capital is posi-
tively associated with the share of the adult population with a college degree. This, of
course, should not come as much of surprise. After all, if employers hire workers from the
local population, a larger stock of highly educated individuals should correspond to a larger
fraction of highly educated workers across all local industries. Interestingly, when consid-
ering the college employment and hours fractions, the coeﬃcients on the overall city-level
college rate are essentially equal to unity, implying that a 1 percentage point rise the popu-
lation with a bachelor’s degree is accompanied by a 1 percentage point increase in a typical
industry’s college share. The relationship between average experience and the overall col-
lege fraction, by contrast, is negative which, again, likely reﬂects the negative association
between age/experience and educational attainment in the data. Among the remainder
of the variables, none produces a consistently signiﬁcant coeﬃcient across all four human
capital measures, although each variable does enter signiﬁcantly in at least one of the four
instances.
More importantly, however, none of the estimated coeﬃcients on log industry employ-
ment changes substantially after controlling for these additional variables. The coeﬃcient
for mean years of education does rise somewhat, 0.019 to 0.024, whereas that for mean years
of experience drops from 0.35 to 0.34. Yet, the coeﬃcients for the two college shares remain
the same as before. Such a ﬁnding is particularly interesting because it suggests that, even
after accounting for some basic characteristics of the local population (including a direct
16Each of these quantities is calculated from the 5 Percent IPUMS samples.
11measure its human capital), larger clusters of city-industry employment are associated with
higher average levels of human capital.
These estimates, it should be further noted, change little when the sample is conﬁned
to city-industry-year observations for which there are at least 25 Census observations used
in the human capital calculations (thereby eliminating the noisiest observations). Doing so
reduces the size of the sample from 31460 to 10767. The resulting coeﬃcients (standard
errors) on log industry employment from speciﬁcation II turn out to be very similar to
those reported in Table 1: 0.032 (0.013) for mean years of education, 0.34 (0.04) for mean
years of experience, 0.008 (0.002) for the college employment share, 0.007 (0.002) for the
college hours share.
How uniform are these patterns across industries? Estimates from speciﬁcation II
in which the log industry employment coeﬃcients have been permitted to vary by sector
appear in Table 2 for some selected industries. As one might expect, there is a wide range
of coeﬃcients observed for each of the four dependent varaibles. For either college share, for
instance, the largest association with log employment is that for (non-newspaper) Printing
and Publishing (Census code 172)where the coeﬃcient, 0.025, implies a 2.5 percentage point
rise in the college fraction as employment (approximately) doubles in the cross section. At
the other extreme is Primary Aluminum (code 272), for which the coeﬃcient suggests a
decrease of roughly 1 percentage point as employment doubles.
Despite this heterogeneity, the industry-speciﬁc estimates suggest precisely the same
basic conclusion drawn from the pooled sample. Indeed, given that most of the 77 industries
under consideration produce positive coeﬃcients on log city-industry employment – 50 for
the college employment share, 51 for the college hours share, 74 for mean experience, and
39 for mean years of education17 – increases in human capital with localization appears to
17In each case, more than half of the positive coeﬃcients diﬀer signiﬁcantly from zero: 27 for the college
employment share, 26 for the college hours share, 62 for mean experience, 30 for mean years of schooling.
12be a fairly robust ﬁnding.
3.2 Wages, Human Capital, and Localization
Given that human capital scales positively with localization, I turn to my primary question:
do localization economies, to any signiﬁcant degree, reﬂect human capital externalities? To




ict = µi + µc + µt + βtX
j





ict is the log hourly wage of worker j of industry i,c i t yc,i ny e a rt; µi, µc,a n dµt
are again industry-, city-, and time-speciﬁc ﬁxed eﬀects;18 X
j
ict is a vector of person-speciﬁc
observable characteristics, including years of education, four educational attainment indica-
tors (no high school, some high school, some college, college), years of education interacted
with these four indicators, a quartic in potential experience, eight occupation dummies19,
and a marital status dummy; Zct represents a vector of city-time varying characteristics,
including log resident population, log population density, the overall college fraction, the
unemployment rate, and an estimate of the unionization rate; Mict is a vector consisting of
combinations of city-industry human capital and employment; and  
j
ict is a residual. Notice,
the vector X
j
ict is speciﬁed with a time-varying set of coeﬃcients to reﬂect changes in the
return to various characteristics (e.g. educational attainment) over time.20
18These are intended to account for, among other things, the inﬂuence of time-invariant city-level amenities
(e.g. coastal location, climate) on earnings.
19Occupations include Professional-Technical; Managers; Clerical; Sales; Craftsmen; Operatives; Service;
and Laborers.
20Recall, since the sample is restricted to white males, there is no need to account for parameter hetero-
geneity based on race or gender.
13Because the human capital variables that enter (2) through Mict must be estimated
from Census samples, I eliminate all city-industries involving fewer than 25 observations.
Doing so should reduce the error inherent in these regressors and, thus, any potential bias
they generate.
I consider several speciﬁcations of (2) in which diﬀerent combinations of a worker’s own
city-industry scale and human capital are included. The overarching goal is to see how the
estimated association between wages and city-industry employment (i.e. the localization
‘eﬀect’) changes once we condition on human capital. Hence, because the intent of this
equation is not to estimate a causal relationship between either own-industry employment
or city-industry human capital and wage earnings, but instead to see how the estimated
associations change once the other regressor is included, I estimate (2) by ordinary least
squares.21 This approach is similar to the one used by, for example, studies of the employer
size-wage eﬀect in the labor literature whereby series of wage regressions are estimated
to determine the stability of the employer-size coeﬃcient to the inclusion of additional
regressors (e.g. Troske (1999)). Results are summarized in Table 3.22
Speciﬁcation I, in which the vector Mict only includes the logarithm of a worker’s own-
industry employment, demonstrates the standard localization result: after conditioning
on a variety of person-speciﬁc observable characteristics, there is a signiﬁcantly positive
association between a worker’s wage and the extent of his local industry. The implied
elasticity from the point estimate (0.028) indicates that a 1 standard deviation increase
in log city-industry employment (i.e. approximately 2) tends to be accompanied by a 5.6
percent increase in a worker’s hourly earnings. Again, such a value is not inconsistent with
what previous research has found (e.g. Henderson (1986), Wheeler (2004)).
21Heteroskedasticity-consistent standard errors, adjusted for correlation within metropolitan areas, are
computed.
22To save space, I have suppressed all of the coeﬃcients from the personal and city-time varying covariates,
βt and γ from Table 3.
14The next three speciﬁcations add human capital to the regression, but drop a worker’s
own-industry employment in an eﬀort to gain some sense of how important intra-industry
human capital externalities might be. Looking at the columns labeled II, III,a n dIV,o n e
can see that, across all four variables, the coeﬃcients suggest statistically signiﬁcant and
economically important magnitudes. A 1 year increase in mean education (within a worker’s
own industry), for example, correlates with a nearly 7 percent increase in wages, whereas
a 1 year increase in mean experience is associated with a 0.7 percent rise in wages. These
relative magnitudes are similar (at least qualitatively) to Rauch’s (1993) ﬁndings using
city-level education and experience. The estimates also suggest that a 1 percentage point
increase in either the college employment fraction or college hours fraction is accompanied
by a 0.4 percent increase, approximately, in hourly wages.
Although not reported in the table, the estimated coeﬃcient for the overall college rate
(among the adult resident population) turns out to be about three times as large, 1.1,
as these intra-industry college coeﬃcients. Such a ﬁgure, again, is close to what Moretti
(2004a) reports across a wide array of statistical speciﬁcations.23 Interestingly, this partic-
ular magnitude for the overall college rate does not depend on whether city-industry human
capital appears in the regression. The estimated wage gains tied to ‘city-level’ human cap-
ital, therefore, do not appear to be industry-speciﬁc in nature. That is, the signiﬁcance of
city-level human capital with respect to wage levels documented in previous work does not
stem from the omission of city-industry human capital. Rather, there seem to be strong,
positive associations between wages and both human capital measures (i.e. city-level and
city-industry-level) that are reasonably independent of each other.
This ﬁnding suggests that, although there do seem to be intra-industry human capital
externalities, the beneﬁts of greater aggregate human capital are not conﬁned to workers
employed in the same industry. Moreover, given the diﬀerences in magnitudes, externalities
23As mentioned in the Introduction, Moretti’s (2004a) estimates range primarily between 1 and 1.5.
15arising from city-level human capital appear to be stronger than those emanating from
industry-speciﬁc human capital.
To what extent do either the localization eﬀects or estimated intra-industry human cap-
ital externalities change once both are added to the regressions? The ﬁnal three columns of
Table 3 (labeled V , VI,a n dVII) report coeﬃcients from speciﬁcations in which log own-
industry employment, mean years of experience, and one of the three education variables
are all included in the model. What they reveal, interestingly, is only a modest change
in any of the coeﬃcients. To be sure, there is some drop in all of the estimates just as
one would expect given the positive human capital-industry employment relationship doc-
umented above. However, the changes are small. The estimated localization elasticity, for
example, drops from 0.028 to 0.024 when experience and either college fraction are added.
Similarly, the estimated magnitudes of the human capital externalities are altered very little
once a worker’s own-industry employment is accounted for. The college fraction coeﬃcients,
for example, fall from 0.39 to 0.33 once employment is included. These ﬁndings indicate
that, although positively associated, localization economies and human capital external-
ities appear to be reasonably distinct economic phenomena.24 The correlation between
localization and wages, therefore, is largely not a reﬂection of human capital spillovers.
3.3 Industry-Speciﬁc Estimates
Just as with the relationship between localization and human capital, there are likely to be
diﬀerences in the estimated localization and human capital ‘eﬀects’ across industries. To
gain some idea about the extent of this inter-industry heterogeneity, I have re-done all of
the estimation allowing the coeﬃcients on log own-industry employment and each human
capital measure to vary by industry. A sample of the resulting coeﬃcients is provided in
24Moretti (2004b) also reports evidence that human capital externalities do not seem to be a manifestation
of some agglomeration eﬀect on productivity.
16Table 4 for the same set of industries reported in Table 2. To be concise, I have limited the
reported output to the coeﬃcients on log own-industry employment, the college employment
share, and mean years of experience from a regression in which all three are included as
regressors.25 As noted below, these estimates do not vary substantially from those that
arise when these variables are entered into separate regressions.
Localization coeﬃcients, given in the ﬁrst column of results, do indeed show some varia-
tion, ranging from 0.2 for Logging (industry 230) and 0.063 for Cement, Concrete, Gypsum,
and Plaster Products at the top end of the distribution to roughly -0.007 for Apparel and
Accessories (151) and Miscellaneous Paper and Pulp Products (161) at the bottom. Of the
77 coeﬃcients, 65 are positive (39 signiﬁcant). Looking at the college fraction and mean
years of experience, there is similar variation in the reported coeﬃcients. The college frac-
tion estimates fall between 1.9 (Apparel, 151) and -0.46 (Sawmills, 232) with a total of 63
positive (43 signiﬁcant). Those for experience range between 0.022 (Apparel, 151) and -0.02
(Logging, 230) with 55 positive (19 signiﬁcant).
In all, including both human capital and own-industry employment in the same regres-
sion (speciﬁcation VI from Table 3) changes the estimated magnitudes of the coeﬃcients
only very little relative to what is produced from separate regressions (speciﬁcations I and
III from Table 3): mean changes (standard deviation) are -0.0005 (0.014) for log own-
industry employment, -0.015 (0.16) for the college employment fraction, -0.002 (0.003) for
mean experience. Given the average magnitudes of these coeﬃcients of 0.025, 0.41, and
0.006, these changes tend to be reasonably small in percentage terms, which further un-
derscores the idea that localization economies and human capital externalities represent
reasonably distinct mechanisms.
Do industries characterized by large localization ‘eﬀects’ also have large human capital
25Similar inferences can be drawn from the results on mean years of education and the college hours
fraction.
17externalities? To answer this question, I correlated the estimated coeﬃcients on log own-
industry employment, the city-industry college employment share, and city-industry mean
years of experience across the 77 industries in the sample. The results show that the
estimated localization parameters tend to be negatively associated with the coeﬃcients on
both of these two human capital measures: -0.1 (not signiﬁcantly diﬀerent from zero) for the
college share and -0.4 (signiﬁcantly non-zero at 1 percent) for mean years of experience. The
two estimated human capital externalities, as it happens, are positively and signiﬁcantly
associated, 0.28 (p-value = 0.01).26 This latter result seems intuitively reasonable in that
industries which beneﬁt from the concentration of one type of human capital ought to
beneﬁt from another as well.
More importantly, the ﬁrst two correlations suggest that industries that experience large
wage gains from localization do not observe large wage gains due to human capital and vice
versa. If anything, the results suggest that industries exhibiting large wage gains from
localization tend to experience small (or even negative) wage associations with human cap-
ital. This insight may help to account for the insensitivity of the own-industry employment
and intra-industry human capital coeﬃcients to the presence of the other variable in the
wage regressions above. Although city-industry employment and human capital are directly
related, the positive association between wages and localization seems to be driven by in-
dustries for which human capital externalities are not important. At the same time, human
capital externalities are most apparent in industries which do not exhibit strong localization
eﬀects. Such inter-industry heterogeneity, then, reinforces the conclusion that localization
economies and intra-industry human capital externalities seem to represent distinct phe-
26These correlations are based on coeﬃcients from the speciﬁcation in which industry employment and
both human capital measures are included together. The correlations using coeﬃcients estimated from
two separate regressions (employment added to one, human capital added to the other) produce similar
correlations: -0.15 employment-college share; -0.36 employment-mean experience; 0.23 college share-mean
experience.
18nomena.
3.4 Education Group-Speciﬁc Estimates
One of the important ﬁndings reported by Moretti (2004a) is a diﬀerence between the
estimated magnitudes of human capital externalities across workers of diﬀerent educational
attainment categories. In particular, workers with less education tend to experience more
sizable increases in their wages given an increase in the relative supply of college graduates
than do more educated workers. Such a ﬁnding is consistent with both standard marginal
productivity arguments based on supply and demand as well as learning eﬀects as described
by Glaeser (1999).27
This section considers whether the localization and human capital results documented
above show systematic variation across education groups. It may be, for instance, that the
positive association between city-industry size and wages is more inﬂuenced by the stock
of human capital for some groups than others. Indeed, knowledge spillovers may be more
important among, say, the college-educated than high school dropouts. In this case, after
controlling for city-industry human capital, the estimated localization coeﬃcient should
drop substantially for college graduates but very little for high school dropouts.
To investigate this matter, I estimate (2) allowing the human capital and localization
coeﬃcients to vary across ﬁve educational categories: no high school, some high school,
high school, some college, college. Results from the same series of speciﬁcations reported
in Table 3 are reported by educational category in Table 5. Beginning with the estimated
localization parameters, one can see that there is remarkable consistency, at least across
the top four groups which produce coeﬃcients close to the 0.028 benchmark estimated from
the pooled sample. Workers in the no-high-school category still show a positive association
27The less educated, for example, might have the most to gain (in terms of both skill acquisition and wage
growth) from interacting with more educated workers.
19(albeit insigniﬁcant) with log own-industry employment, but the magnitude (0.013) is less
than half of what is estimated for the other four groups. Looking at the estimated human
capital externalities in the next three speciﬁcations (II - IV), a result similar to Moretti’s
(2004a) is discernible. There is a slight decrease in the size of the human capital coeﬃcients
as we move from the no-high-school group to the some-college group.
These ﬁndings, however, do show an increase at the top end of the distribution, par-
ticularly when considering either college share. This result may, in part, reﬂect a positive
association between either college share and the extent to which industries use skill-biased
technologies.28 Of course, because workers with lower levels of educational attainment ap-
pear to gain from higher college shares too, any such technological diﬀerences accompanying
larger college fractions do not seem to constrain the earnings of the less-educated.
How do these results change once both log own-industry employment and city-industry
human capital are both included in the regression? As before, the magnitude of each eﬀect
(shown in speciﬁcations V - VII) drops slightly just as one would expect given the positive
association between employment and human capital. However, with the exception of the
two college fractions for the no high school category, the amount by which each coeﬃcient
falls is strikingly similar across education groups. Thus, the extent to which localization
eﬀects are driven by human capital externalities (and vice versa) seems to be small for
workers of all levels of educational attainment.
28Acemoglu (2002), for example, argues that the rising supply of college educated workers in the US has
spurred producers to adopt skill-complementing technologies (e.g. computers). This idea suggests that there
should be a positive association between the extent to which employers hire college-educated workers and
the degree to which they utilize skill-biased technologies.
204 Concluding Discussion
This paper has reported evidence that human capital levels, deﬁned in terms of educational
attainment and work experience, tend to rise as an industry’s scale within a metropolitan
area increases. They do so even after accounting for a variety of city-level characteristics,
including the general level of education across the resident population. Yet, in spite of this
relationship, the boost in wage earnings associated with this rise in human capital does not
account for the widely established result of localization economies. The positive association
between city-industry scale and hourly earnings remains largely unaltered after accounting
for human capital.
What might these results reveal about the nature of the productivity gains tied to the
geographic concentration of industry? Human capital externalities, of course, most closely
resemble the ﬁrst of Marshall’s (1920) explanations for localization economies mentioned
in the Introduction: knowledge spillovers. Although not usually framed in the context of
externalities tied directly to the supply of highly educated (or experienced) workers, one
could certainly view intra-industry knowledge spillovers as a function of human capital
externalities, particularly if increases in the stock of local human capital lead to increases
in the amount of knowledge that is generated and exchanged within a local market.29 From
this perspective, evidence of human capital externalities may be interpreted as evidence of
Marshallian knowledge spillovers.
Given such an interpretation, the results suggest that localization economies are only in
small part a function of knowledge spillovers. While clearly important both economically
and statistically – recall, a 10-percentage point rise in the college fraction correlates with
a 4 percent increase in hourly wages on average – the level of human capital within a
worker’s own city-industry does not account for much of the residual boost to labor earnings
29Simon and Nardinelli (2002, p. 62) express a similar view, noting that “cities with higher average levels
of human capital are also likely to enjoy greater knowledge spillovers.”
21associated with city-industry scale. Independent of whether one conditions on city-industry
education and experience, the estimated magnitude of the wage-localization association is
strikingly stable.
The ﬁndings also suggest that characteristics that are strongly tied to average human
capital, such as the type of physical capital used in production, might not explain local-
ization economies either. Indeed, given industry- and plant-level evidence indicating that
producers who utilize more skilled labor also utilize more sophisticated technologies, such as
computer aided design and engineering, lasers, and robotics (e.g. Autor et al. (1998), Doms
et al. (1997), Troske (1999)), one might hypothesize that localization eﬀects on productivity
are driven, in part, by the use of more productive capital.30 Few studies of the localiza-
tion phenomenon have attempted to account for the inﬂuence of this type of technological
diﬀerence on productivity. Such diﬀerences may, therefore, be an important omitted vari-
able whose inﬂuence on wages and productivity are picked up by industrial agglomeration.
However, if one assumes that city-industry human capital serves as a reasonable proxy for
technological sophistication, these results oﬀer little support for this conjecture.
Of course, such conclusions are to be taken with some caution. As noted above, because
intra-industry knowledge spillovers need not be tied to education and experience per se,
human capital is likely an imperfect measure of knowledge spillovers at best. Similarly, it
provides a less-than-completely desirable (indirect) measure of physical capital sophistica-
tion across the producers within a given city-industry. Hence, more direct evidence on both
of these mechanisms is needed before their roles in generating localization eﬀects can be
assessed. This may be an interesting avenue for future work.
On a more basic level, research examining why clusters of industry tend to draw more ed-
ucated workers may also prove useful in better understanding the localization phenomenon.
30Acemoglu (1996) shows how this relationship can be derived in a simple theoretical framework based on
ﬁrm-worker matching.
22This paper has merely taken ﬁrst step in attempting to establish this particular empirical
result, but has not oﬀered an explanation. One possibility is that large concentrations of
industry oﬀer greater learning opportunities for workers. If the workers who gain the most
from these learning opportunities happen to be the highly educated, one would expect to see
results like those reported here.31 A similar result could be derived assuming that localiza-
tion lowers search costs for workers looking for jobs, again to the extent that highly educated
individuals have the most to gain from eﬃcient matching. Sorting out these matters may
also enhance our understanding of how localization inﬂuences economic outcomes.
31This explanation mimics Glaeser’s (1999) hypothesis regarding the concentration of educated workers
in large urban areas.
23Table 1: Human Capital and Localization
Pooled Manufacturing
Mean Years Mean Years College Emp. College Hours
of Education of Experience Fraction Fraction
Variable II III I I I I I I I
Log Industry 0.019 0.024 0.36 0.35 0.006 0.006 0.006 0.006
Employment (0.01) (0.01) (0.03) (0.03) (0.001) (0.001) (0.002) (0.001)
Overall College – 6.2 – -8.9 – 1.15 – 1.19
Fraction (0.7) (3.2) (0.07) (0.07)
Log Resident – -0.03 – 3.7 – 0.04 – 0.03
Population (0.3) (1.2) (0.02) (0.02)
Log Population – -0.05 – -0.66 – -0.03 – -0.02
Density (0.2) (0.7) (0.02) (0.02)
Proportion – -4.5 – -6.8 – -0.13 – -0.12
Under 18 (1.6) (5.4) (0.15) (0.2)
Proportion – -1.2 – 2.3 – 0.4 – 0.41
Over 64 (2.8) (8.1) (0.17) (0.2)
Proportion – 2.9 – 57.7 – -0.36 – -0.4
Female (3.2) (12.2) (0.28) (0.3)
Proportion – -2.3 – -3.3 – 0.2 – 0.2
Foreign Born (0.8) (3.9) (0.08) (0.08)
Proportion – -0.98 – 0.49 – 0.05 – 0.05
Non-White (0.31) (1.2) (0.02) (0.02)
R2 0.77 0.78 0.42 0.43 0.72 0.73 0.71 0.73
Note: 31460 observations. Dependent variable is human capital. All regressions include
industry-, city-, and time-speciﬁc ﬁxed eﬀects and are weighted by the number of city-
industry observations used to calculate the dependent variable. Heteroskedasticity-consistent
standard errors adjusted for within-city correlation are reported in parentheses.
24Table 2: Human Capital and Localization
Selected Industry-Speciﬁc Results
Dependent Variable
Census Mean Years Mean Years College Emp. College Hours
Code Industry of Education of Experience Fraction Fraction
110 Grain Mill Products 0.21 (0.04) 0.3 (0.15) 0.013 (0.004) 0.012 (0.004)
111 Bakery Products -0.09 (0.02) 0.64 (0.09) -0.0001 (0.003) 0.00006 (0.003)
120 Beverage Industries 0.13 (0.02) 0.72 (0.1) 0.014 (0.003) 0.015 (0.003)
151 Apparel and Accessories -0.24 (0.01) 0.58 (0.04) 0.0004 (0.001) 0.0006 (0.001)
161 Misc. Paper and Pulp -0.03 (0.02) 0.46 (0.1) 0.003 (0.003) 0.004 (0.003)
Products
172 Printing and Publishing, 0.17 (0.008) -0.04 (0.04) 0.025 (0.001) 0.026 (0.001)
Except Newspaper
181 Drugs 0.09 (0.01) 0.08 (0.06) 0.002 (0.002) 0.002 (0.002)
200 Petroleum Reﬁning 0.08 (0.02) 0.23 (0.1) -0.001 (0.003) -0.001 (0.003)
201 Misc. Petroleum and 0.09 (0.05) 0.59 (0.24) 0.01 (0.007) 0.011 (0.007)
Coal Products
230 Logging 0.16 (0.04) 0.68 (0.19) 0.003 (0.006) 0.003 (0.006)
232 Sawmills -0.14 (0.04) 0.23 (0.19) -0.004 (0.005) -0.003 (0.006)
242 Furniture and Fixtures -0.13 (0.01) 0.55 (0.05) 0.002 (0.001) 0.002 (0.001)
251 Cement, Concrete, 0.1 (0.03) 0.08 (0.13) -0.004 (0.004) -0.005 (0.004)
Gypsum and Plaster
271 Iron and Steel -0.01 (0.03) 0.38 (0.11) 0.006 (0.003) 0.007 (0.003)
Foundries
272 Primary Aluminum -0.11 (0.03) 0.8 (0.12) -0.009 (0.004) -0.01 (0.004)
281 Cutlery and Handtools -0.03 (0.03) 0.49 (0.12) 0.002 (0.003) 0.002 (0.004)
291 Metal Forgings -0.004 (0.02) 0.44 (0.09) -0.002 (0.003) -0.003 (0.003)
310 Engines and Turbines -0.01 (0.03) -0.03 (0.11) -0.002 (0.003) -0.004 (0.003)
312 Construction Machines 0.08 (0.02) 0.1 (0.08) 0.006 (0.002) 0.005 (0.002)
322 Electronic Computing 0.09 (0.01) 0.12 (0.05) 0.009 (0.001) 0.009 (0.001)
Equipment
340 Household Appliances -0.05 (0.02) 0.77 (0.1) -0.003 (0.003) -0.003 (0.003)
341 Radio, TV, Comm. 0.11 (0.01) 0.22 (0.05) 0.011 (0.001) 0.011 (0.002)
Equipment
360 Ship Building 0.07 (0.02) 0.52 (0.08) 0.005 (0.002) 0.004 (0.002)
and Repair
361 Railroad Locomotives 0.11 (0.03) 0.12 (0.15) 0.014 (0.004) 0.014 (0.004)
390 Toys and Sporting -0.04 (0.02) 0.11 (0.1) 0.006 (0.003) 0.007 (0.003)
Goods
Note: 31460 observations. Coeﬃcients on log industry employment (by industry) from
speciﬁcation II of Table 1. All regressions are weighted by the number of city-industry ob-
servations used to calculate the dependent variable. Heteroskedasticity-consistent standard
errors adjusted for within-city correlation are reported in parentheses.
25Table 3: Wage Regressions
Speciﬁcation
I II III IV V VI VII
Log Own-Industry 0.028 – – – 0.023 0.024 0.024
Employment (0.002) (0.002) (0.002) (0.002)
Mean Years – 0.068 – – 0.062 – –
of Education (0.004) (0.004)
Mean Years – 0.009 0.007 0.007 0.007 0.005 0.005
of Experience (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
College Emp. – – 0.39 – – 0.33 –
Fraction (0.04) (0.03)
College Hours – – – 0.38 – – 0.32
Fraction (0.03) (0.03)
Note: 176084 observations. Dependent variable is log hourly wage. Heteroskedasticity-
consistent standard errors adjusted for within-city correlation are reported in parentheses.
26Table 4: Selected Industry-Speciﬁc Estimates
Census Log Own-Industry College Emp. Mean Years
Code Industry Employment Fraction of Experience
110 Grain Mill Products 0.005 (0.02) 0.16 (0.14) 0.003 (0.006)
111 Bakery Products 0.039 (0.01) 0.24 (0.24) -0.003 (0.006)
120 Beverage Industries 0.042 (0.01) 0.33 (0.1) 0.001 (0.004)
151 Apparel and Accessories -0.006 (0.006) 1.9 (0.2) 0.022 (0.003)
161 Misc. Paper and Pulp -0.007 (0.01) 0.45 (0.18) 0.008 (0.005)
Products
172 Printing and Publishing, 0.058 (0.004) 0.0001 (0.06) -0.001 (0.002)
Except Newspaper
181 Drugs 0.017 (0.006) 0.44 (0.08) 0.016 (0.006)
200 Petroleum Reﬁning 0.018 (0.009) 0.46 (0.11) 0.015 (0.005)
201 Misc. Petroleum and 0.056 (0.06) -0.04 (0.4) -0.009 (0.01)
Coal Products
230 Logging 0.21 (0.05) -0.09 (0.8) -0.02 (0.01)
232 Sawmills 0.031 (0.04) -0.46 (0.6) -0.008 (0.01)
242 Furniture and Fixtures 0.027 (0.005) 0.67 (0.15) -0.002 (0.003)
251 Cement, Concrete, 0.063 (0.016) -0.15 (0.22) -0.005 (0.005)
Gypsum and Plaster
271 Iron and Steel 0.027 (0.01) 0.08 (0.33) 0.001 (0.004)
Foundries
272 Primary Aluminum 0.01 (0.01) 0.33 (0.16) 0.014 (0.005)
281 Cutlery and Handtools 0.021 (0.014) 0.4 (0.24) 0.003 (0.005)
291 Metal Forgings 0.036 (0.009) -0.35 (0.23) 0.003 (0.005)
310 Engines and Turbines -0.003 (0.01) 0.15 (0.16) -0.003 (0.004)
312 Construction Machines 0.049 (0.007) -0.01 (0.1) 0.005 (0.003)
322 Electronic Computing 0.012 (0.004) 0.46 (0.06) 0.007 (0.003)
Equipment
340 Household Appliances 0.017 (0.013) 0.47 (0.25) 0.003 (0.005)
341 Radio, TV, Comm. 0.014 (0.005) 0.43 (0.05) 0.008 (0.003)
Equipment
360 Ship Building 0.033 (0.008) 0.21 (0.2) -0.001 (0.004)
and Repair
361 Railroad Locomotives 0.004 (0.02) -0.2 (0.4) 0.01 (0.01)
390 Toys and Sporting 0.024 (0.01) 0.63 (0.2) -0.009 (0.005)
Goods
Note: 176084 observations. Depdendent variable is log hourly wage. Heteroskedasticity-
consistent standard errors adjusted for within-city correlation are reported in parentheses.
27Table 5: Education Group-Speciﬁc Estimates
Independent Variable
Educ. Log Own- Mean Years Mean Years College Emp. College Hours
Group Spec. Industry Emp. of Educ. of Exp. Fraction Fraction
No High I 0.013 (0.009) – – – –
School II – 0.09 (0.006) 0.015 (0.003) – –
III – – 0.01 (0.004) 0.43 (0.09) –
IV – – 0.01 (0.004) – 0.4 (0.09)
V 0.008 (0.007) 0.086 (0.006) 0.014 (0.003) – –
VI 0.008 (0.009) – 0.009 (0.004) 0.43 (0.1) –
VII 0.008 (0.009) – 0.009 (0.004) – 0.4 (0.1)
Some High I 0.028 (0.003) – – – –
School II – 0.08 (0.005) 0.012 (0.002) – –
III – – 0.008 (0.002) 0.36 (0.06) –
IV – – 0.008 (0.002) – 0.34 (0.06)
V 0.021 (0.003) 0.075 (0.005) 0.01 (0.002) – –
VI 0.024 (0.003) – 0.006 (0.002) 0.31 (0.06) –
VII 0.024 (0.003) – 0.006 (0.002) – 0.29 (0.06)
High I 0.027 (0.002) – – – –
School II – 0.068 (0.005) 0.009 (0.001) – –
III – – 0.006 (0.001) 0.32 (0.04) –
IV – – 0.006 (0.001) – 0.3 (0.04)
V 0.023 (0.002) 0.062 (0.005) 0.006 (0.001) – –
VI 0.024 (0.002) – 0.004 (0.002) 0.26 (0.03) –
VII 0.024 (0.002) – 0.004 (0.002) – 0.25 (0.03)
Some I 0.032 (0.003) – – – –
College II – 0.053 (0.007) 0.007 (0.001) – –
III – – 0.006 (0.001) 0.34 (0.05) –
IV – – 0.006 (0.001) – 0.33 (0.04)
V 0.029 (0.003) 0.045 (0.006) 0.005 (0.001) – –
VI 0.029 (0.003) – 0.004 (0.001) 0.27 (0.04) –
VII 0.029 (0.003) – 0.004 (0.001) – 0.26 (0.04)
College I 0.028 (0.004) – – – –
II – 0.064 (0.006) 0.007 (0.002) – –
III – – 0.007 (0.002) 0.5 (0.04) –
IV – – 0.007 (0.002) – 0.49 (0.04)
V 0.024 (0.004) 0.057 (0.006) 0.005 (0.002) – –
VI 0.024 (0.004) – 0.005 (0.002) 0.44 (0.04) –
VII 0.024 (0.004) – 0.006 (0.002) – 0.44 (0.04)
Note: 176084 observations. Dependent variable is log hourly wage. Heteroskedasticity-
consistent standard errors adjusted for within-city correlation are reported in parentheses.
28A Appendix
A.1 Census Data
Data used to compute human capital shares for city-industries come from the 5 Percent
Samples of the Integrated Public Use Microdata Series (IPUMS). See Ruggles and Sobek
et al. (2003). Because the 1990 and 2000 Census do not code educational attainment as
years of schooling completed for all individuals, I follow the procedure of Autor, Katz, and
Krueger (1998) by imputing years of education from Table 5 of Park (1994). A worker’s
potential experience is then computed as the maximum of (age-years of education-6) and
0. The calculation of average years of education, average years of experience, the college
employment fraction, and the college hours fraction is based on all workers for whom I
observe a detailed industry of employment, metropolitan area of residence, positive usual
hours worked per week, and positive wage and salary earnings. This corresponds to 753679
observations for 1980, 612957 for 1990, and 641074 for 2000. Average numbers of obser-
vations per city-industry follow as 71.5 for 1980 (minimum = 1, maximum = 19377), 55.2
for 1990 (minimum = 1, maximum = 9916), and 52.3 for 2000 (minimum = 1, maximum
= 11316). When the sample is restricted to those with at least 25 observations, as in the
wage regressions, the averages are 182.3 for 1980, 150.8 for 1990, 141.7 for 2000.
Hourly wages are computed by dividing annual wage and salary earnings by the product
of weeks worked and usual hours worked per week. These are converted to real terms using
the Personal Consumption Expenditure Chain Type Price Index of the National Income and
Product Accounts. To limit the inﬂuence of outlier observations on the results, I constrain
the sample to workers earning between 1 and 100 dollars per hour (in 2000 dollars) although
the results are not sensitive to either cutoﬀ. To facilitate the computations, the wage
regressions are based on the 1 Percent IPUMS Samples instead of the 5 Percent Samples. A
total of 176084 observations over the three years are used. Average numbers of observations
per metropolitan area used in the wage regressions are 394.8 for 1980, 308.3 for 1990, 399.2
for 2000. Averages per city-industry (again, just among observations used in the wage
regressions) are 11.3 (minimum = 1, maximum = 2456) for 1980, 11.2 (minimum = 1,
maximum = 2921) for 1990, and 15.4 (minimum = 1, maximum = 2185) for 2000.
Metropolitan areas are deﬁned using deﬁnitions from 1995 (see US Bureau of the Census
(1999)). Because geographic deﬁnitions change over time, the metropolitan area codes
reported in the IPUMS (particularly those belonging to larger CMSAs) show some spurious
variation from year to year. Individuals living in one MSA in 1980, for instance, may be
assigned to another within the same CMSA in 1990 or 2000, purely based on deﬁnitional
changes. For this reason, metropolitan areas that belong to CMSAs are aggregated to the
CMSA-level. A total of 204 metropolitan areas are identiﬁed for 1980, 196 for 1990, 88 for
2000. These comprise 219 distinct metropolitan areas.
Census industry codes serve as the basis for the industrial classiﬁcation scheme used in
the paper. In most instances, the Census codes correspond to three-digit SIC industries,
although some represent two-digit, four-digit, or combinations of three- or four-digit sec-
29tors. Because the codes changed between 1980 and 1990, a consistent set of codes were
implemented using the crosswalks provided by the U.S. Bureau of the Census. These are
described by Barry Hirsch at his website www.trinity.edu/bhirsch. A total of 77 industries
appear in the ﬁnal sample.
A.2 Unionization Rates
Among the regressors included in the wage regressions is an estimate of each metropolitan
area’s overall rate of union membership. These ﬁgures are computed from the state-level
unionization rates reported by Hirsch et al. (2001) in the following manner. When a
metropolitan area lies completely in a single state, it is assigned the state-level unioniza-
tion rate. When a metropolitan area spans multiple states (as is often the case), it is
assigned a weighted average of its constituent state-level rates, where the weights are given
by population shares.
30Table A1: College Employment Fractions, 1980-2000
Top and Bottom 10 Industries
Industry College Employment Fraction
Drugs 0.48
Guided Missiles, Space Vehicles and Parts 0.46
Electronic Computing Equipment 0.43
Industrial and Misc. Chemicals 0.31
Newspaper Publishing and Printing 0.3
Petroleum Reﬁning 0.3
Scientiﬁc and Controlling Instruments 0.29
Agricultural Chemicals 0.28
Radio, TV, and Communication Equipment 0.28
Oﬃce and Accounting Machines 0.27
Misc. Fabricated Textile Products 0.081
Iron and Steel Foundaries 0.08
Wood Buildings and Mobile Homes 0.077
Screw Machine Products 0.075





Leather Tanning and Finishing 0.057
Note: College employment shares for selected industries. Calculations are performed across
three years: 1980, 1990, 2000.
31Table A2: Summary Statistics
Individual-Level Data
Variable Mean Standard Deviation Minimum Maximum
Hourly Wage 20.03 11.36 1 99.69
Years of Education 12.71 2.9 0 20
Years of Experience 21.57 12.48 0 59
No High School 0.075 0.26 0 1
Some High School 0.11 0.31 0 1
High School 0.38 0.48 0 1
Some College 0.22 0.41 0 1
College 0.22 0.41 0 1
Resident Population 5018758 5356667 100376 19397717
Population Density 2684.5 3925.9 30.6 16258.1
Overall City College Fraction 0.23 0.06 0.09 0.41
Own-Industry Employment 22185.6 35986.5 9 196751
Own-Industry College 0.18 0.12 0 0.82
Employment Fraction
Own-Industry College 0.19 0.13 0 0.83
Hours Fraction
Own-Industry Mean Years 12.45 1.1 5.66 16.3
of Education
Own-Industry Mean Years 21.1 2.7 8.3 33.7
of Experience
Note: 176084observations. Statisticsfor allvariables(including the three city-levelvariables
and ﬁve city-industry variables) are computed as unweighted averages across all individuals.
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