Abstract. We study existence and uniqueness of bounded solutions to a fractional nonlinear porous medium equation with a variable density, in one space dimension.
Introduction
In this paper we study existence and uniqueness of bounded solutions to nonlocal nonlinear initial-value problems of the following type:
[u m ] = 0 x ∈ R, t > 0 u = u 0 x ∈ R, t = 0;
(1.1)
here ρ = ρ(x), usually referred to as a variable density, is a positive function only depending on the spatial variable x, − The interest in the study of nonlocal problems has grown significatively in the last years and the analysis of nonlinear equations involving fractional powers of the Laplacian has become an area of intense research. Such problems in fact arise in many physical situations (see, e.g. [1] , [18] , [19] ) in particular in the analysis of long-range or anomalous diffusions. From a probabilistic point of view, the fractional Laplacian is the infinitesimal generator of a Lévy process (see [2] ). Then, losely speaking, uniqueness for problem (1.1) with m = 1 corresponds to the fact that the Lévy process associated to the operator which is the initial value problem for the porous medium equation with variable density in one space dimension. Problem (1.2) and its counterpart in R N , that is, ρ ∂ t u + ∆u m = 0 x ∈ R N , t > 0
occurs in various situations of physical interest (see, e.g., [23] ) and have been largely investigated in the literature during the last two decades (see [14] , [15] , [16] , [17] , [20] , [21] , [24] , [28] - [29] ). More recently, similar problems on Riemannian manifolds have been addressed in [25] - [27] . It is well-known that the asymptotic behavior of the varying density ρ may influence uniqueness of solutions for problem (1.3) . Briefly, for N = 1 or N = 2 problem (1.3) is well-posed in the class of bounded solutions not satisfying any additional conditions at infinity (see [17] ), provided ρ ∈ L ∞ (R N ). The situation is different if N ≥ 3. Indeed, in this case uniqueness prevails when the density ρ goes to zero slowly as |x| → ∞. If instead ρ goes to zero fast as |x| diverges, then nonuniqueness of bounded solutions occurs (see [15] , [16] , [21] , [24] - [27] , [28] - [29] ).
Concerning the regularity assumed for initial data and solutions we point out that in [20] , [28] - [29] weak energy solutions are dealt with, and u 0 is supposed to belong to L 1 ρ (R N ), the space of measurable nonnegative functions f satisfying R N f ρdx < ∞. In [15] , [16] [21] and [24] , instead, bounded initial data and so-called very weak solutions are treated. One of the main issues in dealing with very weak solutions lies in the fact that, in general, these solutions do not have finite energy in the whole R N .
Very recently, in [11] , the nonlocal nonlinear initial-value problem
(0 < σ < 2) has been studied. The particular case σ = 1 has been considered in [10] ; more precisely, existence, uniqueness and properties of weak solutions
has been addressed in [12] .
The motivation in studying problem (1.1) is twofold. In fact, on one hand, when ρ ≡ 1, (1.1) becomes problem (1.4) with σ = N = 1, thus problem (1.1) can be regarded as a generalization of problem (1.4) to the case in which a variable density ρ is taken into account. On the other hand, problem (1.1) can also be considered as nonlocal version of problem (1.2).
The aim of this paper is to prove well-posedness of problem (1.1) in the class of bounded solutions not satisfying any additional conditions at infinity. We shall consider bounded initial data u 0 and, consequently, very weak bounded solutions (see Definition 2.1). Let us mention that our results differ from those in [10] where ρ is assumed to be identically equal to 1. Moreover, also in the case ρ ≡ 1 considered in [10] uniqueness of very weak solutions is not proved, while uniqueness of weak energy solutions is shown (see [10, Lemma 4 .1]). Very weak solutions to problem (1.4) 
(ϕ being a suitable weight decaying at infinity) have been considered in [3] where uniqueness of such type of solutions is also shown provided 0 < m < 1.
To the best of our knowledge, the uniqueness result presented in this paper is new also in the linear case m = 1, that is for problem
(1.5)
Some results for nonlocal linear parabolic equation with a variable density have been established in [7] , but not for problem (1.5).
One can expect that if N ≥ 2 the nonlocal problem
may exhibit uniqueness or nonuniqueness of solutions depending on the behavior at infinity of the density ρ. This would reflect in the nonlocal case the the situation described above for problem (1.3). However, some technical difficulties prevent us from adapting the methods used in this paper to investigate uniqueness of very weak solutions in any space dimension; see Remark 4.4. We postpone to a forthcoming paper the proof of existence and uniqueness of solutions to problem
for any 0 < σ < 2 and any N ≥ 1. In this case, according with [10] - [11] , we shall consider weak energy solutions and completely different arguments.
The paper is organized as follows. In Section 2 we introduce the setting of the problem and give the precise definition of solutions we are dealing with. We also recall some basic facts about fractional Laplacian, mainly its realization trough the harmonic extension, which permits to look at problem (1.1) in a "local way" as a quasi-stationary problem with dynamical boundary conditions. In Section 3 we prove existence of solutions to problem (1.1); see Theorem 3.1. Even if the general strategy of the proofs in this Section goes along the same lines as in [10] - [11] , there are some differences here that will be expedient as we will point out in Remark 3.8. We should remark that all results in Section 3 are valid in general for any N ≥ 1. In subsequent Section 4 we establish uniqueness of solutions; see Theorem 4.1. The proof exploits the above mentioned realization of the fractional Laplacian combined with properties of a suitable family of test functions we construct in Lemma 4.2.
Here the restriction N = 1 will be crucial as explained in Remarks 4.4 and 4.5.
To conclude, let us mention that our techniques also applies to more general fractional nonlinear diffusion equations with variable density, such as
provided G satisfies suitable conditions as in [15] , [24] . Moreover, changing sign bounded solutions could also be considered. However, for sake of simplicity, we limit ourselves to the case of nonnegative solutions and G(u) = u m (m ≥ 1).
Problem setting and assumptions
We recall that the nonlocal operator − 
As is well-known,
2 can be also defined in many other ways; we refer the reader to [4] , [6] , [13] , for a comprehensive account on the subject. In particular, if ϕ is a smooth and bounded function defined in R, we can consider its harmonic extension v to the upper half-space
Hence (see [4] , [6] , [10] , [12] ),
In the sequel, we always make the following assumption:
(ii) u 0 is nonnegative, continuous and bounded in R.
Following [10] and [11] , using the harmonic extension, we shall rewrite the problem (1.1) in terms of local differential operators. More precisely, solving problem (1.1) is equivalent to solve the quasi-stationary problem with a dynamical boundary conditions:
here Γ := Ω ∩ {y = 0} ≡ R. Now, take any open bounded subset D ⊂ Ω with ∂D ∩ Ω smooth and ∂D ∩ Γ = ∅. Then the exterior normal to ∂D exists almost everywhere; we denote such vector by ν.
Formally, multiplying the differential equation in (2.1) by ψ, integrating by parts and considering the initial and the dynamical boundary condition we get:
In view of previous equalities we give next Definition 2.1. A solution to problem (2.1) is a pair of functions (u, w) such that
• for any T > 0, D and ψ as in (??) there holds
Here and hereafter we say that
loc Ω × (0, ∞) , the equality w| Γ×(0,∞) = u m makes sense.
Existence of solutions
In this Section we prove existence and some properties of solutions to problem (2.1).
Theorem 3.1. Let assumption (A 0 ) be satisfied. Then there exists a solution (u, w) to problem (2.1).
The proof of Theorem 3.1 is divided in several steps. Let us fix some notations. For any R > 0 we denote by
For any fixed ǫ > 0, R > 0 and g ∈ L ∞ (Γ R ) we consider the following auxiliary elliptic problem in Ω R :
In the following Lemma we establish existence, uniqueness and some properties of solutions to problem (3.1).
Lemma 3.3. Let R > 0 and ǫ > 0 be fixed. For any g ∈ L ∞ (Γ), there exists a unique solution (z R , v R ) to the problem (3.1). Furthermore the following properties hold: i. Contractivity: the mapping
ii. Uniform boundedness: for any ǫ > 0 and any R > 0
Proof.
Existence of solutions easily follows by standard arguments, since the functional J :
Now, to show contractivity, take a smooth monotone approximation p of the sign function, and set ϕ(
Clearly, such a ϕ can be used as a test function in the weak formulation of Definition 3.2. We get
Passing to the limit in the approximation p, we discover
3) uniqueness can be easily deduced.
To prove uniform boundedness, setg := g L ∞ (Γ) ; thus the functioñ v R := (g) m verifies:
Then, by (3.3), z R ≤z R in Γ R . Thus, the function ζ R :=ṽ R − v R satisfies the problem
The comparison principle then implies
To establish iii. we consider v R ′ solution of (3.1) in Ω R ′ . Since, by ii., v R ′ is nonnegative in Ω R ′ , we have
Then, by (3.3),
Next step in the proof of Theorem 3.1 consists in studying the following evolutive problem in Ω R :
• for any T > 0 and any ψ ∈ C 2,1
Observe that, by standard results, for any
here boundary conditions are meant in the sense of trace. We shall denote such a solution by E R (g) since it can be regarded as the harmonic extension of g to Ω R , completed with homogeneous zero Dirichlet boundary condition on Σ R . Indeed, by standard elliptic regularity results, v ∈ C 2 (Ω R )∩C(Ω R ∪Σ R ) and v(x) = 0 for all x ∈ Σ R . Proposition 3.5. Let assumption (A 0 ) be satisfied. Then for any R > 0 there exists a solution (u R , w R ) of problem (3.6).
Proof. We introduce a time-discretized version of (3.6). Fix any T > 0. 
The solution (u
We can rewrite the problem on Γ R in (3.8) as
The operator A satisfies the following properties. For any ǫ > 0 the mapping (I + ǫA) is one-to-one from D(A) onto a subspace R ǫ (A) ⊆ L ∞ (Γ R ). In fact, by Lemma 3.3, for any ǫ > 0 there exists a unique solution of
in addition, by (3.3), the inverse mapping
is a contraction with respect to the norm of L 1 (Γ R ). A second property satisfied by A is the following rank condition: for any
The validity of the two properties above permits to invoke the CrandallLiggett theorem (see [9] ) and to infer that u
in Ω R , uniformly with respect to ǫ, k and R.
Using w ǫ,k R as a test function for (3.8), integrating by parts, and applying Young's inequality we obtain
(3.10) Then, adding for k from 1 to n and passing to the limit as ǫ → 0 we discover
Moreover, it is easily seen that w R ΣR×(0,∞) = 0. Concerning the limit function u R , we observe that, by (3.10),
for any ǫ > 0; then for ǫ → 0, we get
Now, by choosing appropriate test functions as in [30] and taking into account (3.2) we have for any k = 1, . . . , n,
Integrating on [t k−1 , t k ] and then adding over k, we can rewrite the right hand side of equality above as In the next Proposition we list some properties satisfied by solutions of (3.6). Proposition 3.6. Let (u R , w R ) be a solution of (3.6). Then the following properties are satisfied:
i. If u R andũ R are solutions of (3.6) corresponding to u 0 andũ 0 respectively, then
in particular, if u 0 ≥ 0 then u R (x, t) ≥ 0 for every x ∈ Γ R and every t > 0;
ii. There exists a constant C independent of R such that 0 ≤ w R ≤ C for every x ∈ Ω R and every t > 0;
iii. For any R ′ > R, w R ′ (x, t) ≥ w R (x, t) for every x ∈ Ω R and every t > 0;
holds in the sense of distributions in Ω R × (0, ∞);
vii. For any 0 ≤ τ < T and any cutoff η ∈ C 2 0 (Ω) with 0 ≤ η ≤ 1 and
Proof. Properties i.-iii. are inherited by (u R , w R ) from those listed in Lemma 3.3 for solutions to the auxiliary elliptic problem. In particular i. is a consequence of (3.3). Property ii. follows taking into account that w R is null on Σ R and previous property i.; property iii. follows by Lemma 3.3-iii. Properties iv.-vi. can be obtained arguing as in [10, Sections 3 and 5] . Moreover, it is direct to check that
Using Young's inequality, we estimate the last term in the computation above as follows:
The last inequality, together with the fact that, by ii., w
Proof of Theorem 3.1. By Proposition 3.5, for any R > 0 there exists a solution (u R , w R ) of (3.6). Moreover, thanks to the uniform boundedness and monotonicity of w R (properties ii. and iii. of Proposition 3.6), there exist the limits 0, ∞) ). We shall prove that (u, w) is a solution to problem (1.1). To see this, take T > 0, D and ψ as in Definition 2.1; then select R 0 > 0 large enough, such that D ⊂ Ω R0 . By Definition 3.4, for every R > R 0 we have:
Furthermore, by Proposition 3.6-vii., since u ∈ L ∞ (Γ × (0, ∞)) and u 0 ∈ L ∞ (Γ), for each compact set K ⊂Ω, there exists a positive constant C, depending on K but independent of R and T > 0, such that
By usual compactness arguments, ∇w ∈ L 2 loc Ω × (0, ∞) , so w| Γ is welldefined; moreover, letting R → ∞ in (3.16) we get
Hence, it is direct to check that (u, w) is also a solution in the sense of Definition 2.1.
Remark 3.7. By construction, the solution (u, w) given in the proof of Theorem 3.1 is minimal, namely, if (ũ,w) is a solution to (2.1) withũ ≥ 0 and w ≥ 0, thenũ ≥ u andw ≥ w.
Remark 3.8. (i) As already pointed out in the Introduction, our construction of the solution is slightly different from those in [10] and [11] . In fact, the strategy in [10] consists in passing first to the limit as R → ∞ in the discretization (3.8) to obtain a solution of an elliptic problem in the whole of Ω, and then in sending the discretization parameter ǫ to zero. Our approach consists instead in passing first to the limit as ǫ → 0 in the discretized elliptic problem, in order to get, for any R > 0, a solution of the parabolic problem (3.6) in Ω R . Finally sending R → ∞ we get a solution in the whole space. A similar strategy has been implemented in [11] , where unbounded cylinders B N R × R + , instead of bounded domains Ω R considered here, have been used to invade Ω. Note that the use of Ω R will be expedient in proving Theorem 4.1 in the following Section. Indeed, we shall construct a suitable family of solutions to elliptic problems in bounded domains Ω R .
(ii) Introducing a varying density ρ does not bring any additional technical difficulty to the proof of existence of solutions to problem (2.1) compared with those in [10] - [11] , in which ρ is assumed identically 1.
(iii) The restriction N = 1 does not play any role yet and all results of Section 3 can be easily adapted to show existence of very weak solutions in any space dimension.
(iv) Concerning the regularity required for the initial data, we should remark that in [10] and [11] u 0 is assumed to belong to L 1 , whereas in [28] and [29] -where the (non fractional) porous medium equation with varying density has been studied -it is supposed to belong to L 1 ρ (Γ). As a consequence, the solution considered in [10] and [11] satisfies |∇w| ∈ L 2 (Ω × (τ, ∞)) for any τ > 0. We assume instead u 0 nonnegative, continuous and bounded, so
(v) We emphasize that, unlike what have been discussed in (ii) and (iv) above, the presence of a variable density and the assumptions on the initial data shall entail significant differences in the proof of uniqueness of solutions, relative to those in the case in which ρ ≡ 1 and u 0 ∈ L 1 ; see also Remark 4.3. Moreover, the hypothesis N = 1 will be essential in our proof of uniqueness; see Remark 4.4.
Uniqueness of solutions
The scope of this Section is to establish the following Theorem 4.1. Let assumption (A 0 ) be satisfied. Then problem (1.1) admits at most one solution (u, w) with u ≥ 0, w ≥ 0.
To prove Theorem 4.1 we need some preliminary materials. To begin with, observe that the function
2) where δ 0 is the delta distribution concentrated at the origin. As a consequence, (see, e.g., [4] and [5] ) for any F ∈ C ∞ 0 (Γ), F ≥ 0, the function w(·, y) := Θ(·, y) * F is, up to additive constants, the unique bounded solution of
for a detailed proof of the fact that w solves problem (4.3) we refer, e.g., to [8] .
The following Lemma will play a crucial role in the proof of Theorem 4.1.
Lemma 4.2. Let assumption (A 0 ) be satisfied, and R 0 > 0 be fixed. Let ψ R be the solution of the problem:
where
Then the following statements hold true:
(ii) There exists a constant M > 0 depending on R 0 such that for any R > 2R 0 we have 6) ν R denoting the outer normal to Σ R .
Proof. (i) By the maximum principle ψ R > 0 in Ω R for any R > R 0 ; hence the function ψ R1 − ψ R2 (R 0 < R 1 < R 2 ) is a subsolution of problem
Then again by the maximum principle we get (4.5).
(ii) Clearly, by the strong maximum principle it follows that, for any
where Θ = Θ(|(x, y)|) is defined in (4.1). It is easily seen that for any R > R 0 ψ ∞ is a supersolution (4.4). By comparison principle,
Indeed, it could be shown that
Now, for any R > R 0 , consider the problem
where M := max
Using (4.2) immediately follows that Z is a supersolution to problem (4.8) for any R > 2R 0 . On the other hand, since in particular R > R 0 , ψ R is a subsolution to the same problem. By comparison we get for any R > 2R 0
Consequently, since for any R > 2R 0
we can infer that, for any (x, y) ∈ Σ R ,
here r ≡ r(x, y) = |(x, y)|. The above inequality, combined with (4.7) gives (4.6). This completes the proof. Now we can prove Theorem 4.1.
Proof of Theorem 4.1. Let (u, w) be the solution of problem (1.1) constructed in Theorem 3.1; such solution is minimal as observed in Remark 3.7. Let (u, w) be any other solution of the same problem and set
We claim that
for any T > 0, F ∈ C ∞ 0 (Γ). By the Claim the conclusion follows. In fact, in view of the arbitrariness of F , (4.9) implies By recalling that |Σ R | = πR/2 and by using (4.6) we obtain
Hence, the right hand side of (4.14) is zero and the claim (4.9) follows. This concludes the proof.
Remark 4.3. Uniqueness results in [10] and [11] cannot be applied to problem (1.1), as they require ρ ≡ 1. Furthermore, even in the case in which ρ is identically 1, the results in [10] and [11] cannot be adapted to prove uniqueness of solutions in the sense of Definition 2.1.
Remark 4.4. If N ≥ 2, a result similar to Lemma 4.2 could be proved. In this case, the estimate (4.6) must be replaced by the following: 15) for some M > 0, for any R > 2R 0 . Hence we cannot get the conclusion in the previous proof. A similar issue arises for problem (1.3) when N ≥ 3; however, methods used in [24] to get the conclusion in that case cannot be adapted to the present nonlocal situation.
Remark 4.5. Note that the proof of uniqueness for problem (1.3) when N = 1, 2 is quite different from the previous one (see [17] , [27] ). However, the estimate (4.6) is crucial in [17] for N = 2, too. Observe finally that the hypothesis ρ ∈ L ∞ (R 2 ) used in [17] is not required here. Thus our arguments can be adapted in order to prove uniqueness for problem (1.3) in the case N = 2 and ρ possibly unbounded.
