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Abstract—This paper considers the problem of power control
in Massive MIMO systems taking into account the pilot con-
tamination issue and the arrivals and departures of users in the
network. Contrary to most of existing work in MIMO systems
that focuses on the physical layer with fixed number of users,
we consider in this work that the users arrive dynamically and
leave the network once they are served. We provide a power
control strategy, having a polynomial complexity, and prove that
this policy stabilizes the network whenever possible. We then
provide a distributed implementation of the power control policy
requiring low information exchange between the BSs and show
that it achieves the same stability region as the centralized policy.
I. INTRODUCTION
Multiuser MIMO is one of the main technologies that has
been adopted for wireless networks. It enables to exploit the
degrees of freedom in the spatial domain in order to serve
users in the same frequency band and time. Coupled with a
large antenna array at the Base Station, the resulting massive
MIMO system enables a huge increase in the network spectral
and energy efficiency. Massive MIMO has been designated
as a key technology in the 5G wireless networks. It was
first proposed in [1]. The idea was to mimic the large pro-
cessing gain provided by spread-spectrum in 3G networks.
This gain is imitated through the use of a large number of
base station antennas in massive MIMO systems. The large
excess of transmit antennas allows to considerably improve
the network capacity through excessive spatial dimensions
[2]. It also enables to average out the effect of fast fading
and provides extremely accurate beamforming which allows
to direct the signal into small areas [3]. Furthermore, the nu-
merous degrees-of-freedom offered by massive MIMO result
into significantly reducing the transmit power [4]. Most of
prior work on massive MIMO systems concentrated on the
network physical layer with little interest in the dynamic nature
of traffic at the flow level, where a flow typically corresponds
to a file transfer [2]-[5]. On the other hand, most papers on
flow level models of wireless networks rely on simple models
of the physical layer, neglecting the impact of pilot signals
[6]-[15].
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To the best of our knowledge, this is the first work that
considers the impact of dynamic population of users in massive
MIMO systems. We provide a power control framework that
takes into account the pilot contamination and stabilizes the
network for any arrival rate of users that lies inside the stability
region. The main difficulty of the problem lies in the fact
that the network is dynamic with variable number of users
that interfere with each other due to pilot contamination.
The throughput of each user is thus not convex/concave,
which complicates further the development of power control
strategies in general. In this paper, we provide a convex power
control framework, in which the utility function is not the bit
rate, and show that it stabilizes the network whenever possible.
The remaining of the paper is organized as follows. The
system model is provided in section II. In section III, the power
control strategy and the stability analysis are described. The
distributed implementation and its stability analysis are given
in Section IV. Numerical results are given in Section V and
Section VI concludes the paper.
II. SYSTEM MODEL
A. Physical layer model and Pilot contamination
We consider a multi cell MIMO scenario consisting of L
cells. The BS has M transmit antennas and the user terminals
UTs have single antenna each. The notation UTk,lk denotes the
k-th UT present in cell lk. We consider a discrete-time block-
fading channel model where the channel remains constant
during a time equal to a given coherence interval and then
changes independently from one block to the other.
In Massive MIMO, and due to the high number of antennas
at the base station, the channel state information (CSI) is
usually acquired via reverse link pilots. For high number
of users (especially in multi cell scenarios), the channel
information for a given user is polluted by undesired channels
of the other users using the common pilot sequence.
During the uplink training phase, the kth user in cell l
transmits its own pilot sequence sk,l ∈ Rτ×1 of length τ . τ
is thus proportional to the number of orthogonal reverse link
pilots. At the base station l, the pilot data received is then,
zl =
K∑
k=1
(
√
psSk,l)
√
gk,lhk,l + nl
where Sk,l = sk,l ⊗ IM , ps is the pilot power, gk,l is
the channel power gain (inversely proportional to the path
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loss) between user k and base station l, nl is the white
Gaussian noise, and hk,l is the small scale fading channel with
distribution CN (0, IM ). hk,l ∀ k, l are assumed to be i.i.d.
Each base station l estimates the channels of its own users
using an MMSE estimation. Let fˆk,l is the MMSE estimation
of the channel between user k and BS l. Let Fˆl be the matrix
containing the estimated channels of the users in cell l.
In the downlink, the base station pre-codes the signals x
of its own users before transmission. Two pre-coding schemes
are commonly used in Massive MIMO namely the Conjugate
Beamforming (CB and the Zero Forcing (ZF). In this paper,
we focus on CB however our stability analysis results hold
for ZF. In the CB, the pre-coding matrix is simply Wl = Fˆ∗l
where Fˆ∗l is the conjugate of Fˆl. The terminals in each cell
receive,
yk,l =
∑
l
√
gk,lh
H
k,lWldl + bk,l
where dl contains the data of all users in cell l and bk,l is the
additive Gaussian noise.
The downlink effective SINR for user k in cell lk can then
be obtained [4]:
γk,lk =
νkτρpk,lkg
2
k,lk
1+τρqk
1 +
∑L
j=1 θk,j
∑Kj
i=1 pi,ji + τρ
∑
i∈Ik\k
νi,lipi,lig
2
k,li
1+τρqi
(1)
where lj is the index of the base station that serves user j, Kj
is the number of users in cell j, | is the set of terminals using
the same pilot sequence as terminal j, ρ is the uplink pilot
channel SNR, and qi =
∑
j∈Ii gj,li (i.e. the sum of large scale
fading channel gain between the base station serving terminal
i and all terminals using the same pilot sequence as terminal
i including terminal i itself). νk,l = M − 1 and θk,j = gk,j .
By using the notation Gk,lk =
νkτρg
2
k,lk
1+τρqk
, the downlink
effective SINR can be written as,
γk,lk =
pk,lkGk,lk
1 +
∑L
j=1 θk,j
∑Kj
i=1 pi,j +
∑
i∈Ik\k pi,liGk,li
(2)
B. Flow/User Arrival model
All the existing work in massive MIMO assumes that the
network is static in the sense that a fixed set of mobiles are
always receiving data from the BSs. In practice, however, the
users arrive dynamically and once they are served they leave
the network. To the best of our knowledge, this is the first
work that considers dynamic population of users in massive
MIMO.
For mathematical tractability, we consider finite possible
locations of the users in the cell. The number of locations
could be however high to cover most/all possible locations.
In each location, it may exist or not a user that requires to
be served. Let Xk,l(t) be the number of users in location
k in cell l at time t. Each user has one flow to be served.
The words ”user” and ”flow” denote hence the same thing,
where a flow typically corresponds to a file transfer. It is
worth mentioning that the extension of our model to the case
where each user has multiple flows is straightforward. In each
location, the flows arrive according to a Poisson process with
rate λk,l. The data volume to be transmitted to each user has
an exponential distribution. Note that the physical layer model
described above stays valid under this assumption. The SINR
γk,lk represents the SINR of the user in location k in cell lk.
We assume a separation of time-scales between the flow
model and the physical layer. The presence of interference and
pilot contamination induces a non convexity in the problem
that complicates the power control and stability analysis. The
index time t refers to the flow level time. Between times t and
t+ 1 there are multiple physical layer time slots.
We can provide the following definition of network stability.
Definition 1. The network is called stable if
limT→∞ sup 1T
∑T−1
t=0
∑L
l=1
∑Kl
k=1 E(Xk,l(t)) <∞
Let Λ = (λ1,1, ..., λk,i, ...) be the set of all flow/user arrival
rates. This rate is defined as the average number of users
arriving in the network. The arrival of users means that those
users become active and start a connection.
Definition 2. The stability region is the set of all possible
rates of arriving users Λ such that there exists a corresponding
power control policy that makes the network stable.
We are therefore interested in providing a power control
strategy that makes the network stable.
III. POWER ALLOCATION FRAMEWORK
Let Λmax be the stability region under power control
policies.
The goal is then the following
Allocate p
s.t.
∀λ ∈ Λmax the network is stable
It is worth mentioning that the value of the average user
arrival rate λ is a priori not known and the allocation policy
must stabilize the network without the knowledge of λ (since
the average number of users arriving in the network is un-
known). In this section, we provide a power control policy that
stabilizes the network for any λ ∈ Λmax. It is worth noticing
that our main contribution in this section lies in proving that
the considered power allocation policy stabilizes the network
∀λ ∈ Λmax.
A. Power Control Framework with Polynomial Complexity
To do so, we consider the following framework,
max
p
L∑
l=1
Kl∑
k=1
Xk,llog (γk,l(t)) (3)
s.t.
Kl∑
k=1
pk,lk ≤ Pl ∀l (4)
where
γk,l(t) =
pk,lkGk,lk
1 +
∑L
j=1 θk,j
∑Kj
i=1 pi,ji +
∑
i∈Ik\k pi,liGk,li
To simplify the notation, we will denote the power of flows
in location k in cell lk by pk,l.
By using the following variable change p˜k,l = log (pk,j),
we get,
min
p˜
−
L∑
l=1
Kl∑
k=1
Xk,lUk,l(p˜) (5)
s.t.
Kl∑
k=1
ep˜k,l ≤ Pl ∀l (6)
where
Uk,l(p˜) = log
(
ep˜k,lGk,l
1 +
∑L
j=1 θk,j
∑Kj
i=1
ep˜i,j +
∑
i∈Ik\k e
p˜i,lGk,li
)
Remark 3. In the aforementioned problem we do NOT
make the high SINR approximation log (1 + γk,l(t)) ≈
log (γk,l(t)). We have just defined a utility function propor-
tional to log (γk,l(t)). The rate expression is still given by
log (1 + γk,l(t)). Our main contribution in this paper is to
show that without making such high SINR approximation, solv-
ing the problem (3)-(4), with bit rate log (1 + γk,l(t)), ensures
the stability of the network at the flow level under dynamic
arrivals and departures of users. One can see also that the
considered power control is different from the proportional
fairness policy.
Proposition 4. The above optimization problem is convex.
Proof. The proof follows from [18] and is given in the
appendix for completeness.
The optimal solution of the aforementioned problem can
then be obtained simply using the Lagrangian technique and
KKT conditions. The Lagrangian is given as,
L(p, λ) = −
L∑
l=1
Kl∑
k=1
Xk,l
[
log
(
ep˜k,lGk,l
)−
log
1 + L∑
j=1
θk,j
Kj∑
i=1
ep˜i,j +
∑
i∈Ik\k
ep˜i,lGk,li
]
+
L∑
l=1
βl
(
Kl∑
k=1
ep˜k,l − Pl
)
(7)
One can check easily that slater condition is satisfied for the
aforementioned problem. The problem can be solved with zero
duality gap and the optimal solution can be obtained by solving
the dual problem maxβ minp L(p, β). The optimal power to
be allocated to each user is then,
p∗k,l =
Xk,l
βl + hk,l(p∗)
(8)
where
hk,l(p
∗) =
L∑
l=1
∑
j
Xj,l(θj,lk +Gj,lk1k∈Ij\j)
1 +
∑L
j=1 θk,j
∑Kj
i=1
p∗i,j +
∑
i∈Ij\j p
∗
i,lGk,li
The above power is obtained by taking ∂L(p,β)∂p˜k,l = 0. In order
to find the optimal power, the above equation must be solved
and the optimal Lagrange multipliers βl must be determined.
This can be done using the following algorithm.
Algorithm 1: Optimal Power Control Algorithm
1) Initialize: β, p,  is a very small value;
2) Initialize n = 0 and i = 0 (n and i are the indices of
two loops)
3) a) For given value of βl(i) ∀ l, repeat
pk,l(n+ 1) =
Xk,l
βl(i) + hk,l(p(n))
∀ k, l
b) until pk,l(n+ 1) =
Xk,l
βl(i)+hk,l(p(n))
= pk,l(n) ∀
k, l (i.e. a fixed point is achieved); Call this fixed
point p(β);
4) Update βl(i+ 1) =
(
βl(i) + δi(
∑Kl
k=1 pk,l(β)− Pl)
)+
and set i = i+ 1
5) if βl(i) = 0 ∀l then terminate.
6) Else if (
∑Kl
k=1 pk,l(β)− Pl) ≤  ∀ l for which
βl(i) > 0, then terminate.
7) Else, return to Step 3.
The algorithm consists of two loops. The outer loop updates
the values of βl using the sub gradient method i.e. βl(i+1) =(
βl(i) + δi(
∑Kl
k=1 pk,l(β(i))− Pl)
)+
. For each value of βl
(denoted by βl(i) (i.e. iteration i of the outer loop), the inner
loop updates the values of power pk,l using the fixed point
equation pk,l(n + 1) =
Xk,l
βl(i)+hk,l(p(n))
until a fixed point is
achieved.
1) Convergence of Algorithm (1): One can see that the
function Xk,lβl+h(p) is a standard function (one can refer to
[19][20] for more details):
• It is positive
• Monotone: if p1 ≥ p2 then Xk,lβl+h(p1) ≥
Xk,l
βl+h(p2)
• Scalable: for γ > 1 then Xk,lβl+h(γp) < γ
Xk,l
βl+h(p)
Consequently, for each value of βl (∀ l), the algorithm
pk,l(n+ 1) =
Xk,l
βl + hk,l(p(n))
converges to the fixed point p∗k,l =
Xk,l
βl+hk,l(p∗)
[19][20]. This shows the convergence of the
inner loop. Concerning the outer loop, the update
βl(i+ 1) =
(
βl(i) + δi(
∑Kl
k=1 pk,l(β)− Pl)
)+
is nothing but
the sub-gradient update method which is, due to the convexity
of our optimization framework, ensured to converge to the
optimal value of βl (say β∗l ) for vanishing step size δi and to
within a close interval around β∗l for fixed step size δi = δ.
One can refer to [21] for more details on the convergence of
sub-gradient descent method.
B. Stability analysis of the network
In this section, we will show that the aforementioned power
allocation policy stabilizes the network ∀ λ ∈ Λmax. In
other words, as far as the network stability is concerned
there is no other allocation policy that can outperform the
aforementioned power control policy. For that, we use the
Fluid limit machinery to prove the stability. The main idea is to
define a new process, say Y(t) by scaling or compressing time
and accordingly scaling down the magnitude of the process X.
The process Y(t) can be seen as a deterministic fluid process
driven by a fluid arrival process with constant rate. In order
to show that the network is stable under the power allocation
policy (8), it is sufficient to show that a Lyapunov function of
the fluid limit trajectory has a negative drift [9], [16], [17].
We consider that the arrivals of the users follow a poisson
distribution. Each user has a document, of size following a
general distribution with mean 1, to be served. However, this
assumption can be relaxed to renewal arrival processes and
general document size distribution with mean ms. We have
that X = (Xk,l), ∀ k, l, is a Markov process. At each time t,
the number of flows/users evolves as follows,
Xk,l → Xk,l + 1 at rate λk,l
Xk,l → Xk,l − 1 at rate Rk,l
where Rk,l is the bit rate allocated between t and t+ 1. It is
worth mentioning that for given values of Xk,l, the allocated
power is the same. Recall that the time between t and t + 1
corresponds to multiple physical layer timeslots. For any time
u ∈ [t; t+ 1], the allocated rate at the physical layer is
Rk,l = log(1+
pk,lGk,l
1 +
∑L
j=1 θk,j
∑Kj
i=1 pi,j +
∑
i∈Ik\k pi,lGk,li
)
Theorem 5. The network is stable under power control (3)-(4)
∀ λ ∈ Λmax.
Proof. The proof is based on studying the fluid system ob-
tained by framework (3)-(4). The fluid system is obtained
when the number of flows tends to ∞,
Yk,l(t) = lim
N→∞
Xk,l(Nt)
N
with
∑L
l=1Xk,l(0) = N . By the strong law of large number,
the evolution of the process Y(t) is given by,
d
dt
Yk,l(t) = λk,l −Rk,l (9)
One can note that framework (3)-(4) is equivalent to
max
R
∏
k,l
(
eRk,l − 1)Yk,l (10)
s.t.
Kl∑
k=1
fl(R) ≤ Pl ∀l (11)
where fl(R) is the equivalent of the max power constraint
with respect to R. R is the vector containing all the rates Rk,l.
(11) is a feasibility constraint that determines (in addition to
the interference) the rate region of the system.
The above optimization problem is equivalent to,
max
R
Log
∏
k,l
(
eRk,l − 1)Yk,l
 (12)
s.t.
Kl∑
k=1
fl(R) ≤ Pl ∀l (13)
The aforementioned objective function is equal to∑L
l=1
∑Kl
k=1 Yk,lLog
(
eRk,l − 1) which is strictly
concave with respect to Rk,l. This concavity
implies the following. Let p∗ the vector of optimal
powers p∗k,l obtained in (8). The corresponding rate
R∗k,l = Log
(
1 +
p∗k,lGk,l
1+
∑L
j=1 θk,j
∑Kj
i=1 p
∗
i,j+
∑
i∈Ik\k p
∗
i,lGk,li
)
is
the optimal solution of framework (12-13). Therefore, by
concavity of Log
(
eRk,l − 1), we have for all rates µk,l:
Log
(
eR
∗
k,l − 1
)
≤ Log (eµk,l − 1) + e
µk,l
eµk,l − 1(R
∗
k,l − µk,l)
This implies that for any rate vector µ lying inside the rate
region, defined by condition (13) and the interference, we have∑
k,l Yk,lLog
(
eR
∗
k,l − 1
)
≥ ∑k,l Yk,lLog (eµk,l − 1) since
R∗ is the optimal solution to (12-13). Consequently, from the
optimality of R∗ and the aforementioned concavity inequality
we get ∑
k,l
Yk,l
eµk,l
eµk,l − 1(µk,l −R
∗
k,l) ≤ 0 (14)
Consider now the following Lyapunov function L(Y(t)) =∑
k,l
1
2
e(µk,l+)
e(µk,l+)−1Y
2
k,l(t). For any arrival rate µk,l lying strictly
inside the rate region,  is selected such that (µk,l + ) is in
the region (or on the boundary of the region). We have
dL(Y(t))
dt
=
∑
k,l
Yk,l
e(µk,l+)
e(µk,l+) − 1(µk,l −R
∗
k,l) (15)
From (14), applied to (µk,l + ), we know that∑
k,l Yk,l
e(µk,l+)
e(µk,l+)−1 ((µk,l + )−R
∗
k,l) ≤ 0. This implies that
dL(Y(t))
dt
≤ −
∑
k,l
Yk,l
e(µk,l+)
e(µk,l+) − 1
We conclude that If L(Y(t)) ≥ δ1 then the allocation
policy in (8) decreases the Lyapunov function by an amount
proportional to Y(t). This implies, from [9], [16], [17] that
the system is stable.
IV. DISTRIBUTED IMPLEMENTATION WITH LOW
INFORMATION EXCHANGE
In practice, each base station allocates the power to the
users without exchanging too much information with other
base stations. In this section, we provide a distributed power
control policy that requires very few signaling overhead.
At a first look, one can use Algorithm 2.
Algorithm 2: Distributed Power Control Algorithm
1) Initialize: β, p,  is a very small value;
2) For given value of βl ∀ l:
a) Repeat:
b) Each user j calculates/estimates the expressions
qk,l = 1+
∑L
j=1 θk,j
∑Kj
i=1
p∗i,j+
∑
i∈Ij\j p
∗
i,lGk,li
and feeds back it to the base station
c) The BSs exchange all qk,l between each other.
d) Each BS calculates the function hk,l(p) =∑L
l=1
∑
j
θj,lk+Gj,lk1k∈Ij\j
1+
∑L
j=1 θk,j
∑Kj
i=1
p∗i,j+
∑
i∈Ij\j p
∗
i,lGk,li
=∑L
l=1
∑
j
θj,lk+Gj,lk1k∈Ij\j
qj,l
; allocates and
transmits the power pk,l(n+ 1) =
Xk,l
βl+hk,l(p(n))
∀
k
e) Until a fixed point is achieved pk,l =
Xk,l
βl+hk,l(p)
∀
k
3) Each BS does the following test:
4) If (
∑Kl
k=1 pk,l(β)− Pl) ≤  ∀ l Stop : the power is
obtained
5) Else each BS updates
βl(i+ 1) =
(
βl(i) + δi(
∑Kl
k=1 pk,l(β)− Pl)
)+
and
goes to step 2
The above algorithm will converge to the optimal solution.
However, it suffers from a main weakness: a huge number of
information must be exchanged between the BSs before the
convergence. In this section, we therefore take advantage of the
particularity of our problem and propose another distributed
algorithm that requires small information exchange between
the BSs. We will show then that our algorithm can stabilize
the network for any user arrival rate λ ∈ Λmax.
A. Distributed Algorithm with Low Information Exchange
The main idea of our algorithm is as follows. Recall from
the system model that (k, l) means a given position in cell l.
Therefore Gk,l and θk,l are well know (function of the path
loss for a given position). These values need to be exchanged
once at the beginning of connections (or at least once every
few seconds). If the BSs exchange the values of their Xk,l,
each BS will therefore have all the required parameters to
build locally the whole optimization framework:
max
p
L∑
l=1
Kl∑
k=1
Xk,llog (γk,l(t)) (16)
s.t.
Kl∑
k=1
pk,lk ≤ Pl ∀l (17)
where
γk,l(t) =
pk,lkGk,lk
1 +
∑L
j=1 θk,j
∑Kj
i=1 pi,ji +
∑
i∈Ik\k pi,liGk,li
Notice that the number of users Xk,l changes slowly i.e. once
each multiple time slots (as explained earlier in the paper).
In this section, we go further and reduce more the exchange
of information between the BSs. We consider that each BS
quantizes its values of Xk,l and exchanges the quantized
values with the other BS only once eaxh D slots. In other
words, each BS j knows an outdated noisy version of the
values of Xk,l of other BS k. We denote this quantized
outdated value by Xˆk,l. The algorithm is then as follows:
Algorithm 3: Distributed Power Control Algorithm with
small Information Exchange
• Each BS l will use the quantized outdated value Xˆi,j
instead of Xi,j ∀ i, j (including j = l i.e. even for its
own values)
• Using Xˆi,j ∀ i, j, BS l performs Algorithm (1) and
obtain the whole vector of power pk,l, ..., pi,j , ... ∀ i, j.
It drops of course the values pi,j ∀ j 6= l and uses only
its own values of pk,l for transmission.
• Each BS has then its own vector pk,l and transmission
can be performed.
Recall that in Algorithm (1), the update of any power value
pk,l requires the knowledge of all the other values pi,j which
explains the need for each BS to obtain the whole power
vector pk,l, ..., pi,j , ... ∀ i, j. Of course, the power values
pk,l, ..., pi,j , ... ∀ i, j obtained by the BSs are identical due to
the fact that the same Xˆi,j are used all BSs. It is obvious that
the aforementioned algorithm achieves the optimal solution of
the following problem,
max
p
L∑
l=1
Kl∑
k=1
Xˆk,llog (γk,l(t)) (18)
s.t.
Kl∑
k=1
pk,lk ≤ Pl ∀l (19)
B. Stability Analysis of the Distributed Algorithm
We will show in the next theorem that our distributed
algorithm stabilizes the network for any average number of
arriving users λ ∈ Λmax. In other words, in terms of stability
of the network, our distributed algorithm achieves the same
performance as the optimal centralized algorithm.
Theorem 6. Algorithm (3) stabilizes the network ∀ λ ∈ Λmax.
Proof. The proof is based on studying the fluid system. Let
Yk,l(t) = lim
N→∞
Xk,l(Nt)
N
with
∑L
l=1Xk,l(0) = N and
Yˆk,l(t) = lim
N→∞
Xˆk,l(Nt)
N
with
∑L
l=1 Xˆk,l(0) = N .
The distributed algorithm (3) solves the optimization prob-
lem
max
p
L∑
l=1
Kl∑
k=1
Yˆk,llog (γk,l(t)) (20)
s.t.
Kl∑
k=1
pk,lk ≤ Pl ∀l (21)
Let p∗ be the vector of optimal powers p∗k,l
obtained by (3). Its corresponding rate R∗k,l =
Log
(
1 +
p∗k,lGk,l
1+
∑L
j=1 θk,j
∑Kj
i=1 p
∗
i,j+
∑
i∈Ik\k p
∗
i,lGk,li
)
. In a
similar way as in the proof of Theorem (5), we can show that
for any rate vector µ lying inside the rate region, we have∑
k,l
Yˆk,l
eµk,l
eµk,l − 1(µk,l −R
∗
k,l) ≤ 0 (22)
The next step in the proof is to find upper and lower
bounds of the difference between Yk,l(t) and Yˆk,l. Let Rmax
be the maximum transmission rate for all users, i.e. Rmax =
supk,l,tRk,l(t), and λ
max the maximum users’ arrival rate i.e.
λmax = supk,l λk,l. Recall that a quantized version of Xk,l(t)
is exchanged once each D slots. One can then see that
Xˆk,l(t)−DRmax−EQ ≤ Xk,l(t) ≤ Xˆk,l(t) +Dλmax +EQ
where EQ is the max quantization error. The bounds are
determined as follows. At time t − D the real value of
Xk,l(t −D) is lower bound by Xˆk,l(t) − EQ. Then a lower
bound for Xk,l(t) at time t can be obtained by assuming that
no arrivals arise during D slots and departures are at maximum
rate Rmax. The upper bound can obtained by assuming that
no departure arises during D slots and arrivals are at max rate
λmax. By using fluid limit, we can bound Yk,l(t) as follows
Yˆk,l(t)−DRmax − EQ ≤ Yk,l(t) ≤ Yˆk,l(t) +Dλmax + EQ
The above inequality implies
|Yk,l(t)− Yˆk,l(t)| ≤ B
where B = max (Dλmax + EQ, DRmax + EQ). This implies
that ‖Yk,l(t) − Yˆk,l(t)‖ is upper bounded by a constant
independent of Yk,l(t)−.
Consider now the following Lyapunov function L(Y(t)) =∑
k,l
1
2
e(µk,l+)
e(µk,l+)−1 (Yk,l(t))
2. Recall that by the strong law of
large number, the evolution of the process Y(t) is given by,
d
dt
Yk,l(t) = λk,l −Rk,l (23)
For any arrival rate µk,l lying strictly inside the rate region,
 is selected such that (µk,l + ) is in the region (or on the
boundary of the region). We have
dL(Y(t))
dt
=
∑
k,l
(Yk,l)
e(µk,l+)
e(µk,l+) − 1(µk,l −R
∗
k,l)
=
∑
k,l
(
Yk,l − Yˆk,l
) e(µk,l+)
e(µk,l+) − 1(µk,l −R
∗
k,l)
+
∑
k,l
(
Yˆk,l
) e(µk,l+)
e(µk,l+) − 1(µk,l −R
∗
k,l)
≤
∑
k,l
B
e(µk,l+)
e(µk,l+) − 1 |µk,l −R
∗
k,l|
+
∑
k,l
(
Yˆk,l
) e(µk,l+)
e(µk,l+) − 1(µk,l −R
∗
k,l)
≤ C +
∑
k,l
(
Yˆk,l
) e(µk,l+)
e(µk,l+) − 1(µk,l −R
∗
k,l)
(24)
where C = max
(∑
k,lB
e(µk,l+)
e(µk,l+)−1 |µk,l −R
∗
k,l|
)
. One can
notice that C is independent of Yk,l(t) and Yˆk,l(t) (Recall
that µk,l and R∗k,l are both bounded) . From (22), applied
to (µk,l + ), we know that
∑
k,l Yˆk,l
e(µk,l+)
e(µk,l+)−1 ((µk,l + )−
R∗k,l) ≤ 0. Using the inequality (24), we get,
dL(Y(t))
dt
≤ C − 
∑
k,l
Yk,l
e(µk,l+)
e(µk,l+) − 1
The above inequality shows clearly that when L(Y(t)) is high,
i.e. L(Y(t)) ≥ ∆1 then the allocation policy in Algorithm (3)
makes dL(Y(t))dt < 0 i.e. the Lyapunov function decreases. This
implies, from [16], [17] that the system is stable.
V. NUMERICAL RESULTS
We provide numerical results illustrating the stability perfor-
mance of the system. We consider an hexagonal cell network
with 2 cells. Each cell has a radius 1 Km from center to
vertex. Each base station is equipped with M = 100 antennas
and the system bandwidth is B = 20 MHz. For the sake of
tractability, we consider two possible locations for the users
in each cell: i) the users are at the border of the cells or
ii) the users are at r0 = 100 m from their serving BS.
In each location k, l, the user flow arrive according to a
Poisson process with average rate λk,l. The users will be
receiving packets of fixed size 1Mbits. For large scale fading
coefficients we take into consideration only path-loss where
gk,l = (rk,l)
(−σ), between the kth user in the lth cell and its
serving BS. We took the path-loss exponent σ = 2.5.
VI. CONCLUSION
In this paper, we have analyzed the stability of a multicel-
lular network with massive MIMO and pilot contamination
Fig. 1. Stability Region
issue. Contrary to most of existing work, we consider that the
number of users in the network is time varying. We have pro-
vided a simple power control policy and prove that this policy
stabilizes the network whenever possible. We have provided
a distributed power allocation strategy that requires very low
information exchange between the BSs and have shown that
it achieves the same stability region as the centralized policy.
APPENDIX
PROOF OF CONVEXITY OF THE POWER CONTROL PROBLEM
(5-6)
Proof. The objective function is
F = −
L∑
l=1
Kl∑
k=1
Xk,l
(
p˜k,l + log(Gk,l)−
log
1 + L∑
j=1
θk,j
Kj∑
i=1
ep˜i,j +
∑
i∈Ik\k
ep˜i,lGk,li
) (25)
To show the convexity of the above objective
function it is sufficient to prove that Fˆk,l =
log
[
1 +
∑L
j=1 θk,j
∑Kj
i=1
ep˜i,j +
∑
i∈Ik\k e
p˜i,lGk,li
]
is
convex. The convexity of F follows since the sum of convex
and affine functions is convex. The convexity of Fˆk,l can be
proven easily by showing that the Hessian Hk,l is positive
definite.
Hk,l = Xk,l
1
d2k,l
(
dk,ldiag(b
k,l)− bk,lbTk,l
)
where dk,l = 1 +
∑L
j=1 θk,j
∑Kj
i=1
ep˜i,j +
∑
i∈Ik\k e
p˜i,lGk,li
and bk,l is a vector of length L × K where bk,l(i, j) =
ep˜i,j
(
θk,j + 1{i∈Ik\k}Gk,j
)
. Notice that the index (i, j) in
bk,l(i, j) means user i in cell j (i.e. j = li). We then can
show that ∀ u ∈ RK×L
uTHk,lu =
Xk,l
(
dk,l(
∑
(i,j) u
2
i,jbk,l(i, j))− (
∑
i,j ui,jbk,l(i, j))
2
)
d2k,l
> 0 (26)
where the positivity follows from the Cauchy-Schwarz in-
equality (recall that dk,l can be written as 1 +
∑
i,j bk,l(i, j)).
One can refer to [18] for more details. This completes the
proof.
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