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Abstract
This paper is concerned with α-convex operators on ordered Banach spaces. A surjection theorem for 1-convex operators in order
intervals is established by means of the properties of cone and monotone iterative technique. It is assumed that 1-convex operator
A is increasing and satisfies Ay − Ax M(y − x) for θ  x  y  v0, where θ denotes the zero element and v0 is a constant.
Moreover, we prove a fixed point theorem for α (> 1)-convex operators by using fixed point theorem of cone expansion. In the
end, we apply the fixed point theorem to certain integral equations.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
It is well known that concave and convex operators defined on a cone in a Banach space play an important role in
theory of positive operators (see, for instance, M.A. Krasnoselskii [6, Chapter 6]) and concave and convex operators
are extensively used in differential and integral equations. Motivated by the study of M.A. Krasnoselskii [6] and
P.J. Bushell [1], A.J.B. Potter [8] introduces the definitions of α-concave operators and α-convex operators, and shows
that for α  0, increasing α-concave and decreasing (−α)-convex mappings have contraction ratios less than or equal
to α and gives the existence of solutions to the nonlinear eigenvalue problem Ax = λx. Since then, the fixed point
and eigenvalue problems of α-concave operators or α-convex operators have been studied by several authors by using
Hilbert’s projective metric, monotone iterative technique, contraction mapping theorem, fixed point theorem of cone
expansion and compression, or the monotonicity of set-valued maps. We refer the reader to [4,8–11]. In these papers,
their researches focused on the existence and uniqueness of positive fixed points of α-concave or α-convex operators.
However, to our knowledge, surjection theorems for α-concave or α-convex operators on ordered Banach spaces have
not been studied and fixed point theorems for α (> 1)-convex operators have been scarcely reported. In this paper, we
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1-convex operator A in order intervals by means of the properties of cone and monotone iterative technique under the
very important assumption: Ay − Ax M(y − x) for θ  x  y  v0, where θ denotes the zero element and v0 is
a constant. In addition, we prove a fixed point theorem for α (> 1)-convex operators by using fixed point theorem of
cone expansion and then apply the fixed point theorem to certain integral equations.
For the discussion of the following sections, we state here some definitions, notations and known results. For
convenience of readers, we suggest that one refer to [2,3,5,7,8] for details.
Suppose that E is a real Banach space which is partially ordered by a cone P ⊂ E, i.e., x  y if and only if
y − x ∈ P. If x  y and x = y, then we denote x < y or y > x. Recall that a nonempty closed convex set P ⊂ E is
a cone if it satisfies
x ∈ P, λ 0 ⇒ λx ∈ P,
x ∈ P, −x ∈ P ⇒ x = θ.
Putting ˚P = {x ∈ P | x is an interior point of P }, a cone P is said to be solid if its interior ˚P is nonempty. Moreover,
P is called normal if there exists a constant N > 0 such that, for all x, y ∈ E, θ  x  y implies ‖x‖  N‖y‖;
in this case N is called the normality constant of P . In the case y − x ∈ ˚P , we write x  y. If x1, x2 ∈ E, the set
[x1, x2] = {x ∈ E | x1  x  x2} is called the order interval between x1 and x2. We say that an operator A : E → E is
increasing (decreasing) if x  y implies Ax  Ay (Ax  Ay). In addition, for a bounded subset D ⊂ E, let αE(D)
denote the Kuratowski measure of noncompactness defined by
αE(D) = inf
{
δ > 0: D ⊂
n⋃
i=1
Di and diam(Di) δ
}
,
where diam(Di) denotes the diameter of the set Di.
Definition 1.1. (See [3,5].) Let X and Y be Banach spaces and D ⊂ X. A continuous and bounded map A : D → Y is
called k-set-contractive if for any bounded set S ⊂ D,
αY
(
A(S)
)
 kαX(S).
Definition 1.2. (See [3,5].) A is called strict-set-contractive if it is k-set-contractive for some 0 k < 1.
Theorem 1.3. (See [2,6,7].) Let P be a cone in real Banach space and Pr,R = {x ∈ P | r  ‖x‖R} with R > r > 0.
Suppose that A : Pr,R → P is a strict-set-contractive operator such that one of the following two conditions is satis-
fied:
(a) Ax  x for x ∈ P , ‖x‖ = r and Ax  x for x ∈ P , ‖x‖ = R;
(b) Ax  x for x ∈ P , ‖x‖ = r and Ax  x for x ∈ P , ‖x‖ = R.
Then A has at least one fixed point in Pr,R.
Definition 1.4. (See [8].) Let A be a positive mapping on P and let α ∈ R1. Then we say A is α-convex if and only if
A(tx) tαAx for all x ∈ P and t ∈ (0,1].
Evidently, A is α-convex if and only if A(sx)  sαAx for all x ∈ P and s  1. Each α-convex operator is also
β-convex for all β < α and α-homogeneous operator (i.e., A(tx) = tαAx) is a special α-convex operator.
2. Main results
Throughout this section we always assume that E is a real Banach space and P ⊂ E is a cone.
Theorem 2.1 (Surjection theorem). Let P be a normal, solid cone. Assume that A : P → P is an increasing 1-convex
operator which satisfies the following assumptions:
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 θ;
(ii) there exists M > 0 such that
Ay −Ax M(y − x), ∀θ  x  y  v0. (2.1)
Then A([u0, v0]) = [Au0,Av0].
Proof. Since A is increasing, we know that A([u0, v0]) ⊆ [Au0,Av0]. So we only need to prove that for ∀y0 ∈
[Au0,Av0], there exists x0 ∈ [u0, v0] such that Ax0 = y0. To begin with, we consider the operator
Bx = Mx −Ax + y0
M
, ∀x ∈ P.
Note that A : P → P is 1-convex, we have Aθ  θ and
Aθ = A(tθ) tAθ, ∀t ∈ (0,1).
Thus, (1 − t)Aθ  θ. Hence, Aθ = θ. Consequently, for θ  x  v0, it follows from (ii) that Mx Ax − Aθ = Ax.
So we have
Bx  1
M
y0 
1
M
Au0  θ.
That is, B : [θ, v0] → P. Further
Bu0 = Mu0 −Au0 + y0
M
 Mu0 −Au0 +Au0
M
= u0,
Bv0 = Mv0 −Av0 + y0
M
 Mv0 −Av0 +Av0
M
= v0.
For θ  x  y  v0, by (2.1) we have
By = My −Ay + y0
M
 Mx −Ax + y0
M
= Bx.
Hence, B is increasing in [θ, v0], so we obtain B([u0, v0]) ⊆ [u0, v0].
Note that u0,Au0 ∈ ˚P , Av0 Mv0 and then Mv0 − Av0 ∈ P, there exists ξ0 > 0 such that Mv0 − Av0  ξ0Au0.
Take γ0 = ξ01+ξ0 , then γ0 ∈ (0,1), ξ0 =
γ0
1−γ0 and
Mv0 −Av0  ξ0Au0 = γ01 − γ0 Au0. (2.2)
Consider the following function
f (t) = 1 − t
γ0
tγ0 − t , ∀t ∈ (0,1).
It is easy to prove that f is decreasing in (0,1). So we have
1 − tγ0
tγ0 − t = f (t) limt→1− f (t) =
γ0
1 − γ0 , ∀t ∈ (0,1). (2.3)
Combining (2.2) and (2.3), for ∀x ∈ [u0, v0], t ∈ (0,1), we then get
Mx −Ax Mv0 −Av0  ξ0Au0  1 − t
γ0
tγ0 − t Au0 
1 − tγ0
tγ0 − t y0. (2.4)
From (2.4),we get
t (Mx −Ax)+ y0
M
 t
γ0(Mx −Ax + y0)
M
= tγ0Bx.
Hence we obtain
B(tx) = tMx −A(tx)+ y0  tMx − tAx + y0  tγ0Bx.
M M
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[u0, v0]. Denote un = Bun−1, vn = Bvn−1 (n = 1,2, . . .) and by the monotonicity of B , we have
u0  u1  u2  · · · un  · · · vn  · · · v2  v1  v0.
Since u0, v0 ∈ ˚P and u0 < v0, there exists r ∈ (0,1) such that u0  rv0. So we can get
un  rγ0
n
vn (n = 0,1,2, . . .),
and for any natural number p we have
θ  un+p − un  vn − un, θ  vn − vn+p  vn − un. (2.5)
Further
θ  vn − un  vn − rγ0nvn =
(
1 − rγ0n)vn  (1 − rγ0n)v0.
Since P is normal, we have
‖vn − un‖N
(
1 − rγ0n)‖v0‖ → 0 (as n → ∞). (2.6)
Here N is the normal constant. So (2.5) and (2.6) together implies that {un}, {vn} are Cauchy sequences. Because E is
complete, there exist u∗, v∗ ∈ [u0, v0] such that un → u∗, vn → v∗ as n → ∞. By (2.6), we know that u∗ = v∗ =: x0.
Evidently,
θ  Bun = un+1  Bx0  Bvn = vn+1. (2.7)
Passing the limit in (2.7), we have Bx0 = x0, which implies x0 is the fixed point of B , and it is unique in [u0, v0]. In
fact, suppose u¯ is the fixed point of B in [u0, v0] with u¯ = x0, then u0  u¯ v0. By the monotonicity of B , we have
un  u¯ vn, letting n → ∞ yields u¯ = x0. This is a contradiction. Finally, by the definition of B , we obtain
Bx0 = Mx0 −Ax0 + y0
M
= x0.
Therefore, Ax0 = y0. So we have A([u0, v0]) ⊇ [Au0,Av0]. This completes the proof. 
Remark. It is easy to see that the hypothesis (2.1) is very crucial in our arguments. This assumption and Aθ = θ
together means that operator A is some type of “nonlinear band-preserving operator.” For instance,
(1) Let E = C[a, b] (the space of continuous functions defined on [a, b] endowed with supremum norm) and P be
the cone of nonnegative functions in E, note that the norm is monotonic, so P is normal. Operator A may have
the form Ax(s) = f (s, x(s)), we can assume that f : [a, b] × [0,+∞) → [0,+∞) is continuous and satisfies
(i) f (s, x) is increasing in x;
(ii) f (s, λx) λαf (s, x) for all λ ∈ (0,1]. Here α  1 is a constant;
(iii) there exist u0, v0 ∈ ˚P such that u0 < v0 and f (s,u0(s)) > 0;
(iv) there exists a constant M > 0 such that
f
(
s, y(s)
)− f (s, x(s))M(y(s)− x(s)), ∀0 x(s) y(s) v0(s).
Thus, operator A satisfies all the conditions of Theorem 2.1. In addition, we can see that linear multiplication operator
Ax(s) = c(s)x(s) is a special case.
(2) Another special example. Consider the operator
Ax(t) = h(t)
∫
RN
f (s)xα(s) ds, α > 1,
where α is a natural number and h,f are nonnegative continuous, bounded functions with f (t) > 0, h(t) > 0 for
t ∈ RN.
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that E is a Banach space under supremum norm and P is a normal, solid cone in E, the norm is monotonic. Evidently,
A is 1-convex and increasing. Moreover,
Ah(t) = h(t)
∫
RN
f (s)hα(s) ds = Hh(t),
where H = ∫
RN
f (s)hα(s) ds > 0. Hence, Ah ∈ P. If x ∈ P, there is a > 0 such that x = ah and Ax = A(ah) =
aαAh = aαHh ∈ P. That is, A : P → P . Now take two constants a0, b0 such that b0 > a0 > 0. Let u0 = a0h, v0 =
b0h, then u0, v0 ∈ ˚P , u0 < v0 and Au0 = A(a0h) = a0αAh = a0αHh > θ. That is, Au0 ∈ ˚P . For ∀θ  x  y  v0,
there are a, b with b0  b  a  0 such that x = ah, y = bh. Take M = αb0α−1H, note that α is a natural number,
we can obtain
Ay −Ax = (bα − aα)Hh = (bα − aα)H
b − a · (b − a)h αb0
α−1H(y − x) = M(y − x).
Hence, all the conditions of Theorem 2.1 are satisfied.
Corollary 2.2. Let P be a normal, solid cone. Assume that A : P → P is a linear operator which satisfies the following
assumptions:
(i) there exist u0, v0 ∈ ˚P such that u0 < v0, θ  Au0;
(ii) there exists M > 0 such that Ax Mx, ∀θ  x  v0.
Then A([u0, v0]) = [Au0,Av0].
Proof. For x  y  θ, we have x − y ∈ P and then A(x − y) θ. It follows from the linearity of A that Ax  Ay.
That is, A is increasing in P. Moreover, for t  0, A(tx) = tAx. For ∀θ  x  y  v0, we have θ  y − x  v0.
Hence, by (ii)
M(y − x)A(y − x) = Ay −Ax.
So the condition (ii) in Theorem 2.1 is satisfied. The conclusion follows from Theorem 2.1. 
Theorem 2.3. Let P be a normal, solid cone. Assume that A : P → P is a 1-convex operator which satisfies the
following assumptions:
(i) there exist u0, v0 ∈ ˚P such that Au0  u0 < v0 Av0;
(ii) there exists M > 0 such that
Ay −Ax M(y − x), ∀θ  x  y  v0.
Then [u0, v0] ⊆ A([u0, v0]).
Proof. We only need to prove that for ∀y0 ∈ [u0, v0], there exists x0 ∈ [u0, v0] such that Ax0 = y0. Similarly, we
consider the operator
Bx = Mx −Ax + y0
M
, ∀x ∈ P.
Similar to the proof of Theorem 2.1, we have Aθ = θ. Thus, for θ  x  v0, by (ii) we have Mx  Ax − Aθ = Ax.
Thus
Bx  1
M
y0 
1
M
u0  θ.
That is, B : [θ, v0] → P. Further, by (i)
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M
 Mu0 − u0 + u0
M
= u0,
Bv0 = Mv0 −Av0 + y0
M
 Mv0 − v0 + v0
M
= v0.
For θ  x  y  v0, by (ii) we have
By = My −Ay + y0
M
 Mx −Ax + y0
M
= Bx.
Hence, B is increasing in [θ, v0], so we obtain B([u0, v0]) ⊆ [u0, v0].
Note that u0 ∈ ˚P , Av0 Mv0 and then Mv0 − Av0 ∈ P, there exists ξ0 > 0 such that Mv0 − Av0  ξ0u0. Take
γ0 = ξ01+ξ0 , then γ0 ∈ (0,1), ξ0 =
γ0
1−γ0 and
Mv0 −Av0  ξ0u0 = γ01 − γ0 u0.
The rest proof is similar to that of Theorem 2.1. 
Corollary 2.4. Let P be a normal, solid cone. Assume that A : P → P is a linear operator which satisfies the following
assumptions:
(i) there exist u0, v0 ∈ ˚P such that Au0  u0 < v0 Av0;
(ii) there exists M > 0 such that Ax Mx, ∀θ  x  v0.
Then [u0, v0] ⊆ A([u0, v0]).
In the following we present a fixed point theorem for α (> 1)-convex, strict-set-contractive operators by using fixed
point theorem of cone expansion.
Theorem 2.5 (Fixed point theorem). Let α > 1 and P be a normal cone. Assume that A : P → P is a α-convex,
strict-set-contractive operator (e.g., completely continuous operator) which satisfies
inf
{‖Ax‖: x ∈ P, ‖x‖ = 1}> 0. (2.8)
Then A has at least one nonzero fixed point in P .
Proof. Firstly, ∀a > 0, let Sa = {x ∈ E: ‖x‖ = a} and m = inf{‖Ax‖: x ∈ P ∩ S1}, then by (2.8), m > 0. Since A is
a bounded map, we know that A(P ∩ S1) is a bounded set. So there exists M > 0 such that
‖Ax‖M for ∀x ∈ P ∩ S1.
Evidently, M m > 0. Now take two constants R, r > 0 such that
R > max
{
1,
(
N2
m
) 1
α−1}
, r < min
{
1,
(
N2M
) 1
1−α },
where N is the normal constant. Hence, R > 1 > r. In the following we show that
Ax  x for x ∈ P, ‖x‖ = r. (2.9)
Otherwise, there is x1 ∈ P ∩ Sr such that Ax1  x1  θ. In view of the fact P is normal and A is α-convex, we obtain
r = ‖x1‖N‖Ax1‖ = N
∥∥∥∥A
(
r · x1
r
)∥∥∥∥N2rα
∥∥∥∥A
(
x1
r
)∥∥∥∥N2rαM.
Then we have r  (N2M)
1
1−α , this is a contradiction. Next we show that
Ax  x for x ∈ P, ‖x‖ = R. (2.10)
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R = ‖x2‖ 1
N
‖Ax2‖ = 1
N
∥∥∥∥A
(
R · x2
R
)∥∥∥∥ RαN2
∥∥∥∥A
(
x2
R
)∥∥∥∥ RαN2 m.
Then we get R  (N2
m
)
1
α−1 , this is a contradiction. Finally, applying the second part of Theorem 1.3, (2.9) and (2.10)
together implies that A has at least one fixed point x∗ in Pr,R. Thus, r  ‖x∗‖  R, that is to say, x∗ is a nonzero
fixed point of A. 
3. Example
To demonstrate the applicability of the fixed point theorem, we give in this section an application to certain integral
equations. Namely, Theorem 2.5 can be used to discuss the following integral equation
x(t) =
1∫
0
k(t, s)
[
xβ(s)+ xγ (s)]ds, β, γ > 1. (3.1)
Put E = C[0,1] (the space of continuous functions defined on [0,1] endowed with supremum norm). Let P be the
cone of nonnegative functions in E, note that the norm is monotonic, so P is normal. Suppose that k(t, s) : [0,1] ×
[0,1] → R++ (R++ denotes the positive reals) is continuous. In the following we show that Eq. (3.1) has at least one
positive solution.
Consider the integral operator A : P → E defined by
Ax(t) =
1∫
0
k(t, s)
[
xβ(s)+ xγ (s)]ds, ∀x ∈ P.
Note that k(t, s) > 0 is continuous, we can get A : P → P is completely continuous. So A is also strict-set-contractive.
Let α = min{β,γ }, then α > 1 and for ∀λ ∈ (0,1), x ∈ P, we have
A(λx)(t) =
1∫
0
k(t, s)
[
λβxβ(s)+ λγ xγ (s)]ds  λα
1∫
0
k(t, s)
[
xβ(s)+ xγ (s)]ds = λαAx(t).
Hence, A : P → P is a α-convex operator. Next for ∀x ∈ P with ‖x‖ = 1, we know that x(t)  0 and x(t) ≡ 0 for
t ∈ [0,1]. Thus
‖Ax‖ = max
t∈[0,1]
∣∣Ax(t)∣∣= max
t∈[0,1]
∣∣∣∣∣
1∫
0
k(t, s)
[
xβ(s)+ xγ (s)]ds
∣∣∣∣∣ mint,s∈[0,1] k(t, s) ·
1∫
0
[
xβ(s)+ xγ (s)]ds > 0.
Consequently, inf{‖Ax‖: x ∈ P, ‖x‖ = 1} > 0. An application of Theorem 2.5 implies that A has at least one nonzero
fixed point in P . That is, integral equation (3.1) has at least one positive solution.
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