Supersymmetric AdS_3 solutions in Heterotic Supergravity by Kunitomo, Hiroshi & Ohta, Mitsuhisa
ar
X
iv
:0
90
2.
06
55
v3
  [
he
p-
th]
  4
 N
ov
 20
09
YITP-09-06
February 2009
Supersymmetric AdS3 solutions
in Heterotic Supergravity
Hiroshi Kunitomo∗) and Mitsuhisa Ohta∗∗)
Yukawa Institute for Theoretical Physics, Kyoto University,
Kyoto 606-8502, Japan
Abstract
We analyze the AdS3 ×M7-type supersymmetric solutions, including nontrivial
fluxes, of Killing spinor equations in heterotic supergravity. We classify these solutions
using their G-structures and intrinsic torsions, for the cases that the number of seven-
dimensional Killing spinors N are equal to 1, 2, 3 and 4. We find that the solutions
cannot have a nontrivial warp factor and the seven-dimensional manifoldM7 is charac-
terized by G2(SU(3))-structures for the N = 1 (2) case and an SU(2)-structure for the
N = 3 and 4 cases. They are further classified using their nontrivial intrinsic torsions.
It is shown, including the leading-order α′-corrections, that if we impose the Bianchi
identities, the integrability conditions of the Killing spinor equations imply that all the
field equations are satisfied.
∗) E-mail: kunitomo@yukawa.kyoto-u.ac.jp
∗∗) E-mail: mituhisa@yukawa.kyoto-u.ac.jp
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§1. Introduction
It is important to investigate the classical solutions of supergravity that preserve some
supersymmetries. In particular, solutions including AdS-space are interesting from the view-
point of the AdS/CFT correspondence.1) They provide us with a deeper understanding of
the dynamics of both gauge theory and gravity.
In particular, the AdS3/CFT2 correspondence in heterotic string theory has recently
been studied,2)–5) in which it was conjectured to exist as a CFT dual of a geometry describ-
ing a fundamental heterotic string. A mini-black-string solution6), 7) was considerd in the
five-dimensional heterotic supergravity, obtained by T 5-compactification, with R2 correction
terms.8) Without R2 corrections, the solution has a zero horizon area and thus there is no
room for the AdS-space to appear. However, once the corrections are included, the horizon is
stretched9) and its near-horizon geometry becomes the AdS3-space. Unfortunately, however,
such a mini-black-string solution is yet unknown in the ten-dimensional heterotic supergrav-
ity, which is required for more general compactifications. It is interesting, therefore, to study
supersymmetric classical solutions in the form of AdS3 ×M7, admitting a warp factor in
general, taking into account the R2 corrections.
In general, manifolds described by supersymmetric classical solutions with nontrivial
fluxes are characterized by G-structure, which are generalizations of those with special holon-
omy.10) As is well known, if we set all the fluxes to zero, supersymmetric solutions yield some
special holonomy manifolds. However, if the fluxes are switched on, they no longer have spe-
cial holonomy but are characterized by G-structure. The main difference between the two
characterizations is on the differential conditions on the characteristic forms. For exam-
ple, let us consider a three fold with SU(3) holonomy, a Calabi-Yau (CY) manifold. The
characteristic forms in the CY manifold are two closed forms, namely a Ka¨hler form and a
holomorphic three-form. If we relax the closedness conditions for these forms, the three-fold
no longer has SU(3) holonomy but is characterized by more general SU(3)-structure.∗) The
deviation away from the special-holonomy manifold is measured using the intrinsic torsion
of the SU(3)-structure. In summary, the geometry of the supersymmetric solutions with
fluxes is characterized by G-structure, which is further classified by its intrinsic torsion.∗∗)
At the same time, we can show that all the equations of motion are automatically satisfied
for the AdS3×M7-type space-time, if we impose the Killing spinor equations and the Bianchi
identities. This holds including R2 corrections, or equivalently the leading α′ correction. In
∗) For the SU(3)-structure manifold, these forms are called SU(3)-invariant forms.
∗∗) Classification and analysis of the supersymmetric solutions for general compactification with non-
trivial fluxes were studied in Refs. 11)–13) in heterotic string theory, type II string theory,14)–21) and M
theory.19), 22), 23)
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this regard, however, the Killing spinor equations are special in the sense that they do not
have the leading α′-corrections.24) In other words, the α′-corrections appear only through
the Bianchi identities.
In this paper, we classify the solutions of Killing spinor equations, in the form of AdS3×
M7, for the cases that the number of seven-dimensional Killing spinors N are equal to 1, 2, 3,
and 4 in ten-dimensional heterotic supergravity.∗) We found that the warp factor has to be
constant, thus the space-time takes the form of the direct product of AdS3 and M7. The
seven-dimensional manifold M7 admits G2 or SU(3)-structure for the case of N = 1 or
N = 2, respectively. For the N = 3 and 4 cases, it is characterized by the SU(2)-structure
again. The intrinsic torsions, further classifying these G-structure manifolds, are also given.
The paper is organized as follows. To fix our conventions, we summarize the equations of
motion, Bianchi identities, and the Killing spinor equations in the ten-dimensional heterotic
supergravity with the leading-order α′-corrections in §2. In §5, we introduce a fermion
representation of SO(7) spinors and simplify general spinors by choosing a special local
Lorentz frame.29), 30) The bilinear forms of the Killing spinors are introduced in §3. These
forms are invariant under some group G (⊂ SO(7)) and give G-invariant forms defining the
G-structure. They satisfy the differential equations derived from the Killing spinor equations,
which are computed in §4. They can be interpreted in terms of the intrinsic torsion and fall
into a number of classes. In §6, we show that Killing spinor equations and Bianchi identities
imply all the equations of motion with the leading-order α′-corrections. The final §7 is
devoted to summarizing the results. In addition, two appendices are also given. In Appendix
A, we summarize the conventions for a representation of the SO(7) gamma matrices used in
the text. The decompositions of general fluxes into G-representations are given in Appendix
B.
§2. Heterotic supergravity on AdS3 ×M7
In this section, we present the equations of motion, Bianchi identities, and Killing spinor
equations including the leading α′-corrections to fix our conventions. After assuming some
ansatz on metric and fluxes, we rewrite the Killing spinor equations on AdS3 ×M7.
2.1. Equations of motion, Bianchi dentities and Killing spinor equations
The equations of motion in heterotic supergravity,31)–33) including α′-order corrections,
are given by
E(MN) ≡ RMN + 2∇M∇NΦ− 1
4
HMPQHN
PQ
∗) For more general analysis without AdS3 ×M7 ansatz, see Refs. 25)–28).
3
−2α′
(
tr(FMPFN
P )− tr(R(+)MPR(+)N P )
)
= 0, (2.1)
E ≡ (∇Φ)2 − 1
2
Φ− 1
4 · 3!HMNPH
MNP (2.2)
−α
′
4
(
tr(FMNF
MN)− tr(R(+)MNR(+)MN )
)
= 0, (2.3)
E[MN ] ≡ ∇P (e−2ΦHPMN) = 0, (2.4)
EM ≡ D(−)N (e−2ΦFNM) = 0. (2.5)
In addition, the Bianchi identities for three-form flux H and gauge field strength F are given
by
dH = 2α′
(
tr(R(+) ∧R(+))− tr(F ∧ F )) , (2.6)
and
dF = 0, (2.7)
respectively.
The classical solution of these equations of motion is called supersymmetric, if we further
require the supersymmetry transformation of the fermion fields to vanish, which imposes the
preseration of the supersymmetry on the solution.
For heterotic supergravity, the conditions for preserving the supersymmetry are given by
δΨM = ∇(−)M ǫ ≡ ∇Mǫ−
1
4 · 2!HMNPΓ
NP ǫ = 0, (2.8)
δλ = −1
2
∇MΦΓMǫ+ 1
4 · 3!HMNPΓ
MNP ǫ = 0, (2.9)
δχ = − 1
2 · 2!FMNΓ
MNǫ = 0, (2.10)
where ΨM , λ, and χ are gravitino, dilatino, and gaugino, respectively.
34), 35) We call them
Killing spinor equations because the first one (2.8) has the form of the conventional Killing
spinor equation if we regard ∇(−) as a covariant derivative with torsion. It should be noted
that these Killing spinor equations are not modified up to α′2-order corrections.
2.2. Ansatz for metric, fluxes, and spinor
We assume that the ten-dimensional metric takes the form of
ds2 = e−2A(y)g˜µν(x)dx
µdxν + gmn(y)dy
mdyn, (2.11)
where µ, ν = 0, 1, 2 and m,n = 1, · · · , 7. The metrics g˜µν(x) and gmn(y) are those of AdS3
and M7 manifolds, respectively. The warp factor A(y) is assumed to depend only on the
six-dimensional coordinates {ym}.
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We also assume the forms of the three-form H and the gauge field F as
H =
√
−g˜(x)e−3A(y)h(y)dx0 ∧ dx1 ∧ dx2 + 1
3!
Hlmn(y)dy
l ∧ dym ∧ dyn, (2.12)
F =
1
2
Fmn(y)dy
m ∧ dyn, (2.13)
which are consistent with the isometry of the AdS3 ×M7 space-time.
By definition, there is, at least, one Killing spinor η when we consider supersymmetric
classical solutions. A ten-dimensional Majorana-Weyl spinor η satisfying
ηc = C10η
T = η, (2.14)
Γ ♮η = η, (2.15)
can be decomposed as
η =
(
1
0
)
⊗ θ(x)⊗ ǫ(y), (2.16)
where θ(x) (ǫ(y)) is a three- (seven-)dimensional spinor satisfying the Majorana conditions
θ∗ = θ, (2.17)
ǫ∗ = C7ǫ. (2.18)
The three-dimensional Killing spinor equation,
∇(3)µ θ =
a
2
γ˜µθ, (2.19)
is also assumed, where ∇(3) is the Levi-Civita connection of AdS3 and a is a constant related
to the three-dimensional cosmological constant as Λ = −2a2.
2.3. Decomposition of the Killing spinor equations
By using this ansatz, the Killing spinor equations can be written as
∇(−)m ǫ = 0, (2.20)(
a− ie−A(∂mA)γm − 1
2
e−Ah
)
ǫ = 0, (2.21)(
−2∂mΦγm + 1
3!
Hmnpγ
mnp − ih
)
ǫ = 0, (2.22)
Fmnγ
mnǫ = 0. (2.23)
The seven-dimensional covariant derivative∗) ∇(−)m is defined by
∇(−)m ǫ ≡ ∇mǫ−
1
4 · 2!Hmnpγ
npǫ, (2.24)
= ∂mǫ+
1
4
ωmnpγ
npǫ− 1
4 · 2!Hmnpγ
npǫ, (2.25)
∗) We omit the superscript (7) for simplicity.
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where ωmnp = ωmnˆpˆe
nˆ
ne
pˆ
p is the spin connection and the three-form flux Hnmp is interpreted
as a torsion. It is useful to define a nonminimal spin connection as ω
(−)
mnp = ωmnp − 12Hmnp,
which allows that the covariant derivative ∇(−)m can be written in the conventional form as
∇(−)m ǫ = ∂mǫ+
1
4
ω(−)mnpγ
npǫ. (2.26)
§3. Killing spinors and their bilinear forms
In this section, we first introduce the fermion representation of seven-dimensional spinors,
which is useful for solving Killing spinor equations explicitly. We simplify the forms of the
Killing spinors, for the cases N = 1, 2, 3, and 4, using the differential Killing spinor equation
(2.20) and the degrees of freedom of the local Lorentz transformation. Accordingly, the
differential Killing spinor equation can be solved by setting some components, irreducible
representations of G-structure, of the (nonminimal) spin connection equal to zero. Then, we
consider the bilinear n-forms of the Killing spinors,
1
n!
(
ǫ†aγmˆ1mˆ2...mˆnǫb
)
emˆ1mˆ2···mˆn , (3.1)
where n = 1, 2, 3∗) and a, b = 1, · · · , N , which characterize the G-structure of the manifold
M7 described by the solutions of the Killing spinor equations.
3.1. Fermion representation of seven-dimensional spinors
A fermion representation of seven-dimensional (SO(7)) spinor can be obtained using the
following fermionic creation and annihilation operators satisfying {ai, aj} = δij:
ai ≡ 1
2
(γ
ˆ2i−1 − iγ 2ˆi), (3.2)
ai =
1
2
(γ
ˆ2i−1 + iγ 2ˆi) = (ai)†, (3.3)
where i = 1, 2, 3. The seven-dimensional gamma matrices can be represented using these
operators as
γ 1ˆ = a1 + a1, γ 2ˆ = i(a1 − a1), (3.4)
γ 3ˆ = a2 + a2, γ 4ˆ = i(a2 − a2), (3.5)
γ 5ˆ = a3 + a3, γ 6ˆ = i(a3 − a3), (3.6)
γ 7ˆ = (1− 2a1a1)(1− 2a2a2)(1− 2a3a3). (3.7)
∗) The bilinear n-forms defined similarly for n ≥ 4 are not independent but Hodge dual of those with
n ≤ 3.
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Here, we take y7-direction as a special reference direction. The creation and annihilation
operators (ai, ai) belong to (3, 3) representations of SU(3) ⊂ SO(6), where this SO(6) is the
rotation group orthogonal to the y7-direction.
In this representation, the charge conjugation matrix C7 (A.14) becomes
C7 = (a
1 − a1)(a2 − a2)(a3 − a3). (3.8)
We can represent an SO(7) spinor as a linear combination of Fock states on the (nor-
malized) Clifford vacuum |0〉 defined by
ai |0〉 = 0, for i = 1, 2, 3. (3.9)
The most general SO(7) spinor, therefore, can be written as
ǫ = |0〉M + |i〉Ni +
1
2
|ij〉Pij + |123〉Q, (3.10)
where we denote |ij · · · k〉 ≡ aiaj · · ·ak |0〉. In this representation, the conjugate operations
on the spinor are realized by
ǫ∗ = |0〉M∗ + |i〉 (Ni)∗ +
1
2
|ij〉 (Pij)∗ + |123〉Q∗, (3.11)
ǫ† = M∗ 〈0|+ (Ni)∗ 〈i|+
1
2
(Pij)
∗ 〈ij|+Q∗ 〈123| , (3.12)
where 〈ij · · · k| = 〈0| ak · · · ajai. The Majorana condition (2.18), in this representation, is
written as
M∗ = −Q, (3.13)
(Ni)
∗ =
1
2
ǫijkPjk. (3.14)
In general, the form of a spinor can be simplified by choosing a special local Lorentz
frame, in which we can analyze the Killing spinor equations systematically.29) In this paper,
we consider the cases that the numbers of independent Killing spinors are N = 1, 2, 3, and
4. These four independent Majorana spinors can be expressed using the basis spinors
ǫ1 ≡ 1√
2
(|0〉 − |123〉), (3.15)
ǫ2 ≡ i√
2
(|0〉+ |123〉), (3.16)
ǫ3 ≡ 1√
2
(|3〉+ |12〉), (3.17)
ǫ4 ≡ i√
2
(|3〉 − |12〉), (3.18)
satisfying ǫ†iǫj = δij.
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3.2. The differential Killing spinor equation
Let us first investigate the differential Killing spinor equation (2.20) for N = 1, 2, 3, and
4.
3.2.1. N = 1 case
For N = 1 case, we can take the Killing spinor as
ǫ = αǫ1, (3.19)
where α = α(y) is a real function. From (2.20), however,
0 = (∇(−)m ǫ)†ǫ+ ǫ†∇(−)m ǫ, (3.20)
= ∂m(ǫ
†ǫ), (3.21)
= ∂mα
2, (3.22)
thus, the α must be a constant. Thus, we normalize ǫ as ǫ†ǫ = 1. Then the first Killing
equation (2.20) restricts the spin connection to
(ω(−)m )nl = (ω
(−)
m )
(14)
nl , (3
.23)
where the decomposition of spin connection is defined in Appendix B.1. In other words, only
the (ω
(−)
m )
(14)
nl component of the spin connection is allowed to be nonvanishing. We must also
note that Eq. (3.23) holds only in this special local Lorentz frame, since the spin connection
is transformed inhomogeneously under the local Lorentz transformation.
3.2.2. N = 2 case
For N = 2, two (Majorana) Killing spinors can be taken as ǫ1 and
ǫ = αǫ1 + βǫ2, (3.24)
where α = α(y) and β = β(y) are real functions satisfying α2 + β2 = constant, from the
similar argument with the N = 1 case. From (2.20), in this case,
0 = ∇(−)m ǫ = (∂mα)ǫ1 + (∂mβ)ǫ2 + β∇(−)m ǫ2. (3.25)
By multiplying (3.25) by ǫ†1, we can obtain ∂mα = 0, thus both α and β must be constants,
since
0 = ∂m(ǫ
†
1ǫ2) = ǫ
†
1∇(−)m ǫ2. (3.26)
Therefore, we can choose the two Killing spinors as ǫ1 and ǫ2 without the loss of generality.
The first Killing spinor equation (2.20) then yields
(ω(−)m )nl = (ω
(−)
m )
(8)
nl , (3.27)
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where the decomposition is defined in Appendix B.2. That is, only the (ω
(−)
m )
(8)
nl component
is allowed to be nonvanishing. It must again be noted that Eq. (3.27) only hold in this
special local Lorentz frame.
3.2.3. N = 3 and 4 cases
Similarly, for N = 3 and 4 cases, the third and fourth Killing spinors can be taken to
be ǫi (i = 1, 2, 3) and ǫi (i = 1, 2, 3, 4) respectively. For both cases, the first Killing spinor
equation (2.20) gives the same conditions, in this special local Lorentz frame, as
(ω(−)m )nl = (ω
(−)
m )
(3)
nl , (3
.28)
where the decomposition of the spin connection is defined in Appendix B.3.
3.3. Bilinear forms of the Killing spinors
Using the Killing spinors, we can construct bilinear forms characterizing the G-structure.
At the end of this section, we consider them for N = 1, 2, 3, and 4 cases, respectively.
3.3.1. N = 1 case
For N = 1, only one nontrivial spinor bilinear σ,
σ ≡ − i
3!
ǫ†1γmˆnˆpˆǫ1e
mˆnˆpˆ, (3.29)
= −e2ˆ4ˆ6ˆ + e2ˆ3ˆ5ˆ + e1ˆ4ˆ5ˆ + e1ˆ3ˆ6ˆ − e1ˆ2ˆ7ˆ − e3ˆ4ˆ7ˆ − e5ˆ6ˆ7ˆ, (3.30)
can be obtained as the bilinear of the Killing spinor, where emˆnˆpˆ = emˆ ∧ enˆ ∧ epˆ denotes
the wedge product of vierbein one-forms of M7. This three-form and its Hodge dual (σ, ∗σ)
define a G2-structure on M7.36), 37)
3.3.2. N = 2 case
For N = 2 case, one can obtain a one-form,
K ≡ − i
2
(
ǫ†1γmˆǫ2 − ǫ†2γmˆǫ1
)
emˆ
= e7ˆ, (3.31)
a two-form,
J ≡ 1
4
(
ǫ†1γmˆnˆǫ2 − ǫ†2γmnǫ1
)
emˆnˆ
= e1ˆ2ˆ + e3ˆ4ˆ + e5ˆ6ˆ, (3.32)
and three three-forms,
σ1 = − i
6
ǫ†1γmˆnˆpˆǫ1e
mnp,
9
= −e1ˆ2ˆ7ˆ − e3ˆ4ˆ7ˆ − e5ˆ6ˆ7ˆ + e2ˆ3ˆ5ˆ + e1ˆ4ˆ5ˆ + e1ˆ3ˆ6ˆ − e2ˆ4ˆ6ˆ, (3.33)
σ2 = − i
6
ǫ†2γmˆnˆpˆǫ2e
mnp,
= −e1ˆ2ˆ7ˆ − e3ˆ4ˆ7ˆ − e5ˆ6ˆ7ˆ − e2ˆ3ˆ5ˆ − e1ˆ4ˆ5ˆ − e1ˆ3ˆ6ˆ + e2ˆ4ˆ6ˆ, (3.34)
σ3 = − i
12
(
ǫ†1γmˆnˆpˆǫ2 + ǫ
†
2γmˆnˆpˆǫ1
)
emnp,
= −e1ˆ3ˆ5ˆ + e1ˆ4ˆ6ˆ + e2ˆ3ˆ6ˆ + e2ˆ4ˆ5ˆ, (3.35)
as the bilinear of the two Killing spinors.
Using the differential Killing spinor equation (2.20), one can show that K = Kmdy
m
satisfies the Killing equation
∇mKn +∇nKm = 0. (3.36)
Then, by choosing the y7 coordinate along the direction of the Killing vector, the metric can
be written in the form
ds2M7 = gm˜n˜dy
m˜dyn˜ + (dy7 + w)2, (3.37)
where gm˜n˜ and w = wm˜dy
m˜ (m˜, n˜ = 1, · · · , 6), both of which are independent of y7, are
the metric of the six-dimensional submanifold M6 and a one-form on it. The three-forms
(3.33)–(3.35) can be written using K, J , and the three-form
Ω = (e1ˆ + ie2ˆ) ∧ (e3ˆ + ie4ˆ) ∧ (e5ˆ + ie6ˆ), (3.38)
as
σ1 = −J ∧K + ImΩ, (3.39)
σ2 = −J ∧K − ImΩ, (3.40)
σ3 = −ReΩ. (3.41)
The independent forms (K, J,Ω) define the SU(3)-structure on M7.36), 40)
3.3.3. N = 3 and 4 cases
For N = 3 case, nonvanishing bilinears of three Killing spinors are three one-forms,
K1 = − i
2
(
ǫ†1γmˆǫ2 − ǫ†2γmˆǫ1
)
emˆ = e7ˆ, (3.42)
K2 =
i
2
(
ǫ†2γmˆǫ3 − ǫ†3γmˆǫ2
)
emˆ = e5ˆ, (3.43)
K3 =
i
2
(
ǫ†3γmˆǫ1 − ǫ†1γmˆǫ3
)
emˆ = e6ˆ, (3.44)
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three two-forms,
J1 =
1
4
(
ǫ†1γmˆnˆǫ2 − ǫ†2γmˆnˆǫ1
)
emˆnˆ, (3.45)
J2 = −1
4
(
ǫ†2γmˆnˆǫ3 − ǫ†3γmˆnˆǫ2
)
emˆnˆ, (3.46)
J3 =
1
4
(
ǫ†3γmˆnˆǫ1 − ǫ†3γmˆnˆǫ3
)
emˆnˆ, (3.47)
and six three-forms,
σ1 = − i
3!
(ǫ†1γmˆnˆpˆǫ1)e
mˆnˆpˆ, (3.48)
σ2 = − i
3!
(ǫ†2γmˆnˆpˆǫ2)e
mˆnˆpˆ, (3.49)
σ3 = − i
3!
1
2
(
ǫ†1γmˆnˆpˆǫ2 + ǫ
†
2γmˆnˆpˆǫ1
)
emˆnˆpˆ, (3.50)
σ4 = − i
3!
(ǫ†3γmˆnˆpˆǫ3)e
mˆnˆpˆ, (3.51)
σ5 = − i
3!
1
2
(
ǫ†2γmˆnˆpˆǫ3 + ǫ
†
3γmˆnˆpˆǫ2
)
emˆnˆpˆ, (3.52)
σ6 = − i
3!
1
2
(
ǫ†3γmˆnˆpˆǫ1 + ǫ
†
1γmˆnˆpˆǫ3
)
emˆnˆpˆ. (3.53)
Similarly to the N = 2 case, one can obtain three Killing vectors from the one-forms
(3.42)–(3.44):
∇m(KI)n +∇n(KI)m = 0. (I = 1, 2, 3) (3.54)
By choosing the (y5, y6, y7) coordinates along the directions of these three Killing vectors
(K2, K3, K1), the metric can be written as
∗)
ds2M7 = gmndy
mdyn + (dy5 + w2)
2 + (dy6 + w3)
2 + (dy7 + w1)
2, (3.55)
where gm˜n˜, (m˜, n˜ = 1, · · · , 4) and wI = (wI)m˜dym˜, all of which are independent of y5, y6, and
y7, are the metric of four-dimensional submanifold M4 and one-forms on it. The two-forms
(3.45)–(3.47) and the three-forms (3.48)–(3.53) can be rewritten as
J1 = J +K2 ∧K3, (3.56)
J2 = ImΩ +K3 ∧K1, (3.57)
J3 = ReΩ −K1 ∧K2, (3.58)
σ1 = −J ∧K1 + ImΩ ∧K2 + ReΩ ∧K2 −K1 ∧K2 ∧K3, (3.59)
σ2 = −J ∧K1 − ImΩ ∧K2 − ReΩ ∧K2 −K1 ∧K2 ∧K3, (3.60)
∗) See also Ref. 12).
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σ3 = −ReΩ ∧K2 + ImΩ ∧K3, (3.61)
σ4 = J ∧K1 − ImΩ ∧K2 + ReΩ ∧K2 −K1 ∧K2 ∧K3, (3.62)
σ5 = −J ∧K3 + ReΩ ∧K1, (3.63)
σ6 = −ImΩ ∧K1 − J ∧K2, (3.64)
by means of
J = e1ˆ2ˆ + e3ˆ4ˆ, (3.65)
Ω = (e1ˆ + ie2ˆ) ∧ (e3ˆ + ie4ˆ). (3.66)
The independent forms (KI , J, Ω) define an SU(2)-structure on M7.
For N = 4 case, additional three one-forms
K4 =
i
2
(
ǫ†3γmˆǫ4 − ǫ†4γmˆǫ3
)
emˆ = e7ˆ = K1, (3.67)
K5 =
i
2
(
ǫ†4γmˆǫ1 − ǫ†1γmˆǫ4
)
emˆ = e5ˆ = K2, (3.68)
K6 = − i
2
(
ǫ†2γmˆǫ4 − ǫ†4γmˆǫ2
)
emˆ = e6ˆ = K3, (3.69)
three two-forms
J4 =
1
4
(
ǫ†3γmˆnˆǫ4 − ǫ†4γmˆnˆǫ3
)
emˆnˆ, (3.70)
= J −K2 ∧K3, (3.71)
J5 = −1
4
(
ǫ†4γmˆnˆǫ1 − ǫ†1γmˆnˆǫ4
)
emˆnˆ, (3.72)
= −ImΩ +K3 ∧K1, (3.73)
J6 =
1
4
(
ǫ†2γmˆnˆǫ4 − ǫ†4γmˆnˆǫ2
)
emˆnˆ, (3.74)
= ReΩ +K1 ∧K2, (3.75)
and four three-forms
σ7 = − i
3!
(ǫ†4γmˆnˆpˆǫ4)e
mˆnˆpˆ, (3.76)
= J ∧K1 + ImΩ ∧K2 − ReΩ ∧K3 −K1 ∧K2 ∧K3, (3.77)
σ8 = − i
3!
1
2
(
ǫ†3γmˆnˆpˆǫ4 + ǫ
†
4γmˆnˆpˆǫ3
)
emˆnˆpˆ, (3.78)
= ReΩ ∧K2 + ImΩ ∧K3, (3.79)
σ9 = − i
3!
1
2
(
ǫ†4γmˆnˆpˆǫ1 + ǫ
†
1γmˆnˆpˆǫ4
)
emˆnˆpˆ, (3.80)
= −J ∧K3 + ReΩ ∧K1, (3.81)
σ10 = − i
3!
1
2
(
ǫ†2γmˆnˆpˆǫ4 + ǫ
†
4γmˆnˆpˆǫ2
)
emˆnˆpˆ, (3.82)
= ImΩ ∧K1 − J ∧K2, (3.83)
(3.84)
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constructed from the fourth Killing spinor ǫ4, do not yield any new independent forms. Thus
M7 is again characterized by the SU(2)-structure given by (KI , J, Ω).
§4. Solutions of Killing spinor equations
In this section, we solve the remaining algebraic Killing spinor equations (2.21)–(2.23)
for the cases in which there are N = 1, 2, 3, and 4 Killing spinors. We must be careful,
however, that the conditions on the spin connections hold only in this special local Lorentz
frame.
4.1. Solutions of algebraic equations
Let us begin with solving the first algebraic equation (2.21). We show that the warp
factor A must be constant, independent of the number N of Killing spinors.
For N = 1, Eq. (2.21) must hold on ǫ1;
((
2a− e−Ah)− 2ie−A(∂mA)γm) ǫ1 = 0. (4.1)
By multiplying ǫ†1 or ǫ
†
1γn, we obtain
2a− e−Ah = 0, (4.2)
∂mA = 0. (4.3)
The warp factor A, therefore, must be constant. We can set A = 0 by rescaling the three
dimensional metric, which is equivalent to rescaling a into ae−A. We finally obtain
h = 2a, (4.4)
A = 0. (4.5)
Then the Killing spinor equation (2.21) identically holds. No additionalcondition is required
for N ≥ 2 cases.
The remaining algebraic equations (2.22) and (2.23) can be solved using the fermion
representation introduced above. Here, we explicitly show how to solve them by using an
example for (2.23).∗) Then the solutions for all the Killing spinor equations are summarized
for the cases of N = 1, 2, 3 and 4, respectively.
For ǫ1 (3.15), Eq. (2.22) is rewritten as
Fmnγ
mnǫ1 =
1√
2
Fmnγ
mn(|0〉 − |123〉) = 0. (4.6)
∗) See Refs. 29) and 30) for details of this technique.
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Using fermion representation introduced in §3.1, we can compute
1
2
Fmnγ
mn |0〉 = Fijδij |0〉+ Fij |ij〉+
√
2Fi7 |i〉 , (4.7)
1
2
Fmnγ
mn |123〉 = −ǫijkFjk |i〉 − Fijδij |123〉 −
1√
2
ǫijkFk7 |ij〉 , (4.8)
where components Fij and Fij are defined in Appendix B. We obtain
Fijδ
ij |0〉+
√
2(Fi7 +
1√
2
ǫijkFjk) |i〉
+(Fij +
1√
2
ǫijkFk7) |ij〉+ Fijδij |123〉 = 0. (4.9)
Since each Fock state is independent, this is equivalent to
Fijδ
ij = 0, (4.10)
Fi7 +
1√
2
ǫijkFjk = 0. (4.11)
The other equations can be solved in a similar manner, using irreducible decompositions
by G-structure given in Appendix B.
4.2. Solutions of the Killing spinor equations
We summarize the solutions of all the Killing spinor equations as follows in the cases of
N = 1, 2, 3 and 4.
4.2.1. For N = 1
For the N = 1 case, M7 has a G2-structure, defined by (σ, ∗σ), which decomposes all
the fluxes into its irreducible representations as explained in Appendix B.1. The solution of
all the Killing spinor equations can be simply written as
A = 0, (4.12)
dΦ = −2H(7), (4.13)
H =
2
7
aσ +H(7)y ∗ σ +H(27), (4.14)
F = F (14), (4.15)
(ω(−)m )nl = (ω
(−)
m )
(14)
nl . (4.16)
The components H(7), H(27), F (14), (ω
(−)
m )
(14)
nl , and a are not restricted. Again, we would
like to stress that the spin connection ω(−) is not tensor and the condition (4.16) holds only
in this frame.
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4.2.2. For N = 2
For the N = 2 case, M7 has an SU(3)-structure defined by (K, J,Ω). The solutions of
all the Killing spinor equations are given by
A = 0, (4.17)
dΦ = −i(H(3) −H(3)), (4.18)
H = −(dΦyJ) ∧ J +H(6) +H(6) +
(
−2
3
aJ + H˜(8)
)
∧K, (4.19)
F = F (8), (4.20)
(ω(−)m )nl = (ω
(−)
m )
(8)
nl . (4.21)
The components H(3), H(6), H˜(8), F (8), (ω
(−)
m )
(8)
nl , and a are not restricted.
4.2.3. For N = 3
For the N = 3 case, we have an SU(2)-structure on M7 defined by (KI , J, Ω). The
solutions of all the Killing spinor equations are
A = 0, (4.22)
dΦ =
i
2
(H
(2)
23 −H(2)23 ) +
i
2
(H(2) −H(2)), (4.23)
H = (H(2) +H(2)) ∧ J
+(H
(1′)
1 J +H
(3)
1 ) ∧K1 + (H(1)L Ω +H(1)L Ω +H(3)L ) ∧KL
+
1
2
(H
(2)
IJ +H
(2)
IJ ) ∧KI ∧KJ
−2(a+H(1′)1 )K1 ∧K2 ∧K3, (4.24)
F = F (3), (4.25)
(ω(−)m )nl = (ω
(−)
m )
(3)
nl , (4.26)
with additional conditions
H
(2)
12 + iH
(2)
31 = 0, (4.27)
H
(2)
23 +
i
4
(H
(2)
12 + iH
(2)
31 )yΩ = 0, (4.28)
H
(1′)
1 + i(H
(1)
2 −H(1)2 ) = 0, (4.29)
H
(1)
2 + iH
(1)
3 = 0, (4.30)
where I, J ∈ {1, 2, 3} and L ∈ {2, 3}.
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4.2.4. For N = 4
For the N = 4 case, there is no additional independent bilinear form to the N = 3 case.
The geometry of M7 admits again the SU(2)-structure. However, the solutions of all the
Killing spinor equations are more restrictive as
A = 0, (4.31)
dΦ =
i
2
(H(2) −H(2)), (4.32)
H = −2dΦyJ ∧ J +H(3)I ∧KI − 2aK1 ∧K2 ∧K3, (4.33)
F = F (3), (4.34)
(ω(−)m )nl = (ω
(−)
m )
(3)
nl (4.35)
with no restrictions to H(2), H
(3)
I , F
(3), (ω
(−)
m )
(3)
nl and a.
It should be noted that there is no extra condition on the gauge field F in addition to
the N = 3 case.
§5. G-structure and its torsion
When there are no fluxes, H = 0 and F = 0, all the bilinear forms obtained in §3.3 are
closed. Then they define a familiar geometric structure on the special holonomy manifolds.
For example, the closed two-form J with dJ = 0 defines the complex structure and becomes a
Ka¨hler form.∗) If there are nontrivial fluxes, however, the bilinear forms are no longer closed,
but the deviation from the closed forms is characterized as the torsion of the G-structure.
In this section, we compute these torsions from the fluxes H and F using the Killing spinor
equations. The G-structure is further classified in the class of torsion.
5.1. Torsion class of the G2-structure for N = 1
In the N = 1 case, there is a G2-structure
36), 37) defined by (σ, ∗σ). For general G2-
structure manifolds, these forms (σ, ∗σ) are not closed but classified by four torsion classes
(τ0, τ1, τ2, τ3) as
dσ = τ0 ∗ σ + 3τ1 ∧ σ + ∗τ3, (5.1)
d ∗ σ = 4τ1 ∧ ∗σ + τ2 ∧ σ. (5.2)
On the other hand, using the Killing spinor equations, we can show that the bilinear
forms (σ, ∗σ) satisfy
dσ = −6H(1) ∗ σ + 3H(7) ∧ σ + ∗H(27), (5.3)
d ∗ σ = 4H(7) ∧ ∗σ. (5.4)
∗) Here we assume a hermitian metric.
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Thus, the G2-structure manifolds obtained by supersymmetric solutions have the nontrivial
torsion classes due to the three-form flux H as∗)
τ0 = −6H(1) = −6
7
h, (5.5)
τ1 = H
(7) = −1
2
dΦ, (5.6)
τ2 = 0, (5.7)
τ3 = H
(27). (5.8)
5.2. Torsion class of SU(3)-structure for N = 2
In the N = 2 case, M7 admits SU(3)-structure36) characterized by the forms (K, J,Ω).
For general SU(3)-structure manifolds, these forms (K, J,Ω) are not closed but characterized
by thirteen torsion classes as
dK = V1J + V2yΩ + V 2yΩ + V3 + V4 ∧K, (5.9)
dJ =
3
4
i
(W1Ω −W1Ω)+W3 + J ∧W4
+K ∧
[
1
3
(V5 + V5)J + V6yΩ + V 6yΩ + V7
]
, (5.10)
dΩ =W1J ∧ J + J ∧W2 +Ω ∧W5
+K ∧ [V5Ω − 4J ∧ V 6 + V8] . (5.11)
We can show that the bilinear forms (K, J,Ω) of the Killing spinors satisfy
dK = H˜(1)J + H˜(3)yΩ + H˜(3)yΩ + H˜(8), (5.12)
dJ = −3i
(
H(1)Ω −H(1)Ω
)
− i
(
H(6) −H(6)
)
−J ∧ i
(
H(3) −H(3)
)
− 2iK ∧
(
H˜(3)yΩ − H˜(3)yΩ
)
, (5.13)
dΩ = 4H(1)J ∧ J − 2iΩ ∧H(3) +K ∧
(
3iH˜(1)Ω − 8iJ ∧ H˜(3)
)
. (5.14)
By substituting the solution of Killing spinor equations, the torsion class of the SU(3)-
structure is given by
V1 = H˜
(1) = −1
3
h, (5.15)
V2 = H˜
(3) = 0, (5.16)
V3 = H˜
(8), (5.17)
V4 = 0, (5.18)
∗) Similar considerations were also given in Refs. 38) and 39).
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V5 = 3iH˜
(1) = −ih, (5.19)
V6 = 2iH˜
(3) = 0, (5.20)
V7 = 0, (5.21)
V8 = 0, (5.22)
and
W1 = −4H(1) = 0, (5.23)
W2 = 0, (5.24)
W3 = −i
(
H(6) −H(6)
)
, (5.25)
W4 = −i
(
H(3) −H(3)
)
= i (JydΦ) , (5.26)
W5 = −2iH(3) = 2
(P(+)ydΦ) . (5.27)
5.3. Torsion class of SU(2)-structure for N = 3
In N = 3 case,M7 admits SU(2)-structure, defined by the forms (KI , J, Ω). For general
SU(2)-structure manifolds, these forms (K, J,Ω) are characterized by seventy-five torsion
classes. They consist of thirty singlets, thirty doublets, and fifteen triplets of SU(2), whose
explicit forms are not given here. On the other hand, the exterior derivative of bilinear forms
(K, J,Ω) can be computed using the Killing spinor equations as
dKI = H
(1′)
I J +H
(1)
I Ω +H
(1)
I Ω +H
(3)
I
−
(
H
(2)
IJ +H
(2)
IJ
)
∧KJ + 1
2
ǫIJKH˜
(1)KJ ∧KK , (5.28)
dJ = i
(
H(2) −H(2)
)
∧ J
−2i
(
H
(1)
I Ω −H(1)I Ω
)
∧KI − i
2
(
H
(2)
IJ −H(2)IJ
)
∧KI ∧KJ , (5.29)
dΩ = iH(2) ∧ Ω
+
(
4iH
(1)
I J + 2iH
(1′)
I Ω
)
∧KI + 1
2
(
H
(2)
IJ yΩ
)
∧KI ∧KJ , (5.30)
which reduce further by substituting the solutions.
5.4. Torsion class of SU(2)-structure for N = 4
In N = 4 case, M7 admits the same SU(2)-structure as in the N = 3 case. The Killing
spinor equations, however, impose further constraints on the flux H . Thus, the intrinsic
torsion becomes simpler as
dKI = H
(3)
I +
1
2
ǫIJKH˜
(1)KJ ∧KK , (5.31)
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dJ = i
(
H(2) −H(2)
)
∧ J, (5.32)
dΩ = iH(2) ∧Ω. (5.33)
Thus far, we concentrate on analyzing the Killing spinor equations but do not take into
account the equations of motion and the Bianchi identities. In the next section, we show
that it is sufficient to impose the Bianchi identities, which imply the equations of motion
automatically.
§6. Integrability conditions and equations of motion
Here, we show that the Killing spinor equations and Bianchi identities imply that all
the equations of motion, including the leading α′ correction, are automatically satisfied.∗)
This is well known in the case of a = 0 and R = 0.15) In the case of R 6= 0, however, the
solutions of Killing spinor equations and Bianchi identities is not always satisfy the Einstein
equations.11)–13) In this paper, we neglect the α′2 order terms and show that the Einstein
equations are satisfied in this approximation.
In our ansatz for the metric and fluxes, the equations of motion reduce to
E(mn) = Rmn + 2∇m∇nΦ− 1
4
HmpqHn
pq
−2α′ (tr(FmpFnp)− tr(R(+)mpR(+)n p)) = 0, (6.1)
E = (∇Φ)2 − 1
2
Φ− 1
4 · 3!HmnpH
mnp +
1
4
h2
−α
′
4
(
tr(FmnF
mn)− tr(R(+)mnR(+)mn)
)
= 0, (6.2)
E[mn] = ∇p(e−2ΦHpmn) = 0, (6.3)
Em = D(−)n (e−2ΦF nm) = 0. (6.4)
The Bianchi identities, including the leading α′-correction, on the other hand, become
Bmnpq ≡ 4∇[mHnpq] − 12α′
(
tr(R
(+)
[mnR
(+)
pq] )− tr(F[mnFpq])
)
= 0, (6.5)
Bmnp ≡ 3∇[mFnp] = 0. (6.6)
Supersymmetric solutions, in general, must satisfy all these equations in addition to the
Killing spinor equations. However, all these equations are not independent as can be seen
below.
∗) More precisely, the discussion in this section holds in the leading α′ approximation neglecting the α′2
order terms.
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From the integrability conditions of the Killing spinor equations
[∇(−)m ,∇(−)n ] ǫ = 0, (6.7)[
∇(−)m ,∇nΦ−
1
4 · 3!Hnpqγ
npq +
i
2
h
]
ǫ = 0, (6.8)[D(−)m , Fmnγmn] ǫ = 0, (6.9)[
Fmnγ
mn,∇pΦ− 1
4 · 3!Hqrsγ
qrs +
i
2
h
]
ǫ = 0, (6.10)
and identities
(∇mΦ− 1
2 · 3!Hmnpγ
mnp +
i
2
h)2ǫ = 0, (6.11)
(∇mΦγm)(Fnpγnp)ǫ = 0, (6.12)
(Fmnγ
mn)2ǫ = 0, (6.13)
(R(+)mnpqγ
mn)(R
(−)
rstuγ
tu)ǫ = 0, (6.14)
all of which are satisfied by the solutions of the Killing spinor equations, one can obtain
2e2ΦEmγ
mǫ+
1
3
Bmnpγ
mnpǫ = 0, (6.15)
(E(mn) +
1
2
e2ΦE[mn])γ
nǫ+
1
12
Bmnpqγ
npqǫ
+
α′
2
R(+)mn
pqBpqrsγ
nγrsǫ = 0, (6.16)
2Eǫ+
1
4
e2ΦE[mn]γ
mnǫ+
1
16 · 3Bmnpqγ
mnpqǫ
+
α′
8
R(+)mn
pqBpqrsγ
mnγrsǫ = 0, (6.17)
including the leading α′ corrections. By imposing the Bianchi identities (6.5)–(6.6), these
equations become
Emγ
mǫ = 0, (6.18)
(E(mn) +
1
2
e2ΦE[mn])γ
nǫ = 0, (6.19)
2Eǫ+
1
4
e2ΦE[mn]γ
mnǫ = 0. (6.20)
However, from a simple calculation, we can prove that they are equivalent to the equations
of motion (6.1)–(6.4),
E = Em = E(mn) = E[mn] = 0, (6.21)
up to α′2 order. Therefore, the equations of motion are automatically satisfied if we impose
the Bianchi identities in addition to the Killing spinor equations.
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§7. Summary
In this paper, we present the G-structure classification for the AdS3-type solutions of
Killing spinor equations in heterotic supergravity. Their solutions automatically satisfy all
the equations of motion, if we impose the Bianchi identities, which include the leading-order
α′ corrections.34) Here, it is important that there is no first-order α′-correction in the Killing
spinor equations.
By choosing a special local Lorentz frame, we first simplify the Killing spinor equations
before solving them explicitly.29) Then, we solve the Killing spinor equations and classify
the solutions by G-structures in the cases that the numbers of Killing spinors in seven-
dimensional manifolds M7 are N = 1, 2, 3, and 4. These G-structures are further classified
by their torsions. The torsion classes forM7 described by the solutions of the Killing spinor
equations are computed. Finally, we also study the integrability conditions of the Killing
spinor equations and show that the Killing spinor equations and Bianchi identities imply all
the equations of motion, which include the leading α′-corrections. Since we know that there
is no leading-order α′-correction in the Killing spinor equations, the leading α′-corrections
of the supersymmetric solutions only come from the correction of the Bianchi identities.∗)
For each case of N = 1, 2, 3, and 4, the solutions of the Killing spinor equations have the
following properties.
For N = 1, M7 admits the G2-structure, defined by (σ, ∗σ). Among the general G2-
structures classified by four torsion classes (τ0, τ1, τ2, τ3) as in §5.1, the G-structure obtained
by the Killing spinor is the special one with τ2 = 0.
For N = 2, M7 admits SU(3)-structure, defined by (K, J,Ω). We can obtain a Killing
vector from K, which decomposes, at least locally, M7 into the orbit R and its orthogonal
six-dimensional submanifoldM6. The remaining (J,Ω) can also be interpreted as the SU(3)-
structure of the M6. The general SU(3)-structure is classified by thirteen torsion classes
(V1, · · · , V8) and (W1, · · · ,W5), where the latter five can be interpreted as the torsion classes
of M6. On the other hand, the torsion classes of the SU(3)-structure constructed from the
Killing spinors must be V2 = V4 = V6 = V7 = V8 = 0 and W1 = W2 = 0. In particular,
vanishing torsion classes W1 and W2 yield that a submanifold M6 is a complex manifold.
For N = 3, M7 is characterized by the SU(2)-structure defined by (KI , J, Ω). There
are three Killing vectors obtained from KI . They decompose M7 into the orbit R3 and an
orthogonal four-dimensional submanifold M4 with an SU(2)-structure (J,Ω). The torsion
class of the SU(2)-structure obtained from the Killing spinors is given in §5.3.
There is no additional independent Killing spinor bilinear form for N = 4. The manifold
∗) See also Ref. 24)
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M7 also has the same SU(2)-structure as in the N = 3 case. However, the Killing spinor
equations impose additional conditions on the three-form H . The torsion class of the SU(2)-
structure is much more restrictive than the case of N = 3.
To obtain the interesting supersymmetric classical solutions, we must further impose
the Bianchi identities including the leading α′-corrections. We hope to discuss this issue
elsewhere.
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Appendix A
Conventions for Gamma Matrices
In this paper, we adopt a special representation for the ten-dimensional gamma matrices
Γ Mˆ (Mˆ = 0, 1, · · · , 9) as
Γ µˆ = σ1 ⊗ γ˜aˆ ⊗ 1, (A.1)
Γ mˆ+2 = σ2 ⊗ 1⊗ γmˆ, (A.2)
where γ˜µˆ (µˆ = 0, 1, 2) and γmˆ (mˆ = 1, · · · , 7) are three- and seven-dimensional gamma
matrices, respectively, defined by
γ˜ 0ˆ = iσ2, γ˜ 1ˆ = σ1, γ˜ 2ˆ = σ3, (A.3)
and
γ 1ˆ = σ1 ⊗ 1⊗ 1, (A.4)
γ 2ˆ = σ2 ⊗ 1⊗ 1, (A.5)
γ 3ˆ = σ3 ⊗ σ1 ⊗ 1, (A.6)
γ 4ˆ = σ3 ⊗ σ2 ⊗ 1, (A.7)
γ 5ˆ = σ3 ⊗ σ3 ⊗ σ1, (A.8)
γ 6ˆ = σ3 ⊗ σ3 ⊗ σ2, (A.9)
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γ 7ˆ = −σ3 ⊗ σ3 ⊗ σ3, (A.10)
= −iγ 1ˆγ 2ˆ · · · γ 6ˆ.
Here, the hatted symbols denote the indices of local Lorentz space. In this convention, the
ten-dimensional chirality operator Γ ♮ is
Γ ♮ ≡ Γ 0ˆΓ 1ˆ · · ·Γ 9ˆ
= σ3 ⊗ 1⊗ 1. (A.11)
The charge conjugation matrices of three and seven dimensions are given as
C10 = 1⊗ C3 ⊗ C7, (A.12)
C3 = γ˜
0ˆ = iσ2, (A.13)
C7 = iγ
2ˆγ 4ˆγ 6ˆ = −σ2 ⊗ σ1 ⊗ σ2, (A.14)
respectively.
Appendix B
Decompositions of Forms by G-Structures
For the seven-dimensional manifolds described by the solutions of the Killing spinor
equations, it is convenient to decompose the seven-dimensional local Lorentz vector Amˆ to
(Ai, Ai, A7), where
Ai =
1√
2
(
A ˆ2i−1 + iA2ˆi
)
, (i = 1, 2, 3) (B.1)
Ai = (Ai)
†. (B.2)
One can easily extend it to general tensors. The two-form Fmˆnˆ is, for example, decomposed
as (Fij, Fij , Fij, Fi7, Fi7), where Fij = (Fij)
†, Fi7 = (Fi7)
† and Fij = (Fij)
†. Each component
is defined similarly to (B.1) as
Fij =
1
2
(
F ˆ(2i−1) ˆ(2j−1) + iF2ˆi ˆ(2j−1) + i
(
F ˆ(2i−1)2ˆj + iF2ˆi2ˆj
))
, (B.3)
Fij =
1
2
(
F ˆ(2i−1) ˆ(2j−1) + iF2ˆi ˆ(2j−1) − i
(
F ˆ(2i−1)2ˆj + iF2ˆi2ˆj
))
, (B.4)
Fi7 =
1√
2
(
F ˆ2i−17ˆ + iF2ˆi7ˆ
)
. (B.5)
B.1. G2 structure
The seven-dimensional manifold with a Killing spinor admits a G2 structure with a
fundamental three-form σ. The non-trivial fluxes can be decomposed into irreducible repre-
sentations of G2, using σ and it’s Hodge dual ∗σ.
23
The two-form flux F , having twenty-one components, is decomposed into seven- and
fourteen-dimensional representations of G2 as
F = F (7)yσ + F (14), (B.6)
where
F (7) ≡ 1
3!
Fmnσ
mn
pdy
p. (B.7)
Similarly, the three-form flux H , having thirty-five components, is decomposed into sin-
glet, seven- and twenty-seven-dimensional representations as
H = H(1)σ +H(7)y ∗ σ +H(27), (B.8)
where
H(1) ≡ 1
7 · 3!Hmnpσ
mnp, (B.9)
H(7) ≡ 1
4 · 3!Hmnp(∗σ)q
mnpdyq. (B.10)
For the spin connection, (ω
(−)
m )nl = (ω
(−)
m )nˆlˆe
nˆ
ne
lˆ
l, it is convenient to use such a reducible
decomposition, that is, only the antisymmetric group indices (n, l) are decomposed into the
same form with the two-form:
(ω(−)m )nl = (ω
(−)
m )
(7)pσnlp + (ω
(−)
m )
(14)
nl , (B.11)
where
(ω(−)m )
(7)p =
1
3!
(ω(−)m )nlσ
nlp. (B.12)
B.2. SU(3) structure
The seven-dimensional manifold with two Killing spinors admits an SU(3) structure
defined by (K, J,Ω). The metric can be written as
ds2 = gmndy
mdyn + (dy7 + w)2, (B.13)
where gmn is a metric of six-dimensional submanifold M6 satisfying PmpPnqgpq = gmn,
where Pmn = δmn − KmKn is the projection operator onto M6. Two- and three-forms
(J,Ω), which also satisfy PmpPnqJpq = Jmn and PmpPnqPlrΩpqr = Ωmnl, can also be in-
terpreted as an SU(3)-structure on M6. From the two-form J , we can define an almost
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complex structure Jm
n on M6. The three-form Ω is holomorphic in the sense that it satis-
fies Pm(−)pPn(−)qPl(−)rΩpqr = Ωmnl, where the operator Pm(−)n (Pm(+)n) defined by
Pm(±)n ≡ 1
2
(Pmn ± iJmn) (B.14)
projects a form onto its holomorphic (anti-holomorphic) component.
Then a two-form F (21) onM7 can be decomposed to a two-form F[6] (15) and a one-form
F˜[6] (6) on M6, where the number in the parenthesis is the number of components, as
F = F[6] + F˜[6] ∧K, (B.15)
where
F[6]mn = PmpPnqFpq, (B.16)
F˜[6]m = PmpKqFpq. (B.17)
These forms F[6] (15) and F˜[6] (6) onM6 are further decomposed, using the SU(3)-structure
(J,Ω), into 1 + 3 + 3 + 8- dimensional representations as
F[6] = F
(1)J + F (3)yΩ + F (3)yΩ + F (8), (B.18)
F (1) ≡ 1
6
FmnJ
mn, (B.19)
F (3) ≡ 1
8 · 2!FmnΩ
mn
pdy
p, (B.20)
F (3) ≡ 1
8 · 2!FmnΩ
mn
pdy
p, (B.21)
and 3 + 3-dimensional representations as
F˜[6] = F˜
(3) + F˜ (3), (B.22)
F˜ (3) ≡ Pn(−)mF˜[6]mdyn, (B.23)
F˜ (3) ≡ Pn(+)mF˜[6]mdyn. (B.24)
A three-form H (35) can also be decomposed to a three-form H[6] (20) and a two-form
H˜[6] (15) on M6 as
H = H[6] + H˜[6] ∧K, (B.25)
where
H[6]mnl = PmpPnqPlrHpqr, (B.26)
H˜[6]mn = PmpPnqKrHpqr. (B.27)
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These forms on M6 are further decomposed into 20 = 1 + 1 + 3 + 3 + 6 + 6 as
H[6] = H
(1)Ω +H(1)Ω + (H(3) +H(3)) ∧ J +H(6) +H(6), (B.28)
H(1) ≡ 1
8 · 3!H[6]mnpΩ
mnp, (B.29)
H(1) ≡ 1
8 · 3!H[6]mnpΩ
mnp
, (B.30)
H(3) ≡ 1
4
H[6]mnpJ
npPn(−)mdyn, (B.31)
H(3) ≡ 1
4
H[6]mnpJ
npPn(+)mdyn, (B.32)
H(6) ≡ 1
2!
(H[6] −H(3) ∧ J)mnpPq(−)mPs(−)nPt(+)pdyq ∧ dys ∧ dyt, (B.33)
H(6) ≡ 1
2!
(H[6] −H(3) ∧ J)mnpPq(+)mPs(+)nPt(−)pdyq ∧ dys ∧ dyt, (B.34)
and 15 = 1 + 3 + 3 + 8 as
H˜[6] = H˜
(1)J + H˜(3)yΩ + H˜(3)yΩ + H˜(8), (B.35)
H˜(1) ≡ 1
6
H˜[6]mnJ
mn, (B.36)
H˜(3) ≡ 1
8 · 2!H˜[6]mnΩ
mn
qdx
q, (B.37)
H˜(3) ≡ 1
8 · 2!H˜[6]mnΩ
mn
qdx
q. (B.38)
Similar to the two form F , the spin connection can first be decomposed as
(ω(−)m )nl = (ω
(−)
m )[6]nl + 2(ω˜
(−)
m )[6][nKl], (B.39)
where
(ω(−)m )[6]nl = PnpPlq(ω(−)m )pq, (B.40)
(ω˜(−)m )[6]n = PnpKq(ω(−)m )pq. (B.41)
These are further decomposed as
(ω(−)m )[6]nl = (ω
(−)
m )
(3)pΩpnl + (ω
(−)
m )
(3)pΩpnl + (ω
(−)
m )
(1)Jnl + (ω
(−)
m )
(8)
nl , (B.42)
(ω(−)m )
(3)p =
1
8 · 2!(ω
(−)
m )[6]nlΩ
nlp, (B.43)
(ω(−)m )
(3)p =
1
8 · 2!(ω
(−)
m )[6]nlΩ
nlp
, (B.44)
(ω(−)m )
(1) =
1
6
(ω(−)m )[6]nlJ
nl, (B.45)
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and
(ω˜(−)m )[6]n = (ω˜
(−)
m )
(3)
n + (ω˜
(−)
m )
(3)
n , (B.46)
(ω˜(−)m )
(3)
n = (ω˜
(−)
m )[6]pPn(−)p, (B.47)
(ω˜(−)m )
(3)
n = (ω˜
(−)
m )[6]pPn(+)p. (B.48)
B.3. SU(2) structure
The seven-dimensional manifold with three or four Killing spinors admits an SU(2) struc-
ture, defined by three one-forms, a two-form, and a three-form (K(I), J, Ω). The metric can
be written as
ds2 = gmndy
mdyn + (dy5 + w(2))
2 + (dy6 + w(3))
2 + (dy7 + w(1))
2, (B.49)
where gmn is a metric of four-dimensional submanifold M4 satisfying PmpPnqgpq = gmn,
where Pmn = δmn −
∑
I K
(I)
m K(I)n is the projection operator onto M4. Two- and three-
forms (J,Ω), which also satisfy PmpPnqJpq = Jmn and PmpPnqPlrΩpqr = Ωmnl, can also be
interpreted as an SU(2)-structure on M4. From the two-form J , we can define an almost
complex structure Jm
n onM4. The three-form Ω is holomorphic in the sense that it satisfies
Pm(−)pPn(−)qPl(−)rΩpqr = Ωmnl, where the operator Pm(−)n (Pm(+)n) defined by
Pm(±)n ≡ 1
2
(Pmn ± iJmn) (B.50)
projects a form onto its holomorphic (antiholomorphic) component.
Then a two-form F (21) onM7 can be decomposed to a two-form F[4] (6), three one-form
F[4]I (4), and three zero-form FIJ (1) on M4 as
F = F[4] + F[4]I ∧KI + 1
2!
FIJ ∧KI ∧KJ , (B.51)
where
(F[4])mn = PmpPnqFpq, (B.52)
(F[4]I)m = PmpKq(I)Fpq, (B.53)
(FIJ) = K
p
(I)K
q
(J)Fpq. (B
.54)
These forms F[4] (6) and F[4]I (4) on M4 are further decomposed, using SU(2) structure
(J,Ω), into 6 = 1 + 1 + 1′ + 3 as
F[4] = F
(1)Ω + F (1)Ω + F (1
′)J + F (3), (B.55)
F (1) =
1
8
(F[4])mnΩ
mn, (B.56)
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F (1) =
1
8
(F[4])mnΩ
mn
, (B.57)
F (1
′) =
1
4
(F[4])mnJ
mn, (B.58)
(B.59)
and 4 = 2 + 2 as
F[4]I = F
(2)
I + F
(2)
I , (B.60)
F
(2)
I = Pm(−)pF[4]pdym, (B.61)
F
(2)
I = Pm(+)pF[4]pdym. (B.62)
A three-form H (35) can also be decomposed to a three-form H[4] (4), three two-form
H[4]I (6), three one-form H[4]IJ (4), and a zero-form HIJK (1) on M4 as
H = H[4] +H[4]I ∧KI + 1
2!
H[4]IJ ∧KI ∧KJ + 1
3!
H˜IJK ∧KI ∧KJ ∧KK , (B.63)
where
(H[4])mnl = PmpPnqPlrHpqr, (B.64)
(H[4]I)mn = PmpPnqKr(I)Hpqr, (B.65)
(H[4]IJ)m = PmpKq(I)Kr(J)Hpqr, (B.66)
(H˜[4]IJK) = K
p
(I)K
q
(J)K
r
(K)Hpqr. (B.67)
The three-form H[4] (4) on M4 is further decomposed into 4 = 2 + 2 as
H[4] = H
(2) ∧ J +H(2) ∧ J, (B.68)
H(2) ≡ 1
2
H[4]pqrJ
qrPm(−)pdym, (B.69)
H(2) ≡ 1
2
H[4]pqrJ
qrPm(+)pdym. (B.70)
Similarly, the two-formH[4]I (6) and one-formH[4]IJ (4) are decomposed into 6 = 1+1+1
′+3
as
H[4]I = H
(1)
I Ω +H
(1)
I Ω +H
(1′)
I J +H
(3)
I , (B.71)
H
(1)
I ≡
1
8
(H[4]I)mnΩ
mn, (B.72)
H
(1)
I ≡
1
8
(H[4]I)mnΩ
mn
, (B.73)
H
(1′)
I ≡
1
4
(H[4]I)mnpJ
mn, (B.74)
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and 4 = 2 + 2 as
H[4]IJ = H
(2)
IJ +H
(2)
IJ , (B.75)
H
(2)
IJ ≡ (H[4]IJ)pPm(−)pdym, (B.76)
H
(2)
IJ ≡ (HIJ)pPm(+)pdym. (B.77)
We can also define H˜IJK = ǫIJKH˜
(1).
The spin connection can also be decomposed as
(ω(−)m )nl = (ω
(−)
m )[4]nl + 2(ω
(−)
m )[4]I[nK
I
l] + (ω
(−)
m )IJK
(I)
[n K
(J)
l] , (B
.78)
(B.79)
where
(ω(−)m )[4]nl = PnpPlq(ω(−)m )pq, (B.80)
(ω(−)m )[4]In = PnpKq(I)(ω(−)m )pq, (B.81)
(ω(−)m )IJ = K
p
(I)K
q
(J)(ω
(−)
m )pq. (B.82)
Each component is further decomposed as
(ω(−)m )[4]nl = (ω
(−)
m )
(1)Ωnl + (ω
(−)
m )
(1)Ωnl + (ω
(−)
m )
(1′)Jnl + (ω
(−)
m )
(3)
nl , (B
.83)
(ω(−)m )
(1) =
1
8
(ω(−)m )[4]nlΩ
nl, (B.84)
(ω(−)m )
(1) =
1
8
(ω(−)m )[4]nlΩ
nl
, (B.85)
(ω(−)m )
(1′) =
1
4
(ω(−)m )[4]nlJ
nl, (B.86)
and
(ω(−)m )[4]In = (ω
(−)
m )
(2)
In + (ω
(−)
m )
(2)
In , (B.87)
(ω(−)m )
(2)
In = Pn(−)p(ω(−)m )[4]Ip, (B.88)
(ω(−)m )
(2)
In = Pn(+)p(ω(−)m )[4]Ip. (B.89)
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