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Abstract
We =∈ derive simple, explicit error bounds for the uniform asymptotic expansion of the incomplete gamma
function 1(a; z) valid for complex values of a and z as |a| → ∞. Their evaluation depends on numerically
pre-computed bounds for the coe4cients ck() in the expansion of 1(a; z) taken along rays in the complex
 plane, where  is a variable related to z=a. The bounds are compared with numerical computations of the
remainder in the truncated expansion. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The normalised incomplete gamma function, de:ned by
Q(a; z) ≡ 	(a; z)

(a)
=
1

(a)
∫ ∞
z
ta−1e−t dt
has the asymptotic expansion as |a| → ∞ [6]
Q(a; z) = 12 erfc(
√
( 12 a)) + S(a; ); (1.1)
where
S(a; ) =
e−(1=2)a2√
2a
{
N−1∑
k=0
ck()a−k + a−NTN
}
; N = 1; 2; : : : (1.2)
and TN denotes the remainder in the expansion truncated after N terms. This expansion was shown
in [6] to hold uniformly in |z| ∈ [0;∞) in the domains |arg a|6  − 1 and |arg(z=a)|6 2 − 2,
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Fig. 1. (a) The lobes L± and the branch cuts in the complex  plane; (b) the domains (R) and (L). The regions where
¿ 1 and ¡ 1 when ||6  in (R) ∪ (L) are also indicated (only the upper half-plane is shown).
where 1, 2 are positive numbers satisfying 0¡1 ¡, 0¡2 ¡ 2; see also [2, Section 1] for a
remark on this convergence region. The quantity  depends on z=a and is speci:ed by
1
2 
2 =  − log(1 + );  = − 1; = z=a; (1.3)
where the branch of the square root in (1.3) is chosen so that () is analytic in the neighbourhood
of = 0 (z = a), with  ∼  as  → 0.
The coe4cients ck() appearing in (1.2) are de:ned recursively by
c0() =
1

− 1

; ck() =
1

d
d
ck−1() +
	k

(k¿ 1); (1.4)
where 	k are the Stirling coe4cients that appear in the well-known expansion for large z
1

∗(z)
=
m−1∑
k=0
	k z−k + z−mHm(z); m= 1; 2; : : : : (1.5)
The function 
∗(z) = (2)−1=2z(1=2)−zez
(z) denotes the scaled gamma function and Hm(z) is the
remainder after m terms; the :rst few 	k are 	0 =1, 	1 =− 112 , 	2 = 1288 , 	3 = 13951840 . For the coe4cients
ck() to be holomorphic functions of the complex variable , it is necessary to introduce cuts which
emanate from branch points situated at =2
√
e±3i=4 (corresponding to =e±2i) and pass to −∞
along paths on which arg =±2, respectively. A detailed discussion of the behaviour of ck() has
been given in [2]. There it was established that ck() decays algebraically like 1= as  → ∞ in
Re()¿ 0, while in Re()¡ 0 there exist two symmetrical lobes L± centred on the branch points
in which ck() becomes large when k1; see Fig. 1(a).
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An integral representation for TN can be obtained by straightforward diFerentiation of (1.1) with
respect to  (using dz=d = z=) to :nd
dS(a; )
d
=
( a
2
)1=2
e−(1=2)a
2
(
1− 

∗(a)
)
:
Substitution of expansion (1.2) into the left-hand side of this identity, together with use of (1.4)
and (1.5), then shows that TN satis:es the :rst-order inhomogeneous diFerential equation [6]
− d
d
TN + aTN = acN () +


HN+1(a): (1.6)
From (1.1) and (1.2), it follows that TN → 0 as →∞ in the sector |arg(12a2)|¡ 12 . Accordingly,
we integrate (1.6) along a path C in the cut plane that starts from the point  and passes to in:nity
in the direction −, where 2= arg a, to obtain
e−(1=2)a
2
TN = a
∫
C
xcN (x)e−(1=2)ax
2
dx + HN+1(a)
∫
C
x

e−(1=2)ax
2
dx: (1.7)
Use of (1.3) to express e−(1=2)az2 as ea−z(z=a)a, and similarly for e−(1=2)ax2 , shows that the second
integral in (1.7) can be evaluated simply as (2=a)1=2
∗(a)Q(a; z). If we now introduce the quantity
AN (a) by
AN (a) = 1− a−N−1
∗(a)HN+1(a) = 
∗(a)
N∑
k=0
	k a−k ; (1.8)
the expansion for Q(a; z) may be written in the modi:ed form
AN (a)Q(a; z) =
1
2
erfc(
√
( 12a)) +
e−(1=2)a2√
2a
{
N−1∑
k=0
ck()a−k + a−NRN
}
; (1.9)
where the remainder term RN is now given by
RN = ae(1=2)a
2
∫
C
xcN (x)e−(1=2)ax
2
dx (1.10)
and the contour of integration C is as described in (1.7). We note that with this form of the expansion
the quantity HN+1(a) (which results from the expansion of 1=
(a)) has eFectively been removed
from the de:nition of the remainder RN .
In [6], Temme obtained error bounds for the remainder TN when a¿ 0 and z¿ 0 which have the
inconvenience of involving bounds on the quantity HN+1(a). In this paper, we extend this procedure
to derive simple, explicit bounds on the remainder RN de:ned in (1.10) for complex values of a and
z satisfying |arg a|¡ and |arg z|6 . A summary of the results is given in Section 5 together with
a comparison of the bounds with the numerically computed values of the remainder RN . A recent
discussion of the error bounds for the uniform asymptotic expansion of the generalised exponential
integral Ep(z) = zp−1
(1− p; z) for complex values of p and z has also been given in [1] using a
diFerential-equation approach based on general theorems of Olver [3, Chapter 6]. Although we do
not carry out a numerical comparison with the bounds in [1], it is probable that they are sharper
than those obtained here but at the cost of greater complication.
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Fig. 2. The connection between the variables  and : the upper half  plane for diFerent  and , where = ei. The
heavy curve = 2 corresponds to the branch cut.
An application of the bounds developed in this paper has been made in [5] in an attempt to
estimate the order of magnitude of the remainder term in a new asymptotic formula for the Riemann
zeta function that involves the incomplete gamma function. Another important application of the
incomplete gamma function is in the theory of exponentially improved asymptotic expansions and
the associated new interpretation of the Stokes phenomenon, where 
(a; z) is used as the so-called
“terminant function” [4].
2. Preliminaries
Let us de:ne the quantities
= ei; "= 12 a
2; #= arg ; = 12 arg a;  = arg " (2.1)
and the domains in the  plane
(R) = {: Re()¿ 0}; (L) = {: Re()¡ 0; ||6 }; (2.2)
see Fig. 1(b). The connection between the variables  and  (or ) is speci:ed by (1.3) and
represented in Fig. 2. This shows points in the  plane corresponding to given = ei: the curves
indicate the paths in the  plane for :xed  and . The :gure for −266 2 is symmetrical
with respect to the real -axis. The branch cuts from the branch points  = 2
√
e±3i=4 are chosen
to correspond to the curves =±2, respectively; cf. also Fig. 1(a). From the analytic continuation
formula [3, p. 45]
Q(a; ze±2i) = 1 + e±2ia{Q(a; z)− 1}; (2.3)
it follows that it is su4cient to consider ||6 .
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Table 1
Values of Ck(#) (:rst entry) and Cˆk(#) (second entry) for |#|¡ 12 and 16 k6 10. In all tables the number in parentheses
denotes a multiplicative power of 10
#= k = 1 k = 2 k = 3 k = 4 k = 5
0 0:35360(−2) 0:41335(−2) 0:68281(−3) 0:86181(−3) 0:34166(−3)
0:83333(−1) 0:82670(−2) 0:26923(−2) 0:17238(−2) 0:91900(−3)
0.25 0:41931(−2) 0:41335(−2) 0:71794(−3) 0:86183(−3) 0:34959(−3)
0:83333(−1) 0:82671(−2) 0:27605(−2) 0:17238(−2) 0:97916(−3)
0.50 0:95840(−2) 0:42009(−2) 0:15531(−2) 0:86189(−3) 0:75247(−3)
0:83333(−1) 0:82672(−2) 0:37192(−2) 0:17415(−2) 0:14247(−2)
#= k = 6 k = 7 k = 8 k = 9 k = 10
0 0:53127(−3) 0:34651(−3) 0:65251(−3) 0:59690(−3) 0:13325(−2)
0:10604(−2) 0:83174(−3) 0:13050(−2) 0:11939(−2) 0:26649(−2)
0.25 0:53127(−3) 0:35113(−3) 0:65251(−3) 0:60404(−3) 0:13325(−2)
0:10625(−2) 0:88883(−3) 0:13050(−2) 0:14532(−2) 0:26649(−2)
0.50 0:58569(−3) 0:75465(−3) 0:74231(−3) 0:12969(−2) 0:13325(−2)
0:11098(−2) 0:14041(−2) 0:14067(−2) 0:24194(−2) 0:26649(−2)
To bound the remainder RN in (1.10) we require estimates for the absolute values of the coe4cients
ck(). Following [6], we de:ne the bounds, for k = 0; 1; 2; : : : ;
Ck(#) = sup
arg =#
∈(R)∪(L)
{|ck()|}; Cˆk(#) = sup
arg =#
∈(R)
{|[2 + ()]&ck()|} (2.4)
evaluated along the ray arg = #, where &= 12 (k = 0) and &= 1 (k¿ 1); by the symmetry of Fig.
2 we have Ck(−#) = Ck(#) and Cˆk(−#) = Cˆk(#). The bound Cˆk(#) will be employed only in the
half-plane (R) to capture the 1= decay of the coe4cients as  → ∞ in this sector, while Ck(#)
will be used in (R) ∪(L). The bounds were obtained numerically by using standard representations
for ck() given in [2,6] and their values are presented in Tables 1 and 2 for diFerent values of
# when 16 k6 10. It is found that Ck(#) is monotone increasing with increasing |#| for k = 0; 1,
while for 26 k6 10, Ck(#) attains a maximum in a neighbourhood of |#| = 34 in the lobes L±;
the typical variation of Ck(#) for k¿ 2 is illustrated in Fig. 3.
In addition, we shall also require certain monotonicity properties of the quantity f() de:ned by
f() = |2 + ()|−1 = |1 + ()|−1 (2.5)
along diFerent paths in (R). A plot of this function over part of the upper half of (R) is shown in
Fig. 4(a). The three types of paths we consider in Sections 3 and 4 are: (i) circular arcs ||=constant,
(ii) paths inclined at an acute angle ( to the imaginary  axis, and (iii) hyperbolic paths of steepest
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Table 2
Values of Ck(#) for 12¡ |#|6  (∈(L)) and 16 k6 10. The supremum of Ck(#) for |#|6  (∈(R)∪(L)) is also
given
#= k = 1 k = 2 k = 3 k = 4 k = 5
0.60 0:21070(−1) 0:85846(−2) 0:46974(−2) 0:30359(−2) 0:29932(−2)
0.70 0:42360(−1) 0:26768(−1) 0:19015(−1) 0:21347(−1) 0:28954(−1)
0.80 0:56633(−1) 0:28783(−1) 0:20978(−1) 0:21633(−1) 0:29795(−1)
0.90 0:65556(−1) 0:11217(−1) 0:71064(−2) 0:29426(−2) 0:35113(−2)
1.00 0:83333(−1) 0:91812(−2) 0:49520(−2) 0:20348(−2) 0:18993(−2)
SupCk(#) 0:83333(−1) 0:31580(−1) 0:23078(−1) 0:27031(−1) 0:38104(−1)
#= k = 6 k = 7 k = 8 k = 9 k = 10
0.60 0:29713(−2) 0:39210(−2) 0:56005(−2) 0:91441(−2) 0:17414(−1)
0.70 0:48575(−1) 0:95711(−1) 0:21726( 0) 0:55949( 0) 0:16081(+1)
0.80 0:48661(−1) 0:96272(−1) 0:21730( 0) 0:55981( 0) 0:16082(+1)
0.90 0:30077(−2) 0:37867(−2) 0:56219(−2) 0:88120(−2) 0:17320(−2)
1.00 0:12948(−2) 0:17194(−2) 0:16182(−2) 0:27952(−2) 0:33385(−2)
SupCk(#) 0:67584(−1) 0:13913( 0) 0:33296( 0) 0:90027( 0) 0:27238(+1)
Fig. 3. The typical variation of the bound Ck(#) (k¿ 2) as a function of #.
descent. For paths of the :rst type, we have
@f
@#
=
2f3
J
H (; );
where
H (; ) = (1 + log )(+ −1) sin− (− −1) cos− sin 2
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Fig. 4. (a) A surface plot of f() in the upper half of (R) in the  plane, (b) the upper half of the domain 0 in the 
plane. Both diagrams are symmetrical about the real -axis.
and J = (2 − 2 cos + 1)= is the Jacobian of the mapping (; ) → (||; #). When ¿ 1, it is
readily established that H (; )¿ 0 for 066  and H (; )6 0 for −66 0. This follows
from the fact that H (; ) is a monotone increasing function of  (at :xed ) when ¿ 1 and
066 , since
@H (; )
@
= (sin−  cos)
(
1 +
1
2
)
+ (1 + log )
(
1− 1
2
)
sin¿ 0:
Hence H (; )¿H (1; )= 2 sin− sin 2¿ 0; a similar argument applies when −66 0. We
conclude that for paths consisting of circular arcs 1 in (R), f() decreases monotonically with
decreasing |#|.
The second type of path (which we denote by P) in (R) is a straight line inclined at an acute
angle ( to the imaginary  axis. The derivative of f along P in the upper half of (R) is given by
n(() · ∇f =−f
3||
J
{
1

sin(+ #− () +  sin(− #+ ()
}
; (2.6)
where n(() = {sin (; cos(} denotes the unit vector along P and ∇ = {@=@X; @=@Y}, with X , Y
being the real and imaginary parts of ; a similar result applies to paths in the lower half of (R)
by symmetry. When ( = 0—that is, when P is parallel to the imaginary -axis—it is found that
n(0) · ∇f = @f=@Y ¡ 0 in the domain (R)0 de:ned by
(R)0 = {: ∈(R) \ 0}; (2.7)
1 Reference to Fig. 1(b) shows that the domain ¿ 1, ||6  contains the half-plane (R).
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where 0 is the domain 2 near the origin where −1 sin( + #) +  sin( − #)¡ 0; see Fig. 4(b).
The upper or lower half of (R)0 (including part of the positive real -axis) will be denoted by 
(R±)
0 ,
respectively. For ∈(R) we obtain, upon rearrangement of (2.6) when ( = 12 ,
@f
@X
=−f
3||
J
{(
− 1

)
cos(− #) + 2

sin # sin
}
6 0
since in (R) we have ¿ 1, ||¡ and |− #|6 =2, with the result that n(() ·∇f6 n(0) ·∇f.
Thus, if f() is monotone decreasing along a path with ( = 0, it is a fortiori monotone decreasing
along a path P inclined at an angle ( =0. When dealing with paths of this type in Section 4, the
value of ( will be at our disposal to minimise the resulting bounds on RN .
Finally, the third type of path corresponds to a path of steepest descent for integral (1.10) and
is given by Im(w) = 0, where w = 12 a(x
2 − 2). The domain D() in the  plane in which f() is
monotone decreasing along such paths is found to depend on the phase  = 12 arg a. When a¿ 0,
the domain D(0) is shown in Fig. 5(a): for large || the boundaries of D(0) are asymptotic to the
rays # = ± 14 , with the result that D(0) contains the sector |#|6 14 . Thus, when a¿ 0, we can
assert that along paths of the second type, f() is monotone decreasing in (at least) the sector
|#|6 14 . The domains D() for varying arg a are depicted in Fig. 5. It is found numerically that,
when |arg a|6 12 , D() includes the sector | |6 12  (that is, the sector of angular width 12  in
the  plane centred on the ray # = −), while when 12 ¡ |arg a|¡ this is no longer the case.
To avoid dealing with -dependent domains of monotonicity in Section 4, we shall only use the
fact that along a path of steepest descent f() is monotone decreasing in the sector | |6 12  when
|arg a|6 12 .
3. Bounds for the remainder RN when a¿ 0
We :rst consider the case a¿ 0, so that = 0. From (1.10), the remainder RN takes the form
RN = ae"
∫ ∞

xcN (x)e−(1=2)ax
2
dx; (3.1)
where we recall that " is de:ned in (2.1). When ∈(R) we employ the bound Cˆk(#) in (2.4).
The procedure then is to select a path of integration in the above integral on which both Cˆk(arg x)
and f(x) = |2 + (x)|−1 in (2.5) are monotone decreasing, so that these quantities attain their max-
imum values on the path at the endpoint x = . We put 12 ax
2 = " + w, where w∈ [0;∞); in the
 plane this corresponds to the hyperbolic path of steepest descent connecting the point  to +∞
on which |arg x|6 |#|; see Fig. 6(a). It was established in Section 2 that on such paths (when
a¿ 0) both CˆN (arg x) and f(x) are monotone decreasing in |#|6 14 . Hence, when |#|6 14 ,
2 We remark that for paths P with ( =0 the domain of nonmonotonicity (corresponding to 0 in the case ( = 0) is
found numerically to shrink with increasing (, so that f() is monotone decreasing for all ∈(R) whenever (¿ (0,
where (0  0:0349139.
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Fig. 5. The domains D() (shown shaded) for: (a) arg a = 0, (b) arg a = 14 , and (c) arg a =
1
2 . The dashed lines
correspond to  = 2( + #) =± 12 .
we have
|cN (x)|¡ CˆN (arg x)|2 + (x)|6
CˆN (#)
|2 + ()| :
It therefore follows from (3.1) that
|RN |6
∫ ∞
0
|cN (x)|e−w dw¡ CˆN (#)|2 + ()| (|#|6
1
4 ): (3.2)
We remark that when ¿ 0, the path of steepest descent is the interval [;∞) of the real axis and
the bound CˆN (#) can then be replaced by CˆN (0).
In the sector 14 ¡#6
1
2 , we take the path in (3.1) to consist of the circular arc of radius || to
the ray #= 14 and thence the path of steepest descent to +∞; see Fig. 6(b). A similar path is chosen
in the lower half-plane when − 12 6 #¡− 14 . From the monotonicity properties of CˆN (arg x) and
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Fig. 6. The integration paths in the  plane when arg a=0: (a) |#|6 14 , (b) 14 ¡ |#|6 12 , and (c) ∈(L). The paths
are symmetrical in the lower half-plane.
f(x) along such paths, we then obtain the bound
|RN |¡ 1|2 + ()|{CˆN (#)J (| |;
1
2 ) + CˆN (
1
4)e
|"|cos  }
¡
CˆN (#)
|2 + ()|{J (| |;
1
2 ) + e
|"|cos  }; ( 14¡ |#|6 12 ); (3.3)
where  = 2# when a¿ 0 and the integral J (’; 	) is de:ned by
J (’; 	) = e|"|cos ’|"|
∫ ’
	
e−|"|cos ! d! ( 126 	6’6 ): (3.4)
Provided |"| is not too large, it is possible to evaluate J (’; 	) by straightforward numerical quadrature.
Alternatively, use of a simple tangent approximation for the exponent in the exponential factor in
the integrand yields the bound 3
J (’; 	)¡ cosec’(1− exp{−|"|(’− 	) sin’}): (3.5)
3 This bound is not very sharp in the limit ’ →  when |"|1. Simple estimates in this case reveal that J (’; 	) 
( 12 |"|)1=2 when ’→ .
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Finally, when ∈(L), we can no longer employ the bound CˆN (#) on account of the nonmonotonic
nature of the associated f(x) in (2.5). We now take the path of integration in (3.1) to consist of
the ray joining the point  to the origin followed by the positive real axis to +∞; see Fig. 6(c).
Use of the bound CN (#) in (2.4) then yields
|RN |¡ e|"|cos  
{
CN (#)
∫ |"|
0
e−r cos  dr + CN (0)
∫ ∞
0
e−u du
}
= CN (#)|sec  (1− e|"|cos  )|+ CN (0)e|"|cos  ; (∈(L)): (3.6)
We observe that in the portion of the domain (L) corresponding to 12 ¡ |#|¡ 34 , the exponential
terms in (3.6) (when a¿ 0) are small for su4ciently large |"|, whereas in the remaining portion
3
4 ¡ |#|6  the exponential terms are large. In this latter case, it is more convenient to write the
bound in the form
|e−(1=2)a2 RN |¡CN (#)sec  (1− e−|"|cos  ) + CN (0) (34¡ |#|6 ): (3.7)
For  on the negative real axis (that is, when  = 2) this agrees with the form obtained in [6].
4. Bounds for the remainder RN when a is complex
We de:ne the sub-sectors j() (j = 1; 2; 3) of (R) by
1() = {: | |6 12} ∩ (R);
2() = {: 12¡ | |6 } ∩ (R);
3() = {: ¡ | |6 + 2||} ∩ (R); (4.1)
see Fig. 7(a). The interior of 1() corresponds to the sector in (R) in which exp(− 12 a2) is
exponentially small as || → ∞. It should be noted that 2() comprises only a single sector when
||¿ 14  and that 3() vanishes when = 0.
First, let us consider 0¡ |arg a|6 12  (so that 0¡ ||6 14 ). For ∈1() we use the path of
steepest descent in (3.1), while for ∈2() we use the circular arc of radius || to one of the
rays | |= 12  followed by the steepest descent path passing to in:nity in the direction speci:ed by
 = 0 (that is, #=−). In the domain 3() ∪ (L) we take the path to be the ray joining  to the
origin followed by the ray  = 0 to in:nity; see Fig. 7(a). Hence, from the monotonicity properties
of CˆN (arg x) and f(x) discussed in Section 2, we obtain the bounds
|RN |¡


CˆN (#′)
|2 + ()| (∈1());
CˆN (#′)
|2 + ()| {J (| |;
1
2 ) + e
|"|cos  } (∈2());
CN (#)|sec  (1− e|"|cos  )|+ CN (||)e|"|cos  (∈3() ∪ (L));
(4.2)
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Fig. 7. The paths of integration in the  plane when the point  is situated in diFerent subdomains of (R): (a) when
06 |arg a|6 12  and (b) when 12¡ |arg a|¡.
where #′ =max{|#|; ||}. Note that the bounds in (4.2) include the case = 0 given in (3.2), (3.3)
and (3.6).
When 12 ¡ |arg a|¡ (so that 14 ¡ ||¡ 12 ) we no longer choose 4 the path of steepest
descent when ∈1(), since f(x) is not monotone decreasing on such paths throughout this
sector. In this case we consider the domains 0 and 
(R)
0 separately. When ∈0∩{1()∪2()},
we use the less precise bound 5 CN (#) in (2.4) and choose the steepest decent path through  to
obtain
|RN |¡CN (#′); (∈0 ∩ {1() ∪ 2()}): (4.3)
When ∈(R+)0 (resp. ∈(R−)0 ) with ¡ 0 (resp. ¿ 0), we take the path in (3.1) to be the
straight line P+ (resp. P−), where P± are inclined at an acute angle ( to the positive or negative
imaginary  axis, respectively, and given by
x = ± iue∓i( (u∈ [0;∞)):
The angle ( must be chosen in the range [0; 34  − ||) to ensure that P± pass to in:nity in the
sector | |¡ 12 . Then, from the monotonicity of f(x) along such paths in (R)0 , we
4 If the factor |2 + ()|−1 is not required, then, of course, it is possible to use the bound CN (#) and the steepest
descent path in the sector 1() ∪ 2().
5 We remark that the factor |2 + ()|−1, which would result if the more precise bound CˆN (#) were employed, would
not be of special signi:cance here, since , and hence |2 + ()|−1, are both O(1) in 0.
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obtain
|RN |¡
CˆN ( 12 )
|2 + ()| K(#) (∈
(R±)
0 ; 7 0); (4.4)
where
K(#) =
∣∣∣∣a
∫
P±
xe−(1=2)a(x
2−2) dx
∣∣∣∣ (4.5)
and ( is chosen to minimise the bound for K(#). Bounds for K(#) are discussed in the appendix.
When ∈2() ∩ (R+)0 (resp. 2() ∩ (R−)0 ) with ¿ 0 (resp. ¡ 0), we take the circular arc
of radius || from the point  to the positive real axis (where  =2) and then along the rectilinear
path P− (resp. P+) with ( = 0. In this manner we :nd
|RN |¡ 1|2 + ()| {CˆN (#)J (| |; 2||) + CˆN (
1
2 )e
|"|(cos  −cos 2)K(0)}: (4.6)
And :nally, in ∈3()∪(L), the path in (3.1) is chosen as in Section 3 and we therefore obtain
the bound given in (3.6), with CN (0) replaced by CN (||). The various domains considered above
cover (R) ∪ (L) in the case 12 ¡ |arg a|¡.
5. Numerical illustrations and discussion
In this section we present examples of the bounds for the remainder |RN | in the asymptotic
expansion (1.9) and compare them with their exact numerical values. For ease of reference, we
collect together below the main results of Sections 3 and 4. When 06 |arg a|6 12 , we have
|RN |¡


CˆN (#′)
|2 + ()| (∈1());
CˆN (#′)
|2 + ()| {J (| |;
1
2 ) + e
|"|cos  } (∈2());
CN (#)|sec  (1− e|"|cos  )|+ CN (||)e|"|cos  (∈3() ∪ (L))
(5.1)
and, when 12 ¡ |arg a|¡,
|RN |¡


CN (#′); (∈0 ∩ {1() ∪ 2()});
CˆN ( 12 )
|2 + ()| K(#); (∈
(R±)
0 ;  7 0);
1
|2 + ()| {CˆN (#)J (| |; 2||)
+ CˆN ( 12 )e
|"|(cos  −cos 2)K(0)}; (∈2() ∩ (R±)0 ; ? 0);
CN (#)|sec  (1− e|"|cos  )|+ CN (||)e|"|cos  ; (∈3() ∪ (L));
(5.2)
228 R.B. Paris / Journal of Computational and Applied Mathematics 147 (2002) 215–231
Table 3
Exact values of |RN | (:rst entry) and its bound (second entry) for diFerent values of  and  when a=20 and N =3; 5.
An asterisk denotes the value of |exp(− 12 a2)RN |. For a¿ 0 the results are symmetrical with respect to = 0
= 0 0.25 0.50 0.75 1.00
N = 3 a= 20

0.1 0:15108(−3)∗ 0:15108(−3)∗ 0:15108(−3)∗ 0:15108(−3)∗ 0:15108(−3)∗
0:56348(−2)∗ 0:86940(−2)∗ 0:32324(−1)∗ 0:44897(−1)∗ 0:59363(−1)∗
0.5 0:15430(−3)∗ 0:22327(−3)∗ 0:25167(−2) 0:64552(−2) 0:20443(−1)
0:55308(−2)∗ 0:13098( 0)∗ 0:83595(−1) 0:60716(−1) 0:92774(−1)
1.0 0:67661(−3) 0:88688(−3) 0:18207(−2) 0:42955(−2) 0:13246(−1)
0:13462(−2) 0:48504(−2) 0:54088(−2) 0:26438(−1) 0:35407(−1)
2.0 0:63396(−3) 0:75516(−3) 0:12012(−2) 0:23444(−2) 0:59027(−2)
0:89743(−3) 0:14148(−2) 0:52247(−2) 0:49085(−2) 0:24964(−1)
5.0 0:39889(−3) 0:43666(−3) 0:56061(−3) 0:80617(−3) 0:12466(−2)
0:44872(−3) 0:48003(−3) 0:90689(−3) 0:38833(−2) 0:50820(−2)
10.0 0:23438(−3) 0:24668(−3) 0:28257(−3) 0:33311(−3) 0:35324(−3)
0:24476(−3) 0:25726(−3) 0:39656(−3) 0:94346(−3) 0:48266(−2)
N = 5, a= 20

0.1 0:55779(−4)∗ 0:55779(−4)∗ 0:55779(−4)∗ 0:55779(−4)∗ 0:55779(−4)∗
0:22410(−2)∗ 0:43000(−2)∗ 0:45281(−1)∗ 0:63139(−1)∗ 0:83685(−1)∗
0.5 0:57269(−4)∗ 0:17291(−3)∗ 0:17968(−2) 0:61561(−2) 0:32422(−1)
0:22011(−2)∗ 0:21548( 0)∗ 0:13802( 0) 0:92450(−1) 0:15318( 0)
1.0 0:33569(−3) 0:47942(−3) 0:10993(−2) 0:32442(−2) 0:15913(−1)
0:45950(−3) 0:30904(−2) 0:34465(−2) 0:40257(−1) 0:53915(−1)
2.0 0:28653(−3) 0:34635(−3) 0:56621(−3) 0:11727(−2) 0:38675(−2)
0:30633(−3) 0:54196(−3) 0:20014(−2) 0:31277(−2) 0:38013(−1)
5.0 0:15049(−3) 0:16140(−3) 0:19010(−3) 0:20890(−3) 0:11783(−3)
0:15317(−3) 0:17027(−3) 0:34740(−3) 0:14875(−2) 0:32383(−2)
10.0 0:79231(−4) 0:81144(−4) 0:84066(−4) 0:77724(−4) 0:59257(−4)
0:83545(−4) 0:91251(−4) 0:15191(−3) 0:36141(−3) 0:30755(−2)
where #′ =max{|#|; ||} and the domains (R;L), 0, (R;L±)0 and j() are speci:ed in (2.2), (2.7)
and (4.1). The integral J (’; 	) is de:ned in (3.4) and bounds on K(#) are given in (A.3) and
(A.4). Values of the quantities Ck(#) and Cˆk(#) (16 k6 10) for a given # can be obtained from
the speci:c values tabulated in Tables 1 and 2 combined with their monotonicity properties. For
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Table 4
Exact values of |RN | (:rst entry) and its bound (second entry) for diFerent values of  and  when a= 20i and N = 3.
An asterisk denotes the value of |exp(− 12 a2)RN |
= 0 0.25 0.50 0.75 1.00
N = 3 a= 20i

0.1 0:24768(−2) 0:13059(−3)∗ 0:13509(−3)∗ 0:13509(−3)∗ 0:13509(−3)∗
0:14079( 0) 0:16112(−1)∗ 0:28740(−1)∗ 0:24549(−1)∗ 0:23180(−1)∗
0.5 0:17832(−3) 0:13070(−3)∗ 0:13059(−3)∗ 0:13509(−3)∗ 0:13509(−3)∗
0:18675(−1) 0:23926(−1)∗ 0:24725(−1)∗ 0:20740(−1)∗ 0:24545(−1)∗
1.0 0:68848(−3) 0:14908(−2) 0:13058(−3)∗ 0:13509(−3)∗ 0:13509(−3)∗
0:71794(−3) 0:72316(−1) 0:10194(−1)∗ 0:28086(−1)∗ 0:23259(−1)∗
2.0 0:64309(−3) 0:77655(−3) 0:12373(−2) 0:13059(−3)∗ 0:13059(−3)∗
0:92017(−3) 0:16990(−2) 0:63195(−2) 0:16910(−1)∗ 0:79677(−2)∗
5.0 0:40222(−3) 0:44221(−3) 0:56742(−3) 0:80972(−3) 0:13059(−3)∗
0:46008(−3) 0:13337(−2) 0:19516(−2) 0:82402(−2) 0:13027(−1)∗
10.0 0:23546(−3) 0:24836(−3) 0:28419(−3) 0:33333(−3) 0:13059(−3)∗
0:25096(−3) 0:48997(−3) 0:16681(−2) 0:37535(−2) 0:21156(−1)∗
= 0 −0:25 −0:50 −0:75 −1:00

0.1 0:24768(−2) 0:29040(−2) 0:47187(−2) 0:89403(−2) 0:19190(−1)
0:14079( 0) 0:15394(−1) 0:28022(−1) 0:23831(−1) 0:22463(−1)
0.5 0:17832(−3) 0:89285(−3) 0:24027(−2) 0:61390(−2) 0:19160(−1)
0:18675(−1) 0:23209(−1) 0:24007(−1) 0:20022(−1) 0:23827(−1)
1.0 0:68848(−3) 0:90963(−3) 0:17793(−2) 0:41207(−2) 0:12444(−1)
0:71794(−3) 0:14540(−1) 0:94757(−2) 0:27368(−1) 0:22541(−1)
2.0 0:64309(−3) 0:76108(−3) 0:11857(−2) 0:22746(−2) 0:56324(−2)
0:92017(−3) 0:13293(−2) 0:16633(−2) 0:16192(−1) 0:72498(−2)
5.0 0:40222(−3) 0:43732(−3) 0:55636(−3) 0:79333(−3) 0:12209(−2)
0:46008(−3) 0:48003(−3) 0:72940(−3) 0:85484(−3) 0:12309(−1)
10.0 0:23546(−3) 0:24679(−3) 0:28128(−3) 0:33036(−3) 0:35076(−3)
0:25096(−3) 0:25726(−3) 0:37007(−3) 0:39907(−3) 0:20438(−1)
example, when |#|6 12 , we have Ck(#)6Ck( 12 ), so that the value Ck( 12 ) can, if so desired,
be employed throughout (R); similar considerations apply to Cˆk(#). In 12 ¡ |#|6 , the value
of Ck(#) is determined by the appropriate range of # values in Table 2; if no distinction between
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Table 5
Exact values of |RN | (:rst entry) and the bound (5.2b) (second entry) for diFerent values of || and # when a=10e−3i=4
and N = 5
#= 0 0.1 0.2 0.3 0.4 0.5
N = 5 a= 10 exp(− 34 i)
||
1.0 0:27638(−3) 0:28273(−3) 0:30730(−3) 0:35456(−3) 0:43134(−3) 0:53987(−3)
0:68493(−3) 0:54252(−3) 0:52064(−3) 0:57806(−3) 0:75247(−3) 0:75247(−3)
2.0 0:16925(−3) 0:17539(−3) 0:19899(−3) 0:25247(−3) 0:37584(−3) 0:71712(−3)
0:37892(−3) 0:30904(−3) 0:30930(−3) 0:36921(−3) 0:49646(−3) 0:77357(−3)
5.0 0:49349(−4) 0:50427(−4) 0:54007(−4) 0:60150(−4) 0:67364(−4) 0:65415(−4)
0:11719(−3) 0:95424(−4) 0:93370(−4) 0:10597(−3) 0:12907(−3) 0:16424(−3)
10.0 0:14424(−4) 0:14549(−4) 0:14932(−4) 0:15512(−4) 0:16207(−4) 0:16960(−4)
0:36025(−4) 0:28958(−4) 0:27128(−4) 0:28383(−4) 0:30354(−4) 0:32197(−4)
the diFerent ranges of # is required, we can simply use the supremum value for Ck(#) (which
corresponds to |#|  34 ).
In Tables 3 and 4 we give the results for the remainder RN as a function of = z=a=ei for two
values of N when |a|= 20 and |arg a|6 12 . The :rst entry in each table corresponds to the exact
value of |RN | computed using Mathematica from (1.9), while the second entry corresponds to the
appropriate bound given in (5.1) — an asterisk after a value indicates that the entry corresponds to
|exp(− 12 a2)RN |; compare (3.7). It is apparent that the sharpness of the bounds varies with location
in the  plane. In (R), the bound is quite sharp for large , especially in the neighbourhood of the
real axis, but becomes less precise in (L). This is particularly found to be the case when  lies in
the lobes L±—see Fig. 1(a)—and in the neighbourhood of the rays  = ± 32 . In the former case
the coe4cients ck() in the expansion (1.9) become large in magnitude, while in the latter case
the bounds (5.1c), although they remain :nite as  → ± 32 , scale approximatively like |"|. This
deterioration of the bounds in (L) is only to be expected, however, since their derivation relies on
bounds for |ck()| evaluated along rays of constant arg .
In Table 5 we show values of |RN | for diFerent values of ∈(R+)0 and N when arg a = − 34 
to illustrate the accuracy of the bound in (5.2b). The same results are obtained when ∈(R−)0 and
arg a= 34 . We remark that the values ||=1 and #= 25 , 12  correspond to ∈0, with the result
that the bound (5.2a) has been employed for these values.
Finally, we mention the situation when  =∈ (L) with Re()¡ 0 (that is, when ¡ ||¡ 2). In
this case, we use the analytic continuation formula in (2.3). If, for example, we take a = 5e−3i=4,
z = 10e3i=4, so that = 2, = 32 , then  is situated near the branch point in the lobe L
+ outside
of the domain (L); see Fig. 2. Use of (2.3) shows that we can express the incomplete gamma
function for these values of a and z in terms of Q(5e−3i=4; 10e−5i=4), for which = 2, =− 12 .
The corresponding value of  for this latter function is now situated in (R), with the consequence
that the bounds in (5.2) then apply.
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Appendix. Bounds for K(#)
We derive bounds for the integral in (4.5)
K(#) =
∣∣∣∣a
∫
P±
xe−(1=2)a(x
2−2) dx
∣∣∣∣ (∈(R±)0 ;  7 0) (A.1)
when 12 ¡ |arg a|¡. The rectilinear paths P± are speci:ed, respectively, by x =  ± iue∓i(,
u∈ [0;∞) with the acute angle ( chosen to lie in the interval [0; 34 − ||).
On P± we :nd
|e−(1=2)a(x2−2)|= exp{−|a|u cos6+ 12 |a|u2 cos 2(||+ ()}; (A.2)
where 6= #0− |#|+( and #0 = 2|| − 12 ¿ 0. Thus, provided ( is chosen to satisfy |6|¡ 12  and
since cos 2(||+ ()¡ 0, it follows that
K(#)¡ |a|
∫ ∞
0
e−|a|u cos6(||+ u) du
= sec6
(
1 +
sec6
2|"|
)
:
To minimise this bound we choose (=0 when |#|6 #0 (so that 6=#0−|#|) and (= |#|−#0 when
#0 ¡ |#|6 12  (so that 6= 0). Then we obtain the bounds
K(#)¡


sec(#0 − |#|)
(
1 +
sec(#0 − |#|)
2|"|
)
(|#|6 #0);
1 + (2|"|)−1 (#06 |#|6 12 ):
(A.3)
The bound (A.3a) becomes in:nite when  → 12  and # → 0, since 6→ 12 . To deal with situation,
we select ( so that ||+ ( = 12  to obtain from (A.2) the alternative bound
K(#)¡ |a|
∫ ∞
0
e−(1=2)au
2
(||+ u) du
= 1 + (|"|)1=2 (∈(R)0 ): (A.4)
In applications we choose the smaller of the bounds (A.3a) and (A.4).
References
[1] T.M. Dunster, Error analysis in the uniform asymptotic expansion for the generalised exponential integral, J. Comput.
Appl. Math. 80 (1997) 127–161.
[2] T.M. Dunster, R.B. Paris, S. Cang, On the high-order coe4cients appearing in the uniform asymptotic expansion for
the incomplete gamma function, Meth. Appl. Anal. 5 (1998) 1–25.
[3] F.W.J. Olver, Asymptotics and Special Functions, Academic Press, New York, 1974. (Reprinted by A.K. Peters,
Wellesley, 1997.)
[4] F.W.J. Olver, The generalized exponential integral, Int. Series Numer. Math. 119 (1994) 497–509.
[5] R.B. Paris, New asymptotic formulas for the Riemann zeta function on the critical line, Proceedings of the International
Workshop on Special Functions, Hong Kong, World Scienti:c, Singapore, 2000, pp. 247–261.
[6] N.M. Temme, The asymptotic expansions of the incomplete gamma functions, SIAM J. Math. Anal. 10 (1979)
757–766.
