Background {#Sec1}
==========

Progression through eukaryotic cell cycle is governed by various control mechanisms such that new born progenies are able to repeat the cycle, while maintaining cell size in certain range generation after generation. Such complex control mechanisms are regulated by positive and negative feedbacks. The feedbacks create bistable switches to make the progression through different phases (G1 → S → G2 → M) irreversible. The specification of these biochemical feedbacks varies between different organisms. Extensive experimental studies have been carried out to identify the underlying molecular mechanisms that regulate the cell cycle \[[@CR1]--[@CR16]\]. Many signaling pathways in regulatory networks in addition to myriad of mutant phenotypes have been explored. Along with experimental studies, various mathematical models, including deterministic models, boolean networks, stochastic models, and hybrid approaches have been developed to quantitatively describe the cell cycle as a dynamical system.

Despite the large body of experimental and mathematical works, there are still important aspects of the cell cycle control mechanism that require further studies. For instance, mechanisms that control the cell size increase the survival chance for a cell under different circumstances, e.g., in presence of the molecular noise. However, despite their importance, it is still not clear what underlying control mechanisms maintain the robustness of cell size. Experimental data shows that in most types of living cells, size control is often regulated through feedbacks between the time a cell spends in each phase of cell cycle and the cell volume \[[@CR17]--[@CR22]\]. Nonetheless, the specification of those feedbacks may vary across different living cells, such as fission yeast, mammalian eukaryotes, epithelial cells, and budding yeast.

Since yeasts are genetically tractable in experimental studies, most studies are focused on these unicellular organisms, in particular the budding yeast. Prior studies show that the asymmetric division of budding yeast cells produces smaller daughter cells and larger mother cells. Those small daughter cells spend longer time in G1 phase before they go through the [START]{.smallcaps} transition, when a cell makes an irreversible commitment to commence a new cycle. However, those mother cells of the same size commence a new cycle soon after division \[[@CR23]\]. This observation suggests that the size control is not strong in mother cells, even if their size is as small as a daughter cell.

Di Talia et al. \[[@CR23]\] have studied the effect of molecular noise and size control in variability of the budding yeast cell cycle. More specifically, they used single-cell imaging of fluorescent labeled budding yeast cells to measure the G1 time. According to their observations: 1) the hypothesis that substantial portion of intrinsic noise stems from the noise in gene expression level is confirmed. More specifically, they showed that the variabilities in G1 time decrease with square root of the ploidy and increased dosage of G1 cyclins, 2) size control plays important role in G1 time variability of daughter cells, but not on that of mother cells, and 3) the G1 cyclin genes *CLN2* and *CLN3* dominantly control the regulatory dynamics of the [START]{.smallcaps} transition by size control and time control modules. In fact, the size control module enforces longer G1 times to small size daughter cells, but not mother cells. However, the time control module is the same in both daughter and mother cells. The study by Di Talia provides a comprehensive data set that can be used to construct new informative models to quantitatively study the effect of size control module on variability of the cell cycle.

To build such models, deterministic method is the most common approach to study the average properties of protein-protein regulatory network \[[@CR24]--[@CR27]\]. However, this model cannot be generalized to account for the cell-to-cell variabilities observed in experiments. Particularly, analysis of data obtained from single-cell imaging techniques suggests that properties of cell cycle control mechanism involve inevitable intrinsic and extrinsic noise \[[@CR23], [@CR28]\]. For instance, partial viability of certain mutant strains reported in \[[@CR29], [@CR30]\] is an intrinsically stochastic phenotype caused by substantial variability within the dynamics of cell cycle. Thus, stochastic models are desired to identify the source of variability, quantify the amplitude of noise, and to describe and predict the stochastic phenotypes of mutant strains.

Stochastic models simulate the biochemical reaction network of a living cell using Gillespie's stochastic simulation algorithm (SSA) \[[@CR31]\] to generate discrete time-evolution trajectories of species (genes, mRNAs, and proteins) based on the number of molecules. SSA works accurately if sufficient simulations can be generated. However, SSA is computationally expensive. In fact, the computational complexity of stochastic simulation algorithm scales with the number of reaction firings. Hence, if the dynamical system is large and involves substantial number of reactions with high firing frequency, the computational cost will be extremely high. To reduce this computational complexity, various strategies have been proposed \[[@CR32]--[@CR34]\]. Among the proposed strategies, Haseltine and Rawlings' (HR) hybrid method is a promising approach.

The HR hybrid method benefits from the multiscale characteristic of biochemical systems. The multiscale feature is inherent in reaction rates and reactant populations inside living cells. For instance, the post-translational reactions (such as phosphorylation/dephosphorylation) during the budding yeast cell cycle are several orders of magnitude more frequent than transcriptional reactions. Moreover, species in a system may also exhibit different scales of populations. For example, mRNAs with average abundance of 5--10 molecules per cell are translated into proteins with average abundance of 1000--10,000 molecules per cell. The HR hybrid method leverages the efficiency of solving ordinary differential equations (ODEs) and accuracy of SSA by integrating both deterministic and stochastic approaches in a single model.

The main contribution of this paper is a new hybrid model that quantitatively describes key characteristics of the cell cycle, such as inter-division times and cell sizes, distribution of mRNAs, as well as the partial viability of specific mutant strains. Building on our previous work in \[[@CR35]\], our new model includes the transcripts of the early G1 phase. This feature is in a direct contrast with existing works, such as \[[@CR27], [@CR35]\], that disregard the dynamics of early G1 proteins (Cln3 and Bck2) and do not include the G1 cyclin transcripts (*mCln3* and *mBck2*). The proposed model enables studying the effect of noise on G1 cyclins and size control mechanism in the budding yeast cell cycle. In fact, the developed model partitions all 45 proteins and 21 mRNAs, respectively, in fast and slow subsets. Using this partitioning, we obtain the dynamics of the system by solving ODEs for fast subset and applying SSA to slow subset. In addition, we use our model to predict variabilities in mutant strains of G1 phase. Finally, we present comprehensive results for the performance comparison between our proposed model and the experimental observations reported by Di Talia et al. \[[@CR23]\].

Methods and simulation {#Sec2}
======================

Model description {#Sec3}
-----------------

The model we explore in this paper is based on the molecular regulatory network originally proposed by Chen et al. \[[@CR27]\]. Chen's model is a comprehensive deterministic model that accounts for average properties of wild-type budding yeast cells, in addition to the phenotypes of more than 100 mutant strains. Next, we briefly summarize the regulatory network of the Chen's model.

Cdc28 is the main regulator of the budding yeast cell cycle which is assumed to be constitutively expressed. Cdc28 forms an active kinase by binding to two families of cyclin partners, Cln1-3 and Clb1-6. In the early G1 phase, Cln3 and Bck2 (a backup protein) are the main partners of Cdc28. As a newborn cell grows, the Cln3 and Bck2 proteins accumulate in nucleus to activate the transcription factors SBF and MBF. These two transcription factors are responsible for the production of Cln2 and Clb5. Cln2 accumulation induces the emergence of bud and Clb5 initiates the DNA synthesis. The activation of SBF corresponds to a transition called the [START]{.smallcaps}. Once the cell goes through the [START]{.smallcaps} transition, it commits to a new cycle. Shortly after the emergence of bud and initiation of DNA synthesis in the S phase, the level of Clb2 rises and the spindle assembly starts to form. Later, the cell goes through another transition called the [FINISH]{.smallcaps}, during which a pair of proteins, Cdc20 and Cdh1, become active and facilitate the degradation of Clb2 and Clb5. Through this transition, the level of Clb2 drops, the cell divides and returns to the G1 phase.

Chen's model describes the protein-protein regulatory network, but does not include the dynamics of mRNAs. There is strong evidence suggesting that the noise in the cell cycle mainly results from the low copy number of mRNAs \[[@CR23], [@CR29], [@CR36]\]. Thus, to construct a model that accounts for the variabilities in the cell cycle, it is crucial to incorporate the dynamics of mRNAs along with protein regulators in a stochastic model. Therefore, in our earlier work in \[[@CR37]\], we substantially extended Chen's model by adding the dynamics of 19 important mRNAs. Moreover, we constructed a hybrid stochastic model that not only explains the average properties of the budding yeast cell cycle, it can also reproduce the variability in critical characteristics of the cell cycle, in addition to stochastic phenotypes of specific mutants. Next, we briefly discuss the HR hybrid model.

The HR hybrid model {#Sec4}
-------------------

Fully stochastic simulation becomes substantially slow when reactants with high abundance or reactions with high frequency are involved \[[@CR33]\]. That is because the time complexity of SSA scales with the number of reactions \[[@CR31]\]. The HR hybrid method integrates stochastic and deterministic approaches to construct a stochastic model that achieves a good trade-off between accuracy and efficiency. The deterministic method, typically formulated by nonlinear ODEs, is a computationally efficient approach to describe the average properties of a system. Meanwhile, the stochastic counterpart implements the computationally expensive SSA to generate stochastic time-evolution trajectories of the states variables (here the molecule counts of mRNAs). The main idea of the HR hybrid stochastic model is to partition the system of reactions into *fast* and *slow* subsets, apply the computationally expensive SSA only to the slow reactions, and then solve ODEs for the fast subset.

With predefined thresholds of propensity (P\*) and abundance (A\*), the reaction channels can be partitioned into four regions as shown in Fig. [1](#Fig1){ref-type="fig"}. Region I includes reactants with low abundance and reactions with low propensity. Reactions in the level of gene expression are examples of reaction channels in region I. Due to low copy numbers of species in this region, it is unrealistic to assume that the dynamics of the reactants evolve deterministically over time. For this reason reaction channels in region I are placed in the slow subset where the computationally expensive SSA is applied to accurately simulate the trajectories of state variables. Region IV on contrary, includes reactions with high frequency and reactants with high abundance. Post-translational reactions are examples of the reactions in region IV. Due to the high abundance of the reactants, it is reasonable to approximate the dynamics of state variables in region IV using deterministic methods such as ODEs. Region II and III need more design considerations in order to achieve desired trade-off between accuracy and efficiency. Fig. 1Partitioning strategies for hybrid model. Region I : Slow reactions with low abundance reactant; region II: slow reactions with high abundance reactants; region III: Fast reactions with low abundance reactants; region IV: fast reactions with high abundance reactants. **a** Conservative partitioning strategy by Haseltine and Rawling \[[@CR38]\]. **b** Possible partitioning strategy based on the definition of reactions in each region. **c** Partitioning strategy proposed in \[[@CR41]\] and used in our model

Different strategies have been proposed in order to choose appropriate simulation methods for reaction channels in region II and III. As described by Fig. [1](#Fig1){ref-type="fig"}a, Haseltin and Rawling's strategy \[[@CR38]\] employs SSA for all reactions within regions I, II, and III; and solves ODEs only in region IV. Figure [1](#Fig1){ref-type="fig"}b shows a modification to this strategy, which leads to a more efficient model in terms of computational cost. The less conservative strategy in Fig. [1](#Fig1){ref-type="fig"}b approximates region II and III, respectively by the *τ*-leap method \[[@CR39]\] and the slow scale Stochastic Simulation Algorithm (ssSSA) \[[@CR40]\]. The *τ*-leap method leaps over reactions with high-abundance reactants, since inclusion of these reactions may not have a considerable effect on changing the corresponding propensity functions. The ssSSA simulates only slow reactions, assuming that fast reactions are always in partial-equilibrium or steady-state. Figure [1](#Fig1){ref-type="fig"}c shows our adopted partitioning strategy that simulates all reactions in region I (slow subset) by SSA, and reactions in all other regions (fast subset) by ODEs. In Liu et al. \[[@CR41]\], this approach was applied to a three-variable model of cell cycle and was shown to achieve much higher efficiency, while maintaining very good accuracy in comparison with other conservative partitioning strategies as well as a full stochastic model.

In our model the reaction channels in region I includes the synthesis and degradation of transcripts. After such partitioning we apply the HR hybrid algorithm to simulate the trajectories of state variables. The step by step algorithm is provided in \[[@CR35], [@CR37]\] and more implementation details can be found in \[[@CR42]\]. In those works, we have shown that placing the dynamics of mRNAs into SSA regime and solving ODEs for protein regulatory network leads to sufficiently accurate results, and significantly reduces the computational cost.

In this paper, we substantially improve our extended model in \[[@CR37]\] as follows: First, we incorporate the dynamics of two early G1-phase proteins, Cln3 and Bck2 as depicted in Fig. [2](#Fig2){ref-type="fig"}. In fact, Cln3 and Bck2 play important roles in the [Start]{.smallcaps} transition and thus are necessary to be included into the model. In Chen's original model \[[@CR27]\] the activities of Cln3 and Bck2 were formulated by algebraic Eqs. ([1](#Equ1){ref-type=""}) and ([2](#Equ2){ref-type=""}), respectively. $$\documentclass[12pt]{minimal}
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We apply the HR hybrid stochastic algorithm \[[@CR37]\] to the modified model with the listed parameters in Tables [1](#Tab1){ref-type="table"} and [2](#Tab2){ref-type="table"}.

Results and discussion {#Sec5}
======================

The modified hybrid stochastic model is used to generate sufficiently large populations of daughter and mother cells (at least 5,000 cells in each independent simulation run) starting from one cell at *t* = 0. Figure [3](#Fig3){ref-type="fig"} shows the oscillatory dynamics of the protein and mRNA molecules in the modified Cln3-Bck2 module. The cell volume grows exponentially with time and divides asymmetrically between the daughter and mother cells. As the cell grows in size, the levels of Cln3 and Bck2 proteins rise. The average abundance of the proteins and mRNAs are computed from the simulation results. The Cln3 protein, with an average abundance of 186 molecules per cell, matches very well with experimental observations (216 molecule per cell) \[[@CR15]\]. The unregulated mRNAs, *mCln3* and *mBck2*, are constitutively expressed (see Fig. [3](#Fig3){ref-type="fig"} bottom panel) with an average abundance of about 5, which is within the experimental range of 5-10 copies of unique mRNAs per cell. First, we show that gene expression noise introduces significant variability to cell cycle. One way to look into this is through increasing the ploidy, because ploidy increases the average number of transcripts. Thus, if the source of noise stems from transcripts, the ploidy will reduce the variability. Experimental studies show that when the ploidy level is doubled, the abundance of all cellular components as well as the volume of the cell are doubled while the concentration of species remains the same. In our simulations, in order to generate populations of diploid and tetraploid wild-types, the synthesis rates of all transcripts are estimated such that the average number of transcripts are, respectively, twice and four times larger than haploid wild-type cells. Moreover, the average volume of the cell is increased accordingly. To quantify the variability the coefficient of variation (CV = standard deviation/mean) is computed for each population. Fig. 3Oscillatory dynamics of proteins and mRNAs in the Cln3-Bck2 module. The temporal dynamics of specific proteins (top panel) and mRNAs (bottom panel) generated by an independent run of the hybrid stochastic model is demonstrated base on numbers of molecules per cell. The volume of cell (solid blue line) grows exponentially and divides asymmetrically (the division is indicated by arrows) between daughter and mother cells. This asymmetric division follows the experimental observations by Di Talia et al. \[[@CR23], [@CR28]\]. Except for Cln3 that divides with a ratio of 25:75 between daughter and mother, the rest of proteins along with the volume are partitioned with a ratio of 40:60. In simulation this is implemented by setting the initial values of the progenies for the next simulation run according to the aforementioned ratios

Figure [4](#Fig4){ref-type="fig"}a-l shows histogram of the G1 time, generated from simulations of sufficiently large populations of haploids, diploids, and tetraploids for both daughter and mother cells. Comparing the covariances (CVs) of daughter cells (on left) and mother cells (on right), we notice that the G1 variability is reduced from top to bottom in both daughter and mother cells. Thus, we can infer that the noise in gene expression level induces substantial variability to the cell cycle system. Fig. 4Increasing the ploidy or the G1 cyclin transcripts decreases the variabilities in G1 time. The histograms of G1 time duration for daughter and mother cells are generated by simulation of sufficiently large population of cells in different simulation scenarios. The summary statistics is given for quantitative comparison. Mean (CV) of simulation is compared with experimental data (in box). **a**, **b**: WT haploid; **b**, **c**: WT Diploids; **e**, **f**: WT tetraploid, **g**, **h**: 4 ×*CLN3*; **i**, **j**: 4 ×*CLN2*; **k**, **l**: 4 ×*Bck2*; left panels: daughters; right panels: mothers

Next, we investigate the effect of the noise introduced by G1 cyclin genes *CLN3* and *CLN2* along with *BCK2* by increasing the dosage of the corresponding transcripts. To this end, in simulations, the synthesis rates of the transcripts are estimated such that their average abundance is enlarged by 4 folds. Figure [4](#Fig4){ref-type="fig"}g-l demonstrates the histogram of the G1 time for cell population with increased dosage of genes. Decreasing pattern of CVs in comparison with haploid wild-type cells is evident for both daughter and mother cells. Thus, the results of our model is consistent with the hypothesis that the low copy number of transcripts result in substantial variability in cell cycle. In particular, in the G1 phase, this variability is more considerable due to limited number of species.

This analysis shows how the noise reduction in level of gene expression results in reduction in variability of the G1 time. Next, we investigate the effect of size control on such variability. Deterministic size control has long been proposed as a mechanism that regulates the G1 time \[[@CR17], [@CR19]\]. This means that cells stay in G1 phase until they reach a critical size. Such deterministic size control ensures that all cells bud at the same size. Since the cell size at birth is variable, the size control would assure smaller cells stay long enough to reach the critical size. This introduces variability in G1 duration. To quantify such variability in experiment, instead of geometric volume estimation which is less reliable, Di Talia et al. related size at bud, *V*~bud~, to size at birth, *V*~birth~, through the amount of time the cell spends in G1 phase (*T*~*G*1~) by: $$\documentclass[12pt]{minimal}
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where *k*~g~ is the growth rate of the media. We notice that the underlying assumption of ([5](#Equ5){ref-type=""}) is that the population growth is exponential, which is consistent with experimental observations for the budding yeast \[[@CR23]\]. Equation ([5](#Equ5){ref-type=""}) leads to *k*~g~*T*~G1~=ln(*V*~bud~)−ln(*V*~birth~), where *k*~g~*T*~G1~ can be used as an indicator of the volume change during the G1 phase. In simulations, however, change in volume of cells from birth to bud can be directly recorded by defining specific flags. Therefore, we use the volume change in our simulations instead of *k*~g~*T*~G1~.

Figure [5](#Fig5){ref-type="fig"}a and b shows the correlation between the relative change in volume during G1 phase and the scaled volume at birth for mother and daughter cells in glucose. The growth of mother cells in G1 phase is almost independent of the size at birth. There is a very good match between the experimental observations (slope =−0.1) and our model (slope =−0.13). For daughter cells, however, strong size control is evident (see Fig. [5](#Fig5){ref-type="fig"}b). Small daughter cells need to stay longer and grow larger in G1 phase before they go through [START]{.smallcaps} transition and commit to a new cycle. The size control is stronger in smaller daughters (slope =−0.97) compared with the larger ones (slope =−0.2). The quantified correlations are, respectively, comparable with (slope =−0.7) and (slope =−0.3) from experiments \[[@CR23]\]. Fig. 5Cell cycle variability and size control for both daughter and mother cell. Size control leads to a negative correlation between cell size at birth and growth in G1 phase. Plotting the logarithm of size at birth, *V*~birth~, scaled with the average volume at bud, 〈*V*~bud~〉, with respect to relative growth in G1 ((*V*~bud~−*V*~birth~)/*V*~birth~) quantifies how strong the G1 size control is in daughter (**a**) and mother cells (**b**). A slope of −1 would indicate a perfect size control, whereas a slope of 0 indicates a lack of size control. Wild-type budding yeast shows imperfect size control in glucose

This analysis quantitatively describes two causes for G1 variability: 1) variability that is introduced by size control and 2) variability that is independent of size and stems from molecular noise \[[@CR23]\]. The simulation results of cells with increased copies of genes provides more quantitative evidence in this regards. The efficient size control observed in wild-type daughters (see Fig. [5](#Fig5){ref-type="fig"}a) is reduced by ploidy and increasing the dosage of G1 cyclins. Figure [6](#Fig6){ref-type="fig"} shows the correlation between relative volume growth during G1 phase and the scaled volume at birth. The linear fit to the binned data demonstrates a smaller slop in diploid and tetraploid daughters in comparison with haploid wild-type in Fig. [5](#Fig5){ref-type="fig"}a. Similarly, the less efficient size control is evident in daughter cells with increased dosage of *CLN3*, *BCK2*, and *CLN2*. In addition, Fig [6](#Fig6){ref-type="fig"}. e, g, and i shows that increasing the number of *CLN3* and *BCK2* copies substantially alters the size control while the increased dosage of *CLN2* does not. The lack of size control in mother cells is also evident in right-hand side panels in Fig. [6](#Fig6){ref-type="fig"}. Our model describes the stochastic size control of the budding yeast cell cycle very well and is quantitatively consistent with experimental observations by Di Talia et al. \[[@CR23]\] Fig. 6Size control variability is reduced by ploidy and increasing the copy numbers of G1 cyclins in both mother and daughter cells. The correlation between the relative change in volume of a cell during the G1 phase (Relative*ΔV*~G1~) and the normalized logarithm of cell size at birth (log(*V*~birth~/〈*V*~bud~〉) is shown for ploidy (**a-d**) and cells with increased dosage of genes (**e-j**). The quantified correlation shows that the cell size independent noise is decreased by ploidy and also by increasing the copy numbers of G1 cyclins as well as BCK2

Thus far, using different analysis we have shown that our hybrid stochastic model captures many properties of the cell cycle and matches very well with experimental data. Next we, use the proposed model to predict the variability in phenotypes of mutant strains in [START]{.smallcaps} network, more specifically the genes that play role in size control. The average phenotype of mutants have been modeled deterministically first by Chen et al. in \[[@CR26], [@CR27]\] and recently by Kraikivski et al. in \[[@CR48]\]. However, the variability of cell cycle properties in different mutant strains needs stochastic modeling and yet is not addressed by prior works.

Figure [7](#Fig7){ref-type="fig"}a and b shows the results from hybrid stochastic simulation for some of viable mutants of [START]{.smallcaps} network. Important properties of the cell cycle including division time (*T*~div~), G1 time (*T*~G1~), volume at birth (*V*~birth~), and S/G2/M duration (*T*~S/G2/M~) are computed for the population of the mutants. According to results in Fig. [7](#Fig7){ref-type="fig"}a and b for both daughter and mother cells, the average properties of the cell cycle predicted by our proposed model is consistent with the experimental observations reported in \[[@CR27]\]. For instant, for those strains with deleted G1 cyclin genes such as *cln*3*Δ* and *cln*2*Δ*, the G1 time is significantly longer than the wild-type cell. That is because the budding is delayed due to deletion of these genes. For a similar reason, the G1 phase is prolonged in *bck*2*Δ* and *cln*2*Δbck*2*Δ*. Moreover, since these strains stay longer in G1 phase, they grow larger before they commence a new cycle. For this reason, the size of these mutants after division (at birth) is larger on average in comparison with wild type cell \[[@CR26], [@CR27]\]. *GAL*−*CLN*3 and multicopy-*BCK*2 with increased activity of *CLN3* and *BCK2* produce cells with smaller size. Such phenotype of these mutant strains is precisely described by our model. Fig. 7Mutant phenotypes of selected strains in [START]{.smallcaps} network. The average (**a** and **b**) and CV (**c** and **d**) of critical properties of cell cycle (including cycle time (*T*~div~), G1 time *T*~G1~, duration of S/G2/M phase, (*T*~S/G2/M~) and size at birth (*V*~birth~) are computed for simulated population of selected mutant strains for both daughter and mother cell. Time is in min and volume in fL

Figure [7](#Fig7){ref-type="fig"}c and d shows the percent change in variability of cell cycle properties under perturbation of *CLN3*, *CLN2*, and *BCK2* genes compared with wild-type cell. According to the prediction of the model, deletion of *CLN3* gene induces highest amount of noise into almost all properties of the cell cycle, particularly to the G1 phase. The G1 time is highly variable because Cln3 protein is the cyclin that contributes the most in G1 phase (by activation of SBF which is the transcription factor of Cln2). Hence, in the absence of *CLN3* gene, the [START]{.smallcaps} transition becomes sloppy. Another observation is that *cln3* deletion induces more variability to the mother cell than the daughter cell. This can be explained by the asymmetric division of Cln3 and *mCln3* in budding yeast. Considering the experimental observations in \[[@CR28]\], we partition both Cln3 and *mCln3* with ratio of 25:75 between daughter and mother cells. Thus, the absence of Cln3 protein has more considerable effect in variability of mother cells.

Bck2 is a back-up protein in G1 phase. In absence of this protein, Cln3 is able to drive the cell to [START]{.smallcaps} transition and hence, deletion of the *bck2* does not greatly affect the properties of cell cycle. However, increasing the dosage of this gene in multicopy-*BCK*2 significantly decreases the variability of G1 phase. Clearly, that is because multiple copies of the gene decrease the fluctuation in level of gene expression, and consequently, in G1 duration.

Deleting *CLN2* gene in *cln*2*Δ* strain does not considerably change the variability in cell size or other phases of the cell cycle, except for G1 phase of daughter cell. This phenotype is not consistent with our expectation and under current parameterization, this observation requires more investigation. *CLN1* and *CLN2* genes have overlapping functions in formation of bud and spindle pole body duplication \[[@CR26]\]. Due to the similarity of Cln1 and Cln2 proteins, the combined activity of these proteins is typically presented by only Cln2 to simplify the model. One possible solution to study the dynamics of this family of cyclins in more detail is to include the dynamics of Cln1 and *mCln1* in the model.

Experimental studies show that the noisiest phase of the budding yeast cell cycle is G1 with coefficient of variation equal to 50% for both daughter and mother cells. Thus, one may infer that the variability in other phases (S/G2/M) is dictated by the G1 variability. However, Debashis et al. in \[[@CR30]\] showed that the variability in cell cycle times and volume at birth are driven by the variability of the S/G2/M phase (bud phase), rather than the G1 (unbud) phase.

Next, we study the correlation between variability in division time and size at birth with respect to variability in duration of G1 and S/G2/M phases. To this end, the CVs of G1, S/G2/M, and division time along with the cell volume at birth are computed from simulation of the following populations: wild-type haploids, diploids and tetraploids in glucose, mutant strains presented in Fig. [7](#Fig7){ref-type="fig"}, and the cells with increased dosage of genes presented in Fig. [8](#Fig8){ref-type="fig"}. Moreover, the product-moment correlation coefficient is computed to quantify such correlations. Fig. 8Correlation between the Variability of size and duration of different phases of cell cycle. CVs of *T*~div~ (**a** and **b**) and *V*~birth~ (**c** and **d**) are correlated with CVs of *T*~S/G2/M~ and *T*~G1~ for simulated population of haploids, diploids, tetraploids as well as several viable mutant strains. Correlation coefficients (R) are computed and given on each panel

Figure [8](#Fig8){ref-type="fig"}a-d demonstrates that variability in cycle time and volume with respect to variability in duration of G1 and S/G2/M phases. There is strong correlation (R = 0.91) between the CVs of division time and S/G2/M duration (see Fig. [8](#Fig8){ref-type="fig"}a), while such correlation is less evident for G1 duration with coefficient of correlation equal to 0.52 (see Fig. [8](#Fig8){ref-type="fig"}b). Similarly, Fig. [8](#Fig8){ref-type="fig"}c and d shows that CVs of birth size are more strongly correlated to less noisy phase of the cell cycle (S/G2/M), rather than the G1 phase. The reason for such non-intuitive observation lies in size control mechanism. According to the results in Fig. [5](#Fig5){ref-type="fig"}, size control imposes a negative correlation between the size at birth and G1 duration in order to make the cells bud at the same size such that the variability in size is minimized before [START]{.smallcaps} transition \[[@CR30]\]. Hence, major variability of the cell size from birth to division takes place after [START]{.smallcaps} and during the S/G2/M phase.

Conclusion {#Sec6}
==========

In this paper, we present a new hybrid stochastic (ODE/SSA) model to address the variability in the budding yeast cell cycle introduced by noise in level of gene expression and stochastic size control. We have significantly modified existing works by adding a modified Cln3-Bck2 module. This module is required to study the G1 variability due to importance of Cln3 and Bck2 proteins at the early G1 phase. We have applied the HR hybrid method in our developed model to maintain a good trade-off between accuracy and efficiency by integrating deterministic and stochastic simulations. We note that the full stochastic simulation is computationally expensive to be used in our large model that includes 66 proteins and mRNAs. In order to incorporate the inherent molecular fluctuations of the cell cycle in our model, we have enhanced the protein-protein regulatory module of the Chen's deterministic model to a gene-protein regulatory network, where *mCln3* and *mBck2* are incorporated.

We validate our model though comprehensive numerical simulations and present several comparisons with wet-lab experimental data. With manageable computational complexity, our approach has successfully accounted for a broad range of single-cell experimental observations on wild-type and mutant cells. In particular, our model has confirmed that substantial amount of deleterious noise in cell cycle stems from the low copy number of mRNAs in early G1 phase. The imperfect sizer of the budding yeast control mechanism has also been predicted by the proposed model. Moreover, the effect of size control on variability of certain mutant phenotypes in Cln3-Bck2 module have been quantitatively described. The proposed model has yielded promising preliminary results that can be used to build more comprehensive models of size control regulatory network.

CV

:   Coefficient of variation

HR

:   Haseltine and Rawlings

MDT

:   Mass doubling time

ODEs

:   Ordinary differential equations

SSA

:   Stochastic simulation algorithm

ssSSA

:   Slow scale Stochastic Simulation Algorithm
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